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Abstract—In this paper we analyze a cognitive radio network
with one primary and one secondary transmitter, in which the
primary transmitter has bursty arrivals while the secondary node
is assumed to be saturated (i.e. always has a packet waiting to be
transmitted). The secondary node transmits in a cognitive way
such that it does not impede the performance of the primary
node. We assume that the receivers have multipacket reception
(MPR) capabilities and that the secondary node can take ad-
vantage of the MPR capability by transmitting simultaneously
with the primary under certain conditions. We obtain analytical
expressions for the stationary distribution of the primary node
queue and we also provide conditions for its stability. Finally, we
provide expressions for the aggregate throughput of the network
as well as for the throughput at the secondary node.
I. INTRODUCTION
Cognitive radio communication provides an efficient means
of sharing radio spectrum between users having different pri-
orities [1]. The term “Cognitive Radio” was first introduced by
Mitola in the 1990s to take advantage the highly under-utilized
scarce wireless spectrum [2]. The high-priority transmitter,
usually termed as primary, is allowed to access the channel
whenever it is needed, while the low-priority node, coined as
secondary, is required to make a decision on its transmission
and access the channel opportunistically based on the spectrum
occupancy and the primary user transmission.
In this paper, we consider a cognitive radio network con-
sisting of a primary user with bursty arrivals and a secondary
user with saturated traffic, as shown in Fig. 1. We obtain the
aggregate throughput of the network for a cognitive access
protocol on the general multipacket reception (MPR) channel
model. The MPR channel captures the effects of fading,
attenuation, and interference at the physical layer in a more
efficient way than the traditional collision channel model, as
in the former a transmission may succeed even in the presence
of interference [3]–[6].
The secondary transmitter can take advantage of the MPR
capability by transmitting simultaneously with the primary
node under certain conditions. We slightly modify the cog-
nitive access protocol proposed in [7]–[9], in which the
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secondary node not only utilizes the idle periods of the primary
node, but also competes with the primary node by randomly
accessing the channel when the queue size of the primary
node is below a congestion limit. If the primary node queue
size exceeds that limit, then the secondary node is not allowed
to transmit. The congestion limit is a way to ensure that the
secondary node will not harm the primary node more than a
certain level.
To position our contribution with respect to the literature,
we provide below a brief background review. In [10], a
novel cognitive multiple-access strategy in the presence of a
cooperating relay is proposed. That work was among the first
that introduced the notion of network-level cooperation, i.e.
cooperation without any physical layer processing. In [11], the
notion of partial (or probabilistic) network-level cooperation is
introduced, where probabilistic cooperation means that under
certain conditions in the network, the relay may accept a
packet from the source. In [12], the authors study the impact,
from a network-layer perspective, of having a single cognitive
radio transmitter- receiver pair sharing the spectrum with mul-
tiple primary users wishing to communicate to a single receiver
in a multi-access channel (MAC). In [9], an opportunistic
multiple access protocol is proposed, in which the priorities
among the users are observed in order to better utilize the
limited energy resources. Owing to the MPR capability, the
secondary node not only utilizes the idle slots, but can also take
advantage of the additional reception by transmitting along
with the primary node in a random access way that does not
adversely affect the quality of the communication over the
primary link.
In this paper, we first analyze the queue characteristics of
the primary transmitter. Specifically, we model the queue as
a discrete time Markov Chain and we obtain its stationary
distribution. Furthermore, we provide the conditions for the
stability of the queue and we characterize the throughput
experienced by the secondary transmitter, as well as the
aggregate throughput of the network.
The rest of the paper is organized as follows: in Section II,
we describe the system model including the network model
and the cognitive protocol. In Section III, we include the
analysis for the primary node queue, and numerical results
are presented in Section IV. Finally, Section V concludes our
work.
II. SYSTEM MODEL
A. Network Model
We consider a cognitive radio network of two source-
destination pairs, as shown in Fig.1. The time is slotted and
each packet transmission occupies one time slot. The primary
source has an infinite capacity queue Q for storing the arriving
packets of fixed length. The arrival process at the primary
transmitter is modeled as a Bernoulli process with average
rate λ packet per slot. The secondary node queue is assumed
to be saturated (always backlogged), i.e. it always has a packet
waiting to be transmitted.
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Fig. 1: A cognitive network with a primary and a secondary
transmitter. The primary node has bursty traffic whereas the
secondary has a saturated queue.
B. Physical Layer Model
The MPR channel model is a generalized form of the packet
erasure model. At the receiver side, a packet can be decoded
correctly by the receiver if the received SINR exceeds a certain
threshold. More precisely, suppose that we are given a set T
of nodes transmitting during the same time slot. Let Prx(i, j)
be the signal power received from node i (where i = P, S) at
node j (where j = DP , DS), and let SINR(i, j) be the SINR
determined by node j, i.e.
SINR(i, j) =
Prx(i, j)
ηj +
∑
k∈T\{i} Prx(k, j)
,
where ηj denotes the receiver noise power at j. We assume
that a packet transmitted by node i is successfully received by
j if and only if SINR(i, j) ≥ γj , where γj is a threshold
characteristic of node j. Let Ptx(i) be the transmit power
at node i and r(i, j) be the distance between i and j.
The power received by node j when node i transmits is
Prx(i, j) = A(i, j)g(i, j), where A(i, j) is a random variable
representing channel fading. We assume that the channel is
subject to slow, flat fading, constant during a timeslot and
independently varying from one timeslot to another. Under
Rayleigh fading, it is known that A(i, j) is exponentially
distributed [13]. The received power factor g(i, j) is given by
g(i, j) = Ptx(i)(r(i, j))−α where α is the pathloss exponent
with α > 2. The success probability of link i − j when the
transmitting nodes are in T is given by
P ji/T = exp
(
− γjηj
v(i, j)g(i, j)
)
×
×
∏
k∈T\{i,j}
(
1 + γj
v(k, j)g(k, j)
v(i, j)g(i, j)
)−1
,
where v(i, j) is the parameter of the Rayleigh random variable
for fading.
For the sake of presentation, we denote p1/1 = P
DP
P/P and
p2/2 = P
DS
S/S when only one transmitter is active. When both
transmitters are active, we have p1/1,2 = P
DP
P/P,S and p2/1,2 =
PDSS/P,S . Note that p1/1 ≥ p1/1,2 and p2/2 ≥ p2/1,2.
C. Cognitive Access Protocol
In this work, we build on the cognitive protocol proposed
in [7] and we slightly modify it in the following way. The
primary node transmits a packet whenever is backlogged. On
the other hand, the secondary node transmits a packet by
accessing the channel in a way that it does not deteriorate
the performance of the primary node. The secondary node
monitors the status of the queue of the primary node, and
when the queue is empty (thus the primary node is silent), the
secondary node transmits with probability 1. When the size of
the queue in the primary node is between 1 and a threshold
M , the secondary node accesses the channel with probability
q.
The service rate for the primary node in this case is denoted
µ1 and is given by
µ1 = qp1/1,2 + (1− q)p1/1. (1)
When the queue size is larger than M then, the secondary
node remains silent. In that case, the service rate of the primary
node is µ2 and is given by
µ2 = p1/1. (2)
The threshold M plays the role of a congestion limit for the
primary node, meaning that when the queue reaches this size
then, the secondary node does not attempt to transmit any
packet.
The throughput for the secondary user, Ts is given by
Ts = Pr (Q = 0) p2/2 + Pr (1 ≤ Q ≤M) qp2/1,2. (3)
Thus, in order to compute Ts we need to analyze the queue
at the primary node. The analysis is given in the following
section.
III. ANALYSIS OF THE PRIMARY NODE QUEUE
In order to characterize the performance in our system, we
need to characterize the maximum stable throughput for the
primary node and the average throughput for the secondary
node. The maximum stable throughput is defined only for
sources that are not backlogged, i.e. for sources with bursty
arrivals, and is the rate measured in terms of packet/slot at
which data is delivered from the transmitter to its intended
receiver, while guaranteeing that the queue does not grow
unbounded.
The average throughput for the secondary node, given in
(3), depends on the state of the primary node queue, hence
we need to characterize Pr (Q = 0) and Pr (1 ≤ Q ≤M). We
model the queue at the primary node as a discrete time Markov
Chain (DTMC), which describes the queue evolution and is
presented in Fig. 2. Each state is denoted by an integer and
represents the queue size at the primary node.
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Fig. 2: The Discrete Time Markov Chain which models the
queue evolution at the primary node.
In order to compute the Pr (Q = 0) and Pr (1 ≤ Q ≤M),
we utilize the balance equations of the DTMC. The stationary
distribution of the DTMC is denoted by pi, where pi(i) =
Pr (Q = i) is the probability that the queue has i packets when
it is in steady state.
From the balance equations we obtain the following
λpi(0) = (1− λ)µ1pi(1)⇔ pi(1) = λ(1− λ)µ1pi(0)
[λ(1− µ1) + (1− λ)µ1]pi(1) = λpi(0) + (1− λ)µ1pi(2)
⇔ pi(2) = λ
2(1− µ1)
(1− λ)2µ21
pi(0)
Summarizing, for 1 ≤ i ≤M we have that
pi(i) =
λi(1− µ1)i−1
(1− λ)iµi1
pi(0),
and for i > M we obtain
pi(i) =
λM+i(1− µ1)M (1− µ2)i−1
(1− λ)M+iµM1 µi2
pi(0).
The previous steady state probabilities are given as a func-
tion of pi(0), however it is known that
∞∑
i=0
pi(i) = 1. (4)
From the previous expression, we derive the probability that
the queue is empty and is given by
Pr (Q = 0) =
(µ1 − λ)(µ2 − λ)
µ1µ2 − λµ1 − λ
[
λ(1−µ1)
(1−λ)µ1
]M
(µ2 − µ1)
. (5)
From (4), we also obtain the condition that the series is
converging when λ < µ2, which is also the condition that the
DTMC is an aperiodic irreducible Markov Chain, implying
that the queue is stable.
However, since pi(0) denotes a probability, we additionally
have the conditions 0 ≤ pi(0) ≤ 1. In order to fully
characterize the previous condition in terms of λ, µ1 and µ2,
we need to solve a polynomial equation of degree M , which
will be evaluated numerically.
The average throughput of the secondary transmitter also
depends on Pr (1 ≤ Q ≤M) =∑Mi=1 pi(i), where
Pr (1 ≤ Q ≤M) =
λ
(
1−
[
λ(1−µ1)
(1−λ)µ1
]M)
(µ2 − λ)
µ1µ2 − λµ1 − λ
[
λ(1−µ1)
(1−λ)µ1
]M
(µ2 − µ1)
.
(6)
Thus, the average throughout of the secondary node is given
by
Ts =
(µ2 − λ)
[
(µ1 − λ)p2/2 + λ
(
1−
[
λ(1−µ1)
(1−λ)µ1
]M)
qp2/1,2
]
µ1µ2 − λµ1 − λ
[
λ(1−µ1)
(1−λ)µ1
]M
(µ2 − µ1)
.
(7)
When the queue at the primary is stable then the aggregate
throughput of the network in study is
Taggr = λ+ Ts. (8)
In this work, we only consider one secondary transmitter-
receiver pair, and the effect of the number of the secondary
transmitters on the network performance will be investigated
in a longer version of this paper.
IV. NUMERICAL RESULTS
In this section, we present numerical results for the through-
put of the secondary node given in (7) and the aggregate
throughput of the network (8) for different values of M , q
and λ. We consider the cases that the success probabilities
between the transmitters and the receivers can be either high
or low, and we consider strong and weak MPR capabilities for
the receivers.
In Figs. 3-4, we illustrate the aggregate and the secondary
node throughput versus the transmission probability q and
the arrival rate λ for various values of congestion limit M
when the receivers have strong MPR capabilities. In this case,
the throughput increases for q and λ increasing, otherwise it
decreases. When λ is relatively low, then M does not really
affect the system, since the probability that the queue is empty
increases. Due to the low utilization in this case, choosing
M = 1 in our protocol is beneficial. As illustrated in Fig. 3(b)
and Fig. 4(b), the throughput of the secondary user decreases
as λ increases, whilst the aggregate throughput increases. This
means that the decrease of secondary node throughput, due to
the congestion of the primary node queue as we approach
the saturation of the queue, is less than the increase of the
λ. Furthermore, when the channels between the transmitters
and receivers have low success probabilities, then M does not
really affect the throughput.
In Figs. 5-6, we depict the cases where the channels between
the transmitters and the receivers are good and poor respec-
tively, whereas the receivers have weak MPR capabilities.
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Fig. 3: High link success probabilities and strong MPR
capabilities for the receivers: p1/1 = 0.8, p1/1,2 = 0.6,
p2/2 = 0.9 and p2/1,2 = 0.7.
In that case, the throughput decreases as q increases. As λ
increases, both the secondary node and the aggregate through-
put decreases. The drop of the secondary node throughput is
bigger than the increase of the stable throughput of the primary
node.
The main takeaway of our results is that if the receivers
have strong MPR capabilities, the throughput increases as the
transmission probability of the secondary increases, otherwise
it decreases.
V. CONCLUSIONS
In this work, we studied the performance of a cognitive
network consisting of a primary and a secondary transmitter.
The primary node has bursty arrivals, which are stored in
its queue for a future transmission, while the secondary is
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Fig. 4: Low link success probabilities and strong MPR
capabilities for the receivers: p1/1 = 0.5, p1/1,2 = 0.3,
p2/2 = 0.6 and p2/1,2 = 0.35.
assumed to be saturated. The secondary node transmits in a
cognitive manner taking advantage of the emptiness of the
primary node queue and in a random access when the queue
is below a congestion limit M . We analyzed the performance
of the primary node queue, and we obtained the stationary
distribution and the stability conditions. We also derived
the secondary node throughput, as well as the aggregate
throughput as a function of the transmission probability of
the secondary node, the arrival rate at the primary node, and
the congestion limit M .
Further extensions of this work will include the delay
analysis for this network and the dynamic adjustment of M
and q depending on the arrival rate. Furthermore, the effect of
the number of the secondary transmitters on the performance
will be investigated.
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