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数である．次に，ある位置 t  で出現する単語 wt に
対して，その前後δ個の単語列を文脈 Cwt =（wt -δ,









２. ３　CBoW モデルと skip-gram モデル
　Word2Vec は，CBoW と skip-gram という2つの
モデルの総称として用いられている用語である6）．
本節では，この2つのモデルについて説明する．
　skip-gram では，文脈 Cwt に含まれる語は互いに
独立であると仮定して，log pθ（wt│Cwt）を，文脈





　ここで， vc は文脈内にある単語 c  のベクトル表
現， v~w は予測単語 w  のベクトル表現，そしてV は
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図1 分布仮説 2 
 3 
 4 
  5 
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れ，ディープラーニングを自然言語処理に適用したニューラル言語モデルの副産物として1 





2. 理論 7 
2.1 単語の分散表現 8 
単語の分散表現のアイデアは，1950 年代に提案された分布仮説 8）に遡る．これは，「単9 
語の意味はその単語の出現した際の周囲の単語（文脈）によって決まる」という仮説であ10 
る．たとえば，図 1 に示すように上段と中段はいずれも違和感のない自然な文章なので，11 
「流行性耳下腺炎」や「おたふくかぜ」は「唾液腺」，「腫脹」など周囲の単語（文脈）と12 
高い相関で現れることが予想される．そのため，分布仮説の帰結として「流行性耳下腺13 





する Word2Vec と呼ばれる手法が提案された 9, 10)．次節では Word2Vec がどのようにして19 
単語ベクトルを獲得するかについて説明する 6, 11, 12)． 20 
 21 
2.2 Word2Vec 22 
まず，学習コーパス（文書例）を単語列 ݓଵǡݓଶǡڮ ǡݓ் とする．ここで，ܶは学習コー23 
パスに含まれる単語数である．次に，ある位置 ݐ で出現する単語 ݓ௧ に対して，その前24 
後 ߜ 個 単語列を文脈 ܥ௪೟ ൌ ሺݓ௧ିఋǡڮ ǡݓ௧ିଵǡ ݓ௧ାଵǡڮ ǡݓ௧ାఋሻ とする．文脈 ܥ௪೟ から単25 
語 ݓ௧ を予測する条件付確率分布関数 ݌ఏ൫ݓ௧ȁܥ௪೟൯ を定義し，式(1)に示す対数尤度関数 26 
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これが Word2Vec の基本的な考え方である．なお，ここでは，確率分布 ����|��� の母1 
数（パラメタ） � を最尤推定することになるが，このパラメタ � が単語の分散表現に2 
なる． 3 
2.3 CBoW モデルとskip-gram モデル 4 
Word2Vec は，CBoW と skip-gram という 2 つのモデルの総称として用いられている用5 
語である 6)．本節では，この 2 つのモデルについて説明する． 6 
skip-gram では，文脈 ���  に含まれる語は互いに独立であると仮定して，log	7 
�����|����を，文脈単語 � か る単語 �� を予測する条件付き確率分布関数 8 
�����|�� の積に分解する．よって，式(1)は次式に変形できる． 9 





そして，条件付き確率分布関数 次のように対数双線形モデルを用いて定式化する． 11 
�����|�� �
exp��� � ����
∑ exp��� � �������� ・・・��� 12 




計算を近似する様々な手法が考案されている 6）．なかでも skip-gram は，負例サンプリン17 
グという手法を用いて大幅に計算量を削減している． 18 
負例サンプリングでは，学習データに現れる単語・文脈ペア 〈��� �〉 ごとにランダムに19 
�個の擬似負例単語 〈��� �〉 を生成し，それらを識別するように学習する．具体的には，20 
正例 〈��� �〉 に対しては 1，負例 〈��� �〉 に対しては 0 を予測するロジスティック回帰モ21 
デルで近似する． 22 
これに対して CBoW モデルでは，式(2)のように文脈 ��� に対する条件付確率分布関数23 
を文脈語 � に対する条件付確率分布関数の積に分解せず，文脈内にある単語 � のベク24 
トル表現 �� の和 ��� � ∑ ������  を用いて次式のように条件付き確率分布関数 25 
�����|����を定式化する 11）． 26 
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に文脈 Cwt に対する条件付確率分布関数を文脈語 c  
に対する条件付確率分布関数の積に分解せず，文







CBoW モデルと skip-gram モデルは同じモデルに
なる．したがって，skip-gram モデルは CBoW モ
デルの特別な場合と考えることができる6）．
２. ４　ニューラル言語モデルと単語ベクトルの関係
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�����|���� �
exp���� � ����
∑ exp���� � ��������
・・・��� 1 
これ以降の計算は skip-gram モデルと同様に行う． 2 
ところで，1 単語だけからなる文脈 ��� � ��� を考えると，式(4)は，式(3)と同じにな3 
る．すなわち，CBoW モデルと skip-gram モデルは同じモデルになる．したがって，skip-4 
gram モデルは CBoW モデルの特別な場合と考えることができる 6）． 5 
 6 
2.4 ニューラル言語モデルと単語ベクトルの関係 7 
式(3)で唐突に単語ベクトル ��, �� が出てきたが，先述したように，これがコーパスを8 
使って最尤推定したいパラメタ � である．そして，これらの単語のベクトル表現は入力9 
層，隠れ層，出力層からなるニューラル言語モデルの重み行列になっている 12)． 10 
図 2 は，Word2Vec のニューラル言語モデルを概念的に描いた図である．この図におい11 
て，|�|はコーパス全体の語彙数で，�は隠れ層のニューロン数を表している（� �12 
|�|）．また，�|�|��は入力層と隠れ層の間の重み行列，����|�|は隠れ層と出力層の間の13 
重み行列である．入力層から文脈単語 � の one-hot ベクトルが入力され，重み行列14 
�|�|��を使って隠れ層（中間層）への入力値が計算される．ここで，one-hot ベクトルと15 
は，	�0, 1�を要素とする|�|次元ベクトルで，単語番号（全語彙�の各単語に 1 から|�|まで16 
の番号を割り振ったもの）の要素のみが 1 で，それ以外の要素はすべて 0 とするベクトル17 
である．次いで，隠れ層の出力と重み行列����|�|を使って出力層への入力値を求める．18 




図 3 は，これまで述べてきたことを図で表したものである．図に示すように，入力層23 
と隠れ層の間の重み行列�|�|��の行ベクトル �� が文脈単語 �の単語ベクトルで，隠れ24 
層と出力層の間の重み行列����|�|の列ベクトル �� が予測対象単語 � の単語ベクトル25 
になる． 26 
 27 








重み行列W│V│×N の行ベクトル vc が文脈単語 c の
単語ベクトルで，隠れ層と出力層の間の重み行列




　一般に分類問題は，入力データ x  （特徴量あるい
は素性と呼ばれる）からカテゴリ C ∈ {C 1,…,C │C│} 
への写像 y=f（x ;λ）とみなすことができる（│C│ 
はカテゴリの数）．ここで，λは写像のパラメタで，
学習データ（x i , y i）, i =1,…,M から決定する（ M は
学習データの数）．学習によってλが決まると，未
知の入力データ x * に対して写像 f（x *;λ）を適用す
れば， x * に対応するカテゴリを求めることができる．
　自然言語処理で行われる文書分類タスクでは，特
徴量として文書に含まれる単語の出現頻度が用い
られることが多い．すなわち， x =（ f 1,…, f │V│）で， f i 
は i  番目の単語がこの文書に出現した回数である．
本研究では，特徴量として，単語そのものではなく，
前章で述べた単語のベクトル表現を用いる．具体的
には，文書 D に含まれる単語の単語ベクトルを v  
としたとき，
①　合成ベクトル：x ≡vS = ∑v∈Dv
②　重心ベクトル：x ≡vG =vS /│D│
の2パターンの特徴量を用いた分類実験を行った．











































































　使用した gensim 社の word2vec には単語ベクト
ルの次元数 N （隠れ層のニューロン数），文脈の単
語数δ，そして学習コーパスに出現する単語の出現
頻度の下限 m  （出現回数がm 未満の単語はベクト
ル化しない）をパラメタとして指定できる．表2は， 
N =500,δ=50, m=10 として分類を行った結果であ
る．また，表中の項目「正則化」は，ロジスティッ
ク回帰モデルの正則化パラメタ C である．C を0.1
表1　医中誌 Web の検索結果
表2　分類結果
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 1 
表 1  医中誌 Webの検索結果 2 
 3 
 4 
  5 
重複なし 重複あり 合計
子宮筋腫 1,409 640 2,049
子宮体癌 743 777 1,520
子宮内膜症 1,071 490 1,561
子宮頸癌 1,290 205 1,495
卵巣腫瘍 3,368 1,044 4,412
合計 7,881 3,156 11,037
抄録数
疾患名
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 1 
表 2  分類結果 2 
 3 
 4 
  5 




























下限 m を10に固定し，文脈の単語数δ=10, 20, 30, 
40, 50 のそれぞれに対して，分類性能が単語ベクト
ルの次元数 N によってどのように変わるかを描い
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 1 
表 3  分類結果の混同行列 2 
 3 
 4 
  5 
子宮頸癌 子宮筋腫 子宮内膜症 卵巣腫瘍 子宮体癌 合計 再現率
子宮頸癌 237 20 4 39 12 312 0.760
子宮筋腫 19 240 26 67 7 359 0.669
子宮内膜症 5 31 202 41 5 284 0.711
卵巣腫瘍 21 27 21 745 12 826 0.902
子宮体癌 26 20 7 44 93 190 0.489
合計 308 338 260 936 129 1971
適合率 0.769 0.710 0.777 0.796 0.721 0.770
疾患名
分類器の予測
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 1 
図4 再現率と適合率 2 
 3 
 4 


































































　gensim 社の word2vec には，指定した単語に類
似する単語を求めるメソッドがある．ここでいう「類
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 1 
図 5 分類性能の次元数と文脈語数依存性 2 
 3 
 4 


















δ=10 δ=20 δ=30 δ=40 δ=50
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 1 
表 4  「子宮筋腫」に類似した単語 2 
 3 
 4 
  5 
類似単語 類似度 類似単語 類似度
1 卵巣腫瘍 0.825 気管支喘息 0.936
2 卵巣嚢腫 0.816 ナルコレプシー 0.931
3 粘膜下筋腫 0.717 クローン病 0.927
4 子宮腺筋症 0.711 膀胱炎 0.927
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 1 
図 6 Word2Vecの加法構成性 2 
 3 
 4 
  5 
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 1 
表 5  抄録ベクトルの加減算の例 2 
 3 
 4 
  5 
得られた単語 類似度 得られた単語 類似度
粘膜下筋腫 0.717 子宮体癌 0.833
子宮筋腫 0.705 子宮癌 0.816
筋腫分娩 0.691 胃癌 0.791
創部 0.671 子宮内膜癌 0.790
瘢痕 0.631 子宮頸癌 0.786
子宮癌−癌＋筋腫 子宮筋腫−筋腫＋癌
175単語の分散表現を用いた文書分類



















































　mij をコーパス中のある単語 i  の周辺に文脈語 j  
が出現した回数とすると， mij を要素とする│V│×
│C│ 行列 M を単語文脈行列という．ここで，│C│ は
文脈語集合 C の数である．行列 M を特異値分解し
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Abstract
　Document classification is one of the representative research subjects of natural language processing and it has 
been applied to topic classification, reputation analysis, filtering, etc. In document classification, the word frequency 
has been used as features of a document. However, it is difficult to calculate the similarity and relevance between 
words from the information of the word itself. Therefore, the author aimed to improve the classification performance 
by using distributed representation of words as features. First, 7,881 abstracts excluding duplications were extracted 
from the ICHUSHI Web, which is a Japanese medical literature information database, and they were used as a 
corpus for machine learning. Next, vector representation of words was obtained using skip-gram model. Experiments 
were performed to classify the abstracts into five diseases using the centroids and synthetic vectors of the obtained 
word vectors as features. For the purpose of evaluation, the result was compared with the classification result by 
the conventional method using word frequency. As a result, the accuracy of classification by this method was 0.770, 
which was not able to exceed the conventional method (0.807), but it was able to obtain classification performance 
comparable to it. The reason why the classification performance by this method was lower than that of the 
conventional method was considered as the quality of the word vector, ambiguity of the word, problem of feature 
selection, and so on. Among them, there is room for improvement in feature selection which discards most of the 
acquired information without using it.
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