The purpose of this paper is to study the instability of the dynamic flutter. 
I. INTRODUCTION
Flutter's dynamic instability is characterized by critical speed and critical pulsation of oscillatory movements.
The phenomenon of flutter in the flight envelope of an aircraft results in irreversible structural deformity and consequently to serious damage. This requires very careful validation of the computational model used. With increasing Mach number and incidence of flight, the flow becomes critical extrados a profile for Mach numbers between 0.4 and 0.7, the first shock wave forming at about Mach 0.1 higher. Dynamic response is a transient response or movement of aircraft structural components produced as a result of gusts of air, sudden orders, shocks, etc. For flexible structures, aeroelastic response of the structure interacts with the flow, resulting in complex situations. For example, structural vibrations cause alternating lift off and reattachment of the layer. Nonstationary loads greater interaction within the structure causing unusual aeroelastic phenomena that can significantly change the flight envelope [1] , [2] , [3] . 1 PhD Student, MSc AE, Lecturer, University POLITEHNICA of Bucharest, Romania 2 PhD, MSc AE, Lecturer, University POLITEHNICA of Bucharest, Romania
To describe these two phenomena introduce the concept of typical section. This is achieved sectioned wing with a plane parallel to the plane of symmetry of the distance y. The wing has a bending movement and torsion also because we have two types of movements ( Figure 1 ) [1] , [2] .
Fig.1. Two types of movements
Common mathematical model describing these two phenomena is obtained from the Lagrange formalism which consists of the following equation:
Where T is kinetic energy expressed in terms of generalized coordinate i q and generalized speed i q & , the potential energy U expressed in function of i q and i q & , terms of elastic deformation and the corresponding generalized coordinates and generalized forces Q i , from the work of external forces on the nature of aerodynamics, mass, etc.
Fig. 2. Typical section
Typical sectional view of the model in Figure 2 , the kinetic energy potential energy that are given by relations [1] : 2  2  2  2  2   1  1  1  1  2  2  2  2  2  T  z dx  dx h  xdx  x dx  m  mx h  I  h  hr  r  a r  r  a  a  a  =  = 
For model with two degrees of freedom ( )
For the model with three degrees of freedom by substitution we obtain Lagrange equations of the form:
where M is mass matrix, C the damping matrix, stiffness matrix K and vector on the right is from the virtual mechanical work and represents aerodynamic forces. Starting from this system we can formulate appropriate mathematical models flutter and dynamic response.
In the Theodorsen model and the model for calculating the quasi-aerodynamic forces and torques, fluid-structure coupling is done by rewriting the equations, considering that the forces are given by closed formulas. Theodorsen model and quasi-calculus models are applicable to p-k and V-g flutter [1] , [2] .
To model the calculation of free vortices aerodynamic forces and moments requires that the equations that describe the motion of the structure and equations describing the fluid flow is integrated simultaneously in time. Solving numerically the coupling fluid / structure raises some problems because the equations that describe the behavior of the structure are treated in a Lagrangean reference system, while the equations that describe fluid flow are described in an Eulerian coordinate system type. On the other hand, the deformation structure inevitably leads to a change (partial or total) of the border between fluid and structure, which involves integrating the equations of fluid flow on cell volume control so, a mobile computing network. The coupling fluid / structure are viewed as a combination of two systems that describe the aeroelastic behavior of the structure. The problem may be supplemented by the equations of motion of the network, a pseudo-structural system with its own dynamic [3] .
If aerodynamic forces are calculated with a model of free vortices, efficient method to calculate the flutter speed is the 'root locus design' [1] , [3] . Since aerodynamic forces are those which introduce energy into the system and their value depends on the speed for a given configuration (characteristic mass, elastic and geometric structure) will be able to calculate the critical flutter speed, speed which if exceeded, the system becomes unstable dynamic and virtually destroyed. Consequently, the critical wave speed is defined as the speed at which the motion is harmonic structure and oscillation damping (structural and aerodynamic) is zero.
Determination of wave conditions (wave speed and frequency associated) is significantly dependent wind model adopted, a harmonic oscillator system (proposed by Theodorsen) approximating reality better than a quasi-stationary. In what follows, in terms of aerodynamics will be waving this study both for simplified cases based on the study of the quasi-stationary aerodynamic forces as well as periodic nonstationary.
II. Dynamic response
Dynamic response is a transient response or movement of aircraft structural components produced as a result of the forces burst data, sharp commands, different shocks, etc.. It will present three methods for calculating the dynamic response (time integration methods of the equations of motion) applied to an aeroelastic model. The first method called the Newmark method is a method based on implicit discretization of the equations. The time constant is chosen and the periods of oscillation are known. A second method called HHT method (Hilbert, Hughes, Taylor) are working on the systems in second order differential equations and uses the physical meaning of terms such as displacements, velocities and accelerations. A third method, Runge-Kutta requires transforming the system initially in a first-order differential system, with unknown but not both movements and speeds [1] .
Runge-Kutta method
Whether first-order differential equations of the form:
where functions i f describe in general nonlinear forms in independent variable x and the n dependent variable i y . Note: If the system of differential equations is higher order than we proceed to change the order.
If Euler method for solving ordinary differential equations system moving between two successive calculation points x k and x k+1 , is done by applying a correction value y k , determined by product integration step h and derivative solution y(x), calculated the leftmost interval y k , using the function f that defines the differential equation [1] .
One can write therefore:
For Cauchy version, improving accuracy is obtained by calculating the correction to be applied y k to the derivative function y(x) at the middle range x k+1/2 =x k +h/2. Calculating the derivative at this point requires an approximation for y k+1/2 , obtained using a classical Euler step, i.e.:
Runge-Kutta methods generalize this principle. From a point of known coordinates (x k y k ), Runge-Kutta methods are advancing to the next point value by applying value y k one linear combination of corrections K j , weighted by a number of coefficients g rj to be determined :
In this relation r indicates the order of the method. Runge-Kutta type methods have several advantages among which the recall: (i) direct methods, so no need to use auxiliary power methods; (ii) Taylor series are identical to the term of rank r, so it is possible to estimate the truncation error; (iii) require evaluation of partial derivatives of the function f (x, y), only the function f itself. Corrections Kj is determined as the product of the integration step h with specific values of the function f, calculated in points near the point (x k , y k ):
In all the cases are considered:
It remains to specify values coefficients, g rj , a j and b ji . These coefficients are determined by imposing the condition that the Runge-Kutta formula
to coincide with the Taylor series expansion up to order r. It is noted that this condition leads to a system of linear equations with unknowns g rj , a j and b ji , which generally contains fewer equations than unknowns. Solving this system requires a priori specification of some unknown, which makes the formula to generate a virtually unlimited number of Runge-Kutta methods [1] . In practice, we known only a few such methods. Further, it will present some particular cases of Runge-Kutta methods. Case r=1 (formula first-order RungeKutta). In this case relations account, together with the restriction g 11 =1, leads to: Case r = 2 (Runge-Kutta formula of order two) Equations for calculating lead in this case, successively, to [1] :
To determine the unknown coefficients this expression develops after the powers of h about the point (x k , y k ) and retain only linear terms:
On the other hand, the Taylor series expansion leads to:
Imposing the condition that his last two expressions coincide, it follows: If it requires a priori g 21 =0, resulting: g 22 =1 and a 2 =b 21 =1/2, that a first version of Runge-Kutta formula, the second order:
If you require g 22 =1/2, resulting g 21 =1/2 and a 2 = b 21 =1, respectively: Case r = 3 (Runge-Kutta formula of order three). Using similar reasoning held for r = 2, we reach a system of six equations with eight unknowns. Runge-Kutta formula of order three most common are [1] :
Being a third order method is associated truncation error of order h 4 . Case r = 4 (Runge-Kutta formula of order four). This Runge-Kutta method it is most commonly used in practice and uses a system of coefficients that leads to the formula:
Runge-Kutta method of order four has a truncation error of order h 5 .
Where appropriate section typical system with two degrees of freedom (extension method for the model with three degrees of freedom is immediate) system we have solved [1] :
Where h x a ü ě = í ý î ţ .
Runge Kutta method involves the following processing scheme:
The vector of unknowns is
We note further
Given the system and initial conditions [1] , [2] :
III. Numerical results
In those conditions are obtained for the equilibrium position (see Table 1 ) The numerical results are plotted and the calculation was performed using two models of aerodynamic forces (Theodorsen model and quasi-stationary model).
In the Theodorsen model and the quasi-stationary model for calculating the aerodynamic forces and torques, fluid-structure coupling is done by rewriting the equations, considering that the forces are given by closed formulas. Theodorsen model and the quasi-stationary model are applicable to calculus models p-K and V-g flutter.
To model the calculation of free vortices aerodynamic forces and moments requires that the equations that describe the motion of the structure and equations describing the fluid flow is integrated simultaneously in time.
Solving numerically the coupling fluid / structure raises some problems because the equations that describe the behavior of the structure are treated in a Lagrangean reference system, while the equations that describe fluid flow are described in an Eulerian coordinate system type. On the other hand, the deformation structure inevitably leads to a change (partial or total) of the border between fluid and structure, which involves integrating the equations of fluid flow on cell volume control so, a mobile computing network. The coupling fluid / structure are viewed as a combination of two systems that describe the aeroelastic behavior of the structure.
