We study the small noise asymptotics for two-dimensional Navier-Stokes equations driven by Lévy noise. A central limit theorem and a moderate deviation are established under appropriate assumptions, which describes the exponential rate of convergence of the stochastic solution to the deterministic solution.
Introduction
Let D be a bounded open domain in R 2 with smooth boundary ∂D. Denote by u and p the velocity and the pressure fields. The Navier-Stokes equation, an important model in fluid dynamics, is given as follows: with the notation B(u) := B(u, u) for short. By applying the operator P H to each term of the above Navier-Stokes equation (NSE for short) , we can rewrite it in the following abstract form:
with the initial condition u 0 = x ∈ H.
The purpose of this paper is to study the small noise asymptotics for two-dimensional Navier-Stokes equations perturbed both by Brownian motion and by Poisson random meaure, that is du n t + Au n t dt + B(u n t )dt (1.2) =f t dt + 1 √ n σ(t, u n t )dβ t + 1 n X G(t, u n t− , v) N n (dt, dv),
with the initial condition u n 0 = x ∈ H. Here β is an H-valued Brownian motion, and N n is a compensated Poisson random measure on [0, 1] × X with intensity measure ndtϑ(dx), where ϑ is a σ-finite measure on X. σ and G are measurable mappings specified later.
As the parameter n tends to infinity, the solution u n of (1.2) will tend to the solution of the deterministic Navier-Stokes equation (1.1) . In this paper, we shall investigate the asymptotic behavior of the trajectory,
where λ(n) is some deviation scale which strongly influences the asymptotic behavior of Y n .
(1) The case λ(n) = 1 provides some large deviation estimates, which have been extensively studied in recent years. Wentzell-Freidlin type large deviation results for the 2-D stochastic Navier-Stokes equations with Gaussian noise have been established in [24] , and the case of Lévy noise has been established in [32] and [33] . Large deviations for other stochastic partial differential equations also have been investigated in many papers, see [6] , [22] and references therein.
(2) If λ(n) = √ n, we are in the domain of the central limit theorem (CLT for short).
We will show that, as n increases to ∞, √ n(u n − u) converges in distribution to the solution V ∞ of stochastic equation (3.21) , which is driven by Brownian motion.
Much of the problem is caused by the fact that V ∞ ∈ C([0, T ], H), but √ n(u n − u) ∈ D([0, T ], H). Roughly speaking, in order to solve this difficulty, we need to establish some tightness properties in D([0, T ], H) and apply some relationship between D([0, T ], H) and C([0, T ], H). Recently, Wang et al. [27] established a central limit theorem for 2-D stochastic Navier-Stokes equation with Gaussian noise, in their paper, they only need to focus on the space C([0, T ], H). Another difficulty is to deal with the highly nonlinear term B(u, u), which makes the problem more complicated.
(3) To fill in the gap between the CLT scale [λ(n) =
√ n ] and the large deviations scale [λ(n) = 1], we will study the so-called moderate deviation principle (MDP for short, cf. [8] ), that is when the deviation scale satisfies λ(n) → +∞ λ(n)/ √ n → 0 as n → +∞. (1.4) Throughout this paper, we assume that (1.4) is in place.
On one hand, like the large deviations, the moderate deviation problems arise in the theory of statistical inference quite naturally. The estimates of moderate deviations can provide us with the exponential rate of convergence and a useful method for constructing asymptotic confidence intervals, for example, see recent works [12] , [15] and references therein. On the other hand, the quadratic form of the MDP's rate function allows for the explicit minimization and in particular, it allows to obtain an asymptotic evaluation for the exit time, see [18] .
In this paper, for the additive noise case, we obtain a moderate deviations of (1.2) by the generalized contraction principle together with a moderate deviation result for Lévy process. In addition to the difficulties caused by the Lévy noise, much of the problem is to deal with the highly nonlinear term B(u, u). We have to prove a number of exponential estimates for the energy of the solutions as well as the exponential convergence of the approximating solutions.
At the end of this part, we mention that Budhiraja et al. [5] obtained a general moderate deviation principle for measurable functionals of a Poisson random measure by the weak convergence approach. Applying this abstract criteria, the second named author and coauthors establish a moderate deviation principle for two-dimensional stochastic Navier-Stokes equations driven by multiplicative Lévy noises in [9] . However, the moderate deviations results in [9] do not cover the results in this paper, because the assumptions in those two papers ( see Condition B in [9] and Condition 4.1 in this paper) have no subordinate relationship. Wang et al. [27] also established a moderate deviation principle for 2-D stochastic Navier-Stokes equation with Gaussian noise.
There exists a great amount of literature on other properties for the stochastic NavierStokes equation, we only refer to [3, 4, 11, 24] for its existence and uniqueness of solutions, [10] and [14] for its ergodic properties and invariant measures. We also mention some results on MDP. Results on the MDP for processes with independent increments were obtained in De Acosta [1] and Ledoux [19] . The study of the MDP estimates for other processes has been carried out as well, e.g., Wu [29] for Markov processes, Guillin and Liptser [13] for diffusion processes, Wang and Zhang [28] for stochastic reaction-diffusion equations.
The organization of this paper is as follows. In Section 2, we shall give some preliminary results on 2-D stochastic Navier-Stokes equations. Section 3 is devoted to establishing a central limit theorem in the multiplicative noise case. In Section 4, we first put a number of exponential estimates and several preliminary results on moderate deviations for lévy process, then we establish a moderate deviation principle in the additive noise case.
Throughout this paper, c K , c p , · · · are positive constants depending on some parameters K, p, · · · , independent of n, whose value may be different from line to line.
Preliminaries
Let V ′ be the dual of V . Identifying H with its dual H ′ , we have the dense, continuous embedding
In this way, we may consider A as a bounded operator from V to V ′ . Moreover, we denote by (·, ·) the duality between V and V ′ and by ·, · the inner production in H. Hence, for
Since V coincides with D( A 1/2 ), we can endow V with the norm u V = A 1/2 u H . Because the operator A is positive selfadjoint with compact resolvent, there is a complete orthonormal system {e 1 , e 2 , · · · } in H made of eigenvectors of A, with corresponding eigenvalues 0
B(u) will be used to denote B(u, u). By integration by parts,
There are some well-known estimates for b (see [24] and [25] for example), which will be required in the rest of this paper.
where
Let us set up the stochastic basis. Let (Ω, F , P) be a probability space equipped with a filtration {F t , t ≥ 0} satisfying the usual condition. Let β be an H-valued Brownian motion on (Ω, F , {F t } t≥0 , P) with the covariance operator Q, which is positive, symmetric, trace class operator on H. Let (X, B(X)) be a Polish space and ϑ(dx) a σ-finite measure on it. Let p = (p(t), t ∈ D p ) be a stationary F t -Poisson point process on X with characteristic measure ϑ(dx), where D p is a countable subset of [0, ∞) depending on random parameter, see [16] . Denote by N(dt, dx) the Poisson counting measure associated with p, i.e., N(t, A) = s∈Dp,s≤t I A (p(s)). Let N (dt, dx) := N(dt, dx) − dtϑ(dx) be the compensated Poisson random measure. Denote N n (dt, dx) the compensated Poisson random measure with the characteristic measure ndtϑ(dx).
Then H 0 is a Hilbert space with the inner product
Let | · | 0 denote the norm in H 0 . Clearly, the embedding of H 0 in H is Hilbert-Schmidt, since Q is a trace class operator. Let L Q (H 0 ; H) denote the space of linear operators S such that SQ 1/2 is a Hilbert-Schmidt operator from H to H. Define the norm on the space
Introduce the following conditions: 
Using the similar approach in [24] , one can show that Eq. (1.2) has a unique solution u
, where D([0, 1]; H) be the space of all the càdlàg paths from [0, 1] to H endowed with the uniform convergence topology. Also refer to [4] .
Denoted by D s ([0, 1]; H) be the space of all the càdlàg paths from [0, 1] to H endowed with the Skorokhod topology, see [16] .
Central Limit Theorem
In this section, we will establish the central limit theorem.
The following estimates can be proved by Itô's calculus, see Theorem 1.2 in [4] . Lemma 3.1 Under Condition 2.1, for all n ≥ 1,
Moreover,
hence, by (2.13),
The next result is concerned with the convergence of u n as n → +∞.
Proof: By Itô's formula,
For the first term, by (2.12),
For the second term, by the Burkholder-Davis-Gundy inequality and Condition 2.1,
For the third term,
For the martingale term I 4 , by Burkholder-Davis-Gundy's inequality,
For the fifth term I 5 , by Condition 2.1,
Therefore, combining the above inequalities, we get
By Lemma 3.1 and applying the Gronwall's inequality, we have
which is (3.19). The proof is complete. Set β 1 be an H-valued Brownian motion with covariance operator Q, β 2 be an H-valued cylindrical Brownian motion, β 1 and β 2 are independent. Let V ∞ be the solution of the following SPDE: 21) with the initial value V ∞ 0 = 0, and
Using the classical Galerkin method, the existence and uniqueness of the solution for (3.21) can be proved similarly as for the case of 2-D stochastic Navier-Stokes equation. Furthermore, the solution has the following estimate
Our first main result of this paper is the following central limit theorem.
Proof: Theorem 3.2 follows from the Proposition 3.3 and Proposition 3.4 below.
Consider the following SPDE:
Proof: The proof is similar to that of Theorem 3.2 in [27], we omit it here.
After giving several lemmas, we will establish Proposition 3.4 at the end of this section. Let us recall the following two lemmas (see [2] and [17] ). Lemma 3.2 Let E be a separable Hilbert space with the inner product ·, · . For an orthonormal basis {χ k } k∈N in E, define the function r
Let D be a total and closed under addition subset of E. Then a sequence {X n } n∈N of stochastic processes with trajectories in D s ([0, 1], E) is tight iff the following two conditions hold:
Let {Y n } n∈N be a sequence of random elements in D s ([0, 1], R), which satisfies the following Assumption (A): if for each sequence (τ n , δ n ) satisfying (a) for each n ∈ N, τ n is a stopping time with respect to the natural σ-fields, and takes only finitely many values;
Lemma 3.3 Suppose that {Y n } n∈N satisfies Assumption (A), and either
Let Z n be the solution of the following SPDE,
with the initial value
and it has the following estimate
where c f,K is independent of n.
Proof: The proof is divided into the following two parts.
Part 1. We have the following three results (a) (b) and (c).
Let Z be the solution of the following SPDE,
with the initial value Z 0 = 0, Y 0 = 0, where N is the compensated Poisson random measure with intensity measure dtϑ(dx). Let (Z i , N i ) i∈N be a sequence of independent copies of (Z, N) on some probability space ( Ω, F, { F t } t∈[0,1] , P). Then the compensated Poisson random measure N n and
(a) Since
is finite and continuous, by the central limit theorem for semimartingales (see [16, Chapter VIII, Theorem 3.46]),
Y i converges in distribution to a Wiener process with characteristics (0, Q(t)), where 
(c) Now we prove that Z n is tight in D s ([0, 1]; H). We will prove that Z n satisfies conditions (1) and (2) in Lemma 3.2.
Step
Let {τ n , δ n } satisfy (a) and (b) in Assumption (A). By (3.25), we have
Combining (3.30)-(3.32), we get
Step 2. For any x ∈ H, let
By the Burkholder-Davis-Gundy's inequality,
Part 2: By (a) (b) (c), and the fact that (Z n , Y n ) is identically distributed with
We now prove that (Z, Y) has the same distribution with ( Z, Y ). By the Skorokhod representation theorem, there exit a stochastic basis (
and
Since Y is a Wiener process with characteristics (0, Q(t)), Y 1 is also a Wiener process with characteristics (0, Q(t)) and hence has a continuous version. Since 
and for any t 0 ∈ T = {s ∈ [0, 1] :
Combining above inequalities with (3.33), and taking limits of n,
Since T is dense in [0, 1], by the uniqueness of (3.27), we have that (Z 1 , Y 1 ) has the same distribution with ( Z, Y ). The proof is complete.
Proof: [Proof of Proposition 3.4] Let (X, M) be the solution of the following SPDE,
with the initial value X 0 = 0, M 0 = 0. By Lemma 3.4, it is easy to see that
(2) ( X 0 , M 0 ) has the same distribution with (X, M);
By the Skorokhod representation theorem, there exist a stochastic basis ( 
We also have
Let L n 1 be the solution of the following equation
(3.38) With the help of (3.36) and (3.37), it is not difficult to prove that
whereL 1 is the solution of the following equation
By (3.36), (3.37) and (3.39), we obtain
Since V n has the same distribution with
, the proof is complete.
Moderate deviations
In this section, we shall study the moderate deviations for the following two-dimensional Stochastic Navier-Stokes equations driven by additive noises.
Recall that {e i } i∈N is a complete orthonormal system of H, and Ae i = λ i e i (see (2.5) for A). Here we assume that the covariance operator of β, denoted by Q, satisfies Qe i = q i e i . Denote by T rQ the trace of the operator Q. Since Q is a trace class operator, We will prove that λ(n)(u n − u) satisfies a large deviation principle (LDP for short) on
where λ(n) satisfies (1.4). This special type of LDP is usually called the moderate deviation principle of u n (cf. [8] ).
Some exponential estimates
For any integer m ≥ 1, let P m : H → H be the projection operator
x, e i e i , (4.43) and denote
and define 
where I H stands for the identity operator. Applying Itô's formula to exp(g n,k (Z n,m t )), we know that
is a local martingale, where
(4.49)
Using similar arguments as the proof of (4.6) in [23] , and choosing n large enough such that k
Note that by the dominated convergence theorem, lim m→∞ c m = 0 and
Thus, for any t ∈ [0, 1],
Observe that Due to (4.51) and Doob's inequality,
where in the last inequality, we used the fact that
)ds is a nonnegative local martingale with the initial value 1. Putting (4.52) and (4.53) together, we have
Since k is arbitrary, taking k → +∞, we get (4.46). The proof is complete.
By a similar but simple calculation, one can obtain the following lemma. The proof is omitted here.
Lemma 4.2 For any
Proof: We keep use the notions in the proof of Lemma 4.1. As for any m, n, k ≥ 1,
it suffices to show that 
Recall (4.48),
Combining this with (4.49), (4.50) and (4.51), we get
where c m is defined in (4.50), which converges to 0 as m → ∞. Therefore,
Since k is arbitrary, taking k → +∞, we get (4.56). The proof is complete.
Lemma 4.4 For any
m ≥ 1, lim M →∞ lim sup n→∞ λ 2 (n) n log P 1 0 Z n,m t 2 V dt > M = −∞, and lim M →∞ lim sup n→∞ λ 2 (n) n log P 1 0 Z n t 2 V dt > M = −∞.
Recall (1.3), then
Denote by Y n,m the solution of the following equation 
Note that
By Lemma 4.1 and Lemma 4.3, for any δ > 0, 
For any
By the virtue of the properties to b(·, ·, ·), for the first term,
For the second term,
For the third term, we have
(4.68) 
. Applying the martingale inequality in [7] to M · , it follows that
To finish the proof of (4.59), we now turn to proving (4.60) and (4.61). The proofs of (4.60) and (4.61) are similar, we shall only prove the second one. Recall (4.62) and Lemma 4.2 and 4.4, it suffices to show that
For any θ > sup 0≤t≤1 u t 
Using the same method as in the proof of (4.71), one obtains
Because of Lemma 4.2 and 4.4, for any R > 0, there exists some θ large enough such that lim sup
Thus for the above choice of θ, we have
Due to the arbitrariness of R, (4.61) follows. Similarly, we have (4.60).
Next we continue to prove 
Letting δ 0 go to 0, by the arbitrariness of R, (4.64) follows. Consequently, we have (4.59). The proof is complete.
Moderate Deviations for Lévy process
Let X be a regular Hausdorff topological space equipped with some σ-algebra A containing an open basis and a close basis for any x ∈ X , and {µ n } n∈N a family of probability measures on X . Recall the definition of large deviation principle from [8] .
Definition 4.1 {µ n } n≥1 satisfies a large deviation principle if there exists a family of positive numbers {h(n)} n≥1 which tends to +∞ as n → +∞, and a function I(x) which maps X into [0, +∞] satisfying the following conditions:
(i) for each l < +∞, the level set {x : I(x) ≤ l} is compact in X ;
(ii) for each closed subset F of X ,
here h(n) is called the speed function and I(x) the rate function. In that case, we simply write (µ n ) n≥1 ∈ LDP (X , h(n), I).
Let (Y, ρ) be another complete metric space equipped with some σ-field containing all balls. In large deviation theory, when {µ n } n≥1 satisfies the LDP (X , h(n), I) and f : X → Y is continuous,
, where
This is the so called contraction principle. The following generalization contraction principle is taken from [31, Theorem 2.2].
Theorem 4.1 (Generalized Contraction Principle) Assume {µ n } n≥1 ∈ LDP (X , h(n), I) and f n : X → Y be a measurable mapping up to µ n -equivalence for each n. Suppose that there exists a sequence of continuous measurable mappings
Then there exists a mappingf :
Remark 2 When f n = f is independent of n, the result above extends [8 [1] and references therein) do not hold. In this part, we shall establish the MDP for the Lévy process by Dawson-Gärtner's projective limits approach, see [8] .
Consider the production topological space
For any α ∈ A, let p α be the canonical projection of E [0,1] to E α . Given a family of probability measures {µ n ; n ≥ 1} on D([0, 1]; E), let µ 
then {µ n ; n ≥ 1} satisfies the LDP on (D([0, 1]; E), ρ) with the speed h(n) and with rate function
Let us give a moderate deviation principle for Lévy process.
; n ≥ 1} satisfies a large deviation principle on D([0, 1]; H) with the speed n/λ 2 (n) and with the rate function
otherwise. G(x)Ñ n (ds, dx) has the same distribution with 1] ; H). Hence, it is equivalent to prove the theorem for n k=1 ξ k . We divide the proof into two steps.
Step 1. LDP for finite dimensional distributions. Recall the projection operator P m in (4.43). By Theorem 3.7.1 in [8] , Remark 1 and the independence of increments of ξ k , one obtains that for any finite subset α = {0 = t 0 < t 1 < · · · < t N = 1},
satisfies an LDP on (H m ) α with the speed n/λ 2 (n) and with the rate function given by
where Π 
satisfies an LDP on (H m ) α with the speed n/λ 2 (n) and with the rate function 
Using the approximation theorem [8, Theorem 4.2.16] , one obtains that
satisfies an LDP on H α with the speed n/λ 2 (n) and with the rate function
, ∀y ∈ H α , y(0) = 0 and I α (y α ) = +∞ if y(0) = 0, where Π N := (π i,j ) 1≤i,j≤N , π i,j := X G(x), e i G(x), e j ϑ(dx).
Step 2. Exponential tightness (4.76). Using similar arguments as proof of (4.54) in Lemma 4.1, one obtains that for any δ > 0,
where C 0 is the constant in Condition 2.1. Since θ is arbitrary, 
where ·, · 0 is defined in (2.14). By the large deviations theory on production space, one can easily obtain the following result. The proof is omitted here. with the convention inf{∅} = +∞, where I is given by (4.79). Finally, by the generalized contraction principle (see Theorem 4.1), to prove Theorem 4.5, we need to prove that {Y n,m ; n ≥ 1} is exponentially equivalent to {Y n ; n ≥ 1}, which has been done by Lemma 4.5. The proof is complete once if Lemma 4.6 blow is proved. P m g n (t) − P m g(t) V = 0, ∀m ≥ 1.
The proof is complete.
