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ABSTRAKT
Diplomová práce „QoS model pro mobilní ad hoc síť“ se zabývá problematikou zajištění
kvality služeb v MANET (Mobile ad hoc) sítích. V této diplomové práci je proveden po-
pis MANET sítí a teoretický rozbor směrovacích protokolů s podporou QoS (Quality of
Service). Dále je v zpracován postup tvorby modelu MANET sítě s podporou směrova-
cího protokolu DSDV (Destination-Sequenced Distance Vector) v simulačním prostředí
NS-3 (Network Simulator 3) a jeho doplnění o podporu QoS. Použitý QoS model je ná-
sledně upraven s důrazem na zlepšení klíčových parametrů provozu. Simulací funkčního
modelu je ověřena implementace QoS, zlepšení parametrů zpoždění a jitter (zpoždění
mezi vybranými pakety).
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ABSTRACT
The diploma thesis „QoS model for Mobile ad hoc network“ focuses on the quality of
services in MANET (Mobile Ad-hoc) networks. It describes MANET networks and co-
vers the theoretical analysis of routing protocols with QoS (Quality of Service) support.
Furthermore, there is processed the creation process of model MANET networks with
the routing protocol DSDV (Destination-Sequenced Distance Vector) in the simulation
environment NS-3 (Network Simulator 3) and its extension of QoS support. The used
QoS model is subsequently modified to improve core operating parameters. The imple-
mentation of QoS parameters as well as the improvement of delay and jitter (the delay
between selected packets) is verified by the functional simulation.
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1 ÚVOD
Mobilní Ad-Hoc sítě (MANET) jsou autonomní distribuované systémy bez pevné
infrastruktury (nevyskytuje se zde přístupový bod), které zahrnují bezdrátově pro-
pojené mobilní uzly. Uzly se mohou náhodně pohybovat a mohou se libovolně připo-
jit nebo opustit síť. Nahodilý charakter tak způsobuje nepředvídatelné změny síťové
topologie v čase.
Hlavním problémem, kterým je třeba se při návrhu MANET sítí zabývat, je vývoj
směrovacích protokolů, které mohou efektivně najít cestu v síti mezi dvěma komuni-
kujícími uzly. S ohledem na nepředvídatelnou povahu MANET sítí se musí směrovací
protokoly rychle přizpůsobit změnám v síti a nalézt nové cesty, které zabrání selhání
při komunikaci uzlů. Začlenění rychlé adaptace ve směrovacích protokolech je ná-
ročné vzhledem k jejich omezením, což je nízká šířka pásma a omezené možnosti
napájení (kapacita baterií).
Tato diplomová práce se zaměřuje na možnosti řešení kvality služeb QoS (Qua-
lity of Services) v MANET sítích. Po prostudování teoretické části, která se zabývá
možnostmi poskytování QoS směrovacími protokoly bude následovat návrh a tvorba
modelu pro zajištění kvality služeb, který bude založen na analýze datového provozu.
V simulačním prostředí NS3 (Network Simulator 3) bude vytvořen model MANET
sítě s podporou směrovacího protokolu DSDV (Destination-Sequenced Distance Vec-
tor Routing). Z výsledků získaných ze simulace bude provedeno porovnání vlivu
kvality služeb na klíčové parametry provozu. Poslední část diplomové práce bude





MANET sítě (Mobile Ad-Hoc Network) byly ve svých počátcích v letech 1970–1980
známy pod pojmem paketové rádiové sítě (Mobile Packet Radio Network), který byl
vytvořen při vojenském výzkumu. MANET sítě představují skupinu bezdrátových
mobilních stanic (uzlů). Jedná se například o bezdrátové směrovače, které jsou zpra-
vidla umístěny v prostředcích hromadné dopravy (letadla, lodě, automobily). Nyní
se již vyskytují ve velmi malých zařízeních, která může člověk nosit u sebe. Pohyb
jednotlivých uzlů není omezen a dochází tak ke změnám přenosových a přijímacích
parametrů. Tyto změny mají za následek častou změnu Ad-Hoc topologie.
Bezdrátové mobilní uzly jsou vybaveny bezdrátovými vysílači a bezdrátovými
přijímači, které využívají antény. Rozlišujeme čtyři druhy: všesměrové, směrové, ři-
ditelné a kombinované [1].
Network
Obr. 2.1: MANET síť
Dle umístění bezdrátového mobilního uzlu rozlišujeme tři druhy MANET sítí:
• iMANET (Internet Based Mobile Ad-Hoc Networks) - Jedná se o MANET
sítě, kde se mobilní uzly mohou skládat ze samostatného síťového zařízení,
nebo mohou být integrovány v jednom zařízení (notebook). Z jednotlivých
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uzlů je vytvořena MANET síť, která může fungovat samostatně v „izolaci“
nebo být připojena k internetu [4].
• VANET (Vehicular Ad-Hoc Networks) - Automobilová síť Ad-Hoc byla vyvi-
nuta pro poskytnutí většího pohodlí a informovanosti řidičů. Umožňuje roze-
sílat zprávy o dopravních nehodách/zácpách v rozsahu několika desítek kilo-
metrů a tím umožnit řidičům reagovat a zvolit si alternativní trasu [5].
• inVANET (Intelligent Vehicular Ad-Hoc Networks) - InVanet může být pou-
žit jako součást elektroniky v automobilech, která se použije pro navigaci po
trase s minimální intenzitou provozu. Dále může být použit jako průvodce ve
městech (identifikace památek). Vozidla mohou komunikovat mezi sebou V2V
(Vehicle-to-Vehicle) na malé vzdálenosti nebo v místech, kde silniční přístu-
pové body nejsou k dispozici. Druhý způsob je komunikace na delší vzdálenosti
přes přístupový bod V2R (Vehicle-to-Roadside) [6].
2.2 Druhy MANET sítí
Podle pokrytí dané oblasti můžeme MANET sítě rozdělit do čtyř oblastí, jak zob-
razuje obrázek 2.2 [2].
WAN                                                    LAN          PANBAN
~1m ~10m ~500m rozsah
Obr. 2.2: Oblasti pokrytí Ad-Hoc sítí
• Body Area Network (BAN) - Tato síť pokrývá svým dosahem lidské tělo.
Její základní činností je propojení zařízení (mobilní telefon) s dalším příslušen-
stvím (sluchátka). Přidání a odebrání daného příslušenství by mělo být pro
uživatele transparentní. Další úlohou BAN je komunikace s ostatními BAN
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nebo PAN sítěmi. Při komunikaci s BAN sítěmi dochází k výměně dat mezi
jednotlivými lidmi. Komunikace PAN pak může zajišťovat přístup do sítě In-
ternet.
• Personal Area Network (PAN) - Sítě typu PAN používají pro komunikaci
technologii 2,4GHz a jejich dosah je maximálně 10m. Díky většímu dosahu
(v porovnání s BAN) slouží PAN sítě k propojení různých BAN sítí, které jsou
od sebe ovšem vzdáleny více než 2m a nemají tak možnost přímého spojení.
• Wireles Local Area Network (WLAN) - Pro sítě WLAN jsou nastaveny
stejné požadavky jako v sítích LAN (plná konektivita, vysoká kapacita linky,
všesměrové vysílání atd.). Bezdrátové prostředí přináší řadu dalších požadavků
jako je například zabezpečení přenosu, spotřeba energie, šířka pásma v bez-
drátovém prostředí nebo mobilita. Díky dosahu, který se pohybuje v řádech
stovek metrů se sítě WLAN používají pro pokrytí jednotlivých budov nebo
celých komplexů. Pro sítě WLAN rozlišujeme dvě základní implementace:
– Infrastructure–based - V tomto řešení existuje přistupový bod (Access
Point), který představuje centrální bod pro všechny mobilní zařízení. Je
připojen kabelem do sítě, která poskytuje přístup do Internetu a poté
nabízí možnost bezdrátového připojení mobilním stanicím.
– Infrastructure–less - Dočasná síť je vytvořena z mobilních stanic, které
jsou vzájemně v dosahu, což umožňuje komunikaci s jinou stanicí/jinými
stanicemi. Centrální bod zde není potřeba. Stanice, které se účastní ko-
munikace, si řídicí informace předávají mezi sebou. V konečném důsledku
lze komunikovat na větším území, než které by byla schopna pokrýt in-
frastruktura s pevným přístupovým bodem.
• Wide Area Network (WAN) - Sítě WAN nabízejí v porovnání se sítěmi
LAN rozsah pokrytí více než 500m [2].
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2.3 Charakteristiky MANET sítí
• Autonomní uzel - Každý mobilní terminál může fungovat jako host i router
zároveň. Koncové body a přepínače jsou tak v MANET sítích k nerozeznání
[8].
• Bezpečnost - Mobilní bezdrátové sítě jsou obecně více náchylnější k ohrožení
bezpečnosti (v porovnání s kabelovými sítěmi). Zvýšená možnost odposlechu,
záměna identity (spoofing) a odepření služby (Denial of Service) musí být
zvažováno při zabezpečení bezdrátové sítě. Decentralizovaná povaha MANET
sítí nabízí navíc další odolnost proti jednotlivým druhům selhání bezpečnosti
[1].
• Distribuovaný provoz - V MANET sítích není žádný centrální prvek, který
by řídil provoz v síti. Řízení provozu tak přechází na jednotlivé terminály, které
mezi sebou spolupracují za účelem zajištění směrování [8].
• Dynamická topologie - Mobilní uzly se mohou libovolně pohybovat, což má
za následek náhodné, v čase nepředvídatelné, změny topologie sítě [8].
• Energeticky omezený provoz - Některé nebo všechny uzly v MANET sítích
jsou napájeny z baterií nebo jiných neobnovitelných prostředků. Právě proto
je při konstrukci mobilních zařízeních kladen důraz na optimalizaci spotřeby
elektrické energie [1].
• Směrování - Základní typy Ad-Hoc směrovacích algoritmů mohou být single-
hop a multi-hop. Single-hop je jednodušší z pohledu struktury a implementace,
ovšem funkčnost a použitelnost je v porovnání s multi-hop směrováním menší.
Multi-hop směrování se využívá při doručování paketů od zdroje k cíli, kde cíl
není v přímém bezdrátovém dosahu a je tak nutné pakety předávat přes jeden
nebo více uzlů [8].
• Šířka pásma (kapacita linky) - Kapacita je u bezdrátových linek je vý-
razně nižší (v porovnání s LAN). Propustnost linky je ovlivněna vícenásobným
přístupem, úniky signálu nebo rušením. Přenosová rychlost poté nedosahuje
teoretických hodnot. Tato situace je dána tím, že mobilní síť je většinou roz-
šířením pevné infrastruktury a uživatelé v bezdrátové síti požadují podobné
služby [1].
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2.4 Architektura MANET sítí
V MANET sítích můžeme mobilní uzly rozdělit podle jejich schopností na:
• Small Mobile Host (SMH) - Klient, který má omezené možnosti zpracování,
ukládání, komunikace a energetických zdrojů. Uchovává pouze některé DBMS
(Database Management System) dotazy.
• Large Mobile Host (LMH) - Server, který obsahuje kompletní DBMS, zod-
povídá za rozesílání dat (broadcast) a zpracování požadavků od klientů.
Každý uzel má určitou oblast, ve které může být jeho vysílání zachyceno. Z po-
čátku je oblast pokrytí LMH, díky kapacitě baterie, větší. V důsledku snižovaní ka-
pacity baterie se zmenšuje energie pro vysílání a tím i oblast, kterou uzel pokrývá.
Tuto situaci zobrazuje obrázek 2.3 [7].
LMH - Server SMH - Klient LMH oblast pokrytí SMH oblast pokrytí
Obr. 2.3: Oblasti uzlů LMH a SMH
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Pro dosažení snížení výkonu může uzel pracovat ve třech režimech:
• Aktivní režim (Režim přenosu) - Umožňuje přenos i příjem zpráv. Využívá
tak nejvíce energie.
• Klidový režim (Režim příjmu) - CPU je schopné zpracovávat informace a při-
jímat oznámení ostatních uzlů o tom, že naslouchají vysílání.
• Režim spánku (Pohotovostní režim) - Uzel není schopen přijímat ani odesílat
zprávy, je neaktivní. Režim spánku umožňuje uzlu, aby se na krátkou dobu
vypnul bez nutnosti následné inicializace nebo zapnutí [7].
Uzel, který nemá energii, nebo je vypnutý, již není součástí sítě a nemůže tak být
kontaktován jiným uzlem. Po znovupřipojení může být uzel v dosahu několika SMH




Podpora QoS (Quality of Service) je nedílnou součástí MANET sítí, jejichž topologie
se v důsledku dynamického přihlašování a odhlašování mobilních uzlů neustále mění.
Požadavky na QoS vznikají na aplikační vrstvě ve formě omezení některých QoS
parametrů jako jsou například šířka pásma, zpoždění a doba odezvy. V dnešní době
má většina multimediálních aplikací striktní požadavky na plnění QoS, které musí
být splněny. Cílem využívání QoS je dosáhnout deterministického chování sítě tak,
že informace přenášené v síti budou doručeny včas, v požadované kvalitě a síťové
zdroje budou lépe využity[12].
3.1 Problémy spojené s poskytováním QoS
Poskytování QoS s sebou přináší i zvýšení výpočetních a komunikačních nároků na
síť v důsledku delšího času, který je potřebný pro nastavení spojení a udržování více
informací o stavu připojení. Zlepšení využití sítě se tedy negativně projeví na počtu
přenášených informací v síti a větší složitosti.
Mezi hlavní problémy spojené s poskytováním QoS pak patří:
• Nespolehlivý komunikační kanál - Bitová chybovost je hlavním problé-
mem nespolehlivého komunikačního kanálu. Vzniká např. v důsledku interfe-
rencí, tepelného šumu nebo vícecestného šíření signálu. Používání bezdráto-
vého prostředí může vést také k možnému odposlechu přenášených dat [3][12].
• Údržba trasy - Dynamická povaha síťové topologie a změny v komunikačním
kanálu ztěžují udržovaní informací o síti. Ustanovené komunikační cesty mohou
být během přenosu dat přerušeny. Z tohoto důvodu je nutné udržovat cesty
s minimální režií. To vyžaduje rezervaci QoS prostředků na mezilehlých uzlech
v síti [3][12].
• Mobilita stanic - V MANET sítích jsou uzly považovány za mobilní stanice,
které se pohybují nezávisle a náhodně. Pro poskytování správné cesty k cíli
musí být informace o topologii často aktualizovány [3][12].
• Omezené možnosti napájení - Provozování QoS spotřebovává kvůli režii
mobilních uzlů více energie, což se projevuje rychlejším vybíjením elektrických
baterií [3][12].
• Nedostatek centralizované kontroly - Na základě toho, že členové (mo-
bilní uzly) v Ad-Hoc sítích mohou kdykoliv opustit síť, není zajištěna žádná
centrální kontrola mobilních uzlů v síti. QoS vyžaduje použití komplexního
algoritmu, který zajistí rozšíření požadovaných informací v síti [3][12].
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• Kolize - Uzly komunikující mezi sebou sdílí přenosový kanál, což má za ná-
sledek rušení a kolize (např. problém skrytého uzlu) v komunikačním kanálu.
Při komunikaci dvou uzlů (peer-to-peer) je možné využít systémy založené na
TDMA (Time Division Multiple Access), kde každý uzel může vysílat pouze
v definovaný čas. Další možností je použití jiného frekvenčního pásma nebo
kódového dělení přenosového kanálu CDMA (Code Division Multiple Access)
[3][12].
• Bezpečnost - Je důležitou součástí QoS v MANET sítích. Fyzické médium,
které je použito pro komunikaci, je ze své podstaty nebezpečné (všesměrový
přenos v bezdrátovém prostředí). Vzniká tedy potřeba zabezpečených směro-
vacích algoritmů [3][12].
3.2 Stanovení metriky
Různé služby mají různé požadavky na služby a QoS parametry. Například pro
multimediální aplikace jsou klíčové QoS parametry šířka pásma, zpoždění a doba
odezvy. Pro vojenské aplikace je naopak nejdůležitějším parametrem bezpečnost.
Mezi běžně používané parametry pro specifikaci QoS požadavků patří:
• Propustnost (End-to-end data throughput) - Celkový počet bytů úspěšně





kde 𝑡𝑝𝑖(𝑡) vyjadřuje datovou propustnost uzlu i za dobu t, 𝜙 reprezentuje
průměrnou velikost paketu, 𝑛𝑖(𝑡) potom vyjadřuje celkový počet paketů, který
uzel i přijal a odeslal za dobu t [12][17].
• Maximální zpoždění (End-to-end time delay) - Představuje přípustné
zpoždění k doručení paketu k cílovému uzlu. Lze jej popsat rovnicí
𝐷𝑖(𝑥) = 𝑇 𝑟𝑑 (𝑥)− 𝑇 𝑠𝑖 (𝑥), (3.2)
kde 𝑇 𝑟𝑑 (𝑥) představuje čas, kdy cílový uzel přijal paket x od uzlu i. 𝑇 𝑠𝑖 (𝑥) je čas,
kdy uzel i odeslal paket x. 𝐷𝑖(𝑥) reprezentuje celkové (end-to-end) zpoždění
paketu x. Rovnice 3.2 tedy vyjadřuje účinnost přenosu paketu. Čím menší je
výsledek, tím vyšší je účinnost protokolu [12][17].
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• Proměnlivost zpoždění paketu (Packet Delay Variation) - V literatuře
často označovaná jako jitter. Představuje rozdíl v celkovém zpoždění mezi vy-
branými pakety. Jedná se o důležitou službu při hodnocení výkonu Ad-Hoc
sítě. Matematický popis viz rovnice
𝑣𝑖(𝑡) =
𝐷𝑖(𝑥𝑗)−𝐷𝑖(𝑥𝑘)
𝑠𝑒𝑞𝑛(𝑥𝑗)− 𝑠𝑒𝑞𝑛(𝑥𝑘) , (3.3)
v které 𝑠𝑒𝑞𝑛(𝑥𝑘) představuje sekvenční číslo paketu k. PDV se používá pro
měření proměnlivosti zpoždění paketů skrz síť za čas. Čím nižší hodnota, tím
je výkon sítě stabilnější [12][17].
QoS parametry zmíněné výše mohou být klasifikovány pomocí matematického po-
pisu jako:
• Doplňkové (Additive) -
𝑛∑︀
𝑖=1
𝐿𝑖(𝑚) - Doplňková metrika je definovaná jako
suma cesty P o délce n, kde 𝐿𝑖(𝑚) je hodnota metriky m linky 𝐿𝑖. Dále platí,
že 𝐿𝑖 ⊂ 𝑃 . Aditivní metrika například popisuje zpoždění celé trasy (end-to-end
delay).
• Minimální (Concave) - 𝐶𝑚 = min(𝐿𝑖(𝑚)) - představuje minimální hod-
notu cesty P. Zde se zajímáme pouze o nejmenší hodnotu, která se na cestě
vyskytuje, což značí například propustnost.
• Násobné (Multiplicative) - 𝑀𝑚 =
𝑛∏︀
𝑖=1
𝐿𝑖(𝑚) - počítá se jako součin všech
metrik podél cesty. Jako příklad lze uvést spolehlivost cesty [12].
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4 SMĚROVACÍ PROTOKOLY S PODPOROU
QOS
4.1 Rozdělení
Směrovací protokoly s podporou QoS můžeme dělit podle několika kritérií tak, jak




























































Obr. 4.1: Přehled QoS směrovacích protokolů
Směrovací protokoly můžeme podle způsobu zajištění QoS rozdělit do pěti skupin.
4.1.1 Protokoly založené na síťové infrastruktuře
Jedna z nejvíce používaných metod pro rozlišení QoS směrovacích protokolů v MA-
NET sítích je založena na způsobu distribuce cesty mezi všechny členy. V rámci
této metody lze QoS směrovací protokoly rozdělit do tří skupin na jednoúrovňové,
hierarchické a hybridní.
Většina směrovacích protokolů předpokládá jednotnou síťovou architekturu, kde
mají mobilní uzly stejné vlastnosti (výpočetní výkon, síťové prostředky). V reálné
síti tento předpoklad neplatí, protože existuje mnoho mobilních uzlů, které se liší
svými vlastnostmi [12].
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4.1.2 Protokoly hledání síťové cesty
Na základě aktualizací směrovacích informací můžeme použité QoS směrovací pro-
tokoly přibližně rozdělit do tří kategorií.
• Proaktivní - Směrovací tabulka je udržována na každém mobilním uzlu, což
usnadňuje přeposílání paketů v síti. Aktualizace směrovacích tabulek probíhá
pravidelně, za účelem udržení aktuálního stavu sítě. Udržování aktuálních smě-
rovacích tabulek přináší výhodu v podobě malých zpoždění. Nevýhodou je
vyšší výpočetní zátěž uzlu.
• Reaktivní - Reaktivní protokoly, často označovány jako protokoly na vyžá-
dání („on demand“), neudržují informace o cestách mezi uzly, když v sítí není
provoz. V porovnání s proaktivními směrovacími protokoly mají reaktivní pro-
tokoly menší režii, ale v důsledku toho větší zpoždění.
• Hybridní - Hybridní protokoly nabízí kombinaci proaktivních a reaktivních
směrovacích protokolů. Zaměřují se na účinnost a robustnost [12].
4.1.3 Protokoly komunikující s MAC vrstvou
QoS směrovací protokoly, které komunikují s MAC (Medium Access Control) vrst-
vou, dělíme na nezávislé (independent) a závislé (dependent).
• Nezávislé - Síťová vrstva není závislá na MAC vrstvě. Typicky odhadují stav
linky nebo uzlu, které následně použijí pro směrování. Cílem těchto protokolů
je podporovat lepší průměrnou kvalitu služeb podle jedné nebo více metrik.
Typickým představitelem je protokol QOLSR (QoS Optimized Link State Rou-
ting) [10].
• Závislé - MAC vrstva pomáhá směrovacímu QoS protokolu. Provádí rezervaci
zdrojů a poskytuje záruky kvality [12]. Jako zástupce lze uvést protokol EBR
(Entropy-based routing) [11].
4.1.4 Protokoly používající QoS metriku
Většina protokolů se zaměřuje pouze na poskytování služby se zajištěnou propust-
ností, protože právě propustnost byla považována za nejdůležitější parametr v poža-
davcích na QoS. Tyto protokoly, označované jako „single-constrained routing proto-
cols“, ovšem neposkytují vždy nejlepší řešení. Například CEDAR (Core Extraction
Distributed Ad Hoc Routing) uvažuje propustnost jako jediný QoS parametr.
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Většina multimediálních aplikací má přísné požadavky na zpoždění, dobu odezvy,
ceny cesty a dalších QoS parametrů. Směrovací protokoly, které jsou označované jako
„multi-constrained routing protocols“, hledají reálnou cestu vyhovující zadaným
požadavkům. VMANET sítích, kde se topologie mění neustále, je zabezpečení těchto
požadavků velmi obtížné [12].
4.1.5 Protokoly garantující QoS
Podle garantování QoS služeb můžeme rozdělit směrovací protokoly do dvou kate-
gorií podle přístupu k zajištění požadovaných parametrů.
• Hard QoS - Vyžadujeme plnění QoS požadavků po celou dobu spojení.
• Soft QoS - QoS parametry nejsou garantovány po celou dobu spojení. Většina
směrovacích protokolů poskytuje právě Soft QoS [12].
4.2 Výběr směrovacího protokolu
V této diplomové práci byl jako směrovací protokol zvolen protokol DSDV (Desti-
nation Sequenced Distance Vector) viz 4.3. V porovnání s dalšími typy směrovacích
protokolů viz sekce 4.1.2 protokol DSDV nejvíce vyhovuje parametrům vytvářené
MANET sítě, která se skládá z malého počtu mobilních uzlů (10) [9]. Mobilní uzly
nebudou v průběhu simulace opouštět vytvořenou MANET síť a lze tak předpoklá-
dat stabilní topologii [14].
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4.3 Směrovací protokol DSDV
Směrovací protokol DSDV (Destination Sequenced Distance Vector), který je modifi-
kací tradičního Bellman-Ford směrovacího algoritmu, patří do skupiny proaktivních
směrovacích protokolů. To znamená, že směrovací tabulka je udržována na každém
mobilním uzlu, což usnadňuje přeposílání paketů v síti viz 4.1.2.
Jedná se o jeden z perspektivních protokolů používaných v MANET sítích, který
je schopen vyhovět kritickým požadavkům při implementaci QoS mechanismů [13].
4.3.1 Vlastnosti protokolu
Každý mobilní uzel v síti udržuje směrovací tabulku s aktuálními směrovacími
informacemi. Tyto informace slouží pro přenos paketů do cílového uzlu a také pro
dosažení dalšího mobilního uzlu. Záznamy ve směrovací tabulce jsou označeny po-
mocí pořadových čísel (sequence number), která jsou generována cílovým uzlem.
Aktualizace směrovacích tabulek probíhá pravidelným zasíláním všesměrových pa-
ketů mezi mobilní uzly za účelem udržení aktuálního stavu sítě (počet skoků pro
dosažení konkrétního mobilního uzlu). Tyto pakety mohou obsahovat adresy L2
vrstvy (MAC adresy) nebo L3 vrstvy (IP adresy). Tato vlastnost umožňuje výměnu
dat mezi mobilními uzly i v případě, že mezi uzly neexistuje přímé spojení [13].
Všesměrově zasílaná data od každého mobilního uzlu obsahují:
• nové pořadové číslo (sequence number),
• cílovou adresu mobilního uzlu,
• počet skoků pro dosažení cílového uzlu,
• fyzickou a síťovou adresu.
Ukázka směrovací tabulky z vytvořeného modelu je zobrazena v tabulce 8.1.
Mobilní uzel po přijetí aktualizovaných směrovacích informací zvýší hodnotu metriky
o 1 a informace opět všesměrově rozešle. Toto zvýšení metriky musí být provedeno
před přenosem, protože příchozí paket bude potřebovat jeden skok pro dosažení
svého cílového uzlu. Pohyb mobilních uzlů v síti může způsobit nedostupnost ur-
čité trasy. Tato skutečnost je indikována pomocí protokolu na linkové vrstvě, a je
oznamována metrikou s hodnotou nekonečno. Pořadová čísla, která pocházejí z mo-
bilních uzlů, jsou sudá a pořadová čísla pro metriku s hodnotou nekonečno jsou lichá
[13, 14].
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4.3.2 Zamezení vzniku smyčky
Protokol DSDV garantuje zajištění cesty k cílovému uzlu bez vzniku smyčky v síti.
Pro vysvětlení mechanismu proti vzniku smyček bude použit následující příklad.
Předpokládejme N mobilních uzlů, které tvoří MANET síť a ustálený stav (všechny
uzly mají aktuální směrovací tabulky s nejkratší cestou k cíli).
Všechny mobilní uzly mohou být zakresleny jako N stromů, kde je každý strom
„zakořeněn“ k danému cíli. V tomto případě bude sledován cílový uzel x a změny
v orientovaném grafu G(x), který je definován uzly i a (i,𝑝𝑥𝑖 ), kde 𝑝𝑥𝑖 označuje další
uzel (next-hop) pro cílový uzel x od uzlu i. DSDV algoritmus zajišťuje, že každá
instance G(x) je bezsmyčková (množina disjunktních stromů) [14, 20].
4.3.3 Mechanismus proti vzniku smyčky
Smyčka může vzniknout na každém uzlu, a to při změně následujícího uzlu (next-
hop). Tato změna může nastat:
• V případě výpadku následujícího uzlu. Uzel i poté nastaví hodnotu 𝑝𝑥𝑖 na nulu.
• Uzel i přijme od svých sousedních uzlů k nový záznam cesty k x s novějším
pořadovým číslem 𝑠𝑥𝑘 a metrikou m [14].
Současná hodnota 𝑠𝑥𝑖 označuje pořadové číslo uložené v uzlu i a 𝑑𝑥𝑖 značí vzdálenosti
od uzlu i k uzlu x před obdržením nové cesty od k. Uzel i provede změnu jeho
následujícího uzlu z 𝑝𝑥𝑖 na k pouze v případě, že:
• Nová cesta obsahuje novější pořadové číslo (𝑠𝑥𝑘 > 𝑠𝑥𝑖 ).
• Pořadové číslo 𝑠𝑥𝑘 je stejné jako 𝑠𝑥𝑖 , ale nová cesta je kratší cestou do uzlu x.
Tedy platí m < 𝑑𝑖𝑚 [14].
4.3.4 Výhody DSDV
• Garance ochrany proti vzniku smyček.
• Zjištění nedostupnosti (metrika s hodnotou nekonečno).
• Aktualizace směrovacích informací (místo kompletní výměny směrovacích ta-
bulek).
• Udržování pouze nejlepší cesty k cílovému uzlu.
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4.3.5 Nevýhody DSDV
• Využívání šířky pásma i v případě, že nedochází ke změnám v topologii.
• Obtížné určení správného času pro rozesílání aktualizací směrovacích infor-
mací.
• Velká výpočetní zátěž mobilního uzlu pro větší sítě [13, 14].
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5 NS-3
NS-3 je „discrete-event“ síťový simulátor primárně určený pro akademický výzkum.
Jedná se o open source šířený pod licencí GNU GPLv2 (General Public License v2),
který je veřejně dostupný pro vývoj a výzkum.
Zdrojový kód NS-3 je uložen v adresáři src. Softwarová organizace NS-3 je zobra-
zena na obrázku 5.1 [18]. Jádro simulátoru je implementováno v src/core a obsahuje
komponenty společné pro všechny protokoly, modely a hardware. Pakety, základní
objekty v síťovém simulátoru, jsou umístěny v src/network.
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Obr. 5.1: Softwarová organizace NS-3
V NS-3 jsou simulační jádro a modely realizovány v programovacím jazyku C++.
NS-3 je ve své podstatě knihovna, která může být staticky nebo dynamicky spojena
s hlavním programem (napsaným v programovacím jazyku C++). Hlavní program
obsahuje topologii sítě a spouští simulaci. Knihovna NS-3 je zabalena do Python
pomocí knihovny pybindgen, která převede parsováním z NS-3 C++ záhlaví do
gccxml. Pygccxml automaticky vygeneruje odpovídající C++. Tyto automaticky
vygenerované C++ soubory jsou sestaveny do finálního modulu NS-3 Python, který
umožňuje pracovat s C++ NS-3 modely a jádrem pomocí skriptů v jazyce Python
[18].
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Spuštěné vývojové prostředí Eclispe s otevřeným projektem hello-simulator.cc
NS-3 je zobrazeno na obrázku 5.2.
Obr. 5.2: Vývojové prostředí Eclipse s načteným projektem NS-3
Obecný postup pro vytvoření simulace lze rozdělit do několika kroků:
• definice topologie,
• použití modelu,




Postup instalace NS-3 do operačního systému Ubuntu 12.04 LTS (Long Term
Support) a následná konfigurace vývojového prostředí Eclipse pro podporu NS-3
jsou uvedeny v příloze A.1.
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6 TVORBA SIMULACE
V této kapitole bude uveden podrobný popis vytvořeného programu v simulačním
prostředí NS-3. Úkolem vytvořené simulace bylo implementovat směrovací protokol
DSDV (Destination-Sequenced Distance Vector) s podporou QoS v síti MANET.
V první části bude proveden popis implementace směrovacího protokolu DSDV,
který je obsažen v NS-3. Druhá část obsahuje rozbor zdrojového kódu programu, im-
plementaci QoS a také popis potřebných úprav pro správnou funkčnost QoS v NS-3.
Třetí (poslední) část této kapitoly obsahuje popis jednotlivých kroků při vytváření
modelu MANET sítě.
6.1 Implementace protokolu DSDV v NS-3
Protokol DSDV je implementován v simulačním prostředí NS-3 od verze 3.10. Sou-
časná verze 3.14 se od první implementace liší především v úpravách hodnot atributů
(např. atribut MaxQueueLen má nastavenu hodnotu 500, ve verzi 3.10 byla hodnota
atributu 100).
Hlavní komponenty použitého směrovacího protokolu DSDV jsou:
• mechanismus zajištění směrování,
• vytvoření směrovací tabulky,
• udržování aktuální směrovací tabulky.
Všechny použité atributy jsou shrnuty v tabulce A.2 [26].
6.1.1 Vztahy mezi třídami
Pro DSDV protokol byla implementována třída ns3::dsdv::RoutingProtocol,
která je rozšířením obecné (abstraktní) třídy ns3::Ipv4RoutingProtocol. Třída
ns3::dsdv::DsdvHeader je rozšířením ns3::Header. Pro uložení směrovacích ak-
tualizací byla deklarována třída ns3::dsdv::RoutingTableEntry. Deklarece třídy
ns3::dsdv::RoutingTable slouží pro uložení všech směrovacích záznamů ve směro-
vací tabulce. Dalšími vytvořenými třídami jsou ns3::dsdv::QueueEntry pro uložení
paketů, ns3::dsdv::RequestQueue pro uložení všech položek. UML diagram tříd


























































































































































































































































































































































































































































































































































































































































Obr. 6.1: UML diagram tříd protokolu DSDV
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6.1.2 Parametry směrovacího protokolu
• PeriodicUpdateInterval - Interval mezi výměnnou kompletních směrovacích
tabulek. Nastavuje se ve třídě TimeValue.
• SettlingTime - Minimální čas, který je update uložen v adv tabulce, než je
odeslán (v důsledku změny metriky). Nastavuje se ve TimeValue.
• MaxQueueLen - Maximální počet paketů, které může protokol uložit do
bufferu. Nastavuje se ve ns3::UintegerValue.
• MaxQueuedPacketsPerDst - Maximální počet paketů, které může protokol
uložit do bufferu pro cílový uzel. Nastavuje se ve ns3::UintegerValue.
• MaxQueueTime - Maximální čas, který může být paket uložen ve frontě.
Nastavuje se ve třídě TimeValue.
• EnableBuffering - Povolení bufferování, když není nalezena cesta k cílovému
uzlu. Nastavuje se ve třídě BooleanValue.
• EnableWST - Vážená doba ustálení aktualizací před jejich rozhlašováním
v síti. Nastavuje se v třídě BooleanValue.
• Holdtimes - Interval od poslední aktualizace, po který je cesta vedena ve smě-
rovací tabulce. Nastavuje se ve třídě ns3::UintegerValue.
• WeightedFactor - Vážený faktor pro dobu ustálení (pokud je povolena).
Nastavuje se v třídě ns3::DoubleValue.
• EnableRouteAggregation - Povolení agregace trasy. Nastavuje se ve třídě
BooleanValue.
• RouteAggregationTime - Čas potřebný pro agregaci aktualizací, než budou
odeslány. Nastavuje se ve třídě TimeValue [26].
Kompletní přehled atributů třídy ns3::dsdv::RoutingProtocol je uveden
v tabulce A.2.
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6.2 Kvalita služeb v NS-3
6.2.1 Třídy pro všeobecnou podporu QoS
Pro zajištění kvality služeb je v simulačním prostředí NS-3 možné využít třídu
QoSWifiMacHelper. Tato třída vytvoří MAC (Media Access Control) vrstvu s pod-
porou QoS pro třídu WifiNetDevices.
Díky této třídě je možno využít čtyři úrovně modelů:
• fyzické modely,
• MACmodely nižší úrovně 6.2.1 - implementují DCF (Distributed Coordination
Function) a EDCAF (Enhanced Distributed Channel Access Function),
• MAC modely vyšší úrovně 6.2.1- implementují generování beacon rámce,
• algoritmy pro řízení rychlosti.
MAC modely nižší úrovně
MAC modely nižší úrovně lze rozdělit na tyto třídy viz obrázek 6.2 [26]:
• ns3::MacLow - třída zajišťující požadavky RTS (Request to Send)/CTS (Clear
to Send)/DATA/ACK (Acknowledgement).
• ns3::DcfManager a ns3::DcfState - třídy implementující DCF a EDCAF.
• ns3::DcaTxop - třída využívající DCF.
• ns3::EdcaTxopN - třídu využívají MAC modely vyšší úrovně. Také provádí
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Obr. 6.2: Třída WifiNetDevice - přehled podvrstvy L2 (příjem a vysílání paketu)
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MAC modely vyšší úrovně
V současné době existují tři typy MAC modelů vyšší úrovně. Tyto modely umožňují
využívat ve vytvořené MANET síti tři typy zařízení:
• Přístupový bod (AP) - implementovaný ve třídě ns3::ApWiFiMac.
• Koncový uzel (non-AP) - implementovaný ve třídě ns3::StaWiFiMac.
• Ad hoc uzel (STA) - implementovaný ve třídě ns3::AdhocWifiMac [26].
Grafické znázornění referencí třídy ns3::WifiMac je zobrazeno na obrázku 6.3 [26].





Obr. 6.3: Reference třídy ns3::WifiMac
Společným rodičem pro MAC modely vyšší úrovně je třída ns3::RegularWifiMac,
která zpřístupňuje konfiguraci MAC a také atribut QosSupported.
V případě zapnutí podpory kvality služeb je možné využívat pro řízení provozu čtyři
různé kategorie:
• AC_VO - přenos hlasu.
• AC_VI - přenos videa.
• AC_BE - negarantovaný charakter přenosu dat.
• AC_BK - přenos dat na pozadí.
Pro správné určení tříd provozu by měly být pakety označeny identifikátorem pro-
vozu. To zajišťuje třída ns3::QoSTag. V případě, že nebude mít daný paket nastaven
identifikátor provozu, tak bude zpracováván, jako by patřil do kategorie AC_BE [26].
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6.2.2 Soubory zajišťující QoS v MANET sítích
Po začlenění podpory QoS do první verze programu a studování komunikace v pro-
tokolovém analyzátoru Wireshark, byl zjištěn problém se značením provozu. Veškerý
provoz v síti byl zpracováván mechanismem Best-Effort, který má nastaven parametr
QoS na nulu. Následné detailní prostudování dokumentace k NS-3 ukázalo, že v NS-3
verze 3.14 není značkování paketů implementováno. Pro další postup v diplomové
práci tak bylo nutné podporu značkování paketů přidat.
Z dokumentace k jednotlivým třídám souvisejících s provozem v síti bylo zjištěno,
že k přidání podpory značení QoS je nutné provést úpravu souborů qos-tag.h,
qos-tag.cc, onoff-application.h a onoff-application.cc viz sekce 6.2.3 [26].
6.2.3 Úprava hlavičkových souborů




41 UP_BK = 1, /**< background */
42 UP_BE = 0, /**< best effort (default) */
43 UP_EE = 3, /**< excellent effort */
44 UP_CL = 4, /**< controlled load */
45 UP_VI = 5, /**< video , < 100ms latency and jitter */
46 UP_VO = 6, /**< voice , < 10ms latency and jitter */
47 UP_NC = 7 /**< network control */
48 };
V souboru qos-tag.cc byl vložen modul pro podporu qos-tag.h.
20 #include "qos -tag.h"
V hlavičkovém souboru onoff-application.h bylo nutné do konstruktoru doplnit
proměnnou qosTag, která je využívána v onoff-application.cc.
148 int8_t qosTag;
V souboru onoff-application.cc byly provedeny následující úpravy.
41 #include "ns3/qos -tag.h"
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89 .AddAttribute ("AccessClass","The access class: AC_BE , AC_VO , AC_VI
, AC_BK",
90 UintegerValue (0),
91 MakeUintegerAccessor (& OnOffApplication :: qosTag)
,
92 MakeUintegerChecker <uint8_t > ())
109 qosTag = 0;
256 packet ->AddPacketTag (QosTag (qosTag));
Po těchto úpravách již bylo možné v programu Wireshark vidět, že je provoz v síti
značkován (nastaveno UP_VO = 6) a zpracováván dle jednotlivých QoS tříd. Správné




Obr. 6.4: Diagram třídy ns3::QosTag
Obr. 6.5: Ukázka značení paketů v programu Wireshark
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6.3 Model MANET sítě
6.3.1 Topologie
V uvažované MANET síti bylo vytvořeno 10 mobilních uzlů. Vytvoření těchto uzlů
zajišťuje třída NodeContainer, která se chová jako Helper.
V síťovém simulátoru NS-3 jsou zavedeny takzvané „Topology Helpers“. Posky-
tují usnadnění často prováděných operací ve zdrojovém kódu. Jedná se například
o definici síťového zařízení, připojení k přenosovému kanálu, přiřazení IP adresy atd
[23].
72 // Vytvoření mobilních uzlů
73 NodeContainer wifiStaNodes;
74 wifiStaNodes.Create (10);
Vytvoření a správu bezdrátového komunikačního kanálu v projektu provádí třída
YansWifiChannelHelper. Typ komunikačního kanálu se dle použité třídy nazývá
Yans (Yet Another Network Simulator) [24].
78 // Definice kanálu a fyzické vrstvy
79 YansWifiChannelHelper channel = YansWifiChannelHelper :: Default ();
80 YansWifiPhyHelper phy = YansWifiPhyHelper :: Default ();
81 phy.SetChannel(channel.Create ());
V tomto bodě jsou již vytvořeny mobilní uzly i přenosový kanál a fyzická vrstva. Mů-
žeme tedy definovat vlastnosti Wi-Fi (Wireless Fidelity) standardu. K tomu slouží
třída WifiHelper. U zvolené technologie 802.11b byla nastavena maximální přeno-
sová rychlost na 1Mbit/s. Toto nastavení bylo provedeno z důvodu snazšího vytížení
linky a následného pozorování změn QoS.
V případě, kdyby byl objekt RemoteStationManger třídy wifi nastaven místo
ConstantRateWifiManager na AarfWifiManager, byl by pro detekci kolizí využit
algoritmus AARF-CD (Adaptive ARF) [25].
86 WifiHelper wifi;
87 wifi.SetStandard(WIFI_PHY_STANDARD_80211b);
88 //wifi.SetRemoteStationManager ("ns3:: AarfWifiManager ");
89 wifi.SetRemoteStationManager("ns3:: ConstantRateWifiManager", "
DataMode", StringValue ("DsssRate1Mbps"));
Definici kvality služeb zajišťuje třída QosWifiMacHelper. Naopak v případě, že QoS
nechceme používat, použijeme třídu NqosWifiMacHelper. Pro zadefinování podpory
Adhoc sítě na linkové vrstvě byla využita třída AdhocWifiMac.
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93 QosWifiMacHelper mac = QosWifiMacHelper :: Default ();
94 // NqosWifiMacHelper mac = NqosWifiMacHelper :: Default ();
95 mac.SetType("ns3:: AdhocWifiMac");
Definování výše uvedených vlastností samostatně pro každý z mobilních uzlů by
bylo nepraktické. Pro hromadné přiřazení vlastností skupině zařízení byl vytvořen
kontejner (třída NetDeviceContainer). Fyzické zařízení byly tedy přiřazeny k defi-
novaným uzlům (wifiStaNodes) s patřičnými phy a mac vlastnostmi.
101 NetDeviceContainer staDevices;
102 staDevices = wifi.Install (phy , mac , wifiStaNodes);
6.3.2 Definice směrovacího protokolu
Dalším krokem ve vytvoření funkční MANET sítě je definice použitého směrovacího
protokolu. NS-3 standardně implementuje směrovací protokoly AODV (Ad hoc On-
Demand Distance Vector Routing), OLSR (Optimized Link State Routing Protocol),
DSDV (Destination-Sequenced Distance Vector Routing) a DSR (Dynamic Source
Routing Protocol).
28 #include "ns3/dsdv -helper.h"
104 // Definice směrovacích protokolů
105 // AodvHelper aodv;
106 // OlsrHelper olsr;
107 // DsrHelper dsr;
108 DsdvHelper dsdv;







Nastavení parametrů použitého směrovacího protokolu DSDV, které je uvedeno v
příloze A.3, bylo provedeno ve třídě ns3::dsdv::RoutingProtocol dle tabulky A.2
[26].
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Po definici a nastavení parametrů vybraného směrovacího protokolu následuje de-
finice adresního prostoru (třída Ipv4AddressHelper) a přiřazení IP adres jednot-
livým zařízením (třída Ipv4InterfaceContainer). Vytvoření směrovací databáze
a inicializaci směrovacích tabulek realizuje třída Ipv4GlobalRoutingHelper.
145 Ipv4AddressHelper address;
146 address.SetBase ("10.1.3.0", "255.255.255.0");
147 address.Assign (staDevices);
148 Ipv4InterfaceContainer interface = address.Assign(staDevices);
149 Ipv4GlobalRoutingHelper :: PopulateRoutingTables ();
Poslední krok vytvoření MANET sítě je definice mobility stanic. Pro zajištění mo-
bility budou využity třídy MobilityHelper a RandomWalk2dMobilityModel.
129 MobilityHelper mobility;
130 // Náhodný pohyb mobilních uzlů
131 mobility.SetMobilityModel ("ns3:: RandomWalk2dMobilityModel",
132 "Bounds", RectangleValue (Rectangle
(-50, 50, -50, 50)));




V tomto bodě bude popsáno vytvoření aplikací, které zajišťují ve vytvořené MANET
síti datový provoz.
Pro kontrolu konektivity byla zvolena aplikace Ping, která umožňuje otestovat
dostupnost jakéhokoliv mobilního uzlu v síti. Využívá se třída V4PingHelper. Apli-
kace byla nastavena, aby v čase 1 sekunda začala vysílat. Konec aplikace byl na-
staven na čas 2 sekundy. Parametr QoS je nastaven standardně na hodnotu 0 (Best
Effort).
213 V4PingHelper ping(interface.GetAddress (5));
214 ApplicationContainer serverApps3;
215 ping.SetAttribute("Verbose",BooleanValue(true));
216 serverApps3 = ping.Install(wifiStaNodes.Get (0));
217 serverApps3.Start(Seconds (1.0));
218 serverApps3.Stop(Seconds (2.0));
Správná funkčnost byla ověřena programem Wireshark viz obrázek 6.6.
Obr. 6.6: Komunikace Ping
Pro definici aplikace simulující provoz VoIP (Voice over Internet Protocol) byla
zvolena On-Off aplikace, která generuje provoz CBR (Constant Bit Rate). Tento
provoz se vyznačuje tím, že posílá data o definované velikosti stanovenou rych-
lostí. Parametr QoS pro tento typ provozu byl nastaven na hodnotu UP_VO = 6.
Druhým typem aplikace (On-Off aplikace), která vytváří provoz v síti, bylo zvoleno
FTP. Tento provoz způsobí větší zatížení sítě a v důsledku nastavení parametru QoS
na hodnotu UP_BE = 0 (Best Effort) pro FTP by mělo dojít k prioritizování provozu
VoIP a k zahazování provozu FTP při plném vytížení sítě.
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Definice On-Off aplikací (VoIP, FTP) může být rozdělena do následujících bodů:
• Vytvoření dvou portů pro VoIP a FTP. Obě aplikace budou spuštěny v mo-
bilním uzlu 0 (10.1.3.1), který bude pracovat v roli serveru.
154 uint16_t port = 5060; //Port aplikace VoIP
155 uint16_t port2 = 20; //Port aplikace FTP
• Definování ukazatelů na mobilní uzel 0 (Server) a mobilní uzel 5 (Klient).
157 Ptr <Node > appSource = wifiStaNodes.Get(0);
158 Ptr <Node > appSource2 = wifiStaNodes.Get(0);
159 Ptr <Node > appSink = wifiStaNodes.Get(5);
160 Ptr <Node > appSink2 = wifiStaNodes.Get(5);
• Zjištění IP adresy serveru (ze strany klienta).
161 Ipv4Address remoteAddr = appSink ->GetObject <Ipv4 > ()->
GetAddress (1, 0).GetLocal ();
• On-Off aplikace je definována třídou OnOffHelper. Kompletní přehled mož-
ných atributů této třídy je zobrazen v příloze A.1.
163 OnOffHelper onoff ("ns3:: UdpSocketFactory",
164 Address (InetSocketAddress (remoteAddr , port)));
165 onoff.SetAttribute ("OnTime", RandomVariableValue (
ConstantVariable (1)));
166 onoff.SetAttribute ("OffTime", RandomVariableValue (
ConstantVariable (0)));
167 onoff.SetAttribute("DataRate",DataRateValue (DataRate (1048576)
));
168 onoff.SetAttribute("MaxBytes", UintegerValue (uint32_t (100e3))
);
169 // Nastavení velikosti paketu VoIP aplikace
170 onoff.SetAttribute ("PacketSize", UintegerValue (500));
171 onoff.SetAttribute("AccessClass", UintegerValue (UintegerValue
(6)));
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173 OnOffHelper onoff2 ("ns3:: TcpSocketFactory",
174 Address (InetSocketAddress (remoteAddr , port2)));
175 onoff2.SetAttribute ("OnTime", RandomVariableValue (
ConstantVariable (1)));




178 onoff2.SetAttribute("MaxBytes", UintegerValue (uint32_t (300e3)
));
179 // Nastavení velikosti paketu FTP aplikace
180 onoff2.SetAttribute ("PacketSize", UintegerValue (1400));
181 onoff2.SetAttribute("AccessClass", UintegerValue (UintegerValue
(0)));
• Přiřazení On-Off aplikací konkrétním mobilním uzlům v roli serverů. Definice
spuštění a ukončení aplikací. Použita třída ApplicationContainer.
192 ApplicationContainer serverApps = onoff.Install (appSource);
193 ApplicationContainer serverApps2 = onoff2.Install (appSource2);
194 serverApps.Start (Seconds (2.0));
195 serverApps.Stop (Seconds (20.0));
196 serverApps2.Start (Seconds (2.5));
197 serverApps2.Stop (Seconds (20.0));
• Definice Packet Sink, který bude na straně klienta zpracovávat provoz ve směru
od serveru.
200 PacketSinkHelper sink ("ns3:: UdpSocketFactory",
201 InetSocketAddress (remoteAddr , port));
202 PacketSinkHelper sink2 ("ns3:: TcpSocketFactory",
203 InetSocketAddress (remoteAddr , port2));
• Přiřazení On-Off aplikací konkrétním mobilním uzlům v roli klientů. Definice
spuštění a ukončení aplikací. Použita třída ApplicationContainer.
204 ApplicationContainer clientApps = sink.Install (appSink);
205 ApplicationContainer clientApps2 = sink2.Install (appSink2);
206 clientApps.Start (Seconds (1.0));
207 clientApps.Stop (Seconds (20.0));
208 clientApps2.Start (Seconds (1.0));
209 clientApps2.Stop (Seconds (20.0));
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6.3.4 Mobilita stanic
Definici pohybu mobilních uzlů v MANET síti zajišťuje třída MobilityModel. Si-













Obr. 6.7: Přehled modelů pro zajištění mobility stanic
V tomto projektu byl zvolen model ns3::RandomWalk2dMobilityModel. Tento mo-
del je často nazýván jako Brownův pohybový model. Jedná se o 2D model, který
umožňuje pro každou instanci (mobilní uzel) nastavit náhodnou hodnotu rychlosti
a změny směru. V případě, že se mobilní uzel dostane na hranici oblasti, která je
definována pomocí obdélníku, dojde k odrazu zpět do definovaného prostoru, kde
dále probíhá pohyb v rámci simulace [26].
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Implementace mobility stanic se skládá z následujících kroků:
• Vložení hlavičkového souboru mobility-module.h.
21 #include "ns3/mobility -module.h"
• Definice oblasti, v které se mohou mobilní uzly pohybovat.
116 MobilityHelper mobility;
117
118 mobility.SetPositionAllocator ("ns3:: GridPositionAllocator",
119 "MinX", DoubleValue (10.0) ,
120 "MinY", DoubleValue (10.0) ,
121 "DeltaX", DoubleValue (5.0) ,
122 "DeltaY", DoubleValue (2.0) ,
123 "GridWidth", UintegerValue (3),
124 "LayoutType", StringValue ("RowFirst"));
• Nastavení konkrétního modelu pro pohyb stanic. Více o zvoleném modelu
v sekci 6.3.4.
131 //Pro statické pozice - ns3:: ConstantPositionMobilityModel
132 mobility.SetMobilityModel ("ns3:: RandomWalk2dMobilityModel",
133 "Bounds", RectangleValue (Rectangle (-50, 50, -50, 50)));
134 mobility.Install (wifiStaNodes);
6.3.5 NetAnim
V simulačním prostředí NS-3 není standardně možnost graficky zobrazit pohyb mo-
bilních uzlů nebo například komunikaci mezi jednotlivými mobilními uzly. Velmi
rozšířeným vizualizačním nástrojem je NetAnim. Jedná se o multiplatformní ani-
mátor, který je založený na Qt 4 toolkit. NetAnim využívá pro zobrazení simulace
XML (eXtensible Markup Language) trasovací soubor, který je vytvořen v průběhu
kompilace zdrojového kódu [30].
Implementace NetAnim do vytvořeného projektu vyžaduje přidání následujícího
kódu.
• Vložení hlavičkového souboru.
24 #include "ns3/netanim -module.h"
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• Vytvoření zdrojového souboru pro animaci.
57 std:: string animFile = "manetrouting.xml";
• Nastavení jména mobilních uzlů v simulace.
226 AnimationInterface :: SetNodeDescription (wifiStaNodes , "STA");
227 AnimationInterface anim (animFile);
228 anim.EnablePacketMetadata (true);
V tomto bodě je již projekt kompletní a je možné provést simulaci a následné zobra-
zení vytvořené MANET sítě. Obrázek 6.8 zachycuje vytvořené mobilní uzly (jejich
počáteční pozice) před samotným startem simulace.
Obr. 6.8: Rozmístění mobilních uzlů
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6.3.6 FlowMonitor
Vyhodnocení výsledků ze simulace zajišťuje framework FlowMonitor. V NS-3 je
k dispozici pomocí třídy FlowMonitorHelper, která umožňuje získat následující
hodnoty:
• timeFirstTxPacket - čas vyslání prvního paketu,
• timeLastTxPacket - čas vyslání posledního paketu,
• timeFirstRxPacket - čas přijmutí prvního paketu,
• timeLastRxPacket - čas přijmutí posledního paketu,
• delaySum - součet zpoždění,
• jitterSum - součet zpoždění mezi vybranými pakety,
• txBytes, txPackets - počet přenesených bajtů a paketů,
• rxBytes, rxPackets - počet přijatých bajtů a paketů,
• lostPackets - počet ztracených paketů [26].
Výstupní hodnoty lze zpracovat dvěma způsoby. Implementace tohoto frameworku
není příliš rozšířená a proto zde bude uveden zdrojový kód obou způsobů řešení:
• Uložení do souboru - soubor má strukturu XML (eXtensible Markup Lan-
guage) viz obrázek A.12 [31].
30 #include "ns3/flow -monitor -module.h"
31 #include "ns3/flow -monitor -helper.h"
55 bool enableFlowMonitor = true;
264 FlowMonitorHelper flowMonHelper;
265 Ptr <FlowMonitor > monitor = flowMonHelper.InstallAll ();
300 if (enableFlowMonitor)
301 {
302 flowMon ->CheckForLostPackets ();
303 flowMon ->SerializeToXmlFile ("manetrouting.flowmon", true ,
true);
304 }
Na konci vytvořeného XML souboru je vytvořen přehled datových toků mezi
jednotlivými mobilními uzly viz obrázek A.13. Orientace v XML souboru je
díky jeho obsáhlosti složitá a proto nebyl tento způsob použit.
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• Výpis do konzole - pomocí vytvořeného skriptu lze docílit výpisu požado-
vaných hodnot v konzoli. Tento způsob nabízí přehlednější formu získaných
hodnot ze simulace viz obrázek 6.9, a proto byl v této práci použit.
30 #include "ns3/flow -monitor -module.h"
31 #include "ns3/flow -monitor -helper.h"
55 bool enableFlowMonitor = true;
264 FlowMonitorHelper flowMonHelper;
265 Ptr <FlowMonitor > monitor = flowMonHelper.InstallAll ();
300 if (enableFlowMonitor)
301 {
302 monitor ->CheckForLostPackets ();
303 Ptr <Ipv4FlowClassifier > classifier = DynamicCast <
Ipv4FlowClassifier > (flowMonHelper.GetClassifier ());
304 std::map <FlowId , FlowMonitor ::FlowStats > stats = monitor ->
GetFlowStats ();
268 for (std::map <FlowId , FlowMonitor ::FlowStats >:: const_iterator
iter = stats.begin (); iter != stats.end (); ++iter)
269 {
270 Ipv4FlowClassifier :: FiveTuple t = classifier ->FindFlow (iter ->
first);
271 NS_LOG_UNCOND("Flow ID: " << iter ->first << " Src Addr " << t.
sourceAddress << " Dst Addr " << t.destinationAddress);
272 NS_LOG_UNCOND("Tx Packets = " << iter ->second.txPackets);
273 NS_LOG_UNCOND("Rx Packets = " << iter ->second.rxPackets);
274 NS_LOG_UNCOND("Delay Sum = " << iter ->second.delaySum);
275 NS_LOG_UNCOND("Delay = " << iter ->second.delaySum / iter ->
second.rxPackets << "ns");
276 NS_LOG_UNCOND("Delay = " << (iter ->second.delaySum / iter ->
second.rxPackets)/1000000 << "ms");
277 NS_LOG_UNCOND("Jitter Sum = " << iter ->second.jitterSum);
278 NS_LOG_UNCOND("Jitter = " << iter ->second.jitterSum / (iter ->
second.rxPackets - 1) << "ns");
279 NS_LOG_UNCOND("Throughput: " << iter ->second.rxBytes * 8.0 / (
iter ->second.timeLastRxPacket.GetSeconds ()-iter ->second.
timeFirstTxPacket.GetSeconds ()) / 1024 << " Kbps");




Obr. 6.9: FlowMonitor - ukázka výpisu v konzoli
Níže uvedené rovnice byly použity při výpočtech:




• Průměrná hodnota mezi vybranými pakety
𝑗𝑖𝑡𝑡𝑒𝑟 = 𝑗𝑖𝑡𝑡𝑒𝑟𝑆𝑢𝑚
𝑟𝑥𝑃𝑎𝑐𝑘𝑒𝑡𝑠− 1[31]. (6.2)










• Průměrná hodnota odeslaného datového toku
𝐵𝑡𝑥 =
8 * 𝑡𝑥𝐵𝑦𝑡𝑒𝑠
𝑡𝑖𝑚𝑒𝐿𝑎𝑠𝑡𝑇𝑥𝑃𝑎𝑐𝑘𝑒𝑡− 𝑡𝑖𝑚𝑒𝐹𝑖𝑟𝑠𝑡𝑇𝑥𝑃𝑎𝑐𝑘𝑒𝑡 [31]. (6.5)
• Průměrná hodnota přijatého datového toku
𝐵𝑟𝑥 =
8 * 𝑟𝑥𝐵𝑦𝑡𝑒𝑠
𝑡𝑖𝑚𝑒𝐿𝑎𝑠𝑡𝑅𝑥𝑃𝑎𝑐𝑘𝑒𝑡− 𝑡𝑖𝑚𝑒𝐹𝑖𝑟𝑠𝑡𝑅𝑥𝑃𝑎𝑐𝑘𝑒𝑡 [31]. (6.6)
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6.3.7 GnuPlot
Získané výsledky ze simulace viz sekce 6.3.6 byly dále zpracovány pomocí programu
GnuPlot. Jedná se o interaktivní vykreslovací nástroj pro tvorbu grafů, který je
k dispozici pro všechny dnes používané platformy (UNIX, Windows, VMS (Virtual
Managed Server), ...).
Program je chráněn autorskými právy, ale lze jej distribuovat bez nutnosti zapla-
cení licence. Výhodou tohoto programu jsou široké možnosti nastavení a podrobná
dokumentace [33, 34]. V operačním systému Ubuntu 12.04 LTS byla instalace prove-
dena přidáním balíčku A command-line driven interactive plotting program
(GnuPlot).
V simulačním prostředí NS-3 existují dvě metody, které umožňují vytvoření grafu
pomocí porogramu GnuPlot:
• Vytvoření „kontrolního“ souboru s použitím třídy ns3::Gnuplot Class.
• Vytvoření datového souboru, který obsahuje hodnoty ze simulace provedné
v NS-3 [23].
V této práci byla zvolena první možnost a do vytvořeného modelu bylo tedy nutné
implementovat podporu programu GnuPlot a poté provést úpravy pro spolupráci
s frameworkem FlowMonitor. Jelikož není implementace GnuPlot v NS-3 příliš roz-
šířena, bude zde uvedena ukázka vytvoření grafu zpoždění:
• Byly přidány hlavičkové soubory pro podporu příkazů GnuPlot a také pro
možnost konverze datových formátů (z datového formátu time na double).
32 #include "ns3/gnuplot.h"
33 #include "ns3/nstime.h"
• Definice použitých proměnných, vytvoření instance gnuplot a popis os grafu
musí být provedeny až po deklaraci směrovacího protokolu, použitých aplikací
a příkazů pro spuštění a ukončení simulace.
273 // Definice proměnných pro GnuPlot
274 string jmenoSouboru = "zpozdeni";
275 string graphicsFileName = jmenoSouboru + ".png";
276 string plotFileName = jmenoSouboru + ".plt";
277 string plotTitle = "Velikost zpoždění (komunikace
mezi jednotlivými uzly)";
278 string dataTitle = "Zpoždění [ms]";
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281 // Vytvoření instance gnuplot a názvu
282 Gnuplot gnuplot (graphicsFileName);
283 gnuplot.SetTitle (plotTitle);
284
285 // Pomocí balíčku gnuplot lze provést vytvoření //png souboru
286 gnuplot.SetTerminal ("png");
287
288 // Popisy jednotlivých os
289 gnuplot.SetLegend ("ID jednotlivých mobilních uzlů (23 ID)", "
Zpoždění [ms]");
290 gnuplot.AppendExtra("set xrange [0:23]"); // rozsah osy x
291 gnuplot.AppendExtra("set yrange [0:480]"); // rozsah osy y
292 gnuplot.AppendExtra("set grid"); // zapnutí mřížky grafu
293 Gnuplot2dDataset dataset;
294 dataset.SetTitle(dataTitle); // vytisknutí názvu grafu
295 dataset.SetStyle (Gnuplot2dDataset :: HISTEPS); //volba typu
grafu (zde sloupcový)
• Dále bylo nutné přidat do frameworku FlowMonitor proměnnou Delay a za-
jistit ukládání hodnot zpoždění pro pozdější vykreslení.
303 double Delay;
318 Delay = (iter ->second.delaySum.GetSeconds () / iter ->second.
rxPackets)*1000;
319 dataset.Add(( double)iter ->first ,( double) Delay);
• V další fázi bylo nutné provést zápis do souboru.
341 // Gnuplot - pokračování
342 gnuplot.AddDataset (dataset);
343 // Otevře soubor
344 ofstream plotFile (plotFileName.c_str ());
345 // Zapíše soubor
346 gnuplot.GenerateOutput (plotFile);
347 // Zavře soubor
348 plotFile.close ();
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• V poslední fázi bylo provedeno vytvoření samotného souboru zpozdeni.png ze
zdrojového souboru zpozdeni.plt, který byl vytvořen při simulaci.
student@UbuntuVM:~/repos/ns-allinone-3.14/ns-3.14$
student@UbuntuVM:~/ns-3.14$ gnuplot zpozdeni.plt
Vytvořený graf, který zobrazuje hodnoty zpoždění všech 23 komunikací (ty jsou
popsány pomocí ID), je zobrazen na obrázku 6.10.
Obr. 6.10: GnuPlot - graf zpoždění jednotlivých ID
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7 ÚPRAVA POUŽITÉHO QOS MODELU
Jak již bylo zmíněno v sekci 6.2.1, společným rodičem pro MAC modely vyšší úrovně
je třída ns3::RegularWifiMac. Jedná se o základní třídu v NS-3, která se používá
pro všechny úrovně Wi-Fi MAC objektů. Atributy třídy ns3::RegularWifiMac jsou
shrnuty v tabulce 7.1 [26].
Název atributu Třída Typ Hodnota






Tab. 7.1: Tabulka možných atributů třídy ns3::RegularWifiMac
Nejdůležitějším atributem v této třídě je atribut QosSuported. Implementací atri-
butu a jeho nastavením na hodnotu true dojde k povolení podpory QoS v každém
mobilním uzlu (v simulaci značeno jako STA).
603 .AddAttribute ("QosSupported",
604 "Povolení podpory 802.11e/WMM -style QoS v uzlech STA",
605 BooleanValue (true),
606 MakeBooleanAccessor (& RegularWifiMac :: SetQosSupported ,
607 &RegularWifiMac :: GetQosSupported),
608 MakeBooleanChecker ())
Třída ns3::RegularWifiMac dále zajišťuje rozdělení označených paketů do čtyř
typů front, které sdružují použité uživatelské priority viz obrázek 7.1 [35]:
• VOQueue - UP_VO, UP_NC,
• VIQueue - UP_CL, UP_VI,
• BEQueue - UP_BE, UP_EE,
• BKQueue - UP_BK.
614 .AddAttribute ("VO_EdcaTxopN",
615 "Fronta spravující pakety , které patří do třídy AC_VO",
616 PointerValue (),
617 MakePointerAccessor (& RegularWifiMac :: GetVOQueue),
618 MakePointerChecker <EdcaTxopN > ())
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619 .AddAttribute ("VI_EdcaTxopN",
620 "Fronta spravující pakety , které patří do třídy AC_VI",
621 PointerValue (),
622 MakePointerAccessor (& RegularWifiMac :: GetVIQueue),
623 MakePointerChecker <EdcaTxopN > ())
624 .AddAttribute ("BE_EdcaTxopN",
625 "Fronta spravující pakety , které patří do třídy AC_BE",
626 PointerValue (),
627 MakePointerAccessor (& RegularWifiMac :: GetBEQueue),
628 MakePointerChecker <EdcaTxopN > ())
629 .AddAttribute ("BK_EdcaTxopN",
630 "Fronta spravující pakety , které patří do třídy AC_BK",
631 PointerValue (),
632 MakePointerAccessor (& RegularWifiMac :: GetBKQueue),
633 MakePointerChecker <EdcaTxopN > ())
Prioritní úrovně, které jsou používané ve standardu 802.11e, jsou identické s priori-
tami definovanými ve standardu 802.11D viz tabulka A.4. Tato vlastnost zajišťuje
spolupráci s mechanismy řízení přístupu v pevných lokálních sítích [35].













AC_BK AC_BE AC_VI AC_VO
Řešení interní kolize
Obr. 7.1: Třídění přístupu
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7.1 Přidání kontroly uživatelské priority
Uživatelské priority viz tabulka A.4 jsou číslovány od 0 do 7. Pro zajištění tohoto
rozmezí byly ve zdrojovém souboru adhoc-wifi-mac.cc provedeny tyto úpravy
ve funkci AdhocWifiMac::Enqueue:
• Nastavení uživatelské priority pro neznačkovaný odchozí provoz. Pokud není
použit mechanismus QoS, tak je nutné označit paket hodnotou 0 (AC_BE).
101 uint8_t tid = 0;
Toto nastavení je provedeno pomocí existující funkce QosUtilsMapTidToAc(),
která se nachází ve zdrojovém souboru qos-utils.cc.
• Přidání uživatelské priority QoS do MAC záhlaví. Je využita již vytvořená
třída QosUtilsGetTidForPacket zdrojovém souboru qos-utils.cc.
120 tid = QosUtilsGetTidForPacket (packet);
• V případě, že je hodnota proměnné tid vyšší než 7, tak se považuje za chybnou
(paket tedy nemá žádnou QoS značku). Proto je nastavena uživatelská priorita
AC_BE.
125 if (tid >= 7)
126 {
127 tid = 0;
128 }
129 hdr.SetQosTid (tid);
7.2 Nastavení mezirámcových mezer
Po nastavení podpory standardu 802.11e viz 7 je možné využít rozšířený distribuo-
vaný algoritmus přístupu ke kanálu EDCA (Enhanced Distribution Channel Access).
Nastavení délky mezirámcových mezer algoritmu EDCA pro použitou technologii
802.11b bylo provedeno ve zdrojovém souboru wifi-mac.cc, konkrétně ve funkci
WifiMac::Configure80211b, která provádí výpočty jednotlivých čekacích dob.
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307 void
308 WifiMac :: Configure80211b (void)
309 {
310 SetSifs (MicroSeconds (10));
311 SetSlot (MicroSeconds (20));
312 SetEifsNoDifs (MicroSeconds (10 + 304));
313 SetPifs (MicroSeconds (10 + 20));
314 SetCtsTimeout (MicroSeconds (10 + 304 + 20 +
GetDefaultMaxPropagationDelay ().GetMicroSeconds () * 2));
315 SetAckTimeout (MicroSeconds (10 + 304 + 20 +
GetDefaultMaxPropagationDelay ().GetMicroSeconds () * 2));
316 }
Nastavení jednotlivých typů mezirámcových mezer bylo provedeno podle údajů zís-
kaných z tabulky 7.2 [35].
Technologie SIFS PIFS DIFS Slot time CWmin CWmax
802.11a 16𝜇s 25𝜇s 34𝜇s 9𝜇s 15 1023
802.11b 10𝜇s 30𝜇s 50𝜇s 20𝜇s 31 1023
802.11g 10𝜇s 30𝜇s 50𝜇s 20𝜇s 15 1023
Tab. 7.2: Tabulka mezirámcových mezer pro jednotlivé technologie
Mechanismus EDCA zavádí tzv. příležitost přenosu TXOP (Transmission Oportu-
nity). Jedná se o časový interval, ve kterém je možné přenést rámec. Důležitou vlast-
ností TXOP je časově omezená doba trvání. Tato vlastnost odstraňuje problémy se
synchronizací, které jsou způsobeny neznámou délkou vysílaného rámce. Jednotlivé
intervaly rozšířeného distribuovaného přístupu ke kanálu jsou zobrazeny na obrázku
A.14 [35].
V simulačním prostředí NS-3 je fungování algoritmu EDCA zajištěno pomocí
třídy ns3::DcaTxop [26].
Podrobný rozbor fungování algoritmu EDCA je uveden v [32, 36].
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8 VÝSLEDKY SIMULACE
V této kapitole budou prezentovány výsledky získané ze simulace vytvořeného pro-
jektu 6.3. Jedná se zejména o ověření:
• informací uložených ve směrovacích tabulkách mobilních uzlů 8.1,
• značkování paketů dle vybraných QoS tříd 8.2,
• funkčnosti směrovacího protokolu DSDV 8.3,
• vlivu nastavení QoS na zpoždění a jitter u provozu VoIP, FTP 8.4.
8.1 Směrovací tabulky mobilních uzlů
Z vlastností MANET sítě vyplývá, že na každém mobilním uzlu dojde k vytvoření
směrovací tabulky. V tomto projektu je použit směrovací protokol DSDV, který
má nastaven parametr PeriodicUpdateInterval na hodnotu 5 s. Tento parametr
určuje, za jaký čas dojde k výměně kompletních směrovacích tabulek mezi všemi
uzly v síti. V tabulce 8.1 je zobrazena směrovací tabulka uzlu 0. Uvedené hodnoty
odpovídají nastaveným parametrům.
Des. Gateway Int. HopC. Sq.Num LifeTime Sett.Time
10.1.3.2 10.1.3.2 10.1.3.1 1 2 0.871s 5.0s
10.1.3.3 10.1.3.3 10.1.3.1 1 2 0.886s 5.0s
10.1.3.4 10.1.3.4 10.1.3.1 1 2 0.869s 5.0s
10.1.3.5 10.1.3.5 10.1.3.1 1 2 0.846s 5.0s
10.1.3.6 10.1.3.6 10.1.3.1 1 2 0.860s 5.0s
10.1.3.7 10.1.3.7 10.1.3.1 1 2 0.852s 5.0s
10.1.3.8 10.1.3.8 10.1.3.1 1 2 0.855s 5.0s
10.1.3.9 10.1.3.9 10.1.3.1 1 2 0.873s 5.0s
10.1.3.10 10.1.3.10 10.1.3.1 1 2 0.866s 5.0s
10.1.3.255 10.1.3.255 10.1.3.1 0 2 - 0.0s
127.0.0.1 127.0.0.1 127.0.0.1 0 0 - 0.0s
Des - cílový mobilní uzel (destination), Int - rozhraní (interface)
Tab. 8.1: Směrovací tabulka mobilního uzlu 0
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8.2 Značkování paketů
Vytvořený model MANET sítě obsahuje dva druhy aplikací, které generují datový
provoz. Jedná se o aplikaci VoIP a aplikaciFTP.
Aplikace VoIP využívá pro přenos dat transportní protokol UDP (User Datagram
Protocol). Jedná se o datagramovou službu, která odeslané pakety nepotvrzuje a
v případě, že se vyskytne chyba při přenosu, ani neopakuje vysílání dat. Protokol
UDP je díky svým vlastnostem vhodný pro přenos multimediálních síťových služeb
v reálném čase, jako je například VoIP [27, 29].
Zmíněné vlastnosti také znamenají nutnost značkování paketů (QoS) a vytvoření
priorit pro zacházení s pakety při směrování v síti. Provoz aplikace VoIP je přenášen
s uživatelskou prioritou UP_VO = 6, která značí, že je přenášen zvuk a vyžaduje splnění
podmínky, kdy hodnota jitteru nesmí přesáhnout 10ms.
Ověření značkování provozu VoIP aplikace zobrazuje obrázek 8.1.
Obr. 8.1: Ověření značkování provozu VoIP
Aplikace FTP pro přenos dat používá transportní protokol TCP (Transmission
Control Protocol). TCP poskytuje spolehlivou službu a jeho hlavní funkcí je seg-
mentace příchozích dat [28, 29].
V uvažované MANET síti jsou data přenášena s uživatelskou prioritou UP_BE = 0.
Potvrzení tohoto nastavení viz obrázek 8.2.
Obr. 8.2: Ověření značkování provozu FTP
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8.3 Zobrazení simulace
V tomto bodě budou ukázány některé situace z průběhu simulace zobrazené progra-
mem NetAnim.
Obrázek 8.3 zobrazuje výměnu směrovacích informací protokolu DSDV.
Obr. 8.3: Činnost směrovacího protokolu DSDV
Situace, kdy probíhá dotazování pro zjištění IP adresy konkrétního mobilního uzlu,
je zobrazena na obrázku 8.4.
Obr. 8.4: Zjišťování cílové IP adresy
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Přenos dat aplikace VoIP je zobrazen na obrázku 8.5. Data jsou přenášena od mo-
bilního uzlu 0 (IP adresa 10.1.3.1, zdrojový port: 49156) k cílovému mobilnímu uzlu
5 (IP adresa 10.1.3.6, cílový port: 5060).
Obr. 8.5: VoIP provoz
Obrázek 8.6 potom zobrazuje přenos dat aplikace FTP mezi zmíněnými mobilními
uzly.
Obr. 8.6: FTP provoz
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8.4 Ověření QoS parametrů
Jak již bylo zmíněno v kapitole 6.3.3, ve vytvořeném projektu jsou datové provozy
s uživatelskými prioritami UP_VO = 6 a UP_BE = 0. Pro zjištění, zda nastavení těchto
priorit způsobí změnu zpoždění, jitteru a počtu přijímaných paketů, byl použit fra-
mework FlowMonitor.
Pro lepší orientaci v této sekci bude ještě před prezentací dosažených výsledků
provedeno stručné shrnutí provedených úprav v QoS modelu viz tabulka 8.2.
Uživatelský parametr Provedená změna Upravené soubory
QoS=6 (výchozí) Podpora značkování paketů 6.2.3 qos-tag.h, qos-tag.cc
onoff-aplication.h
onoff-aplication.cc
QoS=6 (modifikované) Podpora QoS pro STA 7 regular-wifi-mac.cc
Třidění paketů do front 7 regular-wifi-mac.cc
regular-wifi-mac.h
Kontrola uživatelské priority 7.1 adhoc-wifi-mac.cc
qos-utils.cc
Nastavení mezirám. mezer 7.2 wifi-mac.cc
wifi-mac.h
STA - označení mobilního uzlu v simulaci
Tab. 8.2: Provedené úpravy v QoS modelu
Souhrnný přehled umístění modifikovaných souborů QoS modelu je uveden v tabulce
A.5.
8.4.1 Vytížení linky
Ve vytvořeném projektu byla pro přenosový kanál použita technologie 802.11b s teo-
retickou maximální rychlostí nastavenou na 1Mbit/s viz 6.3. Vytížení linky, respek-
tive propustnost, byly zjištěny pomocí frameworku FlowMonitor.
Maximální propustnost linky během přenosu dat generovaných aplikacemi VoIP
a FTP dosáhla hodnoty 799,398Kbit/s. Průměrná hodnota propustnosti za celou
dobu simulace, která byla vypočítána jako aritmetický průměr propustnosti mezi
jednotlivými mobilními uzly v MANET síti, byla 659,173Kbit/s.




Velikost průměrného zpoždění u aplikace VoIP byla vypočítána dle vzorce 6.1.
Před implementací QoS byla hodnota průměrného zpoždění 210ms. Po provedení
úprav hlavičkových souborů viz 6.2.3, klesla hodnota na 160ms. Díky provedeným
úpravám v použitém QoS modelu bylo dosaženo dalšího zlepšení, a to na hodnotu
143ms. Porovnání hodnot průměrného zpoždění je uvedeno v tabulce 8.3. Grafické
porovnání dosažených výsledků je zobrazeno na obrázku 8.7.
Uživatelský parametr Prům. zpoždění [ms] Změna 1[%] Změna 2[%]
QoS=0 210 0 -
QoS=6 (výchozí) 160 23,81 0
QoS=6 (modifikované) 143 31,51 10,55
Změna 1 - porovnání vůči QoS=0; Změna 2 - porovnání vůči QoS=6 (výchozí)
Tab. 8.3: Tabulka hodnot průměrného zpoždění VoIP
Získané výsledky, kdy průměrné zpoždění aplikace VoIP kleslo viz obrázek 8.7 a prů-
měrné zpoždění aplikace FTP vzrostlo viz obrázek 8.8, potvrzují funkčnost třídění
provozu.
Obr. 8.7: Průměrné zpoždění VoIP pro různé třídy QoS
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Zpoždění aplikace FTP
Velikost průměrného zpoždění u aplikace FTP byla stejně jako u aplikace VoIP
vypočítána dle vzorce 6.1. Z výsledků bylo zjištěno, že se průměrné zpoždění po
nastavení uživatelského parametru na hodnotu UP_VO = 6 zvýšilo z původní hodnoty
260ms na hodnotu 310ms. Po provedení úprav v použitém QoS modelu došlo k dal-
šímu zvýšení, a to na hodnotu 460ms.
Hodnoty průměrného zpoždění společně s procentuálním zhoršením vůči různým
nastavením uživatelského parametru jsou uvedeny v tabulce 8.4.
Uživatelský parametr Prům. zpoždění [ms] Změna 1[%] Změna 2[%]
QoS=0 262 0 -
QoS=6 (výchozí) 319 21,76 0
QoS=6 (modifikované) 460 75,57 42,01
Změna 1 - porovnání vůči QoS=0; Změna 2 - porovnání vůči QoS=6 (výchozí)
Tab. 8.4: Tabulka hodnot průměrného zpoždění FTP
Grafické porovnání dosažených výsledků je zobrazeno na obrázku 8.8.
Obr. 8.8: Průměrné zpoždění FTP pro různé třídy QoS
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8.4.3 Jitter
Pro výpočet zpoždění mezi pakety (jitter) aplikace VoIP byl použit vzorec 6.2. Ze
získaných hodnot viz tabulka 8.5 je zřejmé, že zavedení QoS se projevilo dle oče-
kávání, a to poklesem z 5,2ms na 3,7ms. Provedení úprav v použitém QoS modelu
znamenalo další snížení na 1,4ms. Tyto hodnoty splňují nastavená kritéria zvolené
uživatelské priority UP_VO = 6, pro kterou by neměla být překročena hraniční hod-
nota 10ms.
Uživatelský parametr Jitter VoIP [ms] Změna 1[%] Změna 2[%]
QoS=0 5,2 0 -
QoS=6 (výchozí) 3,7 28,85 0
QoS=6 (modifikované) 1,4 73,08 62,16
Změna 1 - porovnání vůči QoS=0; Změna 2 - porovnání vůči QoS=6 (výchozí)
Tab. 8.5: Tabulka získaných hodnot jitter VoIP
Grafické porovnání dosažených výsledků je zobrazeno na obrázku 8.9.
Obr. 8.9: Jitter VoIP
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9 ZÁVĚR
V teoretické části práce byl uveden popis MANET (Mobile Ad-Hoc Network) sítí
z pohledu architektury a charakteristických vlastností. Dále byla popsána kvalita
služeb v MANET sítích a směrovací protokoly s podporou QoS.
Praktická část diplomové práce se v první fázi skládala z vytvoření funkčního
modelu MANET sítě v simulačním prostředí NS-3 (Network Simulator 3). Dal-
ším krokem byla implementace podpory QoS směrovacího protokolu. Pro účely této
práce byl zvolen směrovací protokol DSDV (Destination-Sequenced Distance Vec-
tor). Po přidání podpory QoS do vytvořeného modelu bylo zjištěno, že použitá verze
NS-3 neobsahuje funkční zdrojový kód pro zajištění správného značení paketů dle
uživatelské priority. Bylo tedy nutné doprogramovat vybrané zdrojové soubory, které
se týkaly zajištění kvality služeb. Následné ověření správného značení paketů bylo
provedeno programem Wireshark.
Po ověření funkčnosti QoS bylo přistoupeno k úpravám použitého QoS modelu.
Jednalo se o implementaci QoS pro každý mobilní uzel ve vytvořené síti, správné na-
stavení front spravujících pakety patřící do jednotlivých tříd (AC_VO, AC_VI, AC_BE,
AC_BK), přidání kontroly uživatelské priority a nastavení mezirámcových mezer pro
použitou technologii 802.11b.
Simulace vytvořeného modelu a následné vyhodnocení výsledků byly zaměřeny
na klíčové parametry provozu (změna zpoždění, zpoždění mezi pakety (jitter)).
V modelu byly vytvořeny dva datové provozy VoIP a FTP. Datovému provozu VoIP
byly nastaveny uživatelské priority UP_VO = 6(výchozí) a UP_VO = 6(modifikované).
Datový provoz FTP měl nastaven uživatelskou prioritu UP_BE = 0.
Z dat získaných ze simulace lze konstatovat, že po přidání podpory QoS a ná-
sledné modifikaci QoS modelu došlo ke snížení hodnoty zpoždění a jitteru u aplikace
VoIP. Průměrné zpoždění kleslo o 31,51% (z 210ms na 143ms) a hodnota zpoždění
mezi pakety (jitter) klesla o 73,08% (z 5,2ms na 1,4ms).
Hodnota zpoždění pro aplikaci FTP dle teoretických předpokladů po přidání
podpory QoS vzrostla, a to o 75,57% (z 262ms na 460ms). Souhrnné porovnání
všech dosažených výsledků je k dispozici v sekci 8.4.
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AODV Ad hoc On-Demand Distance Vector Routing
ARF Auto Rate Fallback
ASCII American Standard Code for Information Interchange
BAN Body Area Network
CBR Constant Bit Rate
CDMA Code Division Multiple Access
CEDAR Core Extraction Distributed Ad Hoc Routing
CPU Central Processing Unit
CTS Clear to Send
DBMS Database Management System
DCF Distributed Coordination Function
DoS Denial of Service
DSDV Destination-Sequenced Distance Vector
DSR Dynamic Source Routing Protocol
EBR Entropy-based routing
EDCA Enhanced Distributed Channel Access
EDCAF Enhanced Distributed Channel Access Function
EWMA Exponential Weighted Moving Average
FTP File Transfer Protocol
GPLv2 General Public License v2
iMANET Internet Based Mobile Ad-Hoc Networks
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InVANET Intelligent Vehicular Ad-Hoc Networks
LAN Local Area Network
LMH Large Mobile Host
LTS Long Term Support
MAC Medium Access Control
MANET Mobile Ad-Hoc Network
MSDU MAC Service Data Unit
NS-3 Network Simulator 3
OLSR Optimized Link State Routing Protocol
PAN Personal Area Network
PDV Packet Delay Variation
QOLSR QoS Optimized Link State Routing
QoS Quality of Service
RTS Request to Send
SMH Small Mobile Host
TDMA Time Division Multiple Access
TCP Transmission Control Protocol
TXOP Transmission Oportunity
UDP User Datagram Protocol
UML Unified Modeling Language
VANET Vehicular Ad-Hoc Networks
VoIP Voice over Internet Protocol
VMS Virtual Managed Server
WAN Wide Area Network
Wi-Fi Wireless Fidelity
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WLAN Wireles Local Area Network
XML eXtensible Markup Language
Yans Yet Another Network Simulator
71
SEZNAM PŘÍLOH
A Přílohy k SP 73
A.1 Instalace NS3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
A.2 Konfigurace Eclipse . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
A.3 Nastavení parametrů protokolu DSDV . . . . . . . . . . . . . . . . . 83
A.4 Struktura vytvořeného XML souboru . . . . . . . . . . . . . . . . . . 85
A.5 EDCA intervaly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
A.6 Přehled atributů třídy OnOffHelper . . . . . . . . . . . . . . . . . . 87
A.7 Přehled atributů třídy dsdv::RoutingProtocol . . . . . . . . . . . . . 87
A.8 Porovnání QoS směrovacích protokolů . . . . . . . . . . . . . . . . . 88
A.9 Distribuovaný přístup ke kanálu . . . . . . . . . . . . . . . . . . . . 89
A.10 Umístění modifikovaných souborů QoS modelu . . . . . . . . . . . . 90
72
A PŘÍLOHY K SP
A.1 Instalace NS3
Pro umožnění simulací v NS3 musela být upravena distribuce operačního systému
Ubuntu. Z důvodů dlouhodobé podporu byla vybrána verze 12.10 LTS (Long Term
Support). Před instalací potřebných balíčků pro NS3 byly do systému nainstalovány
ovladače VMware Tools, a také nainstalovány všechny aktualizace.
1. Potřebné balíčky pro NS3
• sudo apt-get install gcc g++ python
• sudo apt-get install gcc g++ python python-dev
• sudo apt-get install mercurial
• sudo apt-get install bzr
• sudo apt-get install gdb valgrind
• sudo apt-get install gsl-bin libgsl0-dev libgsl0ldbl
• sudo apt-get install flex bison libfl-dev
• sudo apt-get install tcpdump
• sudo apt-get install libxml2 libxml2-dev
• sudo apt-get install libgtk2.0-0 libgtk2.0-dev
• sudo apt-get install vtun lxc
• sudo apt-get install uncrustify
• sudo apt-get install doxygen graphviz imagemagick
• sudo apt-get install texlive texlive-extra-utils texlive-latex-extra
• sudo apt-get install python-sphinx dia
• sudo apt-get install python-pygraphviz python-kiwi python-pygoocanvas
libgoocanvas-dev
• sudo apt-get install libboost-signals-dev libboost-filesystem-dev
• sudo apt-get install openmpi-bin
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2. NS3 - stažení, konfigurace
• v domovském adresáři /home/student zadáme:
hg clone http://code.nsnam.org/ns-3-allinone
• cd ns-3-allinone ’ ./download.py -n ns-3-dev
• ./waf clean
• ./waf -d optimized --enable-examples --enable-tests configure
• ./waf clean
• ./waf -d debug --enable-examples --enable-tests configure
• ./waf
• ./test.py -c core
• ./waf --run hello-simulator
3. NetAnim
• sudo apt-get install mercurial
• sudo apt-get install qt4-dev-tools
• cd netanim
• sudo make clean





• sudo apt-get install eclipse-cdt
• konfigurace složek pro Eclipse
– mkdir ~/workspace; cd ~/workspace
[workspace: /home/student/repos/ns-allinone-3.14/ns-3.14]
– ln -s /home/student/repos/ns-allinone-3.14/ns-3.14
• přidání pluginu
– Výběr nabídky Help --> Install New Software
– Vybrat z nabídky:
Indigo - http://download.eclipse.org/releases/indigo
– Dále vybrat Eclipse C/C++ Development Tools a provést restart
2. Eclipse - vytvoření projektu
• File --> New --> Project --> C/C++ --> C++ Project
• Název projektu musí být stejný, jako název v symlinku --> ns-3-dev
• Nyní pokračujeme tlačítkem Finish (proběhne propojení projektu a NS3)
3. Eclipse - konfigurace Waf builder viz obrázek A.1
• Klikneme pravým tlačítkem na projekt a klikneme na Properties
• Jdeme do záložky C/C++ Build
– Odškrtneme Use default build command
– Do pole Build command vložíme:
${workspace_loc:/${ProjName}}/waf --run "jmeno_programu"
– Odškrtneme Generate Makefiles automatically
– Do pole Build direktory vložíme:
${workspace_loc:/${ProjName}}/build
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Obr. A.1: Eclipse - konfigurace Waf builder
• Jdeme do záložky C/C++ Build viz obrázek A.2
– V položce Build (incremental build) změníme „all“ na „build“
Obr. A.2: Eclipse - konfigurace Waf builder b
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4. Eclipse - konfigurace debugger viz obrázek A.3
• Menu Run --> Run Configuration
• Záložka Main
– Pole C/C++ Application --> Search Project --> Vybereme pouze
jedinou možnost, která se načte v poli Qoualifier
– Do pole Project vložíme: ns-3-dev
Obr. A.3: Eclipse - konfigurace debugger
• Záložka Environment viz obrázek A.4
– Přidáme nový záznam s parametry
∗ Variable = LD_LIBRARY_PATH
∗ Value = ${workspace_loc:ns-3-dev}/build/bindings
(musí být zaškrtnuto: Append environment to native environ-
ment)
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Obr. A.4: Eclipse - Environment Variable
5. Eclipse
• spuštění nakonfigurované aplikace - ponechat cestu
/home/student/workspace
Obr. A.5: Eclipse - workspace
• Eclipse s načteným projektem ns-3.14 (výchozí stav) je zobrazen na ob-
rázku A.6. Projekt „ns-3.14“ musí být vždy výchozí a do tohoto projektu
se poté mohou vytvářet tzv. „podprojekty“. Jsou to projekty jednotli-
vých uživatelů, které se ale vytvářejí do defaultního adresáře/projektu
ns-3.14. Tato struktura je nutná pro následný správný překlad a ladění.
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Obr. A.6: Eclipse - načtený projekt
• Překlad projektu - jak je ukázáno na obrázku A.1. Do pole Build com-
mand vložíme cestu k našemu projektu. Jako příklad použijeme projekt,
který již byl vytvořen:
${workspace_loc:/${ProjName}}/waf --run star-animation
Tento projekt je umístěn v: /ns-3.14/src/netanim/examples
Samotný překlad spustíme pomocí klávesové zkratky CTRL+B (nebo
menu Project --> Build All). Výsledek překladu se vypisuje do konzole
viz obrázek A.7.
Ladění projektu lze provést pomocí klávesy F11 (nebo pomocí ikony la-
dění a následného výběru ns-3.14 Debug). Podrobnosti se znovu zobrazí
v dolní části programu (záložka Debug) viz obrázek A.8.
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Obr. A.7: Eclipse - překlad projektu
Obr. A.8: Eclipse - ladění projektu
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• Zobrazení animace v programu NetAnim - jelikož projekt, který jsme
kompilovali byl připraven pro následné zobrazení animace, tak se při jeho
překladu vytvořil soubor s názvem star-animation.xml. Vytvořené pro-
jekty se ukládají do adresáře /home/student/workspace
Program NetAnim je umístěn v adresáři:
/home/student/repos/ns-allinone-3.14
Spuštěný NetAnim je zobrazen na obrázku A.10.
Obr. A.9: NetAnim - přehled souborů po kompilaci
Obr. A.10: NetAnim - spuštěný program
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• Po načtení souboru star-animation.xml se automaticky spustí animace
projektu viz obrázek A.11. Parametry simulace lze měnit v horní liště
programu.
Obr. A.11: NetAnim - ukázka simulace
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A.3 Nastavení parametrů protokolu DSDV
103 TypeId
104 RoutingProtocol :: GetTypeId (void)
105 {
106 static TypeId tid = TypeId ("ns3::dsdv:: RoutingProtocol")
107 .SetParent <Ipv4RoutingProtocol > ()
108 .AddConstructor <RoutingProtocol > ()
109 .AddAttribute ("PeriodicUpdateInterval","Interval mezi výměnnou
kompletních směrovacích tabulek",
110 TimeValue (Seconds (15)),
111 MakeTimeAccessor (& RoutingProtocol :: m_periodicUpdateInterval),
112 MakeTimeChecker ())
113 .AddAttribute ("SettlingTime", "Minimální čas , který je update
uložen v adv tabulce., než je odeslán (v důsledku změny
metriky"),
114 TimeValue (Seconds (5)),
115 MakeTimeAccessor (& RoutingProtocol :: m_settlingTime),
116 MakeTimeChecker ())
117 .AddAttribute ("MaxQueueLen", "Maximální počet paketů , které může
protokol uložit do bufferu",
118 UintegerValue (500) ,
119 MakeUintegerAccessor (& RoutingProtocol :: m_maxQueueLen),
120 MakeUintegerChecker <uint32_t > ())
121 .AddAttribute ("MaxQueuedPacketsPerDst", "Maximální počet paketů ,
které může protokol uložit do bufferu pro cílový uzel",
122 UintegerValue (5),
123 MakeUintegerAccessor (& RoutingProtocol :: m_maxQueuedPacketsPerDst),
124 MakeUintegerChecker <uint32_t > ())
125 .AddAttribute ("MaxQueueTime","Maximum time packets can be queued (
in seconds)",
126 TimeValue (Seconds (30)),
127 MakeTimeAccessor (& RoutingProtocol :: m_maxQueueTime),
128 MakeTimeChecker ())
129 .AddAttribute ("EnableBuffering","Povolení bufferování , když není
nalezena cesta k cílovému uzlu",
130 BooleanValue (true),
131 MakeBooleanAccessor (& RoutingProtocol :: SetEnableBufferFlag ,
132 &RoutingProtocol :: GetEnableBufferFlag),
133 MakeBooleanChecker ())
134 .AddAttribute ("EnableWST","Vážená doba ustálení aktualizací před
jejich rozhlašováním v síti",
135 BooleanValue (true),
136 MakeBooleanAccessor (& RoutingProtocol ::SetWSTFlag ,
137 &RoutingProtocol :: GetWSTFlag),
138 MakeBooleanChecker ())
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139 .AddAttribute ("Holdtimes","Interval od poslední aktualizace , po
který je cesta vedena ve směrovací tabulce",
140 UintegerValue (3),
141 MakeUintegerAccessor (& RoutingProtocol :: Holdtimes),
142 MakeUintegerChecker <uint32_t > ())
143 .AddAttribute ("WeightedFactor","Vážený faktor pro dobu ustálení (
pokud je povolena)",
144 DoubleValue (0.875) ,
145 MakeDoubleAccessor (& RoutingProtocol :: m_weightedFactor),
146 MakeDoubleChecker <double > ())
147 .AddAttribute ("EnableRouteAggregation","Povolení agregace trasy",
148 BooleanValue (false),
149 MakeBooleanAccessor (& RoutingProtocol :: SetEnableRAFlag ,
150 &RoutingProtocol :: GetEnableRAFlag),
151 MakeBooleanChecker ())
152 .AddAttribute ("RouteAggregationTime","Čas potřebný pro agregaci
aktualizací , než budou odeslány",
153 TimeValue (Seconds (1)),





A.4 Struktura vytvořeného XML souboru
Obr. A.12: Struktura vytvořeného XML souboru
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Obr. A.13: Rozlišení datových toků
A.5 EDCA intervaly




·  ·  ·  ·  ·  ·  
Okno soutěžení
AIFS(x)
·  ·  ·  ·  ·  ·  





Obr. A.14: EDCA intervaly [35]
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A.6 Přehled atributů třídy OnOffHelper
Název atributu Třída Typ Počáteční hodnota
DataRate DataRateValue DataRate 500000bps
PacketSize ns3::UintegerValue uint32_t 512
Remote AddressValue Address 00-00-00
OnTime RandomVariableValue RandomVariable 1
OffTime RandomVariableValue RandomVariable 1
MaxBytes ns3::UintegerValue uint32_t 0
Protocol TypeIdValue TypeId ns3::UdpSocketFactory
Tab. A.1: Tabulka možných atributů třídy OnOffHelper [26]
A.7 Přehled atributů třídy dsdv::RoutingProtocol
Název atributu Třída Typ Počáteční hodnota
PeriodicUpdateInterval TimeValue Time +15000000000.0ns
SettlingTime TimeValue Time +5000000000.0ns
MaxQueueLen ns3::UintegerValue uint32_t 500
MaxQueuedPacketsPerDst ns3::UintegerValue uint32_t 5
MaxQueueTime TimeValue Time +30000000000.0ns
EnableBuffering BooleanValue bool true
EnableWST BooleanValue bool true
Holdtimes ns3::UintegerValue uint32_t 3
WeightedFactor ns3::DoubleValue double 0.875
EnableRouteAggregation BooleanValue bool false
RouteAggregationTime TimeValue Time +1000000000.0ns
Tab. A.2: Tabulka možných atributů třídy dsdv::RoutingProtocol [26]
87
A
.8
P
or
ov
ná
ní
Q
oS
sm
ěr
ov
ac
íc
h
pr
ot
ok
ol
ů
Sm
ěr
ov
ac
í
Sí
ťo
vá
O
bj
ev
ov
án
í
T
yp
ga
ra
nc
e
R
ez
er
va
ce
Q
os
R
ež
ie
pr
ot
ok
ol
ar
ch
it
ek
tu
ra
ce
st
y
Q
oS
zd
ro
jů
m
et
ri
ka
sm
ěr
ov
án
í
C
ED
A
R
H
ie
ra
rc
hi
ck
ý
H
yb
rid
ní
M
ěk
ký
A
no
Ší
rk
a
pá
sm
a
Zá
kl
ad
ní
na
st
av
en
í
M
R
P
H
ie
ra
rc
hi
ck
ý
R
ea
kt
iv
ní
M
ěk
ký
A
no
Ší
řk
a
pá
sm
a
Pl
ná
zá
pl
av
a
od
R
R
EQ
G
A
M
A
N
H
ie
ra
rc
hi
ck
ý
R
ea
kt
iv
ní
M
ěk
ký
A
no
O
hr
an
ič
en
é
zp
ož
dě
ní
,
Zp
ož
dě
ní
pr
ůc
ho
de
m
zt
rá
to
vo
st
pa
ke
tu
uz
lu
PL
BQ
R
Pr
ed
ik
ce
po
hy
bu
H
yb
rid
ní
M
ěk
ký
N
e
Ší
řk
a
pá
sm
a,
Př
ep
oč
ítá
ní
ce
st
y
v
zp
ož
dě
ní
oč
ek
áv
án
ír
oz
pa
du
tr
as
y
Q
M
R
PD
H
ie
ra
rc
hi
ck
ý
R
ea
kt
iv
ní
Ps
eu
do
-t
vr
dý
A
no
Ší
rk
a
pá
sm
a,
zp
ož
dě
ní
,
M
én
ě
zp
rá
v
ce
na
tr
as
y,
do
ba
od
ez
vy
zp
ra
co
vá
va
jíc
ích
zp
ož
dě
ní
Q
O
LS
R
H
ie
ra
rc
hi
ck
ý
Pr
oa
kt
iv
ní
M
ěk
ký
A
no
Pr
op
us
tn
os
t,
zp
ož
dě
ní
M
in
im
ál
ní
zá
pl
av
a
od
R
R
EQ
A
Q
O
R
Je
dn
oú
ro
vň
ov
ý
R
ea
kt
iv
ní
M
ěk
ký
A
no
Pr
op
us
tn
os
t,
zp
ož
dě
ní
Pl
ná
zá
pl
av
a
od
R
R
EQ
T
BR
Je
dn
oú
ro
vň
ov
ý
R
ea
kt
iv
ní
M
ěk
ký
A
no
Pr
op
us
tn
os
t,
zp
ož
dě
ní
M
in
im
ál
ní
zá
pl
av
a
od
R
R
EQ
Q
A
O
D
V
Je
dn
oú
ro
vň
ov
ý
R
ea
kt
iv
ní
M
ěk
ký
A
no
Pr
op
us
tn
os
t,
zp
ož
dě
ní
Zp
ož
dě
ní
pr
ůc
ho
de
m
uz
lu
Ta
b.
A
.3
:P
or
ov
ná
ní
Q
oS
sm
ěr
ov
ac
ích
pr
ot
ok
ol
ů
[1
2]
88
A
.9
D
is
tr
ib
uo
va
ný
př
ís
tu
p
ke
ka
ná
lu
P
ri
or
it
ní
úr
ov
eň
P
ře
dp
ok
lá
da
né
vy
už
it
í
K
at
eg
or
ie
př
ís
tu
pu
P
ře
dp
ok
lá
da
né
vy
už
it
í
(d
le
80
2.
1D
)
(d
le
80
2.
1D
)
(d
le
80
2.
1e
)
1
př
en
os
na
po
za
dí
A
C
_
BK
(0
)
př
en
os
na
po
za
dí
2
ne
de
fin
ov
an
é
A
C
_
BK
(0
)
př
en
os
na
po
za
dí
0
be
st
-e
ffo
rt
(v
ýc
ho
zí
)
A
C
_
BK
(0
)
be
st
-e
ffo
rt
3
ex
ce
lle
nt
-e
ffo
rt
A
C
_
BG
(1
)
be
st
-e
ffo
rt
4
říz
en
á
zá
tě
ž
A
C
_
V
I(
2)
vi
de
o
5
vi
de
o
(z
po
žd
en
íd
o
10
0m
s)
A
C
_
V
I(
2)
vi
de
o
6
hl
as
(z
po
žd
ěn
íd
o
10
m
s)
A
C
_
V
O
(3
)
hl
as
7
sp
rá
va
sít
ě
A
C
_
V
O
(3
)
hl
as
Ta
b.
A
.4
:D
ist
rib
uo
va
ný
př
íst
up
ke
ka
ná
lu
-s
hr
nu
tí
[3
5]
89
A
.1
0
U
m
ís
tě
ní
m
od
ifi
ko
va
ný
ch
so
ub
or
ů
Q
oS
m
od
el
u
N
áz
ev
so
ub
or
u
U
m
ís
tě
ní
m
ym
an
et
.c
c
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
cr
at
ch
/
qo
s-
ta
g.
cc
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/w
ifi
/m
od
el
/
qo
s-
ta
g.
h
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/w
ifi
/m
od
el
/
qo
s-
ut
ils
.c
c
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/w
ifi
/m
od
el
/
qo
s-
ut
ils
.h
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/w
ifi
/m
od
el
/
re
gu
la
r-
w
ifi
-m
ac
.c
c
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/w
ifi
/m
od
el
/
re
gu
la
r-
w
ifi
-m
ac
.h
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/w
ifi
/m
od
el
/
ad
ho
c-
w
ifi
-m
ac
.c
c
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/w
ifi
/m
od
el
/
ad
ho
c-
w
ifi
-m
ac
.h
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/w
ifi
/m
od
el
/
w
ifi
-m
ac
.c
c
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/w
ifi
/m
od
el
/
w
ifi
-m
ac
.h
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/w
ifi
/m
od
el
/
ds
dv
-p
ac
ke
t-
qu
eu
e.
cc
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/d
sd
v/
m
od
el
/
ds
dv
-p
ac
ke
t-
qu
eu
e.
h
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/d
sd
v/
m
od
el
/
ds
dv
-r
ou
tin
g-
pr
ot
oc
ol
.c
c
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/d
sd
v/
m
od
el
/
ds
dv
-r
ou
tin
g-
pr
ot
oc
ol
.h
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/d
sd
v/
m
od
el
/
qo
s-
w
ifi
-m
ac
-h
el
pe
r.c
c
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/w
ifi
/h
el
pe
r/
qo
s-
w
ifi
-m
ac
-h
el
pe
r.h
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/w
ifi
/h
el
pe
r/
on
off
-a
pp
lic
at
io
n.
cc
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/a
pp
lic
at
io
ns
/m
od
el
/
on
off
-a
pp
lic
at
io
n.
h
/s
tu
de
nt
/r
ep
os
/n
s-
al
lin
on
e-
3.
14
/n
s-
3.
14
/s
rc
/a
pp
lic
at
io
ns
/m
od
el
/
Ta
b.
A
.5
:U
m
íst
ěn
ím
od
ifi
ko
va
ný
ch
so
ub
or
ů
Q
oS
m
od
el
u
90
