The one dimensional complex Ginzburg-Landau equation (CGLE) is used to illustrate the risks of using the double precision in numerical simulations of a spatio-temporal chaos. The reliable numerical simulations of the spatio-temporal chaotic system in a quite long interval of time are gained by a new numerical strategy which reduces the truncation error to a required level by means of high enough order algorithms and at the same time reduces the round-off error to a required level by using the multiple-precision with large enough number of significant digits for all variables and parameters. The influence of the numerical noises is investigated by comparing the reliable results and the corresponding ones given by the traditional Runge-Kutta method with double precision (RKwD) in details. It is found that, for any an algorithm, there always exists a so-called critical predictable time T c , corresponding to an interval of time [0, T c ], in which the numerical simulations are reliable/convergent. However, beyond T c , say t > T c , the use of double precision might lead to great deviation not only in spatio-temporal trajectories but also in statistic results. For example, the use of double precision leads to the maximum relative error 321.4% and 363.2% for the total spatial spectrum-energy of the real and imaginary parts of the simulation of the CGLE under consideration (see Fig. 7 ). It is found that the reliable simulation always remains a kind of spatial symmetry and besides is always in the so-called "phase chaos" in the whole interval of time t ∈ [0, 3000], but the result given by the RKwD losses such kind of spatial symmetry after t > 580 and besides frequently becomes a "defect chaos" after t > 1600. So, the use of the double precision in simulations of spatio-temporal chaos might lead to huge deviations in both of trajectories and statistics, not only quantitatively but also qualitatively. It is a pity that the risks of using double precision in numerical simulations of chaos and turbulence might be greatly underestimated.
Introduction
In 1890 Poincarè [1] discovered that the trajectories of a N -body system (N ≥ 3), governed by the Newtonian gravitation, generally have the sensitive dependance on initial condition (SDIC), i.e. a tiny difference in initial condition might lead to a completely different trajectory. The so-called SDIC was rediscovered by Lorenz [2] in 1963 when he numerically solved a simple model of weather prediction, called the Lorenz equation now, by means of a digit computer. The SDIC was popularized by Lorenz as "butterfly-effect", i.e. a hurricane in North America might be created by a flapping of wings of a distant butterfly in South America several weeks earlier. Due to the butterfly-effect, Lorenz made a famous statement "long-term prediction of chaos is impossible" [2] . The discovery of Poincarè [1] and Lorenz [2] is a milestone, which
where f (t) is a function, t and ∆t denote the time and time-step, M is the order of Taylor expansion, f (m) (t) is the mth-order derivative of f (t), respectively. Since the order M is finite in practice, we have the truncation error. Besides, since all variables and physical/numerical parameters, such as f (t), f (m) (t), ∆t and so on, are expressed in a precision (mostly the double precision) by a finite number of significant digits, there always exists the round-off error. Thus, due to the butterfly-effect (i.e. the SDIC), a chaotic system should be logically rather sensitive to these man-made numerical errors, too. This kind of sensitive dependence on numerical algorithm (SDNA) for chaotic system is confirmed by many researchers [5] [6] [7] . Naturally, it leads to some intense arguments and serious doubts on the reliability of numerical simulations of chaos. For example, some even believed that "all chaotic responses are simply numerical noise and have nothing to do with the solutions of differential equations" [8] . Note that all of these researchers [5] [6] [7] [8] used data in double precision for chaotic systems without doubt, although different types of numerical algorithms were tried. And it was not clear how numerical noises influence the reliability of numerical simulations of chaos.
To calm down the intense arguments, Liao [9] [10] [11] suggested a numerical strategy to gain reliable simulations of chaotic dynamic systems in any a given interval of time, which might be long enough but finite, namely the "clean numerical simulation" (CNS). The CNS is based on the arbitrary order Taylor expansion method [12] [13] [14] [15] [16] and the use of the multiple-precision (MP) data [17] with an arbitrary number of digits, plus a check of solution verification [18, 19] by means of another simulation for the same physical parameters but with even smaller numerical noises. Here, the word "arbitrary" means a value which can be "as large as required". So, as long as the order M of the Taylor expansion (1) is large enough and besides all used data have multiple-precision with a large enough number of significant digits (denoted by N s ), both of the truncation error and the round-off error can be reduced to a required level in a long enough interval of time [0, T c ], where the so-called critical predictable time T c is determined by the check of solution verification, i.e. by comparing two simulations with the same physical parameters but different numerical noises, whose difference between each other is negligible in the interval [0, T c ]. Thus, a basic task of the CNS is to reveal the relationships between T c and the numerical noises, closely related to M and N s . To the best of our knowledge, such kind of relationship is not very clear to the community of chaotic dynamics, since it is ignored by most researchers.
Liao [9] used the CNS to gain reliable chaotic simulations of the Lorenz equation and found that the smaller the numerical noises, the larger the critical predictable time T c . When all used data are in very high multiple-precision, i.e. their digit number N s is large enough so that the round-off error is negligible and the truncation error is dominated, it is found that the critical predictable time T c is linearly proportional to M , the order of Taylor expansion.
Besides, when the order M of Taylor expansion is high enough so that the round-off error is of the periodic orbits of the famous three-body problem.
Note that the Lorenz equation is a greatly simplified case of the Navier-Stokes equations that are widely used to describe turbulent flows. So, the chaos should have some close relationships with turbulent flows. In 2017 Lin et al [26] studied the relationship between the inherent micro-level thermal fluctuation and the macroscopic randomness of a two-dimensional Rayleigh-Bérnard convection turbulent flow, using micro-level thermal fluctuation (expressed by Gaussian white noise) as the initial condition, without any external disturbances. By means of the CNS with numerical noises much smaller even than the micro-level thermal fluctuation, Lin et al [26] provided a reliable proof in theory that the inherent micro-level thermal fluctuation should be the origin of the macroscopic randomness of the Rayleigh-Bérnard turbulent convection flow. Note that, different from Lorenz system and three-body system, which are governed by ODEs, the Rayleigh-Bérnard convection system is governed by the partial differential equations (PDE). In other words, the Rayleigh-Bérnard convection system is a spatio-temporal chaotic system. In the spatial dimension, the Galerkin Fourier spectral method was used by Lin et al [26] in the frame of the CNS, which transfers the original nonlinear PDE in physical space into a huge system of nonlinear ODEs in spectral space, but however is rather time-consuming and thus impractical for spatio-temporal chaotic systems.
In this paper, we propose a new strategy to greatly increase the computational efficiency of the CNS for spatio-emporal chaotic systems. Without loss of generality, we use a famous spatiotemporal chaotic system, i.e. one-dimension complex Ginzburg-Landau equation(CGLE) as an example to describe its basic ideas and to illustrate its validity and efficiency. In section 2, two numerical algorithms, i.e. the CNS algorithm in spectral space using Galerkin Fourier spectral method and the CNS algorithm in physical space, are described in §2.1 and §2.2, respectively, with the comparison of their computational efficiency, validity and so on. In §3, the influence of numerical noises on the spatio-temporal trajectory and statistics of the chaotic system is investigated in details. Concluding remarks and discussions are given in §4.
Numerical algorithms
The so-called spatio-temporal chaos, which have irregular behaviours both spatially and temporally, exhibit when driving the spatially extended system away from equilibrium [29] . A famous example is the one-dimension complex Ginzburg-Landau equation (CGLE) [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] , which describes oscillatory media near the Hopf bifurcation and is used as a popular model to study spatio-temporal chaos:
subject to the initial condition A(x, 0) = f (x) and the periodic boundary condition
where i = √ −1, A is an unknown complex function, the subscript denotes the partial derivative, t and x denote the temporal and spatial coordinates, c 1 and c 3 are physical parameters, respectively. The CGLE has spatio-temporal chaotic solutions in the case c 1 c 3 ≥ 1, corresponding to the Benjamin-Feir unstable region [40] . Depending upon the values of c 1 and c 3 , the CGLE exhibits two distinct chaotic phases, namely "phase chaos" when A is bounded away from zero, and "defect chaos" when the phase of A exhibits singularities where A = 0, respectively [30, 32, 34] . As pointed out by Shraiman et al [32] , the crossover between phase and defect chaos is invertible only when c 1 > 1.9. Furthermore, the CGLE has bichaos region in the case of c 1 < 1.9, where phase chaos and defect chaos coexist. And the relation with spatio-temporal intermittency was found by Chatè [41] , who defined the intermittency regime where the defect chaos and stable plane waves coexist. With modulated amplitude waves (MAWs), Brusch et al [34] found that the crossover between phase and defect chaos take place when the periods of MAWs are driven beyond their saddle-node bifurcation.
Despite intensive numerical studies about the phenomenology of the CGLE [30, 32, 34, [41] [42] [43] [44] in case of different parameters of c 1 and c 3 from L = 500 to L = 4000, the sensitive dependance on the initial conditions (SDIC) of the CGLE makes it difficult to obtain reliable numerical simulation of the spatio-temporal chaotic solution in a long enough interval of time by means of the traditional algorithms in double precision. However, using the "Clean Numerical Simulation" (CNS), one can obtain reliable numerical simulations in an arbitrary required finite interval of time. So, in this section, using the one-dimension complex Ginzburg-Landau equation as an example, we describe the basic ideas of the two different algorithms of the CNS for spatio-temporal chaotic systems, i.e. the CNS algorithm in spectral space and the CNS algorithm in physical space, respectively. We will illustrate that the latter is much more efficient than the former.
In the frame of the CNS, the unknown complex function A in the CGLE can be expanded temporally by the high-order Taylor expansion method
where ∆t is the time step, the order M is a large enough positive integer, with the definition
Note that |A| 2 = A A, where A is the complex conjugate of A. According to the above definitions, one has from Eq. (2) that
xx (x, t), where 0 ≤ n ≤ m − 1, and thus can be calculated, one after the other, up to a high-enough order M with the truncation error at a required level. So, one can gain A(x + ∆t) in a required precision, if the spatial derivative term A [n] xx (x, t) can be calculated with an enough accuracy. This is a key point when using the CNS to a spatio-temporal chaos.
The CNS algorithm in spectral space
In the frame of the CNS with the Galerkin Fourier spectral method [45, 46] , the unknown complex function A of Eq. (2) is expressed by the Fourier series [47] A(x, t) ≈
where N is the mode number of the spatial Fourier expansion with the base function
Here i = √ −1, α = 2π/L, L is the spatial period of the solution, respectively. Then, according to (4) , it holds
In the frame of the Galerkin Fourier spectral method, Eq. (5) is transformed as
where ϕ k (x) is the complex conjugate of the base function ϕ k (x). Substituting (8) into the above equation, we have for m ≥ 1 that
where
k (t) is the complex conjugate of a k (t) = a k (t). The initial condition of a k (t) is given by
In the frame of the CNS, we apply the temporal high-order Taylor expansion
subject to the initial condition (11) , to decrease the truncation error to a required level, and besides ensure the multiple-precision with a large enough number N s of significant digits to all variables and physical/numerical parameters so as to decrease the round-off error to a required level, plus a check of solution verification using an additional simulation with even smaller numerical noises to determine the critical predictable time T c , where a k (t) is given by (10) , ∆t is the time step, M is the order of Taylor expansion, N is the mode number of the spatial Fourier expansion, respectively. As long as all a k (t) in the spectral space are known, one has the solution A(x, t) in the physical space by means of (6), when necessary.
The above-mentioned algorithm of the CNS in the spectral space was used by Lin et al [26] to study the influence of the inherent micro-level thermal fluctuation to the macroscopic randomness of turbulent Rayleigh-Bérnard turbulent convection. If the mode number N of the spatial Fourier expansion, the order M of the temporal Taylor expansion and the number N s of significant digits for multiple-precision are large enough, the accuracy of the above-mentioned Galerkin Fourier spectral method is very high. However, as reported by Lin et al [26] , it is rather time-consuming to calculate the nonlinear term in (10) for a large N .
The CNS algorithm in physical space
To overcome the shortcoming of the above-mentioned CNS algorithm in the spectral space, the CNS algorithm in the physical space is suggested here. Instead of transfer the original governing equation and initial condition into spectral space, we directly solve the original equation in the physical space by first dividing the spatial domain [0, L] into a uniform grid, i.e.
x k = kL N = k∆x, k = 0, 1, 2, 3, · · · , N, and then approximating A(x, t) by a set of the discrete unknown variables
where A(x N , t) = A(x 0 , t) so as to satisfy the periodic condition. Thus, we have only N unknowns A(x k , t) (0 ≤ k ≤ N − 1), whose evolutions in temporal dimension are given by the high-order Taylor expansion
where ∆t is the time step, A [m] (x k , t) defined by (4) is given by
with the given initial condition A(x k , 0) = f (x k ), in which i = √ −1, c 1 and c 3 are physical parameters, respectively.
Note that there exists the spatial partial derivative A xx (x k , t) in (14) , where 0 ≤ n ≤ m − 1 and 0 ≤ k ≤ N − 1 are positive integers. To accurately gain this spatial partial derivative term from the set of the known discrete variables A [n] (x j , t), we should first have the Fourier expansion in the spatial dimension
is given by the set of the known variables A [n] (x j , t) at the discrete points x j (0 ≤ j ≤ N − 1). Then, we have the spatial partial derivative term
where i = √ −1 and b
[m−1] k (t) is given by (16) . The FFT can be used to increase the computational efficiency, since the discrete points x j are equidistant.
Obviously, the larger the order M of the Taylor expansion (13) in temporal dimension and the mode number N of the Fourier expansion (15) in spatial dimension, the smaller the corresponding truncation errors. Besides, to decrease the round-off error to a required level, all variables and physical parameters are in multiple-precision with N s significant digits, where N s is a large enough positive integer. In this way, both of the truncation and round-off errors can be reduced to a required level. Finally, an additional numerical simulation with smaller numerical noises is needed to determine its critical predictable time T c by means of comparing two simulations so that this CNS result is reliable within the temporal interval t ∈ [0, T c ] in the whole spatial domain.
Comparing (14) to (10) , it is obvious that the CNS algorithm in physical space is numerically more efficient than the CNS algorithm in spectral space, especially for a large mode number N of the spatial Fourier expansion. This is indeed true, as shown in §2.5.
Note that the high order Taylor expansion method [12] [13] [14] [15] [16] , the Fourier expansion method [47] , the multiple precision [17] , and the check of solution verification [18, 19] are well known. However, combining all of them together can give us reliable simulations of spatio-temporal chaotic systems, which provide us such a kind of "standard" solutions that we can investigate the influence of numerical noises on simulations given by traditional methods in double precision.
The optimal time-step
In the frame of the CNS, the temporal truncation error is determined by the order M of temporal Taylor expansion in either (12) or (13) , and the spatial truncation error is determined by the mode number N of the spatial Fourier expansion (6) or (15), respectively. So, as long as both of M and N are large enough, the temporal and spatial truncation errors can be reduced to a required level. Besides, the round-off error can be reduced to the required level by ensuring the multiple-precision with large enough number N s of significant digits to all variables and physical/numerical parameters.
To calculate the M th-order Taylor expansion (12) or (13) in temporal dimension, we use an optimal time-step [16] ∆t = min g(tol, M − 1)
where tol is an allowed tolerance at each time step, A (M ) (x k , t) ∞ is the infinite norm of the M th-order Taylor expansion of the modules of A(x k , t), k = 0, 1, 2, 3, · · · , N − 1 and
To save computer resources and increase computational efficiency, it is reasonable to enforce the allowed tolerance to be at the same level as the round-off error, say,
where N s is the number of significant digits of all variables and physical/numerical parameters in multiple-precision. Thus, we have the optimal time-step ∆t = min 10 −Ns/M
Therefore, for a given N s , which determines the level of the round-off error, one has the freedom to choose M , the order of temporal Taylor expansion. According to (21) , the higher order M of the temporal Taylor expansion often leads to a larger optimal time-step ∆t. So, in practice, we often use a higher order M of the temporal Taylor expansion, since it can also improve the speed-up ratio of the parallel algorithm.
In the frame of the CNS, we first choose a large enough number N s of significant digits for the multiple precision, which determines the level of the round-off error. Then, we further choose a properly large value of M , the order of the temporal Taylor expansion, which determines the optimal time-step ∆t at each time-step by (21) . In this way, the temporal truncation error is at the same level of the round-off error.
However, for the spatio-temporal chaotic system (2), there also exists the spatial truncation error, which is determined by the mode number N of the spatial Fourier expressions (6) or (15) .
Obviously, the larger the value of N , the smaller the spatial truncation error. In theory, to save computer resources and improve computational efficiency, it is better to let the the spatial truncation error be equal to the temporal truncation error. Unfortunately, it is unknown how to do so now. In practice, we often choose a reasonably large N s and a properly large N to guarantee that all of the round off error, the temporal truncation error and the spatial truncation error are at a required level. Finally, the solution verification check is done by comparing the numerical result to an additional simulation with even smaller numerical noises, which often determines a finite time interval [0, T c ], in which the spatio-temporal chaotic numerical results have no distinct differences at all spatial grid-points and thus are reliable.
Criteria of reliability and convergence
Due to the butterfly-effect of chaotic systems, the unavoidable numerical noises, i.e. the round-off error and truncation error, increase exponentially. To guarantee the reliability of chaotic numerical simulations, we first gain a numerical simulation by means of the CNS algorithms mentioned-above, and then compare it with an additional CNS simulation given by the same algorithm but with even smaller numerical noises, which determines a finite time interval [0, T c ], in which the spatio-temporal chaotic numerical results have no distinct differences at all spatial grid-points and thus are reliable.
Take the one-dimension CGLE as an example. Let A(x, t) denote a numerical simulation of the one-dimension CGLE, given by the CNS using the M th-order of Taylor expansion in temporal dimension, the mode number N of the Fourier expansion in spatial dimension, and the digit number N s for all variables and physical/numerical parameters in multiple precision, respectively. Besides, let A (x, t) be another CNS simulation with even smaller numerical noises by means of the M th-order of temporal Taylor expansion, the mode number N of the spatial Fourier expansion and the digit number N s for all variables and physical/numerical parameters in multiple precision, where M ≥ M , N > N and N s ≥ N s . How large is the deviation between these two simulations at a given time? To answer this question, we rewrite both of A(x, t) and A (x, t) in the spatial Fourier expressions at the considered time, say,
where i = √ −1. Note that the spectrum of a solution generally has an important meaning in physics, and
|B k | 2 is often related to the total energy of system. So, from physical view-point, it is significant for a numerical simulation of a spatio-temporal chaos to have an accurate spatial spectrum at a given time t. Thus, we define the so-called "spectrum-deviation"
to quantify the difference between A(x, t) and A (x, t) at a given time t. Obviously, the smaller the spectrum-deviation δ s , the better the two simulations agree with each other and thus are more reliable. So, the criteria of reliability is given by
where δ c s > 0 is a reasonably small number, called the "critical spectrum-deviation". For the problem under consideration, it is found that δ c s = 0.01 is reasonable and good enough, which is used in this paper thereafter. So, (24) provides us a criteria of reliability, which determines the so-called "critical predictable time" T c and the temporal interval [0, T c ], in which the reliabilitycriteria (24) is satisfied and the differences between the two simulations A(x, t) and A (x, t) at all spatial grid-points are negligible.
Computational efficiency of the two algorithms of CNS
In theory the CNS algorithm in the spectral space needs about O (M 3 N 3 ) elementary operations, where M is the order of Taylor expansion in temporal dimension, N is the mode number of Fourier expansion in spatial dimension, respectively. The CNS algorithm in the physical space requires about O (N M log 2 N + N M 3 ) elementary operations, since there are much less nonlinear terms in the right-hand side of (14) than those of (10) and besides the fast Fourier transform (FFT) can be used in (17) . Thus, the CNS algorithm in the physical space can greatly improve the calculation speed at O (N 2 ), where N is the mode number of the spatial Fourier expansion. This is huge in practice, especially for a large N . So, the CNS algorithm in the physical space is much more efficient than the other. This is indeed true, as shown in Table 1 for the comparison of CPU times of the two CNS algorithms, where the same values of N (the mode number of the spatial Fourier expansion), M (the order of temporal Taylor expansion) and N s (the significant digit number of all variables and physical/numerical parameters in the multiple precision) are used. For the sake of the conveniency of comparison, a fixed time-step ∆t = 0.01 is used here. As shown in Table 1 , the ratio T 1 /T 2 of the required CPU times for the 1st and 2nd CNS algorithms exponentially increases as N (the mode number of the spatial Fourier expansion) enlarges, where T 1 and T 2 are the used CPU time for the CNS algorithm in the spectral and physical space, respectively. For instance, when N = 128, the required CPU time of the CNS algorithm in spectral space is more than six thousands times than that of the CNS algorithm in physical space! This illustrates that the CNS algorithm in physical space described in § 2.2 is indeed much more efficient than the CNS algorithm in spectral space, and thus is used in the following parts of this paper, if not mentioned.
Validity of the CNS algorithm in physical space
Here, we use one dimension CGLE (2) as an example to verify the validity of our CNS algorithms in physical space.
First, the one-dimension CGLE has the closed-form plane-wave solutions [30, 32, 41, 48] A(
where i = √ −1 and w q = c 3 −(c 3 +c 1 ) q 2 . If c 1 c 3 < 1 , these solutions are linearly stable. These band of wave-vectors shrinks to zero along the line c 1 c 3 = 1, corresponding to the Benjamin-Feir or modulation instability of the uniform oscillatory [29, 40] . Beyond the Benjamin-Feir instability, when c 1 c 3 > 1, the system enters the phase chaos and the defect chaos regimes. To verify our CNS algorithms in physical space mentioned in §2.2, let us first use the planewave solution (25) in the case of c 1 = 1.1 and c 3 = 0.2 with the initial condition
where i = √ −1, q = 8π/L and L = 256, respectively. Since c 1 c 3 < 1, the solution should be in the form of (25) with the linear stability. The same problem was solved by means of the two CNS algorithms using the same mode-number N of the spatial Fourier expansion, the same order M of the temporal Taylor expansion and the same number N s of significant digits for all variables and physical/numerical parameters in multiple precision. As shown in Fig. 1 , the numerical simulations gained by the two CNS algorithms agree well with the exact plane-wave solution (25) at t = 500. This verifies the validity of the two CNS algorithms in the spectrum and physical spaces, described in § 2.1 and § 2.2, respectively. Red symbols: results by the CNS algorithm in spectral space; blue symbols: results by the CNS algorithm in physical space. Here, N is the mode number of the spatial Fourier expansion, N s is the number of significant digits for all data, respectively .
Secondly, let us further consider the one-dimensional CGLE in the case c 1 = 2 and c 3 = 1 with the initial condition
Since c 1 c 3 > 1, the solution is unstable and thus chaotic. The same problem was solved by means of the two CNS algorithms using the same mode-number N = 128 of the spatial Fourier expansion, the same order of the temporal Taylor expansion and the same number N s = 24 of significant digits for all variables and physical/numerical parameters in multiple precision. As shown in Fig. 2 , the numerical simulations given by the two CNS algorithms agree well with each other. This verifies the validity of the CNS algorithm in the physical space in the cases of chaos regime.
LetÃ(x, t) denote the numerical simulation in case of c 1 = 2, c 3 = 1 with the initial condition (27) , given by the CNS algorithm in the physical space with much smaller numerical noises using modes number N = 2048 of the spatial Fourier expansion. So,Ã(x, t) can be regarded as a much more accurate result than those given by the two CNS algorithms in the 
denote the average deviation of the numerical simulations given by the two CNS algorithms using N = 128, apart from the more accurate simulationÃ(x, t). As shown in Fig. 3 , the average deviation ∆A and the spectrum-deviation δ s (t) of the simulation given by the CNS algorithm in physical space grows similarly as those given by the CNS algorithm in spectral space, where both of them use the same mode number N = 128 of the spatial Fourier expansion and the same N s . Therefore, the CNS algorithm in physical space not only greatly improves the computation efficiency, as described in § 2.5, but also can give the same "critical predictable time" T c as the CNS algorithm in spectral space, as mentioned above.
Influence of numerical noises on the critical predictable time T c
In summary, the basic idea of the CNS is to reduce both of the temporal/spatial truncation errors and the round-off error to such a level that the numerical simulations are reliable in a long enough (but finite) interval [0, T c ] of time within the whole spatial domain, where T c is the so-called critical predictable time. For the above-mentioned CNS algorithm in physical space, we should choose large enough M , N and N s for a given critical predictable time T c , where M is the order of the temporal Taylor expansion, N is the mode-number of the spatial Fourier expansion, N s is the number of significant digits of all variables and physical/numerical parameters in multiple precision, respectively. Especially, one additional CNS simulation with even smaller numerical noise is necessary to determine the critical predictable time T c . So, it is very important to reveal the relationship between T c and N and N s , since we have freedom to choose the order M of the temporal Taylor expansion according to (21) for the optimal time-step. Here, let us use one dimension CGLE in the chaotic case of c 1 = 2, c 3 = 1 with the initial condition (27) as an example to illustrate how to gain such kind of relationships.
To investigate the relationship between T c and the mode number N of the spatial Fourier expansion, we use N s = 105 (the number of significant digits for all variables and physical/numerical parameters in multiple precision) so as to guarantee that the round-off error and the temporal truncation error are small enough, since the temporal truncation error is at the same level as the round-off error in the frame of the CNS algorithms, say, tol = 10 −Ns , as mentioned in § 2.3. In this case, the spatial truncation error should be larger than others and thus become the major of numerical noises. Then, for the same problem, we first use the mode number N ( N = 2 n with n being a positive integer, due to the requirement of the FFT ) of the spatial Fourier expansion from 32 to 2048 to gain a series of the CNS simulations at different levels of spatial truncation errors, and then gain the corresponding critical predictable time T c of each CNS simulation by comparing it with another CNS simulation given by a larger N , say, with smaller spatial truncation error. As shown in Fig. 4 , it is found that in this case the critical predictable time T c is directly proportional to the mode number N of the spatial Fourier expansion approximately, i.e.
In addition, to investigate the relationship between the critical predictable time T c and the number N s of the significant digits for all variables and parameters in multiple precision, we use the mode number N = 4096 of the spatial Fourier expansion and the allowed tolerance tol = 10 −105 but different N s from 16 to 80 with 10 −Ns > tol so as to ensure that the round-off error is the major of numerical noises. In this way, for the same problem, we gain a series of the CNS simulations, and the corresponding critical predictable time T c of each CNS simulation is given by comparing it with the others by larger N s , respectively. As shown in Fig. 5 , it is found that in this case the critical predictable time T c is directly proportional to N s approximately, i.e. Note that, for the same T c , the required N (the mode number of the spatial Fourier expansion) grows faster than the required N s (the number of significant digit for all variables and parameters in multiple precision). Thus, it is more difficult and therefore requires more computer resources to gain a reliable numerical simulation of a spatio-temporal chaotic system than a temporal chaotic ones.
Influence of numerical noises in spatio-temporal trajectory and statistics of chaos
It was widely "believed" that a long-term accurate prediction of a chaotic system would be impossible even if the initial condition is exactly given, since the numerical noises (i.e. truncation error and round-off error) are inevitable at each time-step of numerical simulations, which increase exponentially due to the sensitive dependence on initial condition (SDIC) of chaos, i.e. the famous butterfly-effect. It should be emphasized that the double precision is widely used in numerical simulations. Unfortunately, the influence of the round-off error (due to the use of the double precision) to chaotic systems was underestimated. As mentioned by many researchers [9, 10, 21] , one can never gain reliable numerical simulations of chaotic systems in a reasonably long interval of time alone by means of high-order algorithms in double precision. Unlike traditional algorithms, the CNS can decrease both of the truncation error and the round-off error to a level required for reliable simulations of chaotic systems in a given interval of time, which is finite but could be rather large, as illustrated by Liao and Wang [20] for the Lorenz equation. Therefore, the CNS can provide us reliable/convergent simulations of chaotic systems so that we can investigate the influence of numerical noises of a chaotic system in a given interval of time by comparing the reliable CNS simulations with those given by traditional algorithms in the double precision.
Without loss of generality, let us consider the one-dimensional CGLE within the chaotic regime in the case of c 1 = 2 and c 2 = 1 using the same initial condition (27) , which have periodicity and symmetry in spatial dimension. Its reliable numerical simulations given by the CNS algorithm in physical space (remarked by "CNS") in multiple precision with N s = 105 are compared with the results given by the 4th-order Runge-Kutta method in double precision (remarked by "RKwD"). Both of them have the same mode number N = 4096 of the spatial Fourier expansion so that the RKwD has the same spatial truncation error as the CNS. For time evolution, the high-order Taylor expansion with the allowed tolerance tol = 10 −105 is used for the CNS (in physical space), but the 4th-order Runge-Kutta method with a time-step ∆t = 10 −4 for the RKwD, respectively. So, the temporal truncation error of the RKwD is at the level O(10 −16 ), which is at the same level of the round-off error of the RKwD due to the use of double precision. According to (29) and (30) , the CNS results have the critical predictable time T c > 3000, which is much larger than T c ≈ 215 for those given by the RKwD. It should be emphasized that the numerical simulations given by the CNS are reliable in an interval of time about 10 times longer than that given by the RKwD.
Note that the initial condition (27) has a kind of spatial symmetry. According to the governing equation, the correct solutions should remain this spatial symmetry. As shown in Fig. 6 , this is indeed true for the CNS solution in the whole interval t ∈ [0, 3000]. However, the numerical simulation given by the Runge-Kutta method with double precision (RMwD) losses this kind of spatial symmetry at t ≈ 580. In fact, when t < 215, the result given by the RKwD agrees quite well with that by the CNS. However, thereafter, the deviation between them becomes larger and larger, and the spatial symmetry even breaks at t ≈ 580. This is mainly because, due to the butterfly-effect, the numerical noises of the RKwD increase exponentially so that, when t > 215, the numerical simulations given by the RKwD become a kind of mixture of the true solution and the numerical noises: both of them are at the same level so that the randomness of numerical noises first leads to the distinct difference in spatio-temporal trajectories and then ultimately makes the spatial symmetry-breaking. This indicates that the numerical noises might lead to not only some quantitative differences in spatio-temporal trajectories but also a few qualitative deviations for this chaotic problem under investigation.
Since the solution is a complex number, we can investigate the influence of numerical noises to its real and imaginary parts, separately. At any a given time, the result of each part can be expressed by the spatial Fourier expansion. It is widely accepted that spatial energy-spectrum is fundamental for a spatio-temporal chaos at a given time. So, let us consider the total spectrum-energy of each part at different times, which is of importance to the overall situation of problems. The comparisons of the total spectrum-energy of the real and imaginary parts of the simulations at different times given by the CNS (in physical space) and RKwD are as shown in Fig. 7 , respectively. Note that the two methods give the same total spectrumenergy when t ≤ 215. However, thereafter, the deviation becomes more and more distinct, with the maximum relative error 321.35% for the real part and 363.15% for the imaginary part, respectively. The corresponding spectrum-deviation of the results given by the RKwD apart from the CNS, defined by (23), becomes distinct after t > 215, with the maximum value 471.6% for the real part and 521.48% for the imaginary part, as shown in Fig. 8 . Therefore, the numerical noises can lead to great deviations not only in the spatio-temporal trajectories but also in the total spatial spectrum-energy of a chaotic system! Why could the influence of the numerical noises to the total spectrum-energy of the real and imaginary parts of the simulations become so large? To answer this question, let us compare the spatial Fourier spectrums of the real part of the simulations given by the CNS and the RKwD at different times, as shown in Fig. 9 . Note that, the odd wave numbers, i.e. k = 1, 3, 5, · · · , of the spatial Fourier spectrums given by the CNS do not contain any energy in the whole interval of time 0 ≤ t ≤ 3000. In other words, the coefficients of the odd wave numbers of the spatial Fourier spectrum given by the CNS always remain zero. This is exactly the reason why the CNS simulations always remain the spatial symmetry in the whole interval of time 0 ≤ t ≤ 3000. However, this kind of property generally losses for the numerical simulation given by the RKwD. At small time such as t = 20, the two spectrums agree quite well. When t = 160, there exist some small deviations between the two spectrums, but the odd wave numbers of the spatial Fourier spectrum given by the RKwD still contain no energy at all. However, as the time increases, the deviation between the two spectrums becomes larger and larger, and the odd wave numbers of the spatial Fourier spectrum given by the RKwD contain more and more energy, as shown in Fig. 9 (c) and (d) . Especially, at a large enough time such as t = 1600, the odd wave numbers of the spatial Fourier spectrum given by the RKwD contain the same-level energy as the even, as shown in Fig. 9 (d) . This is unfortunately a fundamental mistake! Comparing the spatial Fourier spectrums of the imaginary parts given by the CNS and RKwD, we gain the same conclusion, as shown in Fig. 10 . They clearly indicate that the random numerical noises of a chaotic system might rapidly increase to the same level of the real and imaginary parts of the true solution and besides could transfer to all wave numbers of their spatial Fourier spectrum! These comparisons well explain why the numerical simulations given by the RKwD not only generally loss the spatial symmetry but also even lead to great deviations in the total spectrum-energy. All of these comparisons reveal the reason why the numerical noises could lead to huge deviations not only in the spatio-temporal trajectories but also in the total spectrum-energy and some fundamental property (such as spatial symmetry) of a chaotic system. Furthermore, let us compare the amplitude |A(x, t)| given by the the CNS and the RKwD. The comparisons of the spatial Fourier spectrums of |A(x, t)| given by the the CNS and the RKwD at different times are as shown in Fig. 11 . Similarly, the odd wave numbers of the CNS spectrum always contain no energy in the whole interval of time, corresponding to the spatial symmetry of the chaotic solution. At the small times such as t = 20, the two spectrums agree well. When t = 160, there exists some tiny difference between the two spectrums, but all odd wave numbers do not contain energy. However, as the time further increases, the coefficients of the odd wave numbers of the spatial Fourier spectrum of |A| given by the RKwD become larger and larger, and might contain the same-level energy as the even, as shown in Fig. 11 (c) and (d) at t = 600 and t = 1600, respectively. Unfortunately, this is a fundamental mistake. All of these clearly indicate that the numerical noises rapidly increase to the same level and could transfer to the all wave numbers of the spatial Fourier spectrum of |A(x, t)|. This well explains why |A(x, t)| given by the RKwD rapidly losses its spatial symmetry, as shown in Fig. 6 .
However, as shown in Fig. 12 , the numerical simulation of |A(x, t)| given by the RKwD has only the maximum relative error 3.7% of the total spatial spectrum-energy with the maximum spectrum-deviation 20.7%, which are much smaller than 321.4% for the real part and 363.2% for the imaginary part of the total spatial spectrum-energy of A(x, t), 471.6% for the real part and 521.5% for the imaginary part of the maximum spectrum-deviation of A(x, t), respectively. It should be emphasized that |A(x, t)| is a function of the real and imaginary part of A(x, t).
Note that the constant term in the spatial Fourier spectrum has the wave number k = 0, which corresponds to the whole spatial average of the simulation and thus does not contain any information about the structure of solution. In fact, it is the spatial spectrum except the wave number k = 0 that contains the information of the solution-structure. The spatial energyspectrum except the wave number k = 0 of |A(x, t)| given by the RKwD has the maximum relative error 964% of the total spatial spectrum-energy and the maximum relative error 978% of the spatial spectrum-deviation, as shown in Fig. 13 . This reveals that the numerical noises have a huge influence on the solution-structure of |A(x, t)|. Note that such kind of great influence might be covered by the Fig. 12 . It is widely believed that numerical simulations of chaotic systems could be accurate enough in statistics even if their spatio-temporal trajectories are completely different. Is this really true?
Firstly, let us compare the spatial mean value
and its corresponding spatial standard deviation
of |A(x, t)|, given by the CNS and RKwD in the chaotic case of c 1 = 2 and c 3 = 1 with the initial condition (27) using the mode number N = 4096 of the spatial Fourier expansion. It is found that, after t > 215, the results given by the RKwD are obviously different from those given by the CNS, with the maximum relative error 5.3% for the spatial mean µ |A| (t) and 226.2% for the corresponding spatial standard deviation σ |A| (t), respectively, as shown in Fig. 14. Note that the differences become obviously larger after t > 1600. It indicates that the numerical noises have great influence to numerical simulations of chaos even in statistics, especially for simulations in a quite long interval of time. of the amplitude |A(x, t)|, where T c = 3000. It is found that the temporal statistic results given by the RKwD have obvious differences from those by the CNS, with the maximum relative error 9.60% for µ |A| (x) and 519.52% for σ |A| (x), respectively, as shown in Fig. 15 . Especially, the temporal mean µ |A| (x) and standard deviation σ |A| (x) given by the CNS have a kind of spatial symmetry. However, the simulations given by the RKwD loss such kind of fundamental property in statistic results. This is unfortunately a great mistake! All of these indicate that the numerical noises might lead to great deviations even in statistics, not only quantitatively but also qualitatively.
Thirdly, let us compare the spatial mean value
of the phase ϕ(x, t) of A(x, t), given by the CNS and RKwD in the chaotic case of c 1 = 2 and c 3 = 1 with the initial condition (27) using the mode number N = 4096 of the spatial Fourier expansion. It is found that, after t > 215, the results given by the RKwD are obviously different from those given by the CNS, with the maximum relative error 1667994% and the maximum absolute error 15.76 for the spatial mean µ ϕ (t), the maximum relative error 1256.6% and the maximum absolute error 5.0 for the corresponding spatial standard deviation σ ϕ (t), respectively, as shown in Fig. 16 . Note that the differences become obviously larger after t > 1600. It confirms again that the numerical noises indeed might have huge influence to numerical simulations of chaos even in statistics, especially for simulations in a quite long interval of time.
Then, let us compare the temporal mean
and the corresponding temporal standard deviation
where T c = 3000. It is found that the temporal statistic results given by the RKwD have obvious differences from those by the CNS, with the maximum relative error 1311068% and maximum absolute error 1.16 for µ ϕ (x), the maximum relative error 151.1% and the maximum absolute error 2.76 for σ ϕ (x), respectively, as shown in Fig. 17 . Especially, the temporal mean µ ϕ (x) and standard deviation σ ϕ (x) given by the CNS have a kind of spatial symmetry. However, the simulations given by the RKwD loss such kind of fundamental property in statistic results. This is unfortunately a fundamental mistake! As shown in Fig. 16 , the spatial mean µ ϕ (t) and the spatial standard deviation σ ϕ (t) of the simulation given by the CNS are similar in the whole interval t ∈ [0, 3000]. However, something happen at t ≈ 1600 for the spatial mean µ ϕ (t) and the spatial standard deviation σ ϕ (t) of the simulation given by the RKwD: the results before and after t ≈ 1600 look quite different! Similarly, as shown in Fig. 14, the spatial mean µ |A| (t) and the spatial standard deviation σ |A| (t) of the simulation given by the CNS are similar in the whole interval t ∈ [0, 3000], but the corresponding results given by the RKwD are quite different before and after t ≈ 1600. The similar phenomenon can be found in Fig. 13 for the spatial spectrum energy of |A| except the constant term (corresponding to the wave number k = 0), in Fig. 12 for the total spectrum energy of |A|, in Fig. 7 for the total spectrum energy of the real and imaginary parts of A(x, t), respectively. Why?
Note that the one dimensional CGLE exhibits two distinct chaotic phases, namely "phase chaos" when A is bounded away from zero, and "defect chaos" when the phase of A exhibits singularities where A = 0, respectively [30, 32, 34] . Besides, Shraiman et al [32] pointed out that the crossover between phase and defect chaos is invertible when c 1 > 1.9. Let
denote the spatial minimum of the amplitude |A(x, t)| at a given time t. The comparison of |A| min (t) given by the CNS and RKwD is given in Fig. 18 , which indicates that |A| given by the CNS is always bounded away from zero. Thus, the simulation given by the CNS remains the so-called phase chaos in the whole interval of time t ∈ [0, 3000]. However, |A| min (t) given by the RKwD suddenly decreases to a value very close to zero at t ≈ 1147, and this happens frequently after t > 1600, as shown in Fig. 18 , corresponding to the so-called defect chase, as shown in Fig. 19 for |A| and Fig. 20 for ϕ with some jumps of the phase, i.e. the singularities. Therefore, according to the simulation given by the RKwD, there should exist the crossover between phase and defect chaos in the interval [0, 3000]. Unfortunately, this is a big mistake: in the whole interval of time t ∈ [0, 3000], the reliable simulation given by the CNS always remain in the phase chaos, without any jumps (i.e. singularities) of the phase! This is a good example to illustrate the risk of the numerical noises on numerical simulations of chaotic systems: the numerical noises can lead to great deviations in numerical simulations of chaos, not only quantitatively but also qualitatively! Note that both of the CNS and RKwD use the same mode number N = 4096 of the spatial Fourier expansion in space and therefore have the same spatial truncation error. Besides, since the CNS uses the temporal high-order Taylor series in multiple precision, the CNS has much smaller truncation error in temporal dimension than the 4th-order Runge-Kutta method with double precision (RKwD). However, even using smaller time-steps such as ∆t = 1 × 10 −5 , the spectrum-deviations of the real part of A(x, t) given by the RKwD can not be improved, as shown in Fig. 21 . It means that the temporal truncation error of the RKwD is not the major of its numerical noises. So, the major numerical noises of the simulations given by the RKwD in this paper must be the round-off error due to the use of double precision. Thus, all results mentioned in this section are correct when the words "numerical noises" are replaced by "round-off error due to the use of double precision". Therefore, the use of the double precision might have some great risks on numerical simulations of chaotic system, not only quantitatively but also qualitatively! It should be emphasized that the double precision has been widely used in the numerical simulations of chaotic systems. It is a pity that the risks of using double precision in numerical simulation of chaotic systems are greatly underestimated!
Concluding remarks and discussions
The double precision is widely used in numerical simulations. However, it is widely reported [2] [3] [4] [5] [6] [7] that, due to the butterfly-effect of chaos, convergent simulations of chaotic systems in a reasonably long interval of time is impossible by means of traditional methods in double precision, such as the Runge-Kutta's method with double precision (RKwD). To overcome this restriction, Liao [9] [10] [11] suggested a strategy for numerical simulation of chaos, called the "clean numerical simulation" (CNS), which reduces both of the truncation and round-off errors to a required level by means of using high enough order algorithms and the multiple precision with large enough number of significant digits for all variables and physical/numerical parameters, plus a check of solution verification by comparing it with another simulation with even smaller numerical errors that determines the so-called "critical predictable time" T c , corresponding an interval of time [0, T c ], in which the two simulations have no distinct differences in the whole spatial domain and thus are reliable. For spatio-temporal chaotic systems, we suggest in this paper a CNS algorithm in physical space, which is numerically much more efficient than the CNS algorithm in spectral space [26] . In order to quantify the deviation of any two simulations of a spatio-temporal chaos, we defined the so-called "spectrum-deviation" δ s (t) at a given time t by means of (23), which can give a reasonable value of "the critical predictable time" T c by means of the reliability-criteria δ s ≤ δ c s using the so-called "critical spectrum-deviation" δ c s = 1%. The numerical efficiency and effectiveness of this CNS algorithm in physical space are verified by means of using the one-dimensional complex Ginzburg-Landau equation (CGLE) as an example of spatio-temporal chaos. In this way, we gain the reliable simulation for the spatio-temporal chaos of the onedimensional CGLE in the case of c 1 = 2 and c 3 = 1 with the initial condition (27) by means of the CNS algorithm in physical space using the mode number 4096 of the spatial Fourier expansion and all variables/parameters in multiple precision with 105 significant digits, which is reliable/convergent in a rather long interval of time t ∈ [0, 3000] in the whole spatial domain x ∈ [0, L], where L = 256. Note that the high order Taylor expansion method [12] [13] [14] [15] [16] , the Fourier expansion method [47] , the multiple precision [17] , and the check of solution verification [18, 19] are well known. However, combining all of them together can give us reliable simulations of spatio-temporal chaotic systems, which provide us such a kind of "standard" solutions that we can investigate the influence of numerical noises on simulations given by traditional methods in double precision.
It is found that the numerical simulation given by the 4th-order Runge-Kutta's method with the double precision (RKwD) agree well with "the standard solution" (given by the CNS) only in a small interval of time t ∈ [0, 215]. So, one can study the influence of the numerical noises on the simulation of spatio-temporal chaos by means of comparing the result given by the RKwD with "the standard solution" given by the CNS in details. It is found that the truncation and round-off errors could lead to huge deviations even in statistics, not only quantitatively but also qualitatively! For example, the RKwD result in the interval of time t ∈ [0, 3000] has the maximum relative error 321.4% and 363.2% for the total spectrum-energy of the real and imaginary parts of A(x, t) (see Fig. 7 ), the maximum relative error 471.6% and 521.5% for the spectrumdeviation of the real and imaginary parts of A(x, t) (see Fig. 8 ), the maximum relative error 964.1% for the spectrum-energy E k>0 of |A(x, t)| except the wave number k = 0 (see Fig. 13 ), the maximum relative error 226.2% for the spatial standard deviation σ |A| (t) of |A(x, t)| (see Fig. 14) , the maximum relative error 512.9% for the temporal standard deviation σ |A| (x) of |A(x, t)| (see Fig. 15 ), the maximum relative error 1667994% and 1256.6% for the spatial mean µ |A| (t) and the spatial standard deviation σ |A| (t) of |A(x, t)| (see Fig. 16 ), the maximum relative error 1311068% and 151.1% for the temporal mean µ ϕ (x) and the temporal standard deviation σ ϕ (x) of the phase of A(x, t) (see Fig. 17 ), respectively. All of these indicate that the numerical noises can indeed lead to huge deviations of simulations for chaotic systems, not only in spatiotemporal trajectories but also in statistics, quantitatively! Note that "the standard solution" given by the CNS remains a kind of spatial symmetry in the whole interval of time t ∈ [0, 3000]. Unfortunately, the simulation given by the RKwD losses such kind of spatial symmetry when t > 580, as shown in Fig. 6 . Besides, "the standard solution" given by the CNS remains the so-called "phase chaos" in the whole interval of time t ∈ [0, 3000]. However, according to the simulation given by the RKwD, there should exist the crossover between phase and defect chaos after t > 1600. This is unfortunately a big mistake! All of these indicate that the numerical noises can indeed lead to huge deviations of simulations for chaotic systems, qualitatively! Note that, at any a given time t ∈ [0, 3000], the odd wave numbers of the spatial spectrum of the simulation given by the CNS remain zero, i.e. without any energy. However, after t > 215, the odd wave numbers of the spatial spectrum of the simulation given by the CNS contain more and more energy, as shown in Figs. 9 to 11. They clearly indicate that the random numerical noises enlarge exponentially to a macroscopic level and besides to all wave numbers of the whole spatial spectrum. This is the reason why the numerical noises have so huge influence on the simulations of chaos.
It is found that the round-off error due to the use of the double precision is the major numerical noises of the RKwD. Therefore, we illustrate here that the use of the double precision in simulations of chaos might lead to huge deviations in both of spatio-temporal trajectories and statistics, not only quantitatively but also qualitatively! Therefore, we must be very careful, especially when the double precision is used to simulate chaotic systems in a very long interval of time. Indeed, gaining a numerical simulation is one thing, but gaining a reliable numerical simulation is completely another.
Note that the famous Lorenz equation comes from a kind of greatly simplified Navier-Stokes equations that describe turbulent flows. So, chaos seems to have a close relationship to turbulence. It is a pity that the risks of using double precision in numerical simulations of chaos and turbulence might be greatly underestimated.
