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ABSTRACT 
Kahan’s results on the perturbation of the eigenvalues of a hermitian matrix A 
affected by an arbitrary perturbation A +X are improved in two ways. Better 
constants are given, and it is shown that the estimates do not depend on the size of A, 
but only on the size of the clusters of eigenvalues of A, relative to the euclidean norm 
of x. 
1. INTRODUCTION 
We consider complex n X n matrices A = A* with eigenvalues (hi <cr, 
(.*. < 4 and B = A + X, where the arbitrary perturbation X is measured 
by its euclidean norm )X 1, i.e. IX]’ equals the spectral radius p(X*X). If the 
eigenvalues 3 = 4 + iui of B are numbered so that y, G pLz G * . . < p,,, then 
with some constant r,, we have 
Kahan [2] has shown that the optimal numbers r,, of this kind grow like Inn. 
They are closely related to the problem of estimating the hermitian part 
H = i ( Y + Y*) of an arbitrary matrix Y with purely imaginary eigenvalues by 
the norm of its skew-hermitian part S = i (Y - Y*). In an earlier paper Kahan 
[l] showed that JH( <y,JS], with the minimal constants y, bounded by 
alnn - O(1) < y, < lo&n + 0.038. (1.2) 
They are linked with (1.1) by y” <T,, <y, +2. 
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We will give two refinements. The first one is a slightly improved upper 
bound for the constants y,, based upon 
LEMMA 1. For integers m > 2, k > 1, n <km we have 
y, < yk + Gci . 
This implies 
and by choosing m = 5 (in order to minimize v%? /lnm) we obtain 
2 < lim -% < 1.243. 
77 n+m lnn 
(14 
(1.5) 
We don’t think that this new bound is optimal, but it may indicate that the 
base 2 logarithm does not play any particular role for this problem. There 
remains the challenge to determine the precise value of that limit in (1.5). In 
addition it would be nice to know y, for small values of n. (By very special 
arguments we were able to derive inequalities like 
f 
$ Gys<$, 
v2 <r,<$.) 
The other refinement is more significant. We will replace (1.1) by a 
perturbation theorem that refers to clusters of the (Y’S relative to the norm of 
X. The decisive constant will not depend on the size of the matrix, but on 
the size of the particular cluster, which in many cases will be a much smaller 
number. 
THEOREMS. LetA=A*,letB=A+Xhavetheeigenvaluescr,<... Q 
a,, and let + =pi+ iui with pL1 < . . ’ < 1-1, respectively. Let X = X, + ix, be 
the unique &composition with X0= Xz, X,=X:. Assume that for some 
k <m the eigenvalues (1~~ < . ’ . < cq,, are separated from the remuining 
spectrum of A according to the conditions 
ffk - ak-I > 2lXoI +21x,1 (or k=l), 
(1.6) 
%+I - %I > W”I +21x,1 (or m=n). 
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Then, fork< i<m, 
bjl ( IX,L I Pj - ajil < bm+l-k+~)lX11+ I&II* (1.7) 
This result is of particular importance when by finite approximations to 
an unbounded operator A in Hilbert space n tends to infinity while IX 1 and 
the size of the cluster remain bounded. 
2. PROOF OF LEMMA 1 
Without restriction we may assume (after a suitable unitary similarity 
transformation) that Y has upper triangular form with imaginary diagonal 
elements, hence with real 6’s 
is, F 
s= 
- F* ’ 8, 
0 F 
, H= 
I, ** I (24 F* ’ 0 
For the proof of (1.3) it suffices to deal with the case rr = km, for otherwise 
we can add zero rows and columns. Furthermore we find it convenient to 
present our proof for some typical value of m, say m = 3. Without difficulty 
the reader will see its generalization. 
By partitioning into 3 x 3 block matrices we have 
S, G,, G,, 
-G$ S, G, , H= 
-G:, -G& S, 
with the induction hypothesis I Hi I Q yklSil. After normalizing 1 = I S I2 = 
p( S* S), we have to estimate the norm of 
where G = 1 . (2.3) 
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By p(S* S) = 1, the diagonal blocks of the product S*S will also have a norm 
< 1, i.e., 
P( C-&G& + G,,G,*, + S: S,) Q 1, 
p( G&G,, + G,G& + S,* S,) Q 1, 
P( G&G,, + G&G, + S; S,) G 1, 
and since all these constituents are positive semi-definite, this implies 1 Si12 = 
p(SFSi)< 1 for j=l,2,3, and 
Therefore we obtain IHI Q y, + IGI from (2.3). Let x=(x:, xf,x:)* with 
vectors xj E@~ be such that lx12= Ix,12+ Ixa12+ Ix$= 1 and lGxl= IGI. Then 
y = Gx has the parts 
~1 = G2~2 + G.3~3, y2 = G&x, + (&,x3, y3 = G&x, + Gjq., 
and by Schwarz’s inequality and (2.4) we get 
ICI2 = I Y# + 1~21~ + 1~31~ 
G “( 1 G,~QW~)~ + I G,3x312 + I G:,x,12+ I G,x312 + IG,*,x,12 + I G&4”), 
ICI2 < 2[ x:(G~~G;~+ G,,G~,)x,+x;(G~,G,,+ G,Gj)x, 
+ r:: (G:,G,, + G&k) ~3 1 
< ~(~x,~~+Ix~~~+I~~~~) = 2. 
By this it should be obvious how, in the general case, I G I < fi is to be 
replaced by I G ) < v%? . 
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3. THE PERTURBATION THEOREM 
We begin our proof of Theorem 2 by the observation (cf. [4, p. 931) that 
for every j there is an index K such that 
14 - %I ( 1x1 G IXOI + I&I* (3-I) 
In order to gain more information we apply a well-known continuity 
argument (cf. [3, pp. 166-1101) to the family of matrices B(t)=A + tX, 
0 < t < 1. The eigenvalues p,(t), . . . , &( t) of B(t) can be numbered in such a 
way that the p’s become continuous functions, and in addition, b,(O) = gi for 
all i; but we are not sure to obtain pi(l) =+ = y + ivj with the p s in 
ascending order. With respect to the assumption (1.6), however, it will be 
sufficient to know that the two complementary factors of the characteristic 
polynomial, 
i>m 
vary continuously in t. similar to (3.1), we have lpi(t)-a,] <t(]Xlo+]XIJ 
with some K for each j and t; hence [by (1.6)] 
(3.3) 
and the polynomials ft, g, have the greatest common divisor 1 for all t E [0, 11. 
Accordingly, there is a continuous family of unique decompositions, C” = Qt 
@R,, into complementary subspaces invariant under B(t) such that ft is the 
characteristic polynomial of B(t) restricted to Qt [and g, for B(t) on I$]. 
Given these data, by piecewise application of an othogonalization argu- 
ment we can construct a continuous family of orthonormal bases 
(uJt)J+(&.. q,(t)) = u, E CflX” 
such that span{y(t),...,~~(t)}=Q~, where Z=dimQ,=m-k+l. This in- 
duces the unitary transforms 
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B’(0) has the eigenvalues q,. . . , am, 
B’(t) has the eigenvalues &(t),...,/?,(l), 
B’( 1) has the eigenvalues hk, . . . ,L,. 
Decomposition into hermitian and skew parts yields 
U:(A + tX,) U, = 
B;(t) Q 
0: 1 B;(t) ’ 
qyitxJc’, = 
(3.4) 
(3.5) 
From lDtl < )itX,I < IX,1 we conclude that 
( B;(t) 0 i(t) = o fw) 1 
has eigenvalues bl(t) <G,(t) < . . . <G,(t) that differ from the (Y’S by not 
more than 
IGi(t)-“ij < IW+(D,I < IX,I+lX,l. (3.6) 
Therefore (1.6) together with the continuity of B$ t), “ii(t), and hi(O) = ai then 
guarantee that B;(l) has the eigenvalues aik(l) < * . . < ai,( 
In view of (3.4) we finally have to apply Kahan’s analysis to the matrix 
B’(l)=B;(l)+iB;(l). Eq ua ion t (3.5) implies liB;(l)l< 1X,1. By Schur’s theo- 
rem there is a unitary 1 x 1 matrix W such that 
(3.7) 
iv, F 
S = W*[iB;(l)]W = 
i I ‘.. , -F* iv, 
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the latter matrix having norm ISI < IX,\, and hence [vi1 < [X,1. Moreover, (3.7) 
yields 
Pj(l) -&I < YIISI Q YJX,l (k < i <??I), 
and recalling (Z&6), this proves also the second statement of (1.7). 
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