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Abstract 
Bjiimer, A., J. Karlander and B. Lindstriim, Communication complexity of two decision problems, 
Discrete Applied Mathematics 39 (1992) 141-143. 
We observe that the communicatiu complexity for deciding whether two permutations in S,, have a 
common inversion is !ogz (n!), and that for deciding whether two integers sn are relatively prime is 
log, (4nl.ti)+o(n-“z). 
1. Introduction 
The communication complexity I of a functionf : A x B + (91) (A and B are 
finite sets) is the least number of bits of information which must be exchanged 
between two processors in the worst case when determining f(x, y), with EA as 
input to the first processor and y E B as input to the second one. Knowing x and y 
both processors can tell the valuef(x, y). Therefore, sending y to the first processor 
using at most log, lB1 bits, or sending x to the second processor using at most 
log2 IA 1 bits would be enough. Hence, 
~(f)~min(log# I,log#I). (1) 
In some cases this bound can be improved. For details WC refer the reader to the 
papers by Lov;isz and Saks [2,3]. 
If A = {al, . . . . am> and B={bl,..., b,}, then .f can be specified by an m x n 
matrix C=(c,), where cij=f(ai, bj). Let rk(C) be the rank of this matrix over the 
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real numbers (or any other field). Then we have a lower bound [2, Lemma 2.11: 
I L log2 rk(C). (2) 
In a meet decision problem we have a finite family 9 of sets and for X, YE&F we 
ask whether X f7 Y= 0 or not. We want to know K(f) for f such that f(X, Y) = 1 
when X n Y = 0 and f (X, Y) = 0 when X n Y# 0. 
The meet decision problem for a finite A-semilattice 9 is to decide for x, y ES? 
if x/\y = 6, where O is the unique minimal element of .9 (partially ordered such that 
x<y iff xl\y =x). It is easy to see that this problem is a special case of the meet 
decision problem for a family of sets. In fact, let d(x) be the set of atoms 4%~ and 
d(y) similarly. Then xl\y = O is equivalent o d(x) fl d( y) = 0. 
For semilattices there is a useful result on the rank of the associated matrix C [2, 
Corollary 5.81. Let c(O) = 1 and c(x) = 0 for x> 6. Then we have 
rk(c(xAy)) = ((xE~: ~&,x)#o}I, (3) 
where p is the Mobius function of the poset 9. 
The reader may think of a permtltation n E Sn as a rearrangement (rrt, 7r2, . .. , nn) 
of the sequence 1,2, .. . , n. Let I@) be the set of all inversions of it, i.e., all pairs 
(xi, 71~) with xi> nj and i<j. 
The meet decision problems we are interested in are for the following families of 
sets: 
(aj I(ltj, R E Sn, 
(b) (all prime divisors of na), m = 1,2, . . . , n. 
The corresponding communication complexities will be denoted by Kin” and Kdiv. 
The results are in these cases 
Theorem. (a) Kin" = lOg,(ri! ), (b) Kdiv = 10&(6dZ2) -t- O(IZ-“~). 
2. Proofs 
(a) The size of the family of sets I(n), 71 ES,, is n!. Therefore we have Kin”5 
b,W 1 bY (1). 
Note that I(n) (I Z(Q) = 0 if and only if I(n) is a subset of the complement of Z(Q) 
in the set of all pairs (j, i) with 1 I i< jr n. This complement is equal to I(@), where 
@ is the permutation in the reverse order. Therefore I(R) n I(Q) = 0 is equivalent o 
I(n) PI. The C-matrix for this meet decision problem is therefore essentially 
(modulo the permutation Q -+ p oF n 1Lolumnsj the incidence matrix for a partial order 
relation on Sn, defined by II I 0~ 1(n) G I(o). Such an incidence matrix is upper 
triangular for any partially ordered set, if the elements are ordered x1,x2, .. . ,x~ 
such that XiCXj implies i<j. This matrix therefore has full rank. It then follows by 
(2) that Kin” dog2(n! ). This completes part (a). 
(b) Let Q(n) be the number of square-free integers sn. Whether two integers 
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have a common prime divisor can be determined from knowledge of their greatest 
square-free divisors. Therefore, by (1) we have KdivSlOgzQ(n). 
Two integers have a common prime factor if and only if their greatest common 
divisor is > 1. Consider the A -semilattice on { 1, . . . , n} where xl\ y is the greatest 
common divisor of x and y. We will get a lower bound for K&v by applying (2) and 
(3). Now, 0 = 1 in the semilattice and p(l,x) =c((x) is the classical Mobius function, 
which is 0 except when x is square-fr?c. Therefore, K&v Zlog2Q(n) by (2) and (3), 
SO We get K&=logzQ(n). 
In Hardy and Wright [1, Theorem 3331, we find that Q(n) = 6nh2 + O(n’“) = 
(6n/7r2)( 1 + O(n-I”)), herce 
K&v = 10g2(6n/n2)( 1 + O(n-‘“)) = 10g2(6n/a2) + O(n-‘“)a 
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