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ABSTRACT
We propose a new method for learning policies for large, partially observ-
able Markov decision processes (POMDPs) that require long time horizons
for planning. Computing optimal policies for POMDPs is an intractable
problem and, in practice, dimensionality renders exact solutions essentially
unreachable for even small real-world systems of interest. For this reason, we
restrict the policies we learn to the class of switched belief-feedback policies
in a manner that allows us to introduce domain expert knowledge into the
planning process. This approach has worked well for the systems on which
we have tested our approach, and we conjecture that it will be useful for
many real-world systems of interest.
Our approach is based on a method like value iteration to learn a switching
law. Because the POMDP problem is intractable, we use a Monte Carlo ap-
proximation to evaluate system behavior and optimize a switching law based
on sampling. We explicitly analyze the sensitivity of expected cost (per-
formance) with respect to perturbations introduced by our approximations,
and use that analysis to avoid approximation errors that are potentially dis-
astrous when using the computed policy. We demonstrate results on discrete
POMDP problems from the literature and a resource allocation problem
modeled after a team of robots attempting to extinguish a forest fire.
We then utilize our approach to build two algorithms that solve the min-
imum uncertainty robot navigation problem. We demonstrate that our ap-
proach can improve on techniques in the literature in terms of solution qual-
ity by demonstrating our results in simulation. Our second approach utilizes
information-theoretic heuristics to drive the sampling-based learning pro-
cedure. We conjecture that this is a useful direction towards an efficient,
general stochastic motion planning algorithm.
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CHAPTER 1
INTRODUCTION
We present a method for learning feedback policies for processes belonging
to the class of partially observable Markov decision processes (POMDPs)
that have large state, observation, and control spaces. Learning the optimal
feedback policy for a POMDP is known to be hard [1]. Excluding a few
cases where the models are of a special form, e.g., linear quadratic Gaus-
sian systems, in practice an approximation to this policy is required. Our
approach is based on explicitly restricting the policies considered by the al-
gorithm to the set of switched policies. Thus, the policy learning procedure
entails optimizing a switching law and not choosing individual controls. This
immediately results in not only a reduction of the search space, but also a
problem decomposition that allows for sensible utilization of principled, stan-
dard approximation techniques. Specifically, approximations can be utilized
that preserve the “structure” of the problem, which is key in preventing
catastrophic approximation errors that can lead to learning a policy that
performs poorly. This problem decomposition also allows domain-specific,
expert knowledge to be seamlessly inserted into the learning procedure. This
serves to counteract the possibly damaging effects of an ad hoc reduction of
the search space.
Before describing this work in technical detail in later chapters, this chapter
addresses the general motivation for working on this problem and the specific
motivation of the approach chosen. We will discuss the advantages of choos-
ing the POMDP framework as a system model, the optimization challenges
the model creates, and our general approach to overcoming these challenges.
The chapter closes with a summary of the contributions contained in this
dissertation and an outline of the remainder of the contents.
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1.1 Why Model Systems with POMDPs?
A large volume of research in a number of communities has been focused on
computing optimum policies for POMDPs. Nevertheless, current approaches
are still unsatisfactory for use on many problems in practice. Many real-
world systems modeled as POMDPs remain well beyond the reach of even
supercomputers using standard methods, and yet developing techniques to
solve these problems is necessary for deployment of “intelligent” or “smart”
systems. Thus, this area or research is not only interesting, but also widely
applicable and of immediate interest to a range of disciplines. Improving the
scalability of optimization techniques is one of the most important problems
confronting us, because efficiency is becoming increasingly important in the
face of rising demand for natural resources, power, labor, and computation.
Much theory exists, but computational and mathematical hurdles have pre-
vented the transfer of classical optimization techniques to large stochastic
problems. The work in this dissertation is a step towards circumventing
these hurdles to develop a general, principled approach that can be applied
to very large systems.
A POMDP is an excellent tool for engineering models in a variety of areas.
It is primarily composed of a state process that is governed by stochastic
difference (or differential) equations. But, unlike a Markov decision process
(MDP), the system state is not assumed to be perfectly and immediately
measurable by the controller or any other external process. This is very
often an appropriate model for many real-world phenomena, as we are often
able to model systems very succinctly if many parameters are known, but
typically few of those parameters will actually be perfectly measurable.
While the POMDP framework has many uses, this research is focused on
algorithms and techniques that enable autonomy. Classically, autonomy is
equated with robots, but the field is also essential for systems that are suffi-
ciently large or fast to require integration of intelligent behavior. These types
of systems are typically characterized by an enormous number of degrees of
freedom or significant uncertainty.
Although the results of this dissertation for specific engineering problems
are focused on a few key applications, POMDPs can be used to model sys-
tems ranging from a single autonomous robot to large-scale population dy-
namics. The optimization procedure we present has the potential to be used
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to improve the autonomy of cyber-physical systems used in real-world appli-
cations, e.g., unmanned aerial vehicles, search and rescue robots, self-driving
cars, and humanoid-like robots. Aside from these standard robotics applica-
tions, it could also be used as a starting point for optimization of transient1
behaviors of many large systems, e.g., the power grid, transportation sys-
tems, air traffic control, the environment, health care, and epidemiological
models.
1.2 Computational Limitations Confine POMDP
Optimization
While POMDPs are excellent for modeling, they have historically been of
limited use in optimization for large systems. Learning the optimum feedback
policy for a POMDP with respect to an objective function, is known to be
hard both in terms of complexity class and “in practice” computational cost.
This is due to two fundamental aspects inherent in the POMDP optimization
problem. The first is dimensionality of the belief, the characterization of what
is known about the state process. The second is the exponential growth of
the number of beliefs that must be examined to decide the optimum controls
for the feedback policy.
Since we cannot observe the state directly and the occurrences of events
are governed by probability functions, the condition of the system is charac-
terized by a probability distribution over the possible values of the current
state. A transformation, described by Bayesian filtering equations, can be
used convert the system description to a new set of differential or difference
equations. A posterior probability distribution over the state space condi-
tioned on the information vector is used as the state variable of the trans-
formed system. This probability distribution and de facto state variable is
referred to as a belief. This characterization essentially lifts2 the problem
description into a higher-dimensional space where the evolution of the sys-
tem has less uncertainty. There is a significant representational cost inherent
1Typically for these very large systems a steady state behavior is optimized and mea-
sures are taken to ensure that this operating point is met. With appropriate tools, greater
efficiencies could be attained by changing the operating point and optimizing transient
dynamics based on external factors.
2The lifting process is described in detail in Chapter 2.
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in this transformation, as the number of possible states governs the number
of degrees of freedom of the probability function over state. Thus, the di-
mensionality of the lifted system will be equal to the size of the state space
for the original state process. This implies that the dimensionality of the
“system” we must control, i.e., the probability function, will rapidly become
extremely large or infinite. Furthermore, uncertainty often exacerbates an
already present dimensionality problem caused by a large number of degrees
of freedom present in many systems of interest.
The second aspect comes from the observation model, the component of a
POMDP that accompanies the state process. The evolution of the belief pro-
cess, i.e., the sequence of probability functions that represent the likelihoods
of the state process as it evolves, is affected by measurements correlated with
the true system state. Only one measurement per time step is recorded and
influences the POMDP’s belief process. However, at optimization time (in
advance of actual use of the policy) the sequence of measurements the belief
process will receive and use is a random object. Suppose, for example,3 there
are n discrete observations that the belief process may receive; then at stage
t there will be nt possible sequences of observations. This implies the number
of beliefs the optimization procedure must examine is O(nt).
For large models with complicated dynamics, often the dimension of the
belief will be high (because the state space will be large) and the optimiza-
tion horizon must be long to achieve quality planning results. In order to
make progress on these models, we meet both of the primary complexity hur-
dles of POMDP optimization head-on. This reveals an uncomfortable fact:
although the POMDP is an excellent engineering model for many systems of
practical interest, we typically cannot hope to compute optimum policies for
the systems we model. It is the complexity challenges, and not the theoret-
ical difficulty of the POMDP problem, that constitute the primary obstacle
to more widespread use of the POMDP framework.
In fact, techniques for computing optimum policies have been known for a
significant length of time. Applying the aforementioned lifting transforma-
tion, a POMDP can be represented as an MDP and techniques from control
theory and optimization theory can be applied. This was explicitly demon-
strated in [2] for finite state, finite-horizon problems and similar results have
3This argument will be clear in more generality after the discussion of hyperbelief in
Chapter 2.
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been demonstrated for other classes of systems, e.g., continuous state spaces
are discussed in [3]. In the case of [2], the optimum policy can be computed
by using a dynamic programming approach whose termination condition is
the terminal cost of the system. However, to guarantee an optimum solution
using this algorithm (and others like it) requires exponential complexity with
respect to optimization horizon.
Many research communities have brought their own flavor to building
approximation approaches to the POMDP optimization problem. Specific
methods will be discussed in Section 3.4, but we limit discussion here to only
classes of approaches. Finite horizon approaches seek to limit the growth
in the number of beliefs that must be considered by optimizing for only a
limited number of stages into the future. Unfortunately, the quality of the
policy can be degraded by having an insufficient forward-looking view of how
the system will evolve. Intuitively, this can be illustrated by the “ultimate”
finite horizon approach: the greedy policy. Furthermore, if the policy is to
be generated in advance of use, it may be infeasible to compute the policy at
every belief, and determining the specific subset of beliefs where the policy
must be computed can be expensive. Thus, it makes sense for the policy
to be computed on the fly as the process moves. Significant progress has
been made in augmenting this type of approach using a Monte Carlo point-
based approach. Essentially, the main principle is the same, but the sample
paths4 used to compute the best control and length of horizon are chosen
using Monte Carlo sampling. While these methods can significantly boost
performance by allocating computation commensurately with the likelihood
of events that may occur, they can still suffer from nearsightedness. The
driving principle of both finite horizon and point-based methods is that the
near future is significantly more important than what will happen later, and
that later can be accounted for in due course.
The opposite side of the spectrum is a roadmap-style approach. The main
goal of a roadmap approach is to consider the coarse evolution of the system
by leaving the local aspects of control, i.e., specific controls at specific stages,
to a local planner. As it becomes more and more clear that the short-sighted
methods will not scale to many systems of interest, roadmap-style approaches
have recently been gaining popularity in the literature (and this dissertation
4A sample path is the sequence of beliefs the process will encounter and is discussed
further in Chapter 2.2.3.
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describes one such method). Of course, it should not be claimed that this
approach is strictly better. Because of the primary benefit of a roadmap-style
approach, i.e., coarse evolution of the system allowing a long horizon view
of the system, an important step can be missed locally or the planner may
never have the resolution necessary to optimize certain systems. Keeping the
optics metaphor, roadmap-style approaches can suffer from farsightedness,
which can also lead to policies that are disastrously poor.
1.3 Specific Challenges of Optimizing Complicated
POMDPs
As discussed in the previous section, there are trade-offs and drawbacks to
every approximation one might attempt. When asking what approximations
and approaches are most useful as we continue to address increasingly larger
and more complex systems, it is important to recognize that these questions
are typically best answered with respect to the problem at hand. We are
interested in system models with interesting dynamics, non-trivial planning
solutions, many degrees of freedom, high levels of uncertainty, and non-trivial
control and observation spaces.
• A system with interesting dynamics refers to a system with a process
model that may be nonlinear or include discontinuities. The system
itself may be complicated, or perhaps the system is simple but the
process model is complicated due to the presence of constraints, e.g.,
obstacles in a robot navigation problem. These properties imply that
system trajectories are not trivial to analyze and may require simulation
to compute.
• Systems with non-trivial planning solutions are systems where a
short planning horizon will not suffice to achieve the system objective,
or where it is not easy to show that a short-sighted strategy is, in
fact, optimal. This is typically a consequence of a nontrivial objective
in conjunction with interesting dynamics. This combination makes it
difficult to write an objective function whose gradient guides the system
to the goal everywhere. Lack of such an objective function typically
implies we will require a long planning horizon.
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• When considering systems with many degrees of freedom and high
levels of uncertainty, we are assured of a problem with large di-
mensionality. Engineering models for large, complicated systems will
typically have a large state space. Of course, the number of degrees of
freedom of the system model will be degrees of freedom of the POMDP
optimization problem. Additionally, the amount of uncertainty affects
the complexity of the probability functions necessary to predict the pos-
sible condition of the system, which increases the dimensionality of the
problem. Consequently, the fact that there will be large dimensionality
implies that simulation of the system will be expensive.
• Generally speaking, systems with non-trivial control and obser-
vation spaces entail control and observation spaces that are either
continuous or discrete with high cardinality. The number of controls
and observations dictate the branching factor of the optimization search
tree, which is rooted at the initial belief and has directed edges ema-
nating from each node that correspond to control-observation pairs. A
t-step walk through the tree is equivalent to a t-stage possible trajectory
of the POMDP. The size of the control space dictates the branching fac-
tor of the optimization procedure (the number of possible choices one
can make) and multiplying by the size of the observation space dic-
tates the complexity of what must be optimized (the number of places
where one may have to make a choice). Thus, for non-trivial control
and observation spaces, choosing the optimum control for even a short
horizon can be computationally difficult.
To illustrate this branching factor difficulty, consider an example of a team
of 10 robots moving on a two-dimensional grid; a problem with small size in
a robotics context. If each robot can move to any of its eight neighboring
cells, the set of controls has 230 possibilities to evaluate. If the cost function
is nontrivial and we have no additional way to prune this set, a brute-force
approach will require checking 230 controls to compute a (very shortsighted)
1-step optimal policy. In fact, if we sample this set uniformly without re-
placement we will need 228 samples in order to achieve only a 0.25 probability
of finding the optimal one-step control. Thus, challenges presented by a non-
trivial control space dictate that it can be fruitful to choose controls, in the
short term, based on a local heuristic.
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The other multiplier in the optimization search tree branching factor is the
number of elements in the observation space. Unlike the control, where the
controller can explicitly ignore some possibilities, explicitly ignoring certain
observations will not make them go away. However, even for a fixed policy
(removing the branching based on controls) there will be an exponential
growth in the number of leaf nodes of the optimization search tree as the
depth increases. We will not be able to computationally handle this growth.
Challenges presented by a nontrivial observation space demand that we focus
computational efforts on higher likelihood sequences of observations. This
can be done, for example, using a Monte Carlo approach to exploring the
optimization search tree.
Since we must typically simulate POMDP evolution due to interesting
system dynamics, and this simulation is expensive due to large problem di-
mensionality, it is prudent to re-use POMDP simulation as much as possi-
ble, and when possible, trade computer memory for computer processing.
Furthermore, if one can modify simulations to be applicable for a range of
parameters it will significantly reduce the necessary computation. This also
implies that it may take a very long time to reach the optimum solution, so
we must develop approaches that build partial solutions on the way to con-
verging at the optimum solution. Since the dimension of the belief will be
high, we may need to approximate the belief in order to maintain a tractable
representation of the POMDP state.
Finally, the branching factor of the optimization search tree in combination
with the requirement of a long planning horizon implies we will not be able
to optimize one stage at a time. Specifically, the class of systems described
here dictates a roadmap-type of approach and, for many systems of interest,
the expected cost of use can be greatly reduced by optimizing policies at a
coarse level.
The nature of the approach seems clear from the argument above, but as
previously mentioned, roadmap methods can suffer from farsightedness and
this type of approach should not be applied in an ad hoc manner. Specif-
ically, the sequences of controls over which the policy is optimized should
have a meaningful correspondence with characteristics of the system, and
the approach should not amount to simply optimizing for a coarse-grained or
(excessively) model reduced version of the original model. The next section
addresses how these particular problems can, in some cases, be avoided.
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1.4 A Structurally Motivated Approach to the
POMDP Optimization Problem
Although the problem requirements dictate we use a roadmap-style approach
to optimization, pragmatically we cannot apply canonical roadmap-style al-
gorithms without expecting approximation error and mistakes in the op-
timization process. We can circumvent these problems, at least partially,
by using an approach motivated by considering the problem structure of a
POMDP. The key insight is that, for many engineering models, small per-
turbations to trajectories in the majority of the trajectory space produce
small perturbations to cost. This smoothness principle is, of course, not
universally true, and there will be regions of the space where cost changes
rapidly, and surfaces where cost changes discontinuously. When lifting these
differential models into transition laws for the belief and hyperbelief space
(via Bayesian filtering), the smooth and discontinuous portions of the model
are simply lifted into a higher dimensional space, and the structure of the
original model is preserved. Thus, it is essential to choose approximations
that carefully preserve, and in some cases exploit, this problem structure.
The structural properties that implicitly exist in most engineering models
justify use of techniques such as sampling-based planning and Monte Carlo
approximation of system behavior; sensitivity analysis can be used to verify
the validity of the approximations. We have exploited the structure present
in the equations that lift the stochastic model into deterministically evolving
probability spaces to develop a scalable, anytime approach that allows ex-
pert knowledge to be integrated into the planning process. We have created
several algorithms that have been successful, and in some cases successful
beyond the state of the art approaches in the literature. This approach has
worked well for several systems, and we conjecture that it will be useful for
many more real-world systems of interest.
Our POMDP optimization approach performs a coarse optimization of
the policy and incrementally refines the policy using an anytime algorithm,5
but maintains a fine-grained analysis of effect of the policy on the system.
The approach is based on the application of domain, i.e., problem-specific,
knowledge. In practice, this problem-specific knowledge is often available
5An anytime algorithm is an algorithm that can, at any point of its execution, return
a partial answer whose quality depends on the amount of computation.
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in the form of locally optimal trajectories or other quality policies that are
effective over a few time steps or in certain situations. The main idea of
our approach is to synthesize a set of these policies into a composite policy
that is effective in all situations the system may encounter. This is a type of
hierarchical approach to policy generation.
Of course, while a reduction of the search space will be effective for reducing
the time until solution, there is no guarantee that the quality of the solution
will not also be reduced. Reduction of solution quality in the general case
is hard to quantify. While this is an important area of future investigation,
we do not address it in this dissertation. Instead, we justify the utility of
the method by demonstrating excellent results on a number of POMDPs in
different problem domains. In the worst case, the results presented in this
dissertation are commensurate with the best reported results in the literature.
Beyond that, we have demonstrated results on very large (relative to other
results presented in the literature) discrete systems, and demonstrated that
our method is useful for stochastic motion planning.
The primary advantage of this method is that, because these local policies
guide the system evolution over multiple stages, we can evaluate the effects
of a particular policy choice many stages into the future. This is essential
for finding effective policies for many systems. To be clear, we gain this
advantage by restricting our policy space; i.e., we explicitly disregard tra-
jectories not generated by sequences of local policies. However, if the local
policies are of sufficient quality we demonstrate that we can achieve excellent
results with a vastly reduced amount of computation. Based on experimen-
tal evidence, injecting a small amount of domain knowledge appears to be a
prudent addition to the planning procedure.
Our method accelerates the planning process by performing a value backup
over multiple stages at every iteration, not just evaluating a single control
used for a single time step. This allows a more depth-first exploration of
the policy search tree, which typically leads to discovery of quality policies
much more quickly than does a breadth first, expansive search. However,
the mechanics of this procedure require us to overcome a number of diffi-
culties. Because we are evaluating the POMDP’s behavior many stages in
the future, we characterize system trajectories in the hyperbelief space, the
space of probability functions over the belief space, and develop approxima-
tion techniques to cope with the exponential explosion of support points in
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that space. Furthermore, in order to gain a tangible, practical advantage
from this approach, we restrict our method to techniques that allow us to
achieve temporal abstraction. This means that once we simulate the effect of
a local policy, we must parameterize the simulation for re-use in optimization
at later iterations and we must be able to re-use the parameters in O(1) time
with respect to the number of stages covered by the initial simulation.
Our approach builds a policy on the belief space, not the hyperbelief space.
However, we use analysis of the POMDP’s evolution in hyperbelief space ex-
tensively during the planning procedure. Since we explicitly plan in the belief
space, there are no difficulties in translating our analysis of the POMDP’s
evolution into a belief-feedback policy. We construct an approximation of the
value function at sampled points in the belief space. Then, we use a policy
iteration-like approach to gradually improve the policy, which allows us to
formulate our approach as an anytime algorithm. This is desirable, as our
method is primarily targeted at systems where simulation and planning may
take significant time, and the policy may need to be used before planning
can be fully completed. We use a sampling-based approach where sampling
occurs in the space defined by the product of the belief space and the set
of local policies. Thus, our method samples where we will expend computa-
tional effort to attempt to improve the policy, not points in the belief space
for the planner to attempt to reach. This is essential, because in general a
POMDP is not controllable in either the belief space or the hyperbelief space,
so attempting to reach arbitrary points is typically futile.
Our method builds a directed graph in the belief space that represents the
hierarchical evolution of the POMDP; i.e., vertices correspond to beliefs and
groups of edges correspond to the behavior of the POMDP under a local
policy. By gradually expanding this graph and applying policy improve-
ment, the method is able to incrementally build a policy of demonstrable
quality. Although this is conceptually similar to policy iteration, it is not
just the canonical algorithm on an atypical graph. Because local policies
are executed over a varying number of stages (one local policy may take sig-
nificantly different numbers of stages based on the observations it receives),
we cannot simply abstract them as macro-actions for a smaller POMDP.
Our method looks multiple stages into the future, but after initial analysis,
avoids re-computing the effects of local policies stage-wise every time we op-
timize. This becomes particularly challenging when combined with spatial
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abstraction, i.e., re-using previous system simulation for new points in the
belief space, based on a perturbation (sensitivity) analysis of the POMDP’s
behavior.
As mentioned above, our approach allows for the inclusion of domain-
specific, specialist knowledge. Specifically, the modes of the switched policy
can be chosen to perform tasks in a way that are known to be useful compo-
nents of optimal trajectories. This method is a trade-off between the compu-
tational gains of excessive model reduction6 and optimization of a feedback
policy one control at a time. The search space reduction, structure-preserving
approximations, and inclusion of domain knowledge, in concert, contribute
to a method that is both scalable and effective.
We have demonstrated the results of this method on discrete POMDP
“benchmark” problems, and a very large discrete robot coordination prob-
lem. We use this method to demonstrate a minimum uncertainty navigation
approach for general robot systems.
1.5 Summary of Contributions
1. We present a method with roadmap-style approach to learning policies
for very large, complicated systems modeled with POMDPs. Our pro-
posed method is capable of integrating domain-specific knowledge into
the planning process.
2. We present, for discrete POMDP systems, an explicit analysis of prob-
lem structure that justifies the approach.
3. We demonstrate that our method works in practice on both discrete
benchmark problem and continuous robot navigation problems, as well
as on a discrete POMDP significantly larger than others previously
reported in the literature.
4. We apply our method to solve the minimum uncertainty navigation
problem for robot systems.
6Of course, model reduction should always be applied where it is useful and the ap-
proximation is appropriate.
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1.6 Dissertation Outline
In Chapter 2, we provide a general overview of the POMDP model. We
begin with a discussion of the model and its evolution in the state, belief,
and hyperbelief spaces. We then discuss Monte Carlo approximation of the
system evolution
In Chapter 3, we discuss learning optimal policies for POMDPs. This
chapter begins by mathematically defining the POMDP optimization prob-
lem and the necessary accompanying concepts in Section 3.1. In Section 3.2,
we discuss dynamic programming and the value function, which is a ubiqui-
tous tool in optimization theory. This discussion is primarily a prerequisite to
discussing the main classes of approach to the POMDP optimization prob-
lem in Section 3.3. This section concludes with a short discussion of the
intractability of these methods for large systems. Thus, in Section 3.4 we
discuss some specific optimization methods broken into a rough taxonomy of
approaches.
Chapter 4 contains the core discussion of our approach. In this chapter,
we begin by formally describing the class of switched policies in Section 4.1.
We then discuss the evolution of a POMDP under a local policy, which we
term an expansion and explicitly define in Section 4.3. This computation
is useful because it characterizes the evolution of the system from a point
in the belief space until the next switching time. Unfortunately, the expan-
sion operator is computationally expensive, so we discuss approximation in
Section 4.3.2. Once these tools are in place, we use them to construct an
algorithm to learn a switched policy in Section 4.4. Because this algorithm
is computationally impractical, we conclude by proposing a sampling-based
approximation algorithm in Section 4.4.2, which is one of our main results.
We conclude with a discussion of our algorithm in Section 4.5.
We then present results of this method on discrete state, observation, and
control POMDP problems in Chapter 5. These results to demonstrate the
viability and scalability of our method. We begin in Section 5.1 by discussing
our approach as applied to several POMDP benchmark problems, which is
done to demonstrate that our results are commensurate to other POMDP
solvers on established problems. We then present results on a more inter-
esting system, a resource allocation problem modeled after a team of robots
attempting to extinguish a forest fire, in Section 5.2.
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Chapter 6 presents analysis that explains why our method works in prac-
tice. We compute sensitivity functions for the expansion operator that is
defined in Chapter 4 for discrete state systems. We postulate that a similar
analysis is possible for continuous state POMDPs. We briefly discuss the
benefits and drawbacks of including this sensitivity analysis into POMDP
optimization methods.
In Chapter 7 we apply our POMDP optimization technique to the min-
imum uncertainty robot navigation application. We briefly survey robot
navigation in Section 7.1.1 and discuss why minimum uncertainty robot nav-
igation is hard. We present specific stochastic robot navigation techniques
in Section 7.1.2. With the requisite background, we then discuss our general
approach to attack the problem in Section 7.2. We then present our two
specific methods to solve this problem. The first, discussed in Section 7.3, is
based on using a roadmap heuristic and is mainly presented as a comparison
to other techniques in the literature. The second, presented in Section 7.4,
incorporates information theory heuristics. We believe this second method
is an important step in building a general purpose minimum uncertainty
navigation planner for general robot systems.
Finally, in Chapter 8 we provide a concluding discussion of the work out-
lined in this dissertation and suggest some interesting new directions for
future research.
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CHAPTER 2
POMDP SYSTEM DYNAMICS
In this chapter, we describe and discuss the mathematical details of a generic
system described by a POMDP. A system model is specified in terms of condi-
tional probabilities governing the state and observation processes. However,
this description also induces processes that evolve in two levels of posterior
conditional probability functions. One can step down each of these levels by
specifying a particular value of a random object. This alludes to the reason
that we must understand all three characterizations of a POMDP. Specifi-
cally, as the system itself evolves it has access to the current state. However,
as an external observer (like a controller) tries to estimate that state, it does
not have access to the state, so it filters the conditional posterior probabil-
ity function over state, which is referred to as a belief. When learning a
policy (before the process occurs), there is no access to the sequence of ob-
servations. Thus, the POMDP is best described in terms of the conditional
posterior probability function over belief.
The goal of this chapter is to describe all three levels of POMDP system
dynamics. We begin with a brief review of the POMDP model, primarily to
establish notation. We start by discussing a POMDP description character-
ized by state transition probabilities and observation probabilities, and then
lifting the POMDP description to transition equations in the belief space.
When learning a policy, we must consider uncertainty in future observations.
Thus, we lift the POMDP description into a higher dimensional functional
space that considers all observations with nonzero probability, the hyperbe-
lief space. We then present a brief section to solidify the links between these
three POMDP descriptions. Finally, we discuss approximations to these de-
scriptions.
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2.1 POMDP Model
A POMDP is comprised of a state space X , control space U , set of obser-
vations Y , and the conditional probability functions that correspond to the
evolution of the state and observation processes, i.e., fxt+1|xt,ut (xt+1 | xt, ut)
and fyt|xt,ut−1 (yt | xt, ut−1), where ut, ut−1 ∈ U , xt+1,xt ∈ X , yt ∈ Y . In this
dissertation, we consider POMDPs governed by difference and not differen-
tial equations, and the subscripted t indicates the stage number or time step
of the process. The notation above indicates that the state transition and
observation likelihoods are described by probability density functions (pdf’s).
Of course, the state space, or observation space, could be discrete, continu-
ous, or mixed1 and thus pdf’s or probability mass functions (pmf’s) should
be used as appropriate. The probabilistic state transition and observation
laws imply that, even if the current state xt is known a priori, the state at
the next stage xt+1 and the observation yt will be a random objects.
2
Although it is not strictly required to specify a POMDP, in many engi-
neering applications the state transition probabilities arise from a process
model f : X × U × N → X and the observation probabilities arise from
an observation3 model h : X × U ×M → Y . The sets N and M are sets
of possible random values injected into the process and observation models.
Depending on the model, these sets may again be composed of a discrete set
of elements or a continuum of values. The process model is
xt+1 = f(xt, ut,nt)
where nt ∈ N . The mapping f is deterministic, but nt is a random variable
drawn from a stationary probability distribution fn defined overN . Similarly,
we have an observation model
yt = h(xt, ut−1,mt)
wheremt ∈M and is drawn from the stationary distribution fm. The combi-
1Typically in the literature, a space is referred to as mixed if the parameters describing
a point in the space have both discrete and continuous elements.
2A random object r is denoted with a bold font, and an instantiation or value of this
random object will be written without the bold font, e.g., r.
3This is often equivalent to a sensor model, and thus used interchangeably, in the
robotics literature.
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Figure 2.1: POMDP Conditional Dependences
nation of the deterministic function f and probability distribution fn induces
the state transition probabilities, and the same goes for the observation prob-
abilities with respect to h and fm. We refer to a model given in terms of a set
of state transition and observation probabilities as being specified explicitly.
Alternatively, we refer to a model given in terms of process and observation
models (often plus constraints) as being specified implicitly.
An implicit specification, if possible, is often advantageous over an explicit
one. Firstly, the number of parameters necessary to specify the model will
often be fewer than in an explicit representation. For example, consider a
queue with random arrivals where xt, ut, nt ∈ Z+ and nt is generated by a
Poisson process. This can be modeled by the process
xt+1 = max(xt − ut + nt, 0).
Representing this process requires only a specification of this function and
storage of the rate parameter. Any transition probability can then be com-
puted on the fly. In contrast, we will need to store 2(|X | − 1)× |U| numbers
to explicitly represent this system, which will be particularly difficult if the
queue length is unbounded. As in the above example, the implicit representa-
tion can easily be used to generate an explicit representation, given sufficient
computation and storage. However, moving in the other direction is a fun-
damental problem in learning theory and, for many classes of f , is a hard
problem. Another reason the implicit specification is desirable is because
the equations representing the process analyzed, and useful structure of the
system, e.g., regions of continuous variation and discontinuities, can often be
extracted.
Consider Figure 2.1, the conditional dependence chart of a POMDP. The
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evolution of a POMDP can be thought of as a three-step process for each
stage. First, a control ut is applied to the system and the state transi-
tions from xt to xt+1 with probability fxt+1|xt,ut (xt+1 | xt, ut). Second, an
observation yt+1 is received with probability fyt+1|xt+1,ut (yt+1 | xt+1, ut). This
observation does not affect the trajectory of the state process in any way,
but can be used by an external process to infer information about the state
process. Finally, based on a causal control policy, ut+1 is chosen and these
steps are repeated for stage t+ 2.
Since external systems, such as a controller, cannot directly distinguish
the current state of the system, we can characterize the condition of a
POMDP based on the set of all information that is known. This infor-
mation is composed of the initial state estimate, and the sets of observations
received and controls sent to the system. Let y1:t = {y1, y2, · · · , yt} and
u0:t = {u0, u1, · · · , ut}, i.e., the sets of observations and controls up to stage
t. Then, the information state It at stage t is the set of directly known
information from the initial stage through stage t, i.e.,
It = {fx0 , y1:t, u0:t−1}
where fx0 is the probability function describing the likelihoods of the initial
state. The information space It is the set of all possible information states
at stage t.
The information state is typically not a convenient representation of the
condition of a POMDP, as its size grows with every subsequent stage. How-
ever, the posterior probability function over the state space conditioned on
the information vector can store an equivalent characterization of the current
condition of a POMDP. This probability function is typically a more useful
representation, and in the next section we discuss how it can replace the
information vector.
2.2 POMDP Evolution in the Belief Space
The conditional posterior probability function on the state space is commonly
referred to as a belief (and is also occasionally called the hyper-state). We
18
will denote the belief4 at stage t as bt, i.e.,
bt(x) := fxt|It (x|It)
The space of all possible probability distributions on the state space is re-
ferred to as the belief space, denoted Pb. The belief was shown in [4] to be a
sufficient statistic of the information state.5 Specifically, this means that the
information vector provides no information about the state that the belief
does not also provide, i.e.,
fxt|bt (x|bt) = fxt|bt,It (x|bt, It)
for all x. This is intuitively obvious from the fact that the belief is, itself,
conditioned on the information vector, so additional conditioning on the in-
formation vector is redundant. This also implies that the belief can be used
as a more compact representation of the condition of a POMDP, and we
develop equations in the next section that specify how the belief evolves with
respect to the system model, controls, and observations.
In some cases, the belief is finitely parameterizable. For example, in the
case of conjugate priors the belief at stage t + 1 will belong to the same
family of distributions as the belief at stage t. An example of this is a linear
Gaussian system, where the belief will always be a Gaussian distribution
(if the process starts with Gaussian initial belief) and the belief can always
be parameterized with a constant size mean vector and covariance matrix.
For POMDPs with a discrete, finite state space, a belief can be represented
conveniently as a column vector of dimension |X |, and the belief space is
a |X |-1 dimensional simplex (taking into account the constraint that every
belief vector must sum to one).
2.2.1 Belief Propagation using Bayesian Filtering
Bayesian filtering is the Bayesian approach to maintaining a probability dis-
tribution of an unknown random object as information describing the ran-
dom object, such as stochastic measurements, is incrementally arriving. It is
4In practice, we often cannot represent the exact pdf and instead use an approximation.
We will use bˆt to refer to an approximation of the exact belief bt.
5A more expository discussion can be found in [5].
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sometimes referred to, more descriptively, as recursive Bayesian estimation.
The Bayesian filtering equation for belief propagation is well known, e.g., [6],
so in this section we simply present a decomposition that highlights the cor-
respondence between particular portions of the equation and elements of a
POMDP. However, for readers unfamiliar with Bayesian filtering, a complete
derivation is provided is Appendix A.
For the purpose of this section, we will presume the observation at the
current stage is given. Thus, the discussion of this section is most applicable
to the case where the filtering equations are being used to estimate the state
of a system as it evolves. In Section 2.2.3, we discuss the belief process
beyond the assumption that it is simply an estimation tool.
The belief process operator Tu updates the belief according to the behavior
associated with applying the process model, given a particular u ∈ U . If bt
is the current belief state, the quantity bt+1|t is the Bayesian prediction, i.e.,
bt+1|t = Tutbt
The operator can be defined point-wise
bt+1|t(xt+1) =
∫
xt∈X
fxt+1|xt,ut (xt+1 | xt, ut) bt(xt)dxt (2.1)
Note that we refer to bt+1|t as a belief for convenience, but this is in fact
an abuse of notation. Although bt+1|t can be parameterized identically to a
belief, it is actually the pdf of xt+1 conditioned on It and ut, not It+1.
The belief observation operator Oy,u, for y ∈ Y , serves to update the belief
according to the most recent observation received. The operator updates the
predicted belief, e.g.,
bt+1 = Oyt+1,utbt+1|t
and the point-wise state likelihood under this operator is
1
ηt+1
bt+1(x) = fyt+1|xt+1,ut (yt+1 | xt+1, ut) bt+1|t(x) (2.2)
The scalar ηt+1 is a normalizing constant; i.e., it ensures the integral of (2.2)
over X is equal to one and the belief remains a valid pdf. The composite
operation over all x is Oy,u and, in concert with normalization, is referred to
as Bayesian update.
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Thus, the belief transition operator for the POMDP is
bt+1 =
Oyt+1,utTut∫
x∈X Oyt+1,utTutbt(x)dx
bt = ηt+1 Oyt+1,utTubt = φyt+1,utbt (2.3)
This development has assumed a continuous state space. If the state is dis-
crete or mixed, the equations are similar but summation replaces integration.
Note that the normalizing constant is equal to the inverse of the conditional
likelihood of observation yt+1.
2.2.2 Transition Operators for Finite, Discrete POMDPs
For a POMDP with a discrete and finite state space, i.e., X = {x1, x2, · · · , x|X |},
the belief and transition operators have a special structure. Specifically, the
transition operators will be |X |× |X | matrices and the belief will be a length
|X | (column6) vector. Since the belief is a pmf over a state space with |X |
elements, the belief will be a vector with every component being a real num-
ber in [0, 1] and all components summing to one. Thus, the belief space is
the (|X | − 1)-dimensional simplex.
The belief process and observation operators are |X | × |X | matrices with
special structure. The belief process operator is represented by a set of left
stochastic matrices where entries correspond to probabilities of transitioning
between specific states. The matrix corresponding to control u will be Tu
and can be generated using
[Tu]ij = pxt+1|xt,ut
(
xt+1 = x
i | xt = xj, ut = u
)
where [A]ij indicates the i, j entry of the matrix A. Thus, entry i, j of Tu is
the probability of transitioning from the jth state to the ith state, and left-
multiplying bt by Tu corresponds to Bayesian prediction. The belief observa-
tion operator is a set of diagonal matrices, where the matrix corresponding
to observing y after performing control u is denoted Oy,u and
[Oy,u]ii = pyt|xt,ut
(
yt = y | xt = xi, ut = u
)
6We choose the representation of the belief to be a column vector to be consistent with
control systems literature.
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Analogously, left-multiplication of Oy,u corresponds to Bayesian update.
If we define the vector 1 to be a vector of length |X | where every entry is
one, then the probability of the observation y at stage t under the distribution
bt is 1
′Oy,uTubt. Thus, the belief transition can be computed with a matrix
multiplication
bt+1 =
Oy,uTu
1′Oy,uTubt
bt = φy,ubt (2.4)
The notation v′ refers to the transpose of the vector v.
2.2.3 Belief Process
It is important to note that the evolution of a POMDP (for a fixed sequence
of controls and observations) in the belief space is completely specified by
the belief transition function. Although there is uncertainty in the state of
the POMDP (the belief is a probability function over the state space), the
belief transition functions are completely deterministic given a sequence of
controls and observations. However, predicting the evolution of the process in
the future can only be done probabilistically as the sequence of observations
will not be known a priori. Thus, since we have the observation as a random
object, as a consequence of (2.3) the next stage belief will also be a random
object, i.e.,
bt+1 = φyt+1,utbt
Particular sequences of observations and controls define a sample path for the
belief process through the belief space. Along specific sample path, i.e., for
a known sequence of information states, the belief evolves deterministically
according to the belief transition operator. But the sample path trajectory
is unknown a priori because the content of the information vector will only
be known probabilistically for future stages.
Consider Figure 2.2, which shows the conditional dependence relationships
for the belief process. A box is placed around the state process to indicate
that it cannot be directly observed by an external process, e.g., the filtering
equations for the belief process. If the state process is ignored, the conditional
dependence chart indicates that the belief process is an MDP with belief
acting as the “state” of the process, φ acting as a process model, and the
observation acting as the perturbation (source of uncertainty).
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Figure 2.2: Belief Process Conditional Dependences
This connection is fundamental and motivates characterizing the possible
beliefs a POMDP may reach probabilistically, much as we characterize the
possible states in which the process may reside with a belief. We discuss this
in the next section.
2.3 Hyperbelief Evolution of a POMDP
When described in terms of a system’s state space, the evolution of the state
of a POMDP is governed by a set of transition probabilities that describe the
effect of the process model. If, instead, the system is described in terms of the
belief space, the evolution of the system can be modeled as a MDP using (2.4)
as the process model. This corresponds to lifting the system description from
a lower dimensional state space to a higher dimensional belief space. Most
POMDP optimization algorithms operate, and approximate the system, at
the level of the belief space. For a sample path, the POMDP’s evolution
can be completely captured by a single trajectory through the belief space.
When the system is in operation it follows a sample path, but the particular
sample path will only be known a posteriori, since the next observation is a
random object, with only a prior distribution on its value.
If we want to analyze the complete behavior of a POMDP in the future,
e.g., to evaluate the possible effect of a control policy, we must consider all
sample paths that have nonzero probability. The lifting process can be con-
tinued an additional step by lifting the belief space to the higher dimensional
space of probability functions that can be defined on the belief space. We
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refer to this lifted space as the hyperbelief space. In the hyperbelief space, the
system evolves deterministically, thus eliminating (in some sense) the explicit
consideration of uncertainty during the planning process, at the expense of
a much higher representational cost.
Our approach utilizes analysis in the hyperbelief space. Our motivation
for this explicit characterization is three-fold. First, to evaluate the behavior
of the system many stages into the future, it is useful to characterize the
transition function in the probability space over Pb. Second, by explicitly
characterizing this transition function we can approximate it using standard
approximation methods, e.g., using a Monte Carlo sampling approach. Fi-
nally, we can use this formalism to evaluate cost metrics beyond the standard
expected cost formulation.
Before defining a hyperbelief, we must briefly discuss the concept of a pol-
icy. A policy pi is a specification, given some information, of what control
should be used next. We will introduce policies in detail in Chapter 3 (and
significant discussion subsequently throughout the remainder of this disser-
tation), but for the purpose of this section it will suffice to consider a policy
to be a mapping from belief to control.
A hyperbelief β is a functional defined over Pb. It satisfies the properties β :
Pb → R+ and
∫
Pb β(bt)dbt = 1. The hyperbelief at stage t is the conditional
probability density of bt based on an initial hyperbelief and policy, i.e.,
βt(b) = fbt (b | b0, pi)
and we denote the hyperbelief space Pβ as the set of all admissible hyper-
beliefs. For notational convenience, we suppress the explicit mention of the
starting location and policy on which the probability function is conditioned,
as they are typically clear from context. If the observation space is countable,
then the hyperbelief will be a weighted sum of Dirac delta functions centered
on the set of beliefs that can be reached at stage t. This implies that, for this
case, the hyperbelief will be a pmf but the domain of the pmf is nontrivial
to characterize. For simplicity, we will always denote the hyperbelief as a
pdf, but it is important to recognize the hyperbelief will have a particular
structure for many classes of POMDP systems.
The same recursive Bayesian estimation principles govern the evolution
of the hyperbelief, and we can use them to derive the hyperbelief transition
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function. The hyperbelief transition function Φpi : Pβ → Pβ, under pi, governs
the evolution of the POMDP in the hyperbelief space, i.e., βt+1 = Φpiβt. The
hyperbelief transition function is defined point-wise by
(Φpiβt)(bt+1) =
∫
Pb
∫
Y
δ
(
bt+1 − φyt+1,pi(bt)bt
)
fyt+1|bt,pi (yt+1|bt, pi) β(bt) dyt+1 dbt
(2.5)
where δ is the Dirac delta function and the functional notation (Φpiβ)(b) indi-
cates the pdf value assigned to the belief b by the hyperbelief Φpiβ. Equation
(2.5) is derived in Appendix B.
Notice that because we marginalize over all observations, the POMDP
evolution in the hyperbelief space is deterministic. We have thus charac-
terized a POMDP by a set of nonlinear, deterministic equations evolving in
an infinite-dimensional space. These equations have a particular structure
which is induced by the structure of the process and observation models of
the state process combined with the canonical Bayesian filtering equations.
While useful analytically, operating in the hyperbelief space produces chal-
lenges analogous to those when operating in the belief space; e.g., discrete
observation systems exhibit exponential growth in the number of reachable
beliefs as the number of stages elapsed increases. Representing and com-
puting the exact hyperbelief evolution of a POMDP is, in many cases, an
impractical proposition. At best, i.e., Y discrete and finite, computing βt
suffers from the same intractability problem as computing the reachable be-
lief space. At worst, i.e., Y continuous, we are faced with a continuous
function over Pb whose representation requires an increasing number of pa-
rameters as the process evolves. We address representation of the hyperbelief
for simulation purposes in the next section.
2.4 Approximating POMDP Evolution
A common tool for sequential estimation in cases where the estimate func-
tion is complicated is the particle filter [7], which is a sequential Monte Carlo
method. A particle filter represents the posterior probability of a latent vari-
able by a set of samples. Each sample consists of a value the latent variable
may have and a weight that corresponds to the (approximate) likelihood of
that value. We utilize particle filtering throughout this dissertation, both to
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Input: bˆt := {(x(i)t , w(i)t )}Ni=1, yt+1, ut
Output: bˆt+1 := {(x(i)t+1, w(i)t+1)}Ni=1
bˆt+1|t ← ∅
foreach (x
(i)
t , w
(i)
t ) ∈ bˆt do
x
(i)
t+1|t ← f(x(i)t , ut, nt) where nt is sampled from fn
w
(i)
t+1|t ← fyt+1|xt+1,ut
(
yt+1|x(i)t+1|t, ut
)
fxt+1|xt,ut
(
x
(i)
t+1|t | x(i)t , ut
)
bˆt+1|t ← bˆt+1|t ∪ {(x(i)t+1|t, w(i)t+1|t)}
end
bˆt+1 = resample(bˆt+1|t)
Algorithm 2.1: Particle Filter
approximate hyperbelief evolution and, in some cases, to approximate the
belief of systems when it is expensive to perfectly represent it. While there is
a great wealth of algorithms and analysis for particle filtering methods, the
discussion in this section is simply a remedial review of the canonical particle
filtering algorithm and a functional description of utilizing it to approximate
the hyperbelief, which is non-standard in the literature.
Essentially, a particle filter estimate is a pdf of the form
bˆt =
N∑
i=1
w
(i)
t δ
(
x− x(i)t
)
(2.6)
where the samples are chosen to represent a subset of the support of the
original pdf and
N∑
i=1
w
(i)
t = 1
The remainder of the support is discarded, and the estimate is propagated
forward. With a sufficient number of samples, a particle filter can estimate
arbitrary distributions and, under certain conditions, will approach the true
Bayesian estimate (pdf) as the number of samples goes to infinity. In prac-
tice, we must be careful to provide a sufficient number of particles or the
algorithm will suffer from sample impoverishment and the estimate will fail
to be consistent.
Because the intuition is much simpler and the notation represents the
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actual implementation of the estimate, we colloquially write
bˆt =
{
(x
(1)
t , w
(1)
t ), · · · , (x(N)t , w(N)t )
}
as an equivalent expression to (2.6). The interpretation is that the particle
filter is composed of a set of particles, i.e., tuples of state and importance
factor.
Algorithm 2.1 implements a basic particle filtering method. We begin
with a set of particles (x
(i)
t , w
(i)
t ) representing the estimate at stage t in con-
junction with control applied to and (known) observation received from the
system. The sample states in the particles are “pushed forward” one stage
by sampling the evolution of the system from the state specified by the ini-
tial particle. The likelihood of these new samples is then evaluated in light
of the observation, and new particles are constructed with weights indicat-
ing the relative likelihood of each sample with respect to the likelihoods of
the samples in all other particles. A survival of the fittest resampling (with
replacement) step is then used to allocate resources to the more important
particles. This roughly corresponds to approximating the probability distri-
bution over the state with more precision at points of greater likelihood.
Although typically applied to estimate a belief (i.e., choosing the state
to be the latent variable), we can also apply this technique to estimate a
hyperbelief using the belief process as the latent variable. The use of par-
ticle filtering in this way is called hyper-particle filtering and was proposed
in [8]. The nomenclature hyper-particle refers to the fact that each particle
is a weight and belief, not a weight and state. As an aside, this discussion
highlights one of the key advantages of moving to a hyperbelief-based rep-
resentation of the condition of a POMDP. While the inherent complexity
remains, this representation allows us to apply principled, standard approx-
imation techniques to estimate POMDP evolution.
To curb the exponential growth of support points in Pβ, we represent βt
with an approximated βˆt with a finite number of weighted support points.
The approximated hyperbelief is then
βˆt =
{
(b
(1)
t , w
(1)
t ), · · · , (b(Nb)t , w(Nb)t )
}
(2.7)
Note that βˆt ∈ Pβ, but is not the exact conditional probability distribution
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Input: βˆt := {(b(i)t , w(i)t )}Ni=1, pi
Output: βˆt+1 := {(b(i)t+1, w(i)t+1)}Ni=1
βˆt+1 ← ∅
foreach (b
(i)
t , w
(i)
t ) ∈ βˆt do
b
(i)
t+1 ← φyt+1,utb(i)t with yt+1 is sampled from fyt+1|bt,ut
(
·|b(i)t , pi(b(i)t )
)
w
(i)
t+1|t ← fyt+1|bt,ut
(
yt+1|b(i)t , pi(b(i)t )
)
βˆt+1 ← βˆt+1 ∪ {(b(i)t+1|t, w(i)t+1|t)}
end
βˆt+1 = resample(βˆt+1)
Algorithm 2.2: Hyper-particle Filtering
of bt. We use Algorithm 2.2 to propagate the belief through the POMDP
process model. This is similar to the typical particle filter application, but
note there are a few significant differences. Firstly, instead of specifying
a specific control we must specific a policy that prescribes the appropriate
control for each belief. Also, the process model, in standard particle filtering,
is replaced with the belief transition function in hyper-particle filtering. Since
the belief process with unknown observations is an MDP, the weighting factor
is based solely on likelihood of a particular “state” transition with respect to
the perturbation. This is, of course, the likelihood of the sampled observation
given the belief.
Although Algorithm 2.2 takes an approximate hyperbelief as input, it can
also be used on a true (continuous) hyperbelief. A pre-processing step needs
to be used which samples the continuous hyperbelief and converts it to a set
of particles. Also, a large number of variations of this algorithm are useful in
practice. In particular, it is often useful to sample a number of observations
for each belief in βˆt. The resample procedure can then be used to reduce the
number of particles back to N so the size is fixed over time.
2.5 Summary
We have described and discussed the mathematical details of a generic system
described by a POMDP in three tiers of characterization. The first level
describes how the system model evolves, which is hidden from an external
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observer. Treating the process model of the system as a latent variable
and filtering a pdf estimate of that variable based on observations gives us
the belief filtering equations. However, if observations are not available, for
example when trying to evaluate system behavior in the future, the belief
filtering equations become the process model of an MDP in the belief space.
The possible future outcomes of this process can be explored probabilistically
by looking at the posterior probability on the belief space conditioned on the
initial belief and the policy. This is referred to as the hyperbelief evolution of
the system, and is deterministic. Of course, this benefit comes with the cost
of lifting the system representation into an infinite-dimensional system which,
in practice, cannot be represented with a fixed number of parameters. We
can employ particle filtering in the hyperbelief space, termed hyper-particle
filtering, to estimate the evolution of the system.
2.6 Further Resources
There is a large volume of literature available for stochastic processes. In
particular, for expository discussion of POMDPs refer to the tutorials in
[9, 6]. More detailed analysis of stochastic processes can be found in [10] and
the portion of [5] concerned with stochastic systems.
The literature on particle filtering is vast. An excellent survey is available
in [7]. For additional details on hyper-particle filtering, consult [8].
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CHAPTER 3
POMDP OPTIMIZATION
In Chapter 2, we discussed the equations governing the evolution of a POMDP.
Of course, this process is controlled, meaning that we have a control input
ut that affects the dynamics of the state, belief, and hyperbelief processes
at every time step. Choosing the proper controls to apply to the system in
order to achieve an engineering objective is the core problem addressed by
this thesis, and in this chapter we formalize this goal explicitly.
Often there is a distinction drawn between a policy and a plan, and differ-
ent communities bring different preconceptions to what these terms mean.
Because one cannot know the process evolution of a stochastic system for an
open-loop sequence of controls, it makes sense that the optimal policy must
be closed-loop, unlike the case for deterministic systems. For this reason,
we use the terms learning, planning, and optimizing a policy interchangeably
to mean computing a belief-feedback policy. Choosing the best open-loop
sequence of controls to achieve some objective is not addressed in this thesis,
and for the general POMDP problem will be a suboptimal approach.
This chapter begins by mathematically defining the POMDP optimization
problem and the necessary accompanying concepts in Section 3.1. In Sec-
tion 3.2, we discuss dynamic programming and the value function, which is a
ubiquitous tool in optimization theory. This discussion is primarily a prereq-
uisite to discussing the main classes of approach to the POMDP optimization
problem in Section 3.3. This section concludes with a short discussion of the
intractability of these methods for large systems. Thus, in Section 3.4 we
discuss some specific optimization methods broken into a rough taxonomy of
approaches.
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3.1 Defining the POMDP Optimization Problem
The quality of a particular behavior of the system is quantified in terms of
an objective function. An objective function, in general, essentially maps
a system trajectory (and possibly some additional degrees of freedom) to
a scalar that represents the goodness of that trajectory. If the range of
the objective function represents goodness it is called a reward function,
and optimization entails maximizing this quantity. If the range represents
badness, it is called a cost function and optimization entails minimization.
Either formulation can be converted to the other interchangeably.
We consider problems with a stage-wise separable, belief process sample
path cost function, i.e., cost functions that can be written in the form
jT (b0, u0:T , y1:T ) =
T∑
t=0
γtl(bt, ut) (3.1)
where γ ∈ (0, 1] is called a discount factor, b0 is a pdf over the process
starting state, and y1:T is an instantiation of the observation process. The
function is said to be stage-wise separable because it can be written as a
summation where each term in the sum corresponds to the behavior of a
specific stage. Thus, we have a function l : Pb × U → R+ called the stage
cost. It is important to note that, like our formulation of the process and
observation models, the stage cost is time-invariant.
We choose to quantify our cost in terms of the belief process because, since
the state process is latent, we have to quantify behavior of the underlying
process statistically. The stage cost function is often the expected cost of a
system-specific state cost function mapping X ×U to R+. More general cost
functions, e.g., entropy of the belief, are also useful, so we will not restrict
the stage cost unnecessarily.
Equation (3.1) specifies the cost of a sample path for a fixed sequence
of observations. At optimization time, the sequence of observations is still
unknown and, thus, we consider the expected cost where the expectation is
taken over future observations.
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3.1.1 Policies and Expected Policy Cost
A feedback policy is a mapping from some feedback information structure to a
control. We are interested in belief-feedback policies pi : Pb → U . Denote the
space of all belief-feedback policies as Π. Given a stage-wise separable, time-
invariant cost function, the optimum policy for a POMDP system belongs to
the class of belief-feedback policies [5].
The T -stage sample path cost under policy pi is characterized by the equa-
tion
jT (b0, pi, y1:T ) =
T∑
t=0
γtl (bt, pi(bt)) (3.2)
for a fixed set of observations. The time evolution of the belief process, i.e.,
bt, can be explicitly characterized using the belief transition operator and
sequence of observations.
bt = φyt,pi(bt−1) · · ·φy1,pi(b0)b0
The expected T -stage cost starting from b0 is
JT (b0, pi) = E [jT (b0, pi,y1:T )|b0, pi] (3.3)
We use the lower-case j to represent cost along a single sample path, while
the upper-case J represents the expected cost over all sample paths. The
infimum of (3.3), taken over all belief feedback polices, will be (non-strictly)
better than the infimum over the expected value of (3.1), taken over all
sequences of controls. This is due to the presence of feedback.
In this dissertation, we use two cost structures that can be characterized
by (3.3): infinite horizon discounted cost and total cost with retirement.
We can also consider much more general cost models, such as average total
cost or statistics other than expected value. Infinite horizon discounted cost
considers an infinite number of time stages, and is typically written
J inf(b0, pi) = lim
T→+∞
JT (b0, pi)
which will converge if l is bounded1 and γ ∈ (0, 1). Although not a hard
rule, this criterion is particularly useful for systems that persist indefinitely,
1We assume |l(b, u)| is bounded for all b and u.
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or when the optimal behavior is cyclic. Using a total cost criterion implies
γ = 1, so cost will grow unbounded unless eventually l(bt, ut) → 0. The
retirement condition can be thought of as the system having a special control
that can be used at any stage that allows the system to pay no more cost
in the future. However, there is a cost associated with using this control,
dependent on the current belief state. The total cost with retirement criterion
is written
J ret(b0, pi) = E [JTr(b0, pi) + s(bTr)|b0, pi] (3.4)
where Tr denotes the dynamically chosen (by the control policy) retirement
stage and s : Pb → R+ denotes the retirement cost. This criterion is partic-
ularly useful for systems with a goal-seeking behavior.
As an aside, nothing in the development of this dissertation restricts the
use of a stage-wise separable hyperbelief cost function, i.e.,
JβT (b0, pi) =
T∑
t=0
γtlβ(βt, pi)
This could express, for example, worst-case cost or be used to choose a se-
quence of controls that minimizes the variance of sample path costs over
many trials. However, we do not use this criterion for any of the experiments
in this dissertation and have not experimented with it, so we formulate our
problem in terms of belief cost and leave this as a note.
3.1.2 Problem Objective
Our objective is to learn a policy that minimizes2 the expected cost starting
from an initial belief b0. Specifically, this is formally defined as finding the
tuple (pi∗, J∗) where
pi∗ = arg inf
pi∈Π
J(b0, pi)
J∗ = inf
pi∈Π
J(b0, pi)
2Many POMDP planners are concerned with maximizing reward, but again these two
formulations are entirely equivalent.
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and J refers either J inf , J ret, or some other cost structure. As mentioned
previously, different communities have different terminology regarding the
POMDP problem. This same objective is referred to as optimizing a POMDP,
solving a POMDP, or POMDP planning.
It should be noted that in many cases one must restrict the class of policies
beyond the set of all belief-feedback policies. For example, our approach
is predicated on choosing the best policy from among the set of switched
belief-feedback policies with pre-chosen policy modes. (We will discuss this
in Section 4.1.) In these cases, the minimum (and argument of the minimum)
are taken over all policies in this restricted policy set.
3.2 Dynamic Programming and the Value Function
Dynamic programming is a method for solving problems by breaking them
into smaller, simpler subproblems. Since optimum trajectories for dynamic
systems have optimal substructure,3 dynamic programing can be utilized to
characterize optimum POMDP trajectories. Specifically, dynamic program-
ming simplifies the decision process by finding one-stage optimum trajec-
tories, and then putting them together to find a full optimum trajectory.
We will give a short, functional discussion of dynamic programming and the
value function here, primarily to establish notation. However, a reader not
already familiar with these principles could consult [11] or the more exposi-
tory discussion of [5].
At the core of the dynamic programming procedure for dynamic systems
is the value function. Define the value function V : Pb → R+ to be the
minimum expected cost-to-go, i.e., the remaining cost of a trajectory that
has reached point b using the optimum policy to specify controls
V (b) := min
pi∈Π
lim
T→+∞
JT (b, pi) (3.5)
Using the definition of the value function and the stage-wise separability of
J , this can be reformulated in terms of a one-step decision problem. Thus,
3A problem is said to have optimal substructure if its optimal solution can be obtained
by the combination of optimal solutions of its subproblems.
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the value function satisfies the relationship
V (b) = min
u∈U
{
l(b, u) + γE [V (φy,ub)]
}
= min
u∈U
{
l(b, u) + γ
∫
fyt|bt,ut−1 (y|b, u)V (φy,ub)dy
}
(3.6)
This is referred to as the stochastic Bellman equation, and is central to nearly
all optimization methods for MDPs and POMDPs. Thus, the value function
can be computed recursively by noticing that the expected cost-to-go can be
expressed as the sum of the next stage cost plus the expected cost-to-go after
one stage. This equation also specifies the optimal policy as
u∗ = pi∗(b)
where u∗ is defined as the control that achieves the minimum at b in (3.6),
and pi∗ is the policy that achieves the minimum in (3.5).
The value of the pdf fyt|bt,ut−1 (y|b, u) can be computed using the POMDP
model and the total law of probability
fyt|bt,ut−1 (y|b, u) =
∫
fyt|bt,ut−1,xt (y|b, u, x) fxt|bt,ut−1 (x|b, u) dx
=
∫
fyt|xt,ut−1 (y|x, u) b(x)dx
Note that by using an integral throughout this development we have assumed
the observation space is continuous. A discrete observation space can be
handled equivalently using a summation.
For notational convenience, we will define the policy value function V pi :
Pb → R. The policy value function maps beliefs to a value (expected cost-
to-go) under a suboptimal policy.
V pi(b) := lim
T→+∞
JT (b, pi)
= l(b, pi(b)) + γ
∫
fyt|bt,ut−1
(
y|Tpi(b)b, pi(b)
)
V pi(φy,pi(b)b)dy (3.7)
When we say the “value function under a policy” or “using a policy” we are
referring to the policy value function.
If one can solve (3.6) in closed form, then the value function can be used
to compute the optimal control for every belief. This is the best possible
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scenario, and should be exploited if possible. However, for many systems,
solving (3.6) or (3.7) in closed form is very hard, and in some cases im-
possible. The next section discusses some canonical approaches to find the
value function and generate the optimal policy. These approaches tend to
be computationally difficult for many problems of significant size, and so
a number of approximation approaches have been introduced. We discuss
these in Section 3.4.
3.3 Exact POMDP Optimization Techniques
We divide the discussion of canonical approaches into three main categories.
Dynamic programming methods utilize the full system model and explicitly
use the Bellman equation. Model-free methods, which are sometimes called
Monte Carlo or reinforcement learning methods, operate based on sample
paths from system simulation. Thus, they do not require a system model
in order to compute an optimal solution. Finally, a linear programming
formulation is a useful alternate approach, particularly in the multi-objective
case and for analysis of the problem.
In this dissertation, we mainly discuss dynamic programming methods as
they are the basis of our work. However, we briefly discuss the model-free and
linear programming approaches to the problem as they are both conceptually
important and also precursors to several related approaches.
3.3.1 Dynamic Programming Methods
Dynamic programming methods can be used to compute optimal policies
given a perfect model of the process and observation models of the system.
We assume we have such a model throughout this dissertation, and so our
approach falls into the dynamic programming category. There is a wealth of
dynamic programming theory and study, and an excellent, detailed discussion
of these approaches can be found in [5], and in many other sources.
Dynamic programming methods explicitly use the Bellman equation to
perform a backup to iteratively estimate the value function. Although dif-
ferent backups are possible, the core idea is to “back up” the value from
the set of (nonzero likelihood) successor states to produce the value at the
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predecessor state.
The value iteration algorithm, which is specified by
Vˆ i+1(b) = min
u∈U
{
l(b, u) + γ
∫
fyt|bt,ut−1 (y|Tub, u) Vˆ i(φy,ub)dy
}
is a dynamic programming procedure that utilizes the backup operation.
Assuming we have an estimate of the value function, denoted4 Vˆ i : Pb → R,
we use this equation to perform a sequence of backups to generate a new
estimate Vˆ i+1. Under some fairly general conditions related to existence of
V , it is known that Vˆ i will converge point-wise to V . Once this is achieved or
we get sufficiently close,5 an optimal policy can be synthesized by choosing
pi∗(b) = arg min
u∈U
{
l(b, u) + γ
∫
fyt|bt,ut−1 (y|Tub, u) Vˆ ∞(φy,ub)dy
}
Since the belief space is continuous, for our application the value iteration
procedure will typically need to be combined with a computation of the
reachable belief space or a parameterization of the value function.
The policy iteration algorithm employs a similar mechanism to iteratively
update a policy. Recall that V pi, which is defined in (3.7), denotes the value
under policy pi. Suppose we have V pi
i
, and for some belief we would like to
know if there is a control that will produce a better expected result than the
current prescribed control. Define the Q-function under pi to be
Qpi(b, u) = l(b, u) + γ
∫
fyt|bt,ut−1 (y|Tub, u) Vˆ pi(φy,ub)dy
which essentially gives the expected cost of using control u at b and then
following policy pi in the future. Assuming we have a policy pii, a single stage
of policy iteration is characterized by improving to pii+1 by choosing
pii+1(b) = arg min
u∈U
Qpi
i
(b, u)
and then computing V pi
i+1
. Under the appropriate conditions, policy iter-
ates converge to the optimal policy. Again, a reachability computation or
parameterization will typically be required in practice.
4We have used a subscript to indicate the time step of the process, and now we use a
superscript to indicate the iteration of the optimization algorithm.
5In some cases convergence is only guaranteed in the limit.
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Dynamic programming approaches can be thought of as a combination of
policy evaluation and improvement steps. For example, in policy iteration we
have a full policy evaluation step and then one increment of policy improve-
ment, i.e., we backup one time. In contrast, value iteration uses a truncated
policy evaluation, i.e., just one backup, and then improves the policy based
on that estimate. There are many possibilities for how one can interleave
evaluation and improvement. When combined with an ordering of which
beliefs and controls to explore, there are a large number of algorithms that
can limit the number of times beliefs and controls must be touched during
execution of the algorithm by performing backups asynchronously. Some ex-
amples are depth-first search, bread-first search, A∗ search, and Dijkstra’s
algorithm [12].
3.3.2 Model-Free Learning
Often, an MDP model of system behavior is not available,6 and one must
select from a class of methods that do not explicitly utilize a model. Thus,
these methods are referred to as “model-free” and can be used online, i.e.,
directly connected to the system as it evolves or is simulated. Because of the
online nature of the methods, they can be used to solve the reinforcement
learning problem [13]. As such, these methods are often referred to as rein-
forcement learning methods as that is where they have historically been most
often encountered. Although we assume a system model and our proposed
method is not model-free, we discuss these methods briefly because they are
frequently used in conjunction with stochastic systems in the robotics com-
munity. Excellent surveys of reinforcement learning methods are available
in [13] and [14], and a view of Q and TD learning from a control theory
perspective can be found in [15].
One of the most commonly used reinforcement learning algorithms in the
robotics community is Q learning [16]. We previously defined the Q function
with respect to a policy, but the optimal Q function can also be defined
6In our case, this would result from not having a process and observation model, and
thus we would not be able to write the belief transition operator.
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recursively (as we did with the value function).
Q(b, u) = l(b, u) + γ
∫
fyt|bt,ut−1 (y|Tub, u) minu′∈U
[
Q(φy,ub, u
′)
]
dy
Notice that this is equivalent to using the value function in the integrand as
V (b) = min
u∈U
Q(b, u)
for all b ∈ Pb, but advantageous because it represents “value” for a control-
belief tuple. This is advantageous because we can employ an iterative algo-
rithm to learn the Q function, based only on sample path behavior of the
process and without requiring a model of the system. The update law for
the one-step Q-learning algorithm is
Qˆi+1(b, u) = (1− ζi)Qˆi(b, u) + ζi
[
r + γmin
u′∈U
Qˆi(b′, u′)
]
where b′ = φy,ub and r = l(b′, u) are learned by a trial on the system, not
from a system model, and
ζi = 1/(1 + visitsi(b, u))
is a learning rate based on visitsi(b, u), the number of times u has been
used at b. Convergence (with probability one) of the Q-function iterates has
been shown in [16], under the condition that each belief-control pair is tried
infinitely often.
While we have discussed the update law for the Q function, we have not
specified how belief-control pairs should be chosen, other than that each pair
must be tried infinitely often. The short answer is that b is dictated by the
system and u should be sampled. Thus, Q learning is referred to as an off-
policy method as it learns the Q function, but does not always follow the
policy that is being computed. Rephrasing, the Q learning algorithm learns
the value function using suboptimal control inputs.
The most similar class of on-policy methods, i.e., methods that use the
policy being learned to control the system during learning, are called Actor-
Critic methods [13]. These methods have the advantage of being able to more
compactly store policies and select controls and can be used to explicitly learn
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a stochastic policy, i.e., a policy from the class of randomized strategies.
Recently in [17], it was shown that both Q and TD learning have strong
connections to optimal control theory. These connections and new perspec-
tive on reinforcement learning algorithms may lead to new and more efficient
learning algorithms that combine the advantages of dynamic programming
and reinforcement learning approaches.
3.3.3 Linear Programming Approach
The linear programming approach is an interesting alternative perspective
to dynamic programming. Aside from suggesting algorithms based on lin-
ear programming, rather than dynamic programming, it can handle multi-
objective or constrained problems. This is because the policies learned can
be drawn from the class of randomized strategies. The essence of the ap-
proach is to choose the decision variables to represent a mixed strategy, let
the linear program constraints encode the belief MDP, and encode the cost
function of the belief MDP in the cost function of the linear program. If the
problem is unconstrained and has a single stage-wise separable cost function,
the optimum policy will correspond to an extreme point of the feasible re-
gion of the linear program which corresponds to a deterministic policy. This
approach for discrete states and controls and a discounted infinite horizon
cost criterion is discussed in [18], and is surveyed in [15].
3.3.4 Computational Expense
One of the primary difficulties in applying dynamic programming (or other)
approaches to POMDPs, viewed as MDPs in the belief space, is that the
belief space is continuous. This implies either we must compute the value
point-wise at every reachable belief, or find a parameterization of the value
function that can be updated under the backup operation. Thus, it is not
immediately clear if the value function will be representable with a finite
description or computable under the value iteration or other dynamic pro-
gramming procedure. In [2] this issue was resolved. Specifically, [2] showed
the ith value function (obtained after a finite number of backups) is finite and
piecewise linear. Furthermore, [2] gave an algorithm to compute the value
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function based on updating a set of linear functions, termed “α-vectors.”
The most significant bottleneck in these procedures is that the complexity
of the piecewise linear function, i.e., the number of pieces, grows exponen-
tially under backups. Of course, typically all the α-vectors are not required
and pruning methods can be used to minimize the overhead. Different prun-
ing techniques were proposed in [19, 20, 21], but the computational expense
still tends to be great. This is because the task of identifying all linear
functions that cannot be pruned is computationally intractable as well [22].
Thus, not only does one have to potentially keep an exponentially expanding
number of useful linear functions, but identifying the right functions to keep
is also extremely hard. In practice, dimensionality and precision problems
render most realistic POMDPs intractable using this exact approach [6, 1].
These same representational and computational issues construct similar
roadblocks for model-free approaches. Thus, researchers have thus focused
on finding efficient approximation methods to solve POMDP models. The
next section highlights a number of key approximation techniques that can
be used to solve POMDP systems.
3.4 Approximate POMDP Optimization Techniques
Due to the difficulties of finding an exact optimal policy, researchers have
focused on finding approximations to the optimal policy. In this section,
we provide a rough taxonomy of methods and discuss specific approaches
from the literature. We emphasize that the divisions are largely meant to be
illustrative by reducing emphasis on the many differentiating nuances and
focusing on the most important features of the approaches. Other divisions
of these techniques are certainly possible.
3.4.1 Finite Planning Horizon Methods
Since the representational complexity of the value function (or the number of
sample paths one must consider) grows exponentially with planning horizon,
i.e., number of backups, a prudent approximation is to limit the number of
stages the planning algorithm looks forward during consideration of optimal-
ity. The extreme case of this is the greedy policy, which is the controller that
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chooses
pig(b) = arg min
u∈U
[
l(b, u)
]
for every belief. Unless the gradient of the one-stage cost function points in
the direction of gradient of V , this policy is likely to be suboptimal. However,
with a long enough planning horizon, the approximate value function can
begin to approximate the true value function (and in some cases fully capture
it).
This type of approach is known as a finite-memory method because it bases
the learned policies on a truncated sequence of past controls and observa-
tions, i.e., an information state with finite memory. The value function for
infinite horizon, discounted cost problems can be approximated with arbi-
trary precision by a piece-wise linear value function by computing the finite
horizon Vˆ with sufficiently long horizon [23]. Other POMDP-specific finite
memory approaches are [24, 25, 26].
An important consideration is the “starting” value function that is consid-
ered ground truth at the end of the planning horizon. The QMDP method
[27] combines MDP and POMDP value function backups to produce an ap-
proximate value function for the POMDP. The algorithm first converts the
POMDP to a fully observable MDP and performs value iteration on the state
space. This value function can then be projected onto the belief space us-
ing expectation, and the value function on the belief space can be backed
up an additional number of stages using standard methods. This procedure
typically results in a much better approximation, for a limited number of
backups, than backup on the belief space alone.
The key consideration for these methods is horizon length. For models
with a useful gradient on the one-stage cost function or models that require
only a short planning horizon, these methods can work exceptionally well.
Unfortunately, in many applications that we consider, the planning horizon
required is long. Thus, any horizon sufficiently long for good planning is
computationally very expensive, and any horizon not too computationally
expensive is not sufficient for good planning.
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3.4.2 Monte Carlo Point-Based Methods
Recently, researchers have turned to point-based approximations of the value
function employing sampling. These approaches are called Monte Carlo not
only because they employ randomized sampling, but also because of their
connection to reinforcement learning methods. Specifically, they operate on
sample paths and not on full backups. This approach is similar to finite
horizon planning in the sense that resources are allocated (probabilistically)
to compute the effects of controls in the near-term more accurately than the
effect many stages into the future.
Efficient approximations have been developed by randomized sampling in
the reachable belief space and performing standard value iteration over the
reached set of beliefs. Significant approaches in this genre (chronologically)
are MC-POMDP [28], HSVI2 [29], PBVI [30], PERSEUS [31], and SAR-
SOP [32]. Aside from MC-POMDP, these methods are designed for discrete
POMDP systems. The PBVI algorithm has been extended to operate on
continuous spaces in [3].
Since these approaches are point-based and operate in only the reachable
belief space, they are best used as online methods assuming the control loop
is slow enough for a quality solution to be generated. A survey of these
methods, as well as other similar online approaches, can be found in [33].
The fundamental bottleneck of these methods is that on large, complicated
systems that require a long planning horizon, it is difficult to generate a
solution that looks forward a sufficiently long horizon quickly enough to keep
up with evolution of the system. In contrast, if these methods are used to
pre-compute an approximation of the value function of the reachable belief
space it can be difficult to store and represent the solution, assuming one has
a long enough pre-compute time to even generate it.
3.4.3 Projection Methods
Significant complexity challenges are posed by dimensionality of the opti-
mization problem. These difficulties can be partially alleviated if the belief
can be projected onto a lower-dimensional space that still retains sufficient
information to generate a quality solution.
The AMDP method [34], and similarly the method of [35], perform value
43
iteration on an augmented state space. Essentially, beliefs are projected onto
a lower dimensional parameter space. The value function is then approxi-
mated on this parameter space rather than in the belief space. This technique
can be employed with varying levels of success, depending on how much use-
ful information is retained by the projected beliefs. Although initially the
projection transformation was often chosen ad hoc, recently researchers have
explored more sophisticated belief parameterizations and projection meth-
ods, and analyzed the quality of those projections explicitly. For example,
in [36] a continuous belief is projected, using particle filtering methods, onto
the exponential family of densities.
A special case of projection methods are finite-grid methods. Essentially,
the value function is approximated using a deterministic sampling strategy,
i.e., a finite grid. Thus, some finite-grid approaches that approximate the
belief space by a grid of points are [37, 38, 39]. By backing up the value only
over these grid points, a tractable number of operations is ensured.
The fundamental difficulty with projection methods is ensuring the projec-
tion operator preserves the information necessary to generate a quality policy.
Thus, the analysis that guarantees this must be done model by model. If
such a projection does exist, it makes good engineering sense to utilize it.
However, often the dimensionality of the maximally reduced belief represen-
tation (that still yields a quality policy) still has sufficiently high complexity
to cause severe tractability problems.
3.4.4 Compression Methods
Compression methods attempt to use model reduction to simplify the com-
plexity of the optimization process by simplifying the POMDP model. The
simplification is done in such a way that the belief transition operator main-
tains its qualitative behavior but is significantly simpler to represent and
compute.
Typically in the context of POMDPs this has been done for discrete state
systems using techniques like principle component analysis on the belief pro-
cess and observation operators or related quantities, e.g., [40, 41, 42]. The
core approach of these models is to build a policy for an approximate, coarse
system model and then apply it to the original system.
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Again, if this model reduction can be used without significantly degrading
performance, it is a prudent engineering decision to employ it. However,
for many large, complicated systems a (prudent amount of) model reduction
does not yield sufficient complexity reductions to circumvent computation
problem in practice.
3.4.5 Roadmap-Style Methods
The roadmap-style of approach was discussed at length in Chapter 1, as our
approach falls into this category. The main goal of a roadmap approach is
to leave the local aspects of control, i.e., specific controls at specific stages,
to a local planner and consider the coarse evolution of the system.
These methods have significant connection to hierarchical planning meth-
ods. Hierarchical POMDP methods have been explored in the literature.
Planning with a pre-defined hierarchy of tasks has been explored in [43] and
[44]. Other methods, such as [45, 46, 47], attempt to discover a hierarchy of
tasks to use for planning.
Other methods that can be categorized as purely roadmap-style use sam-
pling to select target locations and construct a graph between these targets.
Such methods include the Belief Roadmap (BRM) in [48], the Stochastic
Motion Roadmap (SRM) in [49], and the Sampling Hyperbelief Optimiza-
tion Technique (SHOT) in [50]. The BRM and SRM algorithms sample
points in the belief space and attempt to connect those points using a local
planner. Uncertainty is characterized in the BRM using an extended Kalman
filter (EKF), and based on that approximation, the mean of the uncertainty
is assumed controllable in a parameterized uncertainty space. They then
use a local planner to reach sampled values of the mean parameter and rate
the quality of paths based on the variance parameter of the EKF. The SRM
algorithm uses sample path simulation to attempt to discover the likelihood
of two configurations being connected and searches only for feasible paths.
The SHOT algorithm attempts to build a graph in the hyperbelief space.
Switched approaches to solving uncertain systems are not new. Approaches
for MDP’s such as [51] and [52], like roadmap methods, are hierarchical.
Semi-Markov decision processes like [52] use macro-actions or options, feed-
back or open-loop policies that persist until a termination condition is met, to
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temporally abstract the problem to reduce the number of controls considered.
These methods do not consider partially observable processes.
Our approach belongs to a recently emerging class of methods, e.g., [53, 54,
55], that use local policies or macro-actions to construct a POMDP policy.
Essentially, rather than optimizing single controls (single time steps), we
optimize the choice of controls for a short time span (over multiple time
steps).
The fundamental difficulty of roadmap-style methods is ensuring the con-
nection strategies are sufficient to generate a quality policy. This problem is
hard to quantify, and we attempt to circumvent it by choosing an approach
based on domain knowledge. Significant future exploration will be required
to definitively study the quality of these approaches.
3.5 Summary
In this chapter, we defined the POMDP optimization problem and the nec-
essary accompanying concepts. We discussed dynamic programming and the
value function, which is a ubiquitous tool in optimization theory. This dis-
cussion was a prerequisite to discussing the main classes of approach to the
POMDP optimization problem. Since these methods are intractable, severe
computational hurdles prevent them from being used for many large, com-
plicated systems. We discussed some specific optimization methods broken
into a rough taxonomy of approaches. In the next chapter, we present our
optimization approach based on sampling-based learning of switched policies.
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CHAPTER 4
SAMPLING-BASED LEARNING OF
SWITCHED POLICIES FOR POMDPS
In this chapter, we present a sampling-based algorithm that incrementally
computes a switched belief-feedback policy for a POMDP. The utility of our
approach is predicated on the availability of a pre-defined set of local policies,
which are assumed to be provided to the algorithm. At a conceptual level,
a local policy is similar to the local planners used by sampling-based motion
planning algorithms (see [56]); i.e., the sampling-based planner explores the
configuration space of the process by relying on the local planner to handle
the details of the connection strategy between sample points. Local policies
are termed “local” because they are meant to be used for a small number of
consecutive stages (locally in the belief space), not because they are defined
over a restricted domain. In fact, a local policy consists of a belief-feedback
policy (defined over the entire belief space) and stopping condition.
The role of the optimization algorithm is to synthesize a set of local policies
into a single policy that is effective (with respect to minimizing the objective
function) over the reachable belief space for the POMDP, given a specific
initial condition. The policy generated by the algorithm belongs to a class
of policies we refer to as switched policies, which is formally defined in Sec-
tion 4.1. This restriction on the policy space provides a natural framework
for temporal abstraction. Utilizing this framework, we can learn policies
that encode strategies that can only be discovered when evaluating a long
time horizon, and can do so in significantly less time than algorithms that
learn policies one control at a time. Taking into account limited comput-
ing resources, this is often the key to finding quality solutions for very large
POMDPs.
An important caveat is, for this method to perform well in practice, we
must have some prior knowledge in the form of local policies. Local policies
can sometimes be computed automatically by methods in the literature, e.g.,
[45, 46, 47], but this approach is not always optimal for planning as these
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methods can be, in some cases, as difficult as learning an optimal policy.
We suggest that our proposed method is most useful when it can be used
on a problem where some domain or expert knowledge can be specified by
an external process, e.g., an engineer or system designer. This paradigm is
particularly relevant to many applications we are concerned with, specifi-
cally, cases where one can quickly determine locally optimal policies or, at
minimum, strategies that may be useful for a few stages. The role of our
proposed algorithm is to find the best way to compose these local policies, a
task that is, conversely, typically difficult for an engineer or system designer.
In this chapter, we begin by formally describing the class of switched poli-
cies in Section 4.1. We then discuss the evolution of a POMDP under a local
policy, which we term an expansion and explicitly define in Section 4.3. This
computation is useful because it characterizes the evolution of the system
from a point in the belief space until the next switching time. Unfortunately,
the expansion operator is computationally expensive, so we discuss approx-
imations in Section 4.3.2. Once these tools are in place, we use them to
construct an algorithm to learn a switched policy in Section 4.4. Because
this algorithm is computationally impractical, we conclude by presenting a
sampling-based approximation algorithm in Section 4.4.2, which is one of our
main results. We conclude with a discussion of our algorithm in Section 4.5.
4.1 Switched Policies
A switched1 policy is a policy that chooses a control based on the active mode
of the switched policy and the current belief of the system. It can be used
to combine a set of local policies into a composite policy. A switched policy
can be used in place of a standard belief-feedback policy; i.e., given a belief,
a switched policy returns a control. However, a switched policy maintains
internal state (the active local policy and the number of stages elapsed since
the last switch), so implementation of the policy will differ from a standard
belief-feedback policy.
A local policy2 ψ is a two-tuple composed of a (possibly time-varying)
1For additional discussion of switched and hybrid systems, see [57].
2Similar concepts are sometimes called options [52] or macro-actions [54]. We use the
terminology local policy to make clear that our approach is to use feedback policies, not
open loop sequences of controls.
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belief-feedback policy and a stopping condition, i.e.,
ψ = {piψ, aψ}
where the stopping condition
aψ : Pb × Z+ → {0, 1}
indicates when the planner should consider changing local policies based on
the current belief and the number of stages since the last switch. Switching
conditions may depend on the number of stages since the last switch, but
not the absolute stage number. A local policy encodes a mode plus stopping
condition of the switched policy. We denote the set of available local policies
Ψ. Typically, Ψ will either be finite or finitely parameterizable with a con-
tinuum of values on at least one of the parameters. Additional constraints
may be imposed on this subset of the policy space. For example, it is useful
to restrict the allowable stopping conditions such that each local policy will
stop in finite time with probability one.
We denote by pi a switched policy, which consists of a set of local policies
Ψ and a switching law
α : Pb → Ψ
A switched policy contains a state component indicating the current (active)
local policy and the number of stages elapsed since the most recent switch.
Thus,
pi : Pb ×Ψ× Z+ → U
If the active local policy is ψ, then the control generated by the switched
policy satisfies
pi(b, ψ, τ) = piψ(b)
If the stopping condition is met, i.e., a(b, τ) = 1, then α chooses a new local
policy from Ψ to become active. Thus, α does not specify a new local policy
at every time step, but instead only when a local policy terminates.
To summarize, a switched policy pi is a mechanism for combining a set
of local policies. Each local policy ψ, when activated, has a belief-feedback
policy piψ that specifies controls for the POMDP. The stopping condition
of the specific active local policy aψ acts as a guard that only allows the
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active local policy to change when the stopping condition is met. Once the
stopping condition is met, the switching law α chooses the next local policy
to use from Ψ.
4.2 Policy Value Function for Switched Policies
In this section, we write a version of the stochastic Bellman equation to com-
pute the policy value function for belief-feedback policies, i.e., (3.7), suitable
for computation of a policy value function for a switched policy. Recall that
a switched policy has state, specifically (ψ, τ) where ψ is the active mode
(specified as a local policy) and τ is the number of stages since the last
switch. Define the policy value function to be the expected cost-to-go if the
POMDP and switched policy have combined state (b, ψ, τ). An analog to
(3.7) is then
V pi(b, ψ, τ) = l(b, piψ(b)) (4.1)
+ E
[
aψ(b
′, τ+1)γV pi(b′, α(b′), 0) + (1−aψ(b′, τ+1))γV pi(b′, ψ, τ+1)
]
where b′ = φy,piψ(b))b. The expression inside the expectation is basically
selecting one of two possible alternatives for the next state of the system.
Either the system switches at (b′, ψ, τ + 1), in which case τ is reset to zero
and a new policy is chosen based on the switching law, or no switch occurs.
We can recursively replace values where τ > 0 on the right-hand side of
(4.1). The recursion will have finite depth presuming the active local policy
is guaranteed to stop in finite time. The resulting equation is
V pi(b, ψ, τ) = E
[
jt¯(b, piψ,y1:t¯) + γ
t¯V pi(bt¯, α(bt¯), 0)
]
where t¯ denotes the next switching time for a particular sample path, which of
course is a random variable due to the probabilistic belief process evolution.
Since we are only interested in backing up the value to switching points,
i.e., points where τ = 0, we can suppress the dependence on the active local
policy (as it will be specified by the switching function and the current belief)
and τ . Thus, for every b where a switch occurs and assuming a switch has
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just occurred
V pi(b) = E
[
jt¯(b, piα(b),y1:t¯) + γ
t¯V pi(bt¯)
]
= Jα(b)(b, piα(b)) +
∫
Pb×Z+
βα(b)(b
′, t¯)γ t¯V pi(b′) db′ dt¯ (4.2)
where the expectation is taken over t¯, y1:t¯, and bt¯ conditioned on b and pi.
The notation Jψ indicates the expected cost until switch. It is analogous to
Jt except that the time horizon over which stage costs are summed is not
fixed along all sample paths, and depends on the stopping condition of the
local policy. The notation βψ is a probability function over stopping belief
and time. Both quantities are conditioned on the starting belief and policy.
Essentially we have split the equation into an expected cost until switch
and expected cost-to-go, appropriately discounted, based on the location at
which the belief will reside after the switch. The unfamiliar aspect of (4.2)
is due to the fact that, for the purpose of computing the discount, we need
to compute a reachable set over Pb × Z+. If γ is one, this reduces to
V pi(b) = Jα(b)(b, piα(b)) +
∫
Pb
βα(b)(b
′)V pi(b′) db′ (4.3)
which is simply the value backup over a multi-stage execution. For non-
discounted systems, this simplification will typically be useful in practice as
we no longer have to build additional bookkeeping to track t¯. Similarly, if
the local policy executes for a fixed number of stages and the discount is
nonzero, the factor γ t¯ is the only necessary addition to (4.3). For expository
purposes, we will write (4.2) and (4.3) with the shorthand notation
V pi(b) = Jα(b)(b, piα(b)) +Mb,α(b)V
pi (4.4)
where Mb,ψ is an operator that computes the appropriate expected discounted
value at the time of switch. Specifically, given a function V : Pb → R+ and
switching law α we have
Mb,ψV =
∫
Pb×Z+
βψ(b
′, t¯)γ t¯V (b′) db′ dt¯
where βψ is conditioned on starting from belief b.
Equation (4.4) is the stochastic Bellman equation, but the stage cost and
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expected cost-to-go terms are atypical. Thus, we have converted the canon-
ical form to a form that allows each backup to occur over one local policy
expansion. Thus, our gains in performance come firstly from reducing the
complexity of the search graph over which we optimize by considering policy
decisions at a coarser level, but also from being able to utilize approximation
methods that are standard in the robotics community, e.g., particle filters.
If we can compute Jψ and βψ, we can optimize the system’s evolution with
respect to local policies rather than individual controls. These computations
are the subject of the next section.
4.3 POMDP Evolution under a Local Policy
In order to perform value backups, for example for (4.4), we must be able to
compute the expected result of applying a local policy at a belief. Specifically,
we need to compute the expected cost accrued before the local policy switches
and the probability distribution over the set of belief point and time com-
binations where the switch will occur. Comparing to the canonical dynamic
programming approach to optimize a control at a single time step, these
parameters are analogous to the one-stage cost and the one-stage transition
probabilities. We refer to a mapping from a belief and local policy to these
parameters as an expansion. Thus, an expansion ϑ is the transformation
ϑ : Pb ×Ψ→ R+ × Pβt
where Pβt is an augmented hyperbelief space, and refers to the set of prob-
ability functions over the space Pb × Z+. The R+ in the range refers to
the expected cost until switch. Note that βψ ∈ Pβt is a pdf over switch-
ing time and location, not a set of time-indexed hyperbeliefs. An expansion
parametrizes the effect of applying a local policy at a specific belief. The
remainder of this section is devoted to computing the expansion operator
and approximating that computation.
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4.3.1 The Expansion Transformation
Evaluating an expansion is a fairly straightforward procedure that is anal-
ogous to simulation of the system in the hyperbelief space, with additional
bookkeeping wrapped around the hyperbelief transition function. The addi-
tional effort is due to the switching time being a random variable, and not
known a priori. Let b0 be the belief from which the local policy is started.
Recall Jψ is the expected cost until switch, and define β
c
t to be the hyper-
belief at stage t that accounts for trajectories in the belief space that have
not switched. Finally, define βψ ∈ Pβt to be the augmented hyperbelief that
maps switching time and belief to likelihood3 of switch occurring at that
point (belief and time).
Using βct , we compute the probability that a switch will occur at time t+1
conditioned on the event that a switch has not occurred at a previous stage
during this expansion.
ξt+1 := p (aψ(bt+1, t+ 1) = 1|βct ) =
∫
Pb
I[aψ(b, t+ 1) = 1] · (Φpiψβct )(b) db
(4.5)
The indicator function acts as a filter to select all probability density of the
hyperbelief where the stopping condition aψ is one. Let the probability that
the POMDP will have switched at or before stage t be
pst = P [aψ(bτ , τ) = 1 for τ ≤ t]
We compute this quantity recursively using (4.5)
pst+1 = p
s
t + (1− pst)ξt+1
This equation can be derived from the total law of probability when condi-
tioning on the event that the process has already switched.
We filter βct starting from β
c
0 = β0 = δ(b− b0) using
βct+1(b) =
1
1− ξt+1 I[aψ(b, t+ 1) = 0] · (Φpiψβ
c
t )(b)
3The uncertainty captured by this pdf is due to uncertainty of which switching point
will be reached first. Once one of the switching points is reached, a switch will occur
surely.
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for all b ∈ Pb. This equation is based on the hyperbelief transition operator,
which is the process model for the POMDP description in the hyperbelief
space. The standard operator is modified to remove support from the pdf
at all beliefs that will trigger the switching condition at this particular time
stage. Of course, if probability is removed, this will result in a functional that
is not a pdf, so the expression must be normalized by taking into account
the probability that the process switches at this stage.
At this point, we have discussed a sequence {βct , pst} that computes the
probability that there is a switch by time t, and the hyperbelief for trajecto-
ries that have not yet switched. We can use this sequence to incrementally
compute the expected cost until switch and the pdf of where the switch oc-
curs. Let Jψt denote the expected cost of the POMDP accrued between stages
0 and t if a switch has not occurred. It can be computed using the difference
equation
Jψt+1 = J
ψ
t + (1− pst) Ebt+1|βct+1
[
γt+1 l(bt+1, piψ(bt+1)) | βct+1
]
which adds expected cost at stage t+1 to the expected cost accrued through
stage t. The pdf over the switching point, defined on the space Pb×Z+, can
be incrementally constructed as t increases with the first t elements of the
sequence {βct , pst}, i.e.,
βψ(b, t) = (1− pst−1) · I[aψ(b, t) = 1] · βct (b)
for b ∈ Pb.
This construction procedure terminates when pst = 1, as a switch will
have occurred on all trajectories. At this point, no additional cost will be
accrued before switching (so Jψt = Jψ) and the switching pdf construction
will be complete, so the computation of the expansion operator is complete.
However, there is no explicit guarantee pst will equal one in finite time, and
examples can easily be constructed where an infinite number of steps is re-
quired to guarantee a switch will occur, e.g., any event that can be shown
to occur almost surely, but not surely. In practice, for this framework to be
useful, local policies should be designed to enforce a finite stopping time for
all trajectories.
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4.3.2 Approximating the Expansion Transformation
Unfortunately, the exact procedure discussed in Section 4.3.1 cannot typically
be achieved in practice. Simulating the system in the hyperbelief space re-
quires us to account for all system trajectories. For example, in the discrete
POMDP case, this means accounting for O(|Y|t) trajectories in the belief
space, where t is sufficiently large to guarantee pst = 1. As the number of
stages for which the local policy executes increases, the number of resources
needed exponentially increases.
We propose an algorithm to approximate ϑ using a sampling approach.
This core tool for approximating Jψ and βψ is based on a set of Monte
Carlo experiments. An approximation based on a set of Monte Carlo random
walks may be particularly useful if the approximation will be computed (and
refined) incrementally, rather than in a single block of computation. A more
elegant solution for the case of a fixed amount of computation per expansion is
based on hyper-particle filtering, which refers to particle filtering on the belief
space and was discussed in Section 2.4. Hyper-particle filtering can enforce
some dissimilarity between the sample paths simulated, which can result in
a better approximation using a similar amount of computation resources to
a random walk. For this reason, we typically choose an approach based on
hyper-particle filtering.
Although our algorithm is similar in principle to the one presented in
Section 2.4, we must incorporate additional bookkeeping to account for the
switching time being a random variable. This is completely analogous to
the method of Section 4.3.1, where we augmented the standard hyperbelief
filtering equation to compute the expansion. The difference between the
method of this section and Section 4.3.1 is that a particle filter approximation
of the pdf βct will stand in for the exact pdf.
Algorithm 4.1 specifies our approximation algorithm for ϑ explicitly. The
algorithm essentially constructs and iterates approximations of the sequences
discussed in Section 4.3.1, by approximating βct by constraining it to the
parametrization given in (2.7). Because we cannot evaluate all sample paths,
the function SampleObservations is introduced that chooses observations by
Monte Carlo experiments. Although many sampling algorithms have been
explored for particle filtering, a good estimate can often be obtained for
POMDP systems by sampling a sufficiently large number of observations
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Input: b0, ψ
Output: βˆψ, Jˆψ
Jˆψ ← 0, βˆψ ← ∅
t← 0, pˆst ← 0
βˆc0 ← {(b0, 1)}
while pˆst < 1 do
βˆct+1 ← ∅
cˆ← 0
ξˆt+1 ← 0
foreach (b
(i)
t , w
(i)
t ) ∈ βˆct do
ut ← piψ(b(i)t )
cˆ← cˆ+ l(b(i)t , ut)w(i)t
Y ← SampleObservations(ut, b(i)t , Nobs)
foreach yt ∈ Y do
bt+1 ← φyt,utb(i)t
py ← 1′Oy,uTubt
if aψ(bt+1, t+ 1) = 1 then
βˆψ ← βˆψ ∪ {(bt+1, t+ 1, (1− pˆst)pyw(i)t )}
ξˆt+1 ← ξˆt+1 + pyw(i)t
end
else
βˆct+1 ← βˆct+1 ∪ {(bt, pyw(i)t )}
end
end
end
Jˆψ ← Jˆψ + (1− pˆst)γtcˆ
pˆst+1 ← pˆst + (1− pˆst)ξˆt+1
t← t+ 1
ResampleParticles()
NormalizeParticleWeights()
end
Return {Jˆψ, βˆψ}
Algorithm 4.1: ExpansionApproximation
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(Nobs) from fyt|Tutbt,ut where ut is chosen with respect to the local policy being
simulated. The functions ResampleParticles and NormalizeParticleWeights
are standard particle filtering operations that restrict the size of the param-
eterization by discarding particles and scale the particle weights to ensure
that the sum of the weights in (2.7) is one. There are many sampling meth-
ods that can be used for ResampleParticles, but typically sampling without
replacement on pmf defined by the particle weights is sufficient for many
POMDP systems.
Now that the expansion operation has been defined and computation and
approximation methods have been discussed, we discuss optimization of the
switching law.
4.4 Optimization of the Switching Law
In this section, we develop an optimization method for a switching law of a
switched policy with fixed local policies. We begin by discussing an infeasible
optimization procedure, based on value iteration, that is illustrative of our
general approach on this problem. In practice, we use an approach inspired by
this one but based on sampling and approximation. We discuss this method,
which is one of our main results, in Section 4.4.2 and a data structure to aid
the method in Section 4.4.3.
4.4.1 An Illustrative but Infeasible Optimization Procedure
The goal of this section is to cast the switching law optimization in the famil-
iar context of value iteration, and highlight the non-standard considerations
that differentiate this process from standard value iteration. Recall that in
Section 4.2 we developed a version of the stochastic Bellman equation suit-
able for computation of a policy value function for a switched policy. By
analogous development, we can write a version of (4.4) for the optimal pol-
icy. Then, the value function V , restricted to a switched policy with fixed
local policies, satisfies
V (b) = min
ψ∈Ψ
{
Jψ(b, piψ) +Mb,ψV
}
(4.6)
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Thus, if we can find a V that satisfies this equation we can synthesize an
optimal switching law α∗ using
α∗(b) = arg min
ψ∈Ψ
{
Jψ(b, piψ) +Mb,ψV
}
(4.7)
with that V . Since we minimize over ψ, we are essentially choosing the best
local policy to be switched to at every belief and using that policy in the
switching law for pi.
Since we typically cannot solve for V in closed-form, one way to compute
it is by value iteration (discussed in Section 3.3.1). This entails an iterative4
approximation Vˆ i to V where
Vˆ i+1(b) = min
ψ∈Ψ
{
Jψ(b, piψ) +Mb,ψVˆ
i
}
(4.8)
Previously, we have used subscripts to notate time stage indices of the pro-
cess (and conceptually related quantities). Here, we will use superscripts
to denote the evolution of the value function approximation and computed
policy with respect to iterations of the optimization algorithm. Once Vˆ i has
converged to satisfy (4.6), we use it in (4.7) to compute an optimal switching
law.
While this algorithm is theoretically appealing, there are severe problems
with both the tractability and feasibility of the exact approach. Firstly, b is
a continuous space. Even taking advantage of known structure of the value
function under the class of belief-feedback policies (without a restriction to
using a switched policy with fixed modes), representation of V can be prob-
lematic. Secondly, computation for this procedure is prohibitively expensive.
In the following section, we present a sampling-based, anytime approach to
approximate this procedure.
4.4.2 Learning a Switching Law by Sampling
Th method discussed in Section 4.4.1 is theoretically sound, but not practical
for implementation. The core idea of our solution approach, explicitly de-
scribed in Algorithm 4.2, is to implement a version of the algorithm specified
4The initial condition of the recursion depends on whether the cost function is dis-
counted or total cost with retirement.
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by (4.6), (4.7), and (4.8) that can be computed in an incremental, sampled
manner. The rate at which the algorithm can learn policy improvements
can be increased by reusing simulations of expansions for beliefs close to one
another in the belief space.
We augment our initial approach by maintaining a set of beliefs where we
observe a switch may occur, denoted Bi. Also, for each b ∈ Bi, we retain the
set of local policies we have expanded from that point, denoted E i(b). We will
also mark one policy from Ψ as special, and refer to it as the terminal policy
ψterm. This policy will act as the default solution for beliefs where we have
not sampled a better local policy. Define the terminal cost function ζ(b) as
the expected cost-to-go of using ψterm at b. For the purpose of this discussion,
we will consider this to be the exact expected cost-to-go, but in practice many
choices for ζ are useful. Computing the terminal cost is discussed further in
Appendix E. The initial condition of our iterative algorithm is then
B0 = {b0}
E0(b) = {ψterm}
with the initial switching law satisfying
α0(b) = ψterm
for all b ∈ Pb.
At iteration i, we sample a belief bi from Bi−1 and an unexplored local
policy ψi from Ψ/E i−1(bi). We then compute the expansion ϑ(bi, ψi). We
record the support of the expansion’s stopping pdf marginalized over time as
the set
Bbi,ψi =
{
b ∈ Pb :
+∞∑
t=0
βψi(b, t) > 0
}
where βψi is conditioned on starting from b
i. This is the set of (possibly)
newly explored beliefs where a switch may occur. Thus, we combine this set
with Bi−1. Additionally, the local policy is added our set of expanded local
policies for bi.
Bi = Bi−1 ∪ Bbi,ψi
E i(bi) = E i−1(bi) ∪ {ψi}
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We then compute a Vˆ i that satisfies
Vˆ i(b) = min
ψ∈Ei+1(b)
{
Jψ(b, piψ) +Mb,ψVˆ
i ψ 6= ψterm
ζ(b) ψ = ψterm
(4.9)
for b ∈ Bi. For those beliefs, this is the value function under a stronger
policy restriction, i.e., restricted to the belief and local policy combinations
sampled thus far. We then compute the ith switching law, and thus specify
a switched policy pii, based on Vˆ i.
αi(b) = arg min
ψ∈Ei+1(b)
{
Jψ(b, piψ) +Mb,ψVˆ
i ψ 6= ψterm
ζ(b) ψ = ψterm
(4.10)
Of course, the switching law is ambiguous for switching beliefs we have not
touched with our optimization algorithm, so we choose to use the terminal
policy, i.e.,
αi(b) = ψterm
at all beliefs that have not yet been explored. As i → +∞, with an appro-
priate sampling algorithm we will reach all beliefs where a switch may occur
with probability one.
Thus far, we have altered the ordering of how the optimal policy is com-
puted, but so long as every belief and policy combination is sampled we have
not disrupted any convergence to an optimal switching law. Here, we intro-
duce our first approximation. Computing expansions exactly is expensive, so
we employ the approximation method described in Section 4.3.2 to replace
(4.9) and (4.10) with
Vˆ i(b) = min
ψ∈Ei+1(b)
{
Jˆψ(b, piψ) + Mˆb,ψVˆ
i ψ 6= ψterm
ζ(b) ψ = ψterm
αi(b) = arg min
ψ∈Ei+1(b)
{
Jˆψ(b, piψ) + Mˆb,ψVˆ
i ψ 6= ψterm
ζ(b) ψ = ψterm
We use Algorithm 4.1 to compute Jˆψ and Mˆb,ψ. We have essentially replaced
the exact expansion cost and switching pdf with particle filtered estimates.
Thus, if an appropriate data structure is chosen to store the parameters of the
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Input: b0, Ψ, ζ
Output: piout
Bˆ0 ← {b0}
Eˆ0(b0)← ∅
for i = 1 : anytime do
{bi, ψi} ← SampleBeliefAndPolicy(Bˆi−1, Eˆ i−1,Ψ)
{βˆψi , Jˆψi} ← ExpansionApproximation(bi, ψi)
Bˆbi,ψi = ∅
foreach br ∈ βˆψi do
bs ← arg minb∈Bi [ρ(br, bs)]
if ρ(br, bs) < b then
br ← bs
else
Bˆbi,ψi ← Bˆbi,ψi ∪ {br}
Eˆ0(br)← ∅
end
end
Bˆi = Bˆi−1 ∪ Bˆbi,ψi
Eˆ i(bi) = Eˆ i−1(bi) ∪ {ψi}
Vˆ i ← OptimizeGraph()
pii ← ExtractPolicy(Vˆ i, Bˆi, Eˆ i)
end
return pianytime
Algorithm 4.2: Anytime POMDP Optimization
expansions performed, the value backup and switched policy computation can
be performed with small cost at each iteration. Thus, we turn our attention to
building a data structure to capture the approximate evolution of a POMDP
that can be augmented incrementally for incremental learning of a switched
policy.
4.4.3 Building a Switched Policy Learning Data Structure
We implement the method discussed in Section 4.4.2 with Algorithm 4.2.
This is an anytime algorithm, so sampling and policy improvement continues
until an external signal is sent to stop optimization, or some preset (but not
algorithm specific) condition is met. A belief and local policy are sampled
at each iteration. This method can be problem dependent, but care must
be taken in every case to ensure that the set of beliefs that will generate an
61
b0
Figure 4.1: Switched Policy Learning Data Structure
effective switching law are sampled sufficiently often. We discuss sampling
algorithms more in Appendix F.
Once we have sampled the domain parameters of an expansion, we use
Algorithm 4.1, referred to as ExpansionApproximation, to compute the ap-
proximate switching points and expected cost until switching. Beliefs in the
support of the switching points are then added to or associated with be-
liefs already in B. We do this by computing the distance between each new
switching point and previously reached switching points with respect to dis-
tance metric ρ. Sufficiently close beliefs, with respect to a threshold b, are
approximated to be identical. If no previously reached switching point is
sufficiently close, we add this new switching belief to B. This approximation
is justified in Chapter 6. Finally, graph optimization (the OptimizeGraph
operation of Algorithm 4.2) is used to compute the value function over the
beliefs we have stored, which is an approximation to the true value function
for the current switched policy. This approximated value function is used to
choose a new switching law.
The beliefs and expansions are stored on an augmented graph structure.
Consider Figure 4.1, which represents the data structure. Our augmented
graph is composed of vertices (indicated in the figure with green circles),
edges (indicated by thin lines), and edge bundles (indicated by thick lines).
Essentially, an edge bundle has a single source vertex but many edges depart
the bundle and have different target vertices. Every belief in B is associated
to a vertex on the graph. Every expansion is associated to an edge bundle,
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and each sample path in the expansion corresponds to an edge in the bundle.
Each vertex, edge, and edge bundle has associated data. Vertex data includes
the associated belief and computed value under the current switched policy
at the associated belief. Edge bundles store the local policy used in the
expansion and expected cost until switch. Edges store the number of stages
elapsed in the sample path, and weight (likelihood) of the sample path. The
sum of the weights on the edges emanating from a bundle is one, as this
collection of sample paths represents the hyperbelief evolution of the system.
This data is sufficient to compute the value function on the graph using
value iteration or Bellman-Ford (if negative cost is possible) at each iteration.
In practice, we use a more efficient method that queues up a list of vertices
where the computed value may be out of date. Vertices will be added to
the queue if a new expansion emanating from the associated belief is added
to the data structure. Then, OptimizeGraph computes the value at that
vertex. If the value is improved at that vertex, then all source vertices for
edges whose target vertex was just improved are added to the queue. This
procedure continues until the queue is empty. Examples can be constructed
where this algorithm touches as many vertices as standard value iteration,
but in practice it performs significantly better in most cases and does no
worse.
Simulating the system to find the expected cost until switch and switching
set for expansions is, by far, the operation that requires the majority of com-
putation resources throughout execution of the algorithm. By building this
data structure, we are able to avoid re-computing expansions by trading stor-
age space (required to keep a parameterization of all expansions on a graph)
for number of computing operations (required to re-compute expansions at
every optimization iteration). This data structure we build represents the
evolution of the POMDP, given particular policy decisions (switching laws)
are chosen.
Finally, as the number of beliefs (associated to vertices in the graph) in-
creases, a significant amount of effort must be devoted to computing the
nearest neighbor for new beliefs entering the graph. Unfortunately, as the
dimension of the space is |X |, for most large POMDPs the benefit of using
nearest neighbor data structures, e.g., KD-Trees, over brute force computa-
tion is negligible (and in many cases brute force is more efficient). One can
make significant progress by projecting each belief onto a parameterization,
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e.g., the first n moments of the belief pdf, and using a metric on that param-
eterization to determine closest belief. If a small number of moments, e.g.,
n < 10, can be used without sacrificing representative quality of the beliefs,
then a nearest neighbor data structure again becomes useful. As these issues
appear to be a computational bottleneck for our proposed method, future
exploration will be required.
Once the final switching function needs to be used, it can be extracted
from the data structure. A switching function can be represented as a map
from every b ∈ B to a local policy in Ψ. If a switch occurs at a belief within b
of a belief in B, the local policy associated to the closest belief in B is chosen
as the next local policy. If no belief is available within b, the terminal policy
is chosen as the local policy and no future switches occur.
4.5 Discussion
We have presented a method that has been verified experimentally (see Chap-
ter 5), but important questions still need to be considered. In particular,
sampling and nearest neighbor approaches seem to be direct avenues for im-
mediate improvement in both speed of the algorithm and the corresponding
performance results.
Because we use hyper-particle filtering to approximate expected cost until
switch and a pdf over switching locations, we do not get the exact cost or
behavior on our graph edges. Since these approximations are based on Monte
Carlo sampling, in some (rare) cases, chance may promote a lower-quality
edge (corresponding to the incorrect choice of a local policy at a point) above
a better edge due to approximation error. Currently, there is no mechanism
by which to fix this problem with additional sampling. But, the problem can
be alleviated by adding steps to resample edges and refine the approximation
errors.
While the approximation of condensing beliefs close to one another, i.e.,
considering bs and br equivalent if ||bs−br|| ≤ b, has not yet been justified, we
provide an analysis of why this is (usually) a safe approximation in Chapter 6.
We justify this by studying the perturbation from b to b′ = b + ∆b where
||∆b|| is small, and characterizing how the POMDP evolution and cost of that
evolution will change over multiple stages. We have performed this analysis
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for discrete systems, and a similar analysis seems promising for continuous
systems. However, performing the analysis for continuous state systems still
remains an open problem.
One advantage of this method is that there is an inherent possibility for
re-use of computation. While a graph is built from a specific b0, restarting
the optimization procedure with the data structure already in place from a
different b′0 has a potential to be significantly faster, in many cases. Thus,
this has a potential to become a multi-query method, rather than optimizing
for a single policy and single starting belief.
With multi-core and multi-processor computing becoming ubiquitous, an
increasingly important issue in algorithms is the ability to parallelize. Our
method can be parallelized by sampling multiple expansions at each iteration
and evaluating those approximate expansions in parallel. In our experiments,
we have seen significant performance increases from this, and it bodes well
for using this algorithm on very large POMDPs requiring a supercomputer
or cluster of computers to solve.
One important theoretical point is that the switching law of a switched
policy could also be optimized using a standard optimization approach, i.e.,
optimizing single controls, on a modified version of the POMDP model. We
essentially optimize a transformed POMDP process where switching choices
correspond to individual controls and the range of the expansion operator
specifies the one-stage transition probabilities and expected cost. However,
it is important to note that this transformation process is non-trivial, as is
explicitly shown in Section 4.3. This is largely due to the facts that sequences
of controls specified by a local policy are not fixed a priori and local policies
may evolve for differing amounts of time until switching, even when starting
at the same belief over multiple trials. Thus, computing this transformation
as a pre-processing to another POMDP optimization routine is typically not
feasible. Our method allows interweaving computation of this transforma-
tion with the optimization process which is essential for a sampling-based
approach. Essentially, we compute the pieces of the transformation we need
for the optimization in a just-in-time fashion, according to the samples drawn.
Of course, one could suggest a simpler transformation, e.g., fixed control
sequences for a fixed time horizon. However, we argue that both fine-grained
feedback control and event-based switching conditions are often essential to
a good control strategy. Thus, we place the burden of computing a compli-
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cated transformation on our optimization algorithm, rather than choosing
to constrain our switched policy to a family that allows re-writing of the
POMDP by a simple transformation rule.
In the subsequent chapters, we present results of this algorithm on discrete
systems (Chapter 5), an analysis of the robustness of the algorithm (Chap-
ter 6), and a solution to the minimum uncertainty robot navigation problem
based on this approach (Chapter 7).
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CHAPTER 5
DISCRETE POMDP EXPERIMENT
RESULTS
Chapter 4 described a method for learning a switched policy for POMDP
problems. This chapter presents results of this method on discrete state,
observation, and control POMDP problems. These results demonstrate the
viability and scalability of our method. We begin in Section 5.1 by discussing
our approach as applied to several POMDP benchmark problems, which is
done to demonstrate that our results are commensurate with the results of
other POMDP solvers on established problems. We then present results on a
more interesting system, a resource allocation problem modeled after a team
of robots attempting to extinguish a forest fire, in Section 5.2.
5.1 POMDP Benchmark Problems
Often when proposing a new POMDP algorithm, investigators test their
algorithms against other algorithms in the literature using benchmark prob-
lems specifically designed for POMDPs, e.g., Rock Sample, Maze20, Hall-
way2, Tag, Tiger-Grid, Fourth Floor, Underwater Navigation. Descriptions
of these problems can be found in [28, 29, 30, 32, 31]. However, these existing
benchmark problems are not well suited for evaluating our approach. The
core idea of our algorithm is to exploit domain knowledge about problems
and use statistical methods to analyze the result of applying local policies
generated from that knowledge. Testing our method on benchmark prob-
lems requires local policies with specific knowledge about the problem at
hand, while other methods will not necessarily utilize any domain knowl-
edge. Thus, one must take care in comparing the results of our algorithm to
those of other algorithms. Furthermore, the greatest strength of this method
is that it allows us to consider problems that require solutions whose controls
at the current stage are chosen with respect to consequences many stages in
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Figure 5.1: POMDP Benchmark Problems
the future (i.e., long horizon). The benchmark problems do not emphasize
this criterion because they do not require a long planning horizon. Despite
these difficulties, it is still useful to present the results of our method being
applied on benchmark problems as it establishes that, given properly chosen
local policies, our algorithm can achieve results commensurate with other
methods in the literature. We have selected three benchmark problems and
present our results in this section.
Our experimental procedure involved generating 20 policies for each prob-
lem. (Since we used a randomized sampling-based approach, each run of the
optimization algorithm tends to produce a slightly different policy.) We then
used Monte Carlo simulation of sample paths to generate an estimate of the
expected reward using each policy. The number of trials was dynamically
selected to be sufficiently large to guarantee a reasonably small confidence
interval around the reported average; i.e., we continued simulation until the
size of the confidence interval of the estimated expected value fell below a
preset threshold. These estimates are then averaged to produce an average
expected reward for policies generated using our method. This is the number
we report for the problems discussed below, and they are listed in Table 5.1
alongside comparison numbers from the literature. While we have discussed
cost throughout this dissertation, these problems are reward-based.
The Maze20 problem, first described in [58], models a robot navigating
a maze. The robot moves on a grid and transitions between adjacent cells
unless there is a wall between grid cells, and can check (probabilistically)
if there are walls in the north-south directions or east-west directions. The
maze is shown in Figure 5.1(a). The robot has an initial belief in being in
a corner, but does not know which one, and is rewarded for moving to the
goal cell which is marked ‘G’ in Figure 5.1(a). To solve this problem, we use
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a number of local policies. Specifically, we use policies that
• act greedily, i.e., choose the control that maximizes the immediate re-
ward.
• minimize the next-stage expected entropy.
• estimate the maximum likelihood state and, taking that estimate as
ground truth, follow the optimal path to the goal.
• use the optimal control for the approximation of the problem that as-
sumes the state will be perfectly observable after the next move (MDP
approximation).
• localize the robot, i.e., specifically perform actions that allow the robot
to determine its location (as much as possible).
Although these policies definitely include “domain knowledge” about the
POMDP problem, we would like to emphasize that these policies can be easily
chosen, defined, and implemented. None of the local policies by itself is able
to compete with the switched policy, and the largest part of the optimization
procedure involves composing these local policies into a switched policy.
The Underwater Navigation problem is an instance of the well-known
coastal navigation problem, and is discusssed in [32]. It describes an au-
tonomous underwater vehicle (AUV) attempting to navigate to a goal region
while avoiding collision with rocks. The robot moves on a grid, and a map
that has been reduced in size from the version solved (which is 51 grid cells
by 52 grid cells) is shown in Figure 5.1(b). The goal region, marked with
‘G’, is located to the east of the (uncertain) initial position, marked with ‘S.’
The robot can only localize itself at the north and south of the map in the
Table 5.1: Comparison results on benchmark problems and comparison
citation
Problem Reward (Our Method) Reward (Comparison)
Maze20 36.834 54.13∗ [58]
Underwater Navigation 773.32 722.59 [32]
RockSample 13.697 21.27 [32]
* Indicates a computed lower bound on expected reward under the optimal policy,
not the result of a computed policy.
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cells marked ‘O.’ The controls available to the AUV are moving north, south,
east, northeast, southeast, and staying in place. From inspection of the prob-
lem, it is fairly clear the AUV should either move north, south, northeast, or
southeast until it is able to localize itself, or move east until it reaches the
goal or hits a rock. Thus, for this problem we choose local policies that move
north, south, northeast, or southeast until the entropy of the belief drops to
zero and a local policy that moves right for a fixed number of steps. Since
the optimal policy is fairly simple for this problem, the algorithm converges
to a good solution very quickly.
The RockSample problem models rover science exploration, and the prob-
lem is illustrated in Figure 5.1(c). A robot moves on a grid attempting
to “sample” interesting rocks by moving to them and performing a sample
operation. The robot earns reward if the rock it samples is “good” and is
penalized is the rock is “bad.” A check action can be used to ascertain if the
rock is good or not probabilistically, and the measurement becomes better
as the distance between the robot and the rock decreases. For this problem,
we used local policies that check the rocks in the vicinity of the robot and
approach rocks and sample them (if they are likely to be good).
Thus, using our method and simple local policies we are able to achieve
comparable performance to the best results in the literature. On the prob-
lems discussed above, the average expected reward is at least two-thirds of
the best result in the literature, and in one case exceeds the best published
result. This demonstrates that our algorithm can be used to optimize some
benchmark POMDPs comparably with other POMDP solvers in the litera-
ture. Of course, we do not expect to achieve better rewards than POMDP
solvers that optimize stage by stage, and do not restrict POMDP trajectories
along local policies. Instead, the primary advantage of our method is that
it can be scaled to very large problem sizes, beyond which POMDP solvers
that optimize stage by stage can successfully handle. In the next section, we
demonstrate the scalability and utility of our method for solving very large
POMDP systems.
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5.2 The Forest Fire Fighter’s Problem
In this section, we present a POMDP problem we have formulated and then
demonstrate our algorithm’s effectiveness. The target application for this
method is planning policies for a group of robots attempting to control a
random process. We tested our algorithm on a multi-robot task on a grid
workspace. The robots’ goal is to coordinate to manipulate a stochastic
process inspired by the spread of a fire evolving on the robots’ workspace.
The robots will attempt to contain and extinguish the fire. The size (state,
control, and observation space dimension) of this POMDP is much larger
than other discrete POMDP models presented in the literature and, to the
authors’ knowledge, no result has been published on a system this large to
date. We first describe the formulation of the problem at a high level and
then present the results of application of our algorithm to this POMDP.
This problem provides an excellent example of how a seemingly innocu-
ous planning problem can become combinatorially complex. Consider the
example of 10 robots on a workspace of a 25×25 two-dimensional grid, try-
ing to optimize a cost function, a problem with small size in many robotics
contexts. If every robot can move to any of its neighboring cells, the set
of controls has 230 possibilities to evaluate. If we have no additional way
to prune this set, a naive or brute-force approach will require checking 230
controls to compute a 1-step optimal policy. In fact, if we sample this set
uniformly without replacement we will need 228 samples in order to achieve
only a 0.25 probability of finding the optimal one-step action. While the
problem is already expensive for one stage, if planning is to occur over multi-
ple stages we must consider an exponential branching of possibilities due to
the exponentially growing set of possible sequences of observations. Despite
these difficulties, our method is able to make significant progress on this hard
POMDP problem.
5.2.1 System Model
We model the workspace as an M1 × M2 grid and place N robots on the
grid. Thus, a state x ∈ X specifies whether each grid cell is on fire and,
for each robot, the grid cell in which it resides. This implies the number of
states is 2(M1·M2) · N(M1 ·M2). For example, for the case of 10 robots on
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a 25 × 25 grid there are approximately 8.7 × 10191 states. We model the
robots acting deterministically, but each robot has a limited range of view.
Thus, even when sensor readings are combined, the state of the fire typically
remains only partially observed. To discuss the problem in a concise manner,
we introduce a number of operators to extract specific information from a
state. The indicator function cij(x) specifies if grid cell at (i, j) is on fire
for state x. The operator rn(xt) returns the location of robot n in the grid.
We define Rij(x) to be the indicator function that returns one if and only if
rn(x) = (i, j) for some 1 ≤ n ≤ N .
Each robot is allowed to move according to the equation
rn(xk+1) = r
n(xt) + u
n
t
where unt can take values that allow movement to the eight-point connected
cells on the grid. Note that there is no noise in the robot motion model, and
the uncertainty in the process model comes from the stochastic evolution of
the fire.
We model the fire as a simple graph diffusion process. If a cell catches
fire, it will remain on fire until it is extinguished by a robot. This can be
expressed in terms of the state evolution as
p
(
cij(xt+1) = 1|Rij(xt) = 0, cij(xt) = 1
)
= 1
If a robot does reach a cell that is on fire, it extinguishes the fire on at that
cell with probability one. This can be expressed as
p
(
cij(xt+1) = 1|Rij(xt) = 1
)
= 0
Finally, if a cell is not on fire and no robot is present, it may catch fire with
probability related to fire in the four-point connected adjacent grid cells.
Specifically,
p
(
cij(xt+1) = 1|Rij(xt) = 0, cij(xt, ) = 0,xt = x
)
=
∑
(a,b)∈G
[
s(a, b, i, j)cab(x)
]
where G is the four-point connected neighborhood around cell (i, j). The
function s maps two grid locations to [0, 1
4
] and encodes the rate of spread
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between neighboring cells. Using these probabilistic relationships for all cells
and robots allows us to formulate the process model for the POMDP.
Each robot can see, deterministically, a limited distance oc around itself
and each visible cell can be observed to be on fire or not. Thus, an observation
is an M1 ×M2 length binary vector. Let yij(xt) indicate the binary value
associated to cell ij; then
yij(x) =

cij(x) if ||(i, j)− (i′, j′)||∞ < oc for any (i′, j′) s.t. Ri′j′(x) = 1
1 otherwise w.p. 1
2
0 otherwise w.p. 1
2
Thus, robots can observe the fire perfectly if it is close, but have no informa-
tion about cells that are far away from all robots. The observation space is
large, i.e., on the order of 2(o
2
c−1)N . Using these probabilities we can generate
the observation model for the POMDP.
5.2.2 Cost
Qualitatively, we want the robots to exhibit behavior to achieve two comple-
mentary tasks. The robots should, if possible, completely extinguish the fire.
While doing so, the robots should protect more valuable regions of the grid
while completing the first task, or focus solely on this goal in the case where
the first task cannot be completed. We express this in terms of a one-stage
state cost function
lX (x) =
∑
(i,j)
aijcij(x)
where aij ∈ R+ is a set of values that weights the relative importance of
different grid cells. If we store the binary components of the state corre-
sponding to fire at grid cells in a vector, this can be expressed as a vector
multiplication. This can be converted to our standard one-stage belief cost
by taking the expected state cost.
l(b, u) =
∑
x∈X
lX (x)b(x)
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We can then write this as a total cost with retirement problem, i.e., (3.4),
choosing the retirement cost to correspond to the amount of fire remaining.
5.2.3 Belief Representation
The full belief vector is large (length the size of the state space) and the
number of nonzero components, the support of the pmf, typically grows ex-
ponentially as time evolves. Even though this could be represented as a
vector, for implementation this approach is not feasible. Instead, we utilize a
particle filtering approximation (see Section 2.4) to both contain the growth
of the support of our belief vector and also maintain a representative set of
samples. The only modification to the standard particle filtering algorithm is
to take multiple samples from the process model in the transition probability
phase and to sample without replacement.
5.2.4 Policies
The policies we have chosen are simple to compute and designed to be nearly
decentralized; i.e., each robot acts with minimal need to check the controls of
other robots. However, policy sampling operations, such as choosing targets
for robots, are designed to create high-level cooperation between robots when
a new policy is applied, e.g., coordinating which robots will attack different
portions of the fire.
For brevity, we will not give explicit algorithmic specification of our poli-
cies, but instead describe them at a high level. We include parameterized
policies that direct robots to target regions in the space. Those targets are
sampled in a number of different ways, one example being sampling on the
perimeter of the fire. Other policies direct robots to the nearest grid cell
where there is a nonzero probability of fire, instruct robots to stay in place
unless they are able to attack fire in the immediate vicinity, move robots
around the perimeter of the fire, and attempt to cluster the robots at various
targets in the workspace. The terminal policy uses a brushfire expansion,
[56], on the workspace grid. A potential function is computed that draws
robots to cells with nonzero probability of fire. Robots follow this gradient
to find and extinguish fire. Note that the terminal policy we used is not
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Figure 5.2: Initial Belief States for Experiments
the typical greedy policy with respect to the cost function. This is because
when no robot is directly adjacent to a cell containing fire, the gradient in
the cost function is zero. This prevents the robots from making progress at a
large number of belief states and severely limits the usefulness of the policy.
However, our terminal policy is equivalent to the greedy policy at all places
where the greedy policy has a nonzero gradient in cost. The retirement con-
dition for the system occurs when we are applying the terminal policy and
(i) the probability of fire in all cells is zero for the current belief or (ii) the
sum of the expected value of fire over all cells exceeds some proportion of the
number of workspace cells, i.e., the robots will not be able to recover and fire
has taken over the workspace.
5.2.5 Experiment Results
To demonstrate the method, we chose four initial conditions where M1 =
M2 = 25, N = 14 (Experiments 1-4) and one where M1 = M2 = 100,
N = 70 (Experiment 5). The initial conditions are shown in Figure 5.2.
In these figures, the intensity of the red values in the table represent the
probability of fire with red corresponding to probability one. A lighter red
corresponds to lower probability values, but for visualization purposes the
probability is scaled between intensity of one half and one instead of zero
and one. A black cell indicates the cell contains at least one robot. A white
cell indicates zero probability of fire and no robot is present. The transition
probabilities for fire from cell to cell were uniform throughout the workspace,
i.e., s(i, j, a, b) constant for all (i, j), (a, b).
We ran a number of trials on each experiment setup and the results of
Experiments 1-4 are reported in Table 5.2. Unfortunately, finding a lower
bound on cost by computing the value for the fully observed, MDP version
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(a) Result of single long run (b) Averaged result over all trials of Experi-
ments 1, 3 and 4
Figure 5.3: Plots of V (b0) vs. Iteration
Table 5.2: Cumulative results of Experiments 1-4
Experiment 1 2 3 4
Number Trials 10 6 10 10
Number Iterations 200 50 200 200
Avg. Greedy Cost 782,870.8 56,151.1 427,015.0 484,236.9
Avg. Final Cost 18,860.5 34,066.5 164,694.0 52,459.5
Std. Dev. Final Cost 8,370.4 10,918.7 8,500.1 13,071.4
Avg. Time/Iteration1 565.2 (s) 514.8 (s) 213.1 (s) 391.9 (s)
of the problem is still prohibitively expensive. Thus, we use the expected
cost with a greedy policy as a baseline for comparison. Plots of the aver-
age expected cost versus number of iterations, averaged over all trials, for
Experiments 1, 3, and 4 are shown in Figure 5.3 (b). In Figure 5.3 (a) we
show the expected cost versus the number of iterations for a single trial with
an extended number of iterations. The tests were conducted on workstation
class computers.
The experiments demonstrate a significant reduction in expected cost from
the greedy policy in each of the experiments. Moreover, the starting condi-
tions for each of the experiments vary greatly and the observed convergence
of the value suggests the method performs as desired. The resulting policies
often represent behavior that may be counterintuitive. For instance, in Ex-
periment 2 the robots start beneath the fire in the right-hand corner. The
initial greedy policy attacks the fire by moving directly towards the fire, from
1Only trials computed on identical hardware used.
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the bottom. However, a plan is found that manages to extinguish the fire
with a significantly lower cost. The robots are able to achieve this reduc-
tion in cost by first circling above the fire on the top and right, and then
“pushing” the fire down and into the bottom. This type of behavior requires
controls be determined by looking forward a significant number of stages into
the future.
Even though the examples in the first four experiments represent systems
that require significant foresight in the planning algorithm, we also ran an
experiment on an example with a 100 × 100 grid. In this problem, we not
only increased the size of the workspace, but also significantly increased the
number of robots, size of observation space, and initial amount of fire present
in the workspace. For a single trial, over 30 iterations, we noticed a decrease
from the greedy policy value of 2.60 × 107 to 1.70 × 107. The average time
per iteration was 1774.5 (s), but note that this figure is averaged over a small
number of iterations and should be only taken as a relative indication of the
computational requirements of scaling the problem up.
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CHAPTER 6
SENSITIVITY OF DISCRETE STATE
POMDP EXPANSIONS
Simulating an expansion is computationally expensive. Thus, it makes good
engineering sense to re-use the data provided by a simulation to the maximum
extent, and in Chapter 4 we proposed a method to learn a switched policy
that was based on approximation of POMDP evolution, sampling, and re-use
of simulations of POMDP evolution. In order for such a method to be useful
in practice, it must be the case that small perturbations to the beliefs we
analyze will not drastically change the result of the expansion operator.
This is important, firstly, because when we approximate beliefs we unin-
tentionally introduce small perturbations to the true location an expansion
should start from. Secondly, if expansions are very sensitive, it may take a
very long time to get the “right” sample to an inexpensive policy. Finally, we
intentionally introduce perturbations when we collapse nearby beliefs onto
one another to re-use simulation during the learning process. Thus, for our
approach to be successful, it must be the case that small perturbations in
the belief space will not disturb the overall optimization method. We have
found this to be the case experimentally, and can demonstrate quantitatively
why this phenomenon occurs.
In this chapter, we develop sufficient conditions to verify when re-use of an
expansion for nearby starting beliefs is appropriate, and specifically demon-
strate how the cost and stopping hyperbelief estimates vary as a result of the
perturbation. We demonstrate for discrete state systems that the expansion
operator ϑ is typically insensitive to perturbations in the position of the ini-
tial belief. Specifically, we assert that if b and b′ are near to one another in
the belief space, applying local policy ψ to each will yield a similar result,
i.e., Jψ and βψ will be nearly identical. We derive a set of sensitivity equa-
tions that characterize the effect of small perturbations in the belief space,
and discuss how this can be used to ensure the robustness of Algorithm 4.2.
For the purpose of exposition, we will commit to the L1 metric on Pb for
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analysis, but in general any metric can be chosen.
A large part of our gains in Algorithm 4.2 are made by performing tem-
poral abstraction over expansions. Once an expansion is parameterized and
inserted into the graph, computing the value (under the current best switched
policy) at beliefs in the graph can be done in O(1) time with respect to the
number of stages encapsulated by the expansion. In order for the sensitivity
equations to be useful within this framework, they must also be succinctly
parameterizable and computation of the sensitivity with respect to the per-
turbation must also occur in O(1) time. These constraints are both met by
the development in this chapter.
We use a constructive approach to develop the sensitivity equations. We
begin by looking at the sensitivity of the terminal belief of, and cost-to-go
along, a single sample path. Then, we extend the equations for a sample
path to perturbations in the hyperbelief space.
Although these results can be used, in theory, as an algorithmic component
of the learning method, we have found the computational expense tends to
outweigh any performance gains of the method. This is because, typically,
expansions are very insensitive and small approximations tend to just work
without explicit safety checks. Furthermore, since perturbations are small,
the sensitivity equations do not increase performance, except in the case
where a catastrophic mistake is made that propagates all the way to the
policy generated by the algorithm. This case tends to be rare in practice.
Thus, although we have tested (and briefly discuss) how these equations
can be used to improve the algorithm, we offer this analysis mainly as an
explanation of why the algorithm tends to work in practice without sensitivity
bounds.
6.1 Sensitivity of Sample Paths
Define a belief perturbation vector ∆b0 to be any vector in R|X | where b0 +
∆b0 ∈ Pb. The space of perturbation vectors will vary based on the position
of the initial belief being perturbed. We introduce the notation
φ¯y,u := Oy,uTu
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to refer to the unnormalized belief transition matrix.1 Substituting b0 +
∆b0 into (2.4) and expressing the left hand side as the original result plus
perturbation, we get
b1 + ∆b1 =
φ¯y1,u1(b0 + ∆b0)
1′φ¯y1,u1(b0 + ∆b0)
By rearranging terms and concatenating the one stage perturbation expres-
sions (see Appendix C), we can express the resulting perturbation along a
specific t-stage sample path in terms of initial belief and perturbation as
∆bt(∆b0) =
φ¯0:t
(
I − φ¯0:tb01′φ¯0:t
1′φ¯0:tb0
)
∆b0
1′φ¯0:t(b0 + ∆b0)
(6.1)
where
φ¯0:t := φ¯yt,ut−1φ¯yt−1,ut−2 · · · φ¯y1,u0
For the moment, we will assume that the perturbation is sufficiently small so
that the sequence of controls (generated by a belief-feedback policy) does not
change. Equation (6.1) explicitly depends on this assumption, because φ¯0:t
will change if one of the controls in the sequence changes. We will address
this assumption later in this section. The expression ∆bt(∆b0), for a specific
b0, maps ∆b0 to the subset of vectors in R|X | whose components sum to zero
and have no element with magnitude greater than one. We will omit the
argument to ∆bt when it is clear from context.
The denominator of (6.1) is a scalar normalization factor. Thus, it may be
omitted initially and recovered later by projecting the resulting unnormalized
belief back onto the belief space, which is a simplex. This means we can
construct φ¯0:t iteratively as we simulate a sample path using
φ¯0:t = Oyt,utTutφ¯0:t−1
This requires only two (typically sparse) matrix multiplications per stage.
The quantity 1′φ¯0:t(b0 + ∆b0) represents the likelihood of the sample path,
i.e., the likelihood of the sequence of observations observed along this sample
path, and 1′φ¯0:t∆b0 is the change in likelihood of a particular sample path
1Specifically, comparing to (2.4), there is no normalization term to account for the
probability of the observation y.
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sequence.
Computing the sensitivity of the cost-to-go along a sample path is not as
straightforward as the process evolution. For the simplicity of discussion, we
will discuss the case where cost is linear in b, i.e.,
l(b, u) = l(u)′b
where l(u) is column vector of dimension |X |, and ′ denotes the transpose
operator. In general, the overall approach will be useful for any l continuous
in b. Inserting b0 + ∆b0 into (3.2), we find
jt¯(b0,∆b0, pi, y1:t) =
t¯∑
t=0
γtl(u)′(bt + ∆bt) = jt¯(b0) +
t¯∑
t=0
γt l(u)′∆bt (6.2)
where ∆bt is given by (6.1) and u = pi(bt+∆bt). This expression gives an ex-
act compution of perturbed cost, but typically (6.2) cannot be used directly
in practice. To use (6.2) we must compute a term of the summation for every
stage of the sample path. Although possible, this is clearly not compatible
with the temporal abstraction requirements of our learning algorithm. Fur-
thermore, storing a belief perturbation matrix for every stage is typically
not practical for many sample paths encompassing a sizable number of time
steps.
To avoid this difficulty, we use a Taylor series approximation of the term
of (6.2) that results from the effect of the perturbation. One can refine the
approximation with arbitrarily many terms, but here we use a second order
Taylor expansion.2 Define ∆jt¯ and g as
∆jt¯(b0,∆b0) :=
t¯∑
t=0
γt g(b0,∆bt) :=
t¯∑
t=0
γtl(u)′∆bt
for exposition purposes. Then, by computing Taylor expansions of g at each
time step and grouping terms appropriately, we arrive at a Taylor expansion
2The primary motivation for using at least a second order approximation is that the
Hessian matrix is required for our sufficient conditions for insensitivity. Additional preci-
sion is typically not required, particularly as computing and storing higher order Taylor
terms may become prohibitively expensive for systems with large state spaces.
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for the perturbed cost difference
jˆt¯(b0,∆b0) = jt¯(b0) + ∆jt¯(b0,∆b0)
= jt¯(b0) + d(b0)
′∆b0 +
1
2
∆b′0D(b0)∆b0 +O(||∆b0||3)
where d(b0) and D(b0) are a vector and matrix, respectively, whose con-
struction depends only on b0 (and the POMDP model). Thus, to compute
approximate cost perturbations (with error on the order of at most (||∆b0||3),
we are only required to store a matrix and vector per sample path. Further-
more, the matrix and vector can be computed iteratively while simulating a
sample path. The derivation of these terms is given in Appendix D.
These sensitivity equations are complicated by the use of closed-loop con-
trol policies, e.g., in expansions. We have developed the sensitivity equations
assuming the control will not change due to perturbation, which gives us an
an implicit assumption that pi(bt + ∆bt) = pi(bt) for small ∆b0. This assump-
tion is present in (6.2), as a different cost vector will be present for different
control, and in (6.1), as a different control yields a different belief transition
matrix and, in general, may invalidate the sensitivity equation for the re-
mainder of the sample path. We will address this assumption in Section 6.3.
6.2 Sensitivity of Expansions
For POMDPs with discrete and finite observation space, the hyperbelief will
have only a finite number of support points for finite time horizon T . Thus,
we can use (6.1) directly to characterize the perturbation of those support
points and the likelihoods at those points. For POMDPs with continuous
observation space, we can use (6.1) to express the perturbation to the con-
tinuous hyperbelief pdf point-wise. It is important to note that the equations
below hold exactly for discrete and finite observation space POMDPs, but
typically they will be used as an approximation, as one will typical employ
hyper-particle filtering to approximate the evolution of the system. Thus,
even for continuous observation space POMDPs these equations are a viable
way to compute hyperbelief perturbations in approximation.
We can characterize the sensitivity of the hyperbelief process using (6.1).
This requires us to recognize that for a discrete POMDP, the hyperbelief can
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be equivalently characterized as a set of beliefs resulting from a collection of
sample paths and the likelihoods of those sample paths, i.e.,
βt(b0,∆b0) =
∑
i
[wit + 1
′φ¯0:t∆b0]δ
(
bit + ∆b
i
t(∆b0)
)
Sensivity for the expected cost function can also be written as an expectation
over a set of sample paths.
JT (b0, pi) = Ey1:T |b0,pi
[
T∑
t=0
γtl (pi(bt))
′ bt, |b0, pi
]
=
∑
y1:t
[
py1:t|b0,pi (y1:t|b0, pi) ·
T∑
t=0
γtl (pi(bt))
′ bt
]
(6.3)
Again, we encounter the same problem of summing over multiple stages.
We can again circumvent this problem by using a weighted combination of
Taylor series approximations of sample paths, or by performing a Taylor
series approximation on (6.3) directly. The equations are omitted here for
brevity, but they can be determined using a procedure identical to the sample
path case.
Particular attention must be paid to normalization operations in approxi-
mation algorithms, such as hyper-particle filtering. The normalization serves
to ensure the sum of the weights, at every time step, is one. The sensitivity
equation approximation should also preserve this relationship as closely as
possible. Otherwise, perturbations may scale the approximation of cost to
be either larger or smaller than appropriate, and the approximation will fail.
6.3 Sufficient Conditions for Insensitivity
Thus far in this section, we have developed a set of tools that allow us to
analyze the effect of a perturbation to b0 on an expansion. However, we
have not discussed how to determine if approximating b′ = b + ∆b with b
is appropriate. Experimentally, we have observed that sample paths sharing
the same set of observations (and thus hyperbeliefs starting from different
single belief states) often tend to get closer to one another as they evolve.
However, there are a few conditions that cause sample paths beginning from
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b and b′ (that are close to one another) to diverge.
The first case involves the fact that there are some points in the belief
space that are sensitive to initial position. These tend to be characterized by
certain boundaries in the belief space. When these boundaries are crossed,
a qualitatively different POMDP evolution emerges. Since (6.1) is an exact
characterization of perturbation, we can ensure that sample path behavior
will not change qualitatively by examining how the perturbation evolves. We
will develop an under-approximation to this region where this is the case by
ensuring
1. perturbations contract along all sample paths, i.e., ||∆bt|| ≥ ||∆bt+1||.
2. likelihoods of sample paths change by a bounded amount along all
sample paths, i.e., ||1′φ0:tb0 − 1′φ0:t(b0 + ∆b0)|| ≤ w.
Algorithmically, we can check these conditions for each sample path without
checking individual points if the region in which we use the sensitivity equa-
tions is small. Define neighborhood B around b0, in which the sensitivity
data structure may be used. We will check all points inside B to ensure the
two conditions above are met. The procedure to do so at each filtering stage
(in the expansion) is:
1. Let p = minb∈B [1
′φ0:tb]. If λmax(φ0:t)/p < 1 (where λmax(A) refers to
the maximum eigenvalue of the matrix A), contraction is guaranteed.
2. Let ∆w∗ = maxb∈B ||1′φ0:tb0 − 1′φ0:tb||. If ∆w∗ < w, condition 2 is
guaranteed.
The minimization and maximization are over linear functions, so a properly
chosen3 B will ensure optima can be found. These conditions can be checked
as the POMDP is simulated. We can also guarantee the quality of our cost
approximation since the quantity ∆bt can be computed exactly, and one can
establish upper and lower bounds on cost.
The second case that causes the evolutions of b and b′ to diverge is due to
boundaries in the policy function. These discontinuities arise from switches
in the control returned, i.e., pi(b) = ua but pi(b′) = ub only if moving from
b to b′ crosses a boundary in pi. This case is significantly harder to analyze
3For example, using the L1 metric B is a convex region so one must only check a finite
number of corners to find the max.
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due to the often complex geometry in policy functions and the number of
opportunities the sample path has to cross a boundary. If the perturbation
at any stage pushes the sample path process across a boundary in the policy
function, the control can radically change the sample path evolution and the
belief predicted by the sensitivity equations will be erroneous.
This might seem to suggest that this analysis is only valid for policies that
are trivial or open loop, i.e., policies that map to the same control for every
belief or do so for a fixed belief at each time step. However, in practice,
the sensitivity approach seems to work well for closed loop policies as well.
We believe this is due to a combination of factors. First, the majority of
sample path evolutions do not come close enough to a switching surface to
be pushed across by a small perturbation. Secondly, the goal of closed-loop
policies is typically regulation. Thus, for many of the policies one encounters
in practice, crossing a switching surface will help to attenuate disturbances
or perturbations in the belief process. These are not necessarily justifications
that the control law can be ignored, and mathematical counterexamples can,
of course, be generated that can create arbitrarily large errors. But, since the
effects are typically very small in the systems on which we have experimented,
these points are noteworthy from an engineering standpoint.
That being said, there is more that can be done to guarantee the validity of
the sensitivity equations. We have already demonstrated how to select a re-
gion B that guarantees contraction of two sample paths (assuming identical
controls were applied). We can reduce the size of B to ensure perturba-
tions cannot cross policy switching surfaces. For some policies, the minimum
distance from the process to a switching surface can be computed at every
time step. This can be propagated backwards along the sample path steps
to select B upon reaching stage zero. Of course, this operation is highly
dependent on the geometry of the policy, and will typically need to be te-
diously implemented for each individual policy. Also, the representation cost
of such a region is likely to be high in most cases. However, once these policy-
specific surfaces of discontinuity have been manually defined, the conditions
can again be checked automatically.
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6.4 Improving Learning with Sensitivity
In Algorithm 4.2 we merge nearby beliefs without explicitly checking if this
approximation is valid. We can use the analysis of this section to validate the
robustness of this procedure, as well as to improve our estimate of expected
cost. We emphasize that since the perturbations in cost will necessarily be
small in insensitive regions, the important improvement is with regard to
algorithm robustness.
One can use the sufficient conditions of Section 6.3 to adaptively adjust the
region defined by b in Algorithm 4.2. Thus, we will only re-use expansions in
insensitive portions of the belief space. When performing the OptimizeGraph
procedure, we must also propagate the perturbation forward along optimal
trajectories to verify that connecting a path through the graph does not push
the process outside the region of validity for any expansion along that path.
If this does occur, additional simulation will need to be performed, or the
corresponding switching strategy will need to be discarded.
6.5 Discussion
Experimentally, we have found that, for many problems, the amount of (com-
putational and code complexity) overhead introduced by the procedure of this
section does not justify its inclusion because of the extremely low frequency
of approximation mistakes of the naive algorithm that cause poor results.
However, for other systems this analysis can be very important for verifying
the robustness of the approximation. Aside from the typically inherent in-
sensitivity of expansions, we postulate that the values of b we have used are
sufficiently small to negate much of the usefulness of the sensitivity procedure
outlined in this chapter. For this reason, the core purpose of this chapter is to
explain why our approach is sound. However, since increasing b adaptively
can potentially provide large efficiency and performance increases, this is an
important area of future investigation.
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CHAPTER 7
MINIMUM UNCERTAINTY ROBOT
NAVIGATION
In this chapter, we discuss a particular application of our switched policy
POMDP optimization algorithm: minimum uncertainty robot navigation.
This problem, concisely, entails computing a feedback policy for robots with
stochastic motion and observation models that minimizes a cost criterion
that penalizes probability of collision and the uncertainty around a goal con-
figuration. We present two new methods for finding minimum uncertainty
plans.
While this problem has a long history and has been considered by many
other researchers (see Sections 7.1.1 and 7.1.2), the fundamental barriers to
stochastic robot navigation are the same as the POMDP optimization prob-
lem. The ideal model for a robot with noisy sensors and a stochastic motion
model is a POMDP, but optimizing a feedback policy with respect to such
a model is typically hard due to dimensionality and pdf representation. For
typical robot models and environments, the belief pdf will become difficult
to represent because of nonlinear robot models, realistic sensor models, and
obstacle constraints. Adding this to the typical motion planning problem
complexity (see Section 7.1.1), computing policies using a POMDP model
can become extremely difficult.
To circumvent these difficulties, most minimum uncertainty navigation
methods make one or more of the following simplifying approximations:
• They plan in an augmented configuration space, and use state feedback
(in conjunction with state estimation) rather than belief feedback.
• They use a concise (and often insufficient) belief parameterization that
is only representative of the true belief under a very limiting set of
conditions.
• They assume full knowledge of future observations, or consider only
the maximum likelihood observation during optimization to circumvent
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considering the full hyperbelief evolution of the system.
• They coarsely discretize the problem model.
These methods often yield useful results, but can also make poor optimiza-
tion choices. For example, using only state estimation or parameterizing the
belief with a unimodal pdf is particularly dangerous when the true belief
is multi-modal. Considering only the maximum likelihood observation will
often lead the robot to situations at run time that have not been analyzed
by the planning algorithm. Finally, coarsely discretizing the problem model,
without careful consideration of the problem structure in the belief and hy-
perbelief transition laws, can ignore important aspects of the model that
can lead to greatly improving solution quality. These methods do work, but
under specific circumstances or with limited effectiveness.
We have developed a POMDP optimization method (outlined in Chap-
ter 4) that is capable of optimizing a POMDP that fully captures the stochas-
tic robot navigation problem. Thus, we present a pair of approaches, based
on this method, to the minimum uncertainty robot navigation problem. Be-
fore presenting our work, we briefly survey robot navigation in Section 7.1.1
and discuss why minimum uncertainty robot navigation is hard. We present
specific stochastic robot navigation techniques in Section 7.1.2. With the
requisite background, we then discuss our general approach to attack the
problem in Section 7.2. We then present our two specific methods to solve
this problem. The first, discussed in Section 7.3, is based on using a roadmap
heuristic and is mainly presented as a comparison to other techniques in the
literature. The second, presented in Section 7.4, incorporates information
theory heuristics. We believe this second method is an important step in
building a general purpose minimum uncertainty navigation planner for gen-
eral robot systems.
7.1 Related Research
In this section, we give a brief overview of the robot navigation problem. We
first discuss path and motion planning problems, which are for deterministic
robots. We then discuss approaches to this problem for stochastic models.
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7.1.1 Robot Navigation
The navigation task is one of the central focuses of research in the robotics
community. Navigation is the problem of finding a collision-free motion for
a robot to transition from one state to another [56]. Algorithms that solve
this problem are useful to automate the movement of robots, parts, or other
geometric objects through arbitrary environments. The most basic naviga-
tion problem is the path planning problem. This problem is concerned with
moving a robot from one configuration to another with only obstacle con-
straints, i.e., no constraints on the movement of the robot in free space. This
problem was shown in [59] to be PSPACE-complete. This paper also gives
an algorithm that, in the general case, is the best known complete solution
to the general path planning problem. It has running time
pm · log p · wO(m2)
where p is the number of polynomials required to represent the robot’s free
configuration space, w is the highest degree of any of those polynomials and
m is the number of degrees of freedom of the robot. In addition to the
dependence on the number of degrees of freedom of the robot, there is also
a nonlinear dependence on the size of the environment. Thus, even without
realistic motion constraints or uncertainty, complete solutions to this problem
are expensive.
When differential constraints are introduced into the model of the robot’s
motion, the task of finding a collision-free trajectory from one state to another
is known as the motion planning problem. Due to the underlying complexity
of the path planning problem combined with the addition of differential con-
straints, sampling-based methods, e.g., [60, 61], and other approximation or
heuristic methods are commonly used. Because these algorithms are prob-
abilistic, they cannot be shown to be complete in the conventional sense.
Thus, they rely on probabilistic completeness; i.e., if a solution exists, the
probability the algorithm fails to find it goes to zero as the number of samples
goes to infinity. These tools are probabilistic, but find paths for deterministic
systems.
A natural progression from these algorithms is to attempt to find an op-
timal trajectory, rather than any feasible trajectory. Thus, for deterministic
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robot systems, motion planning research has progressed from considering
only feasibility to finding optimum paths where the quality of paths is mea-
sured by some metric of minimum effort. Analogously, in the case of a
stochastic, partially observable state robot model, different control policies
will result in different likelihoods of collision with obstacles and uncertainty
at the goal position. A natural goal is to increase the reliability of robot
systems by synthesizing control policies that seek to minimize these criteria.
Several difficulties come along with this problem. Since the state is par-
tially observable, we will only be able to control a belief of the robot’s state.
Thus, planning must be done in the belief space treating the model as an
MDP. As discussed throughout this thesis, the lifting process from state to
belief space (and belief to hyperbelief) adds significant dimensionality to the
planning and optimization problems.
Most realistic sensor models are not invariant to the robot’s state. For
example, range sensors are typically more accurate when close to obstacles,
beacons become noisier as the distance between the robot and beacon in-
creases, and some regions of the workspace will allow cameras to capture im-
ages that are rich with features while others are largely devoid of identifiable
points. As a result of this dependence on state, the expected effectiveness of
a measurement reducing uncertainty will depend on the current belief, and
thus the trajectory of the system.
Differing quality of sensor information is not the only factor affecting the
quality of a trajectory. Different trajectories will also induce different levels
of uncertainty due to process noise. Even if we could evaluate all paths
through the configuration space and determine the one that provides the most
localization information, we cannot hope to follow that path exactly because
of uncertainty in the robot’s process model. Thus, in general, a minimum
uncertainty path optimization involves a trade-off between exploring regions
of the state space where more information about the state can be gained
versus taking a path to the goal that introduces the smallest amount of
process noise into the estimate of the system’s state.
The uncertain system process model also implies that a straightforward
extension of sampling-based approaches for deterministic robot systems is
not feasible. The planner for a deterministic system needs to consider only
the set of points that are sampled during the planning process and the points
traversed while connecting the sample points. This allows a straightforward
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reduction of the state space to a subset that the robot, under the plan, will
not leave. In contrast, a stochastic system will have positive (albeit small)
probability of reaching a much larger portion of the state space. Thus, if we
can only analyze a certain portion of the space due to limited computation,
we cannot guarantee (with probability one) that, during execution of the
plan, the robot will not leave the set of points we have analyzed explicitly.
Classically, this problem has been handled by optimizing the policy for
every point of domain over which the policy is defined. However, as the size
and dimension of that domain increase, an overwhelming computational bur-
den is placed upon the planning algorithm. We can utilize control policies
that maximize (or minimize) the likelihood of certain events, but for typical
robot problems one cannot find policies that localize all the probability den-
sity on a target state (or within an arbitrarily small target set of states) and
that have zero probability of collisions with workspace obstacles. Despite
these difficulties, a large number of approaches have been proposed for the
stochastic robot navigation problem. In the next section, we survey those
methods.
7.1.2 Stochastic Navigation Methods
There has been a large volume of research on optimizing systems modeled as
POMDPs. Some work is directed to specific robotics problems, while other
methods focus on computing optimal policies for general systems modeled
with stochastic difference equations. Consideration of uncertainty, created
by an uncertain process model, was first combined with sampling-methods
in [62] to predict the behavior of a system. Rather than just predicting, in
[49, 63, 51], attempts were made to extend sampling-based algorithms to plan
for systems with uncertainty. The work in [49] considers uncertainty in the
robot’s motion model, while [63, 51] consider uncertainty in the map of the
environment. The Sampling Hyperbelief Optimization Technique [50] also
constructs a graph-based representation of trajectories for uncertain systems.
However, it differs from these other methods by operating in the space of
probability functions over the belief space.
Other work in the robotics community generates plans to minimize uncer-
tainty for specific robot tasks. For example, the active localization algorithms
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of [64] and [65] make robot localization more effective by specifically consid-
ering expected uncertainty of the localization algorithm while planning the
next control the robot will receive. These algorithms generate a control to
minimize uncertainty at the next stage, but unlike this work, do not optimize
over a path or specify a goal position.
The Belief Roadmap planner (BRM) [48, 66, 48] and the method of [67]
have similar goals to our work. Like [48], we use a sampling-based planner,
e.g., [60], in the robot’s workspace to heuristically construct a set of local
policies. However, [48, 66, 48, 67] restrict the set of possible policies to make
the optimization procedure feasible and commit to a particular representation
of belief (Gaussian). These methods use extended and unscented Kalman
filters to approximate the representation of belief as a multi-variate normal
distribution over the state space. We differ by using a sequential Monte Carlo
representation that can more closely model the true pdf, if a sufficient number
of particles are used. Furthermore, the above methods control the growth
of possible future belief states by considering only the ML observation when
evaluating policies. The main advantage of our method is that we explicitly
attempt to characterize many possible future observations at every stage, and
can in some cases better gauge the costs different policies will incur. Similar
approaches can be used in a forward-based, diffusive search of the reachable
belief space, and several approaches using this design principle have been
put forth, e.g., [68, 55, 53, 54]. We draw significant inspiration from [28].
In particular, [28] uses similar techniques for prediction of the hyperbelief
state, but our optimization approach, search heuristics, and problem goal
differ from this work.
Hierarchical approaches for uncertain systems have been explored by sev-
eral researchers. Approaches for MDP’s such as [51] and [52], like roadmap
methods, are hierarchical. Semi-Markov decision processes like [52] use macro-
actions or options, feedback or open-loop policies that persist until a termi-
nation condition is met, to temporally abstract the problem to reduce the
number of controls considered. Other hierarchical POMDP methods have
been explored in the literature. Planning with a pre-defined hierarchy of
tasks has been explored in [43] and [44]. Other methods, such as [45, 46, 47],
attempt to discover a hierarchy of tasks to use for planning. Our usage of
the term hierarchical differs from the above by referring to the method we
use for planning, not the structure of the POMDP model or an ordered set
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of tasks we wish to perform.
7.2 General Approach
Our approach is to use a continuous POMDP robot model and the optimiza-
tion method of Chapter 4. We propose two methods based on this general
approach. The first is based on using a roadmap heuristic and is largely
presented as a comparison against other techniques in the literature. The
latter is guided by information-theoretic heuristics and is more general.
Although modeling a robot system as a POMDP is not new, it is generally
not possible to apply standard POMDP planning algorithms (either exact or
sampling-based) to problems of the complexity typical in robotics applica-
tions. Because the sequence of future observations is a random vector that
is unknown at planning time, the behavior of the system executing a local
policy evolves in the space of posterior pdf’s over the belief space, which
we refer to as the hyperbelief space. For systems with nonlinear models or
non-additive noise, the belief typically cannot be represented with a fixed
and finite number of parameters. Even if these difficulties are not present,
discontinuous or non-smooth observation models or control policies will typ-
ically prevent the hyperbelief evolution from being expressed in closed form.
These conditions are almost always present in robotics systems, e.g., discon-
tinuities in the environment depth map and control strength saturation. We
demonstrate a technique that not only handles these difficulties, but also
actively exploits them to achieve the planning objective. We will discuss
the specific models, belief representations, and local policies along with the
respective methods.
7.3 Navigation using a Roadmap Heuristic
We consider a standard model for a mobile robot whose sensing is based on lo-
calization beacons. The robot has configuration in SE(2) and a probabilistic
motion model. Observations, correlated with state, arise from a set of noisy
beacons, where the accuracy and precision of measurements from a beacon
improve as the robot moves closer to the position of the beacon. Given start
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and goal configuration, the objective is to minimize an uncertainty measure
along the path to the goal.
This system can be modeled as a POMDP with continuous state, control,
and observation spaces. We demonstrate that by using our method, we can
find policies comparable to and, in some cases, better than other existing
methods. This is the case even when restrictive assumptions are imposed
(e.g., Gaussian noise, no obstacle constraints). In short, our method is better
able to evaluate uncertainty in portions of the space where the transition
functions exhibit nonlinear behavior and the approximation of the belief as
a Gaussian distribution is not faithful to the true pdf.
We first discuss the robot model and how it is simulated for evaluating
policies. Because the system has continuous X , Y , and U , we cannot finitely
parameterize Pb and, in general, there is no exact representation of belief
that does not grow in complexity with the number of stages executed. We
represent a belief by a set of particles, an established procedure for approxi-
mating a function [7, 9]. With this approximation, we work with a pmf over
a finite set of support points from the belief pdf, but do not discretize the
state, observation, or control spaces; i.e., the support points are neither fixed
nor representative of a region of the state space.
This problem has previously been considered in [48, 66, 67] for the specific
case of finding minimum uncertainty paths for mobile robots localizing with
beacons. We consider the same scenario, but compute nearly optimal policies
using a new approach that models the system as a POMDP whose cost crite-
rion minimizes uncertainty in the robot’s position. Since computing optimal
policies for this problem is intractable [1], we use a value function approxi-
mation method to find a nearly optimal belief-feedback policy. Furthermore,
we demonstrate that our approach can handle additional constraints such as
obstacles.
7.3.1 Robot and Environment Model
We use the model used in [48, 67], a mobile robot with configuration in
SE(2), moving through an environment with multiple beacons that provide
increasingly reliable measurements with decreasing distance to the beacon.
We denote the robot’s state as x ∈ SE(2), with x = [p1, p2, θ] where [p1, p2] ∈
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R2 is the robot’s position and, θ ∈ S1 is the robot’s orientation. The robot’s
transition model is[
p1t+1
p2t+1
]
=
[
p1t
p2t
]
+D
[
cos(θt +
T
2
)
sin(θt +
T
2
)
]
+C
[
sin(θt +
T
2
)
cos(θt +
T
2
)
]
(7.1)
θt+1 = (θt + T ) mod 2pi (7.2)
where D, C, and T are noisy inputs to the system. The quantity D is
the step length the robot is commanded to move forward. The quantity
T is the amount the robot is commanded to turn. The quantity C is the
amount the robot is commanded to move perpendicular to the main axis of
translation. For many types of mobile robots, C will be strictly zero. The
random vector [D,C,T ] is generated from the control input and process
noise, i.e., [D,C,T ]′ = ut + nt where ut ∈ R3 is the control input to the
system. The noise nt ∈ R3 is a random vector drawn from a stationary,
mean zero normal distribution with a diagonal covariance matrix.
Noisy measurements of the position of the robot come from a collection
of distance beacons. At every stage, the robot receives a measurement from
every beacon in the workspace, but the quality of the information conveyed
varies with the robot’s distance from the beacon. Specifically, the ith beacon
reports a measurement yi that is a random variable with distance-dependent
bias in mean and distance-dependent variance. We model the dependences
of the mean and variance as linear functions, specifically
µib(d) = µ
m
b d+ µ
b
b
σib(d) = σ
m
b d+ σ
b
b
where d = ||[p1, p2]′−pib||2 and pib ∈ R2 is the location of the ith beacon. Thus,
the measurement from the ith beacon is modeled as a random variable drawn
from N (µib(d), σib(d)), a normal distribution with mean µib(d) and variance
σib(d). An observation yt consists of a random vector of measurements, where
the ith entry is yi.
This is not a linear Gaussian system, and the belief over the state space
with respect to the information history will typically not be a normal pdf.
In fact, using the approximation of a normal pdf is often poor because, al-
though all disturbances are drawn from normal distributions, the process
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model is nonlinear. This will this cause the distance between the belief and
any normal distribution to increase as t increases. Although the pdf of mea-
surements is normal along the line extending from the beacon to the robot,
when extending the pdf fxt|yt (xt|yt) over the workspace, level sets of con-
stant likelihood form circles centered on the beacon. Thus, the observations
provide a circular distortion on the belief, particularly when close to bea-
cons. Other nonlinearities, e.g., obstacles in the workspace, compound this
problem.
7.3.2 Belief Approximation
We use a sequential Monte Carlo method [7, 9] and approximate bt as a
collection of weighted particles. The particles are propagated through the
POMDP’s transition function using a particle filter to maintain an approx-
imation of the belief in a manner consistent with the true POMDP belief
state. The particle-filtered representation is also a belief, but is not equal to
exact belief conditioned on the information state.
We use Algorithm 2.1 to maintain our approximate belief. The probability
transition function, i.e., (2.1), can be achieved for a particle x(i) by sampling
the random vector [D,C,T ]′ from a normal distribution with mean ut and
a diagonal covariance matrix with σ2D, σ
2
C , and σ
2
T along the diagonal, and
then updating the particle’s state according to (7.1)-(7.2) with the sampled
random vector. The variances σ2D, σ
2
C , and σ
2
T quantify the uncertainty of
motion in the principal, orthogonal, and turn directions of system motion.
The input to the system ut will be generated by a policy which is discussed
in Section 7.3.3.
The probability observation function, i.e., (2.2), re-weights every particle
in the set according to an observation yt. In the case of planning, future
observations are unknown and will be generated by an observation sampling
function which is discussed in Section 7.3.4. To re-weight the particle with
x(i), we must find the likelihood of yt conditioned on the state of the system
being x(i). For every x(i) in bt,
1. Compute the distance from the particle state to every beacon where
d(i, j) is the distance from particle i to beacon j.
2. Compute the expected value of yt conditioned on xt = x
(i). Begin
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by computing the expected value of the jth component, i.e., for every
beacon
µjb = µ
m
b d(i, j) + µ
b
b
These are combined to generate the expected value for the observation.
µ(i)y = E
[
yt|xt = x(i)
]
= [µ1b , µ
2
b , · · · , µNb ]′
3. Re-weight each particle by the likelihood of the value (received measure-
ment) yt. The pdf of yt is a multi-variate normal distribution with mean
µ
(i)
y and diagonal covariance matrix with the quantity σmb d(i, j) +σ
b
b on
the jth entry of the diagonal.
As a note, there is no need to explicitly ignore beacons “far” from the robot,
like some other methods in the literature, because the likelihood of a mea-
surement from a beacon is computed based on a normal distribution, whose
variance increases with distance. The measurements from beacons far from
the robot create approximately flat, i.e., close to uniform, pdf’s. Thus, the
re-weighting will have little effect.
7.3.3 Local Policies
The local policies ψxg ∈ Ψ form a parameterized class of local policies that
attempt to direct the robot to target configuration xg ∈ X . Given a goal
position xg, control ut is generated from the belief-feedback law, specified
component-wise,
uT = atan2
(
p2g − E
[
p2t |bt = b
]
, p1g − E
[
p1t |bt = b
])− E [θt|bt = b]
uD = min
(∣∣∣∣∣∣[E [(p1t , p2t )|bt = b]− (x1g, x2g)∣∣∣∣∣∣
2
, uD,max
)
uC = 0
Essentially, this class of policies drives the expected value of the robot’s
position towards a desired goal position in the workspace. The policy stops
when the mean of the belief gets sufficiently close to the target point or after
the policy has executed a set number of stages. Thus, our stopping condition
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for ψxg is
aψxg (b, t) = I
(∣∣∣∣∣∣E [(x1, x2)|bt = b]− (x1g, x2g)∣∣∣∣∣∣
2
≤ φ
)
∨ I (t > tmax)
where t is the number of stages since ψxg was first used and I is the indicator
function.
7.3.4 Observation Sampling Function
As discussed throughout this dissertation, observations are not available at
planning time, so we must generate them. This section discusses generating
samples from the function fyt|bt given the model fyt|xt and our particular
belief representation.
Since the components of the random vector yt are conditionally indepen-
dent with respect to xt, we will analyze each beacon separately. Consider the
ith component of the random vector yt. Using the law of total probability,
we can express the pdf in terms of belief.
fyt|bt (yt|bt) =
∫
fyt|xt (yt|x) fxt|bt (x|bt) dx
=
∫
fyt|xt (yt|x) bt(x)dx
Of course, we do not have the exact belief, so we use an approximation based
on bˆt.
fˆyt|bt (yt|bt) =
∫
fyt|xt (yt|x)
N∑
i=1
w
(i)
t δ
(
x− x(i)t
)
dx
=
N∑
i=1
fyt|xt
(
yt|x(i)t
)
w
(i)
t
We can efficiently sample from this distribution by, for each component of
yt, combining two samples from standard distributions (uniform(0,1) and
standard normal). We will treat the “true” particle as a latent variable.
Then, use the sample from the uniform distribution to sample a value of this
variable. We then use the sample from the standard normal distribution to
choose a sample from the corresponding fyt|xt
(
yt|x(i)t
)
. Samples generated by
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this procedure are distributed according to fˆyt|bt (yt|bt) and thus approximate
fyt|bt (yt|bt).
7.3.5 Minimum Uncertainty Planning Method
In our method, one of the main points of emphasis is the integration of
domain knowledge into the planner. The assumption of problem-specific do-
main knowledge is particularly applicable in robotics, i.e., often the local
structure of nearly optimal trajectories is known. The combination of local
policies with hyper-particle filtering allows us to develop temporal abstrac-
tion, which can be used to search the reachable belief space in depth and
produce effective policies without requiring an impractical amount of com-
putation.
The core idea of this method is to use paths prescribed in the workspace
for deterministic robots as a heuristic, but to evaluate the effects and to
plan in the belief space using value function approximation. We begin with
a graph in the workspace, where each vertex corresponds to a point in R2.
One of these vertices should be located at the mean of the position for the
initial belief b0. We use Algorithm 4.2 to compute a hierarchical policy for
this POMDP.
The policy and belief sampling function is implemented as a queue data
structure. When a new belief bˆi is added to B, it is mapped to a vertex in
the workspace graph by choosing the vertex whose position in the workspace
is closest to the mean of the position of the belief. Then, for every outgoing
edge from that vertex, we add the tuple (bˆi, ψxg) where xg is the location of
the target vertex. Initially, the queue is populated by adding b0 to B. When
the queue is empty, the algorithm terminates.
This policy choice assumes that, often, the majority of the probability
density, when projected onto the workspace, congregates around vertices. In
the context of the model we have explored, this assumption remained valid,
but it is possible for a system with more stochasticity that this heuristic may
produce undesirable results. At that point, heuristics based on data struc-
tures built for the configuration space will most likely not produce effective
belief-feedback local policies.
New beliefs are added to B as a result of evaluating expansions. We choose
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our terminal policy to stop the robot for all future time, i.e., ut = 0 for all
t ≥ N , and compute the terminal cost of stopping at this belief state. If the
belief is arbitrarily close to the goal, this will be some finite number that
depends on the uncertainty of the belief. Otherwise, it returns infinity to
show that this path is not feasible for reaching the goal.
One of the shortcomings of this approach is that we use a single-query
planner, despite relying on a planner that does much of its work in pre-
processing. While formulated as a single-query planner, the work done by
this method is actually much more reusable than one might initially assume.
Since we are using the same roadmap and local policies for every query, much
of this value function will be already computed if we retain our data structure
from the last query. Specifically, the support on which we approximate the
value function can largely be reused in subsequent queries. The main source
of new computation will be adding policy expansions and beliefs associated
with new start and goal vertices on the roadmap. Thus, by saving the value
function and augmenting it with every query, we can significantly reduce the
amount of computation necessary for repeated queries.
7.3.6 Simulation Results
We tested our results using a mobile robot simulation. After a short discus-
sion of our experimental procedure, we present a very small example that
demonstrates how a particle-filtered representation of belief and a POMDP
approach is able to improve results over an approximated-Gaussian search
of the roadmap. Next, we present larger examples that one might find in a
realistic mobile robot scenario.
For purposes of comparison, we evaluated three methods. Method M1
selects the distance optimal path through the graph, and is provided for a
baseline comparison with a plan that does not explicitly consider uncertainty.
Method M2 approximates the belief state as a Gaussian random vector using
the extended Kalman filter. Rather than representing a hyperbelief of system
evolution, M2 uses the ML observation at every stage. This produces the
same result as the method of [48]. Finally, our proposed method is referred
to as M3. From each method, we generate a belief-feedback policy. Using
s sample path simulations, we then are able to evaluate the effectiveness of
100
5 0 5 10 15 20 25 30 3515
10
5
0
5
10
15
(a) Path chosen by M1
5 0 5 10 15 20 25 30 3515
10
5
0
5
10
15
(b) Path chosen by M2
5 0 5 10 15 20 25 30 3515
10
5
0
5
10
15
(c) Nominal path chosen by
M3
Figure 7.1: Approximated Gaussian, ML Observation Estimates of
Covariance
the policies by comparing the mean and variance of the costs of the sample
paths. For these results we chose s = 1000.
We compared the three methods using a cost function that measures un-
certainty at the goal,
JTr(b0, pi) = E
[ ||ΣTr ||2F ∣∣b0]
where Σt is the sample covariance matrix of [x
1, x2]′ conditioned on bˆt, || · ||2F
denotes the square of the Frobenius norm, which in this case is equal to the
sum of squared eigenvalues of the matrix, and Tr is the retirement stage.
Many other cost metrics are available, e.g., total uncertainty along the path,
average uncertainty along the path, or maximum uncertainty along the path.
Multi-objective cost functions, such as those minimizing a combination of dis-
tance or time and uncertainty or penalizing failure to reach the goal, can also
be used. Furthermore, there are other ways to measure uncertainty, such as
entropy-based measures. We chose a metric based on covariance to demon-
strate our results because it minimizes a sampled version of the criterion
used for optimization by M2. We have specifically chosen experiments that
highlight the differences between these three methods.
Consider the example roadmap pictured in Fig. 7.1. The points represent
roadmap vertices and the lines represent edges. The starting belief has the
robot beginning at the leftmost vertex, with probability 1. The desired goal
is the rightmost vertex. The beacon is represented by the red square. Fig-
ure 7.1(a)-(c) show the covariance estimates along the graph paths chosen by
M1, M2, and M3, respectively. When close to a beacon, a measurement may
have the effect of splitting a uni-modal probability distribution into a multi-
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Figure 7.2: Notable Belief States
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Figure 7.3: Workspaces, Beacons, and Roadmaps for Experiments
modal one. This is demonstrated in Fig. 7.2(a), picturing a final belief from
a sample path simulation using the M2 optimal path. However, taking a path
near to the beacon, but sufficiently far to minimize the nonlinear effects of
the observation, avoids this difficulty, e.g., Fig. 7.2(b). In fact, M3 recognizes
this during the planning process and decides to (nominally) use the path
pictured in Fig. 7.1(c). This improves performance of µ3, σ
2
3 = (3.471, 4.054)
versus µ1, σ
2
1 = (4.046, 6.605) and µ2, σ
2
2 = (4.428, 18.065), where µi, σ
2
i are
the mean and variance of the costs of the sample path simulations using the
policy specified by Mi.
A larger example is shown in Fig. 7.3(a)-(b). These examples highlight the
same problem with nonlinearities close to beacons, as in the small example.
For the environment of Fig. 7.3 (a), we have, µ3, σ
2
3 = (4.921, 14.092) versus
µ1, σ
2
1 = (5.186, 18.029) and µ2, σ
2
2 = (6.166, 42.275). Note that not only is
the mean lower for M3, using M2 will also result in a higher variance; i.e.,
the cost along that path will vary more with respect to different sequences
of observations.
For the environment of Fig. 7.3 (b), the M2 nominal path through the
graph (the path closest to the beacons) is, in fact, optimal. This is reflected
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by the similarity between µ2 and µ3, with µ2, σ
2
2 = (2.749, 4.278) versus
µ3, σ
2
3 = (2.695, 3.306) as compared to µ1, σ
2
1 = (3.473, 6.568). The mean for
M3 is slightly lower, due to the fact that the policy produced is a true belief-
feedback policy. For different belief stages, e.g., belief states with means
centered on different sides of a vertex, the policy may choose to take different
graph paths. This greater amount of freedom allows the robot to reduce the
cost, slightly in this case.
Consider the example environment shown in Fig. 7.3(c), an environment
with obstacles. The start configuration is in the lower left corner, and the
goal is on the far right. We assume collisions prevent the robot from moving
forward, and this causes the Gaussian approximation of belief to be even less
useful. In this environment, we evaluate policies not only based on µi and
σi, but also on the probability of failure p
fail
i that corresponds to the goal not
being achieved in 200 stages. We will discuss two cases with varying levels
of process noise.
For both cases, the path through the graph chosen by M1 and M2 is the
one that weaves through the two narrow passages in the workspace. In
the case with very little process noise, M3 chooses the same nominal path.
For this example we have µ3, σ
2
3 = (1.984, 1.910), p
fail
3 = 0, as opposed to
µ2, σ
2
2 = (0.868, 0.199) but with p
fail
2 = 0.225. These results can be explained
by M3 attempting to move the robot between the obstacles, but when the
policy becomes more uncertain of being able to navigate the passage it is
able to take an alternate route. These alternate routes are more uncertain,
so the average uncertainty increases. M2 does fail frequently, but when it
succeeds the results are good. One would expect similar mean and variance
for M3 on the sample paths that successfully navigate between the obstacles.
When we increase the amount of process noise, M3 recognizes that it is
frequently unable to navigate the first narrow passage, and attempting to
do so typically causes the uncertainty to increase before taking an alternate
route. Thus, M3 nominally chooses the lower path around the first set of
obstacles, then moves up to the middle route to take the second narrow
passage, which is closer to the beacons. This results in µ3, σ
2
3 = (0.848, 0.206),
pfail3 = 0.088, as opposed to µ2, σ
2
2 = (0.881, 0.370), p
fail
2 = 0.203. The penalty
for the robot failing to reach its target can also be increased as a design
decision, causing M3 to nominally take the lower path through the entire
graph to the goal.
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7.4 Navigation using Information Theory Heuristics
In this section, we present another approach to the minimum uncertainty
navigation problem using information-theoretic heuristics. Previously, we
discussed the trade-offs inherent in forming a policy to accomplish the mini-
mum uncertainty navigation task. Elements of this trade-off can be captured
by incorporating ideas from information theory.1 Paths that serve to reduce
uncertainty can be characterized by having a high expected information gain,
where the expectation is computed over the space of possible observations.
Paths that minimize the effects of process noise can be characterized by
having minimally increasing H, and a control can be chosen to minimize this
objective. It is also possible to implement goal-seeking behavior, for example,
by minimizing the Kullback-Leibler (KL) divergence between the expected
future posterior pdf (i.e., the pdf over the robot’s state at some future stage)
and a pdf representing the goal. In practice, one can compute controls that
achieve one of these objectives over a short time span, but no one of these
heuristics is equivalent to our objective. Our approach is to define a set of
local policies based on these criteria. We then optimize the transition law of
a switched policy whose modes correspond to the local polices to synthesize
a composite policy to achieve the specified control objective.
We demonstrate that using information-theoretic heuristics to guide the
POMDP optimization process results in a viable motion planning procedure.
We additionally use an idea related to regularization kernels [7] in conjunc-
tion with a particle filter to compute a continuous approximation of the be-
lief state of the system, which is required by our information-theoretic local
policies. We propose what is, to the authors’ knowledge, a novel filtering al-
gorithm that tracks collision-free trajectories of a system and simultaneously
estimates the probability of trajectories leading to collision.
7.4.1 Problem Definition
We now formally define our minimum uncertainty navigation objective. The
quantity pfailt denotes the probability the robot collides with an obstacle in
the first t stages, and let cfail be a user-defined constant in [0,+∞) that
1The use of information theory in robotics and planning has been explored in many
contexts, e.g., [69, 34, 70, 71, 66, 72].
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weights the importance of safety from collision versus the eventual distance
from the desired goal state. We will quantify that distance using the KL di-
vergence, explicitly defined in (7.4), which measures the dissimilarity between
two probability density functions.
The target pdf bgoal will be selected based on target positions in the con-
figuration or workspace. This distribution can be specified for a number of
nontrivial goal objectives, but we will consider it to simply encode the robot
attempting to reach xgoal, i.e.,
bgoal := δ(x− xgoal)
where δ(·) is the Dirac delta function. The planning objective2 is then to
find a belief-feedback policy pi∗ that minimizes
J(b0, pi) = E
[
cfailpfailT + KL(bT ||bgoal)
]
(7.3)
where b0 is the initial belief of the robot’s state and the policy modifies
the behavior of the system, i.e., the evolution of bt and p
fail
t . The planning
objective is defined in terms of a dynamically chosen (as part of the control
law) stopping time T .
7.4.2 Robot Model and Background
The geometry of a robot system can be parameterized by a configuration
q ∈ Q. For a purely kinematic system model, the system’s state x ∈ X is
identical to the configuration. If the system dynamics are also modeled, the
state will be x = [q, q˙]′. A robot system has a process model
xt+1 = f(xt, ut,nt)
where ut ∈ U is the control (action) and nt is a random vector representing
process noise which is drawn from an iid random process. This model encodes
the kinematic or dynamic trajectory constraints of the robot system, and how
2This is a scalarized multi-objective cost function, where the two objectives are often
in competition with one another. In principle, any multi-objective optimization charac-
terization could be used in place of scalarization, e.g., computing a Pareto optimal set of
policies. Our optimization procedure allows separation of each objective until the value is
computed, so it does not preclude other techniques.
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the process is affected by uncertainty nt. The observation model dictates how
the robot’s state affects its sensors, and is modeled
yt = h(xt,mt)
where mt represents the sensor noise. For our analysis, we will assume X ,
U , and Y are continuous. However, the random vectors y, x, or u may also
be discrete or mixed. The same analysis can be applied in these cases with
minor modification.
In the development that follows, we will use a number of concepts from
information theory. (A standard reference text on information theory is [73].)
The differential entropy (which will subsequently be referred to as entropy)
is a measure of the uncertainty associated to a random variable
H(x) = −
∫
X
bt(x) log2 bt(x)dx
The KL divergence is used as a pseudo-metric of distance between two pdf’s
KL(bi||bj) =
∫
X
bi(x) log
bi(x)
bj(x)
dx (7.4)
as is common in the literature.
7.4.3 Local Policies
We use two kinds of local policies: those that are designed to decrease un-
certainty in the robot’s state, and those that draw the robot toward the
goal state. The switched policy that results will have the ability to ex-
ploit greedy localization behaviors to reduce uncertainty in state, while us-
ing greedy goal-searching behaviors to increase the likelihood of reaching the
goal state. Greedy strategies suffer from the well-known problem of local
minima, and this remains true when planning in the belief space. Therefore,
we also sample target points in the belief space to force the search tree to be
expanded throughout the reachable belief space, and thus explore the free
configuration space.
To reduce uncertainty in the robot’s state, we use the policy that mini-
mizes the next-stage expected entropy. This local policy will proceed until
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entropy has reached a local minimum, or a maximum number of stages has
elapsed. Let ψH = {piH(·), aH(·)} represent the next-stage expected entropy
minimizing policy. Thus,
piH(bt) = arg min
ut∈U
E [H(bt+1)|bt = bt]
for all bt ∈ Pb. Its stopping condition is
aH(bt,∆t) =
(
min
ut∈U
E [H(bt+1)|bt = bt] > H(bt)
)
∨ (∆t > tmax)
which means the policy will continue until entropy has reached a local mini-
mum, or a maximum number of stages has elapsed. The quantity ∆t refers
to the number of time stages that have elapsed during the execution of the
local policy, and tmax is a constant specifying a maximum number of stages
that we will allow this policy to proceed under any conditions.
To implement target seeking behavior for both the goal configuration and
sampled configurations, we use a policy that minimizes the KL divergence
to a sampled target, specified by a Dirac delta function centered on a state
space target. We will use this policy to draw the robot towards the goal
as well as other sampled target points, to aid in obstacle avoidance. Let
ψG(b
g) = {piG(bg, ·), aG(bg, ·)} represent a target seeking local policy where
bg is the target point in the belief space the robot attempts to reach. This
policy satisfies
piG(b
g, bt) = arg min
ut∈U
E [KL(bg||bt+1)|bt = bt]
for all bt ∈ Pb. Its stopping condition is
aG(b
g, bt,∆t) =
(
min
ut∈U
E [KL(bg||bt+1)|bt = bt] > KL(bg||bt)
)
∨ (∆t > tmax)
This policy executes until progress can no longer be made, or again, a pre-
specified maximum number of stages elapses. Of course, there are difficulties
when, for all possible controls, the expected next-stage belief has no support
at the target point. This problem can be avoided by discarding samples that
are “far” from the current belief or by resorting to a simpler policy, e.g.,
moving the expected mean of bt+1 towards the target point until there is
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overlapping support.
In general, these strategies cannot be computed in closed form, but nu-
merical approaches such as Monte Carlo simulation can be applied. In this
paper, we have computed the policies using a numerical brute force approach.
However, one can often do better by considering the approximated structure
of a belief, e.g., a set of particles combined with kernel functions to repre-
sent the next-stage expected pdf. An interesting direction for future research
will be considering general principles that allow one to exploit this structure,
i.e., using a mixture of kernels to approximate information-theoretic heuristic
policies efficiently.
7.4.4 Belief Filtering
As usual, we turn to a particle filtering approximation of the belief, and
a standard particle filter approximates a function with a finite number of
weighted support points. However, for some operations, e.g. computing
collision probability, differential entropy, and KL divergence, we require a
continuous probability distribution. To reconcile these two techniques, we
convert that set of particles to a continuous approximation of the belief us-
ing regularization kernels [7]. We use a modified version of a standard particle
filter algorithm to track collision-free trajectories of the system, and simulta-
neously estimate the probability of collision. Thus, we modify the canonical
algorithm to estimate probability of collision, given an approximated pdf over
the state space, and then resample from the collision-free portion of that pdf.
The steps of the method are shown in Algorithm 7.1.
We begin by taking an approximate belief bˆt as input, which is represented
as a set of particles. Each particle (x
(i)
t , w
(i)
t ) contains a state and associated
weight. The first task is to approximate Bayesian prediction by propagating
existing particles through the system’s process model and to estimate the
probability the system will collide with workspace obstacles. Because the set
of particles approximates a continuous distribution, but all the probability
mass is located on a finite number of support points, we have observed that
integrating this density over a projection onto Qobst, the subset of the con-
figuration space where collisions occur, is often a poor approximation of the
probability of collision unless the process model is sampled with an extremely
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Input: bˆt := {(x(i)t , w(i)t )|Ni=1}, ut, yt
Output: bˆt+1 := {(x(i)t+1, w(i)t+1|Ni=1)}, pcollide
// Propagate process model probability distribution
bˆt+1|t ← ∅
foreach (x
(i)
t , w
(i)
t ) in bˆt do
x¯
(i)
t+1|t ← f(x(i)t , ut,E [nt])
bˆ← bˆ ∪ {(x¯(i)t+1|t, w(i)t }
end
// Evaluate collisions and sample process noise
pcollide ← 0, bˆt+1|t ← ∅
foreach (x¯
(i)
t+1|t, w¯
(i)
t+1|t) in bˆ do
Γqt|t+1(·)← projection of κ(x¯(i)t+1|t, ut, ·) onto Q
c← ∫Qobst Γqt|t+1(q)dq
pcollide ← pcollide + w¯(i)t+1|t · c
w
(i)
t+1|t = w¯
(i)
t+1|t · (1− c)
Sample x
(i)
t+1|t according to κ(x¯
(i)
t+1|t, ut, ·)
while x
(i)
t+1|t is in collision do
Sample x
(i)
t+1|t according to κ(x¯
(i)
t+1|t, ut, ·)
end
bˆt+1|t ← bˆt+1|t ∪ {(x(i)t+1|t, w(i)t+1|t)}
end
// Update using observation model
foreach (x
(i)
t+1|t, w
(i)
t+1|t) in bˆt+1|t do
w
(i)
t+1|t ← w(i)t+1|t · P
[
yt|x(i)t+1|t
]
end
// Resample to avoid degeneracy
bˆt+1 ← ∅
for i = 1:N do
Sample x
(i)
t+1 from bˆt+1|t w.p. w
(i)
t+1|t
bˆt+1 ← bˆt+1 ∪ {(x(i)t+1, 1N )}
end
Algorithm 7.1: Filtering Algorithm
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large number of particles (and then condensed down to a number of particles
appropriate for filtering). Alternatively, we have had increased success by
transforming the particle set to a continuous approximation of the pdf using
kernel functions. Given a particle set bˆ := {(x(i), w(i))|Ni=1}, the approximate
pdf is
fˆxt|t+1(bˆ, u, x) =
N∑
i=1
κ(x(i), u, x) · w(i)
where κ(x, u, ·) is a kernel representing the one-step transition pdf of the sys-
tem. Ideally, κ(x, u, ·) is the exact pdf of the random vector that is the result
of the transformation f(x, u,nt). It is important to note that κ will only meet
the requirements of a true regularization kernel under certain fairly general
assumptions on the transition probabilities of the robot system model.
We can project fˆxt|t+1(bt|t+1, ut, ·) onto the configuration space and integrate
overQobst. In practice, fˆxt|t+1(bt|t+1, ·) is an approximation and the integration
will be computed numerically, so we have only an approximate probability of
collision. We then re-weight each particle, removing from it the portion of the
particle’s weight corresponding to configurations in collision with obstacles.
We then resample each particle from within the collision-free portion of its
kernel function. This leaves us with a predicted estimate of the robot’s state
from the set of collision-free trajectories. Since we consider any collision to
be a failure, it does not make sense to consider trajectories that have already
failed. The rest of the filtering procedure is standard.
7.4.5 Experiments
We use a simple example to present simulation results that demonstrate the
planner is computing intuitively useful policies. We consider a point robot
in a planar environment, characterized by the process model
xt+1 = xt + ut + nt
where ut is bounded, and {nt} is an iid sequence of random vectors drawn
from a mean zero, truncated normal distribution. We will consider several
nonlinear sensing models that are models of range sensors.
Consider the example environment shown in Figure 7.4(a)-(b). In this sim-
ulation, we consider a system with a fixed orientation range sensor, oriented
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(a) (b) (c) (d)
Figure 7.4: Plots of Planned Paths and Stopping Points for Sample Path
Simulations
along the +y axis (the “up” direction) of the plot. The sensor reports a
noisy distance bearing to the closest obstacle. The noise is mean zero and
Gaussian, and the variance increases as the distance to the obstacle the robot
is measuring increases. Since there is little localization information from the
sensor once entering between the two large obstacles, the robot (displayed
in red) in Figure 7.4(a) is able to decrease uncertainty by moving past the
goal (displayed in green), localizing at the edge of the obstacle, and then
returning to the goal.3 The heat map displayed around the true position of
the robot is a plot of the continuous belief approximation (pdf of the robot’s
state) used at that stage as feedback. Figure 7.4(b) shows a plot of stopping
positions for 200 trials using the policy generated by our method (lower plot)
versus a plot of 200 trials using the policy that moves directly to the goal.
Clearly, the policy generated by our method is significantly better at placing
the robot near the goal position. We can quantify this by examining the
Frobenius norm of the sample covariance matrix of the stopping position of
the trials, which is 0.132 for our method versus 4.19655 for the comparison
policy. Another measure of the quality of the method is the average entropy
of the filtered belief at the stopping time. Our method produced an average
entropy of 7.428 versus 9.080.
We also present a second environment in Figure 7.4(c)-(d). This model
used two range sensors that point along the +x and +y axes of the plot.
Both sensors have fixed noise variance, but saturate at a maximum distance
measurement. Results on this environment are plotted in Figure 7.4(c)-(d)
3The final belief state of the robot in Figure 7.4(a) is broken out of the plot so it can
be examined separately from the first time the robot passes the goal.
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similarly to manner used for Environment 1.
We discuss three types of sample path characteristically generated by three
policies evaluated by the planner on a particular optimization trial. The pol-
icy labeled 3 in Figure 7.4(c) is the most straightforward route to the goal.
However, little localization information is available on this route. The policy
labeled 2 moves between the obstacles, and receives the most localization
information. The average uncertainty along these paths tends to be small-
est. However, the planning algorithm determines that enough information is
available localizing on the boundaries of the bottommost obstacle. This in
concert with the smaller distance traveled from the last point where a dis-
continuity in the observation model is present makes the policy labeled 1 the
policy our method predicts as optimum. Sample path simulations confirm
this, and Figure 7.4(d) shows a plot of stopping positions for 200 trials for
each policy, with policy 1 on the bottom, 2 in the middle, and 3 on top. The
Frobenius norm of the sample covariance matrix and average entropies for
policies 3, 2, and 1 were (0.228, 7.684), (0.0597, 7.382), and (0.026, 7.038),
respectively.
Planning times vary significantly based on the environments and system
models tested, and less significantly from experiment to experiment mainly
due to randomized sampling. The optimization algorithm, executing on a
standard desktop workstation, frequently found good policies within a mat-
ter of minutes. Though we make no claims about convergence to an optimal
policy, the paths shown above were characteristic of paths generated by poli-
cies found on nearly all planning runs on these problems, i.e., the algorithm
consistently produced paths that demonstrated the same high level behavior.
7.5 Discussion and Future Directions
We have presented two minimum uncertainty planners for stochastic robot
models and demonstrated that they are effective, outperforming other meth-
ods in the literature. The optimization procedure is expensive and cannot
be performed in real time on today’s workstation hardware. But, we have
demonstrated that good policies can often be computed on the scale of min-
utes on typical desktop hardware. Thus, although currently our approach
leaves something to be desired for real-time application, hardware advances,
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potential for parallelized implementation, other implementation quality is-
sues, and likelihood of further algorithmic advancements lead us to believe
that this style of method will soon be practical for implementation on many
types of systems.
We use a POMDP framework and an optimization routine that performs a
coarse optimization using a switched policy. In one case, the local modes of
the switched policy are guided by a roadmap heurstic. In the other, the local
modes of the switched policy are guided by information-theoretic quantities,
which heuristically find paths that may lead to a belief-feedback policy that
minimizes a criterion based on the uncertainty of the robot at the goal and
probability of collision along the path to the goal.
Although formulated here as a single-query planning method, a multiple-
query planning method can also be formulated which could potentially dras-
tically speed up individual planning queries. The data structure built by
this method in the belief space is akin to an iterative roadmap construc-
tion method such as the Probabilistic Roadmap [60] for a stochastic system.
Reusing the data structure and augmenting it with each query holds the
potential to rapidly speed up the planning process. This approach in combi-
nation with better sampling techniques for waypoint pdf’s is an interesting
direction for future exploration.
Our goal is to optimize a switching law over the belief space, which is
continuous and infinite dimensional. We condense nearby beliefs to a sin-
gle belief point for the purpose of filling volume within the domain of the
switched policy. This approximation works well in most cases, but can be
improved by the addition of sensitivity functions along the hyperbelief trajec-
tory. This would essentially convert a computation that provides a point-wise
view of the value function to a view of a small piece of the value function.4
Thus, each simulation of an expansion will then be truly applicable over a
volume of the belief space. This process can be thought of as constructing
“tubes” around simulated trajectories inside which the system will remain
4An alternate approach to computing a continuous approximation to value function
using a finite set of points is to take advantage of the structure of the value function
(concave, piece-wise linear) and interpolate between α-vectors, e.g., [29, 30, 32, 31]. How-
ever, this requires a representative set of α-vectors throughout the belief space for quality
approximation. Our goal is to compute the value function extremely sparsely and only
analyze trajectories very near to the ones we have simulated, which mitigates the need for
many α-vectors.
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with high likelihood at execution time. Efficient computation of sensitivity
functions and integration into the algorithm is an additional avenue of future
investigation.
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CHAPTER 8
CONCLUSION
This thesis is about approximating a computationally challenging problem to
provide robust control solutions for partially observed stochastic processes.
Our approach centers on construction of switched belief-feedback policies,
and that approach is chosen based on desired application to systems with
interesting dynamics, non-trivial planning solution, many degrees of freedom,
high levels of uncertainty, and non-trivial control and observation spaces. For
the many reasons discussed in Chapter 1, optimizing POMDPs for systems
with these characteristics is expensive. Although many approaches can be
applied to this problem, as discussed in Chapter 3, usage of these methods
is limited by computational restrictions. In practice, an optimum solution
cannot be computed in a reasonable amount of time or with a reasonable
amount of computational resources.
Our approach computes a policy that is typically good in practice, but
tends not to achieve the optimum. The number of control-belief pairs is typ-
ically too large to be evaluated often enough to compute the optimum deci-
sion at every belief. Thus, our approach explicitly abandons this approach
and we instead use local policies, as discussed in Chapter 4. Our method
makes decisions about what local policy should be employed at switching
points, and then relies on the local policy to specify controls in response to
the current belief. This significantly reduces the computation required and,
if the quality of local policies is good, then the reduction of quality of the
computed policy (with respect to the optimum policy) may be small. We
also sacrifice the quality of the policy at low-likelihood events using Monte
Carlo approach to direct computational resources to events commensurate
with their importance. The ability of events to affect the total expected
outcome, of course, has much to do with how often they are expected to
occur.
We demonstrated that this approach enabled us to do well on a number of
115
discrete problems in Chapter 5, including very large problems. We further
demonstrated that our approach was useful for minimum uncertainty robot
navigation in Chapter 7. We believe our good results on these problems
indicate that we have found a decomposition of the POMDP optimization
problem that abstracts away some of the “simple” parts of the optimization,
while preserving (and focusing effort on) the “hard” parts of the optimization.
Our approach is similar to value iteration, but done in an atypical way.
Consider rewriting a model so that switches become individual controls and
the expected cost until switch and distribution over switching points becomes
one-stage cost and transition probabilities. Our method would simply cor-
respond to performing an anytime version of the value iteration algorithm
on this model. Why not simply rewrite the model? Firstly, as demonstrated
in Chapter 4, rewriting the model is hard. In fact, we often cannot com-
pute an expansion without approximation. Since we use closed-loop policies
and stopping conditions based on more than just time, finding the new one-
stage transition probabilities is not as simple as a few matrix multiplications.
Thus, asking an engineer to perform this transformation before optimiza-
tion is likely to degrade solution quality by soliciting a model that has been
speciously approximated. For many systems, the model is written at a gran-
ularity that is able to both simply and concisely characterize the true system.
Thus, our method allows the engineer to focus on what he or she does best,
i.e., write an accurate model at the right level of abstraction and a set of
quality local policies. The rest is left to the optimization algorithm; i.e.,
decompose that optimization problem in such a way that quality results can
be computed in a reasonable amount of time.
We have learned, not surprisingly, that the structure of the model plays
a huge role in the optimization process. Because the belief transition and
hyperbelief transition equations arise from Bayesian filtering, these operators
preserve smooth regions and discontinuities of the process and observation
models. We believe this is one of the main reasons that our problem decom-
position works so well: at a large portion of the time steps, the policy does
not have to make complicated decisions. Although currently this only moti-
vates our approach, in the future we will look to exploit this transformation
explicitly.
This dissertation discusses, at length, the lifting process by which we can
consider our model a POMDP, MDP, or nonlinear system with respect to
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the choice of “state” variable. While these transformations are known among
those who study this area, we believe it is an important way to characterize
the problem and a useful paradigm for algorithm construction.
We consider the work in this thesis to be a prototype of a technique that
can be used in many ways for learning and optimization. Although we have
demonstrated some promising results on a few problems, we believe that
there is still significant progress to be made along this line of research. In
the next section, we outline a few directions in which a new step can be
taken.
8.1 Future Work
In this section, we outline a few directions in which immediate progress can
be made from the work in this dissertation. The discussion in this section is
roughly organized from specific improvements that could be made immedi-
ately to ideas generated from this work that could eventually be explored.
Although the method we have presented is computationally feasible, there
are many algorithm efficiency issues to be addressed that could significantly
improve the approach. The two most obvious improvements would address
parallelization of expansion approximation and accelerating the expensive
nearest neighbor procedure. As mentioned earlier, the nearest neighbor pro-
cedure in a high-dimensional space, required at every iteration, is a serious
computational bottleneck for our method. Because of dimensionality and
the number of stored beliefs, many tree-based data structures one would
immediately consider are typically not better than a brute force approach.
Future directions could potentially include approximate nearest-neighbor al-
gorithms, space-based hashing of beliefs, or efficient approximations of belief
distance. We have implemented a rudimentary approach involving projec-
tion of beliefs onto moments. This lower dimensional space (of moments) can
then be used to approximately compute nearest neighbors with a significant
speed increase. However, much more work needs to be done to explore best
practices in terms of both efficiency and robustness.
With multi-core and cluster computing becoming ubiquitous, paralleliza-
tion is a topic worth exploring for nearly all algorithmic work. While our
algorithm is specified as a serial sequence of operations, it can easily be
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made parallel by sampling multiple expansions at each iteration. This ap-
proach is natural as the sampling and resulting computations are a piece of
an incremental computation, and the graph optimization represents the best
solution over the partial computation we have performed. Again, we have
implemented a rudimentary parallel implementation of this work and the de-
crease in the time necessary to compute a solution (that performed equally
with the result of the serial algorithm) was significant.
Of course, with any sampling-based approach the sampling strategy plays
a large role. Our hypothesis is that for this problem, beliefs should receive
(probabilistically) a fraction of computation that is roughly commensurate
with their likelihood of being reached; i.e., we should allocate more planning
to situations commonly encountered.1 A Monte Carlo walk of the graph
from the initial belief with some stopping probability at every step can pro-
vide a simple, workable sampling strategy. Typically, one can do better by
utilizing strategies that require a ranking of the importance over all beliefs
in the graph. Producing this ranking is an area of significant importance, as
the ranking determines the sampling, which greatly influences the speed and
effectiveness of the algorithm. We have developed a basic importance sam-
pling procedure based on a PageRank-like [74] algorithm, which is discussed
in Appendix F. However, this is just an initial approach to a problem that
requires significantly more study.
Our current approach has largely been based on developing algorithms
that use approximations of the belief and hyperbelief pdf’s. This is because,
under the lifting process by which we can consider our model a POMDP,
MDP, or nonlinear system with respect to the choice of “state” variable,
exact pdf’s tend to be difficult to represent due to the interaction of com-
plicated system models with the lifting equations. An alternate approach is
identification of specific classes of systems that behave “nicely” under the
lifting transformation. Thus, rather than only investigating approximation
methods, it makes sense to identify classes of models that can be optimized
with little computational expense. These models could potentially be used
as approximations to similar models that require a more complicated opti-
mization procedure. This is, of course, a standard engineering process. But,
by performing this type of analysis with specific attention given to the lifting
1This tradeoff should also depend on the cost decrease that is expected from additional
planning, but we will ignore this detail in this high-level discussion.
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process, we postulate that we can develop effective solutions for a number of
hard POMDP problems.
One such example is the probabilistic search problem where the probability
of sensing the object is a function of distance from the object. Approximating
the initial belief and process and observation models within the exponential
family of distributions, under certain conditions, we can guarantee the pdf
over the location of the object will remain within a class of a mixture of ex-
ponential functions, and the hyperbelief can be represented with a bounded
number of parameters. Because we do not immediately have to turn to ap-
proximation techniques for such systems, we have the capability to replace
many of the tasks that were performed numerically with closed-form, signif-
icantly more efficient replacements.
Of course, simple parameterizations for belief and hyperbelief will typi-
cally not be possible. However, considering the structure of problems, we
can often develop a hybrid belief representation that is faithful to the true
belief, but significantly more efficient (and allowing significantly more non-
numerical analysis) than blindly applying a particle filter. For example, in
the robot navigation problems presented in Chapter 7, the belief could often
be approximated very well with a normal distribution. Unfortunately, as we
showed, this approximation is not always appropriate and using it exclusively
can degrade the solution quality of the optimization procedure. It may be
possible to create a system by which the belief approximation is parameter-
ized differently in different parts of the belief space. Development of such a
hybrid belief representation goes hand in hand with exploration of the lifting
transformation.
The work in this dissertation bears significant resemblance to event-based
planning; i.e., the system should behave in a certain way until some event oc-
curs. While we considered local policies to be fixed in this work, an interesting
direction of future work involves identifying what are the appropriate events
at which a switch should occur. We believe significant gains can be made by
choosing events that correspond to crossing or being near to discontinuities
in the process and observation models. By choosing events appropriately, we
can most likely simplify belief representation between events, as previously
discussed, by a single mode of a hybrid belief representation.
Finally, this work was targeted mainly at robot motion planning. We have
made some progress on the minimum uncertainty navigation problem, but
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significant additional progress still needs to be made before an algorithm that
can easily be used in practice emerges. By exploring belief representations
based on projection onto exponential families, sampling issues, and develop-
ment of sensitivity regions for continuous problems, we hope to soon develop
a practical and effective stochastic motion planning algorithm.
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APPENDIX A
DERIVATION OF THE BELIEF
TRANSITION OPERATOR
We begin deriving the belief transition operator, i.e., the Bayesian filtering
equations for a POMDP, with the definition of the belief.
bt(xt) := fxt|It (xt|It)
= fxt|yt,ut,It−1 (xt|yt, ut, It−1) (A.1)
The pdf in (A.1) is identical to the definition of the belief because we simply
remove the most recent control and observation from the information vector.
Applying Bayes rule, we have
bt(x) =
fyt|xt,ut,It−1 (yt|xt, ut, It−1) fxt|ut,It−1 (xt|ut, It−1)
fyt|ut,It−1 (yt|It−1)
which can be simplified by removing the conditioning that provides no infor-
mation.
bt(x) =
fyt|xt (yt|xt) fxt|It−1 (xt|It−1)
fyt (yt)
We then rewrite the conditional pdf over xt using the total law of probability.
bt(x) =
fyt|xt (yt|xt)
fyt (yt)
∫
fxt|xt−1,ut−1 (xt|xt−1, ut−1) fxt−1|It−1 (xt−1|It−1) dxt−1
The final step is accomplished by noticing that the last factor in the integrand
is the definition of the belief at stage t− 1.
bt(x) =
fyt|xt (yt|xt)
fyt (yt)
∫
fxt|xt−1,ut−1 (xt|xt−1, ut−1) b(xt−1)dxt−1
Thus, we have derived the belief transition operator.
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APPENDIX B
DERIVATION OF HYPERBELIEF
TRANSITION FUNCTION
In this appendix, we derive (2.5). By definition, the hyperbelief transfer
function Φ evaluated at bk+1 is given by
(Φpiβt)(bt+1) = fbt+1|b0,pi (bt+1|b0, pi)
To obtain the hyperbelief value at stage t+ 1, we marginalize over the stage
t beliefs
fbt+1|b0,pi (bt+1|b0, pi) =
∫
Pb
fbt+1|bt,b0,pi (bt+1|bt, b0, pi) fbt|b0,pi (bt|b0, pi) dbt
=
∫
Pb
fbt+1|bt,pi (bt+1|bt, pi) βt(bt)dbt (B.1)
We obtain (B.1) from the fact that the belief at stage t + 1 is conditionally
independent of b0 given bt, and by applying the definition of a hyperbelief.
We can express fbt+1|bt,pi (bt+1|bt, pi) by marginalizing over Y , i.e.,
fbt+1|bt,pi (bt+1|bt, pi) =
∫
Y
fbt+1|yt+1,bt,pi (bt+1|yt+1, bt, pi) fyt+1|bt,pi (yt+1|bt, pi) dyt+1
(B.2)
If Y is discrete, the integral can be replaced by a summation. Since the source
of uncertainty in the belief transition function is the unknown observation,
the pdf of the belief transition conditioned on the observation will be a Dirac
delta function, i.e.,
fbt+1|yt+1,bt,pi (bt+1|yt+1, bt, pi) = δ(bt+1 − φyt+1,pi(bt)bt) (B.3)
Substituting (B.2) and (B.3) into (B.1), we get (2.5).
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APPENDIX C
DERIVATION OF SAMPLE PATH BELIEF
PERTURBATION EQUATIONS
We begin by deriving the multi-stage belief transition function. Starting from
b0 and using the belief transition operator (2.4), we have
b1 =
φ¯y1,u1b0
1′φ¯y1,u1b0
:= ηy1,u1φ¯y1,u1b0
Equation (2.4) can be applied again
b2 =
φ¯y2,u2b1
1′φ¯y2,u2b1
=
φ¯y2,u2ηy1,u1φ¯y1,u1b0
1′φ¯y2,u2ηy1,u1φ¯y1,u1b0
and since η is a scalar, we get
b2 =
φ¯0:2b0
1′φ¯0:2b0
This procedure can be repeated iteratively to get a multi-stage belief tran-
sition function for t stages. To analyze the sensitivity of this operator, we
insert b0 + ∆b0, nominal plus perturbation, into the multi-stage belief tran-
sition function for t stages.
bt + ∆bt =
φ¯0:t(b0 + ∆b0)
1′φ¯0:t(b0 + ∆b0)
123
Then, rearrange to isolate ∆bt.
∆bt =
φ¯0:t
1′φ¯0:t(b0 + ∆b0)
(b0 + ∆b0)− φ¯0:tb0
1′φ¯0:tb0
=
φ¯0:tb0
1′φ¯0:t(b0 + ∆b0)
− φ¯0:tb0
1′φ¯0:tb0
+
φ¯0:t∆b0
1′φ¯0:t(b0 + ∆b0)
=
[1′φ¯0:tb0]φ¯0:tb0 − [1′φ¯0:tb0]φ¯0:tb0 − [1′φ¯0:t∆b0]φ¯0:tb0
(1′φ¯0:tb0)2 + (1′φ¯0:tb0)(1′φ¯0:t∆b0)
+
φ¯0:t∆b0
1′φ¯0:t(b0 + ∆b0)
=
[1′φ¯0:tb0]φ¯0:t∆b0 − [1′φ¯0:t∆b0]φ¯0:tb0
(1′φ¯0:tb0)2 + (1′φ¯0:tb0)(1′φ¯0:t∆b0)
=
[1′φ¯0:tb0]φ¯0:t
[
I − φ¯0:tb01′φ¯0:t
1′φ¯0:tb0
]
∆b0
(1′φ¯0:tb0)2 + (1′φ¯0:tb0)(1′φ¯0:t∆b0)
=
φ¯0:t
(
I − φ¯0:tb01′φ¯0:t
1′φ¯0:tb0
)
1′φ¯0:tb0 + 1′φ¯0:t∆b0
∆b0
This gives ∆bt as a function of ∆b0 and b0.
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APPENDIX D
DERIVATION OF SAMPLE PATH COST
PERTURBATION EQUATIONS
For expositional purposes, we begin by defining
ηt := 1
′φ¯0:tb0
θnt := l(u)
′φ¯0:t
(
I − φ¯0:tb01
′φ¯0:t
1′φ¯0:tb0
)
θdt := 1
′φ¯0:t
Then,
gt(b0,∆b0) := l(u)
′∆bt = l(u)′
φ¯0:t
(
I − φ¯0:tb01′φ¯0:t
1′φ¯0:tb0
)
∆b0
1′φ¯0:t(b0 + ∆b0)
=
θnt ∆b0
ηt + θdt∆b0
The quantities θnt and θ
d
t are row vectors and ηt is a scalar. The function
gt(b0,∆b0) is the stage cost at stage t. To form the Taylor approximation,
we first compute the gradient1 of gt(b0, ·) with respect to ∆b0.
∇′gt(b0,∆b0) = (ηt + θ
d
t∆b0)θ
n
t − (θnt ∆b0)θdt
(ηt + θdt∆b0)
2
(D.1)
Applying the gradient operator to (D.1) we are able to compute the Hessian.
To approximate cost under small perturbations, we form the second order
Taylor approximation around b0, i.e., ∆b0 = 0. Thus,
gˆt(b0,∆b0) = g(b0, 0) +∇′gt(b0, 0)∆b0 + 1
2
∆b′0∇2gt(b0, 0)∆b0 +O(||∆b0||3)
1We will omit the usual subscript notation, in this case b0, on the gradient operator ∇
for the remainder of this appendix.
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and we can compute ∇′gt(b0, 0) and ∇2gt(b0, 0) from (D.1) and its gradient.
∇′gt(b0, 0) = θ
n
t
ηt
= l(u)′
φ¯0:t
(
I − φ¯0:tb01′φ¯0:t
1′φ¯0:tb0
)
1′φ¯0:tb0
Once we have these terms, we can substitute them into perturbed sample
path cost equation
jˆt¯(b0,∆b0) = jt¯(b0) + ∆jt¯(b0,∆b0)
= jt¯(b0) +
t¯∑
t=0
γt
[
∇′gt(b0)∆b0 + 1
2
∆b′0∇2gt(b0)∆b0
]
+O(||∆b0||3)
= jt¯(b0) +
[
t¯∑
t=0
γt∇′gt(b0)
]
∆b0 +
1
2
∆b′0
[
t¯∑
t=0
γt∇2gt(b0)
]
∆b0 +O(||∆b0||3)
= jt¯(b0) + d(b0)
′∆b0 +
1
2
∆b′0D(b0)∆b0 +O(||∆b0||3)
where d(b0) and D(b0) are a vector and matrix, respectively, whose construc-
tion depends only on b0 (and the POMDP model), and are defined by
d(b0)
′ = ∇′∆jt¯(b0,∆b0) =
t¯∑
t=0
γt∇′gt(b0)
D(b0) = ∇2∆jt¯(b0,∆b0) =
t¯∑
t=0
γt∇2gt(b0)
These quantities can be computed iteratively as we simulate the system.
φ¯0:s = φ¯ys,us · φ¯0:s−1
ds(b0)
′ = γs∇′gs(b0) + ds−1(b0)′
Ds(b0) = γ
s∇2gs(b0) +Ds−1(b0)
starting from d0(b0) = 0, D
0(b0) = 0, and φ0:0 = I.
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APPENDIX E
EXPANSIONS USING THE TERMINAL
POLICY
For finite horizon retirement problems, the expansion can be computed in
the standard manner choosing the stopping condition of the terminal policy
as the retirement condition for the controller. It may also be useful, for this
structure of cost function, to choose the retirement cost at the belief itself,
i.e., V (b, pi) = cTr(b), as an upper bound on cost. Choosing “retire” as the
terminal policy can greatly increase the efficiency of the algorithm, but may
require the computation to be performed elsewhere if a “final” local policy
is required to achieve significant reward.
For discounted infinite horizon cost systems, a “retire” terminal policy
cannot be chosen. However, the same computational gains can be made by
approximating the cost-to-go using the terminal policy with a heuristic cost
estimate. In some cases, a function can be used that exactly computes the
cost-to-go without simulating the system. This, of course, depends greatly
on the system in question.
In cases where no good heuristic cost estimate can be chosen, the cost-to-
go under a terminal policy can be estimated arbitrarily well by simulation of
the system. Let
lmax := max
b∈Pb, u∈U
l(b, u)
be an upper bound on the system stage cost. Then,
j∞(b, piterm) = jT (b, piterm) +
+∞∑
t=T+1
γtl(bt, ut)
≤ jT (b, piterm) +
+∞∑
t=T+1
γtlmax
= jT (b, piterm) +
γTγlmax
1− γ
Thus, if we can tolerate error of at most , then we can guarantee the error
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will be no larger if we simulate
T =
⌈
log
(
1− γ
γ
· 
lmax
)/
log γ
⌉
stages. Since J∞(·) is a convex combination of the costs of the individual
sample paths, this is the same number of stages needed to bound the expected
cost of the hyperbelief evolution.
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APPENDIX F
EXPANSION SAMPLING
In this paper, we gave very little discussion to how to sample the domain of
the expansion map, but this issue is critical to the speed of learning good
policies and is a subject of future investigation. With no a priori informa-
tion,1 sampling beliefs from B should be weighted by how much potential
they have to affect the cost-to-go from the initial belief.
We establish weights on the beliefs in B by viewing the switching locations
as a Markov chain. We generate a |B| × |B| matrix M from the switched
policy optimization data structure. The matrix M is a left stochastic ma-
trix with one row and column missing, corresponding to transitions to and
from a “terminal” state in the Markov chain. Since the transition state is er-
godic, we can safely disregard these matrix entries while keeping an accurate
probability distribution over the remaining states. We choose a probability
distribution over which local policies we will choose at every belief in B; then
the entries of M can be computed from the probabilistic evolution of the
POMDP stored in the data structure. Additionally, factors can be included
in computation of the entries of M to correspond to the number of stages
elapsed, which allows estimation of how much reward reaching a belief can
contribute.
To compute the weighting for our importance sampling algorithm, let the
length |B| vector vj correspond to the probability distribution of jth switch.
Then, v0 = [1, 0, 0, · · · , 0] and
vj+1 = Mvj
Let length |B| vector w be an estimate of the importance of beliefs for sam-
1For certain applications, it may be useful to utilize a problem-specific sampling ap-
proach.
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pling. Then, compute w iteratively using the expression
wj+1 = wj + (1− wj) ◦ vj+1
where ◦ corresponds to the Hadamard product (element-wise multiplication)
and wj → w. Practically speaking, this algorithm is fairly expensive and
w should only be re-computed when the data structure changes enough to
significantly perturb w.
In cases where there are a finite number of local policies, it is useful to
remove weight from beliefs that have been fully expanded, i.e., all policies
have been simulated, as post-processing. This is the main reason we perform
this computation, as the sampling procedure can otherwise become “trapped”
in a set of fully expanded beliefs with high weight. If this is not a concern,
then an equivalent set of samples can be drawn by sequentially sampling the
Markov chain directly.
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