A system is presented for optical recognition of music scores. The system processes a document page in three main phases. First it performs a hierarchical decomposition of the page, identifying systems, staves and measures. The second phase, which forms the heart of the system, interprets each measure found in the previous phase as a collection of non-overlapping symbols including both primitive symbols (clefs, rests, etc.) with fixed templates, and composite symbols (chords, beamed groups, etc.) constructed through grammatical composition of primitives (note heads, ledger lines, beams, etc.). This phase proceeds by first building separate top-down recognizers for the symbols of interest. Then, it resolves the inevitable overlap between the recognized symbols by exploring the possible assignment of overlapping regions, seeking globally optimal and grammatically consistent explanations. The third phase interprets the recognized symbols in terms of pitch and rhythm, focusing on the main challenge of rhythm. We present results that compare our system to the leading commercial OMR system using MIDI ground truth for piano music.
INTRODUCTION
For decades, researchers in music-related disciplines have lamented the lack of symbolically-represented music. Such score-like representations allow music to be searched, compared, transformed, reformatted, and analyzed in myriad ways. However, in spite of its utility, little symbolically-represented music exists today beyond MIDI files. Over the last several years the International Music Score Library Project (IMSLP) , an open library of primarily scanned, public domain, machine-printed classical music scores, has "gone viral," now integrated into daily life in musical circles worldwide. This library allows wide access to a broad and rapidly deepening collection of musical scores, requiring only a browser or printer for viewing. Unfortunately, at present, this is nearly all the library offers. Optical music recognition (OMR), analogous to optical character recognition (OCR), converts music score images into symbolic form. We see in the IMSLP a potential gold mine of symbolic music data, and have embarked on a long-term research effort to harvest these data. A successful effort would transform the musical landscape, bringing broad access, algorithmic analysis and classification, and content-based search to music scores, finally ushering music into the Information Age, alongside text.
OMR is a deeply challenging problem, well-known in the music information retrieval community, 1-7 though less well-represented over recent years in published research. Blostein and Baird 8 present an OMR overview of the academic literature from 1992 that describes a similar state of the art to that found in Rebolo from 2009. 9 However, it should be noted that commercial OMR systems have improved markedly over this period.
One does not work long in this domain without encountering longstanding themes and conflicts well known to document recognition researchers. Our strong bias is for top-down recognition -approaches that begin by clearly articulating the world of possible hypotheses or answers, then scoring these hypotheses according to their a priori plausibility and their agreement with the data. The HMM approach to speech recognition is one of the most famous and successful examples of this kind, combining top-down modeling with computationally powerful dynamic programming (DP) techniques for search and training. However, the real-world recognition problems admitting feasible top-down approaches appear to constitute a small minority. All OMR approaches we know, except those of Pugin et. al. 3 and Kopec et. al., 10 instead proceed bottom-up -beginning with the image data, gradually trying to piece together progressively higher-level constructions, ultimately concluding with the overall interpretation of the data. The preference for bottom-up strategies by nearly all OMR researchers stems from their computational feasibility. The hallmark of a bottom-up approach is a series of intermediate and irreversible decisions as one climbs the ladder connecting the image data and its interpretation. The Achilles' heel of the bottom-up paradigm is the inevitable incorrect intermediate decision constituting a blind alley that cannot be retraced. In OMR, the most obvious example would be an incorrect segmentation of the data leading to unrecognizable symbols, though many others exist.
The greatest virtue of the top-down recognition approach is its simultaneous focus on recognition and interpretation -primitive hypotheses such as "note head here" are only considered when they fit into a meaningful interpretation of the scene (say measure) at hand. While it seems too optimistic to hope to formulate OMR in an entirely top-down manner (the aforementioned top-down approaches look at simplified and ungeneralizable subdomains), there are many subproblems where one can employ this philosophy. We do this whenever possible. While we begin bottom-up, seeking various self-contained objects without regard for their overall organization, each individual object recognition strategy is itself top-down. For example, we find isolated chords (including single notes) by exploring candidate stem locations through grammar-induced DP strategies that consider every meaningful chord presentation and result in a globally optimal interpretation.
We apply various top-down strategies to identify isolated chords, beamed groups, isolated symbols, clef and key signature groups, etc. The result is a collection of mutually inconsistent and overlapping hypotheses that share "body parts" in impossible ways -this is a typical pitfall of a bottom-up approach where it is difficult to formulate the concept of a hypothesis' unique "claim" to a particular image pixel. As described in our previous work, 11 we resolve these conflicts by a phase seeking non-overlapping variants of the identified objects, completely discarding some of them, resulting in a collection of separate symbols that best explain the image data.
The result of this phase has limited value by itself since, without interpreting these symbols, we cannot even play back the music. Thus we employ an additional interpretation phase in which we try to explain the musical symbols in a way that makes rhythmic sense. In addition to providing an interpretation of the symbols that is essential for most musical pursuits, this phase can also correct errors that occur in the earlier symbol recognition phase. Thus, in keeping with top-down recognition philosophy, we limit our search space to meaningful hypotheses and use this restriction as an aid to our recognition process. Furthermore, constructing a fully symbolic music representation aids the evaluation process, as we demonstrate in Section 3.
SYMBOL RECOGNITION

The Data Model
As notation, we let x denote an image location, with g(x) the pixel intensity at x. We write p W and p B for the probability distributions on grey levels for pixels that are assumed to be white and black. A recognition hypothesis, such as locating and labeling a single symbol, partitions the image domain into three subsets: the locations assumed to black, B; a small "buffer" of presumably white pixels surrounding the black pixels, W , accounting for the separation of symbols; and the remaining locations which have not yet been considered, U . Suppose we let p U denote the distribution for these latter intensities of unknown origin. Assuming the gray levels are conditionally independent given the sets B, W, U , we can write the data likelihood as
For example, if our image contains single undeformable isolated symbol, then B would be the black region of that symbol, W would be a buffer around this domain accounting for its isolation, and U would be the remainder of the image domain.
When optimizing this likelihood over various hypotheses it seems pointless to require each model to account for far-away pixel data. Instead, we optimize the above likelihood function with each factor divided by our "background" model p U (g(x)) -clearly not changing the ranking of hypotheses. The resulting objective function, after taking logs, is expressed only in terms of the pixel locations where the state is known, B and W :
For instance, we look for a single specific rigid symbol, such as a clef or rest, by maximizing this objective function over the location of the hypothesized symbol -essentially, this is template matching. If the optimal score is less than 0, the background model gives the higher probability than any symbol-location pair we can identify, so we believe the symbol does not occur in the region. Recognition in more complicated situations will proceed analogously, by optimizing this same objective function over multiple symbols, subject to various compositional and non-overlapping constraints.
We estimate P B and P W by fitting a two-component mixture model to the image histogram, while we model the background distribution, P U , as the normalized histogram.
Finding the Page Structure
Our first task for each page we recognize is finding the page structure. We represent this structure hierarchically, partitioning the page into systems, each system into system measures, and each system measure into individual staff measures. The lion's share of our effort is then devoted to the independent recognition of these staff measures.
We first identify the collection of staves in the image by seeking a decomposition of the page into horizontal "slices," of variable height, each labeled as either containing a single staff or not. We give a score of 0 to each slice labeled as empty (i.e. score it under the background model using Eqn. 1), while we score the remaining slices using Eqn. 1 applied to the best single staff identified within its domain. This single staff is found by a simple parallel line-tracking algorithm, allowing for some vertical "drift" as we scan across the page. Having computed this optimal score for all reasonable intervals, it is simple to find the globally optimal partition of the page into labeled regions (staff or not), using dynamic programming.
Systems of music group the vertically consecutive staves that are played at the same time. To indicate their simultaneous nature, the individual staves of a system share common horizontal bar line positions. By finding these shared bar lines, as we now describe, we both identify the systems as well as the system measures.
Having identified N staves, we first consider each possible grouping of consecutive staves into a single system -there are
of these since we must "choose" 2 of the N + 1 separating spaces to bound the system. For each such grouping (potential system), we can score any configuration of shared bar lines using our data model of Eqn. 1, regarding the shared bar lines themselves as the "black" region. It is easy to optimize over all configurations of possible shared bar lines, including constraints on the minimal and maximal width of a bar, using DP. In this way we obtain a score for each potential system. Any of the possible 2 N −1 system partitions can now be scored by summing the scores for each system. It is a simple matter to find the globally optimal such partition, again through DP. In essence, we have found the decomposition into systems that correctly explains the maximum amount of bar line ink.
The left panel of Figure 1 shows a structural decomposition for a music page using these methods. The single staff measures, shown with different colors in the right panel, whose recognition we take up next, are easy to locate using our page decomposition.
Measure Recognition
Measures are composed of two kinds of symbols we call rigid and composite. Rigid symbols, such as rests and clefs, consist of a single glyph of known scale and orientation. In contrast, the composite symbols, most importantly chords (including single-note "chords") and beamed groups, are composed of highly constrained arrangements of primitive symbols (note heads, ledger lines, stems, flags, beams, accidentals, augmentation dots, etc.). When the rigid and composite symbols can be ordered left-to-right in a measure (e.g. a monophonic or homophonic line), almost any ordering of symbols makes sense, as long as the time signature constraint is obeyed. As a consequence, it seems that a generative model for the measure symbols, such as a finite-state machine, is not likely to be powerful or useful. In contrast, chords and beamed groups, having simple grammatical constraints, are natural candidates for top-down model-based, finite-state-machine-directed recognition. The result is a hybrid approach to measure recognition, combining both top-down and bottom-up approaches, as follows.
We begin by identifying candidates for the composite symbols: potential beam corners for the beamed groups and potential stem beginnings for the chords. These candidates are explored through principled model-based recognition strategies, as described in Sections 2.3.1 and 2.3.2. We recognize the remaining rigid symbols with template matching -for now we only consider rests and clefs, though there are numerous other possibilities. The result of this process is a collection of mutually inconsistent overlapping hypotheses. Section 2.3.3 presents a method of resolving these conflicts by seeking non-overlapping variations on the recognized symbols, perhaps completely discarding some hypotheses.
Isolated Chord Recognition
We find candidate locations for note stems by convolving the image with appropriate masks designed to "light up" the endpoints of a stem for both possible stem orientations: stem-up and stem-down. In finding these oriented candidates we err on the side of false positives, since stems of isolated chords missed at this stage can never be recovered. We now discuss how we identify the best chord beginning from one of these candidate locations. If the score, (Eqn. 1), of this best chord is less than 0, we do not consider the candidate further.
A chord arranges a collection of note heads on a stem, drawing ledger lines for the notes lying off the staff, with the constraint that note heads on the same side of the stem must differ by at least one staff line or staff space. Figure 2 shows a generative model for the somewhat simpler scenario in which the chord is known to be stem-up, there are no notes below the staff, and all note heads are on the right side of the stem. Generalizing this situation to the full range of possibilities increases the complexity of the graph structure, though the basic idea remains sound. A path through the figure is a recipe for drawing a particular chord from bottom to top, as follows. We start in the bottom node of the figure, drawing the initial portion of the stem, followed by a series of either note heads or blank spaces, perhaps separated by an occasional half-space as we move between note heads centered on staff lines and those centered on staff spaces. The graph ends with a final section containing "self-loops" accounting for an arbitrary number of note heads above the staff with associated ledger lines. While not indicated in the figure, we can exit the model after visiting (and drawing) any note head.
As is often the case, such a generative model can be turned into a recognition engine. Consider the sequence of pixel rows beginning at the bottom of the stem, continuing up to the top of the chord. We seek a partition of this row sequence into consecutive intervals: I 1 , I 2 , . . . , I K , and a labeling of these intervals, s 1 , s 2 , . . . , s K , such that the labeling is a legal sequence of states from our graph. These two sequences must satisfy several constraints. For instance, the initial stem must exceed some minimum length, thus constraining the associated interval. Furthermore, we know the location of the staff lines, so each state corresponding to a note head or space on the staff must be associated with an interval that spans the correct region. Similar constraints apply to "above staff" note heads and half spaces.
For any such state and interval sequence, we compute the associated data likelihood, as follows. Each (s k , I k ) pair assumes a particular labeling of black image pixels inside I k . All states must account for the stem, thus must label the region corresponding to the stem as black. Additionally, some of the other states account for note heads, perhaps also with ledger lines. Finally we label a small band of white pixels around the black pixels of each labeled I k , thus accounting for our expectation that there will be some minimal separation between the chord and other symbols in the image. We can then approximate Eqn. 1 as
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A simple modification improves this approach. Due to the buffers of white pixels, the regions the
overlap, so that some pixels are counted multiple times, perhaps under both black and white models. We resolve this by assuming that (B k ∪ W k ) ∩ (B k+j ∪ W k+j ) = ∅ for j > 1, allowing us to correct this error in a pairwise manner. Thus we modify Eqn. 2 to be
where
. In other words, when we encounter a pixel with two different labelings, we "defer" to the black label. The modified objective function is still expressed as a sum of terms that depend on pairs consecutive states, thus is still amenable to DP.
Beamed Group Recognition
As with chord recognition, a candidate detection phase first finds possible locations for the left corner of potential beamed groups, while classifying these candidates "stem-up" or "stem-down," and estimating the angle of the parallel beams.
The left panel of Figure 3 shows the graph structure we use to model a beamed group (without note heads). This model "draws" the beams and note stems from left to right, forcing an alternation between note stems and beams, except when partial beams (as in dotted rhythms) are employed. For clarity's sake, the figure only allows one or two beams, though our actual models can account for up to four beams. For example, the numbered sequence of transitions generates the beam structure in the right panel of Figure 3 . As with the chord recognition approach described above, the state graph specifies what sequences of states "make sense," in this way lending itself naturally to a DP-based recognition strategy, this time parsing along the horizontal dimension. Suppose x 0 gives the left hand corner of the beamed group, u is a unit vector pointing in the beam direction, and v points in the stem direction (up in the case of our Figure 3) . (x 0 , u, v) are estimated when we identify a beam candidate. Thus, if N is the maximum length of the beamed group, we seek a partition of {0, 1, . . . , N } into intervals I 1 , . . . , I K , with labels s 1 , . . . , s K for the intervals, forming a legal sequence from the state graph of Figure 3 .
A labeled interval, (I k , s k ), corresponds to a possible labeling of the pixel data for the region as shown in the right panel of Figure 3 . Essentially, we choose a black region, B k , that "fits into" R k . For instance, if s k is of type "single beam," B k would be the parallelogram-shaped of known height "sitting" in the bottom of R k . Or if s k is of type "note stem," then B k would be a thin vertical line of known height fitting into the bottom of an equally thin R k . By including small buffers of white pixels around the black pixels, W k , we can form an objective function as in Eqn. 3, with B k,k+1 and W k,k+1 defined as before. As usual, DP leads to a global maximum of our objective function, thus estimating the desired beam structure.
As stated above, the approach only recognizes the beams and stems, though not the note heads and ledger lines. However, an interesting variation on this idea combines the recognition of both beam structure and chords into a single optimization, as follows. When scoring a note stem on a particular interval, rather than only considering the stem itself, we nest the optimization problem of Section 2.3.1 inside the current optimization, thus substituting the best configuration of stem, note heads and ledger lines for the single stem. The result is the most likely beamed group configuration (not yet considering note head "decorations" such as accidentals and augmentation dots), starting from the initial candidate location.
Resolving Conflicts Between Hypotheses
While our identification of each chord and beamed group is highly constrained, their overall arrangement within the measure is unconstrained. Thus, it is inevitable that we will find overlapping and mutually inconsistent symbols. We now describe how we resolve these conflicts, producing an explanation for the measure in terms of non-overlapping objects that still satisfy the essential grammatical constraints described above.
The simplest type of conflict concerns two hypotheses that both compete for a common subregion, C, as shown in the left panel of Figure 4 . Such a situation could arise, for instance, when the single note on the right tries to explain the rightmost note head of the beamed group as an accidental. We resolve this conflict by running the two recognizers again, now disallowing the use of C in their recognized results. Such constraints are simple to incorporate into our recognizers, and come with little additional cost over the initial computation. Suppose that s 1 and s 2 are the unconstrained scores of the two recognizers, while s The basic idea can be extended to more complex arrangements of region conflict, as depicted in the right panel of Figure 4 . Here one can employ the "max propagation" ideas from Bayesian networks to find the optimal assignment of the disputed regions to the recognized symbols.
12 While this optimal approach is technically feasible, for computational reasons we instead use a greedy approach that adds one symbol at a time to the the currently optimal configuration of previously-considered symbols, considering all possible configurations of the conflict between the new symbol and the current ones. While this approach is suboptimal, it is cheaper to compute and only rarely results in a worse outcome. This notion of conflict resolution also plays a role in our recognition of beamed groups. After having recognized a beamed group in the manner of Section 2.3.2, we proceed to look for both accidentals and augmentation dots that "belong" to the identified note heads. Frequently, this introduces conflicts into the result when these note head "decorations" overlap each other or previously recognized parts of the beamed group (almost always note heads). In such a case, it is possible for either the newly recognized decoration, or the original interpretation of the conflict region to be correct. We resolve such situations though pairwise conflict resolution, performing the entire recognition of beamed group and decorations subject to constraints that "allocate" the region of conflict. We resolve conflicts sequentially, moving left to right in the recognized structure. While the result is not optimal, at least it provides an interpretation that obeys the grammatical constraints of the beamed group and ensures that all recognized decorations belong to recognized note heads.
Rhythm Decoding
The ideas of the preceding section produce, for every measure, a collection of non-overlapping symbols, though they do not provide any means for interpreting these symbols in terms of pitch and rhythm. Without such an interpretation, we cannot even play the music back, thus these intermediate results are of limited value. In most cases one can compute the pitch of each note as a simple function of its position on the staff, the key signature, the clef, the instrument's transposition, and any accidentals, explicit or otherwise. The problem of interpreting rhythm is much more challenging, and vital to any OMR system, and is thus our current focus. Our treatment of rhythm recognition is somewhat analogous to the decoding of an error-correcting code, imposing the time signature constraint to recover from mistakes that happen during symbol recognition. A more detailed description of this discussion can be found in Jin and Raphael. 
Monophonic Rhythm Decoding
We first treat the case of monophonic music, here meaning that the notes and rests form a single stream of events. The most typical example of monophony would be music played by an instrument that produces a single note at a time, though our approach also applies to sequences of chords, as long as the notes of each chord share a stem.
Using the techniques of the previous section, suppose we have partitioned a monophonic measure into a sequence of K symbols that have been ordered from left to right. These objects could be rests, isolated notes, beamed groups, as well as objects without associated musical time such as clefs. We assume these symbols include "false positives," not corresponding to actual document symbols.
We let S k be a collection of possible hypotheses for the kth object, k = 1, . . . , K. For instance, for a rigid isolated symbol we may have several hypotheses that score reasonably well (e.g. eighth rest, sixteenth rest, etc.). In the case of an isolated note, our recognition result may involve a closed note head, though an open note head may match nearly as well. Or perhaps we were uncertain about the number of augmentation dots or flags attached to the note. We generate a list of possible hypotheses of the isolated note by performing an "N-best" traceback of the DP calculation.
14 Thus our isolated note analysis produces a list of possible hypotheses along with scores measuring the quality of fit to the image data. We perform a similar procedure for each beamed group, also resulting in a list of possible hypotheses. For each s k ∈ S k we let D(s k ) denote the musical time consumed by the hypothesis, with recognition score H(s k ). Our convention for musical time gives a quarter note duration 1 4 , and eighth note 1 8 , with similar rational numbers for other notes, rests, or beamed groups. In each collection, S k we include the "null" hypothesis with duration and score 0, corresponding to the case of a false positive recognition error.
In many cases we find that the best scoring hypotheses collectively make rhythmic sense. That is, we find that k D(ŝ k ) = T whereŝ k = arg max s k ∈S k H(s k ) and T is the measure's time signature represented as a rational number (e.g. T = 3 4 for 3/4 time). In such a case there would be no reason to consider any other possible interpretation of the symbols. However, it is common to encounter scenarios where the best scoring hypotheses do not "add up," while the correct hypotheses for some symbols are found "further down" in the list. In such a case it makes sense to look for the sequence s * 1 , . . . , s * K with s * k ∈ S k given by where the maximum is taken over all sequences s 1 , . . . , s K with s k ∈ S k for k = 1, . . . , K satisfying the time signature constraint. The identification of this optimal configuration is a simple exercise in dynamic programming.
What follows is a sequence of variations on this basic vanilla-flavored scheme. The decision to use any one of these is independent of the others, allowing for quite a few different combinations. For the sake of clarity, we will consider only one variation at a time in our discussion.
Recognizing System Rhythm
A system groups together a collection of staves that are played simultaneously. For instance, the notation of Fig  1 groups the 18 staves into two systems of 9 staves. Usually systems vertically align coincident symbols. This alignment convention gives important information concerning the rhythmic positions of many notes, and can be used to extend the ideas of the preceding section. We do this by penalizing interpretations having rhythmically coincident notes or rests whose vertical alignment is not close enough.
A computationally tractable approach is to begin by independently recognizing each staff measure of a system measure. We then iteratively revisit each staff measure holding the other measures fixed, re-recognizing subject to the penalties imposed by these other measures -that is, "coordinate-wise" optimization. While there is no guarantee this greedy method results in a global optimum, it has demonstrated noticeable improvements in our experiments, and converges on a solution quickly.
Polyphonic Rhythm Decoding
Polyphonic music presents several musical parts on a single staff, and generally presents the biggest challenge in rhythm recognition. Notational polyphony often occurs in piano music, as well as orchestral scores. In this section we present an algorithm for the rhythmic decoding of a measure of polyphonic symbols. For clarity's sake we focus on the simplest statement of the problem, assuming correctly identified symbols on a single staff. However, this technique can be extended to cover the ideas of the previous sections. For instance, the ideas of Section 2.4.1 can be included in an obvious way to cover the case where we have multiple rhythmic hypotheses for each symbol, while we could easily treat a system with polyphonic staves using the ideas of 2.4.2. This latter situation occurs frequently in the "grand staff" of piano music. We will do both of these in our experiments of Section 3.
We first consider the situation in which the number of voices, V , is known, while the voices persist throughout the entire measure, as in the left panel of Figure 5 , which contains three voices. Here the decoding problem simply separates these symbols into voices, as is necessary for their rhythmic understanding. We begin by numbering the K symbols of the measure from left to right, breaking ties arbitrarily, as in Figure 5 . We represent a possible interpretation as a sequence of states, one state for each of the K symbols, where a state consists of three quantities for each active voice: the index of the voice's most recent symbol and two rational numbers giving the onset and offset times of the most recent symbol. For instance, the correct state sequence associated with the left panel of Figure 5 is shown in the bottom left portion of the figure. This sequence is "legal" since all voices account for the number of beats expressed by the time signature (9/8), as seen by the 3rd member of each voice in the last row of the table.
Of course, the true state sequence is not known, in practice. We proceed by considering all possible state sequences, scoring them according to the their plausibility in search of the best scoring candidate. In doing so we generate a search tree where the kth level of the tree treats the kth symbol in our list. At the kth level we expand each branch by adding the kth symbol to all possible voices, while scoring this extension according to several criteria. Perhaps the most important criterion is the degree to which musically coincident symbols align horizontally. When a new symbol enters a voice, we must first consult the state to see if it contains symbols sharing the new symbol's onset time. This is why the symbol's starting position is included as part of the state. For each such coincident symbol in the state, we compute the difference in horizontal position with that of the entering symbol, adding an appropriate penalty for misalignment. This is why the state also retains the index of the symbol. The state information can also be used to penalize the addition of a new symbol whose stem direction does not agree with that of the most recent symbol, etc.
The search proceeds over K iterations -one for each incoming symbol, generating a search tree in the process. Each iteration begins by expanding each surviving branch by adding the current symbol to one of the voices, or creating a new voice if available voices exist. These new hypotheses are then scored according to the criteria discussed above. At this point it is possible that we have generated multiple paths to the same state, and, if so, we only retain the best scoring state. That is, we perform DP cutoffs. After performing DP cutoffs, we may still need to prune the tree further to render the search feasible.
Of course, it is not reasonable to assume a priori that we know the number of voices. For that matter, the number of voices may change throughout the duration of the measure. The most common instance of this phenomena occurs when a multi-voice measure begins or ends with a rest, in which case it is common to use a single rest for all voices. More generally, it is common to allow voices to come into, or go out of, existence when the resulting notation uses less ink and still suggests the right idea to the reader. The right panel of Figure  5 shows an example where a voice is added midway through the measure (we regard stems with multiple note heads as a single voice).
We address this problem by adding some flexibility to our state production rules. Regardless of the number of voices, we begin each measure with a single voice. At the beginning of each iteration, any voice is allowed to split into two identical voices, as long as some maximum number of voices has not yet been reached. The incoming symbol is then allowed to extend any currently active voice. At the end of the iteration, any two voices sharing the same ending time can merge into a single voice. Since we want to discourage gratuitous use of these kinds of productions, we add a penalty term when they are invoked. The correct state sequence associated with the right panel of Figure 5 is shown below the measure, and can also be computed with the dynamic programming strategy outlined above.
EXPERIMENTS
Like most OMR researchers, our past evaluations have focused on the primitive level, identifying the number of closed note heads, open note heads, clefs, quarter rests, beams, stems, flags, etc. that have been correctly identified. Such evaluations are useful for attributing errors to particular subsystems -an essential goal of evaluation. However, such evaluations can only be performed with ground truth labeled at the primitive level. Such ground truth must be hand-labeled through a time-consuming process and is thus not practical in anything but small scale experiments. Furthermore, OMR systems generally do not export such information, making system comparisons of primitive recognition impossible. Since our recent efforts explain music in terms of pitch and rhythm, we evaluate here in this same domain. One advantage of this approach is that we can use existing MIDI files as ground truth, since we can recover pitch and rhythm information from these. MIDI loses some information since timing is quantized, thus masking the essential rational nature of musical times, and does not distinguish between enharmonic equivalents (e.g. a♯ vs b♭), though these shortcomings are minor for evaluation purposes. Furthermore commercial OMR systems typically allow one to export MIDI data, as MIDI is the longest-standing symbolic digital music representation, thus we can compare our results to other systems. A lack of meaningful comparisons between systems has long been an obstacle to progress in OMR research 15 . 16 Here we compare with the commercial system SharpEye. This program has been recognized by several OMR researchers as the best commercial system, 17 while our subjective experience is consistent with this assessment.
Music is usually composed of interleaved streams of notes, making sequence-based evaluation, such as edit distance, awkward at best. However, OMR systems generally do well at identifying measures accurately (Section 2.2), thus reducing the problem to the comparison of individual measures. Our first criterion, "P+O," is based on pitch and onset time. For each measure we compute the number of false positives (recognized notes whose pitch and onset time do not exactly match a note in the corresponding ground truth measure) and false negatives (ground truth notes whose pitch and onset time do not exactly match a recognized note in the corresponding measure). Our second criterion, "O," is based only on onset time, computing false positives and false negatives in an analogous way. We are interested in this criterion since it isolates rhythm from pitch as much as possible, which is the focus of the work of Section 2.4. Our third criterion, "AP+O," examines approximate pitch and onset time, where a correct match requires that the ground truth and recognized onset times agree exactly, while the pitch need only be recognized to within two half steps. We consider this criterion because it is more lenient with notes that are nearly correct in pitch, thus forgiving a slightly incorrect staff position, accidental, or key signature.
We ran our system on the Breitkopf & Härtel edition of Mozart's Piano Sonata in C Major, K. 330. Of the 12 pages in the piece, either SharpEye or our program had problems detecting the page structure on 3 pages. On such pages we don't get a one-to-one correspondence of measures between SharpEye, our program, and the ground truth, so these pages were discarded from the test. We edited the ground truth MIDI files to remove grace notes and trills, since our evaluation is based on measured rhythm, thus not consistent with unmeasured notes. Furthermore, our system doesn't try to recognize these cases, while SharpEye doesn't appear to do so. Figure 6 shows the percentage of false positives, false negatives, and their sum, aggregated over the 9 test pages, for both our program and SharpEye, under all three test criteria. Before making comparisons it must stated that SharpEye is an omni-font system, while our system requires training for the particular music font at hand. We did this using pages that were similar to the test pages.
In Fig. 6 the P+O comparisons give the most straightforward accounting of symbolic errors, not offering any "partial credit" for wrong answers. He we see that SharpEye finds significantly fewer false positives than our system, while the false negative performance is comparable. The AP+O graphs show that many of our errors are due to pitches that are nearly correctly recognized. While there are several possible sources of such nearly correct pitches, we have observed a tendency of our system to misidentify the staff positions of note heads, especially when ledger lines are involved. For this criterion the performance of the two systems is comparable. When pitch accuracy is completely ignored, as in remaining O metric, our system outperforms SharpEye. We believe this is due to the modeling of rhythm interpretation presented in Section 2.4. We acknowledge that the comparisons are small scale, and of limited variety.
The actual test pages, colored to show the recognition produced by our system can be found at http://www.music.informatics.indiana.edu/papers/spie13.
