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Landscapes and sedimentary records host important information about the evolutionary 
history of the Earth and other planetary bodies. The successful extraction of such information 
from the preserved record requires a comprehensive understanding of the encoding, propagation, 
and preservation of the environmental signals. However, due to the lack of a coherent framework 
for understanding the operations of sediment routing systems, there is no consensus on what 
types of environmental perturbations may be preserved and reconstructed from the landscapes 
and sedimentary records. This study aims to fill the knowledge gap by presenting a new 
framework for sediment routing systems based on an axiomatic approach and information 
theory. Chapter 2 introduces the framework and a paleoenvironmental interpretation procedure 
based on Bayesian inference. Chapter 3 builds on the framework and interpretation procedure in 
chapter 2 and analyzes in detail how environmental signals propagate and get preserved. In 
particular, chapter 3 shows that signal shredding only suggests the ineffectiveness of chosen 
attributes in identifying the potential signals. Chapter 4 presents a dataset from the Eocene Green 
River Formation in the Uinta Basin. The outcrop is characterized by its high percentage of 
supercritical flow structures and macroforms. The unique features of the outcrop challenge 
current theories of supercritical flows. Possible mechanisms for the initiation and maintenance of 
supercritical flows in lowland rivers are then discussed. The results of this study can serve as the 
basis for 1) more systematic studies of environmental signals, 2) a less biased and more 
reproducible way of paleoenvironmental interpretation, and 3) more detailed studies on the 
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CHAPTER 1  
INTRODUCTION 
The landscapes and the sedimentary records constitute only a tiny proportion of Earth’s 
rock volumes, but they are indispensable for revealing the past environmental conditions 
(climate, tectonics, and ecology) of our planet. To get the most out of the preserved record 
(landscapes and the sedimentary record), geomorphologists and sedimentologists strive hard to 
understand the processes that link the environmental conditions to the resultant landscapes and 
sedimentary records. However, there is no current consensus on what kind of environmental 
conditions may get preserved and reconstructed, partly due to the lack of a coherent framework. 
The lack of coherence in studies of the functional relationship between the environmental 
conditions and their resultant landscapes and sedimentary records is exemplified by the 
polysemy of the term signal in the relevant literature and the inability of the community to 
express many crucial concepts such as allogenic and autogenic processes in a quantitative way.  
The problem can be partly resolved by modeling sediment routing systems as a specific 
type of communication systems (sensu Shannon, 1948), as we aim to use the preserved record in 
one place to reconstruct the environmental conditions at the same or a different place. Classic 
communication systems as an analog for sediment routing systems is the foundation of this work. 
Chapter 2 uses an axiomatic approach to analyze what it means to propose an 
interpretation for some observed changes in the preserved record. Specifically, it assumes that 
paleoenvironmental condition reconstruction is possible. From this postulate, it can be shown 
that the operations of sediment routing systems indeed follow a similar pattern as that of the 
classic communication systems. A simplified model for the operations of sediment routing 
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systems is then proposed. The model suggests that any observable changes in the preserved 
record may have up to 15 different explanations, and thus an algorithm is needed to decide which 
explanation should be chosen. One such algorithm is proposed based on Bayesian inference and 
the multiple-hypotheses working method.  
Chapter 3 builds on the model for sediment routing systems proposed in Chapter 2 and 
addresses the issue of environmental signal propagation, preservation, and identification. The 
key theoretical underpinning of this chapter is the postulate that everything can be characterized 
by its measurable attributes or properties. From there, using the model developed in Chapter 2, 
the propagation of environmental signals has been decomposed into the propagation of different 
attributes of environmental signals. Unsurprisingly, distinct attributes of the same signal behave 
differently and lead to variations in preservation and interpretation. Based on empirical evidence, 
two types of signal attributes are proposed: qualitative attributes and quantitative attributes. The 
dichotomy of attributes aims to address the problem of signal shredding, a concept that has been 
misused in literature. This chapter concludes with a remark made by Werner Heisenberg (1958): 
“We have to remember that what we observe is not nature herself, but nature exposed to our 
method of questioning,”  When applied to the study of environmental signals, the remark 
suggests that what we observe is not the signal itself, but the signal exposed to our choice of 
attributes. 
Chapter 4 investigates a fluvial section of the Green River Formation at Cottonwood 
Canyon, Utah. The outcrop is characterized by the dominance (~ 70%) of supercritical flow 
sedimentary structures and macroforms. Multiple threads of evidence suggest the paleoriver has 
a low gradient, and the dominance of supercritical flows is in contrast to existing theories. An 
analysis of the possible mechanism for the initiation and maintenance of supercritical flows is 
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then presented. The results suggest a need for current theories to incorporate the role of sediment 
to better explain and predict the occurrences of supercritical flows in lowland rivers.  
The results and methods of Chapters 2 and 3 have important implications for the 
paleoenvironmental interpretation of landscapes and the sedimentary records. It is a first step 
towards less biased, more quantitative, and more reproducible interpretation practices. The 
analysis of Chapter 4 points out the insufficiency of the prevalent theories on the Froude 






CHAPTER 2  
APPLYING INFORMATION THEORY AND BAYESIAN INFERENCE TO 
PALEOENVIRONMENTAL INTERPRETATION 
Reproduced with permission from Geophysical Research Letters. Copyright ©2019 American 
Geophysical Union. Slight modifications are made in this chapter 
Haipeng Li*1, Piret Plink-Björklund1 
Abstract 
Sedimentary records and landscapes are an important archive of our planet’s past 
environmental conditions, which are crucial for understanding Earth's evolution beyond 
historical time scales and facilitating our prediction of future conditions. The reconstruction of 
paleoenvironmental conditions relies on measurable changes in certain attributes of the resultant 
landscapes or the sedimentary record. However, the attributes in use commonly have multiple 
explanations, which lead to the non-uniqueness and possible bias in interpretation. To mitigate 
the problem, we propose a general conceptual framework for linking the observed attribute 
changes to their possible causes based on Shannon’s information theory. This framework further 
serves as a hypothesis generator. We then present a rigorous procedure for paleoenvironmental 
interpretation based on the multiple-hypotheses method and Bayesian inference, which may 
effectively reduce bias in the interpretation of landscapes and sedimentary records. We also 
present application examples to illustrate the benefits of this procedure in paleoenvironmental  
* Primary author and editor 
Corresponding author: direct correspondence to haipengli@mines.edu  
1 Department of Geology and Geological Engineering, Colorado School of Mines, 1500 Illinois 
St, Golden, Colorado 80401, USA.    
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reconstructions and in understanding environmental signal propagation through sediment-routing 
systems. 
2.1       Introduction 
Reconstructing paleoenvironmental conditions from the resultant landscapes (e.g., 
Whittaker, 2012) or the sedimentary record (e.g., Pickering & Bayliss, 2009) is a key task for 
Earth scientists. In particular, the interest may lie in past tectonic, climatic, or ecologic 
conditions. Such interpretations rely exclusively on measurable changes in certain attributes of 
the landscapes or the sedimentary record, such as the river profile (Miller et al., 2012), sediment 
grain size (Duller et al., 2010), detrital zircon age (Litty et al., 2016), or sedimentary architecture 
(Allen et al., 2014). A key problem in the interpretation practice is the non-uniqueness of the 
specific attributes in use, as different environmental changes can have similar effects (Burgess 
and Prince, 2015), or the same environmental changes can have different effects (Kim and 
Ivanov, 2014). To alleviate this problem, Chamberlin (1890) has possibly offered the best 
solution, namely the multiple-hypotheses method. With the use of this method, “the dangers of 
parental affection for a favorite theory can be circumvented” (Chamberlin, 1890, p.754). 
However, this method has not been widely adopted in our community, with a few notable 
exceptions (e.g., Hampson, 2016; Hooke, 2004; Shiers et al., 2014). We believe the factors that 
inhibit the wide application of the method are at least twofold: 1) the lack of a general conceptual 
framework for linking observed changes to the possible causes and a rigorous procedure for 
paleoenvironmental interpretation, and 2) psychological reasons such as motivated reasoning and 
confirmation bias that are common across many fields of research (Hahn and Harris, 2014; 
Betini et al., 2017).  
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Here we develop a general conceptual framework for linking the observed changes in 
landscapes or sedimentary records to their potential causes using information theory (Shannon, 
1948). The framework pinpoints the fundamental cause of nonunique interpretations and acts as 
a hypothesis generator. We then propose a scientifically rigorous procedure for 
paleoenvironmental interpretation based on the multiple-hypothesis method and Bayesian 
inference. The procedure is expected to effectively reduce the likelihood of biased interpretation 
as it promotes scientists to think through different possibilities rather than to find evidence to 
support a single hypothesis, which can be easily manipulated (Bagnold, 1966; Simmons et al., 
2011). The potential benefit of the procedure is also supported by research in other areas, where 
abundant evidence suggests that a rigorous procedure can effectively reduce human error 
(Boorman, 2001; Haynes et al., 2009; Gawande, 2010). We discuss the potential benefits of this 
procedure and provide application examples. 
2.2       A General Conceptual Framework 
2.2.1    Methods 
We start with two basic postulates, from which we deduce seven relevant propositions of 
paleoenvironmental interpretation (Table 2-1; see A.1 in Appendix A for proof). A model for 
sediment-routing systems is developed based on these propositions and the general 
communication model proposed by Shannon (Shannon, 1948). The model abstracts the operation 
of sediment-routing systems into three processes: message encoding, signal propagation, and 
signal preservation. An interpretation procedure aiming at reducing biased interpretation is 
suggested based on the model, the multiple-hypotheses method (Chamberlin, 1890), and 




2.2.1    Model for sediment-routing systems 
Postulate 1: There exist two locations A and B that satisfy the following requirements: 1) 
A and B do not have identical environmental conditions over time, 2) A and B are separated 
spatially, and 3) geoscientists can use the landscapes or the sedimentary record (deposits), 𝑫𝑫𝑩𝑩, at 
the location B to reconstruct the environmental condition, 𝑪𝑪𝑨𝑨, at the location A, unless otherwise 
stated.  
Postulate 2: 𝑪𝑪𝑨𝑨 and 𝑫𝑫𝑩𝑩 can be characterized by measurable attributes, denoted by TCA(s) 
and TDB(s), respectively. 
 
Table 2-1 Propositions derived from the two postulates 
Proposition No. Statement 
1 The resultant landscapes or deposits DB must contain information about the 
environmental condition CA.  
2 The set of all the information of CA, denoted as IA, is the set of information 
of all its attribute(s), TCA(s). 
3 The set of information of CA that can be extracted from DB, i.e., IAB, is 
contained in one or more attribute(s), TCB(s), of DB. 
4 There exists a communication system (sensu Shannon, 1948) that can 
transmit the information of environmental condition at A to B through a 
channel. 
5 The transmission of information from A to B is accomplished through the 
following process: 1) CA is encoded into a signal SA, 2) the signal SA 
propagate through the channel, and 3) the received signal SA’ get preserved 
at B as DB. 
6 To reconstruct the information of CA with the highest possible degree of 
accuracy by using DB, we need to 1) understand the encoding mechanism at 
A, 𝓕𝓕(𝑡𝑡), 2) understand the propagation of the signal SA in the channel, 𝓖𝓖(𝑡𝑡), 
and 3) understand the preservation mechanism of the received signal SA’ at 
B, 𝓗𝓗(𝑡𝑡). 
7 In any case, changes in certain attributes of DB can result from 1) changes in 
CA, 2) changes in 𝓕𝓕(𝑡𝑡), 3) changes in 𝓖𝓖(𝑡𝑡), 4) changes in 𝓗𝓗(𝑡𝑡), and 5) any 
combination of the four types of changes (11 combinations in total). 
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Here, we call the target location A of which we aim to reconstruct the information the 
upstream source, and location B where we have access to the landscapes or sedimentary records 
the downstream sink (Figure 2-1). Since we assume A and B are separated spatially in Postulate 
1, it can be shown that there needs to be a channel that links A and B together (proposition 4 in 
Table 2-1). The italicized channel is used in the sense of a general communication system 
(Shannon, 1948) and refers to the medium through which A and B communicate, such as the 
atmosphere (Karyampudi et al., 1999), a river, or a submarine canyon. 
From the two postulates, it can be shown that certain attributes of 𝑫𝑫𝑩𝑩 must contain 
information about 𝑪𝑪𝑨𝑨 (proposition 1 in Table 2-1). We also need to understand how 𝑪𝑪𝑨𝑨 is linked 
to 𝑫𝑫𝑩𝑩. Using the concepts from the information theory (Shannon, 1948), we have developed a 
model for the sediment-routing system (Figure 2-1). In the original model (Shannon, 1948), the 
transmission of information has three major steps: encoding of a message into a signal, 
transmission of the signal in the channel, and decoding of the signal back to the message (Figure 
2-1 a). Similarly, the transmission of information in a sediment-routing system can be 
summarized in the following equations (Figure 2-1 b):  𝑺𝑺𝑨𝑨(𝑡𝑡) = 𝑓𝑓(𝑪𝑪𝑨𝑨(𝑡𝑡),  𝒙𝒙𝑨𝑨(𝑡𝑡), 𝑡𝑡) = 𝓕𝓕(𝑡𝑡)(𝑪𝑪𝑨𝑨)  (Equation 2-1) 
𝑺𝑺𝑨𝑨′(𝑡𝑡) = 𝑔𝑔(𝑺𝑺𝑨𝑨(𝑡𝑡),𝒙𝒙𝑪𝑪(𝑡𝑡), 𝑡𝑡) = 𝓖𝓖(𝑡𝑡)(𝑺𝑺𝑨𝑨)  (Equation 2-2) 
𝑫𝑫𝑩𝑩(𝑡𝑡) = ℎ(𝑺𝑺𝑨𝑨′(𝑡𝑡),𝒙𝒙𝑩𝑩(𝑡𝑡), 𝑡𝑡 ) = 𝓗𝓗(𝑡𝑡)(𝑺𝑺𝑨𝑨′)  (Equation 2-3) 
where 𝑪𝑪𝑨𝑨 is the environmental condition at A, 𝑺𝑺𝑨𝑨 is the signal, 𝑺𝑺𝑨𝑨′ is the received signal, and 𝑫𝑫𝑩𝑩 
is the resultant landscapes or deposits at B. 𝒙𝒙𝑨𝑨, 𝒙𝒙𝑪𝑪, and 𝒙𝒙𝑩𝑩 are the corresponding system state of 
the source A, channel C, and sink B, and they are functions of the time t.  The boldface type is 
used to indicate the variables are vectors. 𝓕𝓕(𝑡𝑡), 𝓖𝓖(𝑡𝑡), and 𝓗𝓗(𝑡𝑡) are the context-dependent 
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encoding, propagation, and preservation mechanisms, respectively, and they can be understood 
as transformation matrixes that change over time. The message 𝑪𝑪𝑨𝑨 is first encoded into a signal 𝑺𝑺𝑨𝑨 through the encoding mechanism 𝓕𝓕(𝑡𝑡) of weathering, erosion, and transport in the upstream 
source. The signal 𝑺𝑺𝑨𝑨, which is typically in the form of water or sediment discharge, enters the 
channel and propagates downstream. During its propagation, the signal 𝑺𝑺𝑨𝑨 interacts with the 
channel, and noise is added, which is characterized by the propagation mechanism 𝓖𝓖(𝑡𝑡). The 
received signal 𝑺𝑺𝑨𝑨′ exits the channel and enters the sink. The downstream sink adds more 
complexity to the received signal 𝑺𝑺𝑨𝑨′  through the deposition and preservation mechanism 𝓗𝓗(𝑡𝑡) 
and turns it into the preserved signal 𝑫𝑫𝑩𝑩. It is our job to perform the inverse operation and 
reconstruct the message. In the case where the source and sink are connected directly, such as in 
a simple catchment-fan system (Pepin et al., 2010), 𝑺𝑺𝑨𝑨′ is essentially the same as 𝑺𝑺𝑨𝑨. 
Figure 2-1 Conceptual models for general communication systems and sediment-routing 
systems. (a) The three major steps of transmission of information in a general communication 
system (Shannon, 1948). (b) A revised model for sediment routing systems. The signal SA 
transmits in the channel, and both additive and multiplicative noises are added during its 
transmission. Additive noise can be treated as independent from the original signal, and 
multiplicative noise depends on the signal SA and the channel (Hieftje, 1988). The downstream 
sink B does not decode the received signal SA’ but instead add more complexity and record it as 
the preserved signal DB through the deposition and preservation mechanism 𝓗𝓗(𝒕𝒕).  
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Geoscientists rely on measurable changes in certain attributes of the preserved landscapes 
or deposits to support their interpretation of paleoenvironmental conditions. The unexamined 
presupposition that no change in 𝑫𝑫𝑩𝑩 indicates no change in 𝑪𝑪𝑨𝑨 is not necessarily valid. However, 
we will leave this possibility aside and focus on the interpretation of changes in 𝑫𝑫𝑩𝑩 only. As 
shown by Eq. (2-3), a measurable change in 𝑫𝑫𝑩𝑩 can result from a change in 𝑺𝑺𝑨𝑨′ only, a change in 𝓗𝓗(𝑡𝑡) only, or changes in both 𝑺𝑺𝑨𝑨′ and 𝓗𝓗(𝑡𝑡). We call these three possible causes of the change in 𝑫𝑫𝑩𝑩 the immediate causes (Chorley and Kennedy, 1971) as they are directly responsible for the 
change. Since 𝑺𝑺𝑨𝑨′ is further a function of 𝓖𝓖(𝑡𝑡) and 𝑺𝑺𝑨𝑨, it can be shown that a change in 𝑫𝑫𝑩𝑩 may 
be ultimately caused by 1) a change in 𝑪𝑪𝑨𝑨, 2) a change in 𝓕𝓕(𝑡𝑡), 3) a change in 𝓖𝓖(𝑡𝑡), 4) a change in 𝓗𝓗(𝑡𝑡), and 5) any combination of the previous four types of changes (11 possible combinations; 
proposition 7 in Table 2-1). Therefore, any measurable changes in 𝑫𝑫𝑩𝑩 can have up to 15 causes 
in theory, which is the fundamental cause of the non-uniqueness in paleoenvironmental 
interpretation. The multiple possibilities for the interpretation of any changing attribute of 𝑫𝑫𝑩𝑩 
thus require the interpreter first to consider all possibilities and use evidence to refute or 
eliminate certain ones. 
2.3       Interpretation Procedure 
When investigating the landscapes or the preserved deposits at B, a set of measurable 
attributes should be first specified based on the aim and scope of the study. Some attributes 
within the set might show changes over time. Although up to 15 possible causes exist for any 
observed change 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵in certain attribute 𝑇𝑇𝐷𝐷𝐵𝐵, it is helpful to first consider the immediate causes. 
There are three hypotheses {𝐻𝐻1,𝐻𝐻2,𝐻𝐻3} for the immediate causes, namely 𝐻𝐻1: a change in 𝓗𝓗(𝑡𝑡) only; 𝐻𝐻2: a change in 𝑺𝑺𝑨𝑨′ only;  and 𝐻𝐻3: a change in both 𝓗𝓗(𝑡𝑡) and 𝑺𝑺𝑨𝑨′. The three 
hypotheses are mutually exclusive and collectively exhaustive events in the sample space of the 
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processes that can generate the observed change 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵. The relationship between the observed 
change 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵 and the hypotheses can be expressed by Eqs. (2-4) and (2-5) using Bayesian 
inference (Jaynes, 2003): 𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵|Υ) = 𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵(𝐻𝐻1 + 𝐻𝐻2 + 𝐻𝐻3)|Υ) = ∑ 𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵|𝐻𝐻𝑖𝑖Υ) 𝑝𝑝(𝐻𝐻𝑖𝑖|Υ)3𝑖𝑖=1  (Equation 2-4) 𝑝𝑝(𝐻𝐻𝑖𝑖|𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵Υ) = 𝑝𝑝(𝐻𝐻𝑖𝑖|Υ) 𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐷𝐷|𝐻𝐻𝑖𝑖Υ)𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐷𝐷|Υ)       (Equation 2-5) 
where 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵 represents an observed change in some attribute 𝑇𝑇𝐷𝐷𝐵𝐵 over some time, Υ is all the 
prior information that we have to assign values to different terms in the equations. 𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵|Υ) is 
the probability of observing 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵 given the prior information Υ. For example, if 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵 represents 
an upward-coarsening trend in the rock record (a change in grain size), and the prior information Υ tells us the depositional environment is a delta, then 𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵|Υ) is the probability of seeing an 
upward-coarsening trend in that delta. 𝑝𝑝(𝐻𝐻𝑖𝑖|Υ) is the prior probability of the hypothesis Hi given Υ, 𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵|𝐻𝐻𝑖𝑖Υ) is the sampling probability or likelihood of observing 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵 given hypothesis 𝐻𝐻𝑖𝑖 
and Υ, and the 𝑝𝑝(𝐻𝐻𝑖𝑖|𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵Υ) is the updated or posterior probability of the hypothesis 𝐻𝐻𝑖𝑖 given the 
data 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵 and prior information Υ. Assuming 𝑝𝑝(𝛿𝛿𝑇𝑇𝐵𝐵|Υ) is constant, the interpretation quality is 
controlled by our understanding of the forward processes that can assign values to the prior 
probability 𝑝𝑝(𝐻𝐻𝑖𝑖|Υ) and the sampling probability 𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵|𝐻𝐻𝑖𝑖Υ). By using Eqs. (2-4) and (2-5), 
we can find the most likely hypothesis from a given set {𝐻𝐻1,𝐻𝐻2,𝐻𝐻3} in light of the observed 
change 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵 and any other evidence (i.e., the prior information Υ) at hand, at least in theory. 
Interpreters need to assign values to the prior probability 𝑝𝑝(𝐻𝐻𝑖𝑖|Υ) and the sampling 
probability 𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵|𝐻𝐻𝑖𝑖Υ) for successful evaluation of different hypotheses, although this is not 
always realistic in practice. Also, since Bayesian probability reflects subjective belief based on 
current knowledge, it is almost certain that different interpreters will assign different values to 
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the same hypothesis given the same data. However, given new information and logical 
reasoning, people are likely to update their beliefs in the same direction. Furthermore, assigning 
numbers to probabilistic estimates can make researchers think about how they arrive at their 
conclusions and reduce potential biases (Tetlock and Gardner, 2016). Thus, we suggest five 
categories of value for practical use: high probability (H: 1>p>0.7), medium probability (M: 
0.7>p>0.4), low probability (L: 0.4>p>0.1), unlikely (U: 0.1>p>0), and possible yet cannot be 
determined (CBD: 1>p>0).  A similar approach has been adopted by IPCC to evaluate the 
uncertainty in climatic findings (Stocker et al., 2014). 
 
Table 2-2 A hypothetical example of the interpretation of three independent attribute changes 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵1, 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵2, and 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵3. The three hypotheses are H1: there is only change in the preservation 
mechanism 𝓗𝓗(𝑡𝑡); H2: there is only change in the received signal 𝑺𝑺𝑨𝑨′; H3: there are changes in 
both 𝓗𝓗(𝑡𝑡) and 𝑺𝑺𝑨𝑨′. In this example, we assume the three prior probabilities 𝑝𝑝(𝐻𝐻𝑖𝑖|Υ) (i=1,2,3) are 
equally likely. The sampling probabilities 𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵|𝐻𝐻𝑖𝑖Υ) are given as a range.  
Sampling 
probability 
𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵|𝐻𝐻1Υ) 𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵|𝐻𝐻2Υ) 𝑝𝑝(𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵|𝐻𝐻3Υ) 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵1 H: 1>p>0.7 U: 0.1>p>0 H: 1>p>0.7 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵2 U: 0.1>p>0 M: 0.7>p>0.4 M: 0.7>p>0.4 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵3 M: 0.7>p>0.4 L: 0.4>p>0.1 M: 0.7>p>0.4 
 
A hypothetical example is given in Table 2-2. In this example, the combination of 𝓗𝓗(𝑡𝑡) 
and 𝑺𝑺𝑨𝑨′ (hypothesis H3) stands out from the other two explanations.  However, it is worth 
pointing out that a hypothesis with an unlikely sampling probability can still be our first choice if 
the corresponding prior probability is high enough.  
When evaluating the immediate causes of 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵, there might be cases where changes in 
one or more attributes are unlikely (0.1>p>0) to be explained by a change in the preservation 
mechanism 𝓗𝓗(𝑡𝑡) only, as in the hypothetical example; in such cases, we say a change in 𝑺𝑺𝑨𝑨′ is 
necessary for the explanation of the observed change in 𝑫𝑫𝑩𝑩.We then iterate the process and 
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evaluate the likelihood of the three possible origins for the change in 𝑺𝑺𝑨𝑨′, namely the 𝓖𝓖(𝑡𝑡), 𝑺𝑺𝑨𝑨, 
and a combination of both. The same approach can be used for the interpretation of 𝑺𝑺𝑨𝑨 if it is 
interpreted to be necessary. Unless a change in 𝑪𝑪𝑨𝑨 is believed to be necessary to explain the 
observed changes in 𝑫𝑫𝑩𝑩, we should be cautious and list all the possibilities. The complete 
interpretation procedure is summarized in Figure 2-2.  
Figure 2-2 The proposed interpretation procedure. For an observed or interpreted change in DB, 
SA’, or SA, it has three possible immediate causes, as shown by the Eqs. (2-1) to (2-3), which 
serve as the three hypotheses in the flowchart. See text for the explanation of immediate causes 





2.4       Application Example 
Sediment budget calculation indicates that the deposition rate in the La Jolla submarine 
fan (see Figure 2 of Covault et al., 2011, for illustration of the system) off the Californian coast 
since the last 13 ka exceeds the denudation rate by 11–89% (Covault et al., 2011). This 
imbalance has been interpreted to result from re-dispersal of previously deposited sediment 
across the shelf, sea cliff erosion, and initiation of submarine mass wasting (Covault et al., 2011). 
However, no information on the relative importance of these processes is provided (Covault et 
al., 2011; Romans et al., 2016). Using the proposed model, we can treat the fan as the sink, the 
narrow shelf as the channel, and the drainage basins as the source (Figure 2-3 a). Since the 
amount of the sediment of DB is larger than SA, from Eqs. (2-2) and (2-3), it follows that the 
extra sediment must come from the propagation mechanism 𝓖𝓖(𝑡𝑡) or the preservation mechanism 𝓗𝓗(𝑡𝑡). To evaluate the importance of different processes, we need to consider the amount of the 
sediment of the received signal 𝑺𝑺𝑨𝑨′. Depending on the relationship among the amount of 
sediment of 𝑫𝑫𝑩𝑩, 𝑺𝑺𝑨𝑨′, and 𝑺𝑺𝑨𝑨, four mutually exclusive and collectively exhaustive conditions are 
possible, and each condition has multiple hypotheses (Figure 2-3 b). For instance, if the amount 
of sediment of 𝑺𝑺𝑨𝑨′ is equal to or less than 𝑺𝑺𝑨𝑨, then all the extra sediment must come from within 
the sink. With additional information, some of the hypotheses can be rejected. The prior 
information that the La Jolla Fan is tectonically confined (Covault et al., 2011) makes the 
hypothesis that there is sediment input from other sources below shelf edge unlikely. Similarly, 
the remaining hypotheses can be ranked by their conditional probability under specific 
assumptions. If all the sediment input into the fan has been calculated, then hypothesis H10 can 
be discarded. By comparison, condition 2 (DB>SA’>SA) is more likely than condition 1 (DB> S A 
≥ SA’) and condition 3 (DB=SA’>SA) since condition 1 would require unusually large amount of 
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mass wasting and condition 3 requires a very delicate balance between the received signal SA’ 
and the preserved signal DB.  
Figure 2-3 Application example of the conceptual framework and interpretation procedure in the 
La Jolla Fan. (a) Schematic diagram showing the mass imbalance found in the La Jolla Fan 
sediment-routing system. Data are from Covault et al. (2011). P1 to P4 are possible processes 
related to the two mechanisms that can add extra sediment to the sink.  P1: submarine mass 
wasting; P2: input from other sources below shelf edge; P3: re-dispersal of shelf deposits; and P4: 
the erosion of sea cliffs. We assume the four processes are exhaustive for explaining the origin of 
the extra sediment. (b) The four conditions and their corresponding hypotheses H1, H2, …, H10. 
All the inequalities and equations compare the sediment mass without using extra symbols. The 
second condition where DB>SA’>SA thus requires both 𝓖𝓖(𝑡𝑡) and 𝓗𝓗(𝑡𝑡) to contribute to the extra 
sediment, which is denoted as 𝓖𝓖(𝑡𝑡) ∧  𝓗𝓗(𝑡𝑡). The symbols ∧ and ∨ are used as logical AND and 
OR. (c) For condition 2, if we denote the conditional probabilities of the two processes 
associated with 𝓖𝓖(𝑡𝑡) by 𝑝𝑝�𝑃𝑃3�𝓖𝓖(𝑡𝑡)Υ� and 𝑝𝑝�𝑃𝑃4�𝓖𝓖(𝑡𝑡)Υ� and assume that 1) 𝑝𝑝�𝑃𝑃3�𝓖𝓖(𝑡𝑡)Υ�+ 𝑝𝑝�𝑃𝑃4�𝓖𝓖(𝑡𝑡)Υ�=1, 2) 𝑝𝑝�𝑃𝑃3�𝓖𝓖(𝑡𝑡)Υ�≥ 𝑝𝑝�𝑃𝑃4�𝓖𝓖(𝑡𝑡)Υ�, and 3) the extra sediment 
contributed by processes in the channel are independent of each other, then we have p(H4)≥
p(H6)≥p(H5). Similarly, we have p(H7) ≥p(H9) ≥ p(H8).  
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Without other information to eliminate the remaining hypotheses, we can list all possible 
conditions and their corresponding hypotheses based on their probability (Figure 2-3 c). By using 
the procedure, we have enumerated all possible scenarios compatible with current data and 
evaluated the probability of different processes. The procedure can also increase the 
reproducibility of interpretation results given the same information as it makes the process to 
abandon certain hypotheses explicit. When new data are available in the future, we may further 
rule out some possibilities. 
2.5       Discussion and Conclusions 
Apart from being the theoretical basis for the interpretation procedure, the model also 
serves as a hypothesis generator for explaining observed changes. The model treats all three parts 
(the source, the channel, and the sink) of the sediment-routing system as dynamic systems 
(Ogata, 2013; Palm, 2013) where the outputs (SA, SA’, DB) depend on both the system inputs (CA, 
SA, SA’) and system states (𝒙𝒙𝑨𝑨, 𝒙𝒙𝑪𝑪, 𝒙𝒙𝑩𝑩). In particular, the model emphasizes the role of system 
states in the study of sediment-routing systems, which has received relatively little attention 
compared to system inputs and outputs. A good example illustrating the role of system state is 
the response of a system to tectonic input (Kooi and Beaumont, 1996; Bonnet and Crave, 2003). 
When the system is out of equilibrium with its input, its output varies over time due to the 
changing system state. The response time for large systems (> 2500 km2) to attain equilibrium is 
estimated on the order of several million years to tens of million years (Kooi and Beaumont, 
1996; Beaumont et al., 2000). The long response time thus poses the challenge of differentiating 
changes in sediment flux caused by environmental condition changes (tectonic or climatic) and 
system evolution under constant boundary conditions. Many interpreters have attributed 
changing sediment flux to environmental conditions changes without considering the role of 
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system state. If this model and procedure are adopted, the interpretations might improve over 
time since the procedure makes the process of rejecting certain hypotheses explicit. 
From the hypothetical example (Table 2-2), we can see that the interpretation quality will 
increase if more attributes are used. If only 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵1 is used, we are likely to interpret a change in 𝓗𝓗(𝑡𝑡) only as its cause. If 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵2is also considered, we may conclude that both 𝓗𝓗(𝑡𝑡) and 𝑺𝑺𝑨𝑨′ are 
responsible for the observed changes as 𝓗𝓗(𝑡𝑡) alone is an unlikely interpretation for 𝛿𝛿𝑇𝑇𝐷𝐷𝐵𝐵2. For 
example, the signal shredding idea (Jerolmack and Paola, 2010) is based on the sediment flux 
attribute only and suggests that sediment storage and release by autogenic processes in the 
channel will mask or destroy the signal 𝑺𝑺𝑨𝑨 from the upstream source. However, other studies 
demonstrate efficient signal propagation, such as the climate signals recorded in river flood 
deposits (Toonen et al., 2017), or the tectonic uplift signal of the Himalayas recorded in the 
Bengal fan (Blum et al., 2018) despite that the Brahmaputra system retains a large percentage 
(70%) of sediments in the upstream part of the river (Goswami, 1985). This apparent discrepancy 
results from using different attributes to detect the signal. Thus, while it is true that a signal may 
be shredded if only the sediment flux attribute is used, it needs not to be the case for other 
attributes (Toonen et al., 2017). 
The applicability of the procedure is limited by our understanding of the forward 
processes, which controls the quality of the probability assigning step (Eq. 2-5). For instance, 
only in recent decades has the community started to realize that not all changes in the deposits 𝑫𝑫𝑩𝑩 need to incorporate changes in the received signal 𝑺𝑺𝑨𝑨′ based on field investigations 
(Beerbower, 1964; Lewin, 1978; Hajek et al., 2012) and flume experiments (Muto and Steel, 
1992; Van Dijk et al., 2009). For example, the retreat of the Brent Delta was originally 
interpreted as a result of a reduction in sediment input or increased subsidence (Helland-Hansen 
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et al., 1989, 1992); but more recently it has been shown that constant sediment supply and steady 
relative sea-level rise could result in the same overall stratal geometry (Muto and Steel, 1992). 
Thus, without a good understanding of the forward processes, it is hard, if not impossible, to 
improve the interpretation quality substantially. In cases where there is no strong evidence 
favoring any specific explanation, the best strategy is to present all the possibilities conforming 
to the data and prior information, rather than selecting the favorite and potentially biased 
explanation. The latter commonly leads to propagation of erroneous interpretations through 
decades of literature. 
To improve the paleoenvironmental interpretation quality efficiently, we need to broaden 
our knowledge and reduce bias (Gorovitz and MacIntyre, 1975). As for the former, we should 
actively seek attributes with “fingerprinting” characteristics and fewer ambiguities, the success 
of which depends on field observations, physical experiments, and modeling. As for the latter, 
the proposed procedure is an antidote to potential biases as it requires the interpreter to think 
through different possibilities and take the burden of proof to discard certain hypotheses. 
Another possible remedy for reducing the bias would be to build a publicly available database 
for all the attributes in use for paleoenvironmental interpretation and list all possible causes for 
each attribute change, and if possible, the corresponding probabilities. A content update protocol 
similar to Wikipedia (Wikipedia update protocol, accessed 2019-05-04) can be used if new 
research results are available. The database would need input from the whole community to be 




CHAPTER 3  
READING ENVIRONMENTAL SIGNALS FROM NOISY LANDSCAPES AND 
SEDIMENTARY RECORDS  
This chapter is submitted to the Geophysical Research Letter. 
Haipeng Li*1, Piret Plink-Björklund1 
Abstract 
Landscapes and sedimentary records host important information about the evolutionary 
history of the Earth and other planetary bodies. Successful extraction of such information from 
the preserved record requires a comprehensive understanding of the encoding, propagation, and 
preservation of environmental signals in the sediment routing systems. A fundamental paradox 
has emerged as some researchers challenge the very effectiveness of landscapes or sedimentary 
records as environmental condition archives, whereas others provide evidence for efficient 
environmental signal propagation into the sedimentary record over short timescales and long 
distances. Here we address this paradox by modeling a sediment routing system as a non-
autonomous dynamic system. We show that signals are ensembles of measurable attributes, 
which are the information carriers. The decomposition of signals into their constituent attributes 
shows that some signal attributes have fingerprinting qualities, whereas others are subject to 
shredding. Thus, our ability to detect environmental signals is dependent on signal attributes, and 
that signal shredding only indicates the ineffectiveness of the chosen attributes for signal 
identification. We further show that signal propagation is controlled by the type of noises in the  
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system, and that signal preservation processes add complexity, which may enhance or impede 
signal identification.  Our results demonstrate that despite the often complex and non-linear 
dynamics of the link between environmental perturbations and sediment routing system 
responses, environmental signals can be effectively detected if fingerprinting attributes are used. 
The proposed theory solves the signal propagation paradox and lays the groundwork for a more 
comprehensive understanding of the landscape and sedimentary record responses to 
environmental perturbations.  
3.1       Introduction 
Understanding how environmental conditions (climate, tectonics, ecology) affect 
landscapes and get preserved in the sedimentary record is crucial for reliable paleoenvironmental 
interpretations and coping with future environmental changes. Despite the progress in recent 
decades (Lerman et al., 1988; Tucker and Slingerland, 1997; Syvitski and Milliman, 2007; 
Jerolmack and Paola, 2010; Phillips and Jerolmack, 2016; Romans et al., 2016; Muto and Steel, 
1992; Straub et al., 2013),  we still struggle with linking environmental perturbations with 
sediment routing system responses. As a result, some researchers are skeptical of the 
effectiveness of using landscapes or sedimentary records to detect environmental condition 
changes (Kite et al., 2013; Van De Wiel and Coulthard, 2010; Phillips and Jerolmack, 2016). 
Although such skepticism is justified in that autogenic processes may also generate significant 
changes to landscapes and the sedimentary records (Muto and Steel, 1992; Straub et al., 2013; 
Paola, 2016), this results in a paradox as there is also evidence for very efficient signal 
propagation and detection (Blum et al., 2018; Macklin et al., 2015, 2012; Watkins et al., 2019). 
Our ability to extract information from landscapes and the sedimentary records, and our 
fundamental understanding of the link between environmental perturbations and sediment 
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routing system responses thus remain ambiguous (Coulthard and Van De Wiel, 2012; Kite et al., 
2013; Darby et al., 2013). 
 
Table 3-1 Usage of the term “signal” in literature. Except William Helland-Hansen et al. (2016) 
and Romans et al. (2016), other authors have not explicitly defined what they mean by “signal” 
in their papers. The usage listed in the table is based on our interpretation of the texts and is 
subject to misinterpretation. 
Phrases in paper Usage of the term signal Source 
tectono-climatic signals environmental condition change 
(Pickering and Bayliss, 
2009) 
climatic, tectonic, and sea‐
level signals 
environmental condition change 
(Jerolmack and Paola, 2010) 
input signals cyclic sediment input rate 
climatic or tectonic signal environmental condition change 
(Armitage et al., 2011) 
grain size signal 
sediment property change (grain 
size) 
climate signal water discharge change 
(Phillips and Jerolmack, 
2016) 
sediment signals  sediment discharge 
(Helland-Hansen et al., 
2016) 
environmental signal 
environmental condition change 
(Romans et al., 2016) changes in sediment production, 
transport, or deposition 
hydromorphic signal flood deposits 
(Toonen et al., 2017) 
hydroclimatic signal environmental condition change 
 
Here we recognize that part of the problem is the lack of a coherent framework—as 
exemplified by the polysemy of the term signal in the relevant literature (Table 3-1)—and 
present a unifying theory based on an adaptation of information theory (Li and Plink-Björklund, 
2019) and system dynamics theory (Ogata, 2004). From the theory, we show that signal 
propagation, preservation, and identification are intertwined and attribute-dependent, meaning 
that distinct attributes of a signal may propagate and get preserved differently and hence lead to 
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variations in evaluation of environmental signal propagation efficiency. This characteristic of 
environmental signals dictates that the use of multiple attributes, and especially attributes with 
fingerprinting qualities, is the key to successful signal identification. We caution against 
simplistic views on signal shredding, as it can only occur when certain attributes are used for 
signal identification and indicate ineffectiveness of the chosen attributes in signal identification.  
3.2       Decomposing Signals  
3.2.1    Modeling sediment routing systems 
Starting with the postulate that the environmental conditions at one place A can be 
reconstructed by using the preserved record at another place B (Li and Plink-Björklund, 2019), it 
can be deduced based on information theory (Shannon, 1948) that the operations of a sediment 
routing system can be abstracted into three processes: message encoding, signal propagation, and 
signal preservation. The three processes take place in the source A, the channel C, and the sink B, 
respectively (Figure 3-1 on page 25). The italicized channel is used to denote the medium through 
which a signal can transmit (Shannon, 1948). The interaction between the three components is 
accomplished by the exchange of energy and material across the component boundaries. The 
measurable properties or attributes of the energy and material fluxes act as the carriers of 
information and are the basis for understanding the link between different components and 
processes. Based on our current knowledge (Kooi and Beaumont, 1996; Bonnet and Crave, 2003; 
Babault et al., 2005; Sinha, 2009; Paola, 2016), the three processes can be modeled by six 
equations, where the output (variables on the left of the equations) depends on the current input, 
the current system state, and the independent variable time t.   
𝑺𝑺𝑨𝑨(𝒕𝒕) = 𝑓𝑓(𝑪𝑪𝑨𝑨(𝒕𝒕),  𝒙𝒙𝑨𝑨(𝒕𝒕), 𝒕𝒕)  (Equation 3-1) ?̇?𝒙𝑨𝑨(𝒕𝒕) = 𝑓𝑓𝑋𝑋𝑋𝑋(𝑪𝑪𝑨𝑨(𝒕𝒕),  𝒙𝒙𝑨𝑨(𝒕𝒕), 𝒕𝒕) (Equation 3-2) 
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𝑺𝑺𝑨𝑨′(𝒕𝒕) = 𝑔𝑔(𝑺𝑺𝑨𝑨(𝒕𝒕),𝒙𝒙𝑪𝑪(𝒕𝒕), 𝒕𝒕)  (Equation 3-3) ?̇?𝒙𝑪𝑪(𝒕𝒕) = 𝑓𝑓𝑋𝑋𝑋𝑋(𝑺𝑺𝑨𝑨(𝒕𝒕),𝒙𝒙𝑪𝑪(𝒕𝒕), 𝒕𝒕)  (Equation 3-4) 𝑫𝑫𝑩𝑩(𝒕𝒕) = ℎ(𝑺𝑺𝑨𝑨′ (𝒕𝒕),𝒙𝒙𝑩𝑩(𝒕𝒕), 𝒕𝒕 )  (Equation 3-5) ?̇?𝒙𝑩𝑩(𝒕𝒕) = 𝑓𝑓𝑋𝑋𝐵𝐵(𝑺𝑺𝑨𝑨′ (𝒕𝒕),𝒙𝒙𝑩𝑩(𝒕𝒕), 𝒕𝒕)  (Equation 3-6) 
where 𝑪𝑪𝑨𝑨 and 𝒙𝒙𝑨𝑨, 𝑺𝑺𝑨𝑨 and 𝒙𝒙𝑪𝑪, 𝑺𝑺𝑨𝑨′ and 𝒙𝒙𝑩𝑩 are the corresponding system input and state of the 
source A, channel C, and sink B, and they are functions of the time t. Inputs 𝑪𝑪𝑨𝑨, 𝑺𝑺𝑨𝑨, 𝑺𝑺𝑨𝑨′  refer to 
the message or environmental condition, the encoded message or the signal, and the received 
signal, respectively. 𝑫𝑫𝑩𝑩 is the preserved signal or the resultant landscapes or deposits of the sink 
B. ?̇?𝒙𝑨𝑨, ?̇?𝒙𝑪𝑪, and ?̇?𝒙𝑩𝑩 are the time derivatives of system states. The system states (𝒙𝒙𝑨𝑨, 𝒙𝒙𝑪𝑪,  𝒙𝒙𝑩𝑩), state 
time derivatives (?̇?𝒙𝑨𝑨, ?̇?𝒙𝑪𝑪, ?̇?𝒙𝑩𝑩), system inputs (𝑪𝑪𝑨𝑨, 𝑺𝑺𝑨𝑨, 𝑺𝑺𝑨𝑨′), and system outputs (𝑺𝑺𝑨𝑨, 𝑺𝑺𝑨𝑨′, 𝑫𝑫𝑩𝑩) are 
vectors (boldface type), and they fully characterize a sediment routing system. f (), g (), and h () 
are the corresponding encoding, propagation, and preservation mechanisms and act as functions 
that link system input and state with system output. The dimension of the vector spaces (input, 
state, and output) depends on the number of linearly independent vectors that span those spaces 
(Axler, 2014) and is related to the number of attributes used to characterize the variables. An 
attribute is one measurable aspect of the entity in question, and it is the carrier of information of 
the entity. For instance, climatic conditions in the source can be characterized by attributes such 
as temperature, precipitation pattern (seasonality), and humidity. Similarly, an environmental 
signal may have many distinct attributes, such as the sediment flux, grain size distribution, or 
isotopic composition of the sediments. 
3.2.2    Signals as ensembles of attributes 
In information theory (Shannon, 1948), a signal is an encoded message that can transmit 
through some medium called channel. In system dynamics theory (Lathi, 2009), a signal is the 
system’s input condition. Thus, to ensure consistency with existing theories, an environmental 
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signal SA is defined as the encoded message of the environmental condition CA and system state 𝒙𝒙𝑨𝑨 of the source A (Eq. 3-1). The signal SA is also the input of the channel system (Eqs. 3-3 and 
3-4) and is typically in the form of sediment and water discharges. The environmental signal SA 
may not be constant over time, and it can change due to variations in the environmental 
condition CA or the system state 𝒙𝒙𝑨𝑨 of the source, an idea supported by various landscape 
evolution experiments (Bonnet and Crave, 2003; Babault et al., 2005) and models (Densmore et 
al., 2016; Kooi and Beaumont, 1996). Therefore, we do not require a signal to be caused by 
changes in the environmental condition CA only, as has been suggested by others (Romans et al., 
2016). 
Since the attributes of the energy and material fluxes are the carriers of information in 
sediment routing systems, it follows that all information about the environmental condition 𝑪𝑪𝑨𝑨 
that can be extracted at the downstream sink must be retained in some attributes of the preserved 
signal 𝑫𝑫𝑩𝑩, such as the mineralogic or isotopic composition of the sediments. Thus, it is logical to 
decompose a signal into different attributes and analyze the behavior of different attributes 
during signal propagation and preservation. 
If a signal is in the form of sediment and water discharges (Figure 3-1), it may differ from 
the previous input of the channel system in three categories: 1) a change in the sediment discharge 
condition (dissolved or particulate load) only, 2) a change in the water discharge condition only, 
or 3) changes in both sediment and water discharge conditions. Although changes in sediment and 
water discharges are generally interdependent, there are cases when they change independently, 
such as the sudden release of large amounts of sediments into rivers by earthquake-triggered 
landslides (Korup et al., 2004).   
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Figure 3-1 A schematic representation of a sediment-routing system (modified after Malmon et al., 
2003) with the three components: source A, channel C, and sink B.. The operations of each 
component are summarized by the equations, where ?̇?𝒙 represents the time derivative of system 
state. The encoding of the environmental conditions CA occurs at source A through weathering, 
erosion, and transport processes. The propagation of the signal SA takes place in the channel C, 
where autogenic processes and other factors exert noise. The preservation of the received signal 




Each category of change can be studied from the perspectives of quantity and quality, and 
a total of 15 types are possible (Figure 3-2). Our definition of quantitative and qualitative attribute 
changes follows a similar usage in ecology (Huntley and Baxter, 2013). Quantitative changes 
involve only alterations in the abundance of preexisting signal attributes, such as changes in 
sediment flux. A distinct feature of the quantitative change is that the attribute is subject to signal 
shredding (Jerolmack and Paola, 2010) when the magnitude or period of the attribute change is 
smaller than the threshold values set by the channel system. In contrast, qualitative attribute change 
can be confidently attributed to variations in the upstream channel input if it is observed at the 
downstream sink. Qualitative attribute changes involve the addition, loss, or alteration of 
fingerprinting attributes in the signal, such as a compositional or isotopic change in the sediments. 
One example of a qualitative change is the identification of the rapid exhumation of the 
metamorphic core of the eastern syntaxis in the Himalayas from a small number of detrital zircon 
grains in the Bengal Fan deposits (Blum et al., 2018). Whether an attribute change is quantitative 
or qualitative also depends on the specific information available to constrain and eliminate 
alternative hypotheses on the observed changes in the sink (Li and Plink-Björklund, 2019). 
 
Figure 3-2 Different types of changes in sediment and water discharge conditions. A total of 15 
possibilities exist, including nine combinations (brown lines) for changes in both sediment and 






3.3       Signal Propagation and Noise 
3.3.1    Signal propagation evaluation 
To study signal propagation, we must specify the signal and the channel in which it 
propagates, and the criteria for evaluating the propagation of that signal through the channel. The 
specification of the signal needs to indicate the time t=t0 when we start to treat the input 
condition as a signal, and we consider the signal over a period of time because the time integral 
of the signal at any instant would be zero if we assume the Dirac delta function (Ogata, 2004) 
does not apply.  
Here we propose two criteria for the evaluation of signal propagation effectiveness and 
efficiency. The two criteria are chosen based on their ease of operation and importance to 
paleoenvironmental interpretation. The first criterion is the identifiability of the signal at the 
downstream sink. Although the received signal may be used to identify upstream signals 
(Jerolmack and Paola, 2010), we typically only have access to the preserved record DB in the 
sedimentary record. Here, the identification of signals means that the hypothesis H1 {the changes 
in preserved record DB is caused by a change in channel input SA} is the most likely explanation 
compared to the alternative hypotheses H2, H3,…, Hn (n ≥2) after evaluation (Li and Plink-
Björklund, 2019). If a signal cannot be identified based on some attribute changes of DB, it 
means the alternative hypotheses H2, H3, …, Hn (n ≥2) can explain the observed changes in DB 
equally well or better than the hypothesis H1. In that case, we say that the propagation of the 
signal is not effective in terms of the chosen attributes. It is clear from the above discussion that 
the failure to identify a signal—as in the signal shredding example (Jerolmack and Paola, 
2010)— does not exclude the possibility of hypothesis H1 being true; it only suggests the changes 
in the chosen record attributes can be explained equally well or better by the alternative 
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hypotheses H2, H3, …, Hn (n ≥2). Also, a signal that cannot be identified by some attributes may 
be detected by using other attributes, such as in the case (Macklin et al., 2012; Toonen et al., 
2017) where climate change is inferred from flood deposits. Therefore, the signal propagation 
effectiveness is attribute-dependent. 
The second criterion is the time lag (tlag=t1-t0) between the upstream introduction of a 
signal (t=t0) and its manifestation at the downstream sink (t=t1). This criterion can be used to 
evaluate the propagation efficiency for signals that have been identified at the downstream sink. 
The smaller the time lag, the more efficient the signal propagation.  
3.3.2    Noises as controls on signal propagation 
Signal propagation processes are affected by the specific attribute changes of the signal 
(Figure 3-2) and the types of noises present in the channel. When there are only quantitative 
attribute changes present in a signal, it may not propagate effectively due to the possibility of signal 
shredding (Jerolmack and Paola, 2010). If qualitative attributes are present in a signal, such as 
when continental weathering intensity changes are reflected in the changing Ge/Si ratios in the 
river dissolved loads (Froelich et al., 1992), it is almost certain that the signal will propagate 
through the channel effectively and efficiently. 
We recognize two types of noises based on their origin (Hieftje, 1988). The multiplicative 
noise is directly linked to system dynamics and refers to the changing system state 𝒙𝒙𝑪𝑪(𝑡𝑡) of the 
channel caused by its interaction with the signal. The most common occurrence of multiplicative 
noise relates to autogenic processes in the system. Autogenic sediment storage, release, and 
redistribution (Paola, 2016) all depend on the system, and they are intrinsic properties that cannot 
be removed. The signal shredding model (Jerolmack and Paola, 2010) is one example 
demonstrating the role of the system state in signal propagation, where the changing channel state 
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𝒙𝒙𝑪𝑪  produces a downstream sediment efflux pattern that complicates the interpretation high-
frequency, low-amplitude signals. Another example is the 2008 Kosi River avulsion, which caused 
hundreds of death and affected more than 30 million people (Sinha, 2009). The tragic avulsion 
resulted from a peak flow that was an order of magnitude smaller than the design capacity of the 
mitigation infrastructure (Sinha et al., 2013) because previous floods had changed the local channel 
capacity and rendered the river close to the avulsion threshold. 
The additive noise results from channel state 𝒙𝒙𝑪𝑪 changes caused by factors other than the 
signal. Such changes in the channel state 𝒙𝒙𝑪𝑪 cannot be predicted from the knowledge of channel 
state and its signal at some instant t and is therefore represented by the explicit dependence of the 
channel output on the variable time t. For instance, the Amazon River drainage basin contains 
several main tributaries, including the Putumayo and Madeira Rivers. Each tributary can be 
considered as independent in the sense that what happens in one tributary has little impact on other 
tributaries. In the trunk Amazon River, input from other tributaries acts as additive noise that 
makes the signal from one specific tributary hard to identify downstream if their flooding occurs 
simultaneously. For instance, 616 ± 44 Mt yr−1 of sediment enters the trunk channel at the mouth 
of the Putumayo, whereas the sediment-laden Madeira River contributes 715 ± 94 Mt yr−1 (Dunne 
et al., 1998). Thus, the signal from the Putumayo drainage basin is obscured due to simultaneous 
input from the Madeira, in particular when quantitative attribute changes are measured. The 
identification of noise depends on the system and signal in question, such that the sediments from 
the Madeira will no longer be noise if the interest lies in the Madeira drainage instead or if the 
tributaries flood at different times.  
The identifiability of the signal at the sink can be used to evaluate the effectiveness of 
signal propagation. The evaluation of propagation effectiveness is attribute-dependent, where 
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qualitative attributes are more likely to identify the signal. For signals that have been identified at 
the downstream sink, signal propagation efficiency can be evaluated using the time lag (tlag=t1-t0) 
between the upstream introduction of a signal (t=t0) and its manifestation at the downstream sink 
(t=t1). Similarly, the evaluation of time lag is also attribute-dependent, such as shown in Clift and 
Giosan (2014, their figure 13), where a difference of 7-14 ka is identified between time lags of 
detrital zircon age and Nd isotope attributes for the same signal.  
3.4       Signal Preservation  
Sediment routing systems differ from many other communication systems in that the final 
expression and identification of a signal is further complicated by processes during its 
preservation (Eqs. 3-5 and 3-6). During Typhoon Mindulle in 2004, the Choshui River in Taiwan 
discharged ~72 Mt of sediment to the eastern Taiwan Strait, resulting in deposition of 1-2 m 
thick mud (Milliman et al., 2007). However, the mud deposit was resuspended and transported 
northward by the Taiwan Warm Current within one month of the typhoon. By the following 
spring, there was no evidence of Mindulle-deposited sediment off the Choshui River mouth 
(Milliman et al., 2007), although the sediment discharge signal of the Choshui River propagated 
successfully through its channel network. Without this knowledge of sediment accumulation and 
later removal, we may have concluded that either the typhoon had little impact on the Choshui 
River sediment discharge or that the impact did not propagate through the channel network.  
In the sedimentary record, we only have access to the preserved record DB, which results 
from the received signal SA’ being further modified by the deposition and preservation 
mechanisms. In the Taiwan example (Milliman et al., 2007), signals are virtually destroyed. In 
other cases, autogenic processes in the sink may substantially alter the spatial distribution of the 
received signal in the sink. However, whether autogenic processes in the sink will impede or 
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enhance signal identification depends on the type of changes present in the signal (Figure 3-3) 
and the attributes used. For example, if autogenic processes increase the spatial extent of the 
received signal SA’, the identification of the signal is enhanced if qualitative attribute changes are 
used (increasing probability of sampling the attributes) and impeded if quantitative attribute 
changes are used (increasing likelihood of signal shredding) (Figure 3-3).  
Figure 3-3 Summary of signal propagation, preservation, and identification for a hypothetical 
example. A total of 10 attributes are used to characterize the signal, the received signal, and the 
preserved signal. The blue circles indicate qualitative changes in the corresponding attributes, 
and brown circles quantitative changes. White circles indicate no changes in the corresponding 
attribute over time. In the middle panel, the relative position of the different attributes represents 
the signal propagation efficiency in terms of the corresponding attribute. Attribute 4 has the 
shortest time lag, and Δt2 represents the time difference between the time lags for attributes 4 and 
2. In the right panel, two sites at the downstream sink are shown, and they differ in attribute 
changes due to autogenic processes at the sink. A qualitative attribute changes with the largest 
spatial extent (attribute 3) has the highest potential for signal detection. 
 
3.5       Implications  
By treating signals as ensembles of attributes, we show that signal propagation, 
preservation, and identification are attribute-dependent. Quantitative attributes, such as sediment 
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mass flux, are less effective in signal identification and are subject to signal shredding 
(Jerolmack and Paola, 2010). Qualitative attributes are not subject to signal shredding 
(multiplicative noise) and are also more resistant to additive noises. Thus, signal shredding only 
indicates the ineffectiveness of the chosen attributes and is not evidence of the absence of the 
signal in the sink. It follows that the use of different attributes may lead to variations in the 
evaluation of environmental signal propagation efficiency. We are thus reminded that our 
understanding of the multifaceted reality of nature is furnished as well as limited by our methods 
of investigation: “We have to remember that what we observe is not nature in itself but nature 
exposed to our method of questioning” (Heisenberg, 1958). Choosing appropriate measurable 
attributes is thus as important as the understanding of signal propagation mechanisms, and any 
discussion of signal propagation efficiency should specify the attribute(s) used for signal 
identification.  
The here proposed theory shows that the study of signal propagation, a crucial aspect of 
the environmental perturbation-system response relationship, can be reduced to the following 
three controls: the specific attributes of the signal, and the interaction of the signal with the 
multiplicative and additive noises. The preservation of the received signals in the sink adds 
additional complexity, and the heterogeneity in the preserved record (Figure 3-3)  requires 
careful assessment of the influence of sampling locations on signal identification. Interpretation 
of the observed changes in the preserved record can be further advanced by the application of 
robust probabilistic workflows and multiple hypotheses (Li and Plink-Björklund, 2019), and 




CHAPTER 4  
MORPHODYNAMIC FEEDBACKS AS POTENTIAL MECHANISMS FOR SUSTAINED 
SUPERCRITICAL FLOWS IN LOWLAND RIVERS  
A shorter version of this chapter will be submitted to Geology. 
Haipeng Li*1, Piret Plink-Björklund1 
Abstract 
The presence and importance of supercritical flows in lowland rivers are questioned by 
researchers based on the expected difficulty in acquiring and maintaining high flow velocity. 
Here we present a dataset from the Eocene Green River Formation in the Uinta Basin that is 
dominated (70%) by supercritical flow structures and displays consistent upstream accretion for 
at least 700 m. The outcrop, along with other examples, implies sustained supercritical flow 
conditions in lowland rivers and therefore poses a challenge for existing theories. We analyze the 
potential mechanisms for the initiation and maintenance of supercritical flows in lowland alluvial 
rivers. The presence of significant variations of flow velocity and depth suggests the use of 
average values will lead to an underestimation of supercritical flow occurrences in natural 
streams. We further show that the role of sediment, including morphodynamic feedbacks, flow 
stratification, and reduced flow resistance, is crucial for the initiation and maintenance of 
supercritical flows in lowland rivers. All these mechanisms are facilitated by high discharge 
variability and high sediment concentration, which may also explain the rare documentation of 
supercritical flow conditions in lowland rivers with persistent discharge patterns. We argue that a  
* Primary author and editor 
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1 Department of Geology and Geological Engineering, Colorado School of Mines, 1500 Illinois 
St, Golden, Colorado 80401, USA.    
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new theoretical understanding incorporating the role of sediment is needed to explain and predict 
supercritical flows in alluvial rivers.  
4.1       Introduction 
Since the pioneering work of Gilbert (1914), fluvial geomorphologists and engineers 
have been searching for the principles and physical mechanisms underlying channel adjustments. 
This work has taken on new urgency as anthropogenic forcings, and climate change alter water 
and sediment transport regimes and ecological functioning of streams (Brierley and Fryirs, 
2005). One particular aspect relates to the flow regimes in rivers as they have important controls 
on sediment transport (Wu and Wang, 2008), erosion of infrastructures (Pontillo et al., 2010), 
and flood mitigation (Christine et al., 2005).  
Our current state of knowledge suggests that Froude subcritical flow (Fr<1) is the 
formative flow in rivers and that supercritical flow (Fr>1) occurrences are rare and short-lived, 
and restricted to high-gradient rivers (Simons and Richardson, 1966; Trieste, 1992; Grant, 1997). 
Froude number Fr in open-channel flows is defined as: 𝐹𝐹𝑟𝑟 = 𝑈𝑈�𝑔𝑔(𝑋𝑋/𝑊𝑊) = 𝑈𝑈�𝑔𝑔𝐷𝐷  (Equation 4-1) 
where U is the mean flow velocity, A is the cross-sectional area, W is the free-surface width, and 
D is the average depth (Chow, 1959). Our fundamental understanding of the supercritical flow 
morphodynamics comes primarily from physical experiments (Kennedy, 1963; Alexander et al., 
2001; MacDonald et al., 2009; Cartigny et al., 2014; Ono et al., 2019) and numerical modeling 
(Fagherazzi and Sun, 2003; Sun and Parker, 2005; Vellinga et al., 2018), where non-erodible 
channel banks and relatively high initial bed slopes are typically used. This design is in line with 
field investigations and theoretical analyses (Jarrett, 1984; Reid and Frostick, 1987; Trieste, 
1992; Grant, 1997), which suggest that supercritical flow conditions can hardly exist for an 
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extended time period or over long distances in natural streams with erodible banks. The 
reasoning is that under supercritical flow conditions, bank erosion by high flow velocity (Eq. 4-
1) inevitably leads to a drop in average flow velocity and transitions the flow to subcritical 
(Simons and Richardson, 1966). In lowland rivers where channel slopes are gentle (S < 0.01 or θ 
<0.6°), the chance of observing sustained supercritical flow over long distances is assumed even 
lower due to the often larger flow depth and lower average flow velocity compared to the 
upstream steeper reaches (Dingman, 2009).  
A large body of evidence, however, suggests that supercritical flow may be formative 
flow in some lowland alluvial rivers, as indicated by the abundance or dominance of supercritical 
flow sedimentary structures in river records (e.g., Fielding, 2006; Fielding et al., 2009, 2018; 
Plink-Björklund, 2015, 2019, and references therein). Such ancient river records occur globally 
(Plink-Björklund, 2019), and for example in North America dominate the sedimentary record of 
rivers in Pennsylvanian-Permian (e.g., Fielding, 2006; Allen et al., 2014), Triassic (e.g., Deluca 
and Eriksson, 1989; Trendell et al., 2013), Jurassic (e.g., Olsen, 1989; Bromley, 1992; North and 
Taylor, 1996), Cretaceous (Plink-Björklund, 2015), and Paleogene (e.g., Plink-Björklund, 2015; 
Gall et al., 2017; Wang and Plink‐Björklund, 2019) successions. These river records form 
hundreds of meters to kilometers thick successions that extend laterally hundreds of kilometers. 
These ancient river records are thus highly consequential and challenge the existing theories that 
supercritical flow is insignificant in alluvial rivers. Sustained supercritical flow conditions have 
also been reported in modern lowland rivers during seasonal floods (e.g., Kale et al., 1994; Kafle 
and Shakya, 2018; Carling and Leclair, 2019; Alexander et al., 2020), and can be observed in the 
photos and videos of media coverage about floods.  
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This evidence for supercritical flow occurrences in modern and ancient lowland rivers 
contradicts the current theories and questions their adequacy in explaining these data. Here we 
discuss the evidence for supercritical flow in lowland rivers and analyze potential mechanisms 
for maintenance of supercritical flows in lowland alluvial rivers. We show that the presence of 
significant variations of flow velocity and depth will lead to an underestimation of supercritical 
flow occurrences in natural streams if average values are used for calculation of Froude number. 
We further discuss the sediment-flow interactions and show that sediment plays a significant role 
in maintaining supercritical flow in lowland rivers. We argue that a new theoretical 
understanding incorporating the role of sediment is needed to explain and predict supercritical 
flow in alluvial rivers.  
4.2       Supercritical Flow in Lowland Rivers 
The formative role of supercritical flows in building river records is evidenced by an 
abundance or dominance of supercritical flow sedimentary structures (e.g., Fielding, 2006; 
Fielding et al., 2009, 2018; Plink-Björklund, 2015, 2019, and references therein) and macroforms 
(Wang and Plink-Björklund, 2020). Such ancient and modern river records have been linked to 
high inter- and intra-annual discharge variability as a function of intense and intermittent rainfall 
(Fielding, 2006; Fielding et al., 2009, 2018; Plink-Björklund, 2015), such as in flash-flood-prone 
dryland or arid rivers (e.g., McKee et al., 1967; Reid and Frostick, 1987; Tunbridge, 1981; Stear, 
1985), but also in the humid subtropics (e.g., Abdullatif, 1989; Billi, 2007; Fielding et al., 2009), 
in the monsoon zone (e.g., Singh and Bhardwaj, 1991; Singh et al., 1993; Shukla et al., 2001; 
Jain and Sinha, 2004; Chakraborty et al., 2010), and in temporal rivers affected by tropical 
cyclones (e.g., Fielding, 2006). The ancient examples occur globally across paleo-latitudes that 
range from equatorial to polar (Plink-Björklund, 2019), and the presence of extensive floodplain 
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deposits, together with relatively small median grain size (e.g., fine or medium sand) (e.g., 
Fielding, 2006; Fielding et al., 2009, 2018; Plink-Björklund, 2015, 2019, and references therein) 
indicate that many of these ancient rivers were lowland rivers.  
Another key characteristic of these river records is the dominance of climbing and 
aggradational sedimentary structures and diffuse or gradational planar laminations (Plink-
Björklund, 2015), all of which indicate high deposition rates and deposition from suspension 
(e.g., Allen, 1982; Sumner et al., 2008). Moreover, high deposition rates are likely to be essential 
for accumulating large thicknesses of supercritical flow deposits that otherwise have a very low 
preservation potential (e.g., Allen and Leeder, 1980; Alexander et al., 2001). Sustained 
suspension transport of sand (Cartigny et al., 2014) and even granules in experimental conditions 
(Ono et al., 2019) and cobbles in natural rivers (Kale et al., 1994) illustrates the high sediment 
transport capacity and efficiency of supercritical flow (Simons and Richardson, 1966; Taki and 
Parker, 2005). 
4.3       Sustained Supercritical Flow 
The abundance or dominance of a certain type of sedimentary structures or macroforms 
in river records is a function of both the relative frequency of the formative processes (subcritical 
vs. supercritical flow conditions) and the reworking and preservation of previous deposits. Thus, 
it can be argued that reworking of subcritical flow deposits during major floods promotes 
selective preservation of supercritical flow deposits, and the dominance of supercritical flow 
structures may not reflect sustained supercritical flow.   
Here we document an outcrop dataset from the Early Eocene Green River Formation in 
Uinta Basin, Utah (Figure B1 in Appendix B) that displays consistent channel-scale (macroform 
scale) upstream accretion across a distance of at least 700 m, and implies sustained supercritical 
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flow conditions (Figure 4-1 a,b). The Uinta Basin is a longitudinally asymmetrical foreland basin 
in response to the Laramide uplift of the Uinta Mountains (DeCelles, 2004), with a steep 
northern margin and a low-gradient southern margin (Ruble et al., 2001). The California 
paleoriver (Davis et al., 2010; green arrow in Figure B1 in Appendix B), ca. 750 km long, built a 
large fluvial fan system on the southern basin margin as recognized in Paleogene Wasatch and 
Green River Formations (Jones, 2017; Wang and Plink-Björklund, 2019). Paleocurrent direction 
is dominantly towards the NNW-NNE (Figure 4-1 b). 
The outcrop extends continuously in a flow-parallel to a slightly oblique direction and 
was documented by drone photography (Figure 4-1 a, b; Figure B2-B3 and multimedia files 1-3 
in Appendix B). The upstream accretion sets have either flat or curved lower bounding surfaces. 
The planar accretion sets dip on average at 8° (7°-9°) and extend laterally for about 86 m (49 m-
109 m). The average thickness of the accretion sets is about 4.1 m (2.8 m - 5.9 m) and the 
average height of 8.0 m (6.0 m -10.0 m). The curved type upstream accretion sets have concave-
up or concavo-convex-up lower bounding surfaces. Compared to the planar type, they have 
higher dipping angles 14° (11°-16°), shorter lateral extent 69 m (56 m -82m), similar set 
thickness 5.4 m (5.0 m – 6.0 m) and set height 10.5 m (10.2 m – 10.9 m). The upstream accretion 
transition into flat-lying strata and downstream accretion sets near the downstream end of the 
middle outcrop (Figure 4-1 a), which transition back to upstream accretion further downstream in 










Figure 4-1 a) Photomosaic and corresponding line tracing of stratal surfaces of the middle outcrop.  The two blue lines delineate the 
upper and lower boundary of the accretion package. The black lines represent major accretion surfaces, and the thin blue lines show 
the internal stratal surfaces. The consistent upstream accretion set transitions to flat-lying strata and downstream accretion near the 
downstream end of the middle outcrop. b) Map showing the orientation of the outcrop (Lat: 39°44'38.65"N, Long: 110° 7'59.13"W) in 
Cottonwood Canyon, Uinta Basin, Utah. Paleocurrent data for the middle part of the outcrop (n = 3) are from high-angle (30°) cross-
stratification and pseudo-imbrication (Bridge, 1993) of mud clast pebbles. The bidirectional measurements (n = 27) are from ripples in 
the nearby outcrop of the canyon, and other measurements (n = 30) for the canyon are from (Wang and Plink-Björklund, 2020). c) 
Flume experiments on cyclic steps with fine sand, medium to coarse sand and gravel (Ono et al., 2019), illustrating the formation of 
upstream accretion sets and scours, and suspension transport of sediment. Thin supercritical flow thickens as it transitions into 
subcritical flow at the hydraulic jump, which occurs above the scour base. A dense underflow is visible along the hydraulic jump 









The composite basal erosion surface at the channel base varies in local scour depth with 
an average value of 3.4 m (1.2 m – 8.6 m). The dip angles in upstream scour margin 18° (9°-27°) 
are consistently higher than the angles at downstream margin 12° (5°-17°) except in one scour. 
The aspect ratio (lateral extent/scour depth) in all measured scours ranges from 8.6 to 13.0 and 
has an average value of 10.2.  
Structureless sandstone and meter-scale soft-sediment deformation occur near the basal 
scours and are overlain by scour-and-fill structures, backsets, low-amplitude concavo-convex 
undulations, convex-up mounded features, and decimeter- and meter-scale cross strata. In places, 
upstream-dipping gravel lenses with cobble-sized mud-clasts occur. Supercritical flow structures 
dominate (~70%) the outcrop, and such dominance is characteristic for the whole stratigraphic 
interval as documented across the Uinta Basin (Wang and Plink-Björklund, 2019, 2020). 
Similar consistent backset migration was produced by flume experiments and numerical 
modeling (MacDonald et al., 2009; Vellinga et al., 2018; Ono et al., 2019). Ono et al. (2019) 
show that consistent backset accretion is related to sustained cyclic step migration and that the 
deeper erosion at basal scours is related to slower hydraulic jump migration rates. As cyclic steps 
migrate upstream, characteristic vertical successions with basal structureless or soft-sediment 
deformed and upper laminated deposits are produced as hydraulic jump deposits are overlain by 
laminated strata which form on the downstream margin of the scour (Cartigny et al., 2014; Ono 
et al., 2019). Therefore, the outcrop can be attributed to sustained cyclic step migration. 
The median grain size of the Green River Formation river deposits is upper fine to lower 
medium sand (Gall et al., 2017; Wang and Plink-Björklund, 2019; Birgenheier et al., 2019). We 
use this median grain size (0.188-0.375 mm) and follow the methodology of Lynds et al. (2014) 
to estimate the paleoslope, with the bankfull flow depths of 6-14 m as measured from channel 
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macroform heights (bar clinoforms sensu Mohrig et al., 2000) in this stratigraphic interval 
(Wang and Plink-Björklund, 2020). The results suggest a paleoslope of 10-5 to 10-4 (or 0.0005°-
0.005°). The low gradients are further corroborated by the presence of extensive floodplain strata 
(Wang and Plink-Björklund, 2019), and easily correlatable flat stratigraphic packages (e.g., 
Remy, 1992; Morgan, 2003). The Green River Formation fluvial deposits are further recognized 
as fluvial fan deposits (Wang and Plink-Björklund, 2019) that characteristically form in 
lowlands, such as the Kosi Fan (Gaurav et al., 2015) or the Bermejo Fan (Latrubesse, 2015) 
where the channel slopes are on the order of 10-5 to 10-4. Therefore, the consistent backsets are 
evidence for the presence of sustained supercritical flows in lowland alluvial rivers.  
4.4       Discussion 
The prevalent assumption suggests that supercritical flow conditions cannot be 
maintained for a substantial time or over long distances even in steep rivers (Jarrett, 1984; Reid 
and Frostick, 1987; Trieste, 1992; Grant, 1997). This assumption is supported by using the 
Manning equation (Eq. 4-2) to derive a first-order estimate of the Froude number (Eq. 4-3) when 
the channel depth D is close to its hydraulic radius R:  𝑈𝑈 = ( 1𝑛𝑛𝑚𝑚) ∙ 𝑅𝑅2 3⁄ ∙ 𝑆𝑆𝑠𝑠1 2⁄      (Equation 4-2) 𝐹𝐹𝑟𝑟 = 𝑈𝑈�𝑔𝑔𝐷𝐷 ≈ 𝑈𝑈�𝑔𝑔𝑔𝑔 = 0.32 ∙ ( 1𝑛𝑛𝑚𝑚) ∙ 𝑅𝑅1 6⁄ ∙ 𝑆𝑆𝑠𝑠1 2⁄    (Equation 4-3) 
where U is the average flow velocity, 𝑛𝑛𝑚𝑚 is the Manning’s roughness coefficient, R is the 
hydraulic radius, Ss is the water surface slope,  and g is the gravitational acceleration. By 
assuming a water surface slope Ss = 2 × 10-4 (as the upper bound for the estimated slope), a 
hydraulic radius R between 6-14 m, and Manning’s 𝑛𝑛𝑚𝑚 between 0.024 and 0.075 (typical value 
range for natural streams) (Barnes, 1967), the Fr for the here presented ancient example would 
be between 0.08-0.29, which is subcritical. The calculation conforms with previous principal 
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findings (Jarrett, 1984; Reid and Frostick, 1987; Trieste, 1992; Grant, 1997) but contradicts the 
data. The discrepancy between the data and theories suggests that current theories do not fully 
capture the morphodynamics in these rivers. Below we discuss possible mechanisms of why the 
conceptual understanding may fail to explain the data. 
4.4.1    Cross-channel velocity variation 
The equations (Eqs. 4-1 and 4-3) for calculating Fr, as well as some experiments (e.g., 
Alexander et al., 2001; Taki & Parker, 2005; MacDonald et al., 2009) and numerical modeling 
efforts (e.g., Fagherazzi & Sun, 2003; Vellinga et al., 2018), use cross-channel average velocity. 
Photographic and video documentation of supercritical flows in natural streams, however, show 
that the supercritical conditions occupy only part of the channel width due to cross-sectional 
velocity variations (Kostic et al., 2010; Froude et al., 2017, see the videos in their supporting 
information; Slootman & Cartigny, 2019). This has two implications. First, the Fr of flow may 
exceed unity only locally in certain parts of the stream (Simons and Richardson, 1961; Grant, 
1997). Second, the localization of supercritical flows primarily in the central parts of the stream 
will reduce the velocity gradient and hence the shear stress near the channel banks. Therefore, 
localization of supercritical flows may be one important mechanism in explaining why erodible 
banks would not necessarily prohibit the maintenance of supercritical flow, and why the use of 
cross-channel averaged velocity may cause an underestimation of supercritical flow occurrences.  
4.4.2    Flow depth variation 
Bankfull flow depth (Dingman, 2009) is commonly used for calculations of Fr.  In our 
ancient example with a bankfull flow depth range of 6-14 m, the required flow velocity to reach 
Fr=1 (Eq. 4-1) would be 7.7-11.7 m/s, which is exceptionally high and unlikely to occur in 
natural streams. Based on the USGS current meter measurements, typical mean flow velocity 
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during river floods is 1.2–3.0 m/s, and the highest velocity recorded is 6.8 m/s in a rock-bound 
section of the Potomac River at Chain Bridge near Washington, D.C., on May 14, 1932 
(Leopold, 1994). Maximum velocities of 9.1 m/s have been reported but not measured by a 
current meter (Leopold, 1994).  
However, different from the tranquil and deep subcritical flow conditions, supercritical 
flow is rapid and shallow (Eq. 4-1). Consequently, where hydraulic jumps develop, such as 
documented in the Green River Formation, water depth dramatically increases as the flow 
transitions from supercritical to subcritical (Figure 4-1 c). A first-order estimation of the 
relationship between the conjugate flow depths of a hydraulic jump over flatbeds is given by Eq. 
4-4 (Chanson, 2004): 
𝐷𝐷2𝐷𝐷1 = 12 ��1 + 8𝐹𝐹𝐹𝐹12 − 1�   (Equation 4-4) 
where D1 and D2 are the flow depths upstream and downstream of the hydraulic jump, and Fr1 is 
the Froude number in the upstream supercritical zone. For Fr=1.8 where antidunes transition into 
chute-and-pools (primordial cyclic steps) in experiments with median grain size D50 = 0.45 mm 
(Simons and Richardson, 1961), the downstream flow depth D2 is about twice the value of the 
upstream depth D1, and Fr2 is about 1/3 of Fr1 (assuming continuity of discharge). In experiments 
with cyclic steps (Cartigny et al., 2014; Ono et al., 2019), the upstream flow depths D1 are only 
10-25% of the downstream depths D2, and Fr1 is up to nine times of Fr2. Therefore, bankfull 
flow depth should only be used as a conservative estimate of Fr, and the higher value of the 
Froude number may be several times larger than the one estimated from bankfull depth if 
hydraulic jumps are known to have occurred. 
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Both the cross-channel velocity variation and the downstream flow depth changes across 
hydraulic jumps illustrate the inherent difficulty with capturing reality when average values are 
used for calculation of Fr.  
4.4.3    The role of sediment 
High sediment concentrations and rapid deposition from the suspension is a key 
characteristic of river records that display an abundance or dominance of supercritical flow 
structures (Plink-Björklund, 2015 and references therein). Observations from modern rivers, for 
example those from ephemeral dryland rivers (e.g., Carling and LeClair, 2019) where 
supercritical flow occurrences are commonly reported during floods, document high suspended 
sediment concentrations (Walling and Kleo, 1979). For example, volume concentrations up to 
60% have been routinely documented in the Rio Puerco in semi-arid New Mexico, and 40 vol. % 
of suspended sediment is quite common in many dryland rivers (Powell, 2009). High sediment 
concentrations are also commonly observed on the plains of southern Nepal, northern Uttar 
Pradesh, Bihar, West Bengal, and Bangladesh where monsoonal rivers that commonly become 
supercritical during floods (Kale et al., 1994; Kafle and Shakya, 2018) transport and deposit 
large amounts of sediment (e.g., Dixit, 2009).  
High sediment concentrations are also needed in flume experiments that have attempted 
to produce experimental sedimentary records (Alexander et al., 2001; Cartigny et al., 2014; Ono 
et al., 2019). These experiments also demonstrate dominant suspension transport of sands and 
even gravels and show that deposition and erosion in supercritical flow conditions occur as 
spatiotemporally fluctuating bursts, where maximum erosion rates may occur next to maximum 
deposition rates at hydraulic jumps (Ono et al., 2019). The dominant suspension transport of 
sediments is confirmed by the observation that the suspended sand transport depends primarily 
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on the current velocity, where the transport rate increases by a factor of about 500 for velocities 
increasing from 0.4 to 2 m/s (van Rijn, 2007). Flow transport capacity and efficiency are greatly 
enhanced during supercritical flow conditions (Simons and Richardson, 1966; Sun and Parker, 
2005; Taki and Parker, 2005), as shown by the suspension transport of even cobbles in some 
rivers (e.g., Kale et al., 1994). 
The original Manning equation (Eqs. 4-2), along with the Chezy and Darcy-Weisbach 
equations, were developed for clear-water, rigid-bed flows (Wright and Parker, 2004). The role 
of sediment was not explicitly considered other than as the effect of skin friction and form drag 
in most applications (Garcia, 2008).  Below we explore the potential role of sediment in 
maintaining supercritical flow in lowland rivers. We discuss 1) the morphodynamic feedbacks, 
2) flow stratification, and 3) reduced flow resistance.  
4.4.3.1 Morphodynamic feedbacks 
If we consider clear water flow in a bedrock channel, then only the erosional processes 
can form the channel bed topography characteristic of cyclic steps (Parker and Izumi, 2000). If 
such river flows into low gradient plains, the flow will inevitably decelerate and transition into 
the subcritical regime, according to Eqs. (4-1) and (4-3). However, if high sediment loads are 
transported from the hinterland (e.g., Dixit, 2009) or reworked from the channel bed (Amos et 
al., 2004) during floods when the flow is supercritical, the characteristic cyclic step bed 
topography can be generated by a combination of erosional and depositional processes as flow 
interacts with sediment. Numerical modeling (Fagherazzi & Sun, 2003) suggests that under 
supercritical flow conditions, even small channel bed perturbations can grow into a series of 
cyclic steps that migrate upstream. In cyclic steps, the steep local topography is generated by 
erosion within the supercritical zone, where there are a large velocity gradient and high shear 
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stress (Vellinga et al., 2018). At the hydraulic jump, where the flow abruptly becomes 
subcritical, the loss of velocity head is replaced by a high pressure head that then drives the flow 
into downstream acceleration into supercritical conditions at the next downstream cyclic step.   
Our outcrop data indicate steeply-dipping (9-27°) upstream sour margins, showing that 
although the general slope of the paleoriver was low (10-5-10-4), the local gradients generated by 
supercritical flow erosion are high. We thus suggest that sediment interaction with supercritical 
flow may be an important mechanism in maintaining supercritical flow conditions in lowland 
rivers. The here suggested rapid morphodynamic feedbacks may also be responsible for the 
anomalous behavior called “ripping-up bottom” in the Yellow River during hyperconcentrated 
floods (Wang et al., 2009; Li et al., 2018), where severe downward erosion of up to 10 m may 
take place during a single flood event and often leads to narrowing of wide-shallow channels. 
The “ripping-up bottom” occurs only during hyperconcentrated flows, and bank erosion and 
channel widening dominate the low-concentration floods (Wang et al., 2009). 
Overbank flows may also create a series of scours and cyclic steps on the floodplain 
(Taki and Parker, 2005; Gomez et al., 1997), similar to a process inferred in deepwater settings 
(Carvajal et al., 2017; Fildani et al., 2006). The scours and cyclic steps can provide initial steep 
local topography when the main channel avulses to these locations and facilitate the development 
of supercritical flows. 
4.4.3.2 Flow stratification 
Supercritical flow experiments (Cartigny et al., 2014; Ono et al., 2019) and numerical 
modeling (Vellinga et al., 2018) indicate the presence of a dense underflow at and beyond the 
hydraulic jump. This dense underflow has a higher velocity as compared to the less dense upper 
layer (Cartigny et al., 2014; Vellinga et al., 2018; Ono et al., 2019). The underflow maintains 
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high velocity throughout the subcritical part of the cyclic step and is responsible for erosion at 
the hydraulic jump and deposition at the downstream scour margin where backset accretion 
occurs (Ono et al., 2019). The vertical velocity profile at the hydraulic jump shows that the 
underflow, together with its upper layer, has a characteristic vertical velocity profile similar to 
turbidity currents with the highest velocity near the bed (Vellinga et al., 2018). Since hydraulic 
jumps typically occur above the deepest part of the scour (Figures 4-1 c, 4-2; Vellinga et al., 
2018; Ono et al., 2019), the dense underflow is thus driven by the gravity of the excess density of 
the sediment-water mixture and behaves as a sediment gravity flow that accelerates downstream.  
Such a process, promoted by high sediment concentrations, may be another mechanism that 
helps maintain supercritical flow in lowland rivers as it adds energy to the system due to a local 
gravity head.  
Figure 4-2 Schematic illustration of flow stratification over cyclic steps based on experimental 
and numerical modeling results (Vellinga et al., 2018; Ono et al., 2019). The dense underflow 
develops right at the hydraulic jump, where the upper layer has much lower sediment 
concentration and negative velocity (flows upstream). The underflow accelerates under the 
influence of gravity and erodes the basal scour. When the underflow climbs onto the stoss side of 




4.4.3.2 Reduced flow resistance 
For any given channel geometry, channel slope, and water discharge, an increase in 
frictional resistance causes deeper and slower flow (Ferguson, 2010), and a resultant decrease in 
Froude number (Eq. 4-1).  Thus, it can be expected that changing flow resistance will lead to 
changing Froude numbers. Manning’s roughness coefficient, 𝑛𝑛𝑚𝑚, as used in Eq. (4-2) and (4-3), 
varies primarily with the water discharge (Ferguson, 2010), sediment grain size (Ferguson, 
2010), bedforms (Simons and Richardson, 1961), and suspended sediment (Lau, 1983). 
However, these variables are interdependent. As water discharge changes, the types of bedforms 
and sediment concentration will both change and influence flow resistance. Thus, the flow 
resistance in alluvial rivers is a dynamic parameter that depends strongly on flow conditions as 
well as on the sediment properties (Garcia, 2008). Concerning our discussion here, the impact of 
bedforms and suspended sediment are most important. 
The impact of bedforms on flow resistance is relatively well understood. It has been well 
established in flume experiments that subcritical flow bedforms (ripples and dunes) have about 
twice the flow resistance compared to supercritical flow bedforms (plane beds, antidunes, chutes-
and-pools) (Simons and Richardson, 1966), leading to a lower flow depth and higher velocity at 
the same discharge (Simons, 1971).  
The role of suspended sediment is more controversial (Lau, 1983; Van Rijn, 1993; 
Dingman, 2009) as some researchers (Vanoni and Nomicos, 1960; Itakura and Kishi, 1980) 
found that the flow resistance was reduced by the presence of suspended sediment while others 
(Lyn, 1991) proposed the opposite effect. Whatever the effect, high sediment volume 
concentration will likely have an important control on the occurrence of supercritical flows in 
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lowland rivers. For instance, Jarrett (1984) suggests the rarity of supercritical flows may apply 
only to streams with relatively small suspended sediment loads. 
It has been suggested that the actual effect of suspended sediment on flow resistance 
depends on the volume concentrations and boundary Reynolds number Reb (Van Rijn, 1993). It 
has been observed that in hyperconcentrated (𝑐𝑐̅ = 5 vol. %) streams the slope needed to achieve 
critical flow conditions is lower than in “normal” streamflows (Grant, 1997). This can be 
explained by a reduction in flow resistance when the flow is transitional or rough (boundary 
Reynolds number Reb = 50 to 100) at volume concentrations 𝑐𝑐̅ < 10% (Van Rijn, 1993). 
Furthermore, high suspended sediment concentrations cause von Karman constant k to vary, and 
experimental results (Winterwerp et al., 1990 and references therein) indicate a 50% drop in the 
k value as compared to the clear water value when sediment concentration 𝑐𝑐̅ is close to 20%. Due 
to the direct proportionality of k to the flow resistance, this suggests as much as a 50% reduction 
in flow resistance could be achieved in flows transporting sediment (Dingman, 2009). The 
inferred impact of sediment concentration on the Froude number is further corroborated by data 
from the Yellow River, where Froude number increases with both suspended sediment 
concentration and water discharge (Ma and Huang, 2016), a condition likely to be met during 
floods of many lowland rivers. 
The presence of clay may also help reduce flow resistance if the flow is rough (Simons 
and Richardson, 1960; Wang et al., 1998). For example, experiments show that the addition of a 
few thousand ppm of bentonite clay converts plane bed into antidunes (Simons and Richardson, 
1961). The shift in bedform has been interpreted as a reduction in the effective bed material size, 
which possibly leads to increasing average velocity and decreasing flow depth. High clay 
concentrations have been found to greatly reduce flow resistance in the Yellow River, where 
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Manning’s 𝑛𝑛𝑚𝑚 calculated from the measured velocity in some sections is sometimes less than 
that for water flow over a glass surface (Wang et al., 1998).  
Another lesser-known effect relates to air entrainment in high-velocity open channel 
flows and at hydraulic jumps (white water phenomenon) (Chanson, 1996), which has been 
shown to effectively reduce bottom skin friction and thus flow resistance (Chanson, 1994). This 
phenomenon can be seen in flume experiments with high sediment concentration (Figure 1c; 
Ono et al., 2019) and may help reduce flow resistance. 
In summary, reduced flow resistance in supercritical flow, as a function of reduced form 
drag by supercritical flow bedforms, the presence of high suspended sediment concentrations and 
clay, and the entrainment of air bubbles, may further help initiate and maintain supercritical 
flows in lowland rivers. 
4.5       Conclusions 
We conclude that the prevailing assumption about the rare occurrence of supercritical 
flow in lowland rivers is based on Froude number calculations from cross-sectional average 
velocity and bankfull flow depth. Here we show that the morphodynamic feedbacks in channels 
and on floodplains, the flow stratification at and beyond the hydraulic jumps, and reduced flow 
resistance may all contribute to the initiation and maintenance of supercritical flows in lowland 
rivers.  
All these mechanisms are facilitated by high discharge variability and high sediment 
concentration, which are characteristic of the lowland rivers where sustained supercritical flows 
are reported (e.g., Kale et al., 1994; Chakraborty et al., 2010; Plink-Björklund, 2015; Carling and 
Leclair, 2019; Alexander et al., 2020). This may also explain the rare documentation of 
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supercritical flows in lowland rivers with persistent discharge patterns (Hansford et al., 2019), 




CHAPTER 5  
SUMMARY 
This dissertation uses an axiomatic approach and information theory to construct a 
coherent conceptual framework for paleoenvironmental interpretation and the study of 
environmental signals. In Chapter 2, a model for sediment routing systems is proposed based on 
information theory. The model pinpoints the fundamental cause of non-uniqueness in 
paleoenvironmental interpretation. An algorithm based on Bayesian inference is developed to 
deal with the non-uniqueness problem. Chapter 3 builds on the model developed in Chapter 2 
and addresses the issue of environmental signal propagation, preservation, and identification. 
The realization that signals are ensembles of attributes dictate that distinct attributes of the same 
signal behave differently and lead to variations in preservation and interpretation. This finding 
suggests that what we observe is not the signal itself, but the signal exposed to our choice of 
attributes. Chapter 4 investigates the possible mechanism for the initiation and maintenance of 
supercritical flows in lowland rivers. The results suggest a need for current theories to 
incorporate the role of sediment to better explain and predict the occurrences of supercritical 
flows in lowland rivers.  
The results and methods of Chapters 2 and 3 have important implications for the 
paleoenvironmental interpretation of landscapes and the sedimentary records. It also resolves the 
paradox of signal propagation in previous studies. Chapter 4 points out the insufficiency of the 
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POSTULATES, PROPOSITIONS, PROOF, AND NOTATIONS 
A.1       Postulates, Propositions, and Proof for Chapter 2 
Postulate 1: There exist two locations A and B that satisfy the following requirements: 1) 
A and B do not have identical environmental conditions over time; 2) A and B are separated 
spatially; 3) geoscientists can use the landscapes or the sedimentary record (deposits), DB, at the 
location B to reconstruct the environmental condition, CA, at the location A, unless otherwise 
stated. 
Postulate 2: CA and DB can be characterized by measurable attributes, denoted as TCA and 
TDB, respectively 
Proposition 1: The resultant landscapes or deposits DB must contain information about 
the environmental condition CA.  
Proof of proposition 1: If the landscapes or deposits at B, DB, do not contain information 
of the environmental condition at A, CA, then there is no way to reconstruct the environmental 
condition by using the landscapes or deposits; this conclusion contradicts the Postulate 1. 
Therefore, Proposition 1 must be true.  
Proposition 2: The set of all the information of CA, IA, is the set of information of all its 
attribute(s), TCA(s). 
Proof of proposition 2: From Postulate 2, it can be derived that anything we care about 
CA, or the information of CA, can be represented by one or more measurable attributes of CA, that 




Proposition 3: The set of information of CA that can be extracted from DB, i.e., IAB, is 
contained in one or more attribute(s), TDB(s), of DB.  
Proof of proposition 3: From Postulate 2, it can be derived that the set of all the 
information of DB, IB, is the set of information of its all attribute(s), TDB (s). By definition, IAB 
=IBA⊆ IB. Therefore, IAB is contained in one or more attributes, TDB (s), of DB. 
Proposition 4: There exists a communication system (sensu Shannon, 1948) that can 
transmit the information of environmental conditions at A to B through the channel. 
Proof of proposition 4: Since A and B do not have the same environmental condition over 
time as assumed in Postulate 1, A and B must be able to communicate with each other for DB to 
record information about CA (required by proposition 1). Communication between A and B must 
be accomplished through the exchange of material or energy, and there needs to be a 
communication system (sensu Shannon, 1948). Since A and B are spatially separated, by 
definition of a communication system, there exists a channel through which the A and B can 
communicate. 
Proposition 5: The transmission of information from A to B is accomplished through the 
following process: 1) the message CA is encoded into a signal SA, 2) the signal SA propagate 
through the channel, and 3) the received signal SA’ get preserved at B as DB. 
Proof of proposition 5: By comparing a general communication system (Shannon, 1948) 
with the sediment-routing system, we notice 1) there is no receiver that performs the inverse 
operation of that done by the transmitter in sediment-routing systems, and 2) the preservation of 
landscapes or deposits at B is also controlled by local autogenic processes. The differences 
between a general communication system and the sediment-routing system lead to further 
modification of the received signal SA’ through the preservation mechanism, while other 
70 
 
processes of communication stay the same. By incorporating the differences into the original 
communication model, we have proposition 5. 
Proposition 6: To reconstruct the information of CA with the highest possible degree of 
accuracy by using DB, we need to 1) understand the encoding mechanism at A, 𝓕𝓕(𝑡𝑡), 2) 
understand the propagation of the signal SA in the channel, 𝓖𝓖(𝑡𝑡), and 3) understand the 
preservation mechanism of the received signal SA’ at B, 𝓗𝓗(𝑡𝑡). 
Proof of proposition 6: The three processes through which A and B communicate can be 
summarized in three functions: SA=𝓕𝓕(𝑡𝑡)(CA), SA’=𝓖𝓖(𝑡𝑡)(SA), DB=𝓗𝓗(𝑡𝑡)(SA’), in which SA’ is the 
received signal coming out the channel and into B;   𝓕𝓕(𝑡𝑡),  𝓖𝓖(𝑡𝑡), and 𝓗𝓗(𝑡𝑡) are the context-
dependent encoding, propagation, and preservation mechanisms, respectively. To reconstruct CA 
from DB with the highest possible accuracy, it is obvious we need to know 𝓕𝓕(𝑡𝑡),  𝓖𝓖(𝑡𝑡), and 𝓗𝓗(𝑡𝑡) 
to perform the inverse operation, although this knowledge is not always attainable.  
Proposition 7: In any case, a change in certain attribute of DB can result from 1) a 
changes in CA, 2) a change in 𝓕𝓕(𝑡𝑡), 3) a change in 𝓖𝓖(𝑡𝑡), 4) a change in 𝓗𝓗(𝑡𝑡), and 5) any 
combination of the four types of changes (11 combinations in total). 
Proof of proposition 7: A change in DB means a change in either SA’ and/or 𝓗𝓗(𝑡𝑡). 
Further, a change in SA’ can be a change in SA and/or 𝓖𝓖(𝑡𝑡), and a change in SA can result from a 
change in CA and/or 𝓕𝓕(𝑡𝑡). Listing all the possibilities, we prove the proposition 7. 
A.2       Notations Used in Chapters 2 and 3  
A: the source area of which the environmental condition we aim to reconstruct  
B: the sink of which the landscapes or deposits can be used for the reconstruction of the 
environmental condition at A 
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C: the channel through which A and B communicate 
CA: the totality of the environmental condition at the location A, which can be characterized 
by some measurable attributes TCA(s) of CA. 
DB: the totality of the landscapes or deposits at the place B, which can be characterized by 
some measurable attributes TDB(s) of DB. 
f (): encoding mechanism or function that maps the environmental condition CA to the signal 
SA.  𝓕𝓕(𝑡𝑡) : context-dependent encoding mechanism or function that maps the environmental 
condition CA to the signal SA.  
g (): propagation mechanism or function that maps the signal SA to the received signal SA’.  𝓖𝓖(𝑡𝑡): context-dependent propagation mechanism or function that maps the signal SA to the 
received signal SA’.  
h (): preservation mechanism or function that maps the received signal SA’ to the resultant 
landscapes or deposits DB.  𝓗𝓗(𝑡𝑡): context-dependent preservation mechanism or function that maps the received signal 
SA’ to the resultant landscapes or deposits DB. 
Hi : one of the multiple hypotheses that can explain some observed or interpreted changes, 
i=1, 2, … 
IA: the set of all the information of CA. It is the same as the set of information of all the 
attributes of CA, i.e., IA = {i: i is information contained in any attribute TCA of CA} 
IAB: the set of information of CA that can be extracted from DB. We have IAB ⊆ IA from the 
definition of the two terms. 
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IB: the set of all the information of DB. It is the same as the set of information of all the 
attributes of DB, i.e., IB = {i: i is information contained in any attribute TDB of DB} 
IBA: the set of information of CA that is contained in DB, and it can be used to extract 
information contained in IAB, which suggests IAB=IBA. We have IBA ⊆ IB from the definition of the 
two terms. 
O: O = {oi: oi is a measurable attribute of SA that is needed for explanation of the attribute set 
P} = {o1, o2, …, ok} 
p (): the probability of some event or element in sample space 
P: P = {pi: pi is a measurable attribute of SA’ needed for explanation of attribute set Y1} = {p1, 
p2, …, pm} 
t: time 
TCA: a measurable attribute that can be used to characterize CA. In theory, there are an infinite 
number of measurable attributes that can be used to characterize the environmental conditions. TCA(s) 
is the plural form of TCA. 
TDB: a measurable attribute that can be used to characterize DB. Similarly, there can be an 
infinite number of TDB(s). 𝜹𝜹𝑻𝑻𝑫𝑫𝑩𝑩: a change in certain measurable attribute TDB of DB. 
SA: the signal corresponding to the message CA and it is encoded by the encoding mechanism 
at A. 
SA’: the received signal that exits the channel and enters the sink. Compared to the original 
signal SA, it has been modulated and noises are added.  
X: X = {xi: xi is a measurable attribute of CA that is needed for the explanation of the attribute 
set O} = {x1, x2, …, xj} 
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𝒙𝒙𝑨𝑨: system state of the source A ?̇?𝒙𝑨𝑨 : time derivative of the system state of the source A 𝒙𝒙𝑩𝑩: system state of the sink B ?̇?𝒙𝑩𝑩 : time derivative of the system state of the sink B 𝒙𝒙𝑪𝑪: system state of the channel C ?̇?𝒙𝑪𝑪 : time derivative of the system state of the channel C 
Y: Y = {y: y is a measurable attribute of DB that we are interested in} 











SUPPLEMENTAL ELECTRONIC FILES 
 
The supplemental electronic files include the additional figures and multimedia files for  
of the studied outcrops in Chapter 4.  
Table B.1 Names and description of electronic files 
File Name File description  
Figure B1 Regional map 
Figure B2 Photomosaic and corresponding line tracings of the south part 
Figure B3 Photomosaic and corresponding line tracings of the north part 
Multimedia File 1 3D model for the south part 
Multimedia File 2 3D model for the middle part 
Multimedia File 3 3D model for the north part 
File 1 
Captions of figures and instructions on how to read the multimedia 
files 
 
