We show that the maximum possible energy benefit of network coding for multiple unicast on wireless networks is at least 3. This improves the previously known lower bound of 2.4 from [1] .
Introduction
Traditional routing solutions for communication networks keep independent streams of data separate. The idea of network coding is to allow nodes in the network to combine independent data streams. Some of the benefits of network coding that have been demonstrated are increased throughput, reduced resource consumption and increased security, see e.g. [2] and the references therein. Our interest is in the reduction in energy consumption in wireless networks offered by network coding.
The potential of network coding to reduce energy consumption is demonstrated using the example given in Figures 1 and 2 in which nodes A and C need to exchange bits x and y. Figure 1 shows a routing solution using 4 transmissions, which is the minimum possible number if only routing is allowed. One can observe that in this case transmissions 1 and 2 are useful only to nodes C and A, respectively. The network coding solution from Figure 2 uses 3 transmissions. Network coding allows transmission 3 to be useful for both A and C, increasing efficiency. Without network coding 4 transmissions are required, whereas the network coding solution uses 3 transmissions. We say that for this example the energy benefit of network coding is . from the previous example to a network of many nodes on a line, allows network coding to reduce energy consumption by a factor 2. This example was first presented in [3] , where the network coding benefits w.r.t. throughput where discussed, the energy benefit, however, follows easily. It was shown in [1] that there exist networks for which this factor is 2.4. Our aim is to find the maximum possible energy benefit that network coding can offer for multiple unicast traffic in wireless networks. The contribution in this work is a new lower bound of 3 to this benefit.
In Section 2 we define the network and traffic model that we use and state our problem more precisely. An overview of known results in the literature is given in Section 3 after which we present our result in Section 4. Section 5 is used to prove this result. Section 6 provides a discussion on the obtained results and possible future work.
Model and Problem Statement
Time is slotted. To simplify notation in Section 5 we allow nodes to transmit more than once in each time slot. Alternatively we could have rescaled time such that only one transmission from each node occurs in a time slot. All transmissions in the network are broadcasts, i.e. transmissions are received by all neighbours. The neighbours of a node are all other nodes in the network that are within a transmission range that is equal and fixed for all nodes in the network.
Transmission is noiseless, no errors occur and there is no interference at the receivers. Although interference does occur in realistic networks, we do not take it into account here. If interference would be part of the model, not all nodes could transmit in the same time slot, at the expense of the throughput, but the number of transmissions that is required would be the same. Since we are not interested in throughput, but only in energy consumption in the network, we do not take interference into account.
The traffic pattern that we consider is multiple unicast. All symbols are from the field F 2 , i.e. they are bits and addition corresponds to the xor operation. The source of each unicast connection has a sequence of source symbols that need to be delivered to the corresponding receiver. For a source x, e.g., we have
with x(t) = 0, for t ≤ 0. We call a network together with a set of unicast connections a configuration.
We are interested in the energy consumption in the network, which we define as the average over time of the number of transmissions used to deliver one symbol from each unicast connection. The energy benefit of network coding for a configuration is defined as the ratio of the minimum energy consumption of any routing solution and the minimum energy consumption of any network coding solution, i.e. energy benefit of network coding for a wireless multiple unicast configuration = minimum energy consumption of any routing solution minimum energy consumption of any network coding solution .
In this paper we will refer to this ratio as the energy benefit of network coding, or simply as the benefit of network coding. 
Figure 4: Sources S(·) and receivers R(·) for first set of unicast connections defined on the network from Figure 3 .
Previous Work
The best known lower bound on the maximum energy benefit of network coding over all possible configurations is 2.4 [1] . The network code that was constructed to show this lower bound, satisfies the property that data symbols transmitted by a node are linear combinations only of source symbols that have been successfully decoded by that node. The rationale behind this is that in this way information in the network can be constrained to the neighbourhood of the path between the source and destination of the corresponding unicast session, a network code design heuristic that was introduced in [4] .
In [5] it was shown that for random networks the energy benefit of network codes satisfying the above property is upper bounded by 3. It is not known if 3 is also an upper bound on the energy benefit of arbitrary network codes on arbitrary configurations, that is allowing codes that do not satisfy the above property on networks with arbitrary topology and traffic requirements.
In this work we present a new lower bound on the energy benefit of network coding. In the network code that we construct, nodes transmit linear combinations of data symbols, for which the corresponding source symbols have not necessarily been decoded by these nodes. Our code therefore does not satisfy the above property.
Result
We present a result that is based on the configuration that consists of the network in which the nodes are located on the hexagonal lattice with connectivity as depicted in Figure 3 , together with the unicast sessions that are depicted in Figures 4, 5 and 6 . The figures depict a network with 4 nodes on each edge and 4 unicast sessions of each type, i.e. x i , y i and z i , i = 1, . . . , 4. In general, we will consider networks with K nodes on the network edges and K sessions of each type. The network topology that we consider is equal to the one used in [1] . Our traffic pattern, however, is slightly different. We discuss this in more detail in Section 6. Proof. In the minimum cost routing solution, symbols from each unicast connection follows the shortest route from source to receiver, as depicted in Figures 4 -6 .
S(y 4 ) Figure 5 : Second set of unicast connections defined on the network from Figure 3 . .
We will prove Lemma 2 in Section 5 by constructing a network code that achieves this bound. The next theorem states our main result.
Theorem 3.
There exist multiple unicast wireless networks for which network coding offers an energy benefit of 3.
Proof. The result follows from Lemmas 1 and 2 by taking the limit of K to infinity, i.e. 
Network Code Construction
In this section we construct a network code for which the energy consumption is according to Lemma 2. We first introduce some notation. Let
be the neighbours of a node P as depicted in Figure 7 . The code is defined by the following properties:
1. The data symbols transmitted by nodes are linear combinations of information symbols of the formx
where t ∈ N + is the time slot and δ x , δ y , δ z ∈ N and i, j, k ∈ {1, . . . , K} are per node constants, i.e. they may be different for each node, but are the same for all symbols transmitted by a specific node.
Figure 7: The neighbours of a node P . 2. Let P (t) =x i (t − δ x ) +ỹ j (t − δ y ) +z k (t − δ z ) be the symbol sent by node P in time slot t. The symbols transmitted by its neighbours in that same time slot are
3. The exception to the above two rules comes from all nodes that are at an edge or corner of the network. These nodes transmit three data symbols in each time slot. If (1) dictates that a node should transmit P (t) =x i (t−δ x )+ỹ j (t−δ y )+z k (t−δ z ), and the node is at an edge or corner, it transmits three different symbols: P x (t) = x i (t − δ x ), P y (t) =ỹ j (t − δ y ) and P z (t) =z k (t − δ z ). For notational convenience later on let P (t) = P x (t) + P y (t) + P z (t).
Note that P (t) is not actually transmitted by nodes at edges or corners of the network, but only a notational shortcut.
4. Let R be the receiver of source z k , i.e. R is a node on the left edge of the network. Suppose that in time slot t, R transmits R z (t) =z k (t−δ z ). In that same time slot node R decodes source symbol z k (t−δ z ). This implies that, after time slot δ z , one source symbol from z k is decoded each time slot. Similar decoding procedures are used at all other receivers.
5. The only thing that remains to be specified is the value of i, j, k, δ x , δ y and δ z for all nodes. We only specify some values at the corners of the network. These are given in Figure 8 . The remaining values follow from (1).
We need to show that the scheme is valid, i.e. that all nodes are able to produce the required linear combinations and that all receivers are able to decode. We need to analyze different cases, depending on the location of the node. We distinguish between nodes that are at corners of the network, at edges of the network and the remaining nodes, which we refer to as internal nodes. Since our construction is symmetric and homogeneous we will consider only the node in the top corner, an arbitrary node at the left edge, and an arbitrary internal node. Claim 1. Let P be any internal node. The symbol P (t + 1) transmitted by P in time slot t + 1 satisfies
The result follows fromx i (t − δ x + 1) = x i (t − δ x + 1) +x i−1 (t − δ x ) and equivalent relations forỹ j (t − δ y + 1) andz k (t − δ z + 1). Note that if some of P's neighbours are on the border of the network we require (2).
Claim 2. Let Q be any node on the left edge of the network. Assume Q x (t) =x i (t−δ x ). The symbols transmitted by Q in time slot t + 1 satisfy 
Proof. Assume that Q y (t) =ỹ j (t − δ y ) and Q z (t) =z k (t − δ z ). Since Q is on the left edge of the network it has only neighbours B Claim 3. Let R be the node in the top corner of the network. The symbols transmitted by R in time slot t + 1 satisfy
