We consider the estimation of hidden Markovian process by using information geometry with respect to transition matrices. We consider the case when we use only the histogram of k-memory data. Firstly, we focus on a partial observation model with Markovian process and we show that the asymptotic estimation error of this model is given as the inverse of projective Fisher information of transition matrices. Next, we apply this result to the estimation of hidden Markovian process. For this purpose, we define an exponential family of Y-valued transition matrices. We carefully discuss the equivalence problem for hidden Markovian process on the tangent space. Then, we propose a novel method to estimate hidden Markovian process.
Introduction
Information geometry established by Amari and Nagaoka [1] is a very powerful method for statistical inference. Recently, the paper [4] applied this approach to estimation of Markovian process. In the paper [4] , they employed information geometry of transition matrices given by Nakagawa and Kanaya [2] and Nagaoka [3] . Since this geometric structure depends only on the transition matrices, it does not change as the number n of observation increases while the geometry based on the probability distribution changes according to the increase of the number n. In particular, the paper [4] introduced the curved exponential family of transition matrices, and derived the Cramér-Rao inequality for the family, which shows the optimality of the inverse of the transition matrix version of Fisher information matrix.
On the other hand, some of preceding studies [5] of hidden Markov process have already employed information geometry by using em-algorithm. However, their em-algorithm is based on the geometry of probability distributions, which changes according to the increase of the number n. So, their estimation processes become complicated when n is large. Hence, they could not evaluate the asymptotic behavior of the estimation error.
In this paper, we apply the information geometry of transition matrices to estimation of hidden Markovian process. Since we need to estimate the hidden structure from the observed value, we apply the em-algorithm based on the geometry of transition matrices. That is, for this purpose, we formulate a partial observation model of Markovian process and the em-algorithm based on the geometry of transition matrices for this model. Then, using the transition matrix version of the projective Fisher information, we evaluate the asymptotic error in the Markovian case under a certain regularity condition. To employ this method, the model needs to satisfy a condition for the Jacobi matrix between the expectation of the observed value and the parameter to be estimated, which is called the Jacobi matrix condition. In this paper, we apply the partial observation model of Markovian process to the observed k-memory joint distribution. For this purpose, we formulate an exponential family of k-memory transition matrices. In this application, we need to be careful for the Jacobi matrix condition. Due to the theory of the partial observation model of Markovian process, we evaluate the asymptotic error in the Markovian case under a certain regularity condition. Further, the calculation complexity of the em-algorithm does not depend on the number n of observation in this application because the geometrical structure does not depend on n. As another result of the partial observation model of Markovian process, we propose an efficient method for χ 2 -test to verify the validity of the given model, and show that it works well. Since it check the validity of a given model, we can employ it to choose a model among plural models.
We have another difficulty for the hidden Markovian process. There is ambiguity for the transition matrix to express the hidden Markovian process. That is, there is a possibility that two different transition matrices express the same hidden Markovian process. This problem is called the equivalence problem and is solved by Ito, Kobayashi, and Amari [7] . However, since the asymptotic error is characterized by the local geometrical structure, to discuss the estimation of the hidden Markovian process, we need to consider this problem in the tangent space, which was not addressed in [7] .
Before considering this problem, we notice that there are several formulations for the hidden Markovian process. One is the model given by the transition matrix W on the set X of hidden states and the function f from the hidden variable X to the observed variable Y as Fig. 1 . Another one is the model given by the same transition matrix W and another transition matrix V with the input system X and the output system Y Fig. 2 . Ito, Kobayashi, and Amari [7] discussed this problem in the former model. However, to treat the former model, we need to handle the subsets f −1 (y) for each y ∈ Y, which requires complicated discussions. To avoid this problem, this paper discuss another model given in Fig  3, in which, the next hidden variable and the observed variable are correlated even when the previous hidden variable is fixed. That is, the third model given in Fig 3 is most convenient for the discussion of the equivalence problem. n this paper, for this purpose, we establish the local equivalence relation for the hidden Markovian process under the third model. Then, we derive an equivalent condition for the local equivalence condition, which can be easily checked. That is, we derive a necessary and sufficient condition for an infinitesimal change of transition matrix to be asymptotically distinguished. Under the above application of the partial observation model of Markovian process, we show that the Jacobi matrix condition can be characterized by the local equivalence condition. Although the above application does not necessarily work globally, when the number of states of the hidden Markovian process, using these results, we propose an efficient method to estimate the unknown hidden Markovian process, which works globally. Then, we give the concrete parametrization when the hidden system and the observed system are composed of two states. The first model can be easily characterized as a special case of the third model by restricting the support. However, it is slightly complicated to discuss the second model as the special case of the third model. In the next step, we apply these results to the first model. Then, we clarify that the equivalence problem does not essentially occur in the typical case under the first model. Using this property, we give a simple parametrization for this model.
The remaining of this paper is organized as follows. Section 2 reviews the fundamental facts for exponential family of transition matrices and its properties. Section 3 introduced partial observation model for Markovian process, in which, we can observe a part of random variables. Section 4 applies the model to the case of k-memory transition matrices. Section 5 discusses hidden Markov moodel and equivalence by using Y-valued transition matrices under the third model given in Fig. 3 . Section 6 introduces exponential family of Y-valued transition matrices, and discusses the local equivalence condition under the third model given in Fig. 3 . Then, we discuss how to estimate hidden Markov process from restrict observations. Section 7 applies these general results to the case when the hidden system and the observed system are composed of two states. Section 8 applies these general results to the second model given in Fig. 2 , and discusses how to choose the parametrization.
Exponential family of transition matrices
A non-negative matrix W is called irreducible when for each x, x ′ ∈ X , there exists a natural number n such that W n (x|x ′ ) > 0 [10] . An irreducible matrix W is called ergodic when there are no input x ′ and no integer n ′ such that W n (x ′ |x ′ ) = 0 unless n is divisible by n ′ [10] . The irreducibility and the ergodicity depend only on the support X 2 W := {(x, x ′ ) ∈ X 2 |W (x|x ′ ) > 0} for a non-negative matrix W over X . Hence, we say that X 2 W is irreducible and ergodic when a non-negative matrix W is irreducible and ergodic, respectively. Indeed, when a subset of X 2 W is irreducible and ergodic, the set X 2 W is also irreducible and ergodic, respectively. It is known that the output distribution W n P converges to the stationary distribution P W of W for a given ergodic transition matrix W [9, 8, 10] . In this section, we treat only irreducible transition matrices.
Linear independence
Before introducing an exponential family, we prepare the following lemma.
Consider an irreducible transition matrix W over X and a real-valued function g on X × X . Define φ(θ) as the logarithm of the Perron-Frobenius eigenvalue of the matrix:
Then, the function φ(θ) is convex. Further, the following conditions are equivalent.
(1) No real-valued function f on X satisfies that g(x,
(2) The function φ(θ) is strictly convex, i.e., d 2 φ dθ 2 (θ) > 0 for any θ. 
Exponential family
To define an exponential family for transition matrices, we focus on an irreducible transition matrix W (x|x ′ ) from X to X . A set of real-valued functions {g j } on X ×X is called linearly independent under the transition matrix W (x|x ′ ) when any linear non-zero combination of {g j } satisfies the condition in Proposition 2.1. For θ = (θ 1 , . . . , θ d ) and linearly independent functions {g j }, we define the matrix W θ (x|x ′ ) from X to X in the following way.
Using the Perron-Frobenius eigenvalue λ θ of W θ , we define the potential function φ( θ) := log λ θ . Note that, since the value x W θ (x|x ′ ) generally depends on x ′ , we cannot make a transition matrix by simply multiplying a constant with the matrix W θ . For deeper understanding, we employ the linear space V X := {v = (v x ) x∈X |v x ∈ R}. To make a transition matrix from the matrix W θ , we recall that a nonnegative matrix U from X to X is a transition matrix if and only if the vector u X := (1, . . . , 1) T ∈ V X is an eigenvector of the transpose U T . In order to resolve this problem, we focus on the structure of the matrix W θ . We denote In the following, we call the family of transition matrices E := {W θ } an exponential family of transition matrices generated by W with the generator {g 1 , . . . , g d }.
Since the generator {g 1 , . . . , g d } is linearly independent, due to Proposition
is strictly positive for an arbitrary non-zero vector
Using the potential function φ(θ), we discuss several concepts for transition matrices based on Proposition 2.1, formally. We call the parameter (θ 1 , . . . , θ d ) the natural parameter, and the parameter η j ( θ) := ∂φ ∂θ j ( θ) the expectation param-
For a given transition matrix W , we define the linear space G(X 2 W ) of all two-input functions defined on the subset X 2 W , and the linear subspace N (
Then, we obtain the following lemma. (1) The set of functions {g j } are linearly independent in the quotient space
is strictly positive for any θ, which implies the strict convexity of the potential function φ( θ). (4) The Hesse matrix H θ [φ]| θ=0 is strictly positive. (5) The parametrization θ → W θ is faithful for any θ.
To understand the quotient space G(X 2 W )/N (X 2 W ), we define the map W * on
We denote the image of W * by L(X 2 W ) although the image is the same as G(X 2 W ). Then, we introduce the subspaces L 1 (X 2 W ) and G 1,W (X 2 W ) as
Now, we introduce the notation W X ,W := {V |V is a transition matrix and
Hence, if and only if the set of two-input functions {g j } form a basis of the quotient space G(X 2 )/N W (X 2 ), the set W X ,W coincides with the exponential family generated by W with the generator {g j }. This fact shows that W X ,W is an exponential family.
Proof.
Step 1: We will show that
For this purpose, we will show that the function f − (f T P W )u X belongs to the RHS of (2.8) for any function f . Since
Since any real number c satisfies
10)
cu X belongs to the set N W . Thus, any function f belongs to the set N W , which implies (2.8).
Step 2:
That is, when we choose g := g ′ − B, g belongs to G 1,W (X 2 W ). In particular, when W is a positive transition matrix, the subspace N W (X 2 ) does not depend on W and is abbreviated to N (X 2 ). In this case, W X ,W is the set of positive transition matrices. Then, it does not depend on W , and is abbreviated to W X .
We define the Fisher information matrix for the natural parameter by the Hesse matrix H θ [φ] := [ ∂ 2 φ ∂θ i ∂θ j ( θ)] i,j . The Fisher information matrix for the expectation parameter is given as H θ [φ] −1 . Further, for fixed values θ k+1 o , . . . , θ d o , we call the subset {W θ ∈ E| θ = (θ 1 , . . . , θ k , θ k+1 o , . . . , θ d o )} an exponential subfamily of E.
In the above discussion, we denote an element of the tangent space by an element g or [g] of G 1,W (X 2 W ) or G(X 2 W )/N (X 2 W ). However, it is possible to express an element of the tangent space by an element W * g of L 1 (X 2 W ). The former expression is called the exponential representation (e-representation). and the latter is called the mixture representation (m-representation).
Mixture family
In the following, we assume that the functions {g j } satisfies the condition of Proposition 2.2. For fixed values η o,1 , . . . , η o,k , we call the subset {W θ ∈ E| η( θ) = (η o,1 , . . . , η o,k , η k+1 , . . . , η d )} a mixture subfamily of E. Given a transition matrix W , real-valued functions g j on X 2 , and real numbers b j , we say that the set
Note that a mixture family on X 2 W does not necessarily contain W because its definition depends on the real numbers b j . When W is a positive transition matrix, it is simply called a mixture family generated by the constraints {g j = b j } because W X ,W is the set of positive transition matrices. For a given transition matrix W and two mixture families M 1 and M 2 on X 2 W , the intersection M 1 ∩ M 2 is also a mixture family on X 2 W . Proposition 2.4 ([4, Lemma 4.2]). The intersection of the mixture family on X 2 W generated by the constraints {g j = b j } j=1,...,k and the exponential family
Relative entropy
The relative entropy and the relative Rényi entropies are characterized by using the potential function φ( θ) as follows.
The Fisher information matrix H θ [φ] can be characterized by the limit of the relative entropy as follows. 
(2.12)
The right hand side of (2.11) can be regarded as the Bregman divergence [12] 1 of the strictly convex function φ( θ). In the following, we derive several properties of the relative entropy by using Bregman divergence. That is, the following properties follow only from the strong convexity of φ( θ) and the properties of Bregman divergence.
Using [11, (40) ], we have another expression of D(W θ W θ ′ ) as
where ν( η) is defined as Legendre transform of φ( θ) as
Since ν( η) is convex as well as φ( θ), we have the following lemma.
It is known that Bregman divergence satisfies the Pythagorean theorem [11, (34)] 2 . As mentioned in [4, Proposition 4.6] , applying this fact, we have the following proposition as the Pythagorean theorem. Proposition 2.8. (Nagaoka [3, (23) ]) We focus on two points θ ′ = (θ ′ 1 , . . . , θ ′ d ) and θ = (θ 1 , . . . , θ d ). We choose the exponential subfamily of E whose natural parameters θ k+1 , . . . , θ d are fixed to θ k+1 , . . . , θ d , and the mixture subfamily of E whose expectation parameters η 1 , . . . , η k are fixed to η( θ ′ ) 1 , . . . , η( θ ′ ) k . Let θ ′′ = (θ ′′ 1 , . . . , θ ′′ d ) be the natural parameter of the intersection of these two subfamilies of E. That is, θ ′′ j = θ j for j = k + 1, . . . , d and η j ( θ ′′ ) = η j ( θ ′ ) for k = 1, . . . , k. Then, we have
(2.16)
Central limit theorem
In this subsection, we fix an ergodic and irreducible transition matrix W . Now, given a general two-input function g ∈ G(X 2 W ), we consider the random variable g n (X n+1 ) := n k=1 g(X k+1 , X k ) when the random variables X n+1 := (X n+1 , . . . , X 1 ) are subject to the joint distribution W ×n × P (x n , . . . , x 1 ) := W (x n+1 |x n ) · · · W (x 2 |x 1 )P (x 1 ).
(2.17)
with an arbitrary initial distribution P on X .
To discuss the expectation and the variance, we introduce the notations E P,W and V P,W , which describe the expectation and the variance under the distribution W n ×P θ , respectively. We also denote the logarithm of the Perron Frobenius eigenvalue of the matrix e sg(x|x ′ ) W (x|x ′ ) by ϕ(s). The following proposition is known as the central limit theorem 3 . 13, 14, 15, 16, 17, 18] ). The relations
hold. Further, the random variable 1 √ n (g n (X n+1 ) − n d ds ϕ(s)| s=0 ) asymptotically obeys the Gaussian distribution with average 0 and variance d 2 ds 2 ϕ(s)| s=0 . Now, we consider a more general case, in which, multiple functionsg 1 , . . . ,g k ∈ G(X 2 W ). Given s := (s 1 , . . . , s k ), we denote the logarithm of the Perron Frobenius eigenvalue of the matrix e k i=1 s ig i (x|x ′ ) W (x|x ′ ) by φ( s). So, the above lemma can be generalized as follows.
Proposition 2.10 ([4, Theorem 8.2]). The random variables 1 √ n (g n j (X n+1 ) − n ∂ ∂s j φ( s)| θ=0 ) asymptotically obey the Gaussian distribution with average 0. The variance is given by the Hessian of φ at s = 0, i.e., ∂ 2 ∂s i ∂s j φ(s)| s=0 . Now, we consider the exponential family with generator g 1 , . . . , g k ∈ G(X W ). Since the expectation of 1 n E P,W θ [g n i (X n+1 )] converges to the expectation param-
works as an estimator of the expectation parameter. Its asymptotic variance is the Hessian of φ, which is the minimum variance under suitable conditions for estimator [4, Section 8.2].
Partial observation model

Estimator and its performance
In this section, we consider how to estimate the parameter describing the transition matrix when our observation is restricted. That is, we extend the contents of Subsection 2.5 to such a restricted case. For this purpose, we introduce additional notations. Given positive integers l 1 , l 2 , l 3 , we denote the vector spaces V i := R lj for j = 1, 2, 3, and the vector spaces V 0 := V 1 ⊕ V 2 ⊕ V 3 , and V 1,2 := V 1 ⊕ V 2 , and V 2,3 := V 2 ⊕ V 3 . In the following, we regard the spaces V j and V i,j as subspaces of V 0 , respectively. We denote the projection from V 0 to the subspaces V j and V i,j by P j and P i,j , respectively. For a vector v ∈ V 0 , we denote P j v and P i,j v by v j and v i,j , respectively.
Let W be an irreducible transition matrix on X , and g 1 , . . . , g l1+l2+l3 be linearly independent functions as elements of G(X 2 W )/N (X 2 W ). So, we can define the potential function φ by using the generator {g 1 , . . . , g l1+l2+l3 }. Let W := {W θ1, θ2,3 } be the exponential family of transition matrices on X by W with the above generator. Then, we define the expectation parameter η( θ 1 , θ 2,3 ). Now, we consider the exponential subfamily W 2 := {W 0, θ2,3 } θ2,3∈Θ2,3 , where the parametric space Θ 2,3 ⊂ V 2,3 will be discussed in a careful way. Now, we assume that we can observe only the sample mean of the a part of generators g 1 , . . . , g l1+l2 with n+1 observations. That is, we can observe the sample mean Y n 1,2 := g1(X n+1 ) n , . . . ,
. So, Proposition 2.10 guarantees that the expectation of the sample mean Y n 1,2 converges to η 1,2 (0, θ 2,3 ) as n goes to infinity with whatever initial distribution when the true transition matrix is W 0, θ2,3 . Now, we propose an estimator θ 2,3 ( Y n 1,2 ) for θ 2,3 from the observed sample mean Y n 1,2 as follows ( Fig. 4 ).
For the definition of θ( Y n 1,2 , η ′ 3 ), see (2.15) . Here, argmin θ ′ 2,3 ∈Θ2,3 is not unique in general. In this case, we choose one of elements θ ′ 2,3 ∈ Θ 2,3 attaining the minimum. This estimator can be calculated approximately by using em-algorithm in the following way. Firstly, we fix the initial point θ 2,3;o ∈ Θ 2,3 . Then, repeating the following procedure, we calculate θ 2,3;j ∈ Θ 2 from θ 2,3;j−1 ∈ Θ 2 iteratively as follows.
m-step
We find the m-minimum point η 3;j := argmin η3 D W θ( Y n 1 , η3) W 0, θ2,3;j−1 . e-step Next, we find e-minimum point θ 2,3;j := argmin θ2,3 D W θ( Y n 1,2 , η3;j ) W 0, θ2,3 . Since the maps η 3 → D W θ( Y n 1 , η3) W 0, θ2,3;j−1 and θ 2,3 → D W θ( Y n 1,2 , η3;j ) W 0, θ2,3 are convex due to Proposition 2.7, these can be calculated by the convex optimization.
Pythagorean theorem (Proposition 2.8) guarantees the equations
So, repeating this procedure, we can achieve a locally minimum value. We define the (
For a given point θ 2,3;o ∈ Θ 2 , we fix η 1,o := η 1 (0, θ 2,o ). We denote the Hessian for the potential φ with respect to the parameters (
Then, we define the projective Fisher information matrixH θ2,3;o at θ 2,3;o bỹ
3 is the inverse matrix of X when X is regarded as a matrix on V 3 . Then, we have the following lemma. 
B1 The rank of
We call the condition of Lemma 3.1 the Jocobi matrix condition because the matrix A( θ 2,3;o ) is the Jocobi matrix. Now, we impose the following condition to the parametric space Θ 2,3 ;
The matrix A( θ 2,3 ) has rank l 2 + l 3 at all points.
To satisfy these conditions, the number l 3 needs to be smaller than l 1 . Theorem 3.2. Assume the above conditions. The random variableθ 2,3 ( Y n 1,2 ) − θ 2,3;o asymptotically obeys the Gaussian distribution with the covariance matrix
Under the assumption of the above theorem, if the true transition matrix contains the model W and the number n of observations is sufficiently large, the value min η3∈V3 D(W θ( Y n 1,2 , η3) W 0,θ2,3( Y n 1,2 ) ) behaves order 1 n . If this value obtained the above em-algorithm is not in the order 1 n , we need to perform the above em-algorithm again with another initial value. If the value still is not in the order 1 n after several trials of the em-algorithm, we need to consider the possibility that our model W is not correct.
To discuss the validity of our model, we prepare the following theorem. In general, the above assumption does not necessarily hold. The following theorem holds even without such an assumption.
Using Theorem 3.3, we can apply χ 2 -test to the hypothesis testing with H0: Null hypothesis The true transition matrix is contained in our model W. H1: Alternative hypothesis The true transition matrix is not contained in our model W.
When the risk probability is α and the observed value
, we can reject the null hypothesis H0, where F l is the cumulative distribution function of χ 2 -distribution with degree l. In other words, when we observe the value
), we can reject the null hypothesis H0 with risk probability 1 − F l1−l(θ2,3( Y n 1,2 )) (χ 2 ). In this way, we can evaluate the validity of our model even though the true point is a singular point.
Implementation of em-algorithm
It is not trivial to implement m-step and e-step because it is not easy to calculate the derivatives of the Perron-Frobenius eigenvalue. Although the implementation of em-algorithm based on Bregman divergence and its related algorithm were discussed in [6, 25] , we discuss this problem in a different way. Fortunately, we can avoid the calculations of the derivatives as follows. In the e-step, we find θ 2,3;j from η 3;j as follows. Using the formula (2.15), we calculate θ( Y n 1,2 , η 3;j ). Then, by using (2.11), θ 2,3;j is given as
These calculations can be done by derivative-free optimization algorithms [20, 22] represented by Nelder-Mead method [21] . A derivative-free optimization algorithm maximizes a concave function without calculating the derivative only with calculating the outcomes with several inputs. In the m-step, we find η 3;j from θ 3;j−1 as follows. By using the formula (2.13) and (2.14), η 3;j is given as
The RHS of (3.7) can be easily calculated. However, the maximization of the RHS of (3.7) cannot directly give the value of η 3,j . To calculate this value, we calculate
. Fortunately, we can avoid to calculate the derivatives as follows. Since the stationary distribution is given as the Perron-Frobenius eigenvector, this value can be calculated as the expectation of g j with the stationary distribution.
Proofs of statements
To show Lemma 3.1, we prepare the following lemma. Lemma 3.4. Let K be a strictly positive definite matrix on V 0 , i.e., K does not have zero eigenvalue. Then,
Proof of Lemma 3.4: Let u 1,2 and u 3 be arbitrary vectors in V 1,2 and V 3 , respectively. Schwartz inequality guarantees that
Proofs of Lemma 3.1 and Theorem 3.2:
Step 1 (Preparation): In the following, we assume that the matrix H 0, θ2,3;o [φ] is invertible. Otherwise, we remove linearly dependent generators among g 1 , . . . , g l1 . Notice that the linearly independence of g l1+1 , . . . , g l1+l2+l3 is guaranteed by the assumption C3. Even if we make this change, the projective Fisher information matrixH θ2,3;o nor the estimator does not change. So, we define the matrix
So, the map B maps the subspace V 3 to itself. Also, the matrix B satisfies that
Also, we have
Then, Step 2 (Proof of Lemma 3.1): Since C is is a full rank matrix on V 1,2 , (3.20) guarantees that the rank of A is the same as that ofH 0, θ2,3 . So, we obtain the desired statement.
Step 3 (Proof of Theorem 3.2): Firstly, we show the statement with three steps.
Step 3-1: For this purpose, we introduce another parametrization of transition matrix. For η ∈ V 0 , we define the transition matrix W m η as W m η = W θ with the condition η = η( θ). Also, we introduce another parametrization
Thus, when η = η( θ) and η ′ is close to η, (3.13) implies that
Also, we introduce two vectors
Since the map B maps the subspace V 3 to itself, the vector ξ ′ 3 also belongs to
Further, we divide the the subspace V 1,2 into two orthogonal spaces V 4 and V 5 such that V 4 is the image of P 1,2 BH 0, θ2,3;o [φ]P 2,3 = P 1,2 BA. We denote the projection to V j by P j for j = 4, 5. Due to the condition C2, the dimension of
Step 3-2:
So, the minimization with respect to η 3 is converted to that with respect to ξ ′ 3 . That is, the minimum is realized when
The definitions of P 4 and P 5 yield that
), (3.28) and
(3.27), and (3.30) guarantees that
which implies (3.26) because of (3.30).
Step 3-3: We show the statement by using (3.26). Proposition 2.10 guarantees that the random variable √ n( Y n 1,2 − η 1,2 (0, θ 2,3;o )) asymptotically obeys the Gaussian distribution with the covariance matrix P 1,2 H 0, θ2,3;o [φ]P 1,2 . Hence, due to (3.13) and (3.14) , the random variable ξ 1,2 asymptotically obeys the Gaussian distribution with the covariance matrix
Thus, the equation (3.26) guarantees that the random variable √ n(θ 2 ( Y n 1 ) − θ 2,o ) asymptotically obeys the Gaussian distribution whose covariance matrix is 
Due to (3.32), ξ 1,2 is subject to the standard Gaussian distribution. Since P 5 is the projection to the l 1 − l( θ 2,3;o )-dimensional space V 5 , the random variable P 5 ξ 1,2 2 is subject to the χ 2 -distribution with degree l 1 − l( θ 2,3;o ). ✷
k-memory transition matrices
Exponential family of k-memory transition matrices
To apply the partial observation model to the hidden Markovian model, we consider the case when the distribution of the outcome on X depends on the previous k outcomes. Such a sequence is called a Markovian chain with order k, and is given as a k-memory transition matrix on X , which is described as
The k-memory transition matrix W can be naturally regarded as a transition matrix on X k as W |X k (x k , . . . ,
When W |X k is a irreducible matrix, W is also called irreducible. We also define the relative entropy of two k-memory transition matrices W and W ′ as
. Thus, using the stationary distribution P W on X k , we have
Now, we define an exponential family of k-memory transition matrices as a natural extension of an exponential family of transition matrices as follows. Firstly, we fix an irreducible k-memory transition matrix W on X . Then, we denote the support of W by X k+1
and denote the Perron-Frobenius eigenvalue by λ θ Also, we denote the Perron-
That is, we call {W θ } θ∈Θ the exponential family of k-memory transition matrices generated by W with generator g 1 , . . . , g l . Also, the set {W θ|X k } θ forms an exponential family of transition matrices on X k because
In this sense, we call φ( θ) := log λ θ the potential function. Then, similar to (2.11), we have
Partial observation model of k-memory transition matrices
In this subsection, we describe the results in Section 3 for k-memory transition matrices, which will be works as a preparation of our application of the partial observation model to the hidden Markovian model. Let W be an irreducible k-memory transition matrix on X , and g 1 , . . . , g l1+l2+l3 be linearly independent functions as elements of G(X k+1 W )/N (X k+1 W ). Let W := {W θ1, θ2,3 } be the exponential family of k-memory transition matrices on X by W with the generator {g 1 , . . . , g l1+l2+l3 }. So, we can define the potential function φ. Now, we consider the exponential subfamily W 2 := {W 0, θ2,3 } θ2,3∈Θ2,3 , where the parametric space Θ 2,3 ⊂ V 2,3 will be discussed in a careful way. Now, we assume that we can observe only the sample mean of the a part of generators g 1 , . . . , g l1+l2 with n + k observations X n+k = (X 1 , . . . , X n+k ).
That is, we can observe the sample mean Y n 1,2 := ( g1(X n+k ) n , . . . ,
. . , X i ). So, the expectation of the sample mean Y n 1,2 converges to η 1,2 (0, θ 2,3 ) as n goes to infinity with whatever initial distribution when the true transition matrix is W 0, θ2,3 and is irreducible [4, Section 8.2] . Now, we propose an estimatorθ 2,3 ( Y n 1,2 ) for θ 2,3 from the observed sample mean Y n 1,2 as follows.
Here, argmin θ ′ 2,3 ∈Θ2,3 is not unique in general. In this case, we choose one of elements θ ′ 2,3 ∈ Θ 2,3 attaining the minimum. In this case, still we need to care about the conditions C1, C2, and C3. At least, we need to verify the Jacobi matrix condition given in Lemma 3.1. In the next two sections, we will investigate the equivalence problem when we apply the partial observation model to the k-memory joint distribution.
Hidden Markov model and equivalence
Notations with Y-valued transition matrix
Now, we discuss the equivalence problem of hidden Markov process. Usually, a hidden Markovian process is given as the combination of a Markovian chain on a hidden system X and a function from the hidden system X to a visible system Y like Fig. 1 . The paper [7] discusses the equivalence problem of hidden Markov process in this formalism. However, it requires a very complicated notation because it does not directly treat the set of observed values. To avoid this problem, in this paper, we treat a hidden Markovian process in a different form. That is, we consider a collection of non-negative matrices W = (W y (x|x ′ )) y∈Y on the hidden system X with the condition that y∈Y W y is a probability transition matrix. In this formulation, when the input is x ′ , we observe the visible outcome y with probability x∈X W y (x|x ′ ). This formalism directly expresses the behavior of observed outcomes so that the equivalence problem can be easily addressed. Under this observation Y = y, the resultant distribution P X|Y X ′ on X is P X|Y X ′ (x|yx ′ ) = W y (x|x ′ )/ x∈X W y (x|x ′ ). We call W a Y-valued transition matrix on X 4 . When the initial distribution P X0 is given, like Fig. 3 , we have the joint distribution of the sequence X n , Y n , X n−1 , Y n−1 . . . , X 1 , Y 1 , X 0 as P Xn,Yn,Xn−1,Yn−1...,X1,Y1,X0 (x n , y n , x n−1 , y n−1 . . . ,
That is, X n and Y n are correlated even when X n−1 is fixed to a value x n−1 .
When we are given a Markovian process W on X and a function f : X → Y as the conventional formalism of hidden Markovian process, we have a disjoint partition (X y ) y∈Y of X by defining X y := f −1 (y). When we define the collection W = (W y (x|x ′ )) y∈Y as
the collection W gives a hidden Markovian process under our formalism. Conversely, once a collection W = (W y (x|x ′ )) y∈Y is given, we have a hidden Markovian process W on X ′ and a function f : X ′ → Y as follows. Define the set X := X × Y and the map f as f (x, y) := y. Then, we can define the transition matrix
, which yields the joint Markovian process. The pair of WX and the function f recovers the conventional formalism of hidden Markovian process. In this way, our formalism and the conventional formalism can be converted to each other. Given a Y-valued transition matrix W = (W y (x|x ′ )) y∈Y on X , we denote the transition matrix y∈Y W y on X by | W |. Then, we denote the stationary
In the following, we assume that a Y-valued transition matrix W is irreducible. Even in this assumption, W |X is not necessarily irreducible. Hence, the distribution P W |X is not uniquely defined. However, when we define it as
we have the following lemma.
Now, we discuss the equivalence relation for Y-valued transition matrices on X . When observe k values on Y by applying the process described by the Yvalued transition matrix W = (W y (x|x ′ )) y∈Y on X , this process is described by the Y k -valued transition matrix W (k) := (W y k ·W y k−1 · · · W y1 (x|x ′ )) (y k ,y k−1 ,...,y1)∈Y k on X . That is, we observe k outcomes in Y subject to the transition matrix P k [ W ](y k , . . . , y 1 |x ′ ) := x∈X W y k · · · W y1 (x|x ′ ) and the initial distribution on X . For the following discussion, we employ the vector space V X := {v = (v x ) x∈X |v x ∈ R}. Then, the transition matrix P k [ W ] can be regarded as a lin-
for k ≥ k 0 . We denote the minimum integer k 0 satisfying the following condition by k W , and call it the minimum length of W :
where the existence of the minimum is shown in Lemma 5.2. The dimension
For any integer k, we can naturally define the map
This lemma also shows the existence of k W . In the following, we regard a distribution P on X as an element of V X . Then, [P ] denotes an element of the quotient space V X / Ker P k W [ W ] whose representative is P . Given a distribution P on X and a positive integer k, we define the subspace
. We denote the minimum integer k 0 satisfying the following condition by k (P, W ) , and call it the minimum length of (P, W ):
where the existence of the minimum is shown in Lemma 5.4.
Lemma 5.4. The minimum length k (P, W ) of W satisfies
This lemma also shows the existence of k (P, W ) .
Proof. Step 1:
We show the following fact; If V k (P ) = V k+1 (P ), V k (P ) = V k+l (P ) for any l ≥ 0. We choose an arbitrary element v ∈ V k+l (P ). Choose an element [W y k+l · · · W y1 P ]. Due to the assumption, we have an element [W y k+1 · · · W y1 P ] =
Repeating this procedure, we have V k (P ) = V k+l (P ).
Step 1 shows that
Step 3: For an element y ∈ Y, we choose the integer k ′ y as the minimum integer 
. We also define d (P, W ) := dim V k (P, W ) (P ). Hence, the definition of V k (P, W ) (P ) and Lemma 5.5 imply the following lemma.
Lemma 5.6. [ W ]v is not 0, which contradicts the assumption. That is, we obtain (5.11). ✷
Equivalence relation
Now, we consider the pair of a Y-valued transition matrix W on X and a distribution P on X , and the pair of another Y-valued transition matrix W ′ on X ′ and another distribution P ′ on X ′ . We say that the pair of W and P is equivalent to the pair of W ′ and P ′ when P k [ W ] · P = P k [ W ′ ] · P ′ for any integer k.
Theorem 5.7. Assume that two distributions P , P ′ on X are full-rank. The following conditions for two collections of non-negative matrices W , W ′ and two distributions P , P ′ on X are equivalent. (1)' (1) holds, and the relations k W = k W ′ , k (P, W ) = k (P ′ , W ′ ) , and d (P, W ) = d (P ′ , W ′ ) hold.
(2) The pair of W and P is equivalent to the pair of W ′ and P ′ .
Here, [P ] denotes an element of the quotient space V X / Ker P k W [ W ] whose representative is P , and [W y ] denotes the linear map on the quotient space
Proof. We notice that the relations (1) ⇒ (2) ⇒ (4), and (1)' ⇒ (3) ⇒ (4) are trivial. Assume (1), since T is invertible, we can show the relations k W = k W ′ , k (P, W ) = k (P ′ , W ′ ) , and d (P, W ) = d (P ′ , W ′ ) . So, we have (1) ⇒ (1)'. Hence, it is enough to show that (4) ⇒ (1).
Assume (4) . Now, we denote the d-dimensional linear space by R d . Let k 1 := max(k (P, W ) , k (P ′ , W ′ ) ) and k 2 := max(k W , k W ′ ). We choose elements
· P ] are linear independent and span V k (P, W ) (P ). The d (P, W ) elements y 1 , . . . ,
gives an invertible linear map U 1 from V k (P, W ) (P ) to R d (P, W ) . We regard P k2+k1 [ W ] · P as the joint distribution on Y k2 and Y k1 , which can be regarded as a |Y| k1 × |Y| k2 matrix M . Also, the matrix M can be regarded a linear map from V k (P, W ) (P ) to V Y k 2 . So, we find that the rank of the matrix M is d (P, W ) .
That is, V k (P, W ) (P ) is isomorphic to the image of the matrix M . Also, when the domain of M is restricted to the subspace spanned by the d (P, W ) elements y 1 , . . . , y d (P, W ) , the matrix M can be regarded as a linear map from R d (P, W ) to the image of the matrix M . This linear map is denoted by V .
In the same way, due to Condition (4), we find that the rank of the matrix M is d (P ′ , W ′ ) . That is, d (P, W ) = d (P ′ , W ′ ) . We denote the invertible linear map (2) W is equivalent to W ′ .
Remark 1. The major part of this section is the reformulation of the result in [7] . Hence, some of the obtained statements are essentially given in [7] . For example, a statement similar to Lemma 5.4 are given as [7, Lemma 3] . Since [7, Lemma 3] shows that k (P, W ) ≤ |X |, but essentially shows (5.9) while their formulation is different from ours. However, they did not show (5.10). Theorem 5.7 is also similar to the main result of [7] . However, our treatment is different from that of [7] . Since the paper [7] discusses only the equivalence condition in terms of the space V k (P ), it treats only the integer k P, W not the integer k W . Therefore, it does not consider the condition using the integer k W . That is, it shows only the equivalence between the conditions (1) and (2). Hence, the discussion in [7] cannot evaluate how large memory size k is required to distinguish non-equivalent Y-valued transition matrices. However, to employ the partial observation model to estimate the hidden Markovian process, we need to evaluate this number. We discuss this number even with the first derivative of the observed joint distribution.
6. Exponential family of Y-valued transition matrices
Definition of exponential family
Next, we define an exponential family of Y-valued transition matrices. Firstly, we fix an irreducible Y-transition matrix W = (W y (x|x ′ )) y∈Y on X . Then, we denote the support of W by (Y × X 2 ) W := y∈Y X 2 Wy . Also, we denote the linear space of real-valued functions {g(y,
Now, we denote the vector {f (x)} by |f . Also, we denote {1} x∈X and {1} y∈Y by u X and u Y . So, the element of N ((Y ×X 2 ) W ) is written as u Y ⊗(c|u X u X |+ |f u X | − |u X f |) by using a function f on X and a constant c.
We define the linear map W * on G((Y × X 2 ) W ) as
. Then, we define the subspaces of G((Y × X 2 ) W ) as
Then, we can show the following lemma in the same way as Lemma 2.3.
Therefore, we can regard the space
When functions g 1 , . . . , g l ∈ G((Y × X 2 ) W ) are linearly independent as ele- Then, we define the Y-valued transition matrix W θ = (W θ,y ) y∈Y on X as
forms an exponential family of transition matrices on X × Y Here, we check that the exponential family defined here coincides with the exponential family onX = X × Y. We regard the functions g i as functions oñ X 2 as g i (x, y, x ′ y ′ ) := g i (x, y, x ′ ). Then, we can define the non-negative matrix WX , θ onX . When P 3 θ is regarded as a vector onX in the sense P 3 θ (x, y) = P 3 θ (x), P 3 θ is also the Perron-Frobenius eigenvector of the transpose of the non-negative matrix WX , θ . Then, we find that λ θ is also the Perron-Frobenius eigenvector of the non-negative matrix WX , θ . Therefore, the exponential family
The eigenvector of WX , θ is given by the relation 5.3.
In this sense, we call φ( θ) := log λ θ the potential function. Then, we have
So, we call an element of the space G 1 ((Y × X 2 ) W ) or the quotient space G((Y × X 2 ) W )/N ((Y × X 2 ) W ) the e-representation, and call an element of L 1, W the m-representation.
Local (and asymptotic) equivalence
Now, we fix functions g 1 , . . . , g l ∈ G 1 ((Y × X 2 ) W ). We say that two vectors a, b ∈ R l are locally equivalent at θ 0 with the initial distribution P when
for any positive integer k. To discuss this equivalence relation, we introduce another subspace of N 2 ((Y × X 2 ) W ) as follows. We denote the set of linear maps on V 1 by M(V 1 ), and the set of linear maps from V 1 to V 2 by M(V 1 , V 2 ). We identify an element of G((Y × X 2 ) W ) with a vector taking values in M(V X ). Then, for a distribution P on X , we define the linear subspaces L 2, W , L P, W , and L 2,P, W of the linear space composed of vectors taking values in M(V X );
. Theorem 6.2. Given an irreducible Y-valued transition matrix, and a distribution P on X , the following conditions are equivalent for functions g 1 , . . . , g l ∈ G 1 ((Y × X 2 ) W ) and a vector a ∈ R l . Let { W θ } θ be an exponential family of Y-valued transition matrices on X generated by the generators
= 0 holds for any positive integer k.
Therefore, when the vector a ∈ R l is identified with l j=1 a j g j , the local equivalence class at θ with the initial distribution P is given as the space
We discuss the asymptotic behavior. We say that two vectors a, b ∈ R l are locally and asymptotically equivalent at θ 0 when
for any positive integer k. Theorem 6.3. Given an irreducible Y-valued transition matrix, the following conditions are equivalent for functions g 1 , . . . , g l ∈ G 1 ((Y × X 2 ) W ) and a vector a ∈ R l under the same condition as Lemma 6.2.
(2) The relation l j=1 a j ∂ ∂θ j P k [ W θ ]·P W θ θ=0 = 0 holds for any positive integer k.
Due to this theorem, under the above identification, the local and asymptotic equivalence class at θ is given as the space (6.4) where
Proof of Lemma 6.4: For a function f on X , we define the diagonal matrix
Therefore, any element of LHS of (6.6) can be written as ([W y , A−D f ]+cW y ) y∈Y by using a function f on X , c ∈ R, and a matrix A ∈ M(X ) satisfying A T |u X = 0. Since the matrix
Then, we obtain the desired statement. ✷
Application of partial observation model
Now, we apply the framework of partial observation model given in Section 3.1 as k-memory transition matrices given in Section 4. For this purpose, we focus on the space G(Y k−1 , X k ) W . When an element of the space g( y, x) ∈ G(Y k−1 , X k ) W does not depends on x, it can be regarded as an element of G(Y k−1 ) W . In this way, G(Y k−1 ) W can be regarded as a subspace of G(Y k−1 , X k ) W . For an element g(y, x, x ′ ) ∈ G(Y, X 2 ) W , we consider the element g(y 2 , x 2 , x 1 ) + g(y 3 , x 3 , x 2 ) + . . . + g(y k , x k , x k−1 ) ∈ G(X k ) W for y = (y 2 , . . . , y k ) and x = (x 1 , . . . , x k ). In this way, G(Y, X 2 ) W can be regarded as a subspace of G(X k ) W .
In the hidden Markov model, when we care only k-memory, we can observe the average of elements of G(Y k−1 ) W . Now, as our model, we consider an exponential family of Y-valued transition matrices generated by elementsg 1 , . . . ,g l of G 1 (Y, X 2 ) W , which naturally gives an exponential family of k-memory transition matrices on the systemX = X × Y. Then, we choose elementsĝ 1 , .
. . ,ĝ l2 are linearly independent ofĝ l1+1 , . . . ,ĝ l and any linear combination ofĝ l1+1 , . . . ,ĝ l except zero is not contained in G(Y) W . Now, we choose linearly independent elements g 1 , . . . , g l1 ∈ G(Y k−1 ) W such that the functions g 1 , . . . , g l1 ,ĝ 1 , . . .ĝ l2 span the space G(Y k−1 ) W . Then, we rewriteĝ 1 , . . .ĝ l to g l1+1 , . . . , g l1+l , and apply the framework of Section 3.1 to the functions g 1 , . . . , g l1+l , where l 3 := l − l 2 .
On the other hand, we choose the integer l ′ := l 1 + l 2 as
Then, we choose l ′ −l 2 linearly independent generators in the sense of G(Y k )/N (Y k ) such that they are linearly independent of g l1+1 , . . . , g l1+l2 . The expectation parameter η 1,2 (0, θ 2,3 ) in the framework of Section 3.1 is given as P k [ W θ ] · P θ . In this way, we can apply the partial observation model given in Section 3. Under this application, we can show the following lemma by considering the condition B1 of Lemma 3.1.
Lemma 6.5. The following conditions are equivalent for a fixed positive integer k and θ 0 .
are linearly independent. D2 The Jacobi matrix condition, i,e., the condition of Lemma 3.1 holds at θ 0 .
Therefore, when Θ is an open set, and the map θ → P k [ W θ ]·P θ is one-to-one, and the condition in Lemma 6.5 holds, the performance of the estimator given in (4.6) is characterized by Theorem 3.2. That is, this estimator works well. Now, we discuss a typical example of the partial observation model based on the hidden Markovian process. We choose k to be greater than or equal to k W , and assume the following conditions for W .
E2 The all of components of W y are non zero, i.e., (Y × X 2 ) W := Y × X 2 . E3 There exist two elements y 0 , y 1 ∈ Y such that (1) the map α y0 is injective on the set {A ∈ M(V X )|A T |u X = 0} and (2) the map A → (α y0 (A), α y1 (A)) is injective on the set {A ∈ M(V X )| u X |A|u X = 0}.
Unfortunately, it is not easy to choose elements g l1+1 , . . . , g l1+l as elements of G 1 ((Y × X 2 ) W ). Hence, in the following, we choose l functions g l1+1 , . . . , g l1+l as elements of G((Y × X 2 ) W ). We use the notation d := |X |, d Y := |Y|.
For Condition E3, we have the following lemma. Lemma 6.6. Assume that W T y0 and W T y1 have d distinct eigenvalues and their eigenvectors e 1 , . . . , e d and f 1 , . . . , f d , respectively. Also, assume that u X = d j=1 a j e j and a j = 0 for any j. Then, the condition (1) of Condition E3 holds. Additionally, we assume that the eigenvectors f 1 , . . . , f d are distinct from the eigenvectors e 1 , . . . , e d . Then, the condition (2) of Condition E3 holds.
Under these conditions, we consider the full parameter model. So, E1 implies V k P, W = V X and L P W , W = {0}, i.e., N P W ((Y × X 2 ) W ) = {0}. E2 guarantees that the dimension of L 2, W is d 2 − d. So, E2 guarantees that the dimension of 1) . Now, we choose the functionŝ g 1 , . . . ,ĝ l , where l := d 2 ·(d Y −1). The dimension of the quotient space generated by G(Y) W is d Y − 1. So, l 2 is chosen as
Thus, from (6.8), l 1 is chosen as
We choose functionsĝ 1 , . . . ,ĝ l2 ∈ G(Y) W such that they are linearly independent in the sense of the quotient space. Then, l 3 is chosen as
For y 0 ∈ Y, we choose d functionsḡ 1,y0 , . . . ,ḡ d,y0 ∈ G((X 2 ) Wy 0 ) such that any non-zero linear combination h ofḡ 1,y0 , . . . ,ḡ d,y0 does not belong to the
1 ) such that any non-zero linear combination ofḡ 1,y1 , . . . ,ḡ d 2 −d,y1 does not belong to the d-dimensional space
For remaining elements y( = y 0 , y 1 ) ∈ Y, we choose d 2 functionsḡ 1,y , . . . ,ḡ d 2 ,y in G((X 2 ) Wy ) such that x,x ′ P W (x ′ )W y (x|x ′ )ĝ j,y (x|x ′ ) = 0. Now, we d 2 (d Y − 1) functions, totally. Then, we define d 2 (d Y − 1) functionsĝ l1+1 , . . . ,ĝ l2+l3 by renumbering the above d 2 (d Y − 1) functionsḡ j,y as follows. Whenĝ j is defined fromḡ j ′ ,y , it is defined asĝ j (y ′ , x, x ′ ) :=ḡ j ′ ,y (x|x ′ )δ y,y ′ . From the construction, we have the following lemma. Lemma 6.7. The space spanned byĝ 1 , . . . ,ĝ l2+l3 has intersection {0} with
This lemma shows the following lemma. Lemma 6.8. Assume that a Y-valued transition matrix W satisfies E1, E2, and E3. Then, the exponential family generated by g l1+1 , . . . , g l1+l2+l3 satisfies Condition of Lemma 6.5 at θ = 0.
When we fix X and Y, these discussions show that the dimension of the
almost everywhere. However, in several points, the dimension is strictly smaller than this value. We call such points singular points.
Estimation of hidden Markovian process
Now, we consider how to estimate hidden Markovian process. Due to the continuity, Condition of Lemma 6.5 and C2 hold in a suitable neighborhood of θ = 0. However, this parametrization does not necessarily work globally. To avoid this problem, we propose the following protocol to estimate the hidden Markovian process from observed data when we use the k-memory, where k is larger than any k W .
F1
We choose a Y-valued transition matrix W satisfying E1, E2, and E3. Then, as our model, we choose the exponential family generated by the above generator at the Y-valued transition matrix W . F2 Applying the estimator (4.6) to our model, we obtain the estimate Wθ. F3 If The Jacobi matrix condition, i,e., the condition D1 holds at Wθ, we consider the obtained estimate as our final estimate. Otherwise, we proceed to the step F4. F4 As our model, we choose the exponential family generated by the above generator at the Y-valued transition matrix Wθ. We proceed to Step F2.
Notice that a Y-valued transition matrix W satisfies E1, E2, and E3 almost everywhere because the condition of Lemma 6.6 holds almost everywhere, and E1 and E2 also hold almost everywhere.
As above mentioned, the above condition for W holds almost everywhere. So, in Step F4, we can expect that we can choose the above generator at the Y-valued transition matrix Wθ. However, there are several points W that do not satisfy E1, E2, and E3. It is not easy to find a suitable parametrization for such points, which is an important future study.
Proofs of statements
Proof of Theorem 6.2: It is enough to discuss the one-parameter case. Since (2) ⇒ (3) is trivial, we will show only (1) ⇒ (2) and (3) ⇒ (1).
(1) ⇒ (2): Assume (1). There exist A ∈ M(V X ) and (B y ) y∈Y ∈ L 2, W such that A|P = 0,
( y B y ) T |u X = 0, and d dθ W θ,y | θ=0 = B y + [W y , A] for any y ∈ Y. Then,
where (a) follows from the fact that the image of B y is included in Ker P k W [ W ], and (b) follows from the properties of A. So, we obtain (2) . 
That is, A T |u X is an eigenvector of ( y W y ) T with eigenvalue 1. So, A T |u X is written as c|u X with a constant c, i.e.,
Now, we calculate d dθ P k [ W θ ] · P (y 1 , . . . , y k )| θ=0 by using the same discussion as (6.14) . So, we have
where (a) follows from (6.16) and (6.18) . Since u X |W y k W y k−1 . . . W y1 |P > 0 and the LHS is zero, we have c = 0. Thus, we obtain (1) . ✷ Proof of Theorem 6.3: It is enough to discuss the one-parameter case. Since (2) ⇒ (3) is trivial, we will show only (1) ⇒ (2) and (3) ⇒ (1).
(1) ⇒ (2): Assume (1) . There exist a real number c ∈ R, A ∈ M(V X ), and (B y ) y∈Y ∈ L 2, W such that we have
where (a), (b), (c), and (d) follow from (6.20), (6.28), (6.23), and (6.29), respectively. Similar to (6.14), we have
Here, (a) follows from a derivation similar to (6.14) . That is, we need to care about the derivative of |P W θ . (b) follows from (6.20) and (6.28), and (c) does from (6.30). So, we obtain (2).
(3) ⇒ (1): Assume (3). We define W ′ θ,y in the same was as the proof of Theorem 6.2. So, similar to the proof of Theorem 6.2, there exist an invertible Then, in the same way as the proof of Theorem 6.2, we obtain (6.18). Thus, we obtain (1) . ✷ To show Lemma 6.7, we prepare Lemma 6.9. Lemma 6.9. Let V 1 be the direct sum space V 2 + V 3 of two vector spaces V 2 and V 3 with the condition
Proof of Lemma 6.9:
Proof of Lemma 6.7: Now, we check that the space spanned byĝ 1 , . . . ,ĝ l2+l3
For this purpose, we make preparation. We choose the matrixÃ as a diagonal matrix with diagonal entry f (x). So, we have
We can restrict function f so that
To prove the above issue, it is sufficient to show that a nonzero element of the space spanned byĝ 1 , . . . ,ĝ l2+l3 is not contained in the space N ((Y × X 2 ) W ) + N 2 ((Y × X 2 ) W )). If a non-zero element is contained in the space, its matrix components with y = y 0 , y 1 are given as those of the element of the space N ((Y × X 2 ) W ) + N 2 ((Y × X 2 ) W )). To deny this statement, we regardḡ j,y0 andḡ j,y1 as elements of G({y 0 , y 1 }, X 2 ). Then, due to (6.33), it is sufficient to show that the space spanned byḡ 1,y0 , . . . ,ḡ d,y0 ,ḡ 1,y1 , . . . ,ḡ d 2 −d,y1 has intersection {0} with the space {(α y0 (A), α y1 (A))| u X |A|u X = 0}. To show this statement, we apply Lemma 6.9 to the case when V 2 and V 3 are the set of traceless matrices, V 4 is the space spanned byḡ 1,y0 , . . . ,ḡ d,y0 , V 5 is the space spanned byḡ 1,y1 , . . . ,ḡ d 2 −d,y1 , α 1 is the map α y0 , and and α 2 is the map α y1 . Since α y0 is injective on {A ∈ M(V X )|A T |u X = 0} whose dimension is the same as that of the image of α y0 , due to the construction of g j,y0 , we find that the map α y0 satisfies the condition for α 1 . So, we obtain the desired statement. ✷ Proof of Lemma 6.6: Assume the condition [W y0 , A] = 0. Then, A T needs to has common eigenvectors with W y0 . Due to the condition a j = 0 for any j, the eigenspace of A T including u X needs to be the whole space. So, A T is zero, which implies the condition (1) of Condition E3.
Let A be an element of the kernel of the map A → ([W y0 , A], [W y1 , A]). Then, an eigenspace of A T is spanned by a subset of {e i }. It also is spanned by a subset of {f i }. To realize both conditions, the eigenspace needs to be the whole space. So, A T is zero, which implies the condition (2) of Condition E3. ✷ 7. Two-state case 7.1. Two-state observation case
As the simplest example, we consider the case with d = d Y = 2. So, we denote X and Y by {0, 1}. We assume that the transition matrix | W | on X is irreducible and ergodic. Moreover, all of components of | W | are assumed to be strictly positive, i..e, Condition E2 holds. Since dim G((Y × X 2 ) W ) = 8 and dim N ((Y × X 2 ) W ) = 2 , we see that dim G 1 ((Y × X 2 ) W ) = dim L 1, W = 6. In the following, we mainly discuss the tangent space with the m-representation.
Non-singular points
First, we assume that the relation
does not hold. This condition is equivalent to P Y |X ′ =0 = P Y |X ′ =1 . So, E3 holds, and we find that k W = k (P W , W ) = 1. Then, dim V k (P, W ) (P W ) = 2 and dim Ker P k W [ W ] = 0, i.e., E2 hold. So, we have dim L P W , W = 0 and
.
is zero if and only if a 1 = a 2 = 0, which implies dim L 2, W = 2. We apply the construction of generators given in Subsection 6.3. Thus, we notice that l 2 = 1 and l 3 = 2. That is, the dimension of the model is 3.
The relation (7.1) holds if and only if the matrix W 0 , a 1 a 2 −a 1 −a 2 is given as a constant times of 1 1 −1 −1 for any vector (a 1 , a 2 ) ∈ R 2 . The ma-
is traceless. So, we can chooseḡ 1,0 ,ḡ 2,0 ∈ G((X 2 ) W0 ) as Also, we can chooseḡ 1,1 ,ḡ 2,1 ∈ G((X 2 ) W1 ) as
So, we have the following descriptions of g l1+1 , g l1+2 , g l1+3 , g l1+4 ∈ G((Y ×
So, the four generators [g l2+1 ], [g l2+2 ], [g l2+3 ], [g l2+4 ] span the linear space G((Y×
To distinguish the hidden Markov process, it is enough to choose k = 3 while larger k realizes larger the projective Fisher information matrix. In this case, we have l 1 = 1.
Singular points
Next, we assume that the relation (7.1) holds. We find that k W = 1 and Ker P k W [ W ] = {(a, −a) T } and that V k (P W ) is the one-dimensional space spanned by P W . Then, k (P W , W ) = 1, dim V k (P, W ) (P W ) = 1, and dim Ker P k W [ W ] = 1. Since the condition E1 nor E3 does not hold, we need to construct the generators in a way different from the construction of generators given in Subsection 6.3. Then, we have 
where
So, we have l 2 = 1 and l 3 = 1. That is, the local dimension at W is 2. The function g l1+1 expresses the variation in side of the set of singular points, and the function g l1+2 expresses the variation of the direction orthogonal to the set of singular points. To distinguish the hidden Markov process locally, it is enough to choose k = 2. In this case, due to (6.8), we have l 1 = 2 − 1 − 1 = 0. However, we may choose k = 3 to agree the choice in the non-singular case. In this case, due to (6.8), we have l 1 = 4 − 2 − 1 = 1.
General case
Next, we consider the case when d = 2 but d Y > 2. So, we denote Y by {0, 1, . . . , d Y − 1}. Similarly, we assume that all of components of | W | are assumed to be strictly positive, i..e, Condition E2 holds. Since dim G((
Non-singular points
First, we assume that there exists an element y 0 ∈ Y such that the relation
does not hold. So, we find that there exists another element y 1 ( = y 0 ) ∈ Y such that the relation (7.11) does not hold. So, E3 holds, and we find that k W = k (P W , W ) = 1 and dim Ker P k W [ W ] = 0, i.e., E2 holds. Then, dim V k (P, W ) (P W ) = 2. So, we have dim L P W , W = 0 and
In the same way as Subsection 7.1, we can show that dim L 2, W = 2. We apply the construction of generators given in Subsection 6.3. So, we find that l 2 = d Y − 1 and l 3 = 2(d Y − 1). That is, the dimension of the model is 3(d Y − 1).
In the same way as Subsection 7.1, we can chooseḡ 1,y0 ∈ G((X 2 ) Wy 0 ) and g 1,y1 ,ḡ 2,y1 ∈ G((X 2 ) Wy 1 ) as (7.2) and (7.3) . For other elements y( = y 0 , y 1 ) ∈ Y, we can chooseḡ 1,y ,ḡ 2,y ,ḡ 3,y ,ḡ 4,y ∈ G((X 2 ) Wy ) as Based on the construction given in Subsection 6.3, we define the three generators g l2+1 , . . . , g l2+3(dY −1) , which span the linear space
To distinguish the hidden Markov process, it is enough to choose k = 3, In this case, we have
Singular points
Next, we assume that the relation ( , which implies that L P W , W contains L 2, W . Also,
So, we can choose elements g l2+1 , . . . ,
So, we have l 2 = d Y − 1 and l 3 = d Y − 1. That is, the local dimension at W is 2d Y − 2. The functions g l2+1 , . . . , g l2+dY −1 express the variations inside of the set of singular points, and the functions g l2+dY , . . . , g l2+2dY −2 express the variations of the direction orthogonal to the set of singular points.
To distinguish the hidden Markov process locally, it is enough to choose k = 2. In this case, due to (6.8), we have l 1 = d Y − 1 − d Y + 1 = 0. However, we may choose k = 3 to agree the choice in the non-singular case. In this case, due to (6.8), we have
Independent case
Equivalence problem
Sections 5-7 discussed the case when X n and Y n are correlated even with a fixed value X n−1 = x n−1 . Now, we consider the special case when X n and Y n are independent with a fixed value X n−1 = x n−1 , which is illustrated in Fig.  2 . In this case, the Y-valued transition matrix W = (W y (x|x ′ )) y∈Y is given
is a transition matrix with the input X and the output Y, V y is the vector satisfying V y (x ′ ) = V (y|x ′ ), and D(v) is the diagonal matrix whose diagonal entries are given by a vector v. We call the above type of Yvalued transition matrix an independent-type Y-valued transition matrix, and denote it by (W, V ). Now, we define the vector V * ,x ′ as V * ,x ′ (y) := V (y|x ′ ) for an independent-type Y-valued transition matrix (W, V ).
Lemma 8.1. Given an independent-type Y-valued transition matrix (W, V ) and a distribution P , we assume that the vectors V * ,x ′ are linearly independent and the support of P is X . When the pair of an independent-type Y-valued transition matrix (W ′ , V ′ ) and a distribution P ′ is equivalent to the pair of the independent-type Y-valued transition matrix (W, V ) and a distribution P , there exists a permutation g among the elements of X such that W ′ = g −1 W g, V ′ = V g, and P ′ = P g.
This lemma shows that this assumption guarantees that there is no equivalent pair of an independent-type Y-valued transition matrix and a distribution except for a permuted one.
Proof. Since the vectors V * ,x ′ are linearly independent, we find that Ker P [(W, V )] = {0}. There exists a linear map T on V X such that
for any x ∈ X . Since
we have
which implies that
Hence, T is a permutation on X , which yields the desired statement.
Lemma 8.2. The following conditions are equivalent for a Y-valued transition matrix W = (W y (x|x ′ )) y∈Y when | W | is invertible.
G1 There exists an independent-type Y-valued transition matrix (W, V ) equivalent to the Y-valued transition matrix W . G2 The following three conditions hold.
G2-1
The characteristic polynomial U y has no multiple root, and the eigenvalues of U y are non-negative real numbers, where U y := | W | −1 W y .
G2-2
The matrices {U y } y∈Y have a common eigenvector system {t i }, where t i is normalized so that u X |t i = 1.
G2-3
The matrix T | W |T −1 has non-negative entries, where the matrix T is given as T (i|x) := t i (x).
Proof. Assume G1. Then, there exists a matrix T on V X such that T W y = W D(V y )T (8.5)
T T |u X = |u X . which implies G2-1. We choose t i as the i-th row matrix of T . The relations (8.6) and (8.9) guarantee G2-2. Then, (??) implies G2-3. Assume G2. G2-2 guarantees (8.6). Hence, G2-3 guarantees that the matrix W := T | W |T −1 is a probability transition matrix. Due to G2-1 and G2-2, we can choose the vector V y to satisfy (8.9). So, we obtain (8.5). Thus, we obtain G1.
It is not so easy to satisfy the condition G2. However, when |Y| = 2, it is not so difficult to satisfy the condition G2. In this case, once G2-1 is satisfied, G2-2 is automatically satisfied. At least, the set of collections satisfying the condition G2 does not have measure zero.
Local equivalence
Next, we consider the exponential family of independent-type Y-valued transition matrices. Firstly, we fix an irreducible independent-type Y-transition matrix (W, V ) on X . Then, we denote the support of (W, V ) by (X 2 ∪ Y × X ) (W,V ) := X 2 W ∪ (Y × X ) V . Also, we denote the linear space of real-valued functions g = (g a (x, x ′ ), g b (y, x ′ )) defined on (X 2 ∪ Y × X ) (W,V ) by G((X 2 ∪ Y × X ) (W,V ) ). When (g a (x, x ′ ), g b (y, x ′ )) is identified the function g a (x, x ′ ) + g b (y, x ′ ) W is the Y-transition matrix given by (W, V ), the space G((X 2 ∪ Y × X ) (W,V ) ) can be regarded as a subspace of G((Y × X 2 ) W ). Additionally, the subspace N ((X 2 ∪ Y × X ) (W,V ) ) := N ((Y × X 2 ) W ) ∩ G((X 2 ∪ Y × X ) (W,V ) ) equals the subspace of functions with form f (x) − f (x ′ ) + c.
Then, we define the subspaces of G((X 2 ∪ Y × X ) (W,V ) ) as L 1,W,V := (B, C) ∈ G((X 2 ∪ Y × X ) (W,V ) ) B T |u X = 0, y∈Y C y = 0 θ (x ′ ) −1 on X . The family (W θ , V θ ) coincides with the exponential family of Y-valued transition matrices on X generated by g 1 , . . . , g l .
Given an independent-type Y-valued transition matrix (W, V ), for an element x ∈ X , we define the subset S(V ) x ⊂ X by S(V ) x := {x ′ ∈ X |V * ,x = V * ,x ′ }. For a subset S ⊂ X , we define the subspace V S ⊂ V X as the set of functions whose support is included in S. The projection to V S is denoted by P S . We also define the subspaces as for y ∈ Y. Since y V y (x) = 1, c = 1, which implies that V y (x) = V y (x ′ ). Hence, we have [P S(V )x , A] = 0. Since B T |u X = 0, (8.15) and (8.17) imply that D(V y ) −1 D(C y )|u X = 0. So, we have C y = 0. We have the desired statement.
When all of the vectors V * ,x are different, L 2,(W,V ) ∩ G((X 2 ∪ Y × X ) (W,V ) ) is {0}. Now, we additionally assuming that Ker P K (W,V ) [(W, V )] is {0}, we consider the full parameter model of independent-type Y-valued transition matrices. These assumptions guarantee that dim L 2,W,V = dim L P,W,V = dim L 2,P,W,V = 0. The tangent space of the model is given by the space L 1,W,V , whose dimension is
. In this case, we can easily find the generators as follows. Here, we do not necessarily choose the generators from G 1 ((X 2 ∪ Y × X ) (W,V ) ). That is, it is sufficient to choose them as elements of G((X 2 ∪ Y × X ) (W,V ) ). For simplicity, we assume that X = {1, . . . , d} and Y = {1, . . . , d Y }. We choose the functions g i(d−1)+j,a and g i(d−1)+j,b for 1 ≤ i ≤ d, 1 ≤ j ≤ d − 1 and the functions g d 2 −d+i(dY −1)+j,a and g d 2 −d+i(dY −1)+j,b for 1 ≤ i ≤ d, 1 ≤ j ≤ d Y − 1 as Then, the functions g i = (g i,a , g i,b ) are linearly independent. We can parametrize the full model of independent-type Y-valued transition matrices by using this generators. When d Y = 2, the dimension is d 2 , which is the same as the dimension without the independent-type condition. Now, we apply the framework of partial observation model given in Section 3.1 to the estimation in this model as k-memory transition matrices given in Section 4. In this case, we still choose l 2 := d Y − 1 similar to (6.9). So, we have (6.10) . Therefore, l 3 
Conclusion
We have formulated estimation of hidden Markov process by using the information geometrical structure of (the exponential family, the natural parameter, the expectation parameter, relative entropy, projective Fisher information matrix, the Pythagorean theorem, and the em-algorithm) of transition matrices. Since this geometrical structure does not change according to the number n of observations, the calculation complexity of our em-algorithm does not depend on the number n of observations. We have also derived the asymptotic evaluation of the error of our estimator.
For this discussion, we have first formulated the partial observation model of Markovian process. Under this model, we have formulated an estimator by using the em-algorithm based on the geometry of transition matrices. Then, we have asymptotically evaluated the error of the estimator by using the projective Fisher information.
To apply these results to the estimation of hidden Markovian process, we have addressed the equivalence problem in terms of the tangent space. For this purpose, we have formulated hidden Markovian process by using Y-valued transition matrices when Y is the set of observed data. Then, we have introduced an equivalence relation in the function space, which is equivalent to the distiguishability based on the observed data (See Theorem 6.3). Based on this equivalence relation, we have proposed a method to choose the parametrization of the transition matrix to describe the hidden Markov process in Subsection 6.3. However, the parametrization does not work globally. So, we need to choose the parametrization as explained in Subsection 6.4.
Here, we need to mention that there are several singular points in this model. Our asymptotic evaluation of the estimation error does not work when the true parameter is close to the singular point. In this situation, the set of singular points is considered as another model. Hence, it is needed to apply model selection. Although there are several other methods to select our model, e.g., AIC and BIC, (MDL), these usually assume that there is no singularity. In this paper, to discuss the model selection even with singularity, we propose to use the χ 2 -test as Theorem 3.3. However, to apply our method, we need to classify the singular points in the model of hidden Markov process. Since this problem is too difficult, we could not discuss this problem. This is an interesting future problem.
