We describe the general setting for the optical Aharonov-Bohm effect based on the inverse problem of the identification of the coefficients of the governing hyperbolic equation by the boundary measrements. We interpret the inverse problem result as a possibility in principle to detect the optical Aharonov-Bohm effect by the boundary measurements.
Introduction.
In this section we will review the quantum mechanical Aharonov-Bohm (AB) effect (c.f. [AB] , [WY] , [OP] , [W] , [E4] ).
Let Ω be a smooth bounded domain in R n having the form Ω = Ω 0 \ ∪ m j=1 Ω j , where Ω 0 is a simply-connected domain and Ω j , 1 ≤ j ≤ m, are smooth domain called obstacles. We assume that Ω j ⊂ Ω 0 for 1 ≤ j ≤ m, and Ω j ∩ Ω k = ∅ when j = k, 1 ≤ j, k ≤ m.
Consider the stationary Schrödinger equation in Ω with magnetic potential A(x) = (A 1 (x), ..., A n (x)) and electric potential V (x):
describing the nonrelativistic quantum electron in the classical electromagnetic field. We assume that (1.2) u| ∂Ω j = 0, 1 ≤ j ≤ m, i.e. Ω j are unpenetrable for the electron, and (1.3)
Let Λ(k)f be the Dirichlet-to-Neumann (DN) operator on ∂Ω 0 , i.e.
(1.4)
where u(x) is the solution of (1.1), (1.2), (1.3) and ν is the unit outward normal vector at x ∈ ∂Ω 0 . Denote by G(Ω) the group of all complex-valued C ∞ (Ω) functions c(x) in Ω such that |c(x)| = 1.
If c(x) ∈ G(Ω) and u ′ = c −1 (x)u(x) then u ′ satisfies the Schrödinger equation of the forn (1.1) with A(x), V (x) replaced by A ′ (x), V ′ (x), where
We shall call the electromagnetic potentials A ′ (x), V ′ (x) and A(x), V (x) gauge equivalent. We also call the DN operators Λ(k) and Λ ′ (k), corresponding to A(x), V (x) and A ′ (x), V ′ (x), respectively, gauge equivalent if there exists c(x) ∈ G(Ω) such that
where c 0 is the restriction of c(x) to ∂Ω 0 . Let B(x) = curl A(x) or, equivalently, B = dA, where A = n j=1 A j (x)dx j , be the magnetic field in Ω. It follows from (1.5) that
B(x) = B
′ (x) in Ω if A(x) and A ′ (x) are gauge equivalent. If Ω is simply-connected then the inverse is true: B(x) = B ′ (x) in Ω implies that A(x) and A ′ (x) are gauge equivalent. When Ω is not simply-connected this is not true anymore. It was shown in the seminal paper of Aharonov and Bohm [AB] that if curl A = curl A ′ = 0, but A ′ (x) and A(x) belong to distinct gauge equivalent classes, they have a different physical impact that is detectable in the experiments. This fact is called the Aharonov-Bohm effect.
An important description of gauge equivalence classes was given by Wu and Yang [WY] :
Let γ be any closed path in Ω. It is easy to see that A(x) and A ′ (x) belong to the same gauge equivalent class iff (1.6) exp(i
for all paths γ in Ω, or, equivalently,
where p ∈ Z.
In the original paper [AB] Aharonov and Bahm consider the case of one obstacle Ω 1 in R 2 and the magnetic field confined to Ω 1 . Then γ A · dx = α is the magnetic flux and α is independent of any simple path γ encircling Ω 1 . The quantity e iα that determines the gauge equivalence class of A(x) was measured in this experiment. If α = 2πp, p ∈ Z, then the gauge equivalence class of A(x) is nonzero despite the fact that B = 0 in Ω = Ω 0 \ Ω 1 .
Consider now the case of several obstacles Ω 1 , ..., Ω m . Suppose that the magnetic field is hidden inside each of these obstacles. Let α k = γ k A · dx be the magnetic fluxes, where γ k encircles Ω k only. Suppose that some of
are not integers and m k=1 α k = 0, i.e. the total magnetic flux is zero. In this case the gauge equivalence classes are determined by m parameters e iα k , 1 ≤ k ≤ m, however the AB experiment will not find a gauge equivalent class different from zero. To identify an arbitrary gauge equivalence class one needs to use broken rays (i.e. the rays reflected at the obstacles) belonging to the base of the homotopy group of Ω (c.f. [E5] , page 1512).
It is necessary to perform at least m AB type experiments to determine all e iα k , 1 ≤ k ≤ m. When B(x) = curl A is not zero in Ω it is not enough to perform a finite number of AB type experiments to identify the gauge equivalence class of A. Therefore the following question arises: Is it possible by the measurements on the boundary ∂Ω 0 to detect the difference in the gauge equivalence classes of A(x) and A ′ (x)? The answer to this question is affirmative, and it is given by the following theorem (c.f. [E4] , [W] , [N] , [KL] and further references there): Theorem 1.1. Consider two boundary value problems (1.1), (1.2), (1.3) corresponding to electromagnetic potentials A(x), V (x) and A ′ (x), V ′ (x). Then A(x), V (x) and A ′ (x), V ′ (x) belong to the same gauge equivalence class iff the DN operators Λ(k) and Λ ′ (k) are gauge equivalent for all k.
We consider each boundary measurement as an experiment. The Theorem 1.1 asserts that the boundary measurements are able to identify an arbitrary gauge equivalence class. We interpret this theorem as a confirmation of the Aharonov-Bohm effect.
In §2 we develop the same approach in the case of the optical AharonovBohm effect, and we shall formulate the unique identification theorem for the optical AB effect. In §3 we prove the main unique identification theorem (Theorem 2.3). Our approach to the hyperbolic inverse problems is based on a modification of the BC-method given in [E1] , [E2] . The powerful BC-method was discovered by M.Belishev and extended by M.Belishev, Y.Kurylev, M.Lassas and others (c.f. [B] , [KKL] , [KL] and additional references there). An important part of the BC-method is the unique continuation theorem by Tataru [T] . The approach of [E1] , [E2] allows one to consider new problems that were not accessible by the BC-method as the inverse hyperbolic problems with time dependent coefficients (see [E3] ). The inverse problem results of this paper are also new.
2 The optical Aharonov-Bohm effect.
In this section we consider hyperbolic (wave) equation of the form:
−1 is the pseudoRiemannian metric tensor with Minkowsky signature, i.e. the quadratic form
We assume that g jk (x) are smooth in Ω and independent of x 0 . We make two additional assumptions:
(1, 0, ..., 0) is a time-like direction, i.e. g 00 (x) > 0, x ∈ Ω, and (2.
3)
The plane ξ 0 = 0 intersects the cone n j,k=0
The important physical example of equation of form (2.1) is the equation of the propagation of light in the moving medium. Here the tensor g jk (x) has the following form (see Gordon (1923) , [NVV] , [LP1] ):
), w(x) = (w 1 , w 2 , w 3 ) is the velocity of the flow (c.f. [LP] , [LP1] , [LP2] ).
In the case of slowly moving medium one drops the terms of order (
, [LP2] , [CFM] ). Then the metric of the slowly moving medium has the form:
and the corresponding equation is
We shall also consider in addition to the equation (2.6) the following equation: (2.7)
where v j (x) and n 2 (x) are the same as in (2.5), 1 ≤ j ≤ n. Equation (2.7) differs from the equation (2.6) by the term
2 ) the equation (2.7) also describes the propagation of light in the slowly moving medium. We consider (2.7) to have a closer analogy with the quantum mechanical AB effect, although the addition of extra terms affects the uniqueness of the inverse problem (compare Theorems 2.1 and 2.2). Note that the nonuniqueness is of the first order in |w| c (see Theorem 2.1).
We consider the initial-boundary value problem for (2.6) and (2.7) in the infinite cylinder Ω × (−∞, +∞), where Ω is the same domain as in §1:
where f (x 0 , x ′ ) has a compact support on ∂Ω 0 × (−∞, +∞). Denote by Λ the hyperbolic DN operator:
where, as in §1, ν is the external unit normal to ∂Ω 0 . In studying the equation (2.7) we shall use the following change of variables in Ω × (−∞, +∞):
in new coordinates, thenû(x 0 ,x) also satisfies an equation of the form (2.7):
We assume that n j=1v 2 j (x) < n 2 (x) to preserve the hyperbolicity of (2.12). Note that (2.14)û = 0 forx 0 ≪ 0 andû
We shall say thatv j , 1 ≤ j ≤ n, and v j , 1 ≤ j ≤ n, belong to the same equivalence class if (2.13) holds.
If
for all closed paths in Ω since n j=1 γ a x j dx j = 0. It is easy to see that if v andv belong to the same equivalence class then the DN operators Λ andΛ are equal on ∂Ω 0 × (−∞, +∞). A nontrivial fact is that the inverse statement is also true. The following unique identification theorem holds: Theorem 2.1. Let Lu = 0,Lû = 0 be equations of the form (2.7), (2.12) in domains Ω,Ω = Ω 0 \ ∪m j=1Ω j , respectively. Suppose that the DN operators Λ andΛ are equal on ∂Ω 0 × (−∞, +∞) for all f ∈ C ∞ 0 (∂Ω 0 × (−∞, +∞)). Then theΩ = Ω,n(x) = n(x) and the corresponding velocity flows v(x),v(x) belong to the same equivalent class, i.e. (2.13) holds for some
Note that we did not assume apriori that the number of obstaclesm in Ω and their location are the same as in Ω.
A consequence of Theorem 2.1 is that boundary measurements on ∂Ω 0 × (−∞, +∞) uniquely determine the integrals γ v · dx for all paths γ in Ω.
As in §1 we view the optical Aharonov-Bohm effect as the fact that the different equivalence classes of the velocity flow have different physical impacts. Theorem 2.1 confirms that the boundary measurement (experiments) allow one to distinguish different equivalence classes, i.e. to detect the AharonovBohm effect.
Remark 2.1 There is a difference between the optical Aharonov-Bohm effect and the quantum mechanical AB effect. In the case of the optical AB effect the boundary measurements allow one to recover γ v·dx. In the case of the quantum mechanical AB effect we can recover only γ A· dx (mod 2πp),
with the boundary conditionsũ
Now kv(x) plays the role of the vector potential and it depends on k. Note also that the Fourier-Laplace imageT of the transformation (2.11) is the multiplication by e ika(x) , i.e.T is a gauge transformation depending on parameter k.
When Ω is multi-connected one can expect that the Aharonov-Bohm effect takes place for (2.17). This problem was studied in optics (c.f. [LP] , [LP1] , [LP2] , [CFM] ). An analogous problem was considered for the water waves and for the acoustic waves in [BCLUW] , [RdeRTF] , [VMCL] .
These authors considered the case of one obstacle Ω 1 ⊂ R 2 and irrotational flow in Ω 0 \ Ω 1 . Performing an Aharonov-Bohm type experiment they measured exp(i γ v · dx) as in the quantum mechanical AB effect. Since such experiments are based on the geometric optics considerations it was assumed that the light rays are straight lines and kv(x) is not large. A natural question arises whether some form of the AB effect takes place when these conditions are not satisfied.
Note that a rigorous geometric optics approach when k → ∞ for the equation (2.17) is more delicate than for the equation (1.1). In particular, the eiconal equation depends on v(x) and the light rays are not the straight lines.
Remark 2.2 Let curl v = 0 in Ω = (Ω 0 \ Ω 1 )) ⊂ R 2 . In this case the equivalence class of v(x) depends only on one parameter α = γ v · dx, where γ encircles Ω 1 . There is a simple solution of the inverse problem in this case that does not use neither the geometric optics nor the Theorem 2.1:
Let v(x) andv(x) be two irrotational velocity flows in Ω 0 \ Ω 1 . Consider two Schrödinger equations of the form (2.17) in Ω = Ω 0 \ Ω 1 assuming that n(x) = n(x) in Ω and Λ(k) =Λ(k) on ∂Ω 0 for some fixed k. It was shown in [NSU] , [ER] , using the parametrix of the DN operators, thatv
. Since ∂a ∂x · τ = 0 on ∂Ω 0 we get that a| ∂Ω 0 = a 0 = const. Replacing a(x) by a(x) − a 0 we obtain thatv and v belong to the same equivalence class.
Similar arguments apply in the case of equations (2.6) and (2.1) with the metric (2.4). Using the parametrix of the DN operator we can recover the restriction of the metric to ∂Ω 0 (c.f. [LU] or [E1] , Remark 2.2). In particular, we can determine w(x) · τ (x) on ∂Ω 0 . Therefore we can recover α = ∂Ω 0 w(x) · dx. In the case of irrotational flow and one obstacle α is the same for any simple path in Ω = Ω 0 \ Ω 1 .
We shall investigate now the inverse problem for the equation (2.6). The case of the equation (2.1) with the metric (2.4) will be studied in another paper.
Theorem 2.2. Consider two initial-boundary value problems in domains Ω× (−∞, +∞) andΩ×(−∞, +∞) for operators of the form (2.6), corresponding to the metric tensors [g
−1 of the form (2.5), respectively. Assume that the DN operators Λ andΛ, corresponding to L andL are equal on ∂Ω 0 ×(−∞, +∞). Assume also that there exists an open dense set O ⊂ Ω such that the velocity flowv(
and b(x) = 0 on ∂Ω 0 . In the case of the gradient flow there are two solutionsv(
The proofs of Theorems 2.1 and 2.2 will be given in the end of this section.
Now we shall consider the general case of the initial-boundary value problem (2.8), (2.9) for the equation (2.1). The DN operator for (2.1) has the following form:
where ν is the unit normal as in (2.10).
Consider the diffeomorphism of the form:
where a(x)| ∂Ω 0 = 0 and ϕ(x) is a diffeomorphism of Ω ontoΩ, whereΩ is a domain of the formΩ = Ω 0 \ ∪m j=1Ω j and ϕ = I on ∂Ω 0 . Note that (2.20) transforms (2.1) into the equation of the same form. More precisely, (2.1) has the following form in (x 0 ,x) coordinates:
is the Jacobi matrix of (2.20).
Theorem 2.3. Consider equations (2.1) and (2.21) in domains Ω×(−∞, +∞) andΩ×(−∞, +∞), respectively, with initial-boundary conditions (2.8), (2.9) and (2.14), (2.15), respectively, where f =f . Assume that the DN operators Λ andΛ are equal on ∂Ω 0 × (−∞, +∞) and the conditions (2.2), (2.3) hold for L andL. Then there exists a map ψ of the form (2.20) such that
Note that (2.23) is equivalent to (2.22). Note also that since ϕ is a diffeomorphism of Ω ontoΩ, we have thatm = m and ∂Ω j are diffeomorphic to ∂Ω j , 1 ≤ j ≤ m.
The proof of Theorem 2.3 will be given in §3. Remark 2.3. Making the Fourier-Laplace transform in (2.1) we obtain
where L(
) is the operator (2.1). Let Λ(k) be the Fourier-Laplace image of the DN operator (2.19). Using well known estimates for the initialboundary value problem (2.1), (2.8), (2.9) one can prove that the hyperbolic DN operator (2.19) on ∂Ω 0 × (−∞, +∞) uniquely determines the DN operator Λ(k) for the elliptic boundary value problem (2.24), (2.18) and vice versa (see, for example, [KKLM] ). Here k ∈ C \ Z, where Z is a discrete set.
Suppose g jk − η jk = 0, when |x| > R, and suppose that Ω 0 ⊃ {x : |x| ≤ R}. It is well known that Λ(k) given on ∂Ω 0 for fixed k = k 0 uniquely determines the scattering amplitude a(θ, ω, k) for k = k 0 and any θ ∈ S n−1 , ω ∈ S n−1 , and vice versa (see, for example, the recent work [OD] and additional references there).
Therefore one can consider the inverse scattering problem for (2.24) in R n instead of the inverse boundary value problem for (2.24), (2.18). In the case when there is no obstacles and the principal part of (2.24) is the Laplacian, such inverse problems were studied for n ≥ 3 and fixed k (see, for example, [NSU] and [ER1] , where the case of exponentially decreasing electromagnetic potentials was considered). When obstacles are present or when the metric is not Euclidean the hyperbolic inverse problem approach is much more powerful.
We shall show now how Theorem 2.3 implies Theorem 2.1 and Theorem 2.2.
Proof of Theorem 2.1 Consider two equations of the form (2.7) and (2.12), i.e. 
Sinceĝ jk = −δ jk , g pr = −δ pr we have that ϕ j (x) = x j , 1 ≤ j ≤ n, is the solution of (2.25) and the uniqueness of the Cauchy problem (2.25), (2.26)implies that ϕ = I is the only solution of (2.25), (2.26). Therefore the map (2.20) reduces to the map (2.11). This implies thatΩ = Ω. Making the change of variables (2.11) with the same a(x) as in (2.20) we get two identical operators. Therefore (2.13) holds and, subseqently,n(x) = n(x).
Proof of Theorem 2.2. It follows from Theorem 2.3 that there exists a map of the form (2.20) such that (2.22) holds.
andĝ jk have a similar form. Here v j (x) is the same as in (2.5). Since g jk =ĝ jk = −δ jk for 1 ≤ j, k ≤ n, we have, as in the proof of Theorem 2.1, thatx = ϕ(x) = x. ThereforeΩ = Ω. Note that (2.29)
Substitute (2.29) into (2.27). Taking into account thatx j = x j , 1 ≤ j ≤ n, and that dx 0 , dx 1 , ..., dx n are arbitrary, we get from (2.27) and (2.29):
It follows from (2.30) thatn(x) = n(x). Multiplying (2.31) by n 2 (x) we get
If there exists x such that not all a x j (x) = 0, 1 ≤ j ≤ n, then we can cancel
since dx j , 1 ≤ j ≤ n, are arbitrary. Comparing (2.33) and (2.34) we get 
is also a solution of the inverse problem, and it is the only solution except the trivial solution v(x) =v(x) that corresponds to a(x) = 0. Note that the boundary measurements can not distinguish between these two solutions v(x) and −v(x). Ifv = 0 on an open set in Ω then (2.32) implies that ∂a ∂x = 0 on this set. In such case there can be more than two solutions of the inverse problem. For example, if v(x) is a gradient flow, i.ev = ∂b ∂x , b(x) = 0 on ∂Ω 0 and the closure of the set {x ∈ Ω : b(x) = 0} is not connected, then there exists at least four solutions of the inverse problem.
If v(x) andv(x) are any two solutions of the inverse problem then (2.33) implies that γv (x) · dx = γ v(x) · dx for any γ in Ω. Therefore the boundary measurements uniquely determine γ v(x) · dx. This fact can be considered as an analogue of the Aharonov-Bohm effect.
3 The proof of the main theorem.
As in [E1] we start the proof of Theorem 2.3 with the introduction of a convenient system of cooordinates that simplifies the equation.
Let U 0 be a neighborhood of some part Γ of ∂Ω 0 and let (x ′ , x n ) be a system of coordinates in U 0 such that x n = 0 is the equation of ∂Ω 0 ∩ U 0 . Let T be small.
Denote by ψ ± , the solutions of the eiconal equations in U 0
Solutions ψ ± (x 0 , x) exist for 0 ≤ x n ≤ δ where δ is small. We assume that surfaces ψ + = 0 and ψ − = 0 intersect when x n ≤ δ. In the case when g jk (x) are independent of x 0 we have
where ϕ ± (x) satisfy
Denote by ϕ p (x) the solutions of
with the initial conditions
Note that ϕ px 0 = 0, ψ
Make the following change of variables in U 0 × [0, T ]:
We shall call (s, τ, y ′ ) the Goursat coordinates. Letû(s, τ, y ′ ) = u(x 0 , x). Thenû(s, τ, y ′ ) satisfies the equation (3.8)
The terms containing
∂ 2 ∂y j ∂τ vanished because of (3.1), (3.5). Here
It follows from (3.7) that
We shall also use the coordinates (3.10).
Note that ϕ + = ϕ − = 0 when x n = 0. Therefore the map (3.10) is the identity on x n = 0.
Since
(u y 0 + u yn ) the equation (3.8) has the following form in (y 0 , y ′ , y n ) coordinateŝ
We used above thatĝ jk ,ĝ + ,ĝ +,j depend on (y ′ , y n ) and do not depend on y 0 . Divide (3.11) byĝ
Then u ′ will be the solution of the equation
where
has a form similar to (2.8) in [E1] :
(3.14)
where (3.9) and (3.12)).
Note that L 1 is formally self-adjoint. The DN operator Λ 1 corresponding to L 1 has the following form:
where 1 and its derivatives on y n = 0 can be determined by the DN operator Λ of L. Therefore the DN operator Λ 1 of L 1 is determined by the DN operator of L (c.f. [E1] , (2.9)-(2.12)).
Introduce notations similar to [E1] We shall assume that Γ (j) , 1 ≤ j ≤ 2, are such that
Let Q j be the rectangle in the plane τ = 0 : 
Many parts of the proof of Theorem 3.1 are the same as in Lemma 2.1 in [E1] . We shall skip the proofs in such cases and concentrate only on the new elements.
We shall start with the derivation of Green's formulas analogous to formulas (2.33) and (2.24) in [E1] .
Consider the following initial-boundary value problem for L 1 : We used here that u, v vanish on Z 20 . Note that other terms in L 1 are the same as in [E1] , formula (2.33). Therefore integrating these terms by parts as in [E1] , (2.33), and combining with (3.16) we get the folllowing Green's formula:
where Λ 1 is the DN operator (3.15). Note that L * 1 = L 1 in our case. Therefore the left hand side of (3.17) is determined by the boundary data. Now we shall derive another Green's formula similar to (2.24) in [E1] . Consider
Integrating by parts in y j and s we get 
The remaining terms in (3.18) are the same as in [E1] , formulas (2.18)-(2.25). Therefore, combining all terms after the integration by parts we get (c.f. 
Again in the derivation of (3.20) we used that u = v = 0 on Z 20 . We shall show now that the "ellipticity" condition (2.3), i.e. that the reduced quadratic form is negative definite, implies thatQ(u, v) is positive definite. Note that the map of the form (3.7) and, consequently, the map (3.10), preserves the ellipticity condition.
The reduced quadratic form in (3.13) has the form:
The "ellipticity" condition (2.3) implies that (3.23) is negative definite. Replacing in the complexification of (3.23) ξ n by 2u s and ξ j by −u y j , 1 ≤ j ≤ n − 1, we get thatQ(u, u) is positive definite assuming that T is small. Having Green's formulas (3.20) with positive definiteQ(u, u) we can proceed as in [E1] .
Let L (i) , i = 1, 2, be two operators of the form (2.1) and let (y 0 , y) = Φ i (x 0 , x), i = 1, 2, be two maps of the form (3.10) that transform
of the form (3.11), i = 1, 2. Let L
1 and L
1 be two operators of the form (3.13).
Let
We shall denote by [g 
10 ∩ {y n = 0}. Therefore we can take Γ \ {y n = 0}. Analogously one defines
Proof: Applying the Green's formula (3.20) for i = 1, 2 and taking into account that Λ
2 we get
1 , i = 1, 2. The inequality (3.24) follows from the ellipticity of Q (i) , i = 1, 2. Denote by ∆ 1 the domain in R n+1 bounded by the planes:
be an operator of the form (3.13) in ∆ 1 .
Lemma 3.2. (c.f. Lemma 3.1 in [E1] and Lemma 3.1 in [E3] ) For any
Proof:
Integrating by part as in the proof of (3.20) and taking into account that u| Γ 3 = 0 we get an identity (c.f. (3.1) in [E1] ):
Once the identity (3.25) is established, the proof of Lemma 3.2 peoceeds as in [E1] , Lemma 3.1. 
. The proof of Lemma 3.3 is based on the Green's formula (3.20), Lemma 3.2 and the unique continuation theorem of Tataru (c.f. [T] ) and it is identical to the proof of Lemma 2.2 in [E1] .
The main lemma used in the proof of Theorem 3.1 is the following
10 , i = 1, 2, with zero initial conditions and u
The proof of Lemma 3.4 uses Lemmas 3.1 and 3.3, and is exactly the same as the proof of (2.40) in [E1] . We shall repeat this proof here for the convenience of the reader.
Integrating by parts we obtain
determined by the DN operator. Therefore we have 
). Substituting f = f n in (3.28) and passing to the limit when n → ∞ we get
Note that (3.30) holds for any 
0s , v
).
Compairing (3.30) and (3.31) for g = g ′ , we obtain (3.32) (u
2s 0 ) is arbitrary we get by the Lemma 3.3 that
2s 0 .
10 ∩ {s ≥ s 0 } ⊂ R (2) 2s 0 . Therefore we can replace v 10 ) and this proves (3.29). Finally, substracting (3.29) from (3.28) we get (3.26).
The next step of the proof of Theorem 3.1 will use the geometric optics solutions. Since the constructions here differ from [E1] , page 824, we shall proceed with more details. As in (2.41) in [E1] we are looking for u f i in the form:
where k is a large parameter, i = 1, 2, 4 ∂a
p , p ≥ 1, satisfy nonhomogeneous equations of the form (3.35) that we will not write here and u (N +1) is the same as in (2.41) in [E1] (c.f. [E1] , page 824). Here
j (y n , α) be the solution of the system of differential equations (3.36) dβ
, y ′ )) is the solution of (3.35),
. Substituting the geometric optics solutions (3.34) in (3.26), integrating by parts and taking the limit when k → ∞ we obtain (c.f. (2.42) in [E1] ): (3.38)
Note that τ = 0 on Y
10 , i = 1, 2. Changing T to T − τ ′ , 0 < τ ′ ≤ T we get (3.38) for any 0 < τ < T . Consider the following change of coordinates
The inverse change of variables has the form:
Note that y ′ = β (i) (y n ,ŷ ′ ) is the endpoint of the curve (3.36) starting at
10 , i = 1, 2. Here Q 1 is the rectangle {(s, τ, y
Denote byR 
]. This assumption always can be satisfied when T is small enough.
Make the change of variables (3.40) in (3.38). We get
,ŷ ′ ) is the Jacobian of the map (3.40). Since χ 2 (y ′ ) is
Note that (3.42) holds for (s, τ,ŷ
Let χ 1 (s) be the same as before, and χ 3 (y ′ ) ∈ C ∞ 0 (Γ (1) ) be arbitrary. Construct v g i,k as geometric optics solution (3.34) with g = χ 1 (s)χ 3 (y ′ ). Take s = s 0 and k → ∞. We get
in (3.38) and taking the limit when k → ∞ we obtain
Make the change of variables (3.40). Since χ 2 , χ 3 are arbitrary we get, as in (3.42), that J 1 (y) = J 2 (y). Therefore
Our strategy to complete the proof of Theorem 3.1 will be the following: Making the changes of variables (3.40) in L are equal. Since the density property holds for τ fixed we have to take care of terms inL (i) 1 that contain derivatives in τ . Note that integrating by parts as in (3.27) we get
Therefore as in (3.28) we conclude that
Using (3.45) instead of (3.28) we get an equality of the form (3.26) with the roles of u f and v g reversed: From (3.46) we get, analogously to (3.44), that
We used here again that J 1 (y n ,ŷ
is the inverse matrix to
Substituting (3.50) into (3.48), using (3.44), (3.47), we get (3.51)
Since {v
10 ) (c.f. Lemma 3.3), we get that {w
10 ), whereR
10 is the image ofR
10 under the map (3.38). Therefore we get (c.f. the end of $ 2 in [E3] ) that (3.52)
10 . Here τ = 0, y n = T −s 2
. Note thatB (1) is the projection ofR
10 on the plane y 0 = 0. Therefore (3.52) holds onB
(1) since α (i) and β (i) do not depend on y 0 . We have on Σ × Γ (1) (c.f. (3.39), (3.40)):
Differentiating (3.53) in s we get:
Combining (3.54) and (3.52) we get (3.55) α
(1)
Consider the equations L
10 . It has the following form in (s, τ, y ′ ) coordinates:
i0 , i.e. the coefficient of
Making the change of variables (3.39) we get equations of the form
where (3.58)
We took into account that J 1 (y n ,ŷ
10 ), we get, as in [E3] (see the end of section 2 in [E3] ), that 
10 .
Noting that the coefficients in (3.61) do not depend on y 0 andB (1) is the projection ofR
(1) 20 on y 0 = 0 we have that (3.61) holds inB
(1) . Therefore we proved thatL
(1) . Now we shall prove that alsoL (y n , β (2) ).
Making the change of coordinates (3.39) in (3.14) we get (3.65) ∂ŷ k , whereŷ n = y n ,Ã (i) (y n ,ŷ ′ ) = A (i) (y n , β (i) (y n ,ŷ ′ )),g jk i0 , 1 ≤ j, k ≤ n − 1, are the same as in (3.57),g 
1 (y n , β (1) ) − V
1 (y n , β (2) ) as homogeneous second order elliptic equation for A (1) (y n , β (1) )−A (2) (y n , β (2) ), where A (i) (y n , y ′ ) = ln((ĝ (1) • β 2 • Φ 2 , where β 2 has the form (3.40). Note that Φ 3 is a diffeomorphism of the form (3.10), Φ 3 = I on (∆ 2 ∩ ∂Ω 0 ) × (−∞, +∞) and
on ∆ 1 .
Note that any map Φ of the form (3.10) can be represented as a composition Φ = a 1 • ϕ 1 = ϕ 2 • a 2 , where ϕ i are the diffeomorphisms of ∆ 2 onto ∆ 1 and maps a i have the form y 0 = x 0 + a i (x), y = x, a i (x) ∈ C ∞ , a i (x) = 0 on ∂Ω 0 .
It follows from [Hi] , Chapter 8, that there exists an extensionΦ 3 of the map Φ 3 such that Φ 3 | ∂Ω 0 ×(−∞,∞) = I, Φ 3 has a form (3.10), i.e. Φ 3 = a 3 • ϕ 3 , ϕ 3 is a diffeomorphism of Ω (2) onto Ω [E2] we can prove the main Theorem 2.3. Note that it is enough to have Λ
(1) = Λ (2) on Ω × (0, T 0 ), where T 0 is large enough, to prove Theorem 2.3.
