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In time-series econometrics a large strand of the literature is involved with finding the opti-
mal forecast for some economically relevant random variable. The search for this optimal
forecast relies, at least partly, on three types of research. First, we can extend the set of fore-
casts by proposing new forecasting models. Second, we can develop new tests to evaluate
correctness of forecasting models, or to rank forecasting models. Finally, in applied research
we can take the models to the data, and test which forecasting models actually outperform
others empirically, using the techniques developed in the previous steps.
In this thesis I aim to add to each of these types of research. In Chapter 2 I develop a
new estimator for a quantity we call interquantile expectations, and which will be elaborated
on below. In joint work with Andrew Patton, I extend tests of equal predictive ability of
forecasting models in Chapter 3, such that we can test hypotheses that are parameterized
uniformly over some parameter space. Parameterized hypotheses are commonly encountered
in economics and statistics, and I elaborate below. In joint work with Dick van Dijk and Erik
Kole, I investigate the effect of estimation error on recently introduced Expected Shortfall
tests in Chapter 4. Simulations show that this effect can be quite substantial, and we therefore
propose robust versions of these tests to correct for estimation error. Finally, in Chapters 2
and 3 I include several empirical applications that show that the new estimators and tests are
relevant for financial return data.
The starting point to most of the research contained in this thesis has been informed
by the risk measure Expected Shortfall (ES). It is therefore of interest to briefly discuss
this quantity. ES has recently been given increased attention in the literature, since it is
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designated to replace Value-at-Risk (VaR) as the new standard risk measure that banks must
utilize in their risk models by the Basel Committee on Banking Supervision (BCBS), with the
implementation of this replacement expected to happen soon (BCBS, 2016). The reasoning
behind the replacement of VaR by ES are now well-known, and relate to the pitfalls of VaR
as a risk measure.
VaR, which is defined as a specific tail quantile of some asset return, does not take into
consideration the probability distribution of the realizations in the tail below VaR. Two fi-
nancial asset portfolios can therefore have equivalent VaR, but greatly varying probability of
losses beyond VaR. ES, which is defined as the expectation over the potential return realiza-
tions below VaR, is considered by the BCBS to be a more prudent risk measure, since its
value does depend on the probability distributed to tail events.
More generally, VaR violates certain coherence properties that make it inappropriate as a
risk measure for portfolios of assets (see, e.g, Artzner et al. (1997, 1999)). VaR, for instance,
violates subadditivity, such that the VaR of a portfolio can be larger than the sum of the VaR
of individual positions. As a result, risk managers cannot reliably infer risk properties for
the total portfolio from smaller portfolios. ES is subadditive when returns are continuously
distributed (Acerbi and Tasche, 2002), and is therefore preferred in many practical scenarios.
On the other hand, since VaR is defined as a quantile, and ES is the expectation of tail
realizations beyond VaR, ES will be more affected by outliers than VaR. It is well-known that
this can have considerable impact on estimation and testing. For instance, in their seminal
paper Koenker and Bassett (1978) show that the mean is less efficient than the median for
several error distributions. Moreover, the definition of ES contains VaR, such that an estima-
tor of ES also requires the estimation of VaR, which can potentially add additional noise to
an estimator of ES.
In Chapter 2 I propose a new estimator of ES, and more generally interquantile expec-
tation, which I define as the expectation over an interval in between two quantiles, or as
one-sided intervals below or above a quantile. ES is the interquantile expectation below
VaR.1 The estimator is semi-parametric in the sense that it does not require a specification
of the full conditional distribution, and is based on a new family of joint consistent scoring
functions for VaR and ES introduced in Fissler et al. (2016). The estimator is identified by
1Here we denote ES as and VaR in the left tail of the distribution, such that they are negative. In parts of the
literature it is more common to define VaR and ES using a sign change, such that they are positive numbers,
and quantify ‘large’ potential losses.
3the expectation of the first order conditions of these scoring functions (up to some measur-
able constant that differs amongst members of the family.) I find that these identification
conditions ensure that the estimation of VaR can be performed at a separate stage, and do not
influence the asymptotic covariance matrix of the interquantile expectations, which alleviates
some of the issues raised in the previous paragraph. Moreover, in a Monte-Carlo study I find
that parameter estimates are usually similarly behaved to VaR parameter estimates, at the
appropriate coverage levels suggested by the BCBS, such that it seems that the estimation of
ES is not more difficult than VaR in this semi-parametric setup.
Moving beyond ES, in Chapter 2 I also consider an application to asset pricing, in which
we study average abnormal returns of size and value strategies on several interquantile inter-
vals of the excess portfolio return. The average abnormal return is defined as the intercept
in a regression of the excess return of an asset portfolio on risk factors. Arbitrage pricing
theory (Ross, 1976) hypothesizes that it should be zero. However, if non-zero average ab-
normal returns are found, it is of interest to study when these abnormal returns realize. We
find that the abnormal returns found in small size stocks are disproportionally realized in the
left and right tail intervals, since the difference in abnormal returns between these intervals
is disproportionally large. As a result, investors that use small size stocks in their portfolios
are quite dependent on the realization of unlikely tail events, and must therefore be patient
in obtaining the average abnormal returns.
In Chapter 4 we study the effect of estimation error on backtests of ES that are based on
testing a condition that is similar to the the identification condition in Chapter 2. Tests based
on this condition are introduced in Nolde and Ziegel (2017), and have the attractive feature
that they do not require an estimate of the conditional density of the return, unlike the tests
in Du and Escanciano (2016). On the other hand, these testing condition result in tests for
which we must estimate the asymptotic covariance matrix, which can be quite noisy, unlike
most VaR tests, for which the asymptotic covariance matrix is a known constant (matrix).2
West (1996), West and McCracken (1998), and McCracken (2000) document the effect
of estimation error on backtests. These effects are present when the lenghts of in-sample
and out-of-sample periods grow proportionally as the sample size increases. Escanciano and
Olmo (2010a) extend this framework to correct specification backtests of VaR forecasts, and
2This also holds for tests based on the cumulative hit process, such as Du and Escanciano (2016). A
downside is these tests require an estimate of the conditional density to obtain the cumulative hits.
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we extend their framework to the backtests of Nolde and Ziegel (2017). Our simulation
study shows that estimation error has a pronounced effect on unconditional and conditional
specification of the Nolde & Ziegel backtests. Moreover, relatively large size distortions are
observed for small out-of-sample periods in comparison to the VaR backtests of Escanciano
and Olmo (2010a) or the ES backtests of Du and Escanciano (2016). This may be caused by
the greater effect of outliers on this particular testing condition and the asymptotic covari-
ance matrix estimator being relatively noisy. We derive robust counterparts to the tests that
correct for estimation error, and the unconditional robust test and the robust version of the
conditional test specification preferred by Nolde and Ziegel (2017) have good size proper-
ties for moderately large out-of-sample periods. On the other hand, robust versions of naive
conditional specifications still have very bad size properties, which suggests that care must
be taken in designing conditional specifications of the test.
Chapter 3 is the most general of the chapters contained in this thesis, since we general-
ize equal predictive ability tests of Diebold and Mariano (1995) and Giacomini and White
(2006) in order to test a set of hypotheses of equal predictive ability. This set of hypotheses is
parameterized by some parameter vector in Euclidean space. Parameterized hypotheses are
common in the economic and statistical literature, and examples include (i) equal expected
utility in terms of the power utility function, which is parameterized by a risk aversion param-
eter, or (ii) equal expected statistical loss, in terms of a set of parameterized loss functions;
such Bregman functions that are parameterized by a real scalar parameter (Gneiting, 2011)
and which are consistent in evaluating forecasts of the mean. Our generalized tests use as test
statistics the supremum or average of the individual test statistics over the parameter space.
Inference is based on an extension of the simulation procedure in Hansen (1996b).
We consider two empirical applications. In the first application we evaluate equal ex-
pected utility hypotheses of two commonly used portfolio strategies, the equally-weighted
portfolio, and the minimum-variance portfolio (see DeMiguel et al. (2007) for an elaborate
treatment of these models in terms of out-of-sample performance). We consider power utility
and show that, for commonly used parameters, the expected utility difference is insignificant.
In a second application we consider equal predictive ability of multivariate models in
terms of VaR forecasts. VaR is only defined for scalar random variables. Comparing the
accuracy of VaR forecasts obtained frommultivariate models is therefore inherently based on
the choice of a weight vector that maps the asset return vector to a portfolio return. Our tests
5allow the researcher to consider a set of weight vectors to test over, and our test is therefore
more robust than testing at a single vector as is common in the literature— especially since in
absence of continuous rebalancing of the portfolio, portfolio weights will change over time.
We find significant differences between VaR forecasts for some of the samples considered.
Like VaR, ES is only defined for scalar random variables, and our testing framework is
therefore equally interesting for comparison of ES forecasts.
In summary, in this thesis I develop an estimator of interquantile expectation, with special
case Expected Shortfall, in Chapter 2. I extend tests of equal predictive ability in Chapter 3,
in joint work with Andrew Patton. Finally, I derive the effect of estimation error on recently
proposed expected shortfall tests, and propose tests that are robust to this effect in Chapter




In de tijdreekseconometrie is een behoorlijk deel van de literatuur erop gericht de beste
voorspelling te vinden voor een scala aan kansvariabelen. De zoektocht naar de optimale
voorspelling is, in ieder geval, afhankelijk van drie typen onderzoek. Ten eerste kunnen
we de verzameling van voorspelmodellen uitbreiden door middel van het introduceren van
nieuwe modellen. Ten tweede kunnen we nieuwe testen ontwikkelen om voorspellingen te
evalueren—enerzijds door individueel te bekijken of voorspellingen correct zijn; anderzijds
door een verzameling aan voorspellingen te rangschikken op basis van voorspellende kracht.
Ten derde kunnen we de eerder genoemde modellen en testen toepassen op verzamelde data,
om zo te bestuderen welke voorspelmodellen het beste werken voor echte data.
In deze dissertatie tracht ik aan alledrie typen onderzoek iets toe te voegen. Het startpunt
bij het meeste van dit onderzoek is risicomanagement in het algemeen, en de risicomaat-
staven Value-at-Risk (VaR) en Expected Shortfall (ES) in het bijzonder. ES is recentelijk
door de Basel Committee on Banking Supervision aangewezen om VaR te vervangen als
risicomaatstaf in het financieel systeem, waardoor een grote interesse is ontstaan in het in-
troduceren en evalueren van voorspelmethoden voor ES.
In Hoofdstuk 2 introduceer ik daartoe een nieuwe schatter voor ES, welke ook breder
ingezet kan worden voor het schatten van interquantile expectation. Deze interquantile ex-
pectations kunnen worden ingezet om het gemiddelde van een bepaalde variable op te split-
sen. In een toepassing in de financie¨le economie, pas ik de nieuwe schattingsmethode toe en
laat ik zien dat de gemiddelde abnormale rendementen van portefeuilles van aandelen met
een kleine marktwaarde vooral worden gerealiseerd op dagen met ongebruikelijk grote of
kleine rendementen.
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In Hoofdstuk 3 breid ik, in samenwerking met Andrew Patton, testen uit waarmee hypo-
theses kunnen worden gee¨valueerd of twee voorspellingen gelijke voorspellingskracht heb-
ben. De noviteit van de testen is dat, in plaats van een specifieke versie van de nulhypothese
te evalueren, we alle mogelijke specificaties van de nulhypothese gezamenlijk kunnen eva-
lueren. Dat kan leiden tot testen die beter onderscheid maken tussen voorspellingen. In twee
toepassingen met betrekking tot investeringsstrategiee¨n en VaR voorspellingen voor aande-
lenportefeuilles laten we zien dat er een continuum aan nulhypotheses op te stellen is, en de
nieuwe testen daardoor toepasselijk zijn. De testen presteren ook goed in relatie tot andere
testmethoden.
In Hoofdstuk 4 bekijk ik samen met Dick van Dijk en Erik Kole hoe de aanwezigheid
van schattingsfouten het evalueren van ES voorspellingen kan beı¨nvloeden. Met schattings-
fouten bedoelen we de afwijking tussen de populatieparameters van het voorspelmodel en de
geschatte parameters. We doen dit door schattingseffecten te kwantificeren voor een scala
aan recent geı¨ntroduceerde ES testen. Daarnaast vergelijken we de testen met concurrerende
testen waarvoor dit al eerder is gedaan. In een similatiestudie laten we zien dat de oncondi-
tionele testen competitief zijn, maar dat nieuwe conditionele testen, waarbij we kijken naar
bepaalde interacties van ES voorspellingen met het verleden, vaak onbetrouwbaar zijn en
niet gebruikt zouden moeten worden.
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