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Abstract
A nonlinear calculus of variations problem on time scales with variable endpoints is considered.
The space of functions employed is that of piecewise rd-continuously ∆-differentiable functions
(C1prd). For this problem, the Euler–Lagrange equation, the transversality condition, and the accessory
problem are derived as necessary conditions for weak local optimality. Assuming the coercivity of
the second variation, a corresponding second order sufficiency criterion is established.
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1. Introduction
A time scale T is any nonempty closed subset of R. A calculus on time scales and
the theory of dynamic equations on time scales attracted a considerable attention of many
researchers in the recent years, see [7,8] and references therein. In particular, T = R and
T= Z are examples of time scales corresponding to differential and difference equations,
respectively. The purpose of this paper is to establish fundamental results in the calculus of
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the second variations of a nonlinear calculus of variations problem, the Euler–Lagrange
equation, the transversality condition, and the necessary and sufficient weak local opti-
mality conditions in terms of the second variation. We allow the solutions to be piecewise
rd-continuous. Hence, these results generalize and unify the corresponding ones in the clas-
sical continuous-time and discrete-time calculus of variations, as well as they provide new
results for many other time scales.
Let T be a bounded time scale. Let a := minT and b := maxT. We use the notation
T := [a, b], the time scale interval. The time scales calculus of variations problem under
consideration has the form
minimize F(y) :=K(y(a), y(b))+
b∫
a
L
(
t, yσ (t), y∆(t)
)
∆t (P)
over all y ∈C1prd (piecewise rd-continuously∆-differentiable functions) satisfying the gen-
eral boundary condition
ϕ
(
y(a), y(b)
)= 0, (1)
where K :Rn×Rn →R, L : [a,ρ(b)]×Rn×Rn →R, and ϕ :Rn×Rn →Rr with r  n.
A function y ∈C1prd is said to be admissible if it satisfies constraint (1).
We refer to the next section for the precise definitions of the above mentioned time
scales notions and quantities, as well as for the precise regularity assumptions on the data.
To a reader who is not familiar with the calculus on time scales we note that, when T=R,
then f∆(t) = f ′(t) is the usual derivative, f σ (t) = f (t), and ∫ b
a
f (t)∆t = ∫ b
a
f (t) dt is
the usual integral, while when T= Z, then f ∆(t)=∆f (t)= f (t + 1)− f (t) is the usual
forward difference, f σ (t)= f (t + 1) is the forward shift, and ∫ b
a
f (t)∆t =∑b−1t=a f (t) is
the usual (oriented) sum.
In the classical continuous-time calculus of variations, first and second order optimality
conditions for (P) were intensively studied in the literature, see, e.g., [9,14,16,22,23].These
results are in terms of the Euler–Lagrange equation, the transversality condition, and the
accessory problem. In the discrete-time setting, results parallel to those in the continuous-
time setting were obtained for (P), see, e.g., [5,18–20] and references therein.
For the problem (P) over a general time scale interval [a, b], the Euler–Lagrange equa-
tion was stated in [2–4] and the second variation was obtained in [1,3]. However, these
results are for the case when the endpoints of y are fixed and/or y itself is rd-continuously
∆-differentiable (C1rd). On the other hand, several problems for this general setting remain
open. This includes deriving for the variable endpoints setting and/or for piecewise C1rd
admissible functions, the transversality condition, the accessory problem, and the corre-
sponding sufficiency criterion for the optimality. The aim of this paper is to answer these
open problems.
The main results of this paper are summarized in the following. In Theorem 1, we prove
necessary conditions for the weak local optimality of an admissible yˆ. That is, under certain
assumptions, the weak local optimality of yˆ in (P) implies that yˆ satisfies the corresponding
Euler–Lagrange equation, the transversality condition, the first variation at yˆ is zero, and
the second variation at yˆ is nonnegative. Conversely, we show in Theorem 2 that if an
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the second variation at yˆ is coercive, then yˆ is a strict weak local minimum in (P).
2. Preliminary results
In this section we introduce and derive basic results that will be needed for the rest of
the paper.
Let T be any time scale. The forward jump operator σ :T→ T is defined by σ(t) :=
inf{s ∈ T | s > t} (together with inf∅ := supT). The backward jump operator ρ :T→ T is
defined by ρ(t) := sup{s ∈ T | s < t} (together with sup∅ := infT). A point t ∈ T is right-
dense, left-dense, right-scattered, left-scattered if σ(t) = t , ρ(t) = t , σ(t) > t , ρ(t) < t ,
respectively. A point t ∈ T is dense if it is either left-dense or right-dense. The graininess
function µ is defined by µ(t) := σ(t) − t . The set Tκ is defined as T without the left-
scattered maximum of T (in case this maximum exists).
A function f on T (with values in a Banach space) is regulated if the right-hand limit
f (t+) exists (finite) at all right-dense points t ∈ T and the left-hand limit f (t−) exists
(finite) at all left-dense points t ∈ T. A function f is rd-continuous (we write f ∈ Crd) if it
is regulated and if it is continuous at all right-dense points t ∈ T. A function f is piecewise
rd-continuous (we write f ∈ Cprd) if it is regulated and if it is rd-continuous at all, except
possibly at finitely many, right-dense points t ∈ T. It is a known fact that a composition of a
continuous function g with f ∈ Crd (f ∈ Cprd) is rd-continuous (piecewise rd-continuous),
i.e., g ◦ f ∈Crd (g ◦ f ∈Cprd).
We shall denote by f σ and f ρ the compositions f ◦ σ and f ◦ ρ of a function f with
σ and ρ, respectively.
The time scales ∆-derivative of a function f was introduced by Hilger in [17] and is
defined by
f ∆(t) := lim
s→t
f (σ (t))− f (s)
σ (t)− s , where s→ t, s ∈ T \
{
σ(t)
}
.
When t = maxT exists and is left-scattered, then f∆(t) is not well defined. A function
f is rd-continuously ∆-differentiable (we write f ∈ C1rd) if f ∆(t) exists for all t ∈ Tκ
and f ∆ ∈ Crd. A continuous function f is piecewise rd-continuously differentiable (we
write f ∈ C1prd) if f is continuous and f ∆ exists, except possibly at finitely many, t ∈ Tκ
and f ∆ ∈ Cprd. Note that if f ∈C1prd then the points ti where f ∆(ti) does not exist (but we
know that f ∆(ti+) and f ∆(ti−) exist since f∆ is regulated) are necessarily left-dense and
right-dense at the same time. This is a consequence of the fact that any continuous function
f at a right-scattered point t has the time scale derivative f∆(t) = [f σ (t)− f (t)]/µ(t);
see [17, Theorem 2.5].
The following convention is adopted throughout the paper. If y ∈ C1prd, then at the points
t where y∆(t) does not exist (but we know that the one sided limits exist), the notation
y∆(t) stands for y∆(t+) and y∆(t−) instead.
For c, d ∈ T, the time scales integral is denoted by ∫ dc f (t)∆t and is defined as the
Cauchy integral associated with the ∆-differentiation. It is known [7, Theorem 1.74] that
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be called ∆-integrable on [c, d] if ∫ d
c
f (t)∆t exists (finite).
Let T := [a, b]. Then σ(b) = inf∅ = b and ρ(a) = sup∅ = a. Let yˆ be admissible
for (P). For ε > 0, define the ε-tube about the function (yˆσ , yˆ∆) as
Tε(yˆ
σ , yˆ∆) := {(t, y, v) ∈ [a,ρ(b)]×Rn ×Rn such that∣∣(y − yˆσ (t), v − yˆ∆(t))∣∣< ε},
where | · | is the Euclidean norm. For y ∈ C1prd, the notation y ∈ Tε(yˆσ , yˆ∆) means that
(t, yσ (t), y∆(t)) ∈ Tε(yˆσ , yˆ∆) for all t ∈ [a,ρ(b)]. The ε-ball about the vector yˆ(t) is the
set
Bε
(
yˆ(t)
) := {y ∈Rn such that ∣∣y − yˆ(t)∣∣< ε}.
Note that y ∈ Tε(yˆσ , yˆ∆) also yields that y(a) ∈ Bε(1+µ(a))(yˆ(a)).
The norm in C1prd is defined as
‖y‖C1prd := supt∈[a,ρ(b)]
∣∣(yσ (t), y∆(t))∣∣.
Observe that the supremum in the above norm definition cannot be replaced by maximum,
since an rd-continuous function on a closed and bounded interval does not need to attain
its maximum (or minimum); see, e.g., [7, Remark 1.66].
Let yˆ be admissible for (P). We say that yˆ is a weak local minimum for (P) if there exists
ε0 > 0 such that F(y) F(yˆ) for all admissible y ∈ Tε0(yˆσ , yˆ∆), or equivalently, for all
y ∈C1prd such that ‖y − yˆ‖C1prd < ε0.
The following definition is the time scales extension of a special case of a notion in [21,
p. 22].
Definition 1. Let g : [a, b]×(−λ¯, λ¯)→R. We say that g(t, ·) is continuous in λ0 uniformly
in t if for every ε > 0 there exists δ > 0 such that |λ−λ0|< δ implies |g(t, λ)−g(t, λ0)|<
ε for all t ∈ [a, b]. Furthermore, we say that g(t, λ0) is differentiable at λ0 uniformly in t
if for every ε > 0 there exists δ > 0 such that 0 < |λ− λ0|< δ implies∣∣∣∣g(t, λ)− g(t, λ0)λ− λ0 − gλ(t, λ0)
∣∣∣∣< ε (2)
for all t ∈ [a, b].
Note that if g(t, ·) is differentiable at λ0 uniformly in t , then it is continuous at λ0
uniformly in t .
Lemma 1. Assume that g(t, ·) is differentiable at λ0 uniformly in t in [a, b] and that
G(λ) := ∫ ba g(t, λ)∆t , for λ near λ0, and ∫ ba gλ(t, λ0)∆t exist. Then G(λ) is differentiable
at λ0 with G′(λ0)=
∫ b
gλ(t, λ0)∆t .a
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in t , there exists δ > 0 such that for all t ∈ [a, b] and for 0 < |λ− λ0|< δ we have∣∣∣∣g(t, λ)− g(t, λ0)λ− λ0 − gλ(t, λ0)
∣∣∣∣< εb− a .
Consequently, for 0 < |λ− λ0|< δ,
∣∣∣∣G(λ)−G(λ0)λ− λ0 −G′(λ0)
∣∣∣∣=
∣∣∣∣∣
∫ b
a
g(t, λ)∆t − ∫ b
a
g(t, λ0)∆t
λ− λ0 −
b∫
a
gλ(t, λ0)∆t
∣∣∣∣∣

b∫
a
∣∣∣∣g(t, λ)− g(t, λ0)λ− λ0 − gλ(t, λ0)
∣∣∣∣∆t < εb− a
b∫
a
∆t = ε
b− a (b− a)= ε.
Hence, G(·) is differentiable at λ0 and G′(λ0)=
∫ b
a gλ(t, λ0)∆t . ✷
3. Admissible families
In this section we show that the set of functions η ∈C1prd that belong to the tangent space
to (1) at (yˆ(a), yˆ(b)) is the set of admissible directions. Define
M := ∇ϕ(yˆ(a), yˆ(b))∈Rr×2n, (3)
Ω :=MT (MMT )−1
(
η(a)
η(b)
)T
∇2ϕT (yˆ(a), yˆ(b))(η(a)
η(b)
)
∈R2n×1, (4)
and denote by I the n× n identity matrix.
Lemma 2. Let yˆ be admissible for (P). Assume that ϕ ∈ C2 on Bε1(yˆ(a), yˆ(b)) and that
the matrix M is of full rank. Then for any η ∈ C1prd with M
( η(a)
η(b)
)= 0, there exist λ¯ > 0 and
a family {y(· , λ)} of admissible functions for (P) such that y(t, ·), y∆(t, ·) ∈ C2 uniformly
in t for all λ ∈ (−λ¯, λ¯). Furthermore,
y(t,0)= yˆ(t), ∂y
∂λ
(t,0)= η(t),
∂2y
∂λ2
(t,0)=−
(
b− t
b− a I,
t − a
b− a I
)
Ω (5)
for all t ∈ [a, b], and
y∆(t,0)= yˆ∆(t), ∂y
∆
∂λ
(t,0)= η∆(t),
∂2y∆
∂λ2
(t,0)=
(
1
b− a I,
−1
b− a I
)
Ω (6)
for all t ∈ [a,ρ(b)].
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M
( η(a)
η(b)
)= 0. For t ∈ [a, b], λ ∈R, and α ∈Rr we set
y(t)= y(t;λ,α) := yˆ(t)+ λη(t)+
(
b− t
b− a I,
t − a
b− a I
)
MT α.
Then y ∈C1prd for all λ ∈R and α ∈Rr . Further, put
F(λ,α) := ϕ(y(a;λ,α), y(b;λ,α))
= ϕ(yˆ(a)+ λη(a)+ (I,0)MT α, yˆ(b)+ λη(b)+ (0, I )MT α).
Then F(0,0) = ϕ(yˆ(a), yˆ(b)) = 0, F(λ, ·) ∈ C2, and ∂F
∂α
(0,0) = ∇ϕ(yˆ(a), yˆ(b))MT =
MMT is invertible. Hence, by the implicit function theorem, there exists λ¯ > 0 and
a function α(·) : (−λ¯, λ¯) → Rr , α(·) ∈ C2, such that α(0) = 0, F(λ,α(λ)) = 0, and
∂F
∂λ
(λ,α(λ))+ ∂F
∂α
(λ,α(λ))α˙(λ)= 0 for all λ ∈ (−λ¯, λ¯), i.e.,
ϕ
(
yˆ(a)+ λη(a)+ (I,0)MT α(λ), yˆ(b)+ λη(b)+ (0, I )MT α(λ))= 0, (7)
∇ϕ(yˆ(a)+ λη(a)+ (I,0)MT α(λ), yˆ(b)+ λη(b)+ (0, I )MT α(λ))
×
{(
η(a)
η(b)
)
+MT α˙(λ)
}
= 0 (8)
for all λ ∈ (−λ¯, λ¯). When λ = 0, Eq. (8) yields MMT α˙(0)= 0, which implies α˙(0)= 0,
since MMT is invertible. Differentiate now Eq. (8) with respect to λ and evaluate at λ= 0
to get{(
η(a)
η(b)
)
+MT α˙(0)
}T
∇2ϕT (yˆ(a), yˆ(b)){(η(a)
η(b)
)
+MT α˙(0)
}
+MMT α¨(0)= 0.
Now use the invertibility of MMT and α˙(0)= 0 to get
α¨(0)=−(MMT )−1
(
η(a)
η(b)
)T
∇2ϕT (yˆ(a), yˆ(b))(η(a)
η(b)
)
. (9)
Thus, if we now set for t ∈ [a, b] and λ ∈ (−λ¯, λ¯),
y(t, λ) := yˆ(t)+ λη(t)+
(
b− t
b− a I,
t − a
b− a I
)
MT α(λ), (10)
then y(· , λ) ∈ C1prd, y(t, ·), y∆(t, ·) ∈ C2 with continuous second derivatives uniformly
in t , ϕ(y(a,λ), y(b,λ))= 0 by (7), and
∂y
∂λ
(t, λ)= η(t)+
(
b− t
b− a I,
t − a
b− a I
)
MT α˙(λ),
∂2y
∂λ2
(t, λ)=
(
b− t
b− a I,
t − a
b− a I
)
MT α¨(λ).
Upon taking λ = 0 in the two above formulas and using α˙(0) = 0 and (9), we obtain (5)
and (6). This proves the results of this lemma. ✷
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yσ (t,0)= yˆσ (t), ∂y
σ
∂λ
(t,0)= ησ (t),
∂2yσ
∂λ2
(t,0)=−
(
b− σ(t)
b− a I,
σ (t)− a
b− a I
)
Ω
for all t ∈ [a,ρ(b)]. These formulas will also be recalled in the subsequent calculations.
(ii) Formula (10) defining the family {y(t, λ)} shows that the set of points where
y∆(t, λ) does not exist is independent of λ. More precisely, for all λ ∈ (−λ¯, λ¯), y∆(t, λ)
exists except at those {t1, . . . , tm} where yˆ∆(t) or η∆(t) do not exist.
4. Hypotheses on the data
If yˆ is a fixed admissible function, then for a real-valued function F on Tε1(yˆσ , yˆ∆)
we abbreviate Fˆ (t) := F(t, yˆσ (t), yˆ∆(t)). Similarly, we use this notation for the partial
derivatives Fˆy(t), Fˆv(t), Fˆyy(t), Fˆyv(t), Fˆvv(t), for the gradient ∇(y,v)Fˆ (t), and for the
Hessian matrix ∇2(y,v)Fˆ (t).
Definition 2. A function F(t, · , ·) is continuous, respectively, differentiable at a function
(yˆσ , yˆ∆) uniformly in t if for every ε > 0 there exists δ > 0 such that for all t ∈ [a,ρ(b)],
0 < |(y, v)− (yˆσ (t), yˆ∆(t))|< δ we have∣∣F(t, y, v)− Fˆ (t)∣∣< ε,
respectively,∣∣F(t, y, v)− Fˆ (t)−∇(y,v)Fˆ (t)( y−yˆσ (t)v−yˆ∆(t))∣∣
|(y − yˆσ (t), v − yˆ∆(t))| < ε.
Remark 2. If ∇(y,v)F (t, · , ·) is continuous at (yˆσ , yˆ∆) uniformly in t , then F(t, · , ·) is
differentiable at (yˆσ , yˆ∆) uniformly in t .
Lemma 3. Let yˆ be admissible. Assume that F(t, · , ·) is continuous at (yˆσ , yˆ∆) uniformly
in t and that F(· , y, v) is rd-continuous. Then Fˆ (·) ∈ Cprd.
Proof. Let T := {t1, . . . , tm} ⊆ [a, b] be the set of points where yˆ∆(t) does not exist. First
take any right-dense point t0 ∈ T . Let ε > 0 be arbitrary. We need to show that there exists
δ > 0 such that |t − t0|< δ implies |Fˆ (t)− Fˆ (t0)|< ε.
By the continuity of F(t, · , ·) uniformly in t , there exists δ1 > 0 such that, for all t ∈
[a,ρ(b)], |(y, v)− (yˆσ (t), yˆ∆(t))|< δ1 implies |F(t, y, v)− Fˆ (t)|< ε/2.
Since (yˆσ (·), yˆ∆(·)) is continuous at t0, there exists δ2 > 0 such that |t− t0|< δ2 implies
|(yˆσ (t), yˆ∆(t))− (yˆσ (t0), yˆ∆(t0))|< δ1.
Since F(· , yˆσ (t0), yˆ∆(t0)) is (rd-)continuous, then there exists δ < δ2 such that |t −
t0|< δ implies |F(t, yˆσ (t0), yˆ∆(t0))− Fˆ (t0)|< ε/2.
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 ε/2+ ε/2 = ε.
Finally, if t0 is left-dense, we can use the same calculations as above with t0− instead
of t0. This shows that Fˆ (t0−) exists and hence, Fˆ (·) ∈ Cprd. ✷
In this paper we will need the following assumptions regarding the regularity of the data
in problem (P).
(A1) There exists ε1 > 0 such that K(·) and ϕ(·) are C1 on Bε1(yˆ(a), yˆ(b)), L(t, · , ·)
is differentiable in (y, v) on Tε1(yˆσ , yˆ∆), and L(t, · , ·) and ∇(y,v)L(t, · , ·) are
continuous at (yˆσ , yˆ∆) uniformly in t and rd-continuous in t . The functions
L(·, yσ (·), y∆(·)) and ∇(y,v)L(· , yσ (·), y∆(·)) are ∆-integrable on [a, b] for any
y ∈ Tε1(yˆσ , yˆ∆), y ∈ C1prd.
(A2) There exists ε1 > 0 such that K(·) and ϕ(·) are C2 on Bε1(yˆ(a), yˆ(b)), L(t, · , ·)
is twice differentiable in (y, v) on Tε1(yˆσ , yˆ∆), and L(t, · , ·) and its partial deriv-
atives up to the second order are continuous at (yˆσ , yˆ∆) uniformly in t and
rd-continuous in t . The functions L(· , yσ (·), y∆(·)), ∇(y,v)L(· , yσ (·), y∆(·)), and
∇2(y,v)L(· , yσ (·), y∆(·)) are∆-integrable on [a, b] for any y ∈ Tε1(yˆσ , yˆ∆), y ∈ C1prd.
Remark 3. Assumption (A2) implies that L(t, · , ·) is twice continuously differentiable at
(yˆσ , yˆ∆) uniformly in t .
Remark 4. By Lemma 3, the uniform continuity assumption in (A1) and (A2) implies that
Lˆ(·), ∇(y,v)Lˆ(·), and ∇2(y,v)Lˆ(·) are in Cprd. However, this conclusion does not necessarily
hold for L, ∇(y,v)L, and ∇2(y,v)L evaluated at any y ∈ Tε1(yˆσ , yˆ∆) with y ∈ C1prd.
Lemma 4. Assume L(t, · , ·) satisfies assumption (A1). Let η ∈C1prd with M
( η(a)
η(b)
)= 0 and
{y(· , λ)}, λ ∈ (−λ¯, λ¯), be a family of C1prd-functions obtained from Lemma 2. Then thefunction
g(t, λ) := L(t, yσ (t, λ), y∆(t, λ)), (11)
λ ∈ (−λ¯, λ¯), is differentiable at λ0 = 0 uniformly in t . Furthermore, the function G(λ) :=∫ b
a
g(t, λ)∆t is differentiable at λ0 = 0 with
G′(0)=
b∫
a
∇(y,v)Lˆ(t)
(
ησ (t)
η∆(t)
)
∆t. (12)
Proof. Let η ∈ C1prd be arbitrary and g(t, λ) be defined by (11). By the properties of y(t, ·)
we have gλ(t,0) = ∇(y,v)Lˆ(t)
( ησ (t)
η∆(t)
)
for all t ∈ [a,ρ(b)]. Now we show that g(t, λ) is
differentiable at λ0 = 0 uniformly in t . Since, by Lemma 3, ∇(y,v)Lˆ(t) is bounded over
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trary. The differentiability of L(t, · , ·) at (yˆσ , yˆ∆) uniformly in t yields that there exists
δ¯ > 0 such that for all t ∈ [a,ρ(b)] and 0 < |(y, v)− (yˆσ (t), yˆ∆(t))|< δ¯ we have∣∣L(t, y, v)− Lˆ(t)−∇(y,v)Lˆ(t) ( y−yˆσ (t)v−yˆ∆(t))∣∣
|(y − yˆσ (t), v − yˆ∆(t))| <
ε
2 ‖η‖C1prd + ε/C
. (13)
Since y(t, ·) and y∆(t, ·) are differentiable at λ0 = 0 uniformly in t , then there exists λ1 > 0
such that for all t ∈ [a,ρ(b)] and 0 < |λ|< λ1 we have∣∣∣∣
(
yσ (t, λ)− yˆσ (t)
λ
− ησ (t), y
∆(t, λ)− yˆ∆(t)
λ
− η∆(t)
)∣∣∣∣< ε2C , (14)
which yields∣∣∣∣
(
yσ (t, λ)− yˆσ (t)
λ
,
y∆(t, λ)− yˆ∆(t)
λ
)∣∣∣∣< ε2C + ‖η‖C1prd . (15)
By the continuity of {yσ (t, ·), y∆(t, ·)} at λ0 = 0 uniformly in t , there exists δ > 0, δ < λ1,
such that for all t ∈ [a,ρ(b)] and |λ|< δ,∣∣(yσ (t, λ)− yˆσ (t), y∆(t, λ)− yˆ∆(t))∣∣< δ¯. (16)
Now, by using (13)–(16), we have for 0 < |λ|< δ∣∣∣∣g(t, λ)− g(t,0)λ − gλ(t,0)
∣∣∣∣

∣∣L(t, yσ (t, λ), y∆(t, λ))− Lˆ(t)−∇(y,v)Lˆ(t)( yσ (t,λ)−yˆσ (t)y∆(t,λ)−yˆ∆(t))∣∣
|(yσ (t, λ)− yˆσ (t), y∆(t, λ)− yˆ∆(t))|
× |(y
σ (t, λ)− yˆσ (t), y∆(t, λ)− yˆ∆(t))|
|λ|
+ ∣∣∇(y,v)Lˆ(t)∣∣
∣∣∣∣
(
yσ (t, λ)− yˆσ (t)
λ
− ησ (t), y
∆(t, λ)− yˆ∆(t)
λ
− η∆(t)
)∣∣∣∣
<
ε
2 ‖η‖C1prd + ε/C
(
ε
2C
+ ‖η‖C1prd
)
+C ε
2C
= ε/2+ ε/2 = ε.
Therefore, g(t, ·) is differentiable at λ0 = 0 uniformly in t . From (A1) we know that the
integrals G(λ) and
∫ b
a
gλ(t,0)∆t exist. The formula for G′(0) follows from Lemma 1,
namely (12) holds. This lemma is now proven. ✷
For practical purposes, next we present below more verifiable conditions which guaran-
tee that the assumptions (A1) and (A2) hold.
Definition 3. Let F : [a,ρ(b)] ×Rn ×Rn →R be a function and let yˆ be admissible. We
write F ∈ Crd × C × C on Tε1(yˆσ , yˆ∆) and say that F is Crd × C × C-continuous on
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σ , yˆ∆) if for any (t0, y0, v0) ∈ Tε1(yˆσ , yˆ∆) and any ε > 0 there exists δ > 0 such that
0 < |(t − t0, y − y0, v − v0)|< δ implies∣∣F(t, y, v)− F(t0, y0, v0)∣∣< ε. (17)
When the point t0 is left-dense and right-scattered at the same time, then replace t0 in (17)
by t0− (the left-hand limit).
Remark 5. In other words, F ∈ Crd × C × C on Tε1(yˆσ , yˆ∆) means that F is continuous
at any point (t0, y0, v0) ∈ Tε1(yˆσ , yˆ∆) when t0 is right-dense, and that F is jointly regu-
lated, that is, limn→∞ F(tn, yn, vn) exists (finite) whenever tn → t0− or tn → t0+, and
(yn, vn)→ (y0, v0).
Proposition 1. Let yˆ be admissible and assume that F ∈ Crd×C×C on Tε1(yˆσ , yˆ∆). Then
F(· , yσ (·), y∆(·)) ∈ Cprd for any y ∈ Tε1(yˆσ , yˆ∆) and hence, it is ∆-integrable on [a, b].
Proof. Let y ∈ Tε1(yˆσ , yˆ∆), y ∈C1prd, be arbitrary but fixed. Let T := {t1, . . . , tm} ⊆ [a, b]
be the set of points where y∆(t) does not exist. First take any right-dense point t0 /∈ T . Let
ε > 0 be arbitrary. We need to show that there exists δ > 0 such that |t − t0|< δ implies∣∣F (t, yσ (t), y∆(t))− F (t0, yσ (t0), y∆(t0))∣∣< ε. (18)
Since F ∈ Crd ×C×C, there exists δ1 > 0 such that |(t− t0, y−yσ (t0), v−y∆(t0))|<
δ1 implies |F(t, y, v)− F(t, yσ (t), y∆(t))|< ε.
The continuity of (yσ (·), y∆(·)) at t0 yields that there exists δ > 0, δ < δ1, such that
|t − t0| < δ implies |(t, yσ (t), y∆(t))− (t0, yσ (t0), y∆(t0))|< δ1. Hence, for |t − t0|< δ
we have that (18) holds.
If t0 is left-dense, we can use the same calculations as above with t0− instead of t0 to
show that Fˆ (t0−) exists.
Finally, if t0 ∈ T (and this implies that t0 is left-dense and right-dense) and tn → t0±,
then (yσ (tn), y∆(tn))→ (yσ (t0), y∆(t0±)). Hence, since F is jointly regulated, we get that
F(tn, y
σ (tn), y
∆(tn))→ F(t0±, yσ (t0), y∆(t0±)) and, hence, F(· , yσ (·), y∆(·)) is regu-
lated. This proves that F(· , yσ (·), y∆(·)) ∈ Cprd. ✷
Proposition 2. Let yˆ be admissible and assume that F ∈ Crd × C × C on Tε1(yˆσ , yˆ∆).
Then F(t, · , ·) is continuous at (yˆσ , yˆ∆) uniformly in t .
Proof. Let ε > 0 be fixed. We need to show that there exists δ > 0 such that, for all t ∈
[a,ρ(b)], |(y, v)− (yˆσ (t), yˆ∆(t))|< δ implies |F(t, y, v)− Fˆ (t)|< ε.
Since F ∈ Crd × C × C, for each right-dense or isolated (i.e., left-scattered and right-
scattered) point t0 ∈ [a,ρ(b)] there exists δ(t0) > 0 such that |(t − t0, y − yˆσ (t0), v −
yˆ∆(t0))|< δ(t0) implies∣∣F(t, y, v)− Fˆ (t0)∣∣< ε. (19)
If t0 is left-dense and right-scattered, then there exists δ(t0) > 0 such that t < t0 and
|(t − t0, y − yˆσ (t0), v − yˆ∆(t0))|< δ(t0) imply∣∣F(t, y, v)− F (t0±, yˆσ (t0), yˆ∆(t0±))∣∣< ε.
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[a,ρ(b)]. Hence, with δ := min{δ1, . . . , δs} we have that, for all t ∈ [a,ρ(b)], |(y, v) −
(yˆσ (t), yˆ∆(t))|< δ implies that (19) holds. ✷
The above results imply the following.
Corollary 1. Let yˆ be admissible.
(i) If L and ∇(y,v)L are in Crd×C×C on Tε1(yˆσ , yˆ∆), then all the assumptions involving
L in (A1) hold.
(ii) If L, ∇(y,v)L, and∇2(y,v)L are in Crd×C×C on Tε1(yˆσ , yˆ∆), then all the assumptions
involving L in (A2) hold.
5. Necessary optimality conditions
In this section we derive first and second order necessary conditions for the optimality
in (P).
Let η ∈ C1prd with M
( η(a)
η(b)
)= 0. The first variation of F(y) in the direction η is defined
to be the functional
F ′(yˆ;η) := ∇K(yˆ(a), yˆ(b))(η(a)
η(b)
)
+
b∫
a
{
Lˆy(t) η
σ (t)+ Lˆv(t)η∆(t)
}
∆t.
Lemma 5. Let yˆ be admissible and assume (A1). If yˆ is a weak local minimum for (P),
then F ′(yˆ;η)= 0 for all η ∈ C1prd with M
( η(a)
η(b)
)= 0.
Proof. Let η ∈ C1prd with M
( η(a)
η(b)
) = 0 be fixed. By Lemma 2, there exist λ¯ > 0 and, for
λ ∈ (−λ¯, λ¯), a family {y(· , λ)} of admissible functions such that y(t, ·) and y∆(t, ·) are
differentiable at λ0 = 0 uniformly in t and (5) and (6) hold. Define
Φ(λ) :=K(y(a,λ), y(b,λ))+
b∫
a
L
(
t, yσ (t, λ), y∆(t, λ)
)
∆t. (20)
From assumption (A1) and Lemmas 1 and 4 we have that Φ(λ) is differentiable at λ0 = 0.
It follows that Φ(λ) has a minimum over (−λ¯, λ¯) at λ0 = 0 and Φ ′(0) = 0. Now use
Lemma 4 to obtain
Φ ′(0)=∇K(y(a,0), y(b,0))( ∂y∂λ (a,0)
∂y
∂λ
(b,0)
)
+
b∫ {
Ly
(
t, yσ (t,0), y∆(t,0)
)∂yσ
∂λ
(t,0)
a
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(
t, yσ (t,0), y∆(t,0)
)∂y∆
∂λ
(t,0)
}
∆t
=F ′(yˆ;η).
Thus, F ′(yˆ;η)= 0 for all η ∈C1prd with M
( η(a)
η(b)
)= 0. ✷
The following is a preparatory result to derive the Euler–Lagrange equation for (P).
Lemma 6. Let yˆ be admissible and assume (A1). Then for all η ∈ C1prd and all c ∈Rn,
F ′(yˆ;η)=
{
∇K(yˆ(a), yˆ(b))+
(
−cT ,
b∫
a
Lˆy(t)∆t + cT
)}(
η(a)
η(b)
)
+
b∫
a
z∆(t)η∆(t)∆t,
where z(t) satisfies
z∆(t)= Lˆv(t)−
t∫
a
Lˆy(τ )∆τ − cT (21)
and z(a)= 0. Moreover, for the vector c defined by
cT := 1
b− a
b∫
a
{
Lˆv(t)−
t∫
a
Lˆy(τ )∆τ
}
∆t (22)
we have that z(b)= 0.
Proof. Let η ∈ C1prd be fixed and take any c ∈Rn. From (21) we have
z(t)=
t∫
a
{
Lˆv(τ )−
τ∫
a
Lˆy(s)∆s
}
∆τ − cT (t − a). (23)
Then the integration by parts formula
∫ b
a
u∆vσ = uv|ba−
∫ b
a
uv∆, where u= ∫ t
a
Lˆy(τ )∆τ+
cT and v = η(t), yields
F ′(yˆ;η)=∇K(yˆ(a), yˆ(b))(η(a)
η(b)
)
+
b∫
a
{
Lˆy(t)η
σ (t)+ Lˆv(t)η∆(t)
}
∆t
=∇K(yˆ(a), yˆ(b))(η(a)
η(b)
)
+
{ t∫
Lˆy(τ )∆τ + cT
}
η(t)
∣∣∣∣∣
ba a
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b∫
a
{ t∫
a
Lˆy(τ )∆τ + cT − Lˆv(t)
}
η∆(t)∆t
=
{
∇K(yˆ(a), yˆ(b))+
(
−cT ,
b∫
a
Lˆy(t)∆t + cT
)}(
η(a)
η(b)
)
+
b∫
a
z∆(t)η∆(t)∆t.
Finally, with the vector c defined by (22) we clearly have z(b)= 0. ✷
The second variation at yˆ along η is defined by the quadratic functional
F ′′(yˆ;η) :=
(
η(a)
η(b)
)T
Γ
(
η(a)
η(b)
)
+
b∫
a
{
(ησ )T Pησ + 2(ησ )T Qη∆ + (η∆)T Rη∆}(t)∆t,
where the coefficients are
Γ := ∇2KT (yˆ(a), yˆ(b))+ γ T∇2ϕT (yˆ(a), yˆ(b)), (24)
P(t) := Lˆyy(t), Q(t) := Lˆyv(t), R(t) := Lˆvv(t), (25)
and γ is some vector in Rr specified through the transversality condition (27) below.
First and second order necessary conditions for the optimality in (P) are summarized in
the following theorem, whose proof is given at the end of this section.
Theorem 1 (Necessary optimality conditions). Let yˆ be admissible, assume (A2), and let
M be defined by (3). If yˆ is a weak local minimum for (P), then there exists a vector c ∈Rn
such that the following conditions hold:
(i) for all t ∈ [a,ρ(b)], the Euler–Lagrange equation (integral form)
Lˆv(t)=
t∫
a
Lˆy(τ )∆τ + cT , (26)
(ii) for some vector γ ∈Rr , the transversality condition(
Lˆv(a),−Lˆv(b)
)=∇K(yˆ(a), yˆ(b))+ γ TM, (27)
(iii) the second variation F ′′(yˆ; ·) is nonnegative, i.e., F ′′(yˆ;η) 0 for all η ∈ C1prd with
M
( η(a)
η(b)
)= 0.
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usual “differentiated form” of the Euler–Lagrange dynamic equation
L∆v
(
t, yˆσ (t), yˆ∆(t)
)= Ly(t, yˆσ (t), yˆ∆(t)).
Recall that one has to replace y∆(t) by y∆(t+) and y∆(t−) in the above equation at
(finitely many left-dense and right-dense) points t where y∆(t) does not exist.
Remark 7. Since MMT is invertible, define the associated n × n projection M and the
projected matrix Γˆ by
M :=MT (MMT )−1M, Γˆ := (I −M)Γ (I −M). (28)
Then it easily follows that M
( η(a)
η(b)
) = 0 if and only if M( η(a)
η(b)
) = 0. Moreover, for( η(a)
η(b)
) ∈ KerM = KerM we then have ( η(a)
η(b)
) = (I −M)( η(a)
η(b)
)
, i.e.,
( η(a)
η(b)
)T
Γ
( η(a)
η(b)
) =( η(a)
η(b)
)T
Γˆ
( η(a)
η(b)
)
. Hence, without loss of generality, the boundary conditions for η can take
the form M( η(a)
η(b)
) = 0 and the matrix Γ in the quadratic functional F ′′(yˆ; ·) can be re-
placed by Γˆ .
Corollary 2. Assume (A1) and let an admissible yˆ satisfy conditions (i) and (ii) of Theo-
rem 1. Then
F ′(yˆ; ξ)=−γ TM
(
ξ(a)
ξ(b)
)
(29)
for all ξ ∈C1prd.
Proof. By using (26), we have in Lemma 6 that z∆(t)≡ 0, cT = Lˆv(a), and
∫ b
a Lˆv(t)∆t+
cT = Lˆv(b). Hence,
F ′(yˆ; ξ)= {∇K(yˆ(a), yˆ(b))+ (−Lˆv(a), Lˆv(b))}
(
ξ(a)
ξ(b)
)
.
Now use (27) to get (29). ✷
Now we are ready to prove the necessary optimality conditions in Theorem 1.
Proof of Theorem 1. Let yˆ be a weak local minimum for (P).
(i) By Lemma 5, F ′(yˆ;η) = 0 for all η ∈ C1prd with M
( η(a)
η(b)
) = 0. In particular, with
η(t) := zT (t), where z(t) is defined by (23) with cT as in (22), we have F ′(yˆ; zT ) = 0.
Hence, by using Lemma 6,
0 =F ′(yˆ; zT )
=
{
∇K(yˆ(a), yˆ(b))+
(
−cT ,
b∫
Lˆy(t)∆t + cT
)}(
zT (a)
zT (b)
)
+
b∫ ∣∣z∆(t)∣∣2∆t
a a
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b∫
a
∣∣z∆(t)∣∣2∆t.
Thus, z∆(t)≡ 0 on [a,ρ(b)], i.e., yˆ satisfies the Euler–Lagrange equation (26).
(ii) From part (i) we have Lˆv(a) = cT , Lˆv(b) =
∫ b
a
Lˆy(t)∆t + cT , and z∆(t) ≡ 0
on [a,ρ(b)]. Thus, Lemmas 5 and 6 yield
0 =F ′(yˆ;η)= {∇K(yˆ(a), yˆ(b))+ (−Lˆv(a), Lˆv(b))}
(
η(a)
η(b)
)
for all η(a), η(b) such that M
( η(a)
η(b)
)= 0. Therefore,∇K(yˆ(a), yˆ(b))+ (−Lˆv(a), Lˆv(b)) ∈
(KerM)⊥, i.e., there exists a vector γ ∈Rr such that (take −γ for convenience)
∇K(yˆ(a), yˆ(b))+ (−Lˆv(a), Lˆv(b))=−γ TM.
Thus, the transversality condition (27) holds.
(iii) Let η ∈ C1prd with M
( η(a)
η(b)
)= 0 be arbitrary but fixed. Let {y(t, ·)} be the family of
admissible functions corresponding to η from Lemma 2. Since yˆ is a weak local minimum
for (P), then λ0 = 0 is a minimum of the function Φ(λ), defined by (20), over λ ∈ (−λ¯, λ¯).
From (A2) and Lemma 4 applied to gλ(t, λ) instead of g(t, λ) in (11), it follows that Φ ′′(λ)
exists. Hence, Φ ′′(0) 0 and
Φ ′′(λ)=
( ∂y
∂λ
(a,λ)
∂y
∂λ
(b,λ)
)T
∇2KT (y(a,λ), y(b,λ))( ∂y∂λ (a,λ)
∂y
∂λ
(b,λ)
)
+∇K(y(a,λ), y(b,λ))
(
∂2y
∂λ2
(a,λ)
∂2y
∂λ2
(b,λ)
)
+
b∫
a
{( ∂yσ
∂λ
(t, λ)
∂y∆
∂λ
(t, λ)
)T
∇2(y,v)LT
(
t, yσ (t, λ), y∆(t, λ)
)( ∂yσ∂λ (t, λ)
∂y∆
∂λ
(t, λ)
)
+∇(y,v)L
(
t, yσ (t, λ), y∆(t, λ)
)( ∂2yσ
∂λ2
(t, λ)
∂2y∆
∂λ2
(t, λ)
)}
∆t.
Now evaluate at λ= 0 and use the formulas from Lemma 2 and Remark 1(i) to get
Φ ′′(0)=
(
η(a)
η(b)
)T
∇2KT (yˆ(a), yˆ(b))(η(a)
η(b)
)
−∇K(yˆ(a), yˆ(b))Ω
+
b∫
a
(
ησ (t)
η∆(t)
)T
∇2(y,v)LˆT (t)
(
ησ (t)
η∆(t)
)
∆t
+
b∫
a
{
−Lˆy(t)
(
b− σ(t)
b− a I,
σ (t)− a
b− a I
)
+ Lˆv(t)
(
1
I,
−1
I
)}
Ω∆t,b− a b− a
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by the product rule (fg)∆ = f∆gσ + fg∆,
Lˆv(t)
(
1
b− a I,
−1
b− a I
)
− Lˆy(t)
(
b− σ(t)
b− a I,
σ (t)− a
b− a I
)
=−
{
Lˆv(t)
(
b− t
b− a I,
t − a
b− a I
)}∆
.
Moreover, from part (ii) we have that (27) holds. Hence,
Φ ′′(0)=
(
η(a)
η(b)
)T
∇2KT (yˆ(a), yˆ(b))(η(a)
η(b)
)
− {(Lˆv(a),−Lˆv(b))− γ TM}Ω
+
b∫
a
{
(ησ )T Pησ + 2(ησ )T Qη∆ + (η∆)T Rη∆}(t)∆t
−
b∫
a
{
Lˆv(t)
(
b− t
b− a I,
t − a
b− a I
)}∆
Ω∆t
=
(
η(a)
η(b)
)T
Γ
(
η(a)
η(b)
)
+
b∫
a
{
(ησ )T Pησ + 2(ησ )T Qη∆ + (η∆)T Rη∆}(t)∆t
=F ′′(yˆ;η),
where the coefficients P(t), Q(t), R(t), and Γ are defined by (25) and (24). Thus, the
quadratic functionalF ′′(yˆ;η) is indeed the second variation of the problem (P). Moreover,
since Φ ′′(0) 0, we have that F ′′(yˆ;η) 0 for all η ∈ C1prd with M
( η(a)
η(b)
)= 0. The proof
is complete. ✷
6. Sufficient optimality conditions
This section consists of a sufficiency criterion for the optimality in (P). This criterion
states that if an admissible yˆ satisfies the Euler–Lagrange equation and the transversality
condition, and if the second variation at yˆ is “coercive,” then yˆ is a strict weak local min-
imum for (P). This statement generalizes and unifies the corresponding continuous-time
and discrete-time results to arbitrary time scales.
Definition 4 (Coercivity). The second variation F ′′(yˆ; ·) is coercive if there exists α > 0
such that
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{∣∣η(a)∣∣2 + ∣∣η(b)∣∣2 +
b∫
a
∣∣η∆(t)∣∣2∆t
}
(30)
for all η ∈ C1prd with M
( η(a)
η(b)
)= 0.
Theorem 2 (Sufficient optimality conditions). Let yˆ ∈ C1prd be admissible, i.e., ϕ(yˆ(a),
yˆ(b)) = 0, and suppose that (A2) holds. If yˆ satisfies the Euler–Lagrange equation (26)
and, for some γ ∈Rr , the transversality condition (27), and if F ′′(yˆ; ·) is coercive, i.e.,
there exists α > 0 such that (30) holds, then yˆ is a strict weak local minimum for (P). That
is, there exists ε0 > 0 such that for all admissible y ∈ C1prd, i.e., ϕ(y(a), y(b))= 0, with
‖y − yˆ‖C1prd < ε0 we have
F(y)−F(yˆ) α
8
{∣∣y(a)− yˆ(a)∣∣2 + ∣∣y(b)− yˆ(b)∣∣2 +
b∫
a
∣∣y∆(t)− yˆ∆(t)∣∣2∆t
}
.
(31)
The proof of the above theorem will be given after a series of lemmas and concepts.
The first needed result states that from an admissible function y close enough to yˆ one can
construct an admissible direction of the form y¯ − yˆ so that the distance from y¯ to y can be
controlled by the distance between the endpoint values of y and yˆ.
Lemma 7. Let yˆ be admissible and assume (A1). Then for every ε > 0 there exists δ > 0
such that if y is admissible with ‖y − yˆ‖C1prd < δ, then there exists y¯ ∈C
1
prd such that
M
(
y¯(a)− yˆ(a)
y¯(b)− yˆ(b)
)
= 0, (32)
‖y − y¯‖C1prd  ε
∣∣(y(a)− yˆ(a), y(b)− yˆ(b))∣∣. (33)
Proof. Let ε > 0 be arbitrary but fixed. Let yˆ be admissible and satisfies (A1). If M = 0,
then we can take y¯ := y and δ > 0 arbitrary. Thus, we assume in the rest of the proof that
M = 0, i.e., rankM  1. Define
K := √2∥∥MT (MMT )−1∥∥max{1/2,1/(b− a)},
where ‖ · ‖ is any matrix norm. By Taylor’s theorem, there exists δ > 0 such that for all
(w, z) ∈R2n, |(w− yˆ(a), z− yˆ(b))|< δ, ϕ(w, z)= 0, we have
ϕ(w, z)= ϕ(yˆ(a), yˆ(b))+M (w− yˆ(a)
z− yˆ(b)
)
+R(w, z),
where |R(w, z)| ε
K
|(w− yˆ(a), z− yˆ(b))|. Since ϕ(w, z)= 0 and ϕ(yˆ(a), yˆ(b))= 0, we
obtainR(w, z)=−M(w− yˆ(a), z− yˆ(b)).
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consider the function
y˜(t) :=
(
b− t
b− a I,
t − a
b− a I
)
MT (MMT )−1d,
y˜∆(t)=
( −1
b− a I,
1
b− a I
)
MT (MMT )−1d.
Then y˜ ∈C1prd and
M
(
y˜(a)
y˜(b)
)
=M
(
I 0
0 I
)
MT (MMT )−1d = d.
Furthermore,
∣∣(y˜σ (t), y˜∆(t))∣∣ sup
τ∈[a,ρ(b)]
{∣∣∣∣
(
b− σ(τ)
b− a ,
σ (τ )− a
b− a
)∣∣∣∣,
∣∣∣∣
( −1
b− a ,
1
b− a
)∣∣∣∣
}
× ∥∥MT (MMT )−1∥∥|d|
K
∣∣R(y(a), y(b))∣∣ ε∣∣(y(a)− yˆ(a), y(b)− yˆ(b))∣∣.
Set y¯(t) := y(t)+ y˜(t) for all t ∈ [a, b]. Then y¯ ∈C1prd,
M
(
y¯(a)− yˆ(a)
y¯(b)− yˆ(b)
)
=M
(
y(a)− yˆ(a)
y(b)− yˆ(b)
)
+M
(
y˜(a)
y˜(b)
)
=−R(y(a), y(b))+ d = 0,
‖y − y¯‖C1prd = ‖y˜‖C1prd  ε
∣∣(y(a)− yˆ(a), y(b)− yˆ(b))∣∣.
Thus, y¯ satisfies the conclusion of this lemma. ✷
Next we shall derive several useful inequalities.
Lemma 8. For any ξ ∈C1prd we have
∣∣ξ(t)∣∣2  2
{∣∣ξ(a)∣∣2 + (b− a)
b∫
a
∣∣ξ∆(τ)∣∣2∆τ
}
(34)
for all t ∈ [a, b], and
b∫
a
∣∣ξσ (t)∣∣2∆t  2(b− a)
{∣∣ξ(a)∣∣2 + (b− a)
b∫
a
∣∣ξ∆(t)∣∣2∆t
}
. (35)
Proof. We have ξ(t)= ξ(a)+ ∫ ta ξ∆(τ )∆τ for all t ∈ [a, b]. Hence,
∣∣ξ(t)∣∣2  ∣∣ξ(a)∣∣2 + 2∣∣ξ(a)∣∣
b∫ ∣∣ξ∆(τ)∣∣∆τ +
( b∫ ∣∣ξ∆(τ)∣∣∆τ
)2
a a
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{∣∣ξ(a)∣∣2 +
( b∫
a
∣∣ξ∆(τ)∣∣∆τ
)2}
,
where we used the arithmetic–geometric mean inequality αβ  (α2 + β2)/2. Now use the
(time scales) Cauchy–Schwarz inequality to get (34). Since (34) holds for all t ∈ [a, b], we
can replace ξ(t) by ξσ (t) and integrate over [a, b] to obtain (35). ✷
The next result is the key in proving the sufficiency criterion. It shows that the coer-
civity of F ′′(yˆ; ·) allows to have the second variation strongly positive in y − yˆ when the
admissible arc y is chosen close enough to yˆ.
Lemma 9. Let yˆ be admissible and assume (A2). If F ′′(yˆ; ·) is coercive, then there exists
δ0 > 0 such that
F ′′(yˆ;y − yˆ) α
2
{∣∣y(a)− yˆ(a)∣∣2 + ∣∣y(b)− yˆ(b)∣∣2 +
b∫
a
∣∣y∆(t)− yˆ∆(t)∣∣2∆t
}
(36)
for all admissible y ∈C1prd with ‖y − yˆ‖C1prd < δ0.
Proof. By Lemma 7, for every ε > 0 there exists δ > 0 such that if y is admissible with
‖y − yˆ‖C1prd < δ, then there exists y¯ ∈C
1
prd such that (32) and (33) hold. Set η(t) := y¯(t)−
yˆ(t) on [a, b]. Then η ∈ C1prd and M
( η(a)
η(b)
)= 0. For simplicity, denote
δy(t) := y(t)− yˆ(t), δyσ (t) := yσ (t)− yˆσ (t),
δy∆(t) := y∆(t)− yˆ∆(t). (37)
Before we proceed in the proof, we shall need the following estimates:
• From (33) we get
b∫
a
{∣∣yσ (t)− y¯σ (t)∣∣2 + ∣∣y∆(t)− y¯∆(t)∣∣2}∆t
 2ε2(b− a){∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2} (38)
for all t ∈ [a, b].
• From δy(t)= δy(a)+ ∫ t
a
δy(τ )∆τ , the Cauchy–Schwarz inequality yields
∣∣δy(t)∣∣ ∣∣δy(a)∣∣+ (b− a)1/2
( b∫
a
∣∣δy∆(t)∣∣2∆t
)1/2
(39)
for all t ∈ [a, b].
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|(δy(a), δy(b))|, and the arithmetic–geometric mean inequality, we get∣∣η(t)∣∣∣∣y(t)− y¯(t)∣∣ (ε2 + 2ε){∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2}
+ ε(b− a)
b∫
a
∣∣δy∆(τ)∣∣2∆τ (40)
for all t ∈ [a, b]. Integrating over [a, b] then yields
b∫
a
∣∣ησ (t)∣∣∣∣yσ (t)− y¯σ (t)∣∣∆t  (ε2 + 2ε)(b− a){∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2}
+ ε(b− a)2
b∫
a
∣∣δy∆(t)∣∣2∆t. (41)
• By using the triangle inequality |η∆(t)|  |y¯∆(t) − y∆(t)| + |δy∆(t)|, (33), and
ε/2 < ε, we have∣∣η∆(t)∣∣∣∣y∆(t)− y¯∆(t)∣∣ (ε2 + ε){∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2}+ ε∣∣δy∆(t)∣∣2
for all t ∈ [a,ρ(b)]. Integrating over [a, b] we obtain
b∫
a
∣∣η∆(t)∣∣∣∣y∆(t)− y¯∆(t)∣∣∆t  (ε2 + ε)(b− a){∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2}
+ ε
b∫
a
∣∣δy∆(t)∣∣2∆t. (42)
• From the triangle inequality |δy(t)|  |y∆(t) − y¯∆(t)| + |η(t)|, (33), and the
arithmetic–geometric mean inequality we obtain∣∣η(t)∣∣2  {∣∣δy(t)∣∣− ∣∣y∆(t)− y¯∆(t)∣∣}2
 (1− ε)∣∣δy(t)∣∣2 − ε{∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2}
for all t ∈ [a,ρ(b)]. Hence, with t = a and t = b we get∣∣η(a)∣∣2 + ∣∣η(b)∣∣2  (1− 2ε){∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2}. (43)
• From the triangle inequality |δy∆(t)| |y∆(t)− y¯∆(t)| + |η∆(t)| and by using (33)
and the arithmetic–geometric mean inequality we obtain∣∣η∆(t)∣∣2  {∣∣δy∆(t)∣∣− ∣∣y∆(t)− y¯∆(t)∣∣}2
 (1− ε)∣∣δy∆(t)∣∣2 − ε{∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2}
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b∫
a
∣∣η∆(t)∣∣2∆t  (1− ε)
b∫
a
∣∣δy∆(t)∣∣2∆t − ε(b− a){∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2}. (44)
Now we proceed to the proof of this lemma. By the hypothesis (A2) and Lemma 3, we
know that ∇2(y,v)Lˆ(t) is uniformly bounded in t , i.e., there is a constant C  0 such that∥∥∇2(y,v)Lˆ(t)∥∥C, ‖Γ ‖ C, (45)
for all t ∈ [a,ρ(b)]. Since F ′′(yˆ; ·) is a quadratic form, we have
F ′′(yˆ;y − yˆ)=F ′′(yˆ;y − y¯ + η)
=F ′′(yˆ;η)+F ′′(yˆ;y − y¯)+ 2
(
η(a)
η(b)
)T
Γ
(
y(a)− y¯(a)
y(b)− y¯(b)
)
+ 2
b∫
a
(
ησ (t)
η∆(t)
)T
∇2(y,v)Lˆ(t)
(
yσ (t)− y¯σ (t)
y∆(t)− y¯∆(t)
)
∆t.
Using the coercivity of F ′′(yˆ; ·), i.e., inequality (30), and (45) we get
F ′′(yˆ;y − yˆ) α
{∣∣η(a)∣∣2 + ∣∣η(b)∣∣2 +
b∫
a
∣∣η∆(t)∣∣2∆t
}
−C{∣∣y(a)− y¯(a)∣∣2 + ∣∣y(b)− y¯(b)∣∣2}
−C
b∫
a
{∣∣yσ (t)− y¯σ (t)∣∣2 + ∣∣y∆(t)− y¯∆(t)∣∣2}∆t
− 2C{∣∣η(a)∣∣∣∣y(a)− y¯(a)∣∣+ ∣∣η(b)∣∣∣∣y(b)− y¯(b)∣∣}
− 2C
b∫
a
{∣∣ησ (t)∣∣∣∣yσ (t)− y¯σ (t)∣∣+ ∣∣η∆(t)∣∣∣∣y∆(t)− y¯∆(t)∣∣}∆t.
Performing calculations which use (43), (44), (33), (38), (40), (41), and (42) we arrive at
F ′′(yˆ;y − yˆ) {α − ε[3α+ 8C + (α + 6C)(b− a)]− ε26C[1+ (b− a)]}
× {∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2}
+ {α − ε[α + 2C + 4C(b− a)+ 2C(b− a)2]}
b∫
a
∣∣δy∆(t)∣∣2∆t.
Choose ε0 := ε such that
ε
[
3α+ 8C + (α + 6C)(b− a)]+ ε26C[1+ (b− a)] α/2,
ε
[
α + 2C + 4C(b− a)+ 2C(b− a)2] α/2,
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with ϕ(y(a), y(b))= 0 and ‖y − yˆ‖C1prd < δ0. ✷
Now we are ready to prove our sufficiency criterion for the optimality in (P) by using
Lemma 9 and Corollary 2.
Proof of Theorem 2. Let ε1 > 0 be as in (A2). By the continuity of ∇2(y,v)L(t, · , ·) on
Tε1(yˆ
σ , yˆ∆) uniformly in t and by the continuity of ∇2K(· , ·), ∇2ϕ(· , ·) on Bε1(yˆ(a),
yˆ(b)), it follows that for every N > 0 there exists ε = εN > 0 such that∥∥∇2KT (w, z)−∇2KT (yˆ(a), yˆ(b))∥∥N,∥∥∇2(y,v)L(t, x, v)−∇2(y,v)Lˆ(t)∥∥N, (46)∥∥γ T∇2ϕT (w, z)− γ T∇2ϕT (yˆ(a), yˆ(b))∥∥N (47)
for all (x, v) ∈ R2n such that (t, x, v) ∈ TεN (yˆσ , yˆ∆), t ∈ [a,ρ(b)], and for all (w, z) ∈
BεN (yˆ(a), yˆ(b)). Choose N0 so that
max
{
N0
[
1+ (b− a)],N0[1/2+ (b− a)2]} α/8. (48)
Let δ0 be as in Lemma 9 and set ε0 := min{ε1, εN0, δ0}. Let y ∈ C1prd be admissible, i.e.,
ϕ(y(a), y(b)) = 0, with ‖y − yˆ‖C1prd < ε0. We shall use again the notation in (37). By
Taylor’s theorem,
L
(
t, yσ (t), y∆(t)
)= Lˆ(t)+∇(y,v)Lˆ(t)
(
δyσ (t)
δy∆(t)
)
+ 1
2
(
δyσ (t)
δy∆(t)
)T
∇2(y,v)L
(
t, x(t), v(t)
)( δyσ (t)
δy∆(t)
)
,
where (x(t), v(t)) = (yˆσ (t), yˆ∆(t)) + θ(t)(δyσ (t), δy∆(t)) with 0  θ(t)  1 for all t ∈
[a,ρ(b)], and
K
(
y(a), y(b)
)+ γ T ϕ(y(a), y(b))
=K(yˆ(a))+ γ T ϕ(yˆ(a), yˆ(b))+ {∇K(yˆ(a), yˆ(b))+ γ TM}( δy(a)
δy(b)
)
+ 1
2
(
δy(a)
δy(b)
)T {∇2KT (w, z)+ γ T∇2ϕT (w, z)}( δy(a)
δy(b)
)
,
where (w, z)= (yˆ(a), yˆ(b))+ θ¯ (δy(a), δy(b)) with 0 θ¯  1. Then
F(y)−F(yˆ)=F ′(yˆ; δy)+ γ TM
(
δy(a)
δy(b)
)
+ 1
2
F ′′(yˆ; δy)
+ 1
2
(
δy(a)
δy(b)
)T {∇2KT (w, z)−∇2KT (yˆ(a), yˆ(b))}( δy(a)
δy(b)
)
+ 1
(
δy(a)
δy(b)
)T {
γ T∇2ϕT (w, z)− γ T∇2ϕT (yˆ(a), yˆ(b))}( δy(a)
δy(b)
)
2
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2
b∫
a
(
δyσ (t)
δy∆(t)
)T {∇2(y,v)L(t, x(t), v(t))−∇2(y,v)Lˆ(t)}
(
δyσ (t)
δy∆(t)
)
∆t.
By Corollary 2,
F ′(yˆ; δy)=−γ TM
(
δy(a)
δy(b)
)
.
Moreover, from Lemma 9 we have that (36) holds. Hence, by using (46), (47), (35) with
ξ := δy, and (48) we get
F(y)−F(yˆ) α
4
{∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2 +
b∫
a
∣∣δy∆(t)∣∣2∆t
}
−N0
{∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2}− 1
2
N0
b∫
a
{∣∣δyσ (t)∣∣2 + ∣∣δy∆(t)∣∣2}∆t

{
α/4−N0
[
1+ (b− a)]}{∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2}
+ {α/4−N0[1/2+ (b− a)2]}
b∫
a
∣∣δy∆(t)∣∣2∆t
 α
8
{∣∣δy(a)∣∣2 + ∣∣δy(b)∣∣2 +
b∫
a
∣∣δy∆(t)∣∣2∆t
}
.
Hence, yˆ is a strict weak local minimum for (P) and (31) holds. This completes the
proof. ✷
Remark 8. The Euler–Lagrange equation corresponding to the accessory problem
minimize F ′′(yˆ;η) subject to η ∈ C1prd with M
(
η(a)
η(b)
)
= 0 (AP)
takes the form[
R(t)η∆ +QT (t)ησ ]∆ = P(t)ησ +Q(t)η∆, (J)
which is the Jacobi equation for both the accessory problem (AP) as well as for the non-
linear problem (P). Equation (J) has been the focus of study in many recent papers, see,
e.g., [2,3,6,10–13,15] and [7, Section 5.3]. The connection between (J) and each of the
nonnegativity and coercivity of F ′′(yˆ; ·) is the subject of our present research.
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