Abstract. Given a symmetric monoidal stable ∞-category C and a left adjoint symmetric monoidal fiber functor to Mod ⊗ A for some E∞-ring A, one can construct a derived group scheme G of monoidal automorphisms of this functor. The left adjoint fiber functor also induces a monad on C. Under some finiteness hypothesis on the fiber functor, we show there is a comparison functor from the category of representations of G to the descent category of the induced monad on C.
1. Introduction 1.1. Tannakization and motivic Galois group. Given a symmetric monoidal stable ∞-category C ⊗ , an E∞-ring A and a fiber functor (symmetric monoidal, left exact) ω : C ⊗ → Mod ⊗ A , one can associate a derived group scheme G over A, called the tannakization of the data (C ⊗ , A, ω). The derived group scheme G agrees with the group scheme Aut(ω) of (higher) monoidal automorphisms of the fiber functor ω. (see [3] )
The fiber functor lifts to a symmetric monoidal map into the ∞-category of representations of G making the following diagram commute in the ∞-category of symmetric monoidal ∞-categories.
Here Rep A (G) is the ∞-category of A-modules with a G-action.
It may happen that the tannakization is representable by a derived Hopf algebra H over A and the lift identifies C ⊗ with the category of representations of G. In this case the affine group scheme Spec H may be called the motivic Galois group of the category C ⊗ at the basepoint ω.
1.1.1. Example. As a prototypical example one can consider a fiber functor which is a symmetric monoidal left adjoint map ω : B -mod ⊗ → A -mod ⊗ for E∞-rings A and B. Then ω = f * for some E∞-algebra map f : B → A. The tannakization is the derived affine group scheme G = Spec(A ⊗B A) over SpecA. The group structure arises from the Bar construction associated with the map SpecB → SpecA.
The category of G-representations is equivalent to the category of descent data for the map f : B → A, and G is the motivic Galois group of Mod ⊗ B if and only if f is of effective descent for modules.
1.2. The descent category. Let T be a monad on an ∞-category C. The descent category of T in C a category of comodules in the ∞-category of T -modules in C. Informally, the objects of DescC(T ) are T -modules + "descent data". There is a canonical map QT : C → DescC(T ). The monad T is said to be of effective descent in C when QT is an equivalence. The descent category is said to be Tannakian if it is equivalent to a category of comodules over a coalgebra in a monoidal ∞-category. (see [7] , [2] ) 1.2.1. Example. Let φ : B → A be a map of E∞-rings. The induced adjunction − ⊗A B : ModA ⇄ ModB : φ * defines a monad T = φ * (− ⊗A B) on ModA and a comonad K = φ * (−) ⊗A B on ModB. There is a coalgebra object A ⊗B A over A whose underlying A-module is A ⊗B A and coalgebra structure is given by the cosimplicial E∞-ring over A coming from the cobar construction associated with φ : A → B. The descent category for the monad T is equivalent to the category of comodules over this coalgebra.
1.3.
Main results. The aim of this paper is to relate these two categories in the context of a fiber functor adjunction. Let C ⊗ be a symmetric monoidal stable ∞-category and ω : C ⊗ ⇄ Mod ⊗ A : ω ′ be an adjunction induced by a fiber functor ω. If we assume ω to preserve limits then ω ≃ HomC(Xω, −) where Xω is a compact object in ModA(C). In fact there is an equivalence between the ∞-category of limit preserving Mod ⊗ A valued fiber functors on C ⊗ and the ∞-category of compact A-modules in C. This is used to prove that the tannakization Aut ⊗ ω in this case is represented by a derived affine group scheme. Also in this case there is a comparison functor
There is a notion of a tensor product of presentable ∞-categories, generalizing Deligne's tensor product of abelian categories, that makes the ∞-category of presentable ∞-categories into a symmetric monoidal ∞-category. A symmetric monoidal presentable ∞-category is a commutative monoid objects with respect to this tensor product. The symmetric monoidal fiber functor ω : C ⊗ → Mod (1) The tannakization Aut 
Under the hypothesis of Theorem 1.1 the following are true.
(1) ω ′ is monadic ⇐⇒ Φ is an equivalence (The descent category is Tannakian) (2) ω is comonadic ⇐⇒ ω is an equivalence (The Tannakization is the motivic Galois group)
2. Points of a symmetric monoidal ∞-category 2.1. Derived schemes. Regarding a scheme as a functor from rings to sets, satisfying certain sheaf conditions with respect to a Grothendieck topology, we want to replace both the source and target by ∞-categories. First, we can replace the target by the ∞-category of spaces. This broader notion of schemes encompasses the theory of stacks and higher stacks that arise while considering moduli problems in algebraic geometry which exhibit higher automorphisms. Restricting to the the 1-skeleton of spaces would recover the classical theory of stacks. In order to go from higher stacks to derived stacks we can replace the source category by commutative ring objects in a symmetric monoidal ∞-category. There are several notions of derived rings to choose from: dg-algebras, simplicial commutative rings, connective E∞-rings etc. In this paper, our derived commutative rings will be E∞-ring spectra. With this as a starting point a derived scheme should correspond to an ∞-functor E∞ -rings → S satisfying certain sheaf conditions with respect to a Grothendieck topology on E∞ -rings op .
Definition 2.1. A derived pre-scheme over R is a left fibration of over CAlg R . Equivalently, via the Grothendieck construction, it can be expressed as a functor
We will denote by PreSchR the ∞-category of derived preschemes over R. The Grothendieck construction gives an equivalence ∞-categories PreSchR ≃ LF ib(CAlg R ).
2.1.1. Flat topologies. We define flat topologies fpqc and fppf over CAlg op S . The algebraic notion of faithfully flat module corresponds to the topological notion of a faithful module. The algebraic notion of a module of finite presentation corresponds to the notion of a perfect module. Definition 2.2. Let A be an E∞-ring. An A-module is M is faithful if for every A-module N , M ∧A N ≃ * ⇒ N ≃ * .
A set of A-algebras {A → Bi}i∈I is a fpqc cover (or faithful cover) of A if for each A-module N with N ∧A Bi ≃ * for every i, we have N ≃ * . In particular, a single faithful A-algebra B covers A in this sense. Definition 2.3. A set of A-algebras {A → Bi}i∈I is a fppf cover of A if it is a faithful cover and every Bi is a perfect A-module. Definition 2.4. Let τ be a topology on CAlg op R . A derived prescheme over R is a sheaf in the τ -topology if the the associated functor X ∈ Fun(CAlg R , S) satisfies the following properties:
(1) If {Ai} is a finite family of objects in CAlg R , then X(×iAi) ≃ ×iX(Ai) (2) Let f : A → B be a τ -covering and let C • (B/A) be the cobar complex assciated with f , then
A derived prescheme is a derived scheme if it is a sheaf for the flat topology.
Denote by the SchR ⊆ LF ib(CAlg R ) the full ∞-subcategory spanned by derived schemes over R. For any A ∈ CAlg R we define Spec(A) to be the functor CAlg R → S co-representable by A, this functor is a scheme, Spec(R) ∈ SchR. We shall call Spec(A) a derived affine scheme over R. Let AffR ⊆ SchR be the full ∞-subcategory spanned by derived affine schemes over R. In summary, there are are inclusions of ∞-categories
Definition 2.5. A derived scheme X is algebraic if it can be covered by a derived affine scheme Spec(A) and if it has affine diagonal. Equivalently, there exists a cosimplicial object A
• in CAlg R , so that X is equivalent to the colimit of the simplicial derived affine scheme Spec(A • ) in LF ib(CAlg R ).
2.2. The moduli functor. Let A be an E∞-ring and let C ⊗ be a symmetric monoidal presentable stable ∞-category. We construct a ∞-functor
2.2.1. There is a cocartesian fibration LMod(Sp) → Alg(Sp) (informally for R → S ∈ Alg(Sp) and (R, M ) ∈ LMod(Sp), M → M ⊗R S is the cocartesian edge lying over it). Thus via the Grothendieck construction it gives an ∞-functor Alg(Sp) → Cat∞ which factors through Alg(Sp) → P r L,σ . It carries a E1-ring R to LModR(Sp), the ∞-category of left R-modules. This functor is extended to a functor between the ∞-categories of commutative algebra objects
which carries a E∞-ring A to ModA(Sp), the symmetric monoidal stable ∞-category of A-modules. We shall denote this category by Mod ⊗ A . More generally there is a ∞-functor
sending A-algebras to their A-linear categories of modules.
There is a co-cartesian fibration QC → CAlg A classified by QC which is obtained as a pullback of co-cartesian squares:
Given a derived (pre)scheme X over A encoded as a co-cartesian fibration X → CAlg A , we can define the ∞-category QC(X) of quasi-coherent sheaves on X to be maps of cocartesian fibrations
In general, any derived scheme X can be written as a colimit of affine derived schemes X ≃ colim U ∈Aff /X U . then one defines QC(X) to be the limit, in the ∞-category of ∞-categories, of the corresponding diagram of ∞-categories
The assigment of the category of quasi-coherent sheaves to a derived prescheme is ∞-functorial and takes values in the ∞-category of symmetric monoidal stable presetable ∞-categories.
When X is algebraic, by choosing a cover U → X and the associated simplicial derived affine scheme U• → X one can describe QC(X) as the totalization of the cosimplicial ∞-category QC(U•).
2.2.2.
Given a small ∞-category C, the Yoneda map YC is an ∞-functor Cat∞ → S sending ∞-catgeory D to the space Fun(C, D). This is encoded as the left fibration (Cat∞) C/ → Cat∞ of simpilcial sets. Given a symmetric monoidal stable ∞-category C ⊗ . Consider the left fibration
Definition 2.6. The derived (pre)scheme M C ⊗ is obtained as a composition of ∞-functors
Alternately, it is the ∞-functor associated with the left fibration of simplicial sets M C ⊗ → CAlg S where the following diagram is a pullback square of co-cartesian fibrations.
Proposition 2.1. For C a presentable stable symmetric monoidal ∞-category, the functor M ⊗ C is a sheaf in the fppf topology.
Proof. We need to show that for a fppf cover f : A → B of E∞-rings M C ⊗ carries the cobar complex associated with f to the limit of the associated cosimplicial diagram of spaces. Recall that the amitsur complex of f . By faithfully dualizable descent if f : A → B is a fppf-cover in CAlg S , then f is of effective descent for modules (see [1, Thm 1.1]). Precisely there is an equivalence
Then the following is a pullback diagram in the ∞-category Sch S .
There is a symmetric monoidal ∞-functor
sending C ⊗ to the derived (pre)scheme M C ⊗ . The functor M is left adjoint to QC. The construction of the functor M is related to Tannakian formalism in derived algebraic geometry. The Tannakian formalism attempts to identify the image of
(recognition) and possibly recontruct X from QC(X) ⊗ .
(1) Recognition. Given a symmetric monoidal stable ∞-category C ⊗ , we note that there is a counit map of the adjunction, QC(M C ⊗ ) → C ⊗ . This is always an equivalence. Therefore the recognition problem is related to the question of algebraicity of M C ⊗ . We do not address this question in this generality here. However we can show that under certain finiteness restrictions, M C ⊗ has affine diagonal. (2) Reconstruction. Given a derived (pre)scheme X, there is a unit of the adjunction, X → M QC(X) ⊗ . The reconstruction problem is related to the question when is this map an equivalence. We do not address this question here. However we note that for derived affine schemes the reconstruction works. Let A be an E∞-ring, then
is an equivalence. This is a consequence of the higher algebra version of the Eilenberg-Watts theorem which states that given E1-rings A and B, there is an equivalence of ∞-categories
which under the symmetric monoidal restriction reduces to the equivalence of spaces
3. The Tannakization group scheme 3.1. Derived group schemes. From the functor of points perspective an ordinary group scheme is a group valued functor in the category of commutative rings so that the underlying set valued functor can be represented by a scheme. A derived group scheme is an ∞-functor from the ∞-category of E∞-rings to group objects in S, so that the underlying S-valued functor is a derived scheme. The group objects in S are group-like E1-spaces.
Definition 3.1. Let A be an E∞-ring. A derived group scheme G over A, is a functor
so that the underlying derived prescheme CAlg A → Grp(S) → S is representable by a derived scheme X. If X is affine, then G is a derived affine group scheme. Denote by GrpSch A the ∞-category of group schemes over A.
There is an equivalence
A object in Grp(Fun(CAlg A , S)) is a derived group scheme if the image under the map
is a derived scheme. Therefore a derived group scheme over A is a group object in the ∞-category of derived schemes over A. There is an equivalence of categories
A derived affine group scheme over A is thus an object in Grp(AffA). An affine group scheme is equivalent to a functor F :
op → AffA is a group object in AffA. Therefore there is a natural equivalence CHopf op A ≃ Grp(AffA).
3.1.2.
Group scheme actions on ∞-categories. Let G ∈ Grp(S). Given a presentable ∞-category and an object X ∈ C. A G-action on X is a morphism G ⊗ X → X in C that satisfies the usual group action axioms upto coherent homotopies. This can be made precise in the following way. Definition 3.2. Let BG be the classifying space of G. This is an ∞-groupoid. Then a G-action on X is a functor of ∞-categories f : BG → C so that the object in BG maps to X ∈ C.
Alternatively, let B AutX (C) ⊆ C be the full sub ∞-groupoid spanned by X. Then a G action on X is a map of ∞-groupoids
The ∞-category Fun(BG, C) is the category of G-objects in C. Define X hG = lim(f ). The simpicial model for BG gives rise to a group cobar complex C
• (G; X), which is a cosimplicial object in C. The fixed points
Remark 3.1. (Group action on an ∞-category) The action of a group G on an ∞-category C is given by a functor
An object X of C will be called a G-equivariant object of C if X is an object of C hG . Informally, the objects of C hG consist of the following data:
Given a derived group scheme G : CAlg R → Grp(S), and a presentable ∞-category C. A G action on X ∈ C is a family of functors B(GA) → B AutX (C) for every A ∈ CAlg R and a for every map A → B in CAlg R diagrams
9 9 r r r r r r r r r r which commute upto coherent homotopies. The following definition will make this precise.
Definition 3.3. Given a derived group scheme G over R, the classifying stack is a cocartesian fibration of ∞-categories
which under the Grothendieck construction corresponds to the functor CAlg R → Cat∞ that acts on objects by taking A to the ∞-category BGA.
y y r r r r r r r r r CAlg R 3.1.4. Category of Representations. Let G be a derived group scheme over an E∞-ring R. A G-representation over R is informally an R-module N with a G-action. By earlier discussion this is encoded by a coherent family of ∞-functors
for A ∈ CAlg R . This is expressed as a map of co-cartesian fibrations φ : BG → B AutN (ModR).
Definition 3.5. The category of G-representations in R,
There is an explicit formula for computing this. The derived group scheme G has an underlying scheme G. The group structure is encoded as a simplicial object
If G is a derived affine group scheme Spec H, where H is a Hopf algbebra over R, the category of G-representations over R,
3.2. Pointed derived schemes and loop schemes. Definition 3.6. A derived (pre)scheme X over R is said to be pointed if when considered as an ∞-functor X : CAlg R → S, X lifts to an ∞-functor taking values in S * , the ∞-category of pointed spaces: the following commutative diagram exists in Cat∞.
S *
CAlg R X / / ; ; S Equivalently, the structure map X → Spec R admits a section.
3.2.1. To any pointed derived scheme X over R, we can associate a derived group scheme ΩX over R, defined as the composition of ∞-functors
where Ω * : S * → Grp(S) is the ∞-functor sending a pointed space i : ∆ 0 → X to its space of based loops Ω * X =Čech(∆ 0 → X). Being a pointed derived scheme, X admits a section Spec R → X. The derived loop scheme ΩX is the derived group scheme over Spec R arising from theČech nerve of the map Spec R → X.
ΩX ≃Čech(Spec R → X)
The underlying derived scheme is the pullback Spec R ×X Spec R.
Remark 3.2. Let A be an E∞-algebra over R such that X × Spec R Spec A is pointed. Then the projection map X × Spec R Spec A → Spec A has a section Spec A → X × Spec R Spec A (which is identity in the second component). The loop scheme
has underlying derived scheme is Spec A × X× Spec R Spec A Spec A over Spec A. However since the section is identity on Spec A, there is an equivalence
of derived schemes over Spec A and the loop scheme
Let A be an E∞-ring and let C ⊗ be a A-linear symmetric monoidal presentable stable ∞-category. Given a fiber functor ω ∈ Fun L,⊗ (C ⊗ , ModA), we construct a derived group scheme Aut ⊗ ω over Spec A. This is expressed as an ∞-functor Aut
, the first map is ω, and the second map is induced by the A-algebra structure map A → B on B.
Definition 3.7. Given a C ⊗ with a fiber functor ω, the derived scheme M C ⊗ × Spec S Spec A is pointed, and therefore lifts to a functor CAlg A → S * . Define Aut ⊗ ω to be the associated derived loop scheme Aut
3.3.1. The fiber functor ω corresponds to a map of derived schemes Spec A → M C ⊗ and the automorphism group scheme is the derived group scheme arising from theČech nerve associated with this map.
The cobar construction associated with ω is a (co-augmented) cosimplicial symmetric monoidal stable ∞-category
The pullback property of M means this is equivalent as a derived scheme to
The group structure is encoded in the simplicial derived scheme M Cobar(ω) .
Representations of the Tannakization.
3.3.3. Let f : A → B be a map of E∞-rings and let f * : Mod
be the associated pullback symmetric monoidal functor. This is a fiber functor on Mod ⊗ A the tannakization of which is the derived affine group scheme Spec (B⊗AB) over Spec B. The group structure arises from theČech nerve associated to Spec B → Spec A.
Slightly more generally, let Y be a derived scheme over R and let Spec R → Y be a section of the structure map. Then the associated pullback QC(Y ) ⊗ → Mod ⊗ R is a fiber functor. The tannakization of this is equivalent to the derived affine group scheme over Spec R arising from theČech nerve of Spec R → Y (see [4] ). 
3.4.
Fiber functor as a bimodule. 3.4.1. By the Eilenberg-Watts theorem for E1-rings R and S, any fiber functor Mod ⊗ R → Mod ⊗ S on Mod
RModS(LMod
We give a similar characterization of more general fiber functors. Let C ⊗ be a symmetric monoidal stable ∞-category and A be a E∞-ring.
Proposition 3.1. There is an ∞-functor
sending a A-module M in C to HomC(M, −) which is an equivalence of ∞-categories. Restricting to the sub ∞-category of compact objects induces and equivalence of ∞-categories
Proof. Apply 3.4.2. Using the identification of limit preserving fiber functors with compact module objects we get an alternate description of the Tannakization group scheme.
A be a compact fiber functor. Then the tannakization functor is representable by a derived affine group scheme over A.
Proof. Let us use the notation Map
Here, for an ∞-category D, IsoD(−, −) ⊂ HomD(−, −) is the full subcategory spanned by morphisms which become isomorphisms in hD.
The first equivalence follows from a base change left adjoint − ⊗A B : ModA(C) → ModB(C). The stable ∞-category ModA is generated by colimits, ⊗A preserves colimits and ω is compact. This gives the second equivalence. Here Symm * (N ) is the free E∞-algebra generated by N .
Therefore ∞-functor Aut ⊗ ω : CAlg A → S is representable by the A-algebra
Since the underlying derived scheme is a derived group scheme the commutative A-algebra H is a commutative A-Hopf algebra.
3.4.3. The tensor product of stable ∞-categories is a category of modules.
This shows M C ⊗ has QC-affine diagonal for compact maps. Let Spec A → M C ⊗ be the map defined by a symmetric monoidal ∞-functor C ⊗ → Mod ⊗ A preserving limits and colimits. Then,
4. Monadic descent and Tannakization
4.1.
The descent category of a monad. Let C be an ∞-category and T ∈ Alg(Fun(C, C)) be a monad on C. One defines the descent category DescC(T ) for T in C as a category fo comodules in the category of T -modules LModT (C). One should think of objects in DescC(T ) as T -modules + "descent data". The definition goes as follows:
:
We unpack the above diagram. First, T is a monad on the ∞-category C. The ∞-category C is left-tensored over Fun(C, C) and LModT (C) is the ∞-category of left Tmodules in C. It is related to the original category C by the Eilenberg-Moore adjunction FT : C ⇆ LModT (C) : UT , where FT is the free T -module functor and the UT is the forgetful functor. This functor realizes T in the sense that UT • FT = T . The other composition KT = FT • UT defines a comonad on LModT (C). The descent category is defined to be the ∞-category of left comodules in LModT (C) with respect to the comonad KT .
The ∞-category DescC(T ) = LComodK T (LModT (C)) is again related to the original category LModT (C) by a co-Eilenberg-Moore adjunction FK T : LModT (C) ⇄ DescC(T ) : UK T . This realizes the comonad KT in that UK T • FK T = KT . This induces a functor
The monad T is a said to satisfy effective descent in C when the functor QT is an equivalence. 
LModT (C)
, ,
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Therefore the map CanK : D → LModT (C) commutes with the comonad actions of K and KT , i.e. CanT •K ≃ KT • CanT . Hence if X ∈ D is a comodule over K, the comodule structure being encoded as a cosimplcial object
after applying CanT , we get a cosimplicial object in LModT (C)
which is equuivalent as a cosimplicial object in LModT (C) to
This puts a KT -comodule structure on CanT (X). We have arrived at the following proposition.
Proposition 4.1. There is an induced functor

Φ : LComodK(D) → DescC(T ).
This map is an equivalence if and only if CanT is an equivalence, which is the case when G is monadic.
There is a commutative diagram
If follows that T is of effective descent in C if and only of G is monadic and F is comonadic. 
and a specified equivalence α :
We say σ is right adjointable if G and G ′ admit right adjoints H and H ′ , and the composition transformation
A be a compact fiber functor. The commutative square
is right-adjointable. Here ω ′ and G ′ are right adjoint to ω and G respectively.
Proof. By Thm.3.1 there is a commutative Hopf algebra H over A and symmetric monoidal equivalences
⊗ Under these equivalences the pushout square of the proposition can be identified with
where G is base change along the unit map A → H of the Hopf algebra H, and G ′ the forgetful functor.
First we define a map ω+ : Mod ⊗ A → C ⊗ by requiring it to satisfy the right adjointability condition. Then we show that ω+ is the right adjoint to ω. Since C ≃ lim ← −C/ ModB, an ∞-functor ModA → C is equivalent to a family of ∞-functors ModA → ModB for every f : C → ModB which are compatible upto higher coherent homotopies.
x x r r r r r r r r r r
We define ω+ : ModA → C by defining ω+(f ) = H ′ • F for every f : C → ModB. We have to check this is a well-defined map. That is, for any map of E∞-rings B → C, we show there is a canonical equivalence between g * • ω+(f ) and ω+(g * • f ).
Therefore g * • ω+(f ) and ω+(g * • f ) are canonically equivalent if there is canonical equivalence
This follows from the right adjointability of the lower square which is Mod (−) applied to the pushout square of E∞-rings
Now we show ω+ ≃ ω ′ . Any X ∈ C is equivalent to lim C/Aff f ′ f M , where the limit is
The map U is comonadic and the ∞-comonads K and 
is right adjointable, then
y y is right adjointable and there is an equivalence
Assuming ω is compact, the cobar construction for ω is a cosimplicial symmetric monoidal stable ∞-category of the form
where H is the A-Hopf algebra representing Aut 
where every map is a base chage map. Therefore this is right ajointable. Therefore U : lim ← − Cobar(ω) → ModA admits a right adjoint U ! and U is comonadic with respect to
Comparing with Prop.4.2 there is an equivalence of ∞-comonads Proof. From Prop.4.3 since U is comonadic, the canonical map lim ← − Cobar(ω) → LComod K ′ (ModA) is an equivalence and since K ≃ K ′ there is an equivalence 
In this section we review sections of the theory of ∞-categories and algebras in the context of ∞-categories. We also define the notations used throughout the paper. We refer the reader to [5] and [6] for reference.
A.1. ∞-categories. The notion of ∞-categories roughly captures the notion of topological categories where the composition and associativity properties are defined upto coherent homotopies. There are many models for this categorical structure. The notion of quasicategories developed by Joyal and Jardine and extensively used by Lurie ([5] , [6] ) shall the basis for our work. Let K be a simplicial set underlying an ∞-category C. The objects of C are the elements of K0, the morphisms of C are the elements of K1. The hom set Maps C (x, y) is a Kan complex. So every ∞-category has an underlying simplicial category.
A functor between ∞-categories is a map of simplicial sets. The functors betwen ∞-categories C and D assemble in an ∞-category Fun(C, D). We say a functor is an equivalence of ∞-categories when the map of the underlying simplicial categories is a Dwyer-Kan equivalence. The homotopy category of C is the homotopy category of the underlying simplicial category.
The notion of ∞-categories have the coherent homotopies built into the definition. Thus all functors are naturally derived and the notion of limits and colimits in the ∞-categorical context correspond to homotopy limits and colimits in older formulations. (1) Given an edge f : x → y in D, we say f is p-cartesian if the canonical map
is an equivalence of ∞-categories. The edge f : x → y is said to the co-cartesian lift of p(f ) relative to x. 
The ∞-category of co-cartesian fibrations over an ∞-category D is the subcategory of (Cat∞) /D spanned by co-cartesian fibrations over D. We denote this ∞-category by co CF ib(D).
There is a (contravariant) Grothendieck construction
which is an equivalence of ∞-categories. Given a functor F : D → Cat∞ we list the notable features of the resulting co-cartesian fibration p : C → D.
(
2) Given any edge φ : d1 → d2 in D and an object x ∈ p −1 (d1) in the fiber over the source, there is a canonical morphism x → φ * x in C which projects to φ in D, called the p-cocartesian lift of φ relative to x. Further, the identification p −1 (d2) ≃ F (d2) can be used to identify the object φ * (x) ∈ p −1 (d2) with the object (F φ)(x) ∈ F (d2).
Dually there is an ∞-category CF ib(D) of cartesian fibrations over D, and a (covariant) Grothendieck construction
which is an equivalence of ∞-categories. Dually, there is an the ∞-category of right fibrations RF ib(D) which is equivalent via the Grothendieck construction to the ∞-category Fun(D op , S).
A.3. Monoids, groups and algebras. A monoid object in an ∞-category corresponds to an A∞ object in the operadic context. The following defintion comes from the idea of modelling an A∞-monoid as a certain simplicial object. This goes back to Segal's notion of Γ-spaces.
Definition A.4. (Monoid objects) Let C be an ∞-category which admits finite limits. A monoid object in C is a simplicial object f : N (∆) op → C having the property that f ([0]) is a final object, and for each n ∈ N, the inclusions {i − 1, i} → [n] for 1 ≤ i ≤ n induce the equivalence
where the right hand side in the n-fold product. Here f ( [1] ) is thought of as underlying object of the monoid.
Denote by Mon(C) the full subcategory of Fun(N (∆) op , C) spanned by monoid objects.
Definition A.5. (Group objects) Let C be an ∞-category which admits finite limits. A group object in C is a monoid object satisfying the following property: for every n and every partition [n] = A ∪ B for which A ∩ B = {s}, the square
is a pullback square in C. Denote by Grp(C) the full subcategory of Mon(C) spanned by the group objects in C.
A commutative monoid in an ∞-category corresponds to a E∞-monoid in the traditional setting. The following definition is modelled on Segal's machine for infinite loop spaces. The idea is to replace ∆ op in the definition of a monoid with the category of pointed finite sets Γ.
Definition A.6. (Commutative monoids) For every n ≥ 0 let n 0 = {1, . . . , n} and n = n 0 * = { * , 1, 2, . . . , n} the pointed set obtained by adjoining the basepoint * to n . The category Γ has as objects n and given a morphism from m to n in Γ is a map α : m → n so that α( * ) = * .
Let C be an ∞-category closed under finite limits. A commutative monoid in C is a functor f : N (Γ) → C so that f 0 is a final object and is equivalent to C
and C
is a final object.
The
is the underlying ∞-category of C ⊗ . We say that C ⊗ is the monoidal structure on C. Roughly a monoidal category C comes with a unit object ∆ 0 → C and a product map ⊗ : C × C → C which is associative upto coherent homotopies. (1) An (associative) algebra object in a monoidal category C is a simplicial object
). The ∞-category of (associative) algebra objects in C, denoted by Alg(C) is the full subcategory of Fun(N (∆) op , C) spanned by algebra objects in C. (2) An ∞-category M is left tensored over a monoidal category C if there is an action C × M → M which is defined upto coherent homotopies. This is encoded as a simplicial object f : If A ∈ Alg(C) we let LModA(M) denote the the fiber LMod(M) × Alg(C) {A}. We refer to LModA(M) as the ∞-category of left A-modules in M. (4) Given an ∞-category M which is right tensored over a monoidal category C and A ∈ CAlg(C), the ∞-categories RModC(M) and RModA(M) are similarly defined.
Definition A.9. (Coalgebras and comodules) (1) Let C be a monoidal ∞-category. Define CoAlg(C) to be Alg(C op ) op . We refer to this as the ∞-category of (coassociative) coalgebra objects in C.
(2) Let M be an ∞-category left tensored over a monoidal ∞-category C. Define LComod(M) to be LMod(M op ) op . We refer to this as the ∞-category of (left) comodule objects of M. There is a map of ∞-categories
If H ∈ CoAlg(C), then we let LComodH (M) denote the fiber LComod(M)× CoAlg(C) {H}. We refer to LComodH(M) as the ∞-category of left H-comodules in M.
Definition A.10. Let C be a monoidal ∞-category. Let M be right tensored over C and let N be left tensored over C. Let F : M × N → D be a balanced pairing ([?, ]). Then there is a two-sided bar construction
If D admits geometric realizations of simplicial objets, the relative tensor product can be defined as the composition
Remark A.3. Objects in RMod(M)× Alg(C) LMod(N ) can be identified with triples (M, A, N ) where A is an algebra object in C, M is a right A-module and N is a left A-module. Then the image of (M, A, N ) under the relative tensor product is denoted by M ⊗A N .
Given a monoidal ∞-category C and A ∈ Alg(C), the relatve tensor product gives a pairing RModA(C) × LModA(C) → C.
Definition A.11. A symmetric monoidal ∞-category is a commutative monoid object in Cat∞.
Remark A.4. Unwinding the definition we can see that a symmetric monoidal structure on an ∞-category C is encoded by a functor
A commutative algebra in a symmetric monoidal category is a commutative monoid object with respect to the monoidal product in C. This can be formulated as an ∞-functor A : N (Γ) → C where A( n ) ≃ A ( 1 ) ⊗n and A( 0 ) is a final object. The object A( 1 ) can be thought of as the underlying algebra object of A.
The ∞-category of commutative algebra objects in C denoted by CAlg(C) is the full subcategory of Fun(N (Γ), C) spanned by commuative algebra objects of C.
Given a symmetric monoidal category C and A ∈ CAlg(C), there is a category of commutative modules over A denoted by ModA(C) (see [6, ] ) which is equivalrnt to the ∞-category LModA(C) of left module objects over A in C. The ∞-category ModA(C) has the following notable features:
(1) For every A ∈ CAlg(C) the ∞-category LModA(C) inherits a symmetric monoidal structure given by the relative tensor product -⊗A-. This is encoded as a functor LModA(C) ⊗ ∈ Fun(N (Γ), Cat∞). (2) Let f : A → B ∈ CAlg(C). Then the forgetful functor ModB(C) → ModA(C) admits a left adjoint M → M ⊗A B, which is a symmetric monoidal functor from ModA(C) to ModB(C).
Definition A.13. Given a commutative algebra A in a symmetric monoidal category C, the ∞-category of A-algebra objects in C is defined to be the ∞-category Alg(LModA(C)). Similarly, the ∞-category of commutatitve A-algebras in C defined to be CAlg(LModA(C)). We shall use the notations Alg A (C) and CAlg A (C) for these ∞-categories.
Definition A.14. (Bi-algebras and Hopf algebras) (1) A commutative bi-algebra in a symmetric monoidal category C is an object in CoAlg(CAlg(C)). Given A ∈ CAlg(C), a commutative bi-algebra over A in C is an object in CoAlg(CAlg A ).
We shall denote the ∞-categories by BiAlg(C) and BiAlg A (C) respectively. (2) Given a commutative bi-algebra A in C, this can be expressed as a functor f : N (∆) → CAlg(C). We say that A is a commutative Hopf algebra object in C if f op : N (∆) op → Aff(C) defines a group object in Aff(C). The ∞-category of commutative Hopf algebra objects in a symmetric monoidal category C is the full subcategory of BiAlg(C) spanned by Hopf algebra objects. Denote this ∞-category by CHopf(C).
Given A ∈ CAlg(C), define the ∞-category of commutative Hopf algebra objects over A to be the full subcategory of BiAlg A spanned by commutative Hopf algebra objects. (3) Given a Bi-algebra B ∈ CoAlg(Alg A ), there is an underlying commutative Aalgebra B with a comodule structure encoded as a cosimplicial object N (∆) → CAlg A of the form
Then, the ∞-category of comodules over the Bi-algebra B over A is
A.5. Presentable ∞-categories. [5] and more over are generated in a weak sense by a small category (accessible). Presentable ∞-categories form an ∞-category P r L whose morphism are continous funtors, i.e. functors that preserve all small colimits,
The ∞-category C∞ is monoidal via the cartesian product. The subcategory P r L ⊂ C∞ obtains a symmetric monoidal structure
The tensor product C ⊗ D of C,D presentable ∞-categories is the universal recipient of a functor from the cartesian product C × D which preserves colimits in each variable separately. C ⊗D is defined to be Fun R (C op , D). The unit object of the monoidal structure in P r L is S, the ∞-category of spaces. Every presentable ∞-category is tensored over S.
Definition A.16. An object in Alg(P r L ) corresponds to a monoidal ∞-category C ⊗ whose underlying category C
≃ C is presentable and the product C × C → C preserves colimits separately in each variable. We shall call Alg(P r L ) the ∞-category of presentable monoidal categories.
Definition A.17. The ∞-category P r L is both left and right tensored over P r L by the tensor product of presentable ∞-categories. Denote by LMod(P r L ) and RMod(P r L ) the ∞-categories of left and right module objects respectively.
Given a presentable monoidal ∞-category C, denote by LModC(P r L ) = LMod(P r L ) × Alg(C) {C} and, RModC(P r L ) = RMod(P r L ) × Alg(C) {C} the ∞-categories of left and right modules over C respectively.
Remark A.5. Let C ∈ Alg(P r L ). There is relative tensor product RModC(P r L ) × LModC(P r L ) → P r L defined using the two-sided bar construction.
(1) If C ∈ CAlg(P r L ) is a symmetric monoidal presentable ∞-category, then LModC(P r L ) gets a symmetric monoidal structure via the relative tensor product,
Given A, B two presentable ∞-categories left tensored over a symmetric monoidal ∞-category C, we denote the image under the realtive tensor product by A ⊗C B. (2) Given a map C → D of symmetric monoidal presentable ∞-categories, there is a symmetric monoidal functor LModC(P r L ) → LModD(P r L ) which on objects is A → A ⊗C D, and is right adjoint to the forgetful functor.
Definition A.18. Given a symmetric monoidal presentable ∞-category C, the ∞-category of algebra objects over C is the ∞-category Alg(LModC(P r L )). Similarly, the ∞-category of commutative algebra objects over C is given by CAlg(LModC(P r L )). We shall denote these ∞-categories by Alg C and CAlg C respectively.
Denote by P r L,σ the full subcategory of P r L spanned by stable ∞-categories. The symmetric monoidal structure on P r L restricts to one on the full subcategory P r L,σ . The unit for the monoidal structure is Sp the stable ∞-category of spectra.
Definition A.19. An object in CAlg(P r L,σ ) corresponds to a symmetric monoidal ∞-category C ⊗ whose underlying category C
≃ C is presentable and stable, and the product C × C → C preserves colimits separately in each variable. We shall call CAlg(P r L,σ ) the ∞-category of symmetric monoidal presentable stable ∞-categories.
Remark A.6.
(1) The ∞-category Alg(P r L,σ ) has a unit object which is equivalent to the unit object of P r L under the tensor monoidal structure. This produces a monoidal structure on spectra:
∧ : Sp × Sp → Sp which is called the smash product monoidal structure. The algebra and commutative algebra objects of Sp with respect to ∧ are exactly the classical A∞-ring spectra and E∞-ring spectra. (2) Every presentable stable ∞-category is canonically tensored over Sp. There is a natural forgetful map UK : L(Co)mod K (D) → D.
Remark A.7. Informally, a monad T on an ∞-category C is an endofunctor T : C → C equipped with maps 1 → T and T • T → T which satisfies the usual unit and associativity conditions up to coherent homotopy. A module over the monad T is an object x ∈ C equipped with a structure map η : T (x) → x which is compatible with the algebra structure on T , again up to coherent homotopy. The forgetful map takes a module to the underlying object in C. Remark A.8. In ordinary categorical setting it is easy to check that the composition T is a monad on C. However, as Lurie notes in [6, Remark 4.7.0.4], this a not so straightforward in the ∞-categorical setting. In order to give a algebra structure on the composition T = G • F ∈ Fun(C, C) it is not enough to give a produce a single natural transformation T •T → T but an infinite system of coherence data, which is not easy to describe explicitly. 
