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INFORMATION PROJECTION ON BANACH SPACES WITH APPLICATIONS
TO STATE INDEPENDENT KL-WEIGHTED OPTIMAL CONTROL
ZACHARY SELK, WILLIAM HASKELL, AND HARSHA HONNAPPA
Abstract. Let B be a separable Banach space. Let µ0 be a centered Borel Gaussian measure on
B and let µ∗ ∼ µ0 be another Borel probability measure where ∼ denotes equivalence of measures.
Let Hµ0 →֒ B be the Cameron-Martin space associated to µ0. By the Cameron-Martin theorem,
the shift measure T ∗h (µ0)(·) := µ0(· − h) for h ∈ B is absolutely continuous with respect to µ0 if
and only if h ∈ Hµ0 . Denote by P the set of all shift measures which are absolutely continuous
with respect to µ0. We are interested in computing the information projection onto shift measures
infµ∈P DKL(µ||µ
∗), where DKL(µ||µ
∗) is the KL-divergence of µ with respect to µ∗. We show
that this problem is equivalent to minimizing an Onsager-Machlup function. In the more specific
setting where (B, µ0) is classical Wiener space, we show that this information projection problem
is equivalent to a calculus of variations problem where the solution is characterized by an Euler-
Lagrange equation. We also solve an “open loop” or state independent KL-weighted optimal control.
1. Introduction
This paper studies information projection on Banach spaces with respect to a Gaussian reference
measure. Our primary interest lies in characterizing projections of the reference measure onto sets
of measures corresponding to changes in the mean (or shift measures). Let B be a separable
Banach space, let µ0 be a centered Borel Gaussian measure on B, and let µ
∗ ∼ µ0 be another Borel
measure where ∼ denotes equivalence of measures. Also let Hµ0 →֒ B be the Cameron-Martin
space associated to µ0. By the Cameron-Martin theorem, the shift measure T
∗
h (µ0)(·) := µ0(· − h)
for h ∈ B is absolutely continuous with respect to µ0 if and only if h ∈ Hµ0 . Let P denote the set
of all shift measures absolutely continuous with respect to µ0. We are interested in computing the
information projection of µ∗ onto P, infµ∈P DKL(µ||µ
∗), where DKL(µ||µ
∗) is the KL-divergence of
µ with respect to µ∗. Information projection onto shift measures emerges in a number of domains of
applied probability including stochastic optimal control, approximate inference, and large deviations
analysis.
The main result of this paper is consolidated in the following portmanteau theorem. For this
result, we let val(·) and sol(·) denote the optimal value and the set of optimal solutions of an
optimization problem, respectively.
Theorem 1.1 (A Portmanteau Theorem). Let B be a separable Banach space. Let µ0 be a Gaussian
measure on B (see Definition 2.1) with Cameron-Martin space Hµ0 (see Definition 2.3). Let C :
B → R be a functional satisfying Hypothesis 3.4. Furthermore, assume that the functional Φ :
B → R defined by Φ(z) = Eµ0 [C(ω + z)] exists and satisfies Hypothesis 3.2. Define the probability
measure µ∗ on B with density
dµ∗
dµ0
:=
e−C
Eµ0 [e
−C ]
,
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and the probability measure µ˜ on B with density
dµ˜
dµ0
:=
e−Φ
Eµ0 [e
−Φ]
.
Let P be the set of Gaussian shift measures defined in Eq. (2). Consider the following three
optimization problems:
(a) (Information projection)
K := inf
µ∈P
DKL(µ||µ
∗).
(b) (State independent KL-weighted control)
P := inf
µ∈P
Eµ[C] +DKL(µ||µ0).
(c) (Mode of µ˜)
M := inf
z∈Hµ0
OMΦ(z).
Then, the optimal values val(K), val(P), and val(M) are all attained (and so all three problems have
optimal solutions). By the Cameron-Martin theorem (see Theorem 2.5), we can identify each shift
measure µ ∈ P with its corresponding shift z ∈ Hµ0 , and so we have
{sol(K) = sol(P)} ≡ sol(M).
Furthermore, suppose (B, µ0) is the classical Wiener space (see Definition 2.7) and C satisfies
Hypothesis 3.9. Let L(t, z, z˙) be the Lagrangian defined in Eq. (17), and consider the following
calculus of variations problem.
(d) (Calculus of variations)
L : inf
q∈W
1,2
0
[0,T ]
{
L(q, q˙; f) :=
1
2
∫ T
0
L(t, q(t), q˙(t); f)dt s.t. q(0) = 0
}
.
The necessary condition for optimality is the Euler-Lagrange equation
Lz(t, z, z˙)−
d
dt
Lz˙(t, z, z˙) = 0.
Suppose the optimal value val(L) is attained (so Problem L has an optimal solution). We continue
to identify each shift measure µ ∈ P with its corresponding shift z ∈ Hµ0 by the Cameron-Martin
theorem (see Theorem 2.5), and so we have
{sol(K) = sol(P)} ≡ {sol(M) = sol(L)} .
Indeed, the principal technical contributions of the present paper are:
(i) For Gaussian reference measures over an arbitrary Banach space, we show that the optimal
Gaussian shift measure of the (constrained) information projection problem corresponds precisely
to the minimizer of the Onsager-Machlup function of an associated Gibbs measure over the Banach
space (that is fully characterized). As a direct consequence, the optimal open loop KL-weighted
control function can be viewed as finding the most likely path of a stochastic process associated
with the Gibbs measure.
(ii) We further characterize the information projection onto Gaussian shift measures with respect
to a reference Wiener measure. In particular, we derive a single functional constraint to capture the
feasible region P. This functional constraint reveals that the feasible region of this optimization
problem is non-convex, and we also find that standard convex inner and outer relaxations only
yield “trivial” approximations.
(iii) Finally, we re-formulate the information projection problem and show that the optimal solution
corresponds to a calculus of variations problem. More precisely, we show that the solution is
completely characterized by the solution of an Euler-Lagrange equation. This yields a tractable
representation, which we illustrate through a number of examples.
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The paper is organized as follows. In the next section we present preliminary notation, definitions,
and standard results that will be used throughout the paper. In Section 3, we formalize our infor-
mation projection problem and show that it is equivalent to minimization of an Onsager-Machlup
function. In Section 3.1 we introduce the constrained relative entropy-weighted optimization prob-
lem and connect it to Onsager-Machlup minimization. We then characterize the constraint that the
drift is state-independent in Section 4. Specifically, we show that this constraint can be expressed
by a single functional constraint (which is a difference-of-convex (DC) function), and we consider
some convex relaxations. In Section 5 we turn to the Euler-Lagrange formulation of the problem
and provide a clean derivation of the optimal solution in terms of the solution to the Euler-Lagrange
function. We also offer an interpretation of the solution to this problem in terms of minimizing the
Onsager-Machlup function that was introduced in Section 3. Finally, in Section 6 we compute the
solution of the Euler-Lagrange equation and the associated Onsager-Machlup minimizing process
for a number of example cost functions. We conclude the paper in Section 7 with some further
discussion.
2. Preliminaries
In this section we collect several classical results that are frequently referenced throughout this
paper. First, we discuss results for Gaussian measure theory on Banach spaces. We refer the reader
to [3, 12] for more information on Gaussian measure theory.
We will work on a separable Banach space (B, ‖ · ‖), where we denote elements of B as ω ∈ B.
We let B∗ denote the space of continuous linear functionals ℓ : B → R (with respect to the norm
on B).
Definition 2.1. [12, Definition 3.2] Let µ be a Borel probability measure on B.
(i) The pushforward measure ℓ∗(µ) for ℓ ∈ B∗ is defined by ℓ∗(µ)(A) := µ(ℓ−1(A)) for all
Borel A ⊂ R.
(ii) µ is Gaussian if, for all ℓ ∈ B∗, ℓ∗(µ) is a Gaussian measure on R.
(iii) µ is centered if, for all ℓ ∈ B∗, ℓ∗(µ) is centered.
Formally, we consider Dirac-δ measures to be Gaussian in the limit of infinitesimally small
variance. This convention includes the case where e.g. ℓ ≡ 0.
Definition 2.2. [12, Equation (3.2)] Let µ be a centered Gaussian measure on B. The covariance
operator corresponding to µ is Cµ : B
∗ × B∗ → R defined by
Cµ(ℓ, ℓ
′) :=
∫
B
ℓ(x)ℓ′(x)µ(dx),
for all ℓ, ℓ′ ∈ B∗.
When B = Rd, we may identify (Rd)∗ with Rd so that the covariance operator from Definition 2.2
is just the usual covariance matrix.
Next we define the Cameron-Martin space which plays a central role in this paper. In particular,
we optimize over all the shift measures corresponding to the Cameron-Martin space in our upcoming
information projection problem.
Definition 2.3. [12, Definition 3.24] Let µ be a centered Gaussian measure on B. The Cameron-
Martin space Hµ is the completion of the subspace
H˚µ := {h ∈ B : ∃h
∗ ∈ B∗ with Cµ(h
∗, ℓ) = ℓ(h), ∀ℓ ∈ B∗}
with respect to the norm ‖ · ‖µ corresponding to µ defined by ‖h‖µ := 〈h, h〉µ := Cµ(h
∗, h∗) for all
h ∈ B.
4 ZACHARY SELK, WILLIAM HASKELL, AND HARSHA HONNAPPA
Remark 2.4. There might be multiple h∗ associated to h in the sense of Definition 2.3. However,
the norm ‖ · ‖µ is independent of the choice of h
∗. Furthermore, there is a canonical representation
(see e.g. [12, Proposition 3.31]). In the rest of our work, we just assume h∗ is this canonical
representation.
One of the main achievements of Gaussian measure theory is the Cameron-Martin theorem. For
h ∈ B, the translation map Th : B → B is defined by Th(x) := x + h for all x ∈ B. Let µ0
be a reference Gaussian measure on B. Corresponding to the translation map Th, we define the
pushforward measure µ := T ∗h (µ0) by µ(A) = T
∗
h (µ0)(A) = µ0(T
−1
h (A)) for all Borel A.
Theorem 2.5. [12, Theorem 3.41] Let µ0 be a centered Gaussian measure on B. The pushforward
measure µ := T ∗h (µ0) is absolutely continuous with respect to µ0 if and only h ∈ Hµ0 . Furthermore,
the Radon-Nikodym derivative of µ with respect to µ0 is
dµ
dµ0
= exp
(
h∗(x)−
1
2
‖h‖2µ
)
.
For the next result, we recall the Kullback-Leibler (KL) divergence. Continue to let µ0 be a
reference measure on B and let µ be another measure on B such that the Radon-Nikodym derivative
dµ
dµ0
exists. Then, the KL-divergence of µ with respect to µ0 is:
DKL(µ||µ0) := Eµ
[
log
(
dµ
dµ0
)]
.
We recall three key properties of the KL-divergence: (i) DKL(µ||µ0) ≥ 0; (ii) DKL(µ||µ0) = 0 if
and only if µ = µ0; and (iii) µ 7→ DKL(µ||µ0) is convex.
Theorem 2.6. [6, Lemma 3.20] Let µ0 be a centered Gaussian measure on B with Cameron-
Martin space Hµ0 , and let µ1 = T
∗
h1
(µ0) and µ2 = T
∗
h2
(µ0) for some h1, h2 ∈ Hµ0 . Then, the
Radon-Nikodym derivative dµ1
dµ2
exists and
DKL(µ1||µ2) =
1
2
‖h1 − h2‖
2
µ0
.
Next we define classical Wiener space associated to a standard Brownian motion. This is our
first specific example of a Banach space with a Gaussian measure, and later in the paper we obtain
some more detailed results for this special setting.
Definition 2.7. Let B = C0[0, T ] be the set of continuous functions f : [0, T ] → R equipped with
the sup-norm ‖ · ‖∞, such that f(0) = 0. Let µ0 be the Borel measure on C0[0, T ] associated to a
standard Brownian motion B(t). Then (C0[0, T ], µ0) is classical Wiener space.
Proposition 2.8. [12, Exercise 3.27] Let µ0 be the Borel measure on C0[0, T ] associated to a
standard Brownian motion B(t).
(i) µ0 is a centered Gaussian measure with covariance operator Cµ0(δs, δt) = min{s, t}.
(ii) The Cameron-Martin space associated to µ0 is the Sobolev space
W
1,2
0 :=
{
F : [0, T ]→ R : f(0) = 0 and ∃f ∈ L2[0, T ] so that F (t) =
∫ t
0
f(s)ds
}
.
Furthermore, the Cameron-Martin norm ‖ · ‖µ0 is the Sobolev norm
‖F‖µ0 =
∫ T
0
f2(s)ds.
Now, we collect some results from stochastic analysis and Malliavin calculus. We refer the reader
to [15,16] for more details.
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Theorem 2.9. [1, Lemma 5.76] Let (C0[0, T ], µ0) be classical Wiener space, and assume:
(a) F is a progressively measurable process with respect to the filtration generated by the standard
Brownian motion B(t);
(b) The sample paths are almost surely in the Cameron-Martin space W 1,20 ;
(c) Novikov’s condition,
Eµ0
[
exp
(∫ T
0
f2(s)ds
)]
<∞,
holds, where F ′(s) = f(s).
Then, the process B(t)− F (t) is a standard Brownian motion under µ with density
dµ
dµ0
= exp
(∫ T
0
f(s)dB(s)−
1
2
∫ T
0
f2(s)ds
)
.
Theorem 2.10. [1, Theorem 5.72] Let (C0[0, T ], µ0) be classical Wiener space, and suppose µ ∼ µ0.
Then, there exists a progressively measurable process F (t) with samples paths almost surely in the
Cameron-Martin space W 1,20 so that the process B(t)− F (t) is a standard Brownian motion under
µ. Furthermore, the density is given by
dµ
dµ0
= exp
(∫ T
0
f(s)dB(s)−
1
2
∫ T
0
f2(s)ds
)
,
where F ′(s) = f(s).
Remark 2.11. Theorem 2.10 is a partial converse to Theorem 2.9. We had to assume Novikov’s
condition holds to prove the “forward” direction in Theorem 2.9. There are weaker sufficient con-
ditions, such as Kazamaki’s condition (see e.g. [17, P. 331]). However in the “reverse” direction
in Theorem 2.10, the conclusion only gives that the sample paths lie almost surely in the Cameron-
Martin space W 1,20 . This condition is weaker than both Novikov’s condition and Kazamaki’s condi-
tion.
Remark 2.12. By the Doob-Dynkin Lemma, the progressively measure process f that appears in
Theorem 2.9 and Theorem 2.10 has implicit dependence on the underlying Brownian motion, i.e.,
f(s) = f(s, B(s)) for all s ∈ [0, T ]. We usually suppress this dependence except where it is needed
explicitly.
In light of Theorem 2.10 we make the following definition.
Definition 2.13. Let µ ∼ µ0 be a Borel measure on classical Wiener space (C0[0, T ], µ0). We say
that the progressively measurable process F (t) corresponds to the measure µ if
B˜(t) := B(t)− F (t)
is a Brownian motion under µ.
Theorem 2.14. [1, Theorem 5.55] Let (C0[0, T ], µ0) be classical Wiener space, and let C :
C0[0, T ]→ R be a functional such that Eµ0 [C
2] <∞. Then, there exists a progressively measurable
process f(t) such that
C = Eµ0 [C] +
∫ T
0
f(t)dB(t).
Theorem 2.14 is an existence result. A natural follow-up question is how to compute the process
f(t) that appears in the statement of Theorem 2.14. The Clark-Ocone theorem gives a computa-
tional version of Theorem 2.14, stated in terms of the Malliavin derivative of C. We refer to [15]
for more information on Malliavin calculus.
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Theorem 2.15. [15, Proposition 1.3.14] Let C : C0[0, T ] → R be in the Sobolev-Watanabe space
D
1,2 (see [15, page 27] for definition), then
C = Eµ0 [C] +
∫ T
0
Eµ0 [DtC | Ft]dB(t),
where Dt is the Malliavin derivative and Ft is the filtration generated by Brownian motion.
As an additional notational convention, we will use |y=x to denote evaluation of y at the point x.
That is,
(1) g(y)
∣∣∣∣
y=x
= g(x).
3. Information Projection and Onsager-Machlup
For this section, let B be a separable Banach space with centered Gaussian measure µ0. Let
µ∗ be another Borel probability measure on B such that µ∗ ∼ µ0. We formally define the set of
Gaussian shift measures to be
(2) P := {T ∗h (µ0) : h ∈ Hµ0},
where the measure T ∗h (µ0) is defined before Theorem 2.5. We are interested in the information
projection problem
(3) K := inf
µ∈P
DKL(µ||µ
∗).
Problem K projects µ∗ onto the set of Gaussian shift measures. We are interested in finding the
measure µO that attains the optimal value val(K) of Problem K, when it exists.
We show that computing the optimizer of Problem K is equivalent to minimizing the Onsager-
Machlup function corresponding to an associated stochastic process. Note that the Onsager-
Machlup function can be viewed as the Lagrangian for the “most likely” path of the associated
process. In Theorem 3.7, we specifically show that the optimizer of Problem K can be identified with
an optimal drift/shift function that is the minimizer of an Onsager-Machlup function. Crucially,
this identification affords a Monte Carlo sampling method for solving the optimization problem.
Observe that the information projection in Problem K is intimately connected with the maximum
a posteriori (MAP) estimation and identifying the “mode” of the Gaussian measure on a general
Banach space [7]. We now introduce the definition of the Onsager-Machlup function, see [7, 9] for
further details.
Definition 3.1. Let µ0 be a Gaussian measure on a separable Banach space B with Cameron-
Martin space Hµ0. Let B
δ(z) ⊂ B be the open ball of radius δ around z. Let µ be another measure
that is absolutely continuous with respect to µ0. If the limit
lim
δ→0
µ(Bδ(z2))
µ(Bδ(z1))
= exp (OM(z1)−OM(z2))
exists for all z1, z2 ∈ Hµ0 , then OM is called the Onsager-Machlup function for µ.
In [7, Theorem 3.2], the Onsager-Machlup function is computed for a certain class of measures.
We recall this result next.
Hypothesis 3.2. Let Φ : B → R be a functional satisfying the following conditions:
(i) For every ε > 0 there is an M ∈ R such that
Φ(ω) ≥M − ε‖ω‖2,
for all ω ∈ B.
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(ii) Φ is locally bounded above, i.e., for every r > 0 there is a K = K(r) > 0 such that
Φ(ω) ≤ K,
for all ω ∈ B with ‖ω‖ < r.
(iii) Φ is locally Lipschitz continuous, i.e., for every r > 0 there exists L = L(r) > 0 such that
|Φ(ω1)− Φ(ω2)| ≤ L‖ω1 − ω2‖,
for all ω1(t), ω2(t) ∈ B with ‖ω1‖ < r and ‖ω2‖ < r.
Theorem 3.3. [7, Theorem 3.2] Let Φ : B → R satisfy Hypothesis 3.2. Then, the OM function is
given by
(4) OMΦ(z) =
{
Φ(z) + 12‖z‖
2
µ0
if z ∈ Hµ0
∞ else
.
We introduce the following optimization problem
M := inf
z∈Hµ0
OMΦ(z).
The “most likely” element of (B, µ0) is the minimizer of the OM function OMΦ(z), i.e., it is the
solution of Problem M. Under Hypothesis 3.2, we know that an optimal solution of Problem M
exists by [8, Proposition 3.4]. See [9] for the corresponding result in classical Wiener space.
To express Problem K in terms of the OM function, we need a technical lemma from [2] for
functionals C satisfying the following “finite entropy” hypothesis.
Hypothesis 3.4. We assume that µ0(C < +∞) > 0 and Eµ0 [exp(−C) |C|] < +∞.
Lemma 3.5. [2, Lemma 2.4(ii)] Let µ0 be a Gaussian measure on a separable Banach space B,
and let C : B → R satisfy Hypothesis 3.4. Define the measure µ∗ with density
dµ∗
dµ0
=
e−C
Eµ0 [e
−C ]
.
Then, for µ≪ µ0 satisfying DKL(µ||µ0) < +∞ and Eµ[(C)
+] < +∞,
DKL(µ||µ
∗) = Eµ[C] +DKL(µ||µ0)− logEµ0 [e
−C ].
Remark 3.6. In [2], it is shown that Hypothesis 3.4 implies 0 < Eµ0 [exp(−C)] < +∞, and so the
measure µ∗ in Lemma 3.5 is well defined.
We can now relate Problem K to minimization of an OM function.
Theorem 3.7. Let µ0 be a centered Gaussian measure on a separable Banach space B. Let µ
∗ be
another Borel probability measure and assume:
(a) µ∗ ∼ µ0.
(b) µ∗ has density
dµ∗
dµ0
=
e−C
Eµ0 [e
−C ]
,
for a functional C : B → R which satisfies Hypothesis 3.4.
(c) There exists a functional z 7→ Φ(z) := Eµ0 [C(ω + z)], satisfying Hypothesis 3.2, and an
associated measure µ˜ on B with density
dµ˜
dµ0
=
e−Φ
Eµ0 [e
−Φ]
.
Then, Problem K has a solution µO where µO(·) = µ0(· − z
O) and zO is the minimizer of the
OM function associated to µ˜ (which always exists by [7, Prop 3.4]).
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Proof. By Lemma 3.5, we have that
inf
µ∈P
DKL(µ||µ
∗) = inf
µ∈P
Eµ[C] +DKL(µ||µ0)− logEµ0 [e
−C ].
Using Theorem 2.6 and the definition of Φ for each µ ∈ P with corresponding shift zµ ∈ Hµ0 , we
have that
DKL(µ||µ
∗) = Eµ0 [C(ω + zµ)] +
1
2
‖zµ‖
2
µ0
− logEµ0 [e
−C ]
= Φ(zµ) +
1
2
‖zµ‖
2
µ0
− logEµ0 [e
−C ]
= OMΦ(zµ)− logEµ0 [e
−C ].
By [7, Prop 3.4], the minimizer of Problem M, denoted zO ∈ Hµ0 , exists. Then, we have the chain
of relations
OMΦ(z
O)− logEµ0 [e
−C ] = DKL(µ0(· − z
O)||µ∗)
≥ inf
µ∈P
DKL(µ||µ
∗)
= inf
z∈Hµ0
OMΦ(z)− logEµ0 [e
−C ]
= OMΦ(z
O)− logEµ0 [e
−C ].
It follows that the optimal value sol(K) exists and also that sol(K) = µ0(· − z
O). 
Remark 3.8. Observe that zO is interpreted as the most likely element of (B, µ˜). In other words,
zO can be viewed as the mode of µ˜. Theorem 3.7 suggests a potential simulation-based method to
compute the optimizer of the information projection Problem K via Monte-Carlo estimation of the
mode.
3.1. KL-Weighted Optimization on Wiener Space. We now apply our results to KL-weighted
state independent (or “open loop”) optimal control on classical Wiener space. Let C : C0[0, T ]→ R
be a cost functional satisfying Hypothesis 3.4 along with the following integrability condition.
Hypothesis 3.9. We assume that Eµ0 [C
2] <∞.
For all µ ∼ µ0, we define the functional:
(5) J(µ) := Eµ [C] +DKL(µ||µ0) = Eµ
[
C + log
(
dµ
dµ0
)]
,
which is the sum of the expected cost Eµ [C] with respect to µ and the KL-divergence DKL(µ||µ0)
of µ with resepct to the uncontrolled process µ0. In particular, DKL(µ||µ0) can be interpreted as a
penalty for the “effort” of control. The corresponding classical unconstrained variational stochastic
optimal control problem is:
(6) inf
µ∈P0
Eµ
[
C + log
(
dµ
dµ0
)]
,
where we note the feasible region in Problem (6) is P0 (the set of all measures equivalent to µ0)
instead of P (the set of shift measures). We denote an optimal solution of Problem (6) as µ∗, and
the optimality conditions are characterized in the following theorem.
Theorem 3.10. [2, Lemma 2.4] Suppose Hypothesis 3.4 holds. Then, the measure with density
(7)
dµ∗
dµ0
:=
exp(−C)
Eµ0 [exp(−C)]
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exists and µ∗ ∈ P0. In addition, if µ is a Borel probability measure so that Eµ[(C)
+] < +∞ and
DKL(µ||µ
∗) < +∞, then we have:
(8) J(µ) = DKL(µ||µ
∗)− logEµ0 [e
−C ].
Furthermore, J is strictly convex over the set
P˜ := {Borel probability measures µ : Eµ[(C)
+] < +∞ and DKL(µ||µ
∗) < +∞},
and it has a unique minimizer µ∗ with corresponding optimal value:
inf
µ∈P˜
J(µ) = − logEµ0
[
e−C
]
.
By Theorem 2.14, if C satisfies Hypothesis 3.9 then there exists a progressively measurable process
f(t) so that
C = Eµ0 [C] +
∫ T
0
f(t)dB(t),
where equality holds almost surely. By Theorem 3.10, the density for the optimal measure µ∗ is
dµ∗
dµ0
= exp
(
−
∫ T
0
f(t)dB(t)−
1
2
∫ T
0
f2(t)dt
)
,
for this same f(t). Consequently, the optimal measure µ∗ corresponds to (in the sense of Definition
2.13) an optimal drift of F (t) = −
∫ t
0 f(s)ds by Theorem 2.9.
In this paper, we are interested in minimizing J(µ) (defined in Eq. (5)) subject to the additional
constraint that our optimal measure should correspond to (in sense of Definition 2.13) a state
independent drift. That is, F (t) should be a deterministic path that does not depend on the
underlying process B(t). Equivalently, this may be viewed as constraining the covariance of the
controlled process to be the same as that of Brownian motion. The feasible region of this problem
is:
(9) P := {µ ∈ P0 : µ corresponds to a state independent drift},
and the corresponding constrained optimal control problem is:
P := inf
µ∈P
J(µ).
While J is strictly convex, the feasible region P is not convex (we will elaborate on this point in
Section 4) and so Problem P is not a convex optimization problem.
We can reformulate Problem P as an optimization problem on path space. Consider the process
X˜(t) whose Girsanov density is given by
(10)
dµ˜
dµ0
(ω) =
1
Zµ˜
exp (−Eµ0 [C(B + ω)]) .
The Onsager-Machlup function associated to the process X˜(t) is
(11) OM(ϕ(t)) =
{
Eµ0 [C(B + ϕ)] +
1
2
∫ T
0 (ϕ˙(t))
2dt if ϕ ∈W 1,20 ,
∞ if ϕ 6∈W 1,20 .
This observation leads directly to the following optimization problem on path space:
(12) inf
ϕ∈W
1,2
0
Eµ0 [C(B + ϕ)] +
1
2
∫ T
0
(ϕ˙(t))2dt.
Next we use Girsanov to characterize the process X˜(t).
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Proposition 3.11. Let C = C0 −
∫ T
0 f(t, B(t))dB(t) be the Itoˆ representation of a functional
C : C0[0, T ]→ R satisfying Hypotheses 3.4, 3.9, and 3.2, where C0 is a constant. Then, the process
associated to the measure µ˜ defined in Eq. (10) is:
(13) X˜(t) =
∫ t
0
Eµ0 [f(B(s) + x)]
∣∣∣∣
x=B(s)
ds+B(t),
where we recall the notation for evaluation defined in Eq. (1).
Proof. Let ϕ ∈ C0[0, T ], then
Eµ0 [C(B + ϕ)] = C0 − Eµ0
[∫ T
0
f(t, B(t) + ϕ(t))dB(t) +
∫ T
0
f(t, B(t) + ϕ(t))dϕ(t)
]
= C0 −
∫ T
0
Eµ0 [f(t, B(t) + ϕ(t))]dϕ(t).
Therefore, the density of µ˜ is
(14)
dµ˜
dµ0
=
1
Zµ˜
exp
(∫ T
0
Eµ0 [f(B(t) + x)]
∣∣∣∣
x=B(t)
dB(t)
)
,
where we absorbed the constant C0 into the constant Zµ˜. The conclusion then follows by Theorem
2.9. 
We have shown that the optimal solution of Problem P is the information projection of the
optimal measure µ∗ of Problem (6) onto P. This projection corresponds to finding the most likely
path of an associated process X˜ defined through the Onsager-Machlup function of X˜(t). This is
philosophically similar to the equivalence ofmaximum a posteriori (MAP) inference and information
projection in Euclidean spaces. For more information on this relation, see [13].
Remark 3.12. Observe that the equivalent path space Problem (12) parallels the variational rep-
resentation for the classical unconstrained KL-weighted control Problem (6) from [4], where it is
shown that
− logEµ0 [e
−C ] = inf
f∈A
Eµ0
[
C(B + f) +
1
2
∫ T
0
f2(t)dt
]
,
where A is the set of all progressively measurable processes with respect to the natural filtration of
the Wiener process B.
The results in this section require the verification of Hypotheses 3.2 and 3.4, which are non-trivial
to satisfy even on classical Wiener space. Consequently, in the next sections, we further delve into
the Wiener space setting and develop alternative characterizations of the optimal solution of the
information projection problem.
4. Characterization of the Feasible Region in Wiener Space
We can develop a finer characterization of ProblemK when (B, µ0) is Wiener space (see Definition
2.7), which we present in this section. In particular, we can construct a penalty function for state
independent drifts. This will let us encode the feasible region P as a single functional constraint on
the space of measures on continuous paths in C0[0, T ]. In particular, we show that this constraint
function is a “difference of convex” (DC) function that is zero if the measure corresponds to a state
independent drift, and it is positive otherwise.
Let P0 := {Borel probability measures µ : µ ∼ µ0} be the set of all measures on B that are
equivalent to the Wiener measure µ0, and define the function D : P0 → [0,∞) as
(15) D(µ) := DKL(µ||µ0)−
1
2
∫ T
0
(∂sEµ[B(s)])
2 ds.
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We interpret D as a penalty function which measures violation of the requirement that the drift be
state independent, and in particular we will show that D(µ) = 0 if and only if µ ∈ P. The following
lemma confirms that D correctly checks if µ corresponds to a state independent drift. The proof
uses the idea that the variance of the drift is zero only when it is state independent.
Proposition 4.1. D(µ) ≥ 0 for all µ ∈ P0. Additionally, D(µ) = 0 if and only if µ corresponds
to (in sense of Definition 2.13) a state independent drift.
Proof. Fix a shift measure µ ∈ P0. By Theorem 2.10, there exists a progressively measurable
process F whose sample paths lie almost surely in the Sobolev space W 1,20 such that
log
(
dµ
dµ0
)
=
∫ T
0
f(s) dB(s)−
1
2
∫ T
0
f2(s)ds,
where f(s) = F ′(s). In addition, we have B(t) = F (t)+ B˜(t), where B˜ is a Brownian motion under
µ. We may then compute the KL-divergence
DKL(µ||µ0) = Eµ
[∫ T
0
f(s) dB(s)−
1
2
∫ T
0
f2(s)ds
]
= Eµ
[∫ T
0
f(s)d(B˜(s) + F (s))−
1
2
∫ T
0
f2(s)ds
]
= Eµ
[∫ T
0
f(s)dB˜(s) +
1
2
∫ T
0
f2(s)ds
]
.
An Itoˆ integral has mean zero, and so
(16) DKL(µ||µ0) =
1
2
Eµ
[∫ T
0
f2(s) ds
]
.
Substituting Eq. (16) into Eq. (15), we arrive at
D(µ) =
1
2
Eµ
[∫ T
0
f2(s) ds
]
−
1
2
∫ t
0
(∂sEµ[F (s)])
2 ds.
To write the second integral, we used the fact that B(t) = F (t) + B˜(t), where B˜ is a Brownian
motion under µ. By applying Fubini’s theorem and differentiating under the integral sign, we
obtain
D(µ) =
1
2
∫ T
0
(
Eµ[f
2(s)]− (Eµ[f(s)])
2
)
ds =
1
2
∫ T
0
Varµ(f(s))ds.
It follows that D(µ) = 0 if and only if Varµ(f(s)) = 0 for all s ∈ [0, T ], i.e., F is deterministic. 
Remark 4.2. Constructing the penalty function D is nontrivial. In general, given an arbitrary
measure µ ∈ P0, it is difficult to construct the drift Fµ(t) corresponding to µ. It is even difficult to
distinguish between F (t) and −F (t). To see this, note that the Girsanov density for F (t) is
dµ(F )
dµ0
= exp
(∫ T
0
f(t)dB(t)−
1
2
∫ T
0
f2(t)dt
)
,
where F ′(t) = f(t), while the Girsanov density for −F (t) is
dµ(−F )
dµ0
= exp
(∫ T
0
−f(t)dB(t)−
1
2
∫ T
0
f2(t)dt
)
.
Because
∫ T
0 f(t)dB(t)
d
= −
∫ T
0 f(t)dB(t) in distribution, we must have that
dµ(−F )
dµ0
d
=
dµ(F )
dµ0
.
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It is thus difficult to “decouple” F (t) +B(t) through a polarization identity.
Based on Lemma 4.1, we can reformulate Problem K as:
K ≡ inf
µ∈P0
{DKL(µ||µ
∗) : D(µ) ≤ 0} ,
where the constraint µ ∈ P is now encoded by the single functional constraint D(µ) ≤ 0 and the
implicit constraint µ ∈ P0.
Problem K is a non-convex optimization problem because the constraint function D(µ) is non-
convex. Specifically, D(µ) is a “difference of convex functions”, i.e., the KL-divergence DKL(µ||µ0)
(which is convex) and the function 12
∫ T
0 (∂sEµ[B(s)])
2ds (which is convex because the function
Eµ[B(s)] is linear in µ, and the square of a linear function is convex). So, Problem K has a single
DC constraint (see [18,19] for discussions on this class of optimization problems).
In this situation, it is natural to consider both inner and outer convex approximations of Problem
K. However, we will now see that the feasible region P is pathological from the perspective of
convex approximation. First we consider an inner approximation. As the following lemma shows,
the strict convex combination of measures corresponding to deterministic drifts does not correspond
to a deterministic drift.
Proposition 4.3. Let µ1 ∼ µ0 and µ2 ∼ µ0 be two measures corresponding to drifts F1(t) and
F2(t) (possibly state dependent) in the sense of Definition 2.13. Then, for λ ∈ (0, 1), the convex
combination µ := λµ1 + (1− λ)µ2 corresponds to a drift of
F (t) := AF1(t) + (1−A)F2(t),
where A is a Bernoulli random variable independent of B(t) with parameter λ.
Proof. Let B(t) be a Brownian motion under µ0. Then, for each time t ∈ [0, T ] and z ∈ R we have
µ ({ω ∈ Ω : B(t, ω) ≤ z}) = λµ1 ({ω ∈ Ω : B(t, ω) ≤ z})
+ (1− λ)µ2 ({ω ∈ Ω : B(t, ω) ≤ z})
= λµ1
(
{ω ∈ Ω : F1(t, ω) +B
1(t, ω) ≤ z}
)
+ (1− λ)µ2
(
{ω ∈ Ω : F2(t, ω) +B
2(t, ω) ≤ z}
)
,
where B1 is a Brownian motion under µ1 and B
2 is a Brownian motion under µ2. Now let µF be
the measure that corresponds to the drift of F (t) = AF1(t) + (1 − A)F2(t). By the law of total
probability, for t ∈ [0, T ] and z ∈ R we have that
µF ({ω ∈ Ω : B(t, ω) ≤ z}) = λµF ({ω ∈ Ω : B(t, ω) ≤ z} | A = 1)
+ (1− λ)µF ({ω ∈ Ω : B(t, ω) ≤ z} | A = 0)
= λµ1
(
{ω ∈ Ω : F1(t, ω) +B
1(t, ω) ≤ z}
)
+ (1− λ)µ2
(
{ω ∈ Ω : F2(t, ω) +B
2(t, ω) ≤ z
)
.
Then, for all t ∈ [0, T ] and z ∈ R, we have the equality
µ ({ω ∈ Ω : B(t, ω) ≤ z}) = µF ({ω ∈ Ω : B(t, ω) ≤ z}) .

Remark 4.4. Lemma 4.3 implies that the set of measures P is precisely the set of extreme points
of the set P0. If µ = λµ1+(1−λ)µ2 for some λ ∈ (0, 1) and µ1, µ2 ∈ P0, then the drift associated to
µ is necessarily state dependent (and thus random). Consequently, any inner convex approximation
can only consist of singletons, yielding only a trivial inner approximation to Problem K.
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Now we consider an outer approximation by taking the convex hull of P, which is defined as:
convP :=
{
n∑
i=1
λiµi :
n∑
i=1
λi = 1, λ ≥ 0, {µi}
n
i=1 ⊂ P, n ∈ N
}
.
As a consequence of Lemma 4.3, we have the following characterization of convP.
Corollary 4.5. convP is the set of all measures corresponding to drifts of finite random combi-
nations of deterministic drifts. That is, µ ∈ convP if and only if its corresponding drift F (t) is of
the form
F (t) =


F1(t) with probability p1
...
Fn(t) with probability pn
for some n ∈ N, where Fi are deterministic drifts and p1 + · · · + pn = 1.
It follows that the convex hull convP is too large to optimize over effectively (especially since we
are talking about measures on path space). In light of Lemma 4.3 and Corollary 4.5, we see that the
obvious inner and outer convex approximations of Problem K do not yield useful approximations
for computing the optimal drift (or the corresponding measure).
5. Euler-Lagrange Equation for Wiener Space
In response to the difficulties with the non-convex formulation of Problem K discussed in the
last section, in this section we give another reformulation of the problem. In particular, we show
that the solution of a certain calculus of variations problem (when it exists) corresponds to an
optimal solution of Problem K. This method is more tractable, and in several of our examples this
calculus of variations problem is a convex optimization problem (in contrast to the formulation of
Problem K just discussed in Section 4, which is intrinsically non-convex).
The objective of Problem K is to minimize DKL(µ||µ
∗) over µ ∈ P with respect to some µ∗.
This measure µ∗ satisfies µ∗ ∼ µ0, so by Theorem 2.10 there is a progressively measurable f such
that:
dµ∗
dµ0
= exp
(∫ T
0
f(s,B(s))dB(s)−
1
2
∫ T
0
f2(s,B(s))ds
)
.
For this f , define the following Lagrangian for all q ∈W 1,20 [0, T ]:
(17) L(t, q(t), q˙(t); f) := Eµ0
[
(q˙(t)− f(t, B(t) + q(t)))2
]
.
The form of this Lagrangian is not a coincidence. In our upcoming Theorem 5.3, we will show that
it is a natural consequence of trying to minimize the KL-divergence DKL(µ||µ
∗).
With this Lagrangian now in hand, we want to solve the corresponding calculus of variations
problem:
(18) inf
q∈W
1,2
0
[0,T ]
{
L(q, q˙; f) :=
1
2
∫ T
0
L(t, q(t), q˙(t); f)dt s.t. q(0) = 0
}
.
In Problem (18), we note the initial condition q(0) = 0 at time t = 0, but we do not enforce any
terminal condition at time t = T . Much of the classical theory for the calculus of variations requires
explicit initial and terminal conditions (see e.g. [5]). So, we can simply consider the alternative
calculus of variations problem:
(19) inf
q∈W
1,2
0
[0,T ]
{
L(q, q˙; f) :=
1
2
∫ T
0
L(t, q(t), q˙(t); f)dt s.t. q(0) = 0, q(T ) = a
}
,
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with dummy terminal condition q(T ) = a for any a ∈ R. Then, we can solve Problem (19) for these
specific initial and terminal conditions, and later optimize over a ∈ R. We will see in our examples
in Section 6, however, that this issue does not present any practical difficulty.
We first discuss existence of solutions to Problem (18), and we refer the reader to [5] for the
details of these existence results. We first require the following coercivity condition:
Hypothesis 5.1. There exist α > 0 and β ≥ 0 such that L(t, q, q˙) ≥ α|q˙|2 − β for all t ∈ [0, T ],
q ∈ R, and q˙ ∈ R.
For the next existence result, we recall that the Lagrangian L(t, q, q˙; f) is automatically bounded
below by zero by construction (since it is the expectation of a square), and so the optimal value of
Problem (18) is also bounded below by zero.
Theorem 5.2. Suppose L(t, q, q˙; f) satisfies Hypothesis 5.1, and that q˙ → L(t, q, q˙; f) is convex.
Then, Problem (18) has a solution in W 1,20 [0, T ].
The Euler-Lagrange equation corresponding to Problem (18) is:
(20) Lq(t, q, q˙; f)−
d
dt
Lq˙(t, q, q˙; f) = 0, ∀t ∈ [0, T ].
Eq. (20) is a common necessary condition for the optimal solutions of Problem (18). The next
theorem connects the solutions of Problem (18) (that can be characterized by Eq. (20)) with the
optimal solutions of Problem K.
Theorem 5.3. Let µ∗ ∼ µ0 be a probability measure with density
dµ∗
dµ0
= exp
(∫ T
0
f(s,B(s))dB(s)−
1
2
∫ T
0
f2(s,B(s))ds
)
.
Let q ∈W 1,20 [0, T ] be the solution, if it exists, to Eq. (20). Then, the measure defined by
(21)
dµ
dµ0
= exp
(∫ T
0
q˙(s)dB(s)−
1
2
∫ T
0
(q˙(s))2ds
)
is an optimal solution of Problem K.
Proof. Let
dµ
dµ0
= exp
[∫ T
0
h(s)dB(s)−
1
2
∫ T
0
h2(s)ds
]
for some state independent h(s) ∈W 1,20 [0, T ]. We can simplify the ratio
dµ
dµ∗
= exp
(∫ T
0
h(s)− f(s,B(s))dB(s)−
1
2
∫ T
0
h2(s)− f2(s,B(s))ds
)
= exp
(∫ T
0
h(s)− f(s, B˜(s) +H(s))d(B˜(s) +H(s))−
1
2
∫ T
0
h2(s)− f2(s, B˜(s) +H(s))ds
)
,
where B˜ is a Brownian motion under µ and H ′ = h with H(0) = 0. Simplifying and making use of
the polarization identity, we arrive at
dµ
dµ∗
= exp
(∫ T
0
h(s)− f(s, B˜(s) +H(s))dB˜(s)−
1
2
∫ T
0
(h(s)− f(s, B˜(s) +H(s))2ds
)
.
Computing the KL-divergence as in the proof of Proposition 4.1 shows that
(22) DKL(µ||µ
∗) = Eµ
[
log
(
dµ
dµ∗
)]
=
1
2
Eµ
[∫ T
0
(h(s)− f(s, B˜(s) +H(s)))2ds
]
.
Minimizing Eq. (22) is equivalent to the Euler-Lagrange Eq. (20). 
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To conclude this discussion, we identify some sufficient conditions for a solution of Eq. (20) to
be an optimal solution of Problem (18). This depends on the following joint convexity condition.
Hypothesis 5.4. The Lagrangian is jointly convex in (q, q˙)→ L(t, q, q˙; f) for all t ∈ [0, T ].
Theorem 5.5. Suppose L(t, q, q˙; f) satisfies Hypothesis 5.1 and Hypothesis 5.4. If q ∈ W 1,20 [0, T ]
is a weak solution of Eq. (20), then q is an optimal solution of Problem (18).
We use Theorem 5.5 in our examples to justify solving Problem (18) by solving the ODE in Eq.
(20).
6. Examples
In this section, we solve several specific instances of Problem P where (B, µ0) is classical Wiener
space (see Definition 2.7).
6.1. Case of C =
∫ T
0 f(t, B(t))dB(t). We start in this subsection with the case where the Itoˆ
representation C =
∫ T
0 f(t, B(t))dB(t) of our cost functional is already known. We may assume
Eµ0 [C] = 0 W.L.O.G. since constants do not change the optimal solution of the minimization
problem.
Example 6.1. Let f(s,B(s)) = B(s) so we have
C =
∫ T
0
−B(s)dB(s).
First, we note that C can easily be shown to satisfy Hypotheses 3.4 and 3.9. To check that C
satisfies Hypothesis 3.2, first we write
C = −
1
2
B2(T ) +
1
2
T.
Then, we compute Φ as
Φ(z) =
1
2
Eµ0 [(B(T ) + z(T ))
2 − T ] =
1
2
z2(T ).
To check Hypothesis 3.2 Part (i), we just note that for ε > 0 and z ∈ C0[0, T ], we have
Φ(z) ≥ 0 ≥ 0− ε‖z‖2∞.
Thus, Part (i) is satisfied with M = 0. To check Hypothesis 3.2 Part (ii), let r > 0 and let
K(r) = r2. Then, if ‖z‖∞ < r we have
Φ(z) =
1
2
z2(T ) ≤
1
2
r2 ≤ K.
To check Hypothesis 3.2 Part (iii), let r > 0 and L(r) = r. For ‖z1‖∞ < r and ‖z2‖∞ < r, we have
|Φ(z1)− Φ(z2)| =
1
2
|z21(T )− z
2
2(T )|
=
1
2
|z1(T )− z2(T )||z1(T ) + z2(T )|
≤
1
2
2r‖z1 − z2‖∞
= L‖z1 − z2‖∞.
Since we have verified Hypothesis 3.2, we know that Problem M has a solution.
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The Lagrangian L corresponding to this problem is:
L(t, q, q˙) =
1
2
Eµ0
[
(q˙(t)− (B(t) + q(t)))2
]
=
1
2
Eµ0
[
q˙2(t)− 2q˙(B(t) + q(t)) + (B(t) + q(t))2
]
=
1
2
[
q˙2(t)− 2q(t)q˙(t) + t+ q2(t)
]
=
1
2
[
(q˙(t)− q(t))2
]
+
1
2
t.
We see that (q, q˙) → L(t, q, q˙) is jointly convex for all t ∈ [0, T ], and it is bounded below by zero.
The functional L is minimized at q˙(t) = q(t) which yields the solution q(t) = Cet. We additionally
require q(0) = 0, and so we set C = 0 to find the solution is q(t) ≡ 0.
To confirm the optimality of this solution using the Euler-Lagrange equation, we see the deriva-
tives of L are:
Lq(t, q, q˙) = −q˙(t) + q(t),
and
Lq˙(t, q, q˙) = q˙(t)− q(t).
The Euler-Lagrange equation is then
−q˙(t) + q(t)− q¨(t) + q˙(t) = 0,
which has solution q(t) = C1e
t+C2e
−t. We require q(0) = 0, and so we must have C1 = −C2. The
minimizer of L satisfies q˙(t) = q(t), and so we confirm q(t) ≡ 0.
Furthermore, we can compute:
Eµ0 [f(B(s) + x)]
∣∣∣∣
x=B(s)
= B(s),
to see that the associated process is:
X˜(t) =
∫ t
0
B(s)ds+B(t).
Example 6.2. Suppose that µ∗ (the optimal unconstrained measure) corresponds to a deterministic
drift F (t) where F ′(s) = f(s) for a progressively measurable process f . The Lagrangian for this
problem is:
L(t, q, q˙) =
1
2
Eµ0
[
q˙2(t)− 2q˙(t)f(t) + f2(t)
]
=
1
2
[
q˙2(t)− 2q˙(t)f(t) + f2(t)
]
.
We see that (q, q˙)→ L(t, q, q˙) is jointly convex for all t ∈ [0, T ], and the derivatives of L are:
Lq = 0,
and
Lq˙ = q˙(t)− f(t).
The Euler-Lagrange equation is then simply
−
d
dt
(q˙(t)− f(t)) = 0,
which yields the solution q(t) = F (t) + C1t + C2. We set C2 = 0 to satisfy the initial condition
q(0) = 0.
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Furthermore, we can compute
Eµ0 [f(B(s) + x)]
∣∣∣∣
x=B(s)
= f(s),
to see that the associated process X˜(t) is:
X˜(t) =
∫ t
0
f(s)ds+B(t).
Example 6.3. Suppose that µ∗ (the optimal unconstrained measure) corresponds to the drift∫ T
0 B
2(s)ds. The Lagrangian for this problem is then:
L(t, q, q˙) =
1
2
Eµ0 [q˙
2(t)− 2(B(t) + q(t))2q˙(t) + (B(t) + q(t))4]
=
1
2
[q˙2(t)− 2(t+ q2(t))q˙(t) + q4(t) + 6tq2(t) + 3t2].
The derivatives of L are:
Lq(t, q, q˙) =
1
2
[−4q(t)q˙(t) + 4q3(t) + 12tq(t)]
and
Lq˙(t, q, q˙) =
1
2
[2q˙(t)− 2t− 2q2(t)].
The resulting Euler-Lagrange equation is:
−2q(t)q˙(t) + 2q3(t) + 6tq(t)− (q¨(t)− 1− 2q(t)q˙(t)) = 0,
which simplifies to the second-order ODE
2q3(t) + 6tq(t)− q¨(t) + 1 = 0.
Furthermore, we can compute
Eµ0 [f(B(s) + x)]
∣∣∣∣
x=B(s)
= s+B2(s),
to see that the associated process X˜(t) is
X˜(t) =
∫ t
0
s+B2(s)ds +B(t).
6.2. Case of C =
∫ T
0 g(B(t))dt+G(B(T )). In this subsection, we consider cost functionals of the
form C =
∫ T
0 g(B(t))dt + G(B(T )). First, we show that such cost functionals satisfy Hypotheses
3.2.
Proposition 6.4. Let C : C0[0, T ]→ R be a functional of the form C =
∫ T
0 g(B(t))dt +G(B(T )),
where: (a) g is Lg−Lipschitz continuous; (b) G is LG−Lipschitz continuous; and (c) both g and G
are bounded below. Then, Φ(z) := Eµ0 [C(ω + z)] satisfies Hypothesis 3.2.
Proof. First we check Hypothesis 3.2 Part (i). As both g and G are bounded below, there is some
M ∈ R such that
g(x) ≥M and G(x) ≥M,
for all x ∈ R. Then, for any ε > 0 and z ∈ C0[0, T ], we have that
Φ(z) = Eµ0
[∫ T
0
g(B(t) + z(t))dt+G(B(T ) + z(T ))
]
≥MT + T :=M ′ ≥M ′ − ε‖z‖2∞.
Therefore, Part (i) is satisfied with M ′ =MT + T . Next, we check that Hypothesis 3.2 Part (ii) is
satisfied. First, we note that by Lipschitz continuity we have for t ∈ [0, T ] and z ∈W 1,20 that
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Eµ0 |g(B(t) + z(t))| ≤ Eµ0 |g(B(t) + z(t)) − g(0)| + |g(0)|
≤ LgEµ0 |B(t) + z(t)|+ |g(0)|
≤ Lg
√
2t
π
+ z(t) + |g(0)|
≤ Lg
√
2T
π
+ ‖z‖∞ + |g(0)|.
An analogous chain of inequalities holds for G. Thus, we have that
Φ(z) = Eµ0
[∫ T
0
g(B(t) + z(t))dt+G(B(T ) + z(T ))
]
≤ TLg
√
2T
π
+ |g(0)| + LG
√
2T
π
+ |G(0)| + 2‖z‖∞.
It follows that Φ is locally bounded above. Lastly, we need to check Hypothesis 3.2 Part (iii). Let
z1, z2 ∈W
1,2
0 , then
|Φ(z1)−Φ(z2)| =
∣∣∣∣
∫ T
0
Eµ0(g(B(t) + z1(t))− g(B(t) + z2(t))dt
+ Eµ0(G(B(T ) + z1(T ))−G(B(T ) + z2(T ))
∣∣∣∣
≤
∫ T
0
Lg|z1(t)− z2(t)|dt + LG|z1(T )− z2(T )|
≤ (LgT + LG)‖z1 − z2‖∞.
Therefore, we find that Φ is Lipschitz, which implies that it is locally Lipschitz. 
To handle this class of cost functionals in our framework, we need to first compute the Itoˆ
representation for C by using the Clark-Ocone formula, and then apply Theorem 5.3 (see [15] for
more information on Malliavin calculus).
For the following examples, we will need to compute the Malliavin derivative of C. We use the
following result on the Malliavin derivative of Lebesgue integrals to do this computation.
Lemma 6.5. Let Xu be a progressively measurable process in the Sobolev-Watanabe space D
1,2,
then
Dt
∫ T
0
Xudu =
∫ T
t
Dt(Xu)du.
Proof. First note that by the dominated convergence theorem, we have that
Dt
∫ T
0
Xudu =
∫ T
0
Dt(Xu)du.
Then [15, Corrolary 1.2.1] implies that Dt(Xu) = 0 for u ≤ t, and hence∫ T
0
Dt(Xu)du =
∫ T
t
Dt(Xu)du.

Note that, for the indicator function χ[0,t](s), we can rewrite:
g(B(t)) = g
(∫ T
0
χ[0,t](s)dB(s)
)
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and
G(B(T )) = G
(∫ T
0
dB(s)
)
.
Then, using the above lemma along with the definition of the Malliavin derivative, we have
(23) DtC =
∫ T
t
g′(B(u))du +G′(B(T )).
Next, in order to use the Clark-Ocone formula, we need to compute the conditional expectations
Eµ0 [DtC | Ft]. We prove the following technical lemma for this purpose.
Lemma 6.6. Let h : R→ R be Borel measurable and integrable. Then,
Eµ0 [h(B(t)) | Fs] = Eµ0 [h(Nx)]
∣∣∣∣
x=B(s)
,
where N ∼ N (x, t− s).
Proof. LetX and Y be integrable random variables, and let G be a σ−algebra. IfX is G−measurable
and Y is independent of G, then we have:
E[f(X,Y )|G] = E[f(x, Y )]
∣∣∣∣
x=X
.
Applying this observation to h with Y = B(t)− B(s), X = B(s), and f(X,Y ) = h(X + Y ) gives
the desired result. 
Combining the previous two lemmas with the Clark-Ocone formula, we arrive at the expression
C = Eµ0 [C] +
∫ T
0
f(s,B(s))dB(s),
where
(24) f(s,B(s)) =
∫ T
s
Eµ0 [g
′(Nx)]
∣∣∣∣
x=B(s)
du+ Eµ0 [G
′(Nx)]
∣∣∣∣
x=B(s)
.
Once we find the Itoˆ representation for C =
∫ T
0 g(B(t))dt +G(B(T )), we can use Theorem 5.3 to
solve for the optimal deterministic drift.
We now work out some specific examples for various g and G.
Example 6.7. Let C =
∫ T
0 B(s)ds. Then, the function f defined in Eq. (24) is specifically
f(s,B(s)) =
∫ T
s
Eµ0 [1]
∣∣∣∣
x=B(s)
du
= T − s,
and we have: ∫ T
0
B(s)ds =
∫ T
0
(T − s)dB(s).
Example 6.8. Let C =
∫ T
0 B
2(s)ds. Then, the function f defined in Eq. (24) is specifically
f(s,B(s)) =
∫ T
s
Eµ0 [2(Nx)]
∣∣∣∣
x=B(s)
du
=
∫ T
s
2B(s)du
= 2(T − s)B(s),
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and we have:
(25)
∫ T
0
B2(s)ds = Eµ0 [C] +
∫ T
0
2(T − s)B(s)dB(s).
Example 6.9. Let C =
∫ T
0 B
3(s)ds. Then, the function f defined in Eq. (24) is specifically
f(s,B(s)) =
∫ T
s
Eµ0 [3(Nx)
2]
∣∣∣∣
x=B(s)
du
= 3
∫ T
s
(u− s) +B(s)du
= (T − s)3 + 3(T − s)B(s),
and we have:
(26)
∫ T
0
B3(s)ds = Eµ0 [C] +
∫ T
0
(T − s)3 + 3(T − s)B(s)dB(s).
In line with the previous three examples, we observe that for any polynomial g, we will have a
polynomial f in Eq. (24).
7. Conclusion
This paper is motivated by the problem of doing information projection on Banach spaces with
respect to a Gaussian reference measure. We have shown that, in many cases, this kind of projection
can be done effectively. In particular, we show that we can often reformulate this information
projection problem as a (convex) OM-functional minimization problem and a (convex) calculus of
variations problem. The OM perspective suggests a simulation-based scheme for solving the original
problem, and the calculus of variations perspective suggests a discretization scheme for solving the
original problem (for solving the Euler-Lagrange equation which is a general second-order ODE).
As noted before, information projections onto shift measures appear in a number of domains of
applied probability, including stochastic optimal control, large deviations theory and approximate
inference. Kullback-Liebler (KL) or relative-entropy weighted control [2, 20, 21] studies a class
of restricted control problems where the total cost of a given control policy can be expressed as
the KL-divergence between the path measure of the controlled process and that of the Wiener
reference measure. Our investigation has special relevance for KL-weighted optimal control in
‘open-loop’ settings where the control is not state dependent. Open-loop control is particularly
useful for controlling large ensembles of particles, such as fleets of vehicles and in material science
applications.
The utility of the KL-weighted control formulation comes from a variational formula proved in [2]
(and in [4] in a more restricted setting) that shows that the optimal value of the KL-weighted control
is precisely the logarithm of the mean exponentiated cost under the Wiener measure. However,
even though the optimal value can be characterized, computing the optimal control is still a highly
non-trivial problem. For example, [2] shows that the optimal control function can be computed
as the Fo¨llmer drift [10, 11, 14] corresponding to the optimizer of the information projection. In
most cases, the computation of the Fo¨llmer drift is fraught; for instance, [2] uses the Clark-Occone
formula of Malliavin calculus to compute the optimal control function. The optimal information
projection of the Wiener measure onto Gaussian shift measures is typically far easier to compute,
as our results demonstrate, and can be viewed as a computational approximation to computing the
“full” Fo¨llmer drift.
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