Abstract --Microgrids (MGs) are the essential part of the modern power grids defined as the building blocks of smart grids. Renewable Energy Sources (RESs) and Battery Energy Storage Systems (BESSs) combined with Distributed Generators (DGs) form a comprehensive MG, which require the control and Energy Management System (EMS) to fulfill the load and grid requirements. As the need for BESS grows due to uncertainties of RESs, scheduling and cost management of BESSs in the MG becomes more of a concern. In this paper, BESSs have been designed for a university research center to simultaneously overcome the outage problem and shave the peak demand considering the BESS sizing and degradation; MG cost minimization, as well as MG scheduling. PV and wind are the RESs employed in this study and in combination; Li-Ion BESS has been utilized to investigate the MG performance. A two-layer optimization algorithm has been presented to optimally define the BESS size and minimize the operational cost of the MG achieving the peak shaving and valley filling objectives. The results prove the functionality and applicability of the proposed system to be implemented as a part of the experimental MG at Griffith University in order to enhance the stability and reliability of the research center and at the same time minimize the operational costs of the MG.
I. NOMENCLATURE

A. Indices and suffixes
Index for time ∆ Index for time step , , Index for DOD curve fitting t , Index for initial and final time step Index for number of years 
II. INTRODUCTION
With the increasing penetration of renewables into the power grid, MGs are necessary to overcome the new challenges. MGs consisting of Renewable Energy Sources (RESs), Distributed Generators (DGs), and the Battery Energy Storage Systems (BESSs), can provide the solution for the power grid modernization. Nowadays, RESs such as Photovoltaics (PV) and Wind Turbines (WT) are frequently used as the clean energy resources in the power applications reducing the CO2 emission [1] . Although RESs offer a lot of benefits to the grid but at the same time bring up new challenges. Due to the uncertainty and intermittency of PV and WT in the MGs, employing BESSs along with the RESs is a solution to enhance the reliability of MG as well as the capability to maximize its benefits by scheduling and managing the energy. University research centers, modeled as MGs, require stable and continuous power to run experiments and thus sometimes sensitive equipment. Implementing the MG concept to the research center enables the research center to function as an Uninterruptable Power Supply (UPS). One of the primary issues to deal with in the research center is power fluctuation. Power peaks and power drops can damage the equipment, cause power inefficiencies, and consequently can have a negative impact on the quality of research. As of today, employing BESSs as a part of MG to shave the peak and fill the valley in the demand curve during normal research center operation is the best solution to overcome the aforementioned problems. However, the appropriate capacity of the employed BESS, its constraints, investment and operation costs, and degradation are the important parameters, which need to be considered. In order to achieve this, a novel BESS scheduling and sizing optimization algorithm is developed.
To implement the BESS in the research center MG optimally, fulfilling two major objectives is crucial. The first objective is finding the optimum BESS capacity and the second one is minimizing the cost of the MG management with the defined BESS capacity. To achieve the cost objective, a scheduling algorithm to minimize the cost is required, which optimizes the battery charge/discharge time considering RESs operation, BESS constraints, peak power and power drop charges, and MG operational costs. On the other hand, to fulfill the capacity objective, an optimization algorithm should be employed to determine the required capacity of the BESS, which offers the highest benefit to the research center MG.
Previous studies in the literature have developed different approaches to optimize the BESS scheduling and sizing. Most of the papers in the literature have focused on either sizing or scheduling and have considered BESS sizing and scheduling as one model. In addition, there are other major factors, which have a significant impact on BESS sizing and MG cost optimization. BESS aging, peak shaving, and valley filling are the key ones. Authors in papers [2, 3] have investigated sizing of BESSs for MGs including RESs such as PV and wind whereas no cost minimization of MG or BESS scheduling has been taken into account in these studies. Furthermore, paper [4] has focused on BESS sizing investigating peak demand shaving by employing BESS but no scheduling of BESS is measured. Some previous studies inspect the MG cost minimization and peak demand shaving but have not examined BESS sizing in their optimization model [5] [6] [7] [8] . In addition, scheduling systems for BESS have been established in other projects to reduce the peak demand utilizing the RESs such as PV. However, sizing of the BESS is missing in these studies [9, 10] .
Further research projects investigated sizing and scheduling of the BESS to minimize the MG costs. One of the important factors that impacts total operation cost of MGs is peak demand charges. Therefore, the more the peak demand is reduced, the lower the costs of the MG become. Researchers in [1, [11] [12] [13] [14] have developed a sizing and operation optimization strategy to primarily minimize the costs of the MG and shave the peak demand employing the BESS in combination with RESs (PV). Nevertheless, none of these studies has measured the BESS degradation as an influential element in their models.
BESS aging is a major factor affecting the total operational and maintenance cost of the MG. In order to prolong the life of the BESS, the cycle aging and calendar aging process of the BESS should be reviewed in the scheduling and cost minimization algorithm of MGs [28] . Papers [15] [16] [17] inspect the sizing and scheduling of BESS employing different optimization methods to minimize the costs evaluating peak demand shaving and BESS degradation. In these studies, PV and wind as the main RESs play their role in the scheduling procedure of MG combined with DGs in some of the cases.
Different optimization approaches are examined in earlier literature to solve the MG cost minimization problem. Sizing and scheduling of BESSs in the MG are explored to minimize the costs applying dynamic programming [11] , [18] . The drawback of dynamic programming is the complexity in case of large systems. Linear programming as a simpler optimization method has been employed in [8] and [19, 20] to manage the energy of RESs, DGs, BESSs and loads in the MG and reduce the operational and maintenance costs respectively. Authors in [21, 22] have conducted a research on BESS sizing and cost minimization employing Genetic Algorithm (GA) in order to optimize the system. The drawback of the GA is its uncertainty in the results. To improve the accuracy of the achieved results, papers [23, 24] have utilized Particle Swarm Optimization (PSO) method to minimize the costs and attain the best BESS size. Furthermore, researchers in [25, 26] have implemented a two-layer optimization approach to minimize the costs of MG utilizing PSO algorithm.
In this paper, a two-layer optimization algorithm is developed to find the optimal size of the BESS for the university research center while minimizing the operational costs of the MG and power drops. The inner optimization layer minimizes the costs related to the BESS and research center operations such as peaks and outages modeling as a Mixed Integer Quadratic Programming (MIQP) while the outer optimization layer defines the best BESS capacity based on the results of the inner layer. The cost analysis is executed to validate the performance of the optimization algorithm. The rest of the paper is as follows. Section II describes the system configuration and modeling of the problem. In Section III, BESS optimization algorithm, sizing, and cost minimization have been explained. Results and analysis are discussed in section IV and the paper concludes with section V.
III. SYSTEM CONFIGURATION
The system under study at the university consists of an experimental MG and the research center. The experimental MG at the University is a testing facility developed for the power grid testing purposes. The MG testing facility is a hybrid AC/DC system that includes a PV system with the power of 20 kW peak, 70 kWh energy storage system, a 4 kW WT, which is not connected to the grid yet, and a DC bus connected to the research center. The research center includes a semiconductor technology facility established for Micro-and Nanotechnology research activities. It is equipped with sensitive and high accuracy devices that require stable and continuous electrical power supply. A 100 kW PV system is installed on the roof of the research center and a 10 kW WT is planned to install. The configuration of the system under study is illustrated in Fig. 1 .
A. University Research Center
One of the main concerns in the research center is power fluctuations and outages happening during the experiments. Due to the high sensitivity of the equipment in the center and high precision of the experiments, a non-interrupted continuous power to the loads is required. On some occasions such as bad weather conditions or poor power network, power outages happen in the research center lasting from several minutes to one day. On the other hand, large peaks are realized in the load profile of research center, which will impose extra costs on the research center.
B. WT Power
WT and PV are the commonly used RESs in MGs. Currently, no WT has been installed at the university campus but a 4 kW and a 10 kW WT are planned to be installed for the experimental MG and research center, respectively. The important characteristics of WT are the rated power, _ and rated speed, . The real data for wind speed, ( ) for a duration of one year has been collected from the weather station located in the university campus for wind monitoring purposes. The output power of WT ( ) is described as in (1):
where and are the cut-in and cut-out wind speeds, respectively [27] . There is no cost related to WT considered in this study.
C. Solar PV power
The solar PV is another popular form of RESs employed to generate electrical power. For this study, two sets of PV modules have been employed. A 20 kW PV module for the experimental MG and a 100 kW PV module for the research center have been installed. PV modules are connected to the DC bus via the DC/DC converters. In order to apply PV characteristics to the optimization algorithm, real PV data is required. The PV data for one year has been collected from the MGs using the data acquisition and monitoring system with 1 min interval. The data acquisition system is employed to collect necessary information and monitor the performance of the MGs [28] . No operation and maintenance costs have been measured for PV. In Fig. 2 , the PV and battery installations at N44 and N74 Microgrids are shown.
D. BESS
One of the problems with RESs is their intermittency and uncertainty to generate power. Solar PV and WTs are dependent on the weather conditions such as sunny or cloudy and wind speed. Due to the aforementioned problem, the RESs are not solely sufficient to operate as a reliable generation source. Employing BESS alongside RESs is suggested as a solution to provide a more reliable source of generation. BESS is capable of charging and discharging based on the preplanned schedules. In other words, BESS charges at the times that energy is not needed and discharges when it is needed. On the other hand, to operate the BESS optimally, battery characteristics such as battery model, operation, and In this study, a 70 kWh Li-Ion BESS has been installed for the experimental MG. Nonetheless, the research center has no operational BESS and BESS installation is planned for the near future. To model the BESS operation, charge and discharge mode of BESS should be considered. The energy of BESS, ( ) is described in (2):
In the energy equation of BESS, energy at the time is obtained based on the available energy at the previous time step and charge and discharge power rates of the BESS, and at time − ∆ considering charge and discharge efficiencies, and . In addition to the BESS energy equation, BESS is limited to operational constraints. The BESS operates in a predefined range of State of Charge (SOC).
The other important factor in BESS modeling is degradation. The BESS works at different SOCs, which would have a different impact on the BESS degradation. The BESS ages either due to calendar aging or cycle aging [29] . The cycle aging is primarily dependent on the Depth of Discharge (DOD) of BESS, where DOD is defined as the energy in one charging or discharging event with respect to the full capacity. The battery lifetime, ( ) with respect to DOD is formulated as in (4).
where , , and are curve-fitting coefficients [30] . In addition, the operation of BESS imposes costs on the system, as the cost is mainly dependent on DOD. The BESS operation cost, C (DOD) is described as follows [31] :
where is BESS price. Applying (5) to a Li-Ion battery, the operational cost is calculated for a specific DOD. For instance, (0.7) means the BESS cycles between 30% and 100% SOC. Thus, different operation costs are considered for charge and discharge with different DODs in each cycle.
E. Electricity Grid Policy
University campus as a large customer for the utility has a high consumption of electrical energy. The utility charges the university based on Time of Use (TOU) tariffs in different categories such as retail energy usage charges and network charges. The university is charged for both energy usage in kWh on a daily basis and demand usage in kVA on a monthly basis. The charges for energy usage are applied depending on the time of the day, being peak hours or off-peak hours, where university pays higher prices to the utility during peak hours. The TOU tariffs for large customers in Queensland are illustrated in Table I. According to Table I , the electricity costs to consider are the purchased energy cost, C ( ) and peak demand cost, C , where C ( ) includes off-peak and peak energy prices and C includes Distribution Use of System (DUoS) and Transmission Use of System (TUoS) charges. By reducing the peak (i.e. peak shaving), the impact of peak on the research center power fluctuations and on total utility charges decreases.
The other electricity cost parameter considered in this study is the outage power cost, C . The research center is supposed to work 24/7 and if a power outage happens, it can damage the equipment and impose extra costs on the research center. Therefore, the outage cost is to prevent power outages in the worst-case scenario and fill the valleys in normal conditions.
IV. BATTERY ENERGY STORAGE OPTIMIZATION ALGORITHM
The BESS plays an important role in the MG Energy Management System (EMS) by the optimal scheduling of the charge/discharge rate and time. Scheduling of the BESS can affect the total cost of the MGs as it reduces the purchased energy from the grid through the management of peak/off-peak hours load consumption, demand charges through peak shaving. Furthermore, it decreases the operational costs via considering the degradation and DOD, and the outage costs via valley filling. The other influential cost factor is the BESS price, which can be minimized by properly sizing of the BESS. The key objective of the optimization algorithm is to minimize the costs of the research center by providing a suitably sized BESS. To achieve this objective, the optimization algorithm is designed in two layers, cost minimization, and sizing. In the inner optimization layer, which is cost minimization, the objective function considers all the costs of the system and optimizes the operation of the BESS. On the other hand, the outer optimization layer optimizes the size of the BESS based on the investment and operational costs. After defining the minimized cost and the best size for the BESS, cost analysis is applied to the results to evaluate the Payback Period (PBP) of the BESS investment. The overall BESS optimization framework is presented in Fig. 3 . 
A. Cost Minimization Algorithm (Inner Optimization Layer)
The inner layer of the optimization algorithm is to minimize the operational cost of the Microgrid, which includes the BESS operating cost, the peak cost, and the power outage cost. To solve the optimization problem, it is modeled as an objective function with constraints.
1) Objective Function
The objective function contains all the cost parameters related to the BESS. It is modeled to schedule the charge and discharge operation of the BESS based on the TOU tariffs. In addition, the model undertakes the functions of shaving the peak, filling the valley, and minimizing the degradation of BESS within one operation period. The objective function is demonstrated as a mixed integer quadratic programming (MIQP) problem and is described as (6) 
, and are the cost coefficient of the purchased energy from the grid, operating cost coefficient of the charge and discharging power of the battery, cost coefficient of the grid demand charges, and the power outage cost coefficient respectively. , and represent the beginning, end and time of simulation period, respectively.
2) Constraints
The constraints, which are defined as a part of the optimization problem, determine the ranges in which the variables have to be operating. The first constraint is the network power balance between power generation and load consumption.
The next constraint is the BESS energy limits. The BESS should work between the maximum available energy, E , , and the minimum available energy,
Furthermore, BESS has a limited charge and discharge power rate.
where ( ) is the binary variable to define charge/discharge mode of BESS. If ( ) is equal to one, it means BESS is discharging, otherwise it is charging. The other constraint that should be taken into account is the initial and final energy of the BESS. The BESS operation starts from the same energy as it ended after one full operation period.
The MIQP cost optimization problem is modeled in Matlab and IBM ILOG CPLEX MIQP optimization solver is employed to solve the problem.
B. Battery Sizing Algorithm (Outer Optimization Layer)
The larger capacity of the BESS enhances the investment costs, while higher BESS capacity does not necessarily mean lower operating costs. Therefore, there is a tradeoff between the operating costs and the investment costs. The sizing algorithm determines the optimal BESS capacity by finding the balancing point between various costs. The outer optimization layer deals with the determination of the appropriate size of the BESS considering the investment and operational costs of the BESS. The sizing algorithm gets the minimized cost of the system as input from the inner optimization layer and provides the optimal capacity of the BESS as output.
In order to minimize the costs in the sizing algorithm, it is required to calculate the total cost. Total cost, consists of two parts: the cost of the BESS investment (i.e. capital cost per day, , ) and the operational costs of the MGs as the result of inner cost minimization layer, J . In the calculation of , , the capacity of the BESS and the capital cost of the BESS, are considered, where is calculated based on the annual interest rate, and the BESS lifetime, ( ). The relationship between the parameters is formulated in (12) to (14) .
, = . . By running the sizing optimization algorithm and minimizing the total cost for all the BESS capacities, the optimal size of the BESS, is obtained. To solve the optimization problem, an iterative heuristic method is employed. The heuristic algorithms are effective methods to solve multi-dimensional optimization problems [32] . The BESS sizing optimization function is described as follows.
where represents the decision variables of outer optimization layer and corresponds to the BESS capacity and DOD.
After initializing the algorithm by the minimum values for the BESS capacity and DOD, at the th iteration of the sizing optimization algorithm, the total cost of the specific size and DOD is calculated. This process continues until the stop condition is met. The stop condition is satisfied in case that the optimal size of the BESS is achieved or the number of the iterations exceeds the maximum iteration limit. The BESS sizing optimization is demonstrated in Fig. 4 .
Minimizing the costs and determining the BESS capacity are two important factors influencing the final cost analysis. In addition, the other factor that plays an important role is PBP. PBP indicates how long it takes to get profits from the investments with respect to the savings. To calculate the PBP, the annual savings are estimated and compared to that of the investments. Then it reaches the point that savings and investments become equal. The formula is demonstrated in (17) .
where is the index for the number of the years and is the savings per year considering the interest rate, . is evaluated as the decline occurring in costs due to the cost minimization algorithm.
V. RESULTS AND ANALYSIS
The performance of two-layer optimization system for different capacities of BESS in the MGs is investigated and analyzed. The minimum BESS capacity for the MGs is 70 kWh, which is specified in the experimental MG. The additional BESS capacity up to 800 kWh in total is allocated to the research center to minimize the costs and reduce the power fluctuations. The results of the cost optimization and BESS sizing are investigated and discussed as follows. The parameters of the system under study are shown in Table II .
A. Cost Optimization Analysis
The cost optimization algorithm minimizes the operation costs of the research center considering the peaks and valleys. The peaks are shaved and the valleys are filled to reduce the costs and minimize the probability of the power outages. The peak day of a month in 2016 has been selected to investigate the performance of the cost optimization algorithm. The size of the BESS is chosen to be 280 kWh, and the scheduling runs for one-day operation. At the end of the daily cycle, the BESS is charged and discharged with different rates to meet the requirements of the scheduling system. The cost optimization result for the one-day cycle is illustrated in Fig. 5 .
As is shown in Fig. 5 , the cost optimization algorithm reduces the peak of the day from 1362 kW to 1188 kW (174 kW reduction) and fills the valley from 843 kW to 906 kW (63 kW growth). The BESS charges during the off-peak hours to increase the valleys and discharges during the peak hours to decrease the peak load of the day. Considering the optimization algorithm and the cost coefficients, the BESS charges with the optimum rate to fill the valley while increasing the stored energy in the BESS. The energy of the BESS reaches to its highest point before the peak hours and then BESS starts to discharge with different rates with respect to the constraints. The optimization algorithm discharges the BESS at the points where it is beneficial. At the end of the daily cycle, the BESS charges back to the initial energy it started with. The charge/discharge operation of the BESS for the size of 280 kWh is depicted in Fig. 6 .
B. BESS Optimization
The BESS sizing algorithm gets the information from the cost minimization layer and uses the results to investigate different BESS capacities cost performance. The resulting capacity provides the highest benefit with respect to the investment cost of the BESS. The optimal size of the BESS is determined by investigating a range of capacities from 70 kWh to 800 kWh. The total cost of different BESS capacities has been calculated and compared.
As specified in Fig. 7 , comparing various capacities, the BESS with the capacity of 280 kWh has the lowest total cost within a year. The total annual cost of 280 kWh BESS is $695k. Looking at the trend of changes in the BESS capacity graph, the optimization algorithm decreases the total cost as the BESS capacity increases until the capacity reaches its optimum capacity. Afterwards, by the rise in the capacity, the total annual cost grows with an approximately linear trend.
C. Cost-benefit Analysis
The cost-benefit analysis of different BESS capacities expresses the relationship between the time and the cost by employing PBP. Different BESS capacities from 70 kWh to 800 kWh are considered for the analysis. Fig. 8 illustrates the PBP for different BESS capacities. According to the graph, a stepwise growth in the PBP is seen. In other words, the BESS capacities from 70 to 235 kWh have the lowest PBP (4.33 years) and as the BESS size grows, the PBP increases in a linear stepwise trend. The PBP for the BESS capacity of 280 kWh as the optimal capacity is 4.42 years as shown in the graph.
VI. CONCLUSION
The combination of RESs and BESS as a solution to lessen the costs of the MGs can moderate the dependence of the research center on the grid and increase the stability of the system. Investing in the BESS benefits the research center especially in the power outage cases. Besides shaving the peaks, the optimal scheduling of the BESS prevents power drops by filling the valleys. In addition, the BESS acts as a backup power source in extreme cases such as power outage. The two-layer optimization algorithm proves the applicability of the BESS as a part of the MG to minimize the costs of the research center. 
