In this paper a novel and effective Maximum Likelihood type method for the estimation of continuous-time stochastic systems from analog data records is introduced. The method utilizes the ARMAX canonical form and block-pulse function spectral representations, through which the problem is transformed into that of estimating an induced discrete system from spectral data. The proposed method is based on a number of key properties that this discrete system is shown to possess, such as stationarity, invertibility, and the bijective trandormation nature of its mapping relationship with the original continuous-time system. Unlike previous schemes, the proposed method can use analog data without depending on explicit estimates of signal derivatives or prefilters, avoids significant errors assocated with direct discretizations, and is characterized by a linear transformation relationship between the discrete and the original continuous-time system parameters that leads to low computational complexity, circumvents sensitivity problems associated with non-linear transformations, and allows for the straightforward incorporation of a-priori system information.
INTRODUCTION
After two decades of almost complete dominance of discrete-time system identification approaches in the engineering theory and practice, the relevance and importance of continuous-time methods based on analog data have been increasingly recognized [1] [2] [3] . A survey of the avaiable literature, however, reveals that the majority of the currently available such methods is restricted to the deterministic case, and are thus incapable of hadling the more general and important clas of stochastic systems with which additional difficulties are associated [1, 4] .
One of the main difficulties in estimating continuous-time stochastic systems from analog data records is due to our inability to accurately compute time derivatives (of various orders) of the observed random signals [1, 4, 5] . If this were possible continuous-time versions of many discrete methods could be constructed [2, [6] [7] [8] . The use of State Variable Filters, which are extensively used in the deterministic case [1, 2, 9] , in alleviating this difficulty is neither trivial nor effective, since their proper selection is not obvious, their incorporation affects the stochastic part of the model, and, unlike in the deterministic case, it cannot prevent the introduction of large errors into the obtained random signal derivatives [5] .
Attempts to overcome these problems through the use of integral operators have been also considered [10,111. In order to avoid numerical instability problems, however, prefilters have to be used, the selection of which requires some form of a-priori system information and is also important for
convergence. An additional problem pertains to initial conditions, the effects of which do not decay and may thus lead to significant estimation bias errors [1] . It is therefore not surprising that in most cases in practice only discrete-time representations of stochastic systems are obtained based on sampled data [9, 12] . The only, and arithmetically few, exceptions appear to be based on an approach that postulates the estimation of continuous-time stochastic models through the estimation of approximately "equivalent" discrete representations by usig uniformly sampled data records [13] . A number of additional such methods have been independently developed in the fields of statistics [14] and econometrics [15] , where the assumption of sampled data is reasonable.
The main advantage of these methods is in their ability to utilize the machinery already available for discrete-time system estimation [16] . Nevertheles, and apart from being limited to uniformly sampled data records, a number of problems are known to be associated with them, namely: (a) The estimates of the continuous-time parameters are asymptotically biased due to the approximate nature of the discretization [1, 12, 15, 17] , (b) additional errors are introduced due to sensitivity problems asscated with the highly non-linear discreteto-continuous transformation [18] , (c) the incorporation of a-priori information is very difficult due to the highly complicated and non-linear nature of the discrete-to-continuous transformation [4] , (d) high computational complexity, which is further aggravated by the aforementioned trandormation.
In this paper a novel Maximum Likelihood type method for the estimation of continuous-time stochastic systems from analog data records is introduced. The proposed method utilizes the general Autoregressive Moving Average with eXogeneous excitation (ARMAX) model structue and block-pulse function (BPF) spectral represetations. The use of BPF representations has led to a number of developments in deterministic system identification [19, 20] ; this work however appears to be the first that utilizes BPF expansions in solving stochastic estimation problems.
Within the context of this paper the validity of stochastic BPF spectral representations is discussed first. Based on them the problem is then shown to be transformed into that of estimating the parameters of an induced stochastic difference equation driven by the spectral representations of the exogeneous (observable) and endogeneous (unobservable) excitations; the latter-being the spectral expansion of a Wiener process. The structural and probabilistic properties of this difference equation are studied, and the endogeneous excitation is shown to be an Integrated Moving Average (IMA) process driven by a stationary innovations sequence. Based on this, as well as the structural properties of the stochastic difference equation, an induced, special-form, and discrete AR.MAX system with parameters that are expressed as linear combinations of those of the original stochastic differential equation, is finally obtained.
The mapping between this discrete ARMAX system and the original stochastic differential equation can be shown to be bijective, and, the discrete system stationary and invertible. These features lead to a Maximum Likelihood type scheme for the estimation of the discrete ARMAX system, from which the parameters of the stochastic differential equation can be subsequently obtained through a simple transformation. A3. The sigs {ut)), {u(t)f, and {y(t)) are Ga In addition, {u(t)) ad {$t)} a cotinuous proba ty, and almost every sample path Of them has ficite enerp in the observation interval [0,T), that is f.'[2(t)? dt < oo almaost suey (as-) [21] .
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STOCEASTIC MODELING OF THE DISCRETE ENDOGENEOUS EXCITATION SIGNAL {Wk1
In this section the probabilistic properties of the endogeileous excitation signal {W&}, defined as: (23) with e given by (29) and {fN) being a zero-mean Gausian innovations sequence with variance also gin by (29). are analysed, and a proper stochastic represetation of it developed. Due to the lnearity of (23) and the Gausianity assumption A3, {Wk} will be Gausia and thus completely characterized by it first and second-order moments. The first-order moment of {W&} can be mmediately verified to be zero, whereas the second-order moment can be calculated as fiolws:
T Ie _l)etat_le s,tw ) ddt (24) Based on this it may be shown [23] that the autocovariance function of {W,k is of the form: [24] .
The exogeneous excitation signals are composed of trains of pulses with amplitudes forming a sequence of i.i.d. Gaussian random variables having zero mean and unit variance, and the BPF expansions are computed from (11) by using Simpson's composite rule.
The continuous-time system to be studied was selected as:
(D2 + 2D + 16) $t) = (D + 10) * u(t) + (D + 9) w(t) and data records that were 100 seca long (T = 100 secs)
were assumed available. The generating white noise sequence had spectral height (a,)t = 0.00, and the integra- E, sad 4 are smilarly defined.
CONCLUSIONS
In this paper a novel and effective Maximum Likelihood type method for the estimation of continuous-time stochastic ARMAX systems from analog data records was introduced. The method is based on Block-Pulse Function (BPF) spectral representations, through which the problem is transformed into that of estimating the parameters of an induced stochastic difference equation. The study of the structural and probabilistic properties of this equation was shown to reduce the problem into that of estimating a special-form discrete ARMAX system from spectral data. The method was then based on key properties that this discrete ARMAX system was shown to possess, as well as the bijective transformation nature of its mapping relationship with the original continuous-time system.
Among the unique features and advantages of the proposed estimation method are: (a) No explict estimates of signal derivatives or direct discretizatious are used, (b) no prefilters or a-priori system information is required, (c) the data are allowed to be in analog form; a fact that, apart from its obvious significance, also implies that non-uniformly sampled and/or missing data can be accommodated, and, (d) the relationship between the discrete and the original continuoustime system parameters is linear, so that sensitivity problems asoated with non-linear transformations are circumvented, low computational complexity is achieved, and a-priori system knowledge can be incorporated into the estimation procedure.
