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Graphene in the presence of a strong external magnetic field is a unique attraction for investiga-
tions of the fractional quantum Hall (fQH) states with odd and even denominators of the fraction.
Most of the attempts to understand Graphene in the strong-field regime were made through ex-
ploiting the universal low-energy effective description of Dirac fermions emerging from the nearest-
neighbor hopping model of electrons on a honeycomb lattice. We highlight that accounting for the
next-nearest-neighbor hopping terms in doped Graphene can lead to a unique redistribution of mag-
netic fluxes within the unit cell of the lattice. While this affects all the fQH states, it has a striking
effect at a half-filled Landau-level state: it leads to a composite fermion state that is equivalent to
the doped topological Chern insulator on a honeycomb lattice. At energies comparable to the Fermi
energy, this state possesses a Haldane gap in the bulk proportional to the next-nearest-neighbor
hopping and density of dopants. We argue that this microscopically derived energy gap survives the
projection to the lowest band. We also conjecture that the gap should be present in a microscopic
theory giving the recently proposed particle-hole symmetric Dirac composite fermion scenario of the
half-filled Landau-level. The proposed gap is lower than the chemical potential, and is predicted to
be parametrically separated from the Dirac point in the latter description. Finally we conclude by
proposing experiments to detect this gap; the associated boundary mode; and encourage cold-atom
setups to test other predictions of the theory.
I. INTRODUCTION
Since the discovery of the “1/3-plateau” in resistiv-
ity in the 2DEG Al-Ga-As1, the fractional quantum Hall
(fQH) effect has since intrigued the researchers. A mul-
titude of states between filling fractions ν = 0 and
ν = 1 of the lowest Landau level has been seen in
2DEGs2,3 and Dirac systems4–9 with patterns consistent
with n/(pn ± 1) (the Jain series10; where p is an even
integer and n ∈ {1, 2, ...}). The even denominator states
are even more exotic displaying anyonic behavior11.
Besides the experimental progress, there have been
significant contributions from the theoretical side. Ma-
jor advancements were provided by the formulation of
the variational wavefunction by Laughlin12, the compos-
ite fermion theory by Jain10,13, the Chern-Simon’s (CS)
gauge theory of the fQHE14–16, topological order in fQHE
states17, effect of spin degree of freedom18, to name a
few. The physics of even denominators were explored in
the famous Halperin-Lee-Read (HLR) theory of the half-
filled Landau level19; the Dirac composite fermion20; new
field theories21; and the vortex metal state22. The half-
filled Landau level has itself been an intense subject of
investigation23–26.
The composite fermion description of the fQH within
HLR theory has been one of the most productive ones.
Recently, it has been argued, however, that the HLR the-
ory needs to be modified in order to capture the correct
symmetry properties (particularly the particle-hole sym-
metry) of the low-energy effective theory describing the
ν = 1/2 state. Motivated by these new advances, a ques-
tion emerges whether the half-filled lowest Landau-level
state exhibits universal properties irrespective the micro-
scopic characteristics of the system and whether it repre-
sents a quantum criticality and a stable phase of matter
with well defined low-energy quasiparticles. Experimen-
tally it has been observed that when the amount of the
disorder is small, the Hall resistivity exhibits a linear be-
havior near ν = 1/2 state as a function of the magnetic
field, B, between Jain’s fractional quantum Hall series.
This observation, together with the fact that Ohm resis-
tivity is also finite and continuous, does guarantee sta-
bility of the compressible state. Although the theoretical
microscopic derivation of the state with correct symme-
try properties is still lacking, we side with the idea that
there exists modification of the flux attachment within
the HLR approach, that yields Son’s Dirac composite
fermions. Basing on this idea, we will outline here novel
properties of composite fermions which are independent
of a particular form of the flux attachment. Hence we
will apply HLR theory to describe our predictions, con-
jecturing that the same universal features will show up in
any macroscopic derivation of Dirac composite fermions,
which is not only confined to the lowest energy sector.
The HLR theory is a continuous microscopic the-
ory based on formally exact flux attachment procedure,
where the composite fermion quasiparticle is obtained
upon attaching an even number magnetic flux quanta to
an electron. To describe the ν = 1/2 state, one attaches
just two fluxes followed by the flux smearing mean-field
ansatz. In this way, the background magnetic field is ulti-
mately canceled out yielding the HLR composite fermion
sea as a “variational” ground state for the system with
Chern-Simons gauge fluctuations around it.
When extending this logic to lattices one introduces a
lattice Chern Simons theory and perform a mean field
consistent with Gauss law constraints. One can then re-
main in the lattice picture27–31 or take leap and consider
the continuum limit after performing the mean-field as
2in Refs. 28–31. This latter approach is what we pursue
in this work with the intention to arrive at an HLR-like
theory after the mean-field. We explore what a CS flux
distribution in a lattice may look like (with nearest and
next-neighbor hoppings) and the corresponding contin-
uum limit spectrum. While studies have looked into the
effect of degeneracies on the fQH states in lattices32,33,
some important considerations regarding the role of next
nearest neighbor (nnn) hoppings and the flux distribution
within a unit cell had been postponed to a future consid-
eration. Here we make an attempt to account for these
aspects in doped Graphene, and report a modification to
the known results especially at half-filling of the lowest
Landau level. Our first result is that at half-filling of the
Landau level, we do expect composite fermions. How-
ever, one must contrast this inference from those made
with naive expectations. One could argue that if we ap-
plied the HLR-idea to Graphene, the flux-detachment
from the composite fermions would lead to a complete
cancellation of the background magnetic field and thus
the spectrum on the composite fermions should be iden-
tical to doped Graphene in zero field as shown in Fig.
1b. Our theory suggests that while the low energy exci-
tations may seem similar to the naive HLR version, the
spectrum of composite fermions has a non-trivial Haldane
type gap34 in the bulk spectra, with a chiral edge mode
around the sample, as shown in Fig. 1c. The essential
physical property that distinguishes the naive applica-
tion of HLR from out theory is the presence of the nnn
hopping in Graphene (which is not negligible35,36). We
emphasize that this is not the Dirac-composite fermion
theory20 where the postulate is that it is the correct the-
ory of composite fermions formed in a system of electrons
in the continuum model with parabolic dispersion.
The second result we demonstrate is that in a generic
fQH state there is a flux distribution within a unit cell
arising from the external and the emergent CS fields. The
former is uniformly distributed across the unit cell and
we refer to this type of distribution as the Maxwell type.
The latter results in a flux modulation within the unit
cell which can be seen as a superposition of a Maxwell
type component φMW (which contributes to the total
flux through the unit cell), and an intra-unit cell compo-
nent φH (which is only responsible for flux modulation
and does not contribute to any net flux through the unit
cell). The flux φMW is an orbital component that can
be accounted for by minimal coupling of a gauge field
(that is given by the 2+1D CS action), where as φH is
an intra-unit cell property that should be accounted for
independently in the resulting two-component Hamilto-
nian (the closest analogy would be the spin-field coupling
of Dirac electrons in the relativistic theory of electron).
In what follows, we will derive the origin of φH and
argue for its existence whenever there are internal hop-
pings within the unit cell. We will apply this general
scheme to nnn Graphene at half filling and derive the ef-
fective low energy topological Hamiltonian for composite
fermions and present the flux distributions for other fill-
FIG. 1: (a) A schematic of the dispersion of electronic states
in Graphene in zero field. (b) The spectrum of composite
fermion states at half-filling condition based on naive applica-
tion of HLR-type theory (uniform background field cancella-
tion). (c) The composite fermion spectra based on this work.
It consists of a bulk gap and an edge state. (d) Conjecture
for how the Dirac composite fermion analog might look like.
This is not addressed in this work. The inset represents the
scenario for a parabolic band. EF is the Fermi level.
ing fractions. We provide predictions for the gap in terms
of the lattice parameters of Graphene and external field
and motivate some cold atom setups to test our theory.
II. PEIERLS’ SUBSTITUTION WITH NNN
GRAPHENE
The first intriguing observation is about the tight bind-
ing Hamiltonian for Graphene with nnn hoppings. This
can be written in the momentum space as
H = −t
(
rTAk Tk
T ∗k rT
B
k
)
. (1)
Here, t and rt denote the nn and nnn hopping amplitudes
respectively, and
TAk = T
B
k = e
ik·a1 + eik·a2 + eik·a3 + c.c.,
Tk = e
ik·e1 + eik·e2 + eik·e3 , (2)
where e1 =
a√
3
(
√
3
2
, −1
2
); e2 =
a√
3
(0, 1), e3 =
− a√
3
(
√
3
2
, 1
2
) (the translations from A to B atoms of
Graphene), and a1 = a(1, 0), a2 = a(
1
2
,
√
3
2
), a3 =
a(1
2
, −
√
3
2
) (the lattice translation vectors), where a is
the lattice constant. Observe that TAk = TkT
∗
k − 3 and
TBk = T
∗
kTk − 3. When an external field B is applied,
one employs the Peierls’ substitution and either resorts
to a Hofstadter like scheme37 to obtain the spectrum,
or performs an expansion of H around a high symmetry
point (k0) in the Brilliouin zone(BZ) where the chemical
3potential is expected to lie, in powers of δk = k−k0 and
setting δk→ −i∂r + eA ≡ p, such that ∇×A = B. We
shall refer to this procedure as elongating the momentum
k.
This seemingly simple prescription has led to many
useful results in many lattices including Graphene (with
r = 0). When r 6= 0, the first thing we note is that
upon momentum elongation k → k0 + p, TAk0+p 6=
Tk0+pT
∗
k0+p
− 3. This is because,
eip·e1e−ip·e2 = eip·a3e−i2piφB/φ0 , (3)
where φB = Ba
2/4
√
3, the flux through the small trian-
gle in Fig. 2; and φ0 = 2pi/e the flux quantum (h¯ = 1).
One is thus left with a choice of using either TAk0+p or
Tk0+pT
∗
k0+p
− 3 in the Hamiltonian.
This ambiguity is removed by noting that the two
choices reflect the two translations from A → A: di-
rectly (TAk ) or via B (TkT
∗
k ), which must not commute
as it encloses a flux φB. The choice of Tk0+pT
∗
k0+p
is
consistent with φB = 0 and hence we can conclude that
the correct choice is using T
A/B
k0+p
. In other words, to
obtain a Maxwell type flux distribution in a lattice, the
momentum elongation must be carried out on the trans-
lations corresponding to every allowed hop on the lattice.
Carrying this procedure out and expanding the Hamilto-
nian around the K-point of Graphene [k0 =
1
a (
4pi
3
, 0)] to
O(p2), we find
HB(r) = −t
[
rp¯2σ0 − p¯xσx − p¯yσy
]
, (4)
where p¯i ≡
√
3api/2. This effective low energy Hamilto-
nian can be exactly solved. The energy spectrum is
E±
−t = 2rφbn±
√
2φbn+ r2φ2b , (5)
where φb ≡ 3
√
3eφB. The wavefunctions for the A/B
components for the quantum number n with the gauge
choice of A = −Byxˆ are: ψ±B = Φn(r), ψ±A =
Φn−1(r)/(c±
√
1 + c2), where c = r
√
φb/2n, and
Φn(r) =
1√
2nn!
√
pi
eikxe−y¯
2/2Hn(y¯). (6)
Here y¯ ≡ (y − kl2B)/lB, l2B = 1/Be, k is a quantum
number corresponding to translations along x, and n ∈
{1, 2, ...}. For n = 0, we have −E/t = rφb and the
wavefunction components are ψB = Φ0(r) and ψA = 0.
At the K ′ point where k0 = 1a
(−4pi
3
, 0
)
, our low energy
Hamiltonian is the same as HB but with px → −px. This
leads to the same spectrum however, ψKB → ψK
′
A and
ψKA → −ψK
′
B . Thus the n = 0 landau level at K
′ point
only has sublattice A occupied. The presence of nnn
affects the relative weights of the respective sublattices.
It must be noted that the expansion to O(p2) is only
valid for weak fields such that φB/φ0 ≪ 1.
At finite r, there is an interesting situation that arises
specifically when φB = φ0/6 (see Fig. 2). The total
flux through the unit cell is φ0 meaning the phase ac-
cumulation around the unit cell is 2pi which restores the
translation invariance to the lattice, although the inter-
nal hoppings still acquire a Peierls’ phase. The distribu-
tion of this phase is demonstrated in the appendix. The
effective Hamiltonian (at K point) is
HB(r) = −t
[
rk¯2σ0 − k¯xσx − k¯yσy + rφbσz
]
. (7)
The spectrum is −E±/t = rk¯2 ±
√
k¯2 + r2φ2b , with a
spectral gap of 2rφb|t|. At such a value of the exter-
nal field the system becomes equivalent to the Haldane’s
model for Graphene34. Given the lattice constant of
Graphene of a = 2.46A˚, this phenomenon is expected
to happen when 6φB =
√
3
2
Ba2 = φ0, resulting in an
unrealistic magnetic field of B ≈ 8 × 104T. Below we
will show that the Haldane’s model can be realized for
composite fermions at much weaker fields. But before we
make this connection, we describe how the CS field af-
fects the lattice and the flux distribution within the unit
cell.
Uniformfield CS field CS field+uniformfield
FIG. 2: Flux distribution in a unit cell of Graphene in uni-
form external field, CS field, external+CS field. The CS field
consists of a Maxwell part φMW and a modulated part φH
(= φMW ) that does not contribute to the total flux. In the
formulas we use the dimensionless fluxes φb,h,mw which are
defined at appropriate places.
III. THE CS FIELD IN NNN GRAPHENE
Consider a system of N particles with sets of coordi-
nates {r} ≡ {r1, ..., rN}. The many-body state Ψ({r})
constructed as a Slater determinant of the single parti-
cle states obeysHkin({r})Ψ({r}) = EΨ({r}) (where ‘kin’
denotes the kinetic part of the Hamiltonian). If the single
particle states are picked from a manifold of degenerate
states, one can propose another solution, without costing
any energy, by introducing composite fermions in terms
of original electrons coupled via a CS phase
Ψ({r}) = eiΛ{r}Ψc({r}), Λ{r} = κ
∑
r′ 6=r
θr′r, (8)
where θr′r = arg(r
′−r), and κ is an even integer to retain
fermionic statistics of the resulting composite particles.
It then follows that:
H({r})Ψ({r}) = EΨ({r}),
⇒ H({r},A{r})Ψc({r}) = EΨc({r}),
MFA⇒ [∑iHkin(ri,AMWri )]Ψslc ({r}) = EΨslc ({r}),(9)
4where A{r}(ri) = 1e∂riΛ{r}; H({r},A{r}) =
e−iΛ{r}H({r})eiΛ{r} ; and sl stands for Slater de-
terminant. The standard flux-smearing mean-field
approximation19 (MFA) designed to capture the
transition to a topologically non-trivial system
H({r},A{r}) →
∑
{r}Hkin(r,A
MW
r ). This amounts to
changing the non-local A{r} to a local single-particle
AMW (r). Equivalently, the CS magnetic field defined by
B(r) ≡ ∇r×A{r} = φ0κ
∑
r′ 6=r δ(r
′−r) is approximated
by a uniform B = φ0κρ2D = ∇r × AMWr . This is the
many-body version of the field theories considered in
Refs.15,19. This formalism has been used in Refs.28–31,38
to treat hard-core bosons as fermions with an odd κ
leading to chiral spin-liquid behaviour in honeycomb
and Kagome lattices.
As discussed in Refs.29,31, the CS field produces a flux
that is bound to a particle, the flux enclosed within the
space of the particles in a unit cell must be zero. The net
flux that arises from the MFAmust then be re-distributed
to the part of the unit cell that does not include any in-
ternal hoppings. Thus, the regions bounded by internal
hoppings that are entirely within the unit cell (defined
as loops having at the most one shared edge with ex-
ternal cells) must enclose zero flux. This is a constraint
in our MFA to account for the CS character and distin-
guish it from a Maxwellian field. This constraint is effi-
ciently implemented by introducing two types of fluxes:
φMW (which contributes to the total flux per unit cell as
constrained by the MFA) and φH (which does not con-
tribute to the flux per unit cell). Our constraint requires
φH = φMW (see Fig. 2).
Note that this constraint implies that the direct A →
A translation and the one mediated through a B atom
commute (which is different from the case of uniform
field). Also note that while φMW can be accounted for
by momentum elongation, φH cannot as it emerges as an
internal degree of freedom due to the CS constraint. This
results in the effective Hamiltonian (at the K point) to
be
HCS(r) = −t
[
rp¯2σ0 − p¯xσx − p¯yσy + rφhσz
]
, (10)
where p¯ =
√
3a[−i∂r+ eAMW (r)]/2, and φh = 3
√
3eφH .
Further, [p¯x, p¯y] = 3
√
3φMW . Since the case of CS re-
quires φMW = φH , it is possible to compact Eq. (10):
HCS(r) = −t
[
r {p¯ · σ}2 − p¯ · σ
]
, (11)
where the dot-product is 2-dimensional. Thus, HCS =
−rt[Hk0+p]2−tHk0+p. The CS nature of the field relates
flux to density and requires that φMW = 2piκnucνl/e,
where nuc is the number of atoms per unit cell and νl
is the deviation from half-filling per site. The energy
spectrum is:
E±
−t = 2r|φmw|n±
√
2|φmw|n, (12)
where φmw = 3
√
3eφMW , n ∈ {1, 2, ...} and the wave-
functions are ψ±B = Φn(r), and ψ
±
A = ±Φn−1(r). For
n = 0, E = 0 and ψB = Φ0(r) and ψA = 0. At K
′ point
px → −px, φh → −φh, and ψKB → ψK
′
A , ψ
K
A → −ψK
′
B .
IV. COMPOSITE FERMIONS IN GRAPHENE
WITH NNN HOPPINGS
The degenerate manifold that often motivates the use
of the CS-phase attached to the many-body wavefunc-
tion can be thought of as being provided by an external
field B19,20. We then have to account for three types
of fluxes within the unit cell: φB , φMW and φH . As
discussed, the first two produce a field that grows with
area and can be accounted for by momentum elongation,
while φH needs to be introduced at the level of matrix
elements for the Hamiltonian (see appendix for detailed
construction). The resulting theory is a fermion model
populating Haldane’s model coupled to the CS action
that was generated from flux attachment. This “statisti-
cal” CS term is the same as the one obtained in previous
theories in the literature14,39. The distinguishing feature
however is the flux distribution within the unit cell which
is shown in Fig. 2. The resulting composite fermion(CF)
Hamiltonian around the K-point is:
HCF(r) = −t
[
rp¯2σ0 − p¯xσx − p¯yσy + rφhσz
]
, (13)
where p = −i∂r + eABr + eAMWr , ∇r ×AB = B, which
leads to the flux φB , and ∇r × AMW = BMW which
leads to the flux φMW = φH = φ0κnucνl from the in-
duced CS field. Here κ = −2 sgn(B), where sgn(B)
simply indicates that the sign of κ is such that the in-
duced field opposes the external field. Just like in the
HLR theory, the net ‘orbital’ field (resulting from the
vector potential) experienced by the composite fermions
is Beff = B + B
MW = φ0ρ2D(1/ν + κ)Bˆ = B(1 − 2ν).
But unlike the HLR theory, the two component nature of
the lattice causes the composite fermions to experience
an additional field that acts oppositely on the two atoms
in the unit cell. This effect is captured by the flux φH
and is analogous to the ‘spin’ coupling of the Maxwell
field to the true spin-up/down fermions. The resulting
spectrum is:
E±
−t = 2r|φb + φmw|n±
√
2|φb + φmw |n+ r2φ2b , (14)
where n ∈ {1, 2, ...}, and for n = 0 only E+ is present.
The wavefunctions are similar to the solutions for uni-
form field with c → c˜ = r
√
φb/2n|1 + φmw/φb|. Note
that Eq. (13) is different from Eq. (10) in the definition
of p. Due to the presence of the external field, we cannot
compact the Hamiltonian with a (σ · p)2 term.
There are a number of points that need emphasis:(a)
At half-filling (ν = 1/2), we have Beff = 0 and φmw =
−φb. The spectrum of composite fermions is given by E±
listed after Eq. (7) with the a spectral gap of rφb|t|. (b)
The resulting flux distribution in Fig. 2 at ν = 1/2 (with
5φmw = −φb) suggests that this is indeed the distribu-
tion considered by Haldane34. (c) Just like the Landau-
problem, Eq. (14) is to be seen as a solution to the
composite fermions in a weak Beff , which is realized by
small departures from half-filling.
Noting that φB = φ0(nucνl)/6ν and φMW =
φ0(nucνl)κ/6, treating φB and νl as external control vari-
ables, the ν = 1/2 condition is realized whenever νl
and B satisfy φ0κ(nucνl) =
√
3Ba2/2. Departures from
ν = 1/2 can thus be achieved by slightly changing the
field or νl (which can be achieved by changing the chem-
ical potential). This mismatch creates the effective field
that the composite fermions are subjected to. In fact, for
small deviations such that φb = −φmw + δ (δ ≪ φb), we
get −E±/t ≈ ±rφb(1 ± 2n|δ|/φb).
FIG. 3: Flux distribution in a unit cell of Graphene for various
fQHE states given by the Jain series.
We thus observe that the necessary characteristic of
the composite fermion state in Graphene with nnn is the
formation of the Haldane’s Chern insulator populated by
composite fermions which, in turn, are coupled to the
fluctuating “statistical” CS gauge field with the coeffi-
cient ∝ 1/4piκ. The low-energy field theory description
of this state is obtained upon integration over fermionic
degrees of freedom. This results in an additional CS-like
term, which combines with the statistical term resulting
in a coefficient ∝ (1/4piκ+2sgn(B)/8pi) 6= 0 for the pure
CS field. At this level, the low-energy description of the
composite fermion state of Graphene does support an ad-
ditional Chern-Simons action of the fluctuating field, by
which it differs from the Dirac composite fermion con-
struction by Son20 for a non-Dirac system. However, the
low energy quasiparticles are still Dirac fermions, which
is not surprising, since the original dispersion of elec-
trons is not expected to qualitatively affect the ground
state properties at very low energies because of complete
quenching of the electronic kinetic energy by the strong
magnetic field46.
This prescription also works for any other fQHE state.
Consider the Jain series: ν = n/(2n + 1) and ν =
(n + 1)/(2n + 1). It is easy to see that the total flux
through the unit cell is given by 6(φB + φMW ). How-
ever, as discussed earlier, this flux is distributed as φB in
each of the smaller triangles and 3(φB + 2φMW ) in the
larger triangle. Further, recall that φMW = κφ0 = −2φ0,
and φB = φ0/ν. Expressing everything in terms of
φB, the flux that is generated by the external magnetic
field, the flux through the smaller triangles is always φB ,
though the larger triangle is 3φB(1 − 4ν), and through
the unit cell is 6φB(1 − 2ν). The resulting flux distri-
butions for some of the fQHE states in the Jain series
are shown in Fig. 3. The low energy Hamiltonian for
small deviations around each n can be derived by appro-
priately enlarging the unit-cell (as in the original Hofs-
tadter construction37): with the special care that φH has
to be accounted for every matrix element of the Hamil-
tonian for the enlarged unit cell. A quantitative account
of such flux modulation and its effect on the many-body
wavefunction remains an open question that will provide
a valuable information on Jain’s states.
V. EXPERIMENTAL CONSEQUENCES
Our theory suggests that in addition to the expected
Fermi-surface(FS), we must see a spectral gap in the bulk
consistent with the Haldane’s model (Fig 1b). Follow-
ing the formulas in the text, for a density of ρ2D =
ρ¯ × 1011cm−2, this gap is ≈ rρ¯|t| meV (where t must
be in eV); and this happens at a B ≈ 8ρ¯ T. In Graphene,
t ≈ 3 eV and r ∼ 0.135. If ρ¯ is tuned from 1−10, then for
B ∼ 8-80T, we should see a Haldane gap of 0.3-3 meV.
Further, v ≈ 1× 106ms−1 implies EF ≈ 8√ρ¯ meV which
will range from 8-24meV. The energy scale suggests that
the Haldane gap can be probed by LDOS measurements
via STM. Due to correspondence with Haldane’s model,
the composite fermion bands are topological with Chern
number ±1 and thus have chiral edge states which can be
measured via tunneling into the edge40–42 and via mea-
suring the quantized thermal transport due to a Lut-
tinger liquid description of edge states43,44. The presence
of a gapped spectrum for ν = 1/2 state in Graphene is
in line with findings in the two component AlAs45.
A. Implication for cold atoms
There is an interesting consequence of our theory when
applied to fermionic/bosonic cold atoms at low densities.
When the nnn hopping is present (r 6= 0), a characteristic
feature at r = 1/6 distinguishes the flux distribution in
our theory from those that might be predicted by other
theories: when r > 1/6, the minimum of the lattice spec-
trum in the presence of the external field (which forms
from states around the Γ-point of the original system), is
non-dispersive as shown in Fig. 4.
To understand this, consider the Γ-point the effective
6-E/t
/2 
0
-2
2
3
4
-1
1
1
-E/t
φ/2πφ
0
1
-1
1
2
3
4
5
FIG. 4: The Hofstadter spectrum for a CS field acting on nnn Graphene with r = 0.11 (left) and r = 0.22 (right). Observe
the linear scaling and the flatness of the lowest energy level in the two plots.
low energy Hamiltonian:
HΓ = −t
(
r(9 − 2p¯2) 3− 1
3
p¯2
3− 1
3
p¯2 r(9 − 2p¯2)
)
. (15)
The spectrum is given by
E±
−t = 9r ± 3− 2
(
r ± 1
6
)
(2n+ 1)φb, (16)
and the wavefunctions are ψ±A = ±ψ±B = Φn(r), with
n ∈ {0, 1, 2, ...}. Thus for r < 1/6, the energy of the
lowest landau level, which can occur at any n, linearly
increases with field. However, for r > 1/6, the spectrum
in Eq. (16) suggests that the energy goes down. This is
indeed what happens for the uniform field case. However,
for the CS case with r > 1/6, the minimum of the energy
for any {n, φmw} is actually locked at E = −|t|/4r. This
means that the lowest energy level of the spectrum is
dispersionless with the field φb. This is not evident from
Eq. (16) due to the fact that we expanded to O(p2).
This minimum is guaranteed because the Hamiltonian
is of the form rG2p +Gp. This means the eigenvectors of
Gp are also the eigenvectors of G
2
p, with squared eigen-
values. The quadratic form suggests that there is a min-
imum of the energy for any eigenvalue. For r < 1/6, this
minimum energy scales with the field as E = (1/6−r)φb,
but for r > 1/6 the minimum is at E = t/4r for infinite
pairs of {n, φmw}. Note that this effect of CS field also
applies to the K/K ′ point analysis. This we should ex-
pect a dispersionless band around the center of the spec-
trum. These cases are demonstrated in Fig. 4. In other
words, if we were to tune r, our theory would predict that
the lowest band in the plot for E(φ) will have a slope that
decreases as r increases and stall at zero slope (disper-
sionless). In other flux distributions, the slope becomes
negative.
VI. CONCLUDING REMARKS
To summarize, we showed that Graphene with nnn
hoppings near half-filling is described by a model of
composite fermions living on Haldane’s Chern insulator
model of Graphene. This perspective not only provides
an internal flux distributions within the unit cell but also
the effective wavefunctions for fQH states. Very interest-
ingly, this perspective when applied to fermionization of
bosons in flat bands (as done in Ref. 31), leads to chiral-
spin liquid behavior. Thus besides motivating experi-
ments, this work potentially provides a unified picture
of treating chiral spin-liquids in spin-systems and fQH
states in fermionic systems. We believe that this moti-
vates further research and exploration of other fractional
Quantum Hall systems along similar lines to compare and
contrast with existing literature and guide future exper-
iments.
At this stage one may ask the question: why are we
doing an HLR type flux attachment instead of building
a Dirac composite fermion20 analog? While we don’t di-
rectly answer this question, we point out that both HLR
theory and the Dirac composite fermion theories ulti-
mately give the same result for the observables. Since
the bulk gap predicted in out theory is in principle an
observable, we expect this result to be robust. The main
reason we did not attempt the Dirac composite fermion
analog is that it is necessarily limited to the low energy
excitations and does not immediately address the pres-
ence of such a bulk gap. However, the topological prop-
erties of the chiral bands must be reproduced is such an
approach and is an interesting question to address next.
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Appendix A: Peierls phases for uniform and Chern
Simons’ fields
For definiteness, we shall work in the symmetric gauge
where A(r) = (−yxˆ + xyˆ)B/2. The phase accumulated
on a bond upon traversing in the direction gn is given
by A¯gn ≡
∫
gn
A · dl. In the lattice problem, we may
treat A to be constant for a unit translation of gn, where
gn ∈ {e1,2,3, a1,2,3}. The directions of these vectors are
illustrated in Fig. 5. This leads to A¯gn = Agn +(−ygx+
xgy)Ba/2, where Agn refers to phase accumulation that
can be gauged out and is the same contribution from
every lattice point. Thus, Ae1 + Ae3 + Ae3 = 0 and
Aa1 = Aa2 +Aa3 . Once an origin is picked, we can start
assigning A¯a/b to denote phase accumulation originating
from atom a/b of the lattice. Thus for a given bond along
gn, the phase can be written as A¯gn = A¯
a/b
gn + ∆A¯gn ,
where A¯
a/b
gn denotes the value of the bond at the origin,
and ∆A¯gn denotes the value at a bond separated from
the origin by (∆x,∆y). These quantities are expressed
as (in the symmetric gauge):
∆A¯a1 = −φMW
(
2
√
3∆y
a
)
, (A1)
∆A¯a2 = φMW
(
3∆x
a
−
√
3∆y
a
)
, (A2)
∆A¯a3 = −φMW
(
3∆x
a
+
√
3∆y
a
)
, (A3)
∆A¯e1 = −φMW
(
∆x
a
+
√
3∆y
a
)
, (A4)
∆A¯e2 = φMW
(
2∆x
a
)
, (A5)
∆A¯e3 = −φB
(
∆x
a
−
√
3∆y
a
)
. (A6)
To initialize the bonds starting from the a/b atoms be-
longing to the lattice point at the origin:
A¯aa1 = Aa1 + φH , (A7)
A¯aa2 = Aa2 − φH , (A8)
A¯aa3 = Aa3 − φH , (A9)
A¯ba1 = Aa1 + φMW − φH , (A10)
A¯ba2 = Aa2 + 2φMW + φH , (A11)
A¯ba3 = Aa3 − φMW + φH , (A12)
A¯be1 = Ae1 , (A13)
A¯be2 = Ae2 + φMW , (A14)
A¯be3 = Ae3 − φMW . (A15)
And finally Agn ≡ A′ ·gn, where A′ is some vector which
will be gauged out and can be set to zero for our purposes.
The extended scheme is summarized in Fig. 5. Note that
any field that grows with area will be treated as φMW and
the internal modulation will be treated as φH .
Appendix B: Effective Hamiltonians
Following the prescription in the above section, we are
able to assign the phases to every matrix element involved
in the Hamiltonian. The Hamiltonian of nearest neighbor
Graphene in an external field can be derived from the
lattice Hamiltonian as H → HB where
H11B = r {3 + 2 [cos(k0,1 − k0,2 + p1 − p2)
+ cos(k0,2 − k0,3 + p2 − p3)
+ cos(k0,3 − k0,1 + p3 − p1)]} ,
H22B = r {3 + 2 [cos(k0,1 − k0,2 + p1 − p2)
+ cos(k0,2 − k0,3 + p2 − p3)
+ cos(k0,3 − k0,1 + p3 − p1)]} ,
H12B = Tk0+p,
H21B = T
∗
k0+p
, (B1)
where xi ≡ x · ei, k0 is a point about which the semi-
classical momentum elongation is carried out. It is under-
stood that HB is to be expanded to O(p2). Here the elon-
gated momentum vp involvesAB such that ∇×AB = B.
When we consider the case of a Chern-Simons’(CS)
field, we have to account for φH . The Hamiltonian matrix
elements look like
H11CS = r {3 + 2 [cos(k0,1 − k0,2 + p1 − p2 − eφH)
+ cos(k0,2 − k0,3 + p2 − p3 − eφH)
+ cos(k0,3 − k0,1 + p3 − p1 − eφH)]} ,
H22CS = r {3 + 2 [cos(k0,1 − k0,2 + p1 − p2 + eφH)
+ cos(k0,2 − k0,3 + p2 − p3 + eφH)
+ cos(k0,3 − k0,1 + p3 − p1 + eφH)]} ,
H12CS = Tk0+p,
H21CS = T
∗
k0+p
. (B2)
8FIG. 5: Extended scheme outlining the phase accumulation in addition to
∫
A · dl along each bond. The field A is written in
symmetric gauge. The figure is split into (a) and (b) for clarity. The flux φMW adds up with area, whereas the flux φH denotes
flux modulation within the unit cell such that net contribution from φH to the unit cell is zero. The presence of φH does not
break translational symmetry.
Here the elongated momentum vp involves AMW such
that ∇ ×AMW = BMW . Note also that the a/b atoms
experience different signs of the flux φH although they
originate from the same field AMW .
To address the HLR case, we have to account for the
external field and the CS field. This results in a very
similar looking Hamiltonian as in Eq. (B2) but with p
containing AB and AMW , and φH is still only generated
from AMW . The flux φB is generated from A
B and the
flux φMW is generated from A
MW .
When φb = −φmw = φh, we realize the Haldane’s
model of flux distribution in the unit cell. The extended
scheme of the flux distribution shown in Fig. 1 of the
main text (MT), is shown in Fig. 6 in this text.
9FIG. 6: The flux distribution arising from CS field in
Graphene with next nearest neighbor hopping. The shaded
region denotes the region of non-zero flux.
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