We investigate localized defect states near the edge of a band-gap in a two-dimensional photonic crystal. An asymptotic approach based on Green's functions leads to analytical results both for the frequency and for the spatial behaviour of the defect states. In particular, we find a simple exponential law which relates the change in frequency of the defect states to the relative change in electrical energy of the Bloch modes on the band-edge, and to the density of states in the photonic crystal. We find that the symmetries of the Bloch modes at band extrema play an important role in the manifestation and evolution of defect states. We confirm the analysis with numerical simulations based on the Fictitious Source Superposition method.
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I. INTRODUCTION
As recognized even in the first papers on the subject [1, 2] , many of the most important applications of photonic crystals (PCs) make use of defect states which lie within a photonic band gap. Defects can be formed by a variety of microlithographic techniques [3, 4] , and are important not only for controlling the propagation of light, but also for applications such as sensing and nonlinear switching [5] . Although many fully numerical studies have been undertaken [6] , shallow defects -those in the vicinity of the band-edges where the perturbation is small -are difficult to model accurately even with powerful computers, since their fields extend very large distances from the defect. For these situations asymptotic methods are more appropriate and powerful, and have previously been used to study perturbations of dielectric interfaces in electromagnetism [7] , strong localized perturbations in finite structures [8] and photonic crystals consisting of arrays of highly-conducting inclusions [9] . In these previous studies the structure was either finite in extent or the perturbation ranged over the entire photonic crystal. Defect states, however, result from a localized perturbation of an infinitely extended Bloch mode. How these localized states evolve from the band edge as a function of the strength of the perturbation is the issue we address here.
We present here a thorough discussion of the analytic properties of defects near the band-edge of a twodimensional PC. Our approach is an extension of the method first reported in Ref. [10] , and is based on a Bloch function expansion of the Green's function in a PC [11] . We find that a localized perturbation away from the band-edge leads to interesting asymptotic behaviour, in that the highest-order change in frequency displays an exponential dependence on the magnitude of * Electronic address: Kokou.Dossou@uts.edu.au the perturbation-specifically, the relative change in the electric energy caused by the perturbation-and also on the density of states of the unperturbed photonic crystal. This complements standard perturbation theory [7] , in which the change in frequency depends linearly on the relative change of the electric energy caused by the perturbation. The asymptotic behaviour that we report is the result of the transition from an infinitely extended (Bloch) mode on the band-edge to a localized state in the gap. We also derive the leading order asymptotic expression for the spatial field profile of the defect state, and show that it takes the form of a combination of Bloch functions on the band extrema, multiplied by an exponential function.
Defects can be created in different ways, and so we study several cases in order to demonstrate the generality of our results. In addition to studying the two principal polarizations, we investigate defects arising from a change in the dielectric constant of a single cylinder, the variation of its radius, and from the application of a metallic coating. It is important to note that the asymptotic method we derive here is intended as an interpretive tool, useful for investigating the physics behind defect mode creation and evolution. Quantitative predictions must of course rely on more cumbersome numerical simulations that solve the electromagnetic problem in its entirety. Nevertheless, the results derived here should give accurate results close to the band edge. We check our analytic expressions by comparing them with numerical results based on the Fictitious Sources Superposition (FSS) Method [12] [13] [14] , a technique which is well adapted to the accurate calculation of the properties of even highly extended defect modes. Though, in our examples, we use a PC constructed from uniform cylinders in an otherwise uniform background, the analytic results apply to all two-dimensional photonic crystals, irrespective of the geometry.
Our results show that the symmetries of the Bloch modes at band extrema play an important role in the creation and evolution of defect states, leading to three broad classes of defect dispersion relations. The first of these results in a nondegenerate dispersion relation. In the second, the dispersion relations are doubly degenerate, and derive from a two-fold degeneracy of the underlying Bloch function. The third, and most interesting, case occurs when the underlying Bloch function cannot be made real, such as occurs at the K point in the Brillouin zone of the hexagonal lattice. In this case, there are two defect modes with different dispersion relations which are both exponentially weakly bound and have the same cutoff.
We commence in Section II with a discussion of the Bloch mode representation of the photonic crystal Green's function, and follow this, in Section III, with the analysis of the behaviour of Bloch modes near the band edge and the consequences of this for the asymptotic behaviour of the Green's function. We then derive a convenient Bessel function representation which encapsulates the spatial decay of the defect Green's function. In Section IV, we apply the asymptotic form of the Green's function to derive a first-order expression for how the defect mode frequency depends on the magnitude of the perturbation. Results are given for the two principal polarizations. Associated with this analysis are a number of mathematical and physical subtleties which are discussed in the Appendix. Section IV also compares the results of the asymptotic theory with rigorous numerical calculations and we conclude with a discussion of the results presented.
II. GREEN'S FUNCTION
We consider a two-dimensional (2D) PC characterized by a periodic relative permittivity ε(r) = n 2 (r) (where n(r) denotes the refractive index) and relative permeability µ(r) = 1. To construct a defect, we locally perturb the permittivity and defineε(r) to be the permittivity distribution associated with the defect structure. All permittivities are taken to be real, making the PC lossless and the subsequent mathematical analysis selfadjoint. We further assume that the band-gaps in which we compute defect modes are complete (rather than partial) band-gaps. The defect mode, ψ(r), satisfies the polarization dependent boundary value problem
By writing the wave equation in this way, we explicitly encapsulate the continuity conditions for each polarization through the appropriate choice of the functions p(r) ands(r). For TM (E ) polarization, in which the electric field is parallel to the cylinder axes, ψ(r) = E z and we havep(r) = 1,s(r) =ε(r), while for TE (H ) polarization, in which the magnetic field is parallel to the cylinders and ψ(r) = H z , we havep(r) = 1/ε(r), s(r) = 1. Since we assume thatε is real, and since also the fields decay with increasing distance from the defect (a consequence of working in a full band-gap), it follows that both ψ(r) and ψ * (r) are solutions of the boundary value problem (1), with this, in turn, implying that the defect mode ψ may be taken to be a real valued function.
In order to analyze the defect states, we first formulate the Green's function G(r, r ; ω), which characterizes the response of the system at position r to a point source radiating with an angular frequency of ω at position r . The Green's function satisfies
and decays exponentially with increasing distance from the defect since the frequency ω lies inside a band gap. Here, we define the operator L by
in which p(r) and s(r) are the analogues ofp(r) ands(r) for the unperturbed, periodic structure. Since we are considering defect modes created within a complete band gap, the local density of states is zero over the WignerSeitz cell (WSC), and so the Green's function must be real. Following the treatment of Ref. [11] , we express G(r, r ; ω) as a superposition of quasiperiodic Green's functions G(r, r ; ω, k 0 ) satisfying
and associated with the (real) Bloch vector k 0 ∈ BZ, where BZ denotes the (first) Brillouin zone of the reciprocal lattice. In Eq. (5), the sum extends over all direct lattice vectors R l in the infinite PC. The computational examples that we consider in this paper are for regular two-dimensional lattices characterized by a pitch d. It is then straightforward to construct G(r, r ; ω) by integrating G(r, r ; ω, k 0 ) over the Brillouin zone, noting that by averaging over the BZ the source term on the right hand side of Eq. (5) reduces to only the primary source of Eq. (3) since
where A BZ is the area of the Brillouin Zone. The important intermediate step of constructing the quasiperiodic Green's function G(r, r ; ω, k 0 ) requires its expansion in a basis of the Bloch modes ψ(k 0 , r) of the bulk PC. These satisfy the generalized Helmholtz equation
together with the Bloch condition
For real ε(r) (and hence real p(r) and s(r)) , the operator L is Hermitian with respect to the inner product
in which the integration is evaluated over the WSC. The eigenfunctions {ψ m }, corresponding to the countably infinite set of eigenfrequencies {ω m }, are then orthogonal with respect to this inner product and are normalized according to
Then, G(r, r ; ω, k 0 ) may be expanded in a series of Bloch modes {ψ m }, as may also the source term on the right hand side of Eq. (5), using Poisson's summation formula: In our treatment, we assume that the band extremum at (k L , ω) exhibits a generic paraboloidal shape
The constants C L,x and C L,y characterize the band curvatures in the k x and k y directions of the BZ. In (15), we simplify the notation through the introduction of
) of the two curvatures, and a scaling ma-
, and σ = I, the identity transformation. This is exemplified in Figs 1 (a) and (b) which show the first two band surfaces for a square lattice PC. In Fig. 1 (a) , we see that C L,x = C L,y for both edges of the first band which occur at Γ and X in the BZ. However, in Fig. 1 (b) we see that C L,x = C L,y near the X-points on the lower edge of the second band since the band curvatures in the k x and k y directions differ.
We now consider the asymptotic analysis of the Green's function (13) when the frequency ω approaches the band edge from within the gap-corresponding to frequencies in the band gap which are either just below or just above the edge of band l = L. Term l = L of the series (13) for G now dominates the expansion and so we write
separating out the contributions from the various terms l. Since ω is not in the vicinity of any band l = L, then the sum over these terms in Eq. (16) 
To simplify this further, for computational purposes, we express the Bloch functions as the product
The singularity in the denominator of the integrand of Eq. (17) ensures that, for ω in the vicinity of the band surface, only those k 0 in the vicinity of k L contribute significantly to the integral. Accordingly, we
The integral in Eq. (18) may be further simplified by noting that when ω is near the band edge, the singularity dominates the integral, allowing the integral over the Brillouin zone to be replaced by an integral over the entire k-plane. In this, we follow the classical treatment of electrons in perturbed periodic potentials developed by Luttinger and Kohn [15, 16] . Thus,
In deriving this form, we have changed the integration variable from k 0 to σk 0 , noting that the Jacobian of the transformation is unity since det σ = 1. Then, from the integral representation for the zeroth order MacDonald function K 0 , i.e., a modified Bessel function of the second kind
we arrive at
in which s L = sign C L , with the significance of this latter quantity becoming apparent in the discussion leading to the development of Eq. (51) in Section IV B. Here, we simply observe that the quantity s L δω < 0, which is consistent with the defect mode occurring in the band-gap either above a band surface maximum (s L = −1) or below a minimum (s L = +1). The integral representation for the MacDonald function (21) can be derived directly from a similar expression given on p. 817 in Ref. [17] for the Hankel function of the first kind, H
0 , and the
Before studying the asymptotics of the evolution of the defect mode from the band edge, we generalize our treatment to accommodate the common situation in which a band has multiple extrema at k 0 = k L,j for j = 1, 2, . . . , ν L . These extrema are typically high symmetry points in the BZ; this is shown in Fig. 1 , which presents band surfaces for a square lattice, having multiple extrema at the BZ edge at the points X and M .
The treatment proceeds as before, except now we regard the band surface as being locally paraboloidal about each of the extrema k 0 = k L,j . Thus,
where
for all j, due to symmetry. With several band extrema located on the boundary of the Brillouin zone, the integral over the Brillouin zone must be modified in such a way as to account correctly for these multiple extrema, each of which contribute to a portion of the integral. Eq. (22) is thus modified to
where 2πθ L is the interior angle of the BZ at each point
Finally, we obtain the leading order estimate for the Green's function from Eqs (24)-(26) 
. From the representation of a Bloch mode ψ L (k, r) as the product of a periodic function and the Bloch factor e ik·r , it follows that ψ * L (k, r) must be the Bloch mode that is associated with the Bloch vector −k. Thus, it is easy to see that contributions to the series in Eq. (27) due to "opposite" pairs lead to a sum of two conjugate pairs, resulting in a real quantity.
In the following analysis, we require two asymptotic forms for the Green's function. The first of these, in which b is small and |r − r | = O(d), (i.e., of the order of the lattice constant) arises in the derivation of the dispersion relation for the defect mode and relies on the small argument asymptotic form:
in which C 0 contains higher order terms in |δω|. The second form occurs in the construction of the extended form of the defect mode and applies when b is small, yet z = b|r − r | is large. In this large argument approximation, we have K 0 (z) ≈ √ π exp(−z)/ √ 2z, with this leading to the following asymptotic form of the Green's function:
This representation of the Green's function ensures that the defect mode decays exponentially with a
Note that this rate corresponds to the results found by analytic continuation of the band into the gap [18] .
IV. FORMULATION OF DEFECT MODES USING GREEN'S THEOREM
Having developed expressions for the Green's function we now turn to their use in defect mode calculations.
A. General results
We exploit the Green's functions (27) and (28) to find the mode of a single defect in an infinite PC for a frequency ω within a band gap in the vicinity of band L. At the point at which the defect mode originates from the band surface extrema, it is determined by a linear combination of the associated Bloch functions of the infinite PC and so is arbitrarily extended. As the mode evolves into the gap, the mode decays exponentially with increasing distance from the defect. However, it remains well approximated by a Bloch mode, or a linear combination thereof, in the vicinity of the defect, provided that b (23) is sufficiently small. Since, however, the actual defect mode must be real valued, it is necessary to impose conditions that ensure that the required linear combination of Bloch modes (which themselves are not necessarily real) is real.
The defect mode, ψ(r), satisfies the generalized Helmholtz equation (1) and by applying Green's Theorem, we arrive at the exact and general expression for the spatial distribution of the defect mode
For TM polarization, p(r) =p(r) = 1, and so only the second integral of Eq. (30) contributes to ψ(r). Correspondingly, since s(r) =s(r) = 1 for TE polarization, only the first integral of Eq. (30) contributes. Further, since the defect is of finite extent, δp(r) ≡p(r) − p(r) and δs(r) ≡s(r) − s(r), which respectively denote the change in the permittivity and inverse permittivity of the PC, are non-zero only over a bounded region.
B. Formulation of the modal dispersion equation
We now formulate the dispersion equation of the defect mode, first considering TM polarization. From Eq. (30),
where δε(r ) =ε(r ) − ε(r ). Then, into Eq. (31), we substitute the Green's function (28), retaining only the dominant frequency dependence which is of order ln |δω|.
We digress briefly to note that the terms that are omitted in this approximation are of order O((δω) 0 ) and so contribute to the constant term (labelled A) below. While these particular terms, associated with the contribution to G from band L, can be included in a straightforward manner, there are also contributions to G from other bands l = L which contain terms of order O((δω) 0 ). Their estimation is not straightforward and so we omit all but the dominant frequency dependent term, proceeding from here in the spirit of first order perturbation theory.
Thus, to leading order in δω, we have
in which D 0 denotes the defect region. Here, to first order, for weak perturbations, the defect mode is well approximated by either the relevant Bloch mode of the bulk PC, or some linear combination of Bloch modes associated with the band extrema. While the analysis is quite straightforward when the band extremum is contained completely within the BZ, the treatment of the more common case, in which the band surface has multiple extreme points (at the edge of the BZ), is more complex and requires some understanding of the symmetry of the modes. The lattices with which we are concerned (i.e., square and hexagonal) are invariant under a rotation transformation T by an angle 2π/ν (e.g., π/3 for a hexagonal lattice with ν = 6). That is, ε(T r) = ε(r). Applying this transformation to the entire field problem, i.e., rotating both the lattice and the Bloch vector, the mode is invariant 
j , denoting a rotation by j-times the canonical angle 2π/ν.
Then, taking into account the fact that the integrands of the overlap integrals in Eq. (32) for TM polarization have the form (δε E * L · E) where E L = ψ Lẑ and E = ψẑ are electric fields, Eq. (32) can be recast as
where E L is the electric energy of the Bloch mode over the Wigner-Seitz cell:
For TE polarization the derivation is similar to that for TM polarization. The equation for TE polarization is
We can bring Eq. (35) for TE polarization into the same framework as Eq. (33) by noting that for TE polarization ∇ψ(r)/ε(r) = −iω (ẑ × E(r)), where E is the transverse component of the electric field (perpendicular to the magnetic field H = ψẑ). The integrands in Eq. (35) become
In addition, the normalizing factor M L (10) is recast as
which follows directly from the differential equation (7) and an application of Green's theorem. Eqs (36) and (37) then lead immediately to precisely the same form as that derived for TM polarization (33). The unification of the formulation at this point simplifies the subsequent description of the analysis and the derivation of the defect mode dispersion calculations for both polarizations.
Eq. (33) is the last of the general results since, from here on, the analysis requires knowledge of the actual symmetry of the Bloch modes for each specific case. Our treatment here is motivated by the examples of the following section in which we study the evolution of modes from the upper and lower edges of band gaps for both square and hexagonal lattices. In its most general form, the analysis that leads to the derivation of the defect mode dispersion equation is quite complex and therefore many of the details are given in the Appendix. We now outline the key steps in the derivation that are required to deduce from Eq. (33) the results in Eq. (48) below.
The first step in the derivation is to approximate the defect mode as a linear combination of the Bloch modes
This set of modes, however, is not necessarily linearly independent. We thus draw from B a linearly independent set L of Bloch modes and, using expansion coefficients t l , write the defect mode as the linear combination
The electric field E(r) which appears in the overlap integrals of Eq. (33), is approximated using the same expansion coefficients t l as in Eq. (38)
Note that for TM polarization Eqs (38) and (39) are identical while for TE polarization, Eq. (39) is equivalent to
Then, substituting Eqs (38) and (39) into Eq. (33), we deduce that for either polarization
(42) The defect mode in Eq. (38) must have constant phase in space, otherwise net energy transport would occur within the mode. However, the Bloch modes may, under certain circumstances, have simultaneously a real and an imaginary part. Finding a linear combination of Bloch modes that then always sum to give a real, or constant phase, quantity can be complicated, and so details of this process are given in the Appendix. In formulating the combination in the most general way, it occurs that the appropriate partitioning of the Bloch modes is a split into real and imaginary parts, each characterized by a specific symmetry that is dependent on the position of k L,1 within the BZ. The component of the real and imaginary parts of the modes ψ L (k L,1 , r) can then be expanded in a multipole series:
in which ν = 4, 6 for square and hexagonal lattices respectively. In Eq. (43) the symbol F can refer to either the real or imaginary functional arguments "Re" and "Im" with the subscript F in m F replaced with corresponding parameters r or i, as appropriate. For a real valued Bloch mode there is no solution associated with the imaginary part and so m F is simply replaced by m in this case. The parameters m r and m i characterize the symmetry of the real and imaginary parts and, for the cases of interest here, take values of 0 for rotationally symmetric modes, 1 for modes which are antisymmetric about a nodal line, and ν/2 for rotationally antisymmetric modes.
With these multipole forms, we may show that the B l,j are real and go on to establish the following relationship which simplifies the summation on the right hand side of
In this equation δE F (= δE r or δE i ) represents the change, caused by the perturbation, to the electric energy of either the real or imaginary part of the Bloch mode:
Here, E 
The constant g m is a geometrical factor which characterizes the symmetry of the real and imaginary parts of the Bloch modes, the mathematical origin of which appears in the Appendix. Its physical interpretation is as follows: if a given (real or imaginary) part of the Bloch mode is linearly independent from its image under a canonical rotation of 2π/ν (i.e., the smallest rotation that leaves the lattice unchanged), then g m = 1/2; if, however, this field and its rotated image are linearly dependent under such a rotation then g m = 1. The relation (44) together with the trigonometric iden-
This is the most general form of the expression from which we extract the modal dispersion relations. When the Bloch mode at the band edge is purely real, the dispersion equation emerges immediately by simply cancelling the representation of the defect mode that appears on both sides of Eq. (47). When the Bloch modes are complex valued at the gap edge, e.g., as may occur at the K-points in hexagonal lattices, we obtain distinct defect modes with two different dispersion equations, but with the same cut-off. In all cases the dispersion relation takes the form
in which
and s = sign C L . Because S determines by how much the energy of a defect must change to move it a given distance from the band edge, we refer to S as the defect inertia.
From Eq. (23), we have |δω| = −s δω, with this giving the precise interpretation of |δω| in Eq. (48).
The quantity
denotes the relative change in the energy within the Wigner-Seitz cell caused by the defect. The defect inertia S is a positive quantity, with the sign of the prefactor, which includes the sign of the quantity [11] , we deduce the final form in Eq. (49) for S.
The general form of the modal dispersion relation (48) contains two quantities which can be positive or negative: the change in energy, δE F , and the sign s of the band curvature, with s = ±1 corresponding to a band minimum and a band maximum. In order for |δω| to remain small as the perturbation vanishes, the product of these two quantities s δE F must be positive. This observation can be used to establish a priori whether the defect state will appear from the upper or the lower band edge: if the change in parameters causes a positive (negative) change in the electric energy δE F , then s must also be positive (negative) near the band edge, indicating that the state will originate at the upper (lower) edge of the band gap.
With this in mind, we recast the general result (48) in the exponential form
where A is a constant which, as mentioned earlier, cannot be determined by a first order perturbation analysis.
It is important to note that Eq. (51) denotes a single dispersion equation in the case of real valued Bloch modes, and a pair of dispersion equations (each associated with either the real or imaginary parts) if the Bloch mode is complex valued. Eq. (48) is the leading term of an asymptotic approximation that is valid when |δω| → 0, where higher order terms (of order O(|δω| 0 ) and higher) are neglected. To construct a higher-order approximation, one must include the extended expansion of the MacDonald function in (28), together with the net contributions to the Green's function from the other = L bands in Eq. (16) , which are also of constant order in |δω| and have hereto been neglected. We leave this analysis to future work.
C. Calculations of field profiles
The treatment leading to Eq. (33) for the mode field is valid for r, r near the defect region D 0 where the leading term of Green's function is dominated by ln |δω|. To approximate the field far from D 0 we must include the Green's functions' decay with the distance |r − r |.
In
where r 0 is the centre of D 0 . For the sake of brevity, we outline the derivation for real valued Bloch modes, for the simple case in which the defect mode in the vicinity of the defect is well approximated by a single Bloch mode rather than by a linear combination, so that ψ (r) ≈ ψ(k L,1 , r) . Given the general leading order estimate (27) for the Green's function, Eq. (33) then takes the form
where, for both TE and TM polarizations, the function h j is defined as
Following the field summation formula (44), Eq. (53) can be simplified so that
in which the subscript r in δE r makes clear that the calculation is for a real valued mode. From the mode dispersion equation (48), we have
The term O((δω) 0 ) is due to (− ln A)/2 where A is the prefactor in Eq. (51). From the small argument asymptotic expansion for K 0 (z), we can also estimate the quantity
Since we assume that
, r) for r sufficiently close to the defect, we can approximate ψ(r) as a product of the Bloch mode ψ L (k L,1 , r) by the envelope function
Thus, far from the defect, the defect mode oscillates like the Bloch mode, but within the envelope of a decaying exponential function with decay constant b.
Since the quantity A is not known, we cannot deduce the value of r max from Eq. (57). However, for the examples considered in this paper, we have good agreement Fig. 2 , we consider the defect created by changing the refractive index of one cylinder from n c = 3 to n d = 2.5 in a square lattice of dense cylinders (see also Fig. 6 ). In Fig. 2 (a) , we plot the profile of the defect mode ψ(r) near the lower gap edge calculated using the FSS method, while in Fig. 2 (b) we plot the same mode profile using the product of the Bloch mode with the MacDonald function envelope (58). The envelope function is plotted in Fig. 2 (c) while Fig. 2 (d) shows the cross-section of the field profile along the xaxis, with there being good agreement between the full numerical calculation (continuous line) and the asymptotic approximation (dashed line). 
D. Calculations of dispersion relations
We now investigate several specific instances of defect states evolving from the band edge. The cases that we consider are illustrated in Fig. 4 , corresponding to a single cylinder defect created by (a) changing the cylinder refractive index n c ; (b) changing the cylinder radius a; (c) coating a cylinder of refractive index n c and radius min{a, a + δa} by a circular shell of refractive index n d and outer radius max{a, a + δa}; and (d) a change of shape. In each case, we give the specific form of the general asymptotic result (48), viz.
corresponding to a change in some specific parameter p. The quantity S p can be calculated using the Bloch modes at the band edge. These fields may be determined to high accuracy using either the multipole method, as described in Ref. [11] , or other techniques, including the finite element method [14] , which we have used here. We also simulate the defect state numerically using the Fictitious Source Superposition (FSS) method [12, 13] , which is designed explicitly to compute localized states in an infinite array. Using the simulation data, we have generated both a two parameter fit to the model (59) for S p and A p , and also a single parameter fit for A p , using for S p the value from the asymptotic theory. These are summarized in Table I , and in all cases the fitted values for S p closely match the values computed using our asymptotic theory. The mode dispersion spectra that follow show both the FSS simulation data and the asymptotic form Eq. (59), with S p computed from the asymptotic analysis and with A p taken from the single parameter fit.
Change of Dielectric Constant
We consider a general array of cylinders of refractive index n c in a background of refractive index n b . For a defect created by changing the refractive index of a single cylinder C 0 to n d , we have
with ε c = n 
where the value of S δε is given by
For the first example, we consider a square array of rods with n b = 1, n c = 3, and a/d = 0.3. For TM polarization, this PC has its first band gap for d/λ ∈ [0.265263, 0.334947] and, as shown in Fig. 5(a) , the lower The modes can be normalized so they are purely real. and upper gap edges occur respectively at M and X in the BZ. The fields of the Bloch modes at M and X are needed to calculate the parameter S δε in Eq. (62), and since the array is square symmetric, these modes can be normalized so that they are purely real. Fig. 6 shows the evolution of the defect mode as the refractive index of the defect cylinder changes from the value n c . From Eq. (48) we see that a defect that causes a positive change in the electric energy δE r originates from the upper gap edge while a negative perturbation gives rise to a defect mode originating from the lower edge. For an increase in refractive index, the relative change in energy is positive, and so the defect mode emerges from the top of the gap at X, whereas for a decrease in radius it emerges from the lower edge at M . This behaviour can be seen in Fig. 6 . It can also be seen that there is good agreement between the analytic and numerical results when the defect strength is sufficiently small. The value of parameter A δε is given in Table I .
Change of Radius
We next consider a defect created by changing a single cylinder D 0 of radius a to a defect cylinder D 0 of radius a + δa. The integration domain for the defect area now reduces to a shell of thickness δa between D 0 and D 0 ; the change in dielectric constant over the shell is δε δa = (n 
To first order in δa, we have
Thus, the frequency shift is given by
where the value of S δa is For TE polarization, since ∇ψ L (k L,1 ; r, θ) and ε(r, θ) are discontinuous across the interface r = a, when δa < 0 (resp. δa > 0), their values in the region r < a (resp. r > a) should be used to evaluate the electric field intensity E F L (k L,1 ; a, θ) 2 which appears in the line integral of Eq. (66).
We consider the same PC as in Section IV D 1, leading to the band diagram and real valued Bloch modes given in Fig. 5 . Fig. 7 shows the evolution from the band edge due to the change of radius. For an increase in radius, δE r /E L > 0 and so the defect state evolves from the upper band-edge; correspondingly, for a decrease in radius, δE r /E L < 0 and so the state emerges from the lower band-edge.
Coating with a circular shell
Relations (65)-(66) also apply to modes resulting from a defect introduced by coating a cylinder of refractive index n c and radius min{a, a + δa} by a circular shell of refractive index n d and outer radius max{a, a + δa}. By allowing δa to be negative, we can study the related situation when the coating of thickness δa grows into the cylinder, leaving the outer radius unchanged. The change in dielectric constant over the shell is then δε δa = (n We first consider the square array from Section IV D 1, where the coating consists of an ideal (i.e., lossless) metal of refractive index n d = 3i. Fig. 8 shows the evolution of the defect state from the band-gap edge. For δa > 0, we have n 2 d = −9 < 0, leading to δε < 0 and δE < 0, and so the defect state evolves from the lower band edge. For δa < 0, the outer radius remains constant and δε < 0, giving a net negative energy perturbation, and so the defect state for this perturbation again emerges from the lower band edge.
This type of perturbation can be made very strong, and so is helpful in understanding the role played by the symmetry of the Bloch modes in the creation of defect states. As mentioned previously, in the discussion following equation (42), if the Bloch modes cannot be nor- malized to purely real quantities then one obtains a pair of dispersion relations corresponding to the symmetric and anti-symmetric (or real and imaginary) parts of ψ L . This situation can occur at the K point of the BZ of a hexagonal array, and results in a pair of closely spaced dispersion relations that possess the same cut-off point. Doubly-degenerate defect modes with different dispersion and the same cut-off have been observed before (for example in [19, 20] ), however such "splitting" usually occurs in the context of an asymmetric perturbation. In this case we see that two distinct defect modes arise even when the perturbation is symmetric.
To investigate this we consider a PC with a hexagonal array of holes operated in TE polarization. The holes have refractive index n c = 1 and normalized radius a/d = 0.3, and the background has refractive index n b = 3. As shown in Fig. 9(a) , the structure has a band gap for d/λ ∈ [0.23849, 0.30719], the lower edge of which occurs at K. The real and imaginary parts of the Bloch modes at K are shown in Figs. 9(b) and (c). Note here that the Bloch mode has simultaneously a real and an imaginary part, and that the mode can be normalized so that these parts correspond to the rotationally symmetric and antisymmetric parts of the Bloch mode.
We now consider the defect created by growing a circular shell of refractive index n d = 3 i, of inner radius a, outer radius a + δa on one of the cylinders. We consider only δa > 0 because the frequency shift of the defect states is extremely small when the shell is entirely inside a cylinder hole, due to the low electric energy density within the cylinders [10] . Figure 10 shows the evolution of the defect states. As expected, there are two distinct defect mode dispersion curves. The mode profile on the curve containing the point marked "B" closely resembles the product of the real (rotationally symmetric) part of the lower gap edge Bloch mode (see Fig 9(b) ) and an envelope function. The profile of the mode shown in the other curve "C" is associated with the imaginary (rotationally antisymmetric) part of the same Bloch mode (Fig 9(c) ). Comparing Figs. 9(b) and (c), we see that there is more energy associated with the rotationally symmetric (real) part of the Bloch mode than with the rotationally antisymmetric (imaginary) part, and so the change in the defect frequency caused by the coating will be greater in the case of the former than for the latter. This can be observed in Fig. 10(a) , which shows the two dispersion curves for a defect emerging from the K point of the BZ.
Change of Shape for a Dielectric Cylinder
We next consider the change of shape of a dielectric cylinder of permittivity ε c in a background of permittivity ε b . The perturbed boundary of the defect inclusion is described in terms of the small parameter η > 0 as
where a is the radius of the unperturbed cylinder and h(θ) is a piecewise smooth function of order O(η 0 ). Without loss of generality, we assume that the ray θ = 0 lies on one of the symmetry axes of the Bloch mode ψ L (k L , r). The overlap integral extends over the deformed region, with the change in dielectric constant in this region being δε(θ) = (ε c − ε b ) × sign h(θ). The relative change in energy is thus
Provided that the perturbation region is not too large, we can approximate the integral over this domain using the values of the Bloch functions on the boundary of the unperturbed cylinder, and so
(69) Thus, if δε(θ) is an odd function (i.e., if h(θ) is odd), the effect of the perturbation is of order O(η 2 ). Our asymptotic analysis does not apply to such degenerate perturbations, as may occur with a simple displacement of the cylinder along one of the symmetry axes of the lattice.
The frequency shift for nondegenerate perturbations is
where the value of S η is
In Eq. (71), for TE polarization, the intensity E F L (k L,1 ; r, θ) 2 is discontinuous across the interface r = a and, as discussed in subsection IV D 3, the sign of h(θ) will determine which value to use in evaluating the integral over the boundary r = a. For most types of shape perturbation, the defect inertia S η is very large because the integral in the denominator is small. This means that the defect state stays close to the band edge even for quite large perturbations, leading to modes that extend large distances from the defect. Such modes cannot be studied by standard numerical algorithms (such as the finite element method) because the computational domain becomes too large. Moreover, the FSS method is presently not suited to the calculation of defect of non-circular inclusions. Accordingly, we have included the asymptotic formula here for completeness, but leave the computations to future work.
Accuracy of the asymptotic formulation: the general model
The FSS method, which we have used as a standard against which to measure the asymptotic model, is unique in that it can model defects with genuinely infinite claddings [12] . The method uses fictitious sources to tailor the defect mode field and constructs the defect mode from a superposition of quasiperiodic field problems. The superposition requires a 2D Brillouin zone integration which can be reduced to a 1D integral by treating the structure as a grating sandwiched between semi-infinite PC mirrors. While the formal theory handles an infinite cladding, the numerical implementation in which the superposition integral is discretized leads to a supercell model, albeit one in which the supercell can be made arbitrarily large-with the accuracy limited only by the number of points with which it discretizes the 1D Brillouin zone [12] . This choice corresponds to the use of a supercell that is much larger than can be modelled by other numerical means, such as by finite difference time domain or finite element methods. For a sufficiently fine discretization, the FSS method is limited only by machine precision and the results it produces can be considered to be exact, at least from the point of view of comparison with a first-order asymptotic theory. The validity of the asymptotic model can then be quantified by comparison of the values of S p calculated using Eq. (62) and following, with those resulting from a numerical fit to the data using Eq. (59). The results for all defects studied here are collated in Table I , with good agreement (generally within 5% in all cases) between the computed and fitted values of the defect inertia.
The asymptotic model presented here is a first-order theory, and so can only be expected to be valid in regions near the gap-edge; the calculation of higher-order terms would be necessary to extend the region of applicability deeper into the band gap. The dispersion curves presented in Section IV D are in parametric form, i.e., in terms of independent variables such as the dielectric constant or the radius of the cylinder defect. However, this representation does not compare "like with like" and may lead to misinterpretations about the accuracy of the gap edge asymptotic method. For example, in Figs 6 and 7 we see that the approximation departs from the FSS results much more rapidly than in Fig. 8 , erroneously suggesting that in the former situations the method is less accurate than in the latter. This, however, is an artefact of the representation of the data; in order to display the data in a uniform and consistent manner, it would be necessary to replot the evolution of the numerically calculated defect modes in terms of their natural variable, namely the relative change in energy δE F /E L . In this form, it would be evident that in the case of high defect inertia (i.e., low density of states), such modes are strongly bound to the band gap, with the FSS and analytic curves coinciding over a wide range of relative energy values. Conversely, for low defect inertia, the FSS and asymptotic curves depart appear to depart rapidly from one another as the mode traverses into the band gap.
For the sake of brevity, we have chosen not to replot all of the results of Section IV D in this form but, instead, to demonstrate the universal nature of the general asymptotic formula (48) by plotting the evolution of the numerically calculated mode frequencies versus the relative change in energy. We would expect that this expression is valid for all calculations for a given lattice type and that, as the defect strength decreases, −1/ ln |δ(d/λ)| approaches a straight line with slope equal to the defect inertia S. In Fig. 11 we plot −1/ ln |δ(d/λ)| against the relative change in energy for all square lattice calculations in the previous section and see that the slope approaches 1/S in each case, confirming the generality of expression (48). We note that computing results for very weak perturbations is very difficult since −1/ ln |δ(d/λ)| approaches zero extremely slowly as d/λ → 0, e.g., to calculate a point on the ordinate axis of less than 0.05, it is necessary to calculate δ(d/λ) to within an accuracy of 2 × 10 −9 .
V. DISCUSSION AND CONCLUSION
We have presented a substantial analytical treatment, based on first order perturbation theory, explaining the evolution of defect modes from the band gap for a single isolated defect. While the method builds on our earlier work [10] and, in turn, on ideas presented by Economou [21] , the extended analysis and the broad range of examples presented here provide a comprehensive treatment of the problem for two-dimensional photonic crystals. While Economou's treatment, in the context of quantum mechanics, uses a tight binding approach to solve Schrödinger's equation, our theory for the Helmholtz equation with polarization dependent boundary conditions makes no such assumptions. We note that result (51), which relates the frequency of the defect state to the density of states at the band edge, a mode symmetry factor and the relative change in the electrical energy caused by the introduction of the defect, is remarkably general and can be applied to an arbitrary 2D photonic crystal geometry. We have demonstrated the validity of this result with a number of numerical calculations, all of which necessitated computations of extreme accuracy, since the theory is only applicable in the vicinity of a band-edge.
An important feature of the results presented here is the defining role played by Bloch mode symmetry in the evolution of defect modes. The situation is relatively straightforward for Bloch modes that are real at the band edge; in this case the defect mode is nondegenerate or two-fold degenerate, depending on the degeneracy of the underlying Bloch function. This manifests itself most notably through the mode symmetry parameter g m (Eq. (46)), the effect of which is to share the change in the electromagnetic energy in the general mode dispersion equation (48) equally between the members of the degenerate pair of Bloch modes. The situation becomes more interesting when the Bloch modes are complex valued and occur in conjugate pairs. In this case, two distinct defect modes arise, possessing the same cutoff but with different dispersion relations, associated, respectively, with the real (or rotationally symmetric) part and the imaginary (or rotationally antisymmetric) part of the Bloch mode. Although such behaviour has been observed for asymmetric perturbations to the material properties [19, 20] , defect mode splitting that results solely from the asymmetry of the Bloch mode has, to our knowledge, not previously been reported. An analogue exists, however, with the theory of modes in a fibre or waveguide, which can also be non-degenerate, doubly degenerate, or have the same cutoff but differ otherwise. For a guided wave structure, the independent variable is naturally the frequency, whereas for the defect structure it is the defect strength.
We note finally that though the technique we have de-veloped is perfectly general, here we have applied it only to fundamental defect modes, which move away from the band edge very slowly with increasing defect strength, and which can be described as being exponentially weakly bound to the band edge. However, when the defect becomes sufficiently strong one can expect higher order defect states to appear. We leave the study of these states to future work.
Here, we detail the derivations that lead to the mode dispersion relation that was outlined in Section IV B.
A. Real and complex Bloch modes
Within a complete band gap, the Green's function G(r, r ; ω) and the defect mode ψ must be real valued functions and so we require that their approximation by Bloch mode expansions must also be real valued.
A Bloch mode ψ L (k, r) is a solution of the Helmholtz equation that satisfies the quasi-periodic conditions
over the boundaries of a parallelogram unit cell generated by the lattice vectors e 1 and e 2 (Figs. 12 (a) and (b) ). A Bloch mode may be normalized to be a real function if the conjugate mode ψ * L (k, r) is also a solution of the same boundary value problem. For this to be the case, the Bloch factors µ 1 = e ik·e 1 and µ 2 = e ik·e2 must be real, i.e., µ 1 = ±1 and µ 2 = ±1. From the representation of the Bloch mode ψ L (k, r) as the product of a periodic function and a plane wave term e ik·r and also from the symmetry of the lattice, it follows that ψ * L (k, r) and ψ L (k, −r) are Bloch modes associated with Bloch vector −k. We may then normalize ψ L (k, r) to be real by scaling it to ensure that ψ *
For a square lattice, the Bloch factors (e ik·e l ) are real numbers when k is associated with any one of the symmetry points Γ, M j and X j shown in Fig. 12(c) . In contrast, for hexagonal lattices the Bloch factors are real for k at Γ or M j , but not at K j . For example, if k corresponds to K 1 , then k · e 1 = 2π/3 [22] and so µ 1 is complex. Thus, for a hexagonal lattice the Bloch modes can be taken as real valued at Γ and M j , but not at the K j . To understand how to deal with the K j points, since we need a real valued Bloch mode series representation of the defect mode, we consider the situation in Fig. 12 (d) and demonstrate that there are only two linearly independent states. To see this, the six K points are partitioned into two sets {K 1 , K 3 , K 5 } and {K 2 , K 4 , K 6 }. The points K 3 and K 5 respectively differ from K 1 by reciprocal lattice vectors u 1 and u 2 (see Fig. 12(d) ) and so correspond to the same Bloch mode. Similarly, {K 2 , K 4 , K 6 } also correspond to the same mode. We denote the first mode by ψ L (k L,1 , r) and deduce the second member of the linearly independent pair by noting that 1 , r) . We thus normalize the pair of modes by ensuring that 1 , r) ; in particular, this implies that the real part of ψ L (k L,1 , r) has even symmetry, with respect to r = 0, while the imaginary part is odd. Thus, the set of Bloch modes at the gap edge is always composed of either real modes or conjugate pairs of complex valued modes.
B. Mode symmetry and multipole representations
To proceed with the derivation of explicit forms, we introduce a formalism that encapsulates symmetry in a convenient mathematical notation. We do this with a general multipole representation, expressing the field in the Wigner-Seitz cell as
In Eq. (72), the {f n (r)} are expressed in terms of cylindrical harmonic functions. Within the cylinders, the {f n (r)} are expanded in regular Bessel functions of the first kind (J n ) while outside the cylinders they are expanded as a linear combination of Bessel functions (J n ) and Hankel functions of the first kind (H (1) n ). Below, the precise form of the {f n (r)} is irrelevant; only the symmetry of the mode with respect to the azimuthal angle θ is significant.
If ψ L (k L,1 , r) is even or odd with respect to the variable θ, the complex exponential representation (72) can be replaced respectively by a cosine or sine series
To enforce the rotational symmetry with respect to the defect centre, only terms with compatible symmetry are retained; thus Eq. (73) becomes
in which ν = 4, 6 for square, hexagonal lattices, respectively. Only a small number of cases are of interest to us. For square lattices, these are m = 0 for modes of the bulk PC with rotational symmetry, and m = 1 for modes which are antisymmetric about a nodal line, while for hexagonal lattices these are m = 0 and m = 1, as for square lattices, and m = 3 which we discuss in some detail below. A Bloch mode ψ L (k L,1 , r) that is represented by Eq. (73) may be scaled to be real. To see this, note that the eigenfunctions ψ * Figs 5 and 9 show Bloch modes at the band edge for the examples used in this paper. In Fig. 5 for a square lattice, the rotational symmetry of ψ L (k, r) at M 1 is encapsulated by the choice (ν, m) = (4, 0) in the cosine form of multipole representation (74), while the even symmetry of the mode (with respect to the y-axis) at X 1 is represented by the cosine form of the multipole expansion (74) with (ν, m) = (4, 1). For the hexagonal lattice, the odd symmetry of the mode at M 1 is realized using the sine representation (74) and the choice of parameters (ν, m) = (6, 1). At K 1 , which we denote by k(K 1 ), the mode ψ L (k(K 1 ), r) is complex valued, and attains its maximum magnitude at the centre of each cylinder (r = 0). In Fig. 9 , ψ L (k(K 1 ), r) is scaled to be real at the cylinder centre and the resulting field satisfies
. Both real and imaginary parts are even with respect to θ. They also satisfy
in which T denotes a canonical rotation of π/3. To characterize these symmetry properties, we respectively represent the real and imaginary parts of the mode by the cosine form of expansion (74) using (ν, m) = (6, 0) and (ν, m) = (6, 3).
C. Key results leading to the mode dispersion equation
We now derive key results that simplify the summations in Eq. (33), allowing us to find the dispersion equation for the defect mode. Recall that the set of Bloch
. . , ν, is not linearly independent. We thus select from M a basis L of linearly independent functions that can generate the members of M. For a square lattice, the four M j (Fig. 12) 
and so the linearly independent set is
}. The derivation of the defect mode dispersion relation relies on the multipole representations (74). We further take the defect to be rotationally symmetric, i.e., δε(r) = δε(T r). Recall that the representations (74) are valid only for real Bloch modes, and so some care is required in dealing with the remaining, and most complicated, case that we consider, namely that for the six K points of the hexagonal lattice, at which the mode is complex valued. We take the modes to be normalized such that ψ * L (k L,1 , r) = ψ L (k L,1 , −r) which, in turn, prescribes the real part of the mode to be symmetric and the imaginary part to be antisymmetric. These may be represented by either the cosine or sine forms of Eq. (74), with the different symmetries (of the real and imaginary parts) simplifying the later analysis since integrals involving their product vanish.
The derivation of the key relations commences with the expansion of the defect mode ψ(r) and the associated electric field E(r) in the basis of linearly independent Bloch modes
Substitution of the approximations (78) and (79) into Eq. (33) leads to
In evaluating the coefficients 
with
for TM polarization and
and for TE polarization. In Eqs (83) and (84) the symbols F and G may refer to either the real or imaginary functional arguments "Re" and "Im", with the superscripts F and G on the left-hand side replaced by parameters R or I as appropriate.
The modes are normalized, as described above, using the relation ψ * 1 , −r) . In general, the real and imaginary parts of the mode have different symmetries, and so their respective expansions (74) are characterized by different values of the parameter m. We thus introduce m = m r and m = m i respectively for the real and imaginary parts.
With the aid of the multipole representation (74) and the following trigonometric identities (for integer n), 
where δE r and δE i are defined by δE R = B 
we derive
for both the real and imaginary parts (using our abbreviated and general nomenclature) and where, for the integer m F ∈ {0, . . . , ν − 1}, 
The quantity g m F characterizes the symmetry of the mode, and, from definition (92) can be thought of as follows: if, under a canonical rotation of 2π/ν, the modal quantity is unchanged in the sense that it and the unrotated mode are linearly dependent then g m F = 1, otherwise g m F = 1/2.
Relations (95) simplify the summation that appears on the right hand side of Eq. (80) and allow us to find that
where f L = ν L θ L , and
in which F and F may refer to the real and imaginary parts respectively. In the straightforward case of real valued modes, S i = 0 allowing us to project out the field summation that occurs on both sides of Eq. (97). We thus derive an explicit form for the mode dispersion equation for both TM and TM polarizations
For complex valued Bloch modes, the set L contains a conjugate pair, i.e.,
The left-hand side of Eq. (97) then becomes
while the terms S r and S i , which occur on the right-hand side of Eq. (97), transform into
Thus, there are two independent solutions of Eq. (97), respectively for t 1 − t 2 = 0 and t 1 + t 2 = 0. When t 1 − t 2 = 0, we have S i = 0 and can project out the term 2t 1 Re ψ L (k L,1 , r) on both sides of Eq. (97) to obtain
Correspondingly, t 1 + t 2 = 0 leads to
