As control rooms are modernized with new digital systems at nuclear power plants, it is necessary to evaluate the operator performance using these systems as part of a verification and validation process. There are no standard, predefined metrics available for assessing what is satisfactory operator interaction with new systems, especially during the early design stages of a new system. This report identifies the process and metrics for evaluating human system interfaces as part of control room modernization. The report includes background information on design and evaluation, a thorough discussion of human performance measures, and a practical example of how the process and metrics have been used as part of a turbine control system upgrade during the formative stages of design. The process and metrics are geared toward generalizability to other applications and serve as a template for utilities undertaking their own control room modernization activities.
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INTRODUCTION
Main control room (MCR) modernization is a reality at nuclear power plants (NPPs). With life extensions of plants beyond the original 40-year operating licenses, there is impetus to upgrade aging systems to achieve greater efficiencies and maintain high operational reliabilities. Since existing MCRs in United States (U.S.) plants are largely analog or mechanical systems and since equivalent analog or mechanical replacements for these systems cannot be readily obtained, modernization comes in the form of digital upgrades. In particular, utilities are replacing individual analog systems on the control boards with distributed control systems (DCS) featuring digital displays, programmable logic control, and alphanumeric and touch input devices. These upgrades have to date been centered on non-safety systems, which do not require extensive license modifications through the U.S. Nuclear Regulatory Commission (NRC). Nonetheless, because the human-system interaction (HSI) between the operators and the DCS is considerably different than the analog systems it replaces, it is prudent to undertake a thorough process of ensuring the utility and performance of the new systems.
One of the key aspects influencing the effectiveness of the new DCS is the operator interaction with that system. Within the field of human factors engineering (HFE) is an area of specialization geared toward optimizing the design of the new HSI and assessing operator performance in using the new HSI. The U.S. Department of Energy (DOE) has established the Light Water Reactor Sustainability (LWRS) program to support research aimed as maintaining the current fleet of U.S. reactors through their life extension. Among the areas of research within the LWRS Program is research centered on improving instrumentation and control (I&C), including the HSI. The Control Room Modernization Pilot Project works with utilities to conduct human factors research that helps utilities determine the best I&C upgrades to their control rooms. Since the MCR is heavily dependent on operator control, control room modernization especially benefits from the operator-centered emphasis of HFE. Previous efforts under the LWRS Control Room Modernization project have developed a generic style guide for HSI upgrades (Ulrich et al., 2012) ; conducted the planning and analysis activities that are essential antecedents to new design work ; and developed a full-scale, full-scope, reconfigurable simulator capable of being used in control room modernization studies . This latter effort is particularly noteworthy, as it provides a neutral testbed that may be used by utilities to support operator studies and basic design research necessary to transition to digital control rooms. The resulting Human-System Simulation Laboratory (HSSL) is depicted in Figure 1 in its recently updated version. The HSSL currently supports four full plant models in a first-of-a-kind glasstop configuration that allows mimics of existing analog I&C as well as rapid development and testing of DCS technology on the virtual control panels. Individual collaborations with utilities are disseminated to ensure that HFE lessons learned benefit all interested parties, including other utilities considering control room modernization or the regulator that must review changes to control room functionality.
Because of the central role the operator plays in using the upgraded HSIs in the MCR, it is crucial that utilities properly design and evaluate their new systems using a vetted HFE process. However, currently available guidance on HFE for NPPs either does not address control room modernization (instead focusing on new builds) or doesn't explain how to use an iterative design-evaluate process that provides early stage feedback on a novel design. This report provides practical guidance and an example of the design and accompanying verification and validation of a new turbine control system (TCS) at an existing NPP. This report highlights a graded approach, in which only human performance measures that would readily be available at the plant are employed. This ensures the replicability of the process to other control room modernization efforts.
This report is divided into four chapters apart from this introduction:
 Chapter 2 provides necessary background on the design and evaluation process and methods  Chapter 3 highlights the human performance measures that may be gathered as part of a design evaluation study  Chapter 4 details an example of an early stage evaluation conducted on a new TCS design  Chapter 5 summarizes the findings from the study and this report.
By providing practical guidance on early stage design evaluation in support of control room modernization, this report has three main objectives:
 To emphasize the importance of evaluation as an ongoing activity that supports design, not follows it  To share a set of standard and easily used human performance measures that can support control room evaluations  To demonstrate a graded approach to HFE in which a practicable, reasonable, and cost-effective process is used to support control room modernization.
In reviewing and referencing the insights from this report, it is believed utilities will find a systematic and readily extensible process that ensures the success of the HSI when embarking on control room upgrades.
DESIGN AND EVALUATION FOR CONTROL ROOM UPGRADES
NUREG-0711 Framework
The U.S. Nuclear Regulatory Commission (NRC) published the Human Factors Engineering Program Review Model in their NUREG-0711, Rev. 3 (O'Hara et al., 2012) . The purpose of NUREG-0711 is to provide the procedure by which U.S. NRC staff review the effectiveness of human factors activities related to new construction and license amendments. Title 10, Parts 50 and 52, of the Code of Federal Regulations (10 CFR 50 and 52) provides the legal basis for requiring human factors considerations in nuclear power plant main control rooms. NUREG-0711 further defines human factors engineering as "The application of knowledge about human capabilities and limitations to designing the plant, its systems, and equipment." Put succinctly, NUREG-0711 outlines the process utilities must follow to ensure that control rooms support the activities operators need to perform.
NUREG-0711, Rev. 3, contains four general categories of activities, ranging from planning and analysis, to design, verification and validation (V&V), and implementation and operation. Each of these phases is described below:
 The planning and analysis phase gathers information on the system, functions, tasks, and operator actions, which help to define the requirements for the system being implemented.  These requirements, in turn, drive the second category of activities, related to design of the new or modified system. The requirements are turned into a style guide and specification and are then translated into the actual HSI.  After the system design is finalized, it must undergo verification and validation to ensure that the system works as designed. Importantly, from a human factors perspective, the system should also be usable by the target users of the system, which are reactor operators in the case of the MCR. V&V remains an area of confusion in the field of human factors, as the distinction between verification and validation is not always clear. Fuld (1995) suggests that verification entails confirming existing truths, while validation confirms performance. This can be understood simply to mean that verification involves checking the HSI to an existing human factors standard like NUREG-0700 (U.S. NRC, 2002) , while validation requires checking the performance of the system and operators according to desired performance criteria.  Finally, the system must be implemented and operated, which includes monitoring operator performance in the actual use of the system.
These four main categories of human factors activities are further subdivided into a total of 12 elements, as depicted in Table 1 .
While NUREG-0711, Rev. 3, is an invaluable guide to the regulator as well as a roadmap for many human factors activities by the licensee, it falls short of addressing three critical areas:
1. Types of Testing Specified: Chapter 8 of NUREG-0711, Rev. 3, outlines the required process for human-system interface (HSI) design. The current version briefly references performing evaluations in the design phase-prior to V&V-but doesn't give detailed guidance. Specifically, Section 8.4.6 suggests there are two types of tests and evaluations that are appropriate at the design phase:
 Trade-off evaluations, in which different design alternatives are considered, and  Performance-based tests, in which operator performance is assessed. These two are not mutually exclusive, e.g., performance-based tests can be used as part of trade-off evaluations. NUREG-0711 does not specifically require tests and evaluations during the design phase, nor does it provide examples of how such approaches are useful in shaping the design of the HSI. NUREG-0711 does require evaluation as part of the V&V activities conducted after the design phase. In particular, it advocates integrated system validation (ISV), which is "an evaluation, using performance based tests, to determine whether in integrated system's design (i.e., hardware, software, and personnel elements) meets performance requirements and supports the plant's safe operation" (O'Hara et al., 2012, p. 73) . ISV is further elaborated in the earlier NUREG/CR-6393, (O'Hara et al., 1995) . Note that NUREG/CR-6393 specifically states in Section 4.1.3 that the general evaluation methods used for ISV should not be used during earlier design phase activities, since they have different underlying goals. The ISV approach in NUREG-0711 and NUREG/CR-6393 has garnered criticism in terms of the limits of how well one set of test results can generalize to every possible subsequent situation (Fuld, 2007) , an argument that could be extrapolated to suggest more frequent tests earlier in the process may generalize better. Still, an emerging consensus seems to be that verification works very well at the tail-end of design, while validation needs to be conducted earlier and iteratively (see, for example, Hamblin et al., 2013) .
2. Non-Safety Systems: NUREG-0711 provides extensive guidance in Section 8.4.4.2 on control room requirements, but these requirements refer to overall systems-especially safety systems-that need to be present in the control room at design time. However, there is no guidance on individual nonsafety systems. While non-safety systems (e.g., turbine control) are not subject to the same level of regulator review as safety systems (e.g., reactor control), a standardized set of good practices across both applications is desirable. There is no guidance on how to scale the approach to non-safety systems, including differences in the level of rigor expected.
3. Modernization: Finally, it must be noted that NUREG-0711 is optimized for reviewing initial license submittals (e.g., new builds) or license amendments (e.g., changing the operating characteristics of a required safety system). NUREG-0711 fails to provide clear guidance on modernizationreplacement of an existing non-safety system-except to say that it should reasonably conform to operator expectations to minimize the need for additional training
Because guidance is missing on how to apply human factors engineering for modernization efforts on the existing fleet, the goal of this report is to augment the guidance in NUREG-0711 specifically to address how to upgrade existing HSIs for non-safety systems as part of a NUREG-0711 compliant (albeit unrequired) process.
EPRI Guidance
The Electrical Power Research Institute (EPRI) has published useful guidance on development of a human factors engineering process in support of control room modernization. Human Factors Guidance for Control Room and Digital Human-System Interface Design and Modification: Guidelines for Planning, Specification, Design, Licensing, Implementation, Training, Operation, and Maintenance, TR-1010042 (EPRI, 2005) provides thorough discussions on a number of relevant steps in modernization, including control room modernization related to hybrid control room upgrades such as featured in the current LWRS projects.
Section 3.8 of EPRI-TR-1010042 emphasizes that these activities should be performed not as a single step after the design process but as a parallel activity coinciding with design. Important steps in the assessment prior to the final ISV include:
 Section 3.8.3.1: Planning for HFE V&V  Section 3.8.3.2: Personnel Performing HFE V&V Activities and Criteria to be Used, verification activities performed by designers and validation by independent human factors experts  Section 3.8.3.3: HSI Inventory and Characterization (e.g., location of displays, readability of graphical elements on displays, etc.)  Section 3.8.3.4: HSI Task support Verification, in which representative tasks to be performed on the system are tested using operators using either static or dynamic HSI display elements  Section 3.8.3.5: HFE Design Verification of the finalized HSI against design specifications and standards  Section 3.8.3.6: Operational Conditions Sampling, in which key aspects of personnel tasks, plant conditions, and situations as determined in the planning and analysis phase (e.g., especially from the operating experience review) are tested Within these suggestions, ERPI-TR-1010042 provides suggestions for performance measures in Section 3.10.3.6. These include measures to catalog the actions being carried out by the operators (e.g., responding to an alarm or navigating between displays), measures of task performance (e.g., time and accuracy to complete a given task of interest), and subjective measures (e.g., operator opinions on facets of the HSI).
EPRI-TR-1010042 provides helpful additional detail not covered in NUREG-0700, tailored to the specific task of control room modernization. It also emphasizes the importance of ongoing V&V activities as part of the design process, not simply as an end-state activity to be completed after the design is finalized and implemented.
A Simplified Framework for Testing Operator Performance
As noted, NUREG-0711 does not provide guidance for conducting HSI evaluations during the design phase. Here, we outline a simplified framework to redress this shortcoming and to provide the context and methods suitable for early stage HSI evaluation in support NPP control room modernizations. The key idea featured here is that of the iterative design cycle-one in which HSIs are designed, prototyped, tested, and improved in a cyclical fashion (Nielsen, 1993) . Iterative design is central to user-centered design process found in International Standards Organization (ISO) Standard 9241 that is at the heart of most human factors design activities (ISO, 2010) . A core tenet of iterative design is that the resulting HSI be more usable when built through an iterative process involving early testing rather than built to completion and then tested. Feedback provided early in the design process helps to ensure that error traps in the HSI are eliminated rather than ingrained in the design, meaning it is easier to fix usability issues earlier in the design than as a fix after the design is finalized. In terms of control room modernization, the equivalent argument would be that evaluation incorporated into the design phase will produce a system more acceptable, efficient, and useful to operators rather than one that features separate design and V&V phases. The approach we advocate includes a V&V activity at the end of the design process but also incorporates small-scale V&V activities in conjunction with design milestones. Thus, V&V becomes a staged activity rather than a single terminating activity after the design. Figure 2 illustrates the idea of performing V&V activities prior to the formal ISV. In the depiction, the software specification and HSI style guide are developed based on information obtained in the planning and analysis phase. The software is then developed along three milestones during the design phase:
 At the first milestone (the 30% completion mark), the preliminary screen designs are completed. These screens can be evaluated as static screens, obtaining feedback from operators and experts on their impressions of the screen layout, look and feel, and completeness of information.  At the second milestone (the 70% completion mark), the system dynamics are completed, and an initial functional prototype of the system may be evaluated by experts and operators. At this stage, operator performance may be assessed in use of the system.  At the final milestone (the 100% completion mark), the system may be tested a final time (in what might be called a dry-run or pre-ISV). Or, if there is sufficient confidence in the results of the two earlier evaluations, it may be appropriate to go directly to the ISV. There are different verification vs. validation goals for the design phase and the formal V&V phase. It is useful to think of these two phases of evaluation as formative and summative. The notion of formative vs. summative evaluation is derived from the field of education (Scriven, 1967) , where it is used to distinguish between methods to assess the effectiveness of particular teaching activities (formative evaluation) vs. the overall educational outcome (summative evaluation). The approach has been widely adopted in the human factors community (Redish et al., 2002) ,
Refers to evaluations done during the design process with the goal of shaping and improving the design as it evolves.  Summative Evaluation: Refers to evaluations done after the design process is complete with the goal of confirming the usability of the overall design.  Formative Verification: Completed during the design phase by expert review. Typical for this type of evaluation would be heuristic evaluation, which is an evaluation of the system against a pre-defined, simplified set of characteristics such as a usability checklist (Ulrich et al., 2013 In the remainder of this report, we focus on illustrating formative verification and validation to demonstrate both the process and utility of design stage evaluation of an HSI to be used in control room modernization.
HUMAN PERFORMANCE MEASURES FOR CONTROL ROOM VALIDATION
Introduction
There is no publicly available and widely disseminated standard template of metrics available to utilities to help them determine what is satisfactory operator interaction with a new system being developed and implemented. Granted, regulatory guidance on HSI design (e.g., NUREG-0700) and HFE aspects of NPP design and operation (e.g., NUREG-0711) exist, and licensee applicants use these documents to guide their license submissions. However, these documents were meant to be used by the NRC to evaluate the HFE aspects of licensee applications, and as such, they do not provide specific metrics that the licensee could use to assess usability issues. That is, it was not the NRC's intention to regulate the specifics of how utilities address their HFE challenges, but rather to provide a design standard and a framework/guidance to their staff on the HFE review process.
Yet, as utilities engage in control room modernization activities, they need to be able to evaluate operator performance as they interact with new and upgraded systems, especially if they are systems that fall within the purview of the NRC's regulatory review of the utilities' HFE program (i.e., the usability of new safety systems is assessed in both the HSI Design Review and the Human Factors V&V elements of the NUREG-0711 review process). Even if the system under development, or in the process of being upgraded, is not considered a system requiring NRC review such as is the case with non-safety secondary systems, it is nevertheless prudent for utilities to adopt a single set of metrics for use to evaluate whether all systems being upgraded have satisfactory operator interaction. This chapter presents a general overview of what metrics, measures, and criterion/standards a utility can select and use to assess usability issues in their control room modernization activities. This chapter will further show that the metrics to selected and employed will depend greatly on a number of key factors that relate to regulatory considerations. These include the type of usability study being conducted, the usability study's goals, the identified user participant, the testing environment and equipment, and other resource constraints.
Common Measures of Usability
Although it might not be widely known in other fields, the study of technology's usability has been a major focus of investigation within the field of human factors. Over its nearly 75-year history as a field of research, human factors professionals have put forth a considerable amount of effort investigating how to design or make technology more "user-friendly" and have refined and improved the methods, techniques, and measures over this time. According to Tullis and Albert (2008; see also Dumas & Redish, 1999; Rubin 1994) , there are now a number of commonly used measures of usability. They include:
1. Task success (also called 'effectiveness'). As the name implies, this metric assesses whether the user (i.e., end-user of the technology and/or participant in the study such as a reactor operator) is able to accomplish their task(s) or goal(s). Task success can also be thought of as effectiveness, which is a key usability attribute of ISO 9241 (2010) in that designs that enable the end-user to successfully complete their task will be also deemed effective. Defining whether a task is accomplished or not is typically tied to the reason the technology was as created in the first place. That is, a technology is typically invented to solve a problem, and the end-user uses that technology to solve that problem. As such, task success is often defined by whether the end-user was able to use it to solve their problem successfully (i.e., effectively) or not. This implies that task success is a binary metric, but it should be noted that task success can also be assessed in terms of degree (i.e., level of success or effectiveness).
2. Task time (also called 'time on task' and 'task completion time'). The amount of time it takes an end-user to complete their task is another useful measure that produces a number of important insights into the nature of the technology's or system's usability. Tasks completed more quickly directly relate to a key attribute of the usability construct in ISO 9241 (2010): efficiency. Moreover, if a technology does not, or is perceived by the user to not expedite task accomplishment, it will adversely affect the user's experience with it, thereby affecting another key attribute of the ISO 9241 usability construct: user satisfaction.
3. Efficiency. As mentioned above, efficiency is one of the core metrics of usability in that it is explicitly called out in ISO 9241 (2010) . How quickly and with what level of effort the end-user must exert to accomplish their task is a measure of their efficiency using the technology or system. Obviously, tasks that take a long time and require a lot of cognitive or physical effort are not efficient, but it should also be noted that tasks that can be done quickly but still require considerable effort and tasks that require little effort but still take a long time to complete are also not efficient.
4. Satisfaction. The extent to which the end-user is pleased with their experience interacting with the system or technology is a measure of their satisfaction. Though this is a subjective measure, it is a key attribute of the ISO 9241 definition of usability in that it is important to consider not only the objective performance of the system or technology, but also the end-user's perceptions and expectations of the system's performance (e.g., actual task completion time and perceived task completion time). For example, there could be two systems or designs that can be shown objectively to be equally fast to compete the same task, but if the end-user's perception is that one system 'feels' faster than the other, they will report greater satisfaction with it and will be more likely to use it. Similarly, if the end-user has an expectation of how quickly a task should be completed and the technology is perceived to be consistently slower than this expectation, the end-user will be less satisfied and will likely rate the technology lower in its overall usability.
5. Errors. The end-user's performance against established criteria that define success and failure/errors is another common way to measure the usability of a system or technology. For purposes of this report, errors are both incorrect actions that contribute to task failure, and failures to act when action would have helped avoid task failure. Measuring what errors end-users make helps the designer identify what aspects of the usability of their technology or system are causing confusion or creating uncertainty in the end-user with respect to what action he or she needs to take (including no action) to achieve task success.
6. Learn-ability. For any technology or system that is sufficiently new to an end-user, its learn-ability is an important metric to capture. That is, it is a hallmark of good design that a novice user of a technology is able to learn how to use the system expertly in a relatively short amount of time. A technology or system is considered to have poor usability if it takes the user a long time (i.e., longer than expected), and/or the learning process to become proficient is fraught with frustrations on the part of the end-user.
7. Self-reported metrics. Self-reported metrics include paper surveys and questionnaires, as well as end-user responses to interview questions and verbal comments made during focus group sessions. Though self-report metrics are not orthogonal to the other metrics in this list, they are nonetheless very helpful measures to collect, especially with respect to measuring the end-user's satisfaction, and other attitudes about the technology and its design. When using surveys and questionnaires, it is important to consider which type of scale (e.g., Likert scales, Semantic Differential scales, etc.) to use, as well as at what points during the usability assessment to issue these metrics (e.g., pre and post task). Generally speaking, self-report metrics collect input on usability issues more directly from the perspective of the end-user than other metrics. Other metrics can sometimes measure what the human factors expert believes to be a usability issue, which may or may not be an issue from the perspective of the end-user. For example, a human factors expert may be concerned that the design of a technology causes the end-user to spend more time on a task than another design, but it may not matter to the end-user if that design forces them to spend a lot of time on the task if it is enjoyable, or if the extra time has no consequence with respect to the end-user accomplishing their goal. In such cases, the extra time on a task might not negatively affect the end-user's overall evaluation of the technology's usability.
8. Behavioral metrics. Tullis and Albert noted (2008; p. 167) :
During a typical usability test, most participants do much more than complete tasks and fill out questionnaires. They may laugh, groan, shout, grimace, smile, fidget in their chair, look aimlessly around the room, or drum their fingers on the table. These are all behaviors that are potentially measurable and offer insights into the usability of the product being tested.
It could be argued further that there are times where the end-user's behaviors offer different, and potentially contradictory, insights into the their evaluation of the technology's usability. This can arise in situations where there is pressure (e.g., cultural norms), or incentives for the end-user to provide feedback on the usability of the system in a socially desirable way, or in a manner that maximizes the reward the end-user expects to receive. As such, behavioral metrics are another important facet to usability assessment, but it requires the human factors expert become keen observers of both verbal and non-verbal human behavior, or to make audio-video recordings of the end-users during the evaluations (and then exert a considerable amount of time and effort to review the recordings in detail to extract the relevant data).
9. Physiological metrics. Physiological metrics are related to behavioral metrics in that they can capture what are sometimes deemed 'involuntary' behavioral responses to stimuli, but they require specialized equipment to measure these reactions reliably. Common physiological measures for assessing usability include electromyogram sensors, eye tracking, pupillary response, skin conductance, and heart rate. The specialized (and sometimes expensive) equipment needed to measure end-user's physiological response also cannot provide real-time feedback to the human factors researcher (given the current state of this technology), thus again requiring the researcher to spend a considerable amount of time and effort analyzing and calibrating these data after the experimental sessions.
10. Simulator logs. In many commercial human factors usability assessments, it is possible to collect what Tullis and Albert called "live website data." For the types of usability studies being conducted for the LWRS program, this translates into simulator logs, which capture the interplay and timing of the interactions between what the simulator is doing (e.g., during a pre-defined training scenario), and the operator's responses. This is a very important baseline measure to have when trying to align all of the other data captured using other metrics (e.g., the operator grimaced x mins, xx secs into the scenario when he was unable to actuate safety injection).
11. Combined issues-based metrics. For purposes of this report, issues-based metrics are in its simplest form the aggregated frequency count of all of the usability issues the other metrics detect. This is a useful way of getting a more holistic picture of the usability of the technology or system. Furthermore, this aggregate metric is the starting point for the human factors research being able to compare in a relatively simple fashion the usability of two or more technologies (or two or more designs) that are being evaluated. Of course, how the human factors researcher combines the issues identified adds to the complexity of how these issues are compared. For example, instead of weighting all usability issues equally, some issues may warrant being weighted more heavily (e.g., errors) than others (e.g., satisfaction) due to their significance with respect to the usability study's goal (e.g., regulatory acceptance of design). Further guidance on combining usability metrics and ways to compare findings can be found in Tullis and Albert (2008) as well as other common usability sources, but clearly other factors, such as what dimension(s) of usability the human factors researcher wishes to contrast and regulatory considerations, also need to be considered.
Selecting Measures
Despite the plethora of usability metrics that are available for use, it is also important to keep in mind that not all of these measures are applicable to the kinds of usability studies that can and should be conducted for NPP control room modernization. As stated above, the key selection criteria for which metrics a utility should use is the degree to which the usability construct being measured helps the design of the new system meet regulatory requirements. It is also no coincidence that the Usability 2 X 2 Matrix (see Figure  2 ) presented in Chapter 2 of this report presents a useful framework to help with the selection of usability metrics that help a designed and implemented system meet regulatory requirements. In particular, since this matrix identifies the different kinds of usability studies a utility might perform, it also identifies which logical metrics and/or the criterion (i.e., standards) used in the new system will help demonstrate an acceptable level of usability to the NRC.
Other important characteristics of the Usability 2 X 2 Matrix are consistency with a streamlined and graded approach to selecting metrics. For example, only certain kinds of studies can be conducted at certain points in the design process. Formative usability studies are done in the early stages of design, including conceptual prototypes. Summative usability studies are done in the later stages of design. As such, depending on where or at what stage the utility is in their development, some usability studies and their companion metrics and/or criterion are appropriate while others are not. Furthermore, sometimes the utility's schedule requires the formative usability study to be conducted so early in the design phase that only certain metrics are applicable given the nascent state of the new system, and oftentimes the summative study is done so late in the end stages of design that only certain metrics are useful in terms of providing actionable feedback to the utility and designer. In these ways, this usability matrix not only helps select which metrics to use (i.e., helps streamline the selection process), but also helps determine the number and complexity of the metrics selected (i.e., a graded approach).
Using the Usability 2 X 2 Matrix as a means to downselect on measures to use results in the following general outcomes:
 Expert reviews, whether formative or summative, will primarily extract the expert's insights on operator performance. For example, the expert may determine that a particular aspect of the interface is more error prone, but this represents the expert's best estimate that an error would result, not empirical evidence derived from operators using the interface. Most of the usability metrics may in similar fashion be estimated by expert review.
 User testing may avail itself of all the usability metrics. However, for formative evaluation, which may not involve a fully functional prototype of the end interface, it is often desirable to focus on metrics that capture basic performance (e.g., task success, task time, errors, efficiency, and learnability), often employing simple observation by human factors experts as well as self-reports by the users. Unless there is a particular reason to suspect additional insights would be afforded by behavioral or physiological measures, these would typically be omitted during a formative test. Additionally, because the fidelity of the prototype system may be limited at the formative stage, some measures like task time may not be realistic at this stage. Because the formative evaluation seeks to discover user reactions to the system, measures may be centered on learn-ability and self-report, two metrics that are particularly useful in shaping design refinements.
 A summative review may require a higher degree of veracity, more akin to the factory acceptance test completed for hardware components. As such, the analysis is more detailed and may establish formal acceptance criteria. For example, the summative evaluation may seek to verify that users are able to complete a particular task successfully within a given amount of time. During the summative evaluation, the emphasis shifts from discovering what the users think about the interface to measuring their performance using the completed or nearly completed system implementation. At the summative stage, the emphasis is on objective measures-as such, observable behavioral or physiological metrics may be used. Since the system is fully functional, it is also possible to use simulator logs and combined issues-based metrics.
 For summative expert reviews, the criteria also become more objective-the expert is not asked to assess if he or she believes users might have issues with the color palette, for example, but rather to assess formally if the implemented color palette is compliant with applicable standards (e.g., NUREG-0700) and HSI style guides.
Some usability studies, such as usability testing and ISV, require more resources than heuristic evaluation or design verification. Usability testing and ISV both require knowledgeable operators as participants in the evaluation. Usability testing and ISV require at least a part-task simulator, and produce better results as the fidelity and scope and size of the simulator increases. These resource constraints on what study can be run also helps streamline and provide a graded approach to the selection process of metrics. In general, the following additional considerations should be factored into the selection of usability metrics:
 The Goals of the Study  Regulatory considerations with respect to which metrics will demonstrate satisfactory operator interaction with the new system.  Availability and/or accessibility of technology and experimental equipment to conduct the usability study (e.g., it may not be feasible to bring some physiological measurement equipment such as eye tracking into a simulator)  Budget, schedule, and availability of expert end-users (e.g., licensed NPP operators), and human factors experts to conduct the study.
HUMAN PERFORMANCE MEASURES EXAMPLE
Introduction
A three-day formative evaluation workshop was conducted at the HSSL for a turbine control system (TCS) interface under development for an existing fleet of nuclear reactors belonging to a U.S. based utility (see Figure 3) . 1 The fleet reactors for which the TCS is being developed are a mix of pressurized water reactors and boiling water reactors with nominal 1000 MW power generating capacities. Each reactor has a multistage steam turbine with one high pressure stage and a low pressure stage with two turbines. Due to the proprietary nature of the TCS and plants, plant specific information has been omitted from this report. Despite this intentional sanitizing of information and results, the goal here is to provide the readers a descriptive account of the method and structure of the three-day workshop. Additionally, this section provides a high-level overview and review of the qualitative and quantitative measures collected during the workshop. In total 22 individuals from six entities participated in the workshop. These individuals brought a diverse set of domain knowledge, skills, and expertise that contributed to the overall success of the workshop. The utility provided three licensed power plant operators, various operational personnel, a plant instructor, and a project manager. During the workshop these human resources provided valuable knowledge regarding how their plant functioned, how it was actually operated on a daily basis, and the timeline for the project. The plant instructor's expertise running the power plant simulator was also extremely useful in setting up realistic scenarios to test the TCS. The TCS vendor provided a turbine control system engineer who in turn provided nuanced distinctions between the existing TCS and the TCS under development. The actual TCS interface under evaluation was designed by yet another entity using Honeywell's Experion DCS platform. The two delegates from the interface design vendor contributed knowledge regarding the system's interface requirements and specifications, rationale for design decisions, as well as expertise regarding the Experion platform's capabilities and limitations. An independent consultant with 41 years of experience in nuclear human factors engineering provided unbiased expertise and valuable high-level insights. Lastly, the 11 individuals from INL and DOE contributed to setting up and carrying out the workshop. The full-scope fully-reconfigurable glasstop NPP main control room simulator at the INL was used to simulate the native control room of our guest operators. In addition to providing this one-of-a-kind simulator platform, the INL provided human factors expertise, nuclear instrumentation and control expertise, and the technical expertise required to support the nuclear plant simulator and accompanying control room.
The primary goal of the workshop was to evaluate and remedy shortcomings of the TCS interface under early stage development. User testing was used to identify whether critical information was missing and whether the interface contained misleading information or cognitive traps. For an interface to be successful, the representation it conveys needs to be compatible with the physical system as well as the operator's mental model. The information it presents should be pertinent, effective, and intuitive to the operator (Vicente, 1997) . In order for the HSI designers to meet this criterion of success they need to understand the physical system and the associated mental models of operators for the system. In order for operators to effectively use the interface their mental model needs to be compatible with the physical system. In order for process engineers to design better processes they need to fully understand how operators control the plant. Pursuant to these needs a secondary goal of the workshop was to provide a forum for face-to-face discussion and collaboration-to bring the various mental models in synch and translate this into a coherent HSI. In pursuing those goals the workshop attained other benefits including the identification of potential logistical problems in upgrading the plant and the identification of potential problems in operating the plant with the new TCS.
Validation: Usability Testing
Method
A single three-member team of operators was exposed to two phases of the study during the workshop. In the first phase, the operators used the existing TCS interface, while during the second phase, the operators interacted with the TCS under development. Throughout these two phases of the study, the operators operated the simulated plant under different scenarios derived from training scenarios and designed to cover a representative spectrum of normal and off-normal turbine evolutions. The team was comprised of three licensed operators--one licensed senior reactor operator (SRO) on shift and two licensed reactor operators (ROs) who are no longer on shift and have taken on other responsibilities at the plant. All operators had acquired more than 20 years of experience in the nuclear industry.
Procedure
On the first day of the workshop the operators conducted four scenarios using their current control room setup on the HSSL's full-scope glasstop simulator. The instructor from the plant directed the scenarios and instructed the operators to interact and behave as if they were conducting a routine training exercise. The plant simulator was running and provided the full plant dynamics of the various scenarios. These scenarios served as baseline measures of the plant TCS as currently implemented. As previously mentioned, operators were intimately familiar with the simulated plant and control room layout. However, they had no previous experience using the touchscreen digital panel mimics. Here, it will suffice to say that the operators quickly adapted to the panels, and anecdotally the SRO remarked at the conclusion of the first scenario how surprised he was at how close it felt to the real plant.
On the second day, after being introduced to the new TCS (hardware, logic, functions) and the new TCS interface, the team walked through the same four scenarios with non-functional mockups of the new digital control system placed on revised panel mimics within the glasstop simulator. The mockup DCS screens were made navigable using INL's ProtoViewer tool for rapid prototyping on the glasstop simulator. Because of the formative nature of the interface screens and not-yet-modeled discrepancies in the plant simulator between the existing turbine control and the new turbine system, the second day scenarios were conducted offline. Operators were instructed to think-aloud as they ran through the scenarios. The operators' mental models of the plant, the TCS vendor's mental model of the new control system, the interface designers' expertise, as well as procedural notes from the previous day allowed the operators to visualize what they would need to check and control using the new interface and how the physical system would respond.
While the scenarios were being conducted two evaluators recorded time-stamped measures of operator actions and plant evolutions. A third evaluator operated a handheld camera while two additional evaluators and the plant instructor oversaw the technicalities pertaining to the simulator. On the first day, operators performed the scenarios without interruption followed by a detailed debrief. On the second day the nature of the scenario walkthroughs resulted in semi-structured discussions of the new TCS or TCS implementation logistics. The independent consultant present at the workshop acted as a facilitator to keep things moving along when he deemed necessary.
Scenarios
Scenario 1: Steam Generator Tube Leak. The first scenario was initiated with the reactor online and the turbine at full load. A small but detectable steam generator tube leak was created in the plant simulator. The leak exceeds the volume control tank (VCT) makeup capacity and requires entering an abnormal operating procedure (AOP) to rapidly downpower the radioactivity. Reducing radioactivity requires operators synergistically reducing turbine load. Behind the scenes, the simulator operator gradually ramps up the leak until it reaches roughly the 40 minute mark, when it develops into a 400 GPM rupture, causing the operators to abort the rapid downpower AOP and trip the reactor. The scenario ends after the turbine operator verifies the turbine throttle and governor valves are closed.
Scenario 2: Sync to Grid. Scenario 2 required the operators to ramp up the turbine and sync the turbine to the grid. The scenario begins with the reactor at 7% power and the turbine offline with the turning gear engaged. With both the old and the new TCS, the operators must first complete a series of tests by checking various valve states before they can latch the turbine. Then they must perform an overspeed protection control (OPC) test before ramping up the turbine. With both the old and new systems they hold the turbine at intermediate hold points outside of critical turbine resonance ranges and verify critical parameters before increasing turbine speed until the turbine eventually reaches 1804 RPM. With the existing TCS, operators used the "Oper Auto" mode. They specified a demand speed in RPM and a demand ramp rate in RPM/minute and the TCS did the rest. With the new TCS operators will have a "Auto Start" mode that will hold at the correct hold points and will dynamically adjust the ramp rate based on turbine resonance ranges and high pressure metal temperature. Rapid temperature changes of turbine parts can cause large internal temperature variations resulting in thermal stress and cracking. Once the turbine is at 1804 RPM, the generator is ready to sync to the grid. 1804 RPM ensures that the syncroscope is moving "slowly in the fast direction," slightly faster than the optimal temperature of 1800 RPM. When the syncroscope is close to the 12 o'clock position, closing the generator breaker will sync the generator to the grid. As the generator picks up load, operators must also monitor steam flow and primary power. On the first day with the plant dynamics running this scenario took 73 minutes to complete.
Scenario 3: Loss of Load. In the third scenario the plant was running at full power and at full load. In the plant simulator a ramping loss of load event was applied. When electrical load is dropped the turbine is prone to overspeed and trip in a matter of seconds if the main steam is not controlled by either raising the control rods thereby reducing reactor power and the produced steam, or dumping main steam to the condenser or atmosphere via the steam dump system (SDS). A load rejection controller monitors load responds accordingly. With this particular plant, when the load rejection exceeds 5% of the load capacity, steam dump is actuated. The simulated loss was of sufficient magnitude to initiate a steam dump to condenser and produce a corresponding alarm. Operators entered the AOP for secondary load rejection. In the plant simulator, the load was restored and the load rejection controller closed the steam dumps. Once the operators realized the transient nature of the event they reset the steam dump system and the scenario ended.
Scenario 4: Multiple Faults. The final scenario put the operators' divided attention to the test by simultaneously presenting multiple failures. Two of the failures emulated a propagating turbine bearing vibration by gradually increasing the amount of vibration in the "#9" bearing and after a few minutes introducing a vibration in the "#8" bearing. A second set of failures emulated an oscillating governor valve indicator and a failed closed governor valve. The turbine vibration required entering the AOP for turbine eccentricity and vibration and operators diligently followed the flow paths while simultaneously trying to monitor the boards. Once all the failures were identified the scenario was ended.
Collected Measures
We used a holistic data collection approach aimed at capturing as many aspects of the workshop as possible to maximize the research benefits from this workshop. As a result, some of the measures yielded immediate results, such as the expert review and discussion, which were put to immediate use by the HSI design team in the next iteration of the turbine control system. Other measures, such as the simulator logs, video recordings, and behavioral logs, are data rich and will require future extensive analysis before formal results are presented. A summary of the preliminary results for each measure and the current and future utility of those results are described in the following sections.
Behavioral Logs
During the four simulated turbine control scenario walkthroughs, several human factors experts recorded operator behaviors. The four scenario walkthroughs consisted of an exemplary plant team of operators comprised of a senior reactor operator and two reactor operators that physically manipulated the simulated control panel mimics required for turbine control as they are currently configured without a digital control system at the actual plant. To capture the behavior of the entire shift crew, one human factors expert focused on recording the procedure navigation, procedure actions, and verbal commands issued by the senior reactor operator. Two additional human factors experts focused individually on recording the actions and verbal responses of each of the two reactor operators. The data gathered by the behavior logs successfully served several functions. First, the logs served as a way to integrate the simulator logged data as well as the video recordings, conducted by yet another human factors expert. This report does not include analysis of the video recording or simulator logs. However, in order to effectively examine operator performance in the future, the behavioral data must be incorporated with the simulator logs in order to capture the operators' interaction with the turbine control system. The behavioral logs capture the actions of the operators, while the simulator log captures the change in the system states resulting from the operators' actions. In addition to documenting the operators' actions, the logs serve as a way to examine the rationale for those behaviors as the operators' vocalization of indicator levels and actions provide insight into the mental model the operators have for the system. The behaviors and rationale for particular actions will serve as important benchmarks for evaluating operator performance and usability in the new DCS before it is placed in service at the plant.
Simulator Logs and Video Recordings
The plant simulator logs all actions taken by the operators (e.g., actuation of a switch on the board), all events initiated by the instructor (e.g., small steam generator leak), all alarms received, and select plant parameters (e.g., turbine speed). These logs are time-stamped and can be synchronized and integrated with other data such as behavioral logs. The simulator logs allow us to quantify the time that operators spend completing particular steps of the procedures associated with the turbine control system. Since this is the formative portion of the human factors analysis, only static screens were used to examine the proposed digital turbine control system. As such, only limited simulator logs were obtained for the new system. Once the new turbine control system is functional, the simulator logs and video recordings will be invaluable for current and new system comparisons such as comparing the time to complete tasks, the amount of information conveyed between the shift crew for a particular task, the rate of information throughput between operators, the number of actions required to complete a task, and the number of operator errors committed during a task.
Structured Discussions
At the end of each scenario walkthrough and also at key transition points throughout the workshop, an independent human factors consultant led a high level discussion concerning any potential issues. The goal of this portion of the workshop was to maintain a high level perspective of the proposed turbine control system and to ensure that key parameters were visible to the operators and key controls were appropriately placed throughout the HSI so that operators could quickly access them during time sensitive evolutions. One of the key findings from these structured discussions was the lack of need the operators conveyed for several parameters that were previously thought to be critical for scenario walkthroughs. With this knowledge, the unnecessary parameters can be replaced by something the operators deem more useful for turbine control.
Semi-Structured Discussions
During the majority of the workshop, with the exception of the four scenario walkthroughs, the operators were guided by the human factors experts to ensure that the discussion covered all the relevant usability issues. The unique constituency of this workshop allowed the discussion to rapidly identify any problematic issues, clarify how each aspect of the system was designed to be operated, and also gain feedback from the operators about how they would operate the system on a daily basis. There were several instances, in which the operators and design team deviated from the structured guidance and discussed concept of operations and physical system components and controls. During these unstructured discussions a number of important findings emerged. These centered on the concept of how the HSI was designed to operator versus how it would actually be operated by the team of operators.
Verification: Expert Review
NUREG-0700 Evaluation
The U.S. NRC's NUREG-0700, Rev. 2, Human-System Interface Design Review Guidelines (O'Hara et al., 2002) provides an exhaustive set of guidelines for reviewing the human factors aspects of HSIs for nuclear power. The guidelines are organized into four parts. Part I addresses basic HSI elements. Part II addresses specific systems like alarm systems and computer-based procedures. Part III documents ergonomic considerations. Lastly, Part 4 focuses on the maintainability of digital systems. Over the entirety of the document there are 2,195 guidelines. Because the TCS interface is still under development, a full NUREG-0700 is not warranted nor desired. Each of the four parts contains additional hierarchical levels that help in managing the complexity of the guidelines. Several sections are not applicable to digital interfaces, some sections were simply outside the scope of this workshop (e.g. workplace design), and other sections just could not be properly evaluated until the interface is closer to its final form. To systematically select an applicable, practical, and informative subset of guidelines, three human factors experts sorted through all 2,195 guidelines and selected a set of guidelines they thought should be included in the evaluation using an internally generated spreadsheet version of the NUREG-0700. After initial selections were formed by the individual analysts, a set analysis was conducted to identify agreement among the selections. On the first iteration there were 27 criteria selected by all three human factors experts and 69 additional criteria selected by two of the three human factors experts. Each human factors expert then examined the set difference between the union of their peers and their own selections.
In the second round of selections 43 criteria were common to all three human factors experts. From the second set analysis the most senior human factors expert selected the final set of guidelines. After this selection we were able to pare the 2,195 criteria to 78 factors.
Heuristic Evaluation
NUREG-0700 could be said to be the gold standard for evaluating HSIs relating to nuclear power. However, its comprehensiveness comes at a cost, and the conclusions drawn from a NUREG-0700 evaluation are more appropriate for a summative evaluation than a formative evaluation. For the formative evaluation conducted as part of this study, our goal is simply to capture expert impressions and provide organized, directed, precise, and unambiguous feedback to the interface designers. NUREG-0700 makes this difficult because the shear volume of guidelines can obscure the most relevant details. Furthermore, the language and jargon used in NUREG-0700 is not entirely accessible to non-HFE practitioners. While planning the workshop we knew we wanted a heuristic evaluation that we could use to assess the new TCS interface screen-by-screen. We also wanted to be able to use the evaluation to conduct an expert review as well to provide guidance in conducting a group review with operators during the workshop. With 30 screens to evaluate, whatever checklist we decided to use needed to be simple and straightforward. For these reasons we quickly steered away from NUREG-0700 as a primary expert evaluation tool.
Our second thought was to revert to Nielsen's Usability Heuristics (1993) and Gerhardt-Powal's Cognitive Engineering Principles (1996) . Within the LWRS evaluation team, we had prior experience with this approach (Ulrich et al., 2012) . While we could agree that the Nielsen and Gerhardt-Powal indices were better suited to the task at hand than NUREG-0700, we still found them less than ideal. The principles and heuristics in both tended to be too open-ended and, like NUREG-0700, used language that might not be accessible to operators. The end result is we opted to create a tailored checklist based on the most relevant items from NUREG-0700, Nielsen's Usability Heuristics (1993), and Gerhardt-Powal's Cognitive Engineering Principles (1996) . Because our evaluation was constrained to a DCS for nuclear power, our resulting checklist could revise the domain independent language from Nielsen and GerhardtPowal. The checklist was also made less ambiguous by phrasing the modified checklist as questions so that they could be answered "Yes" or "No." Further optimizations were made, by creating one checklist that could be applied holistically across the interface, and a second set to evaluate individual screens. The checklists are provided below in Table 3 and Table 4 , respectively.
Content and Objectives
Style Guide Adherence
In addition to NUREG-0700 and the heuristic evaluation, the human factors experts identified and reported discrepancies between the plant's existing HSI style guide and the new TCS interface. Due to the proprietary nature of the style guide, the nature and results of this review will not be discussed in further detail.
Summary of Findings
The evaluation processes described above yielded a significant number of potential usability issues and suggested changes to improve the usability of the HSI. The changes comprised a variety of issues, but the most prominent varieties included labeling nomenclature, task-oriented screen layout, alarm structure, and navigation. For each issue, a consensus was drawn from the operators to resolve any dissenting opinions. The changes were cataloged and directly provided to the HSI design vendor for incorporation into the next iteration of the turbine control HSI. Issues tended to be uncovered by several of the evaluation methods and measures. Here we have corroborated and organized the discovered issues.
Nomenclature
Due to the number of different entities with specialized domain expertise a variety of issues related to the nomenclature emerged. The majority of the issues were simple differences in the terms and acronyms commonly used by the operators but unknown to the rest of the design personnel. For example, the acronym OP standardly refers to an "operating procedure" while the interface designers used the term OP refers to "output." Turbine control engineers use the acronym "PID" to describe a specific type of controller (Proportional, Integrative, Derivative controller) while the operators' intuitions suggested PID referred to "Piping and Instrumentation Diagrams." See Figure 4 for an example. The workshop identified several of these discrepancies and the agreed nomenclature was provided to the HSI software designers (see Table 5 ). 
Organization and Navigation
Another group of potential issues consisted of task-oriented screen layout. The digital control eliminates the current physical controls by creating digital replicas in a series of screens comprising the DCS. As with the physical control boards, real estate for individual indicators and controls is limited due to the size constraints of the LCD (liquid crystal display) and the shear number of elements that must be displayed. Due to the real estate limitation, organizing the indicators and controls requires a large number of screens, each organized based on a particular turbine control task. Designing the screens so that all the relevant indicators and controls are present for a given task requires a considerable amount of effort to match the physical system with the operator's mental model. The workshop revealed a number of potential issues in which extraneous indicators and controls were included in a screen. The operators simply expressed a lack of need for these items. Another prevalent result concerning the task oriented screen layout, was the identification of missing indicators and controls the operators indicated they would use for the particular task associated with the screen. Governor valve positions were revealed to be of particular importance for a variety of tasks. The governor valves were not important enough to merit inclusion in a designated area in all of the screens, but rather the operators expressed interest in the governor valves being present in several key screens. To maintain consistency and allow the operators to quickly assess the governor valve positions, the human factors experts suggested the same orientation and presentation of the governor valve indicators within the same location of each screen across the different screens in which the governor valves appeared. Figure 4 illustrates how this might be accomplished by placing these indications in the upper right of the display area. Furthermore, some screens supported multiple tasks associated with different functional aspects of turbine control, however the operators expressed confusion since the grouping of the tasks within a single screen did not match their mental model, at least in accordance with the current operation practices for turbine control.
Navigation issues were also identified during the expert review. The navigation scheme uses a main navigation menu that allows the operators to move to a particular subsection of the turbine control system. The primary issue identified with the navigation is the use of arrow buttons to toggle between levels of the system and toggle horizontally within the same level of the system to related components and the tasks associated with those components. As the operators' mental models become more mature, the arrow buttons may prove efficient for moving between screens, but currently they afford no indication as to what screen they will present. During the workshop, operators were never observed to use the arrow navigation buttons. They always navigated back to the Main Menu before selecting the desired screen. Providing dynamic labels on the arrow buttons was recommended to aid the operators in orienting themselves within the system. Operators can also cue additional status information for particular components; however in the majority of cases the operators expressed little interest in viewing this extra information since in the vast majority of cases the additional information was unnecessary for their task. The human factors experts recommended that the HSI design team eliminate the majority of these additional information navigation links based on the operators' feedback for specific instances of unnecessary additional information.
Alarm Presentation and Management
Since an operator must select an individual screen for viewing while completing a turbine control task, the operator must have the ability to leave a screen and access alarm information for components not represented in the currently viewed screen. The alarm presentation philosophy was extensively examined during the expert review. In the event of an alarm, the operators were guided to navigate to additional alarm information from at least one location within any given screen. Some navigation menu screens offer additional methods for quickly navigating to the alarmed component; however the majority of interactions the operators have with alarms consist of viewing and manipulating alarmed components in an alarm list based primarily on the chronological order each alarm is triggered. The operators can filter the alarms to help overcome alarm cascades, but the system does have some potential for alarm flooding.
Unfortunately, there are limitations to ensuring the visibility of the alarms, since the screens would become overly complex and cluttered. Fortunately, the operators expressed confidence in working with the alarm lists. Priority filters, which were incorporated but not functional at the time of the workshop, were emphasized by the human factors experts as a critical method for isolating the key alarms during the time critical diagnostics steps required for a plant malfunction. Specific system filters that limit alarms to only a given system and level of system to be displayed were recommended as default filters for the turbine control system.
Ergonomic Considerations
Due to logistics at the plant, one of the two turbine control stations will be implemented without a physical keyboard or physical numeric entry device. Operators will have a touchpad but no other means of inputting information. Some of the controls require operators to input a numeric target setpoint or ramp rate. The workshop discussed several possible alternatives such as finding room for a numeric keypad, providing an on-screen numeric keypad, providing drop-down selection dialogues, or possibly not using this keyboard-less terminal for tasks requiring numeric entry.
A second ergonomic issue due primarily to space constraints was identified. In the planned panel retrofit, two 1080p LCD displays are intended to be placed on the control board and serve as a primary means of displaying the new DCS. Due to space constraints, these displays are smaller than typical for their pixel resolution and have a pixel density of 115 dpi compared to a more typical density of 72 dpi. This fact combined with an unusually deep control board results in the operators experiencing difficulty reading particular screen elements that are not designed to be scalable. In particular, Honeywell's Alarm Summary page lists alarms in a table with 10 point font. When dot pitch and viewing distance are taken into consideration, the resulting viewing angle of 10 point font is only 8.2 minutes of arc. NUREG-0700 conservatively specifies a minimum of 16 minutes of arc for font size. Perhaps counterintuitively, this issue could be addressed by using displays with lower pixel density (lower resolution, higher dot pitch) or by identifying a means of scaling the presented information.
CONCLUSIONS
This report has provided a snapshot of human performance measures and methods suitable for application during the design phase of control room modernization. It first provided background on the use of formative methods for verification and validation, next overviewed human performance measures that can be obtained for control room validation, and concluded with an example of a study combining formative verification and validation to evaluate a proposed digital TCS upgrade for the control room at an existing TCS.
Collectively, the various measures effectively captured a large number of potential human factors usability issues for the proposed TCS. The workshop data collection successfully achieved its primary purpose to quickly, concisely, and unambiguously provide the HSI design vendor with specific recommendations to improve the next iteration of the TCS.
In addition to high level results from the data collection method, there is a large amount of data that requires further analysis. The simulator logs, video recordings, and behavioral logs comprise a rich data set that will prove invaluable during the next phase of the project in which a more direct comparison between the current turbine control operations and the new TCS will be possible. For the formative evaluation of the static displays, the behavior logs, structured and semi-structured discussions, and expert reviews provided the right quality and level of information needed to inform the next phase of the TCS design.
Though the primary purpose of the workshop and data collection method was not to validate the HSSL as an effective tool for prototyping and usability studies, clear evidence emerged based on the operators' feedback that the HSSL did in fact admirably perform well and that operators felt the glasstop representation of the plants' control boards was accurate and usable.
It is anticipated that as this project continues to support the TCS modernization at the utility, we will produce additional reports to further elucidate human performance measures for control room modernization. As depicted earlier in Figure 2 , this report only addresses evaluation of static displays at the 30% TCS completion point. At this stage, only a subset of human performance measures are applicable. As the dynamic displays become available, more extensive human performance measures will be employed and documented. Additionally, as the design of the TCS is finalized, it will become possible to employ summative measures appropriate for ISV. As the TCS is implemented across the fleet of reactors at this utility, it will be possible to provide guidance to demonstrate the process of applying a design across a fleet and determine where design and evaluation efficiencies are possible through reuse and standardization. Finally, additional measures beyond those obtainable in a standard control room configuration-such as eye tracking and physiological measures-may be explored to arrive at additional guidance to aid utilities in their control room modernization activities.
