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1 
INTRODOCTICW 
One of the most Important considerations in many crystalliza­
tion processes is the crystal size distribution. Specifications 
as to the size and size distribution are often Imposed by the 
consumer of a crystalline product. The basis for such specifica­
tions hinge upon sound technical reasons or perhaps upon 
sales requirements such as product appearance. 
Schoen (16) has thus clearly indicated the Importance of being able 
to exercise control over the crystal size distribution, that is, the 
distribution of the numbers of crystals with respect to crystal size. 
Evidence that this importance is recognized is to be found in the de­
velopment of crystallization practice from simple batch operations to 
the complex continuous systems presently employed. 
As is the case with most chemical processes, crystallization was 
first conducted on a batchwise basis. Due to a lack of quantitative 
knowledge concerning crystallization phenomena, control of product 
quality in these operations developed as an art which relied principally 
upon the skill and experience of the men operating the equipment (3). 
Charging and emptying the equipment were time-consuming and inefficient 
unless large valves and piping and high-capacity pumps were used. The 
high suspension densities characteristic of batch crystallization 
processes only compounded these problems. 
The advent of the continuous crystallizer alleviated most of these 
difficulties. Continuous operation eliminates most of the down-time 
associated with batch units, so a given production rate can be achieved 
with smaller and less expensive equipment. The lower suspension densities 
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encountered in continuous crystallization help reduce maintenance costs. 
The continuous mixed suspension, mixed product removal (CMSMFR) 
crystallizer is particularly attractive because it generates a crystal 
size distribution which can be represented by a simple mathematical model 
when the suspension is perfectly mixed (15). When deviations from per­
fect mixing occur, it becomes quite difficult to predict the crystal 
size distribution, although the system still retains the aforementioned 
advantages of continuous operation. 
The ideal CMSMPR crystallizer characteristically produces a crystal 
size distribution which is exponential in form. This distribution is 
often unsatisfactory, particularly in applications where a uniform 
particle size is desirable. In such cases, the suspension may be cir­
culated through a fines dissolver, or the suspension may be poorly mixed 
by design so that the larger particles settle out of the suspension (the 
classifying crystallizer). Systems of this type are complex, difficult 
to design, and are often subject to cyclic operation and abnormally high 
in-process inventory. 
The inherently simple CMSMPR crystallizer used in a cascade con­
figuration shows promise toward providing more latitude in the control 
of the crystal size distribution than a single unit, without the at­
tendant problems of a classifying system. A four-stage cascade of CMSMPR 
crystallizers has been used to crystallize gypsum from phosphoric acid 
(2). This system was chosen because it could produce gypsum crystals 
which would filter easily, that is, crystals of uniform size which were 
free of occlusions. 
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Quantitative information on such cascaded crystallization systems is 
meager. Those studies which have been made are quite limited in scope, 
requiring equal-sized stages and constant supersaturation. Yet, re­
stricted though they are, these investigations are encouraging, and it 
appears that a more thorough analysis of crystallizer cascades is 
warranted. The purpose of this work is therefore to determine the 
proper relationships between the process variables, to develop methods 
for the prediction of the crystal size distribution produced by a cascade 
of CMSMFR crystallizers in terms of controllable operating parameters, 
and to determine the effects of these parameters on the crystal size 
distribution. 
f 
4 
CRYSTALLIZATION THEORY 
Nucleatlon 
A large body of data has been accumulated in support of attempts 
to relate the kinetics of nucleation to the properties of crystallizing 
systems. Since nuclei can consist of as few as ten molecules (18), 
there exists a considerable degree of uncertainty in the detection of 
the conditions under which nuclei first begin to form; one may therefore 
expect some significant differences between the data and the theories 
they are intended to verify. 
The work required to effect homogeneous nucleation (the formation 
of nuclei from a clear solution) from a large bulk of solution is given by 
(I) 
3(RT^ln s)2 
lAere W = work of nucleation 
a = surface energy per unit area 
M = molecular weight of solute 
R = gas constant 
T = solution temperature 
^ = density of solute crystals 
? = supersaturation ratio, C/C* 
C = solution concentration 
€*= saturation concentration at temperature T 
The nucleus is assumed to be spherical (9). This equation indicates 
that at any level of supersaturation the work of nucleation is finite and 
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homogeneous nucleatlon will occur. 
According to the Volmer-Becker-Doerlng theory, the nucleatlon rate 
per unit volume can be expressed as an Arrhenius-type function of the form 
^ = ki exp (-W/RT) (2) 
dt 
where k^ is a frequency factor and W is the work of nucleatlon given by 
Equation 1. Previous authors (11, 13, 14, 18) have assumed that the ex­
ponential term in Equation 2 is adequately represented by a power function 
of supersaturation. 
In apparent conflict with Equation 1 is the experimental work of 
Miers and Isaac (8), Investigating the nucleatlon of sodium nitrate 
solutions, they discovered that a definite level of supersaturation was 
required for observable nucleatlon to occur. A qualitative representa­
tion of their results is shown in Figure 1. Region I is unsaturated 
solution. In region II, growth can occur but homogeneous nucleatlon 
does not. Region. Ill represents conditions under which homogeneous 
nucleatlon can occur. This result can be reconciled with Equation 1 by 
postulating that some definite level of supersaturation must be achieved 
before the nucleatlon rate is high enough to produce an observable shower 
of nuclei in a reasonable length of time. 
Ting and McCabe (20) found that factors other than supersaturation 
can effect nucleatlon. They reported that crystal surface area, cooling 
rate and mechanical shock, such as agitation, affect the placement of 
Miers' supersolubility curve. It can be inferred from their work that 
as the limit of perfect mixing is approached, the supersolubility curve 
and the saturation curve become coincident, so that any level of 
Figure 1, The Mlers supersolubllity curve 
Saturation curve 
Supersolubllity curve 
CONCENTRATION 
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supersaturation will produce homogeneous nucleation. 
The discovery that crystal surface area can have an effect upon 
nucleation kinetics indicates that systems may exist which exhibit sig­
nificant departures from homogeneous nucleation; indeed, such systems 
have been observed (5, 18, 19). It has been postulated that such 
secondary nucleation can be the result of attrition caused by severe 
agitation: tiny irregularities on the surface of a crystal may be broken 
off and serve as nuclei (17). Another possibility is that homogeneous 
nucleation occurs in a boundary-layer-type film surrounding crystals in 
the suspension; the shearing forces of agitation sweep these embryos 
into the bulk of the suspension to appear as secondary nuclei (10). 
Both of these effects can be expressed as functions of the surface area 
of the crystals in the suspension. 
The concepts of homogeneous and secondary nucleation outlined above 
can be combined to yield a nucleation function which is applicable to 
both cases; 
^ = k^ AÎ (3) 
^ere s is the supersaturation, C - C*, and A is the crystal surface 
area. When j is nonzero, this equation incorporates the effects of 
secondary nucleation. 
As will be shown in the next section, growth rates are often linear 
in supersaturation, so Equation 3 can be written as 
^ = k_ rl Aj (4) 
dt ^ 
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It has been shown (18, 19, 21) that for the alum-water-ethanol and 
ammonium sulfate-water-methanol systems, quite good agreement between 
the experimental size distributions and theoretical predictions could 
be obtained using Equation 4 with j = 1.0. 
Growth 
The accumulation of mass on a growing crystal can be represented 
as occurring in two steps; 
1. Diffusion of the solute to the suspension-crystal interface; 
2. Surface reaction to absorb the solute into the crystal lattice. 
If the surface reaction is first order, the overall process may be 
represented by 
dt = f/D + lA. (C - 0*) = kj A s (5) 
dM A 
As 0, the growth rate is reaction-controlled; as the growth 
rate is diffusion-controlled. Since the mass and surface area of the 
crystal can be expressed in terms of its size, 
M = kyL^ 
(6) 
A = k^L2 
where ky. and k^ are geometric shape factors and L is some characteristic 
crystal dimension, Equation 5 becomes 
^ " ^6 ^ (7) 
This relation has been experimentally verified by Jenkins (4). 
In a classic series of experiments, McCabe (6) observed that for a 
wide variety of substances in aqueous solution, the growth rate of a 
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crystal along a linear dimension is independent of the size of the 
crystal: 
(8) 
This proposition is generally known as McCabe's Al law and, when it can 
be assumed to hold, it affords a significant simplification of the mathe­
matical analysis of crystallization phenomena. 
Deviations from the Al law have been observed. McCabe and Stevens 
(7) crystallized copper sulfate pentahydrate in a mixed suspension 
batch crystallizer and reported a correlation for size-dependent growth 
rate; 
Further experiments in which individual crystals were exposed to different 
fluid velocities indicated that this dependence on size is indirect. 
Different fluid velocities produced different growth rates, suggesting 
that the higher settling velocities of larger crystals are responsible 
for the apparent size-dependence. 
Âbegg (1) reports that Equation 9 represents an unallowable situation. 
Using a general form of Equation 9, 
and requiring that the moments of the crystal size distribution be con­
vergent in a meaningful system, he determined that the value of the 
exponent b must be less than unity. Comparison of his calculations with 
data on three crystal systems showed that a good correlation could be 
obtained for b = 0.2. 
r = 0.00177 s^'G 1.1.1 (9) 
r = ky s& (10) 
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Crystallization Processes 
Using the concept of population density defined by 
(11) 
where AN is the number of crystals in a size range of width Al, 
Randolph (12) and Randolph and Larson (13) developed a population balance 
for the unsteady state behavior of an arbitrary crystallizer: 
where and are the input and output volumetric flow rates and t is 
time. The system is defined by the following assumptions and constraints: 
1. The numbers of crystals in the suspension can be considered to 
form a continuous distribution with respect to crystal size in 
any volume element of the suspension. 
2. No attrition occurs except that a crystal may fracture into 
' unequal pieces such that one is essentially the same size as 
the parent and the rest are small enough to be considered as 
nuclei. 
3. While the suspension itself may be classified, the inputs and 
outputs must be mixed. 
4. The variable volume of the suspension is contained within fixed 
boundaries except for a free gravity surface. 
Repeated application of Leibnitz' rule reduces Equation 12 to 
(12) 
12 
dV 
^ dt - = 0 (13) 
For a CMSMPR crystallizer, this becomes 
(14) 
where n = nV and T = 7/Q, under the following assumptions; 
1. The volume of the suspension is constant. 
2. The suspension is well mixed. 
3. Crystal growth rate is independent of size (McCabe's Al law 
holds). 
At steady state, Equation 14 has the solution 
n = n® exp (-L/rT) (15) 
when n^ = 0. Data from many sources indicate that this relation ade­
quately describes the population density distribution in a CMSMPR 
crystallizer operated under the stated assun^tions. 
The population density of nuclei can be determined from 
= ® |  J & . 2 2  < W )  
dt dL|t_g it V 
Thus, combining with Equation 4, 
n® = kg r^"! (17) 
Equations 15 and 17 serve as the initial and boundary conditions, 
respectively, for the integration of Equation 14. 
A solute mass balance over the crystallizer is given by 
VC) = Qq - Q(C + K / V )  « QAC - MQ/V (18) 
When concentration changes are small with respect to suspension density 
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changes, the term d(VC)/dt on the left of Equation 18 can be neglected. 
Combination of Equations 6, 14 and 18 then yields 
r = kgAC/(T^ nL^ dL) (19) 
This expression provides values of growth rate for the integration of 
Equation 14. 
Robinson and Roberts (14) studied crystal size and weight distribu­
tions as functions of residence time distributions in a cascade of CMSMPR 
crystallizers. They assumed that the probability of a crystal of a 
given size leaving a well-mixed crystallizer is proportional to the ratio 
of the number of crystals of the given size to the total number of 
crystals of all sizes, and that the size of the crystal is proportional 
to the crystal's residence time in the crystallizer. Their cascade con­
sisted of a series of crystallizers of the same size, and in their analysis 
new particles were produced only by seeding in the first stage. 
They concluded that under these conditions the crystal size dis­
tribution is completely defined by the mean residence time of the cas­
cade, and that the amount of fines in the product will be much less than 
that from a single stage with an equivalent total mean residence time. 
Randolph (12) adapted Equation 14 to describe a cascade of arbitrary 
length operating at steady state: 
^ = 2^ 
Permitting nucleation to occur in all stages, but requiring equal-sized 
tanks and constant supersaturation, he integrated Equation 20 and arrived 
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at a weight distribution function which indicates that with the proper 
selection of operating conditions and a sufficient number of stages in 
the cascade, it might be possible to "tailor-make" a distribution to 
suit any specification. 
In a later work, Randolph (11) applied Equation 20 to a two-stage 
cascade in which the residence times and suspension density changes were 
equal. Allowing for different supersaturations, he determined that this 
system yields a narrower but somewhat degraded weight distribution func­
tion than is obtained from an equivalent single-stage system. 
Hill and Orchard,^ in a study of continuous sugar crystallization, 
maintain that a cascade of CMSMPR crystalllzers will yield maximum 
benefits when equal increments of growth occur in all stages. This re­
quires that the level of supersaturation is constant from stage to stage. 
They gave no evidence to support this statement, or any indication as 
to which benefits are maximized. 
The results of their study indicated that a cascade of as many as 
eight stages could not generate a product of as uniform a size as de­
sired. A system including classification could produce an acceptable 
distribution, but at the expense of a very high recirculation rate. 
^Hill, S. and W. J. H. Orchard, Keston, Kent, England. .Contin­
uous sugar crystallization. Private communication. 1966. 
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DEVELOIWENT OF EQUATIONS 
The Basic Model 
The steady state form of Equation 14, 
& , Q(°l - n) 0 , . ,1-1 J (21) 
dL » O 
describes the population density distribution in a well-mixed constant 
volume CMSMPR crystallizer when growth rate is independent of crystal 
size. Such a crystallizer is depicted in Figure 2a. 
In the absence of any experimental data on which to base an analysis, 
it is convenient to construct a cascade of an arbitrary number of stages 
(Figure 2b), such that this cascade has the same total volume, the fsms 
throughput and the same overall production of crystals on a mass basis 
(concentration change Ac) as does the single crystallizer of Figure 2a. 
Then the variables and parameters of the cascade can be normalized with 
respect to the variables and parameters of the single unit in the follow­
ing manner: 
X = L/rT 
yy, = V°° 
Pk = rk/r (22) 
fk = Vk/v 
Qk = VQ 
Figure 2, Grystalllzer systems 
a. SINGLE STAGE 
' STAGE I \ STAGE 2 
b. CASCADE 
Q,c,n 
' STAGE K 
k-l 
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This normalization allows the variables and parameters of the cascade 
to be expressed in terms of the single-stage system (hereafter referred 
to as the reference system) to which the cascade is equivalent. For the 
purposes of the present work, this procedure effectively eliminates the 
need for experimental data, and permits the analysis of the cascade 
based solely upon a coiq>arison with the reference system. 
The constraints on the total volume and the production of crystals 
are singly expressed in terms of the normalized parameters: 
K 
2 = 1.0, 0<L^<1 
(23) 
K 
2 oi — 1.0, 0 ^ 1 
k=l ^ 
The partition of the reference system into K cascaded units intro­
duces 2(K-1) arbitrary parameters. Although any of the quantities in 
Equation 22 may be assigned arbitrary values, the two logical choices are 
the volumes and the concentration changes o^. The former is ob­
viously well suited to the role of a choice variable; the latter can be 
easily fixed by specifying the physical conditions under which the stage 
operates. Thus, the values of these parameters are chosen arbitrarily 
for K-1 stages; the values for the stage are then determined from 
the constraints of Equation 23. 
Since the assumptions associated with Equation 21 hold equally well 
for the individual stages in the cascade, this expression can be written 
for the stage in terms of the normalized variables as 
19 
 ^ fi" i 
At this point, it is convenient to discuss the significance of the 
moments of the population density distribution. These moments are de­
fined by 
ânk = J (25) 
o 
is the total number of crystals in the stage, and and 
are proportional to the total length, surface area and volume (or 
mass) of the crystals.^ Using Equation 15, the normalized moments are 
given by 
£ 
f. 
°k L® dL 
° r.O e.p(.L/rT) L- at * »! 1 O 
o 
Thus, a^, the normalized surface area of the crystals in the k^^ stage. 
is given by 
= Ajj/A = y^ dx (27) 
and using Equation 19, the normalized growth rate is given by 
Pk = Vr " ^k °k (28) 
The third moment provides a convenient means for checking the model 
and the calculations. Once the distribution y^ has been confuted, it may 
be verified by determining whether it satisfies 
^This proportionality assumes that the geometry of the crystal is 
invariant with crystal size. 
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= ëj. (29) 
according to the constraint of constant production of crystal mass. 
In summary, the set of equations to be solved is 
^ = Qk (xk-i - yk> 
dx /)k Vk 
fk = Qk VVk'Ht 
\ - WTk dx 
•/ o 
y" (30) 
K 
2 0-. = 1.0, 0 < C7. < 1 
k=l ^  
K 
2 -U, = 1.0, 0 <U < 1 
k=l 
Within the assumptions given previously, this set is a general form 
that can be applied to any cascade which conforms to the configuration 
shown in Figure 2b. With proper modifications, the set may be extended 
to cover other systems as well. Following are two modifications of 
particular interest. 
Suppressed Nucleation Model 
In the context of a discussion of cascaded crystallizers, one must 
ask, "Why not produce all the nuclei in the first stage and operate all 
succeeding stages so that only growth occurs?" The feasibility of this 
type of operation depends upon 
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1. The existence of conditions under ^ Ich some degree of super-
saturation can be achieved without homogeneous nucleation; 
2. The suppression of secondary nucleation in systems where this 
phenomenon occurs. 
The first condition can be met if the concept of the Mlers supersolu-
bility curve (Figure 1) can be assumed; there .is evidence that the use 
of suitable surfactants can satisfy the second condition.^ 
Assuming for the moment that these conditions can be met, there 
exists some supersaturation s* below which no nucleation occurs. Since 
growth rate is a function of supersaturation, one might postulate a 
nucleation function of the form 
Q 0, r < r* 
ij (31) 
kg r^A-", r > r* 
This model can be Incorporated into Equation 30 in the form 
pk>p* 
k, 
Thus, if it is desired to suppress nucleation in the stage, 
the choice variables and are further constrained: choices for 
whichare not allowed. 
The above model can be regarded as an approximation to the phenomenon 
referred to as "mass nucleation**, wherein an abrupt shower of nuclei ap­
pear when a certain level of supersaturation is attained. 
^Shor, S. M., Ames, Iowa. Suppression of secondary nucleation. Private 
communication. 1968. 
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The Effect of Recycle 
Since the use of a recycle stream has proven to be beneficial in 
so many other chemical processes, it is reasonable to expect that it may 
have merit in crystallization systems. Accordingly, Equation 30 was 
modified for a two-stage system in which part of the product of the 
second stage is recycled to the first stage (Figure 3). 
Assuming that the feed to the first stage is clear solution 
(y^ = 0) and defining the recycle flow rate as 
Qr = € Q (33) 
s- that 
= Ag = 1 + ë (34) 
the differential equations for the two stages become 
 ^ - (1 +€)yi 
pi (35) 
dy2 _ (1 +€)(yi - yg) 
P2 V2 
The recycle stream effectively dilutes the suspension in the first 
stage, so that must be redefined as 
01 = ( ^2 + - C^) / (Cj^ - Cg) (36) 
With this definition, <7^^ retains its status as a valid choice variable 
since Ci, and Cg can all be fixed arbitrarily. The constraint on the 
total crystal mass becomes 
K (37) 
Figure 3. Two-stage crystalLlzer cascade with partial recycle of product 
STAGE STAGE 
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Since part of the output mass now comes from the recycle stream, the 
mass of new crystals formed must be less than unity. The definitions 
of all other parameters remain unchanged. 
Once the population density distributions are known, the problem 
becomes one of determining which set of choice variables to use; that is, 
selecting the set of choice variables which best satisfied some specifica­
tion on the size distribution of the product from the final crystallizer 
in the cascade. Obviously, no perfectly general specification can be 
proposed; the form of this objective function depends upon the end use 
envisioned for the product. Thus some specific exançles must be chosen 
to allow evaluation of the system in the present work. 
The use of the mean and the variance to characterize distributional 
data in statistical analyses suggests a pair of parameters which can be 
used as an objective function. The analog to the mean is the dominant 
particle size Xg, shown graphically in Figure 4a for a single stage and 
calculated in general from 
For a single crystallizer, there is more crystal mass concentrated at 
The "dominance" of the dominant particle size applies only to a 
single stage, i.e., the particle size at which dy^/dx = 0, K ^  1, is 
not necessarily x^, A bimodal distribution would have two particle sizes 
The Objective Functions 
(38) 
Xj) than at any other particle size. For the reference system, x^ * 3. 
Figure 4. Graphical evaluation of the dominant particle 
size and the coefficient of variation 
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which could be called "dominant**. Since, however, is a characteristic 
parameter of the distribution in the reference system, the particle size 
calculated from Equation 38 will be termed the dcminant particle size for 
any stage of the cascade. 
The analog to the variance is known as the coefficient of variation 
CV, and is defined in its most basic form as the ratio of the variance 
to the mean, so that a normal distribution with unity mean and unity 
variance has a CV of unity. Where discrete data is to be analyzed, a 
convenient expression of this ratio is 
CV = 100 (39) 
^50% 
On a percentage basis, these x-values are Interpreted in Figure 4b. 
The coefficient of variation is a measure of the dispersion of the mass 
distribution, and decreases in value as the dispersion decreases. For 
the reference system, CV = 52. 
A second objective function is suggested by the frequently occurring 
desire for a uniform product particle size. A function which is ap­
plicable to this type of specification is given by 
0 = i (40) 
which represents the mass of crystalline material contained in the size 
range xj^^x£x2. The most uniform product is attained when this function 
is at a maximum. 
When attempting to produce a uniform product from a single crystal-
lizer, the dominant particle size can be used as a design point because 
29 
of its physical significance. Since the analysis of the cascade is 
based on this reference system, the interval of Integration for 0 should 
include the dominant particle size of the reference. The values of the 
limits and X2 were therefore chosen to be 2.5 and 3.5, respectively; 
using these limits, 0 = 0.22 for the reference system. 
These particular objective functions were chosen because they are 
reasonably general and provide sufficient information about the mass 
distribution to allow some conclusions to be drawn. They do not lend 
themselves to determination of the characteristics of the population 
density distribution. Situations may arise where the population density 
distribution is of primary interest; the first moment of this distribu­
tion is more amenable to analysis in these cases. All other things being 
equal, objective functions based on the mass distribution are used in 
this work. 
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DISCUSSION OF RESULTS 
All calculations in this work were performed on an IBM 360 Model 
50 digital computer. The Fortran IV programs for the individual systems 
are presented In the Appendix; an outline of the computational procedure 
for each system is presented at the beginning of the section concerned 
with that system. 
The Two-Stage Cascade 
Evaluation in the absence of recycle 
In the absence of any recycle or interstage feed streams. Equation 
30 can be solved analytically for the first stage: 
These quantities are explicitly defined for a given set of the choice 
variables and 
Equation 30 can also be solved analytically for the second stage: 
ai = (al+2/%;i-l)l/(i-j+3) 
(41) 
a, 
"2 . Ml " 
2 " UpT^p3+2 ( (CTj/aj)^  + a Oj/ "i I "2' ""1 "2 
+(*1/01)2) 
(42) 
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ft ' °2 / *2 
Again, these quantities are fixed for a given set of the choice variables. 
Here, however, is implicitly defined and an iterative technique is 
required to obtain its value. A simple half-interval method (binary 
chopper) was used for this purpose. 
The foregoing procedure results in a discrete solution for yg as a 
function of x. Integration of this distribution with weighting factors 
according to Equation 26 yields the moments of y^. In each instance, 
evaluation of the third moment gave a value of unity as required by the 
constraint of constant mass. 
The mass fraction objective function 0 was evaluated by numerically 
integrating y g weighted ty x^ over the interval [2.5, 3.5] on x. The 
dominant particle size was determined using the previously calculated 
moments. The cumulative mass distribution was developed by analytical 
integration of y^ weighted by x , and the previously mentioned binary 
chopper was used to extract t±e x-values required to calculate the co­
efficient of variation. 
It should be pointed out that this is a two-dimensional search: 
specification of values for and is all that is required to allow 
a solution of the equations. 
Figures 5, 6 and 7 show the response surfaces for these objective 
functions when i » 2, j = 0. These surfaces were obtained by performing 
32 
the above calculations for values of and ranging over the interval 
[0.05, 0.95] in increments of 0.05. The plane areas surrounding each 
surface represent the values these functions assume for the reference 
system. Although plots are presented for only one pair of kinetic con­
stants, the surfaces for other kinetics are qualitatively the same, and 
all systems examined exhibit the following general characteristics: 
1. Any valid combination of the choice variables and 
produces a distribution In which the dominant particle size 
is less than that in the reference system. 
2. In spite of this degradation in size, a two-stage cascade is 
capable of producing more mass about the reference's dominant 
particle size than is the reference system itself. 
3. Through proper selection of the choice variables, a two-stage 
cascade can generate a mass distribution which is either narrower 
or more dispersed than that from the reference system. 
4. Direct optimization on the mass fraction 0 is possible because 
this function exhibits an unconstrained maximum, i.e. the policy 
which generates this maximum does not lie on the boundary of 
the space under examination. 
5. Since neither the coefficient of variation nor the dominant 
particle size exhibits an unconstrained extremum, optimization 
on either would be fruitless in the context of the system being 
studied here. Furthermore, it is highly inadvisable to base a 
decision on only one of these parameters. Both are required to 
Figure 5. Response surface of 0 for a two-stage cascade 
i = 2 
j = 0 
#1 
Q O 
"" Ui" 
O 
Figure 6. Response surface of Xg for a two-stage cascade 
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Figure 7. Response surface of CV for a two-stage cascade 
i = 2 
j = 0 
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define the distribution, and the dual-valued nature of each 
function introduces the possibility of making a poor choice of 
operating conditions when a better one is available. An ac­
ceptable procedure might be to form a combination of the two, 
weighting each according to Its relative Importance to the de­
sired product. 
Table 1 presents the optimal policies with respect to the mass 
fraction 0 and the corresponding values of the other objective functions 
for the kinetic systems which were examined. 
Table 1. Optimal policies and values of the objective functions 
1 j ?! 0 CV Xjj 
2 0 0.25 0,35 0.277 47.1 2.29 
2 1 0.25 0.15 0.277 47.2 2.32 
3 0 0.20 0.40 0.275 47.1 2.24 
3 1 0.20 0.25 0.277 47.1 2.29 
4 0 0.25 0.45 0.274 47.0 2.19 
6 0 0.20 0.45 0.270 47.1 2.13 
Single 
stage 1.00 1.00 0.221 52.0 3.00 
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The relative constancy of and CV strongly indicates that the 
optimum mass distributions are nearly identical. That the population 
density distributions are significantly different is clear from Figure 8, 
However, since the major differences are in the small size ranges, these 
3 
variations will be masked by the weight factor x , and the mass dis­
tributions will indeed be nearly the same. 
It is interesting to note that the effect of including secondary 
nucleation is to reduce the volume of the first tank required to obtain 
the optimum mass distribution. Secondary nucleation appreciably lowers 
the nuclei population density in the first stage. This reduction in 
available crystal surface area allows the use of a higher supersatura-
tion, and thus a smaller volume, without generating excessive numbers 
of nuclei. 
The application of the procedure outlined above is quite straight­
forward^ For a set of experimentally determined kinetic constants, 1 
and j, the objective functions (not necessarily the ones used here) are 
calculated, and the values of the parameters which yield the desired dis­
tribution are determined. Equation 22 is then applied to scaled-up 
laboratory or pilot plant data on a single CMSMPR crystallizer to yield 
the required volumes and concentration changes in each stage of the full-
sized cascade. 
It should be noted that the results of this procedure will be ap­
proximate unless the scaled-up data incorporates allowances for the de­
viations from true CMSMPR operation encountered in plant-scale equipment. 
Figure 8. Population density distributions In a two-stage cascade at the optimal 
policies given in Table 1 
a. 1 a 2, j 0 
b. 1 M 2, j 1 
c. 1 S3 3, J 0 
d. 1 ^ 3, j 1 
e. i = 4, j 0 
£. i = 6, J 0 
DIMENSIONLESS POPULATION DENSITY 
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Suppressed nucleation 
The model given in Equation 32 for the suppression of nucleation 
was applied to a two-stage cascade. The computational procedure is 
identical to that given in the previous section, except that was 
assumed to be zero when calculating the values of the parameters, and 
those combinations of the choice variables and which gave a 
growth rate in the second stage in excess of an arbitrarily chosen value 
of 0.5 forp* were not used. Table 2 presents the results of this in­
vestigation. 
Table 2. Optimal policies and values of the objective functions 
1 j jO* Oj 0 CV Xg 
2 0 0.50 0.55 0.30 0.2620 49.6 2.23 
3 1 0.50 0.60 0.40 0.2574 50.3 2.18 
One might reasonably expect that the optimal policy would be repre­
sented by relatively light precipitation and a fairly small volume in 
the first stage, but Figures 9, 10 and 11 show that most of this section 
of the plane violates the constraint on the growth rate. The 
reason for this discrepancy lies in the meaning of the additional choice 
variable, p*. 
At the optimal policy, the growth rate in the second stage is ap­
proximately equal to p*, which represents the upper limit of the 
metastable region (region II) in Figure 1. Hence, the specification of 
Figure 9. Response surface of 0 for a two-stage cascade 
with no second-stage nucleation 
1 = 2 
j = 0 
p* = 0.5 
wAss mAcnoN K 
Figure 10, Response surface of xq for a two-stage cascade with 
no second-stage nucleatlon 
1 = 2 
j » 0 
p* = 0.5 
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Figure 11, Response surface of CV for a two-stage cascade with 
no second-stage nucleatlon 
i = 2 
j = 0 
p* = 0.5 
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a value for p* is actually a specification on the growth rate ^  the 
reference system. Thus, if p* is assigned a relatively small value, 
the growth rate in the reference system is quite high; in order to pro­
duce the same amount of crystal mass as the reference while maintaining 
P2^P** cascade must precipitate heavily in the first stage. This 
will result in a distribution containing significant numbers of small 
particles. 
If, on the other hand, a value approaching unity is assigned to p*f 
the second-stage growth rate can be correspondingly higher. The cascade 
can then rely more heavily on the growth process to generate the required 
mass of crystals, with the result that the necessary precipitation in 
the first stage can be reduced. The net result should be a distribution 
composed of significantly larger particles. 
Some difficulty was encountered in trying to apply Equation 32 over 
the entire plane. In those instances where exceeded the 
value of p*f y2 was calculated according to Equation 32, and p^ was 
redetermined to include the effects of nucleation in the second stage. 
In every such case, the recon^uted value of was less than jQ*, in­
dicating that y2 should have been zero. This anomaly was not resolved. 
A model of the form 
® (s - s*)^ A^ (43) 
was also used, wherein the difference between the actual supersaturation 
and the metastable limit is used as the driving force for nucleation. This 
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model Is more esthetlcally acceptable because it is continuous with re­
spect to supersaturation, but it proved to be totally inadequate in 
that it could not satisfy the constraint of constant mass. 
Evaluation in the presence of recycle 
Equation 35 indicates that the introduction of a recycle stream 
into a cascade of crystalllzers results in the coupling of the differ­
ential equations which describe the system. A conq)lete analytical solu­
tion becomes extremely complicated, so a simpler iterative solution was 
adopted. 
Since the distribution yj^ is not initially available, the parameters 
a^, and y^ cannot be calculated unless the value of one of these 
three is assumed. Thus, the choice of an arbitrary value for allows 
the calculation of and y^ from Equations 28 and 24, respectively. 
The two parts of Equation 35 can be combined to give a single second-
order equation for yg. From the solution of this second-order equation, 
an expression can be derived which gives as a function of the choice 
variables and V2> the recycle rate €, and the values of 
and y^ which were previously determined. From values can be 
obtained for jOg and y®. 
Using these parameters. Equation 35 is integrated numerically to 
give discrete solutions for y^^ and y^ as functions of particle size x. 
If the value of the second moment of y^^ agrees with the assumed value 
of a^, the distributions y^ and y^ are correct. If these values do not 
agree, the estimate of is revised and the procedure Is iterated until 
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convergence is obtained. The calculation of the objective functions is 
then carried out as before. 
Because of the computing time required to implement this algorithm, 
relatively few combinations of the choice variables and 6 were 
selected. Thus, the information in Table 3 must be regarded as an ap­
proximation to the conditions at the true optimum based on the mass frac­
tion 0. 
Table 3. Approximate optimal policies and values of the objective 
functions 
i j 
€ *1 Vl 0 CV *D 
2 0 0.10 0.2020 0.2222 0.2620 50.9 2.39 
0.25 0.2667 0.2222 0.2552 52.7 2.42 
3 0 0.10 0.2020 0.3333 0.2619 50.9 2.38 • 
3 1 0.10 0.3030 0.3333 0.2615 50.9 2.44 
0.25 0.3556 0.3333 0.2541 52.7 2.40 
0.50 0.0741 0.5556 0.2527 52.6 2.40 
Single 
stage 1.0 1.0 0.221 52.0 3.00 
Unless the response surfaces of these objective functions are highly 
irregular (and there appears to be little reason to suspect that this is 
the case), the values of these functions at the true optimum will not 
differ too significantly from those in Table 3. It is therefore clear 
that on the basis of the models developed herein only marginal benefits 
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can be realized through the use of a two-stage cascade which employs a 
recycle stream. Comparison of these results with the performance of the 
simple two-stage cascade of a previous section indicates that the in­
clusion of a recycle stream actually degrades the capabilities of the 
system. 
An apparent contradiction appears in light of the fact that systems 
employing recycle are used with significant benefits in phosphoric acid 
processes. The explanation for this discrepancy would seem to be that 
the models used here do not adequately describe the processes in question; 
for example, non ideal mixing may be present to such an extent that a 
model based on perfect mixing cannot fairly represent the actual process. 
The procedure for the calculation of the parameters and distribu­
tions in the first two stages of the three-stage cascade is the same as 
previously outlined for the simple two-stage cascade. For the third 
stage, Equation 30 can be solved analytically: 
The Three-Stage Cascade 
y3 = y? exp(-x/p2 V3) + 
y 0 
1 
(44) 
54 
{ex^i-x/p^y^) - exp( 
-yc/p  ^U3) )] 
S'AÉÉ. 
<Pl^l -ft"2> 
1 + °1 °3 + O3 
3 J 
pl^l -p2T^2) - 72^2 
4 + ^2 °3 . ^ 
,2 „ „ „2 
'2 "2 °3 3 J 
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ft = °3 /fa °3 
/: -pi" 4 
a^ is implicitly defined, so the binary chopper was used to determine 
its value. The objective functions are determined from y^ as before. 
The presence of four independent choice variables (a^^, a^, Uj^ and 
t^) precludes the use of the con^rehensive "exhaustive search " technique 
used previously to locate the optimum. The extreme nonlinear!ty of the 
equations also makes it quite difficult to apply the standard optimum-
seeking methods. For these reasons, a small set (0.1, 0.2, 0.3, 0.4) was 
arbitrarily chosen for values of and and a second set (0.2, 0.3, 
0.4, 0.5) was assigned to Vj^ and The distribution y^ and the ob­
jective functions were then calculated for the 256 combinations of the 
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four values of each of the four choice variables. No guarantee can be 
given that an optimum operating policy lies within this section of the 
hyperplane of the choice variables; these values were chosen merely to 
give an indication of the performance capabilities of the three-stage 
cascade. 
Table 4 presents the approximate optimal policies based on the mass 
fraction 0 for the given range of the choice variables. The remarks made 
in previous sections concerning the conditions at the true optimum apply 
to this case as well. 
Table 4. Approximate optimal policies and values of the objective 
functions 
i j 
'^l Vl ^2 0 
CV =0 
2 1 0.1 0.4 0.3 0.5 0.2785 45.0 2.12 
2 1 . 0.1 0.3 0.1 0.4 0.2900 44.9 2.33 
3 0 0.2 0.4 0.4 0.4 0.2673 45.9 2.06 
3 1 0.1 0.3 0.2 0.4 0.2844 44.9 2.19 
4 0 0.2 0.4 0.4 0.4 0.2591 45.6 1.99 
6 0 0.2 0.5 0.4 0.5 0.2489 46.5 1.85 
Single 
stage 0.221 52.0 3.00 
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Recalling the two-stage cascade in which the optimum mass distribu­
tions were shown to be nearly identical regardless of kinetics, one might 
inquire as to whether a similar situation exists here. Unfortunately, 
the wide spacing of the successive values of the choice variables pro­
duces enough variation in the values of the objective functions to some­
what mask such a trend, if the trend is truly present. The values are 
not, however, so widely scattered as to make an assumption of this sort 
entirely indefensible. 
The coefficient of variation is considerably smaller than that for 
a single stage, and is about two points smaller than that for two stages. 
Such a result is gratifying, in that the possible narrowing of the dis­
tribution is perhaps the primary impetus for consideration of multistage 
operations. Depending upon individual circumstances, however, the 
dramatic reduction in the dominant particle size may well offset the ad­
vantages of a small coefficient of variation. 
Longer Cascades 
It is clear from the preceding sections that the describing equations 
for each successive stage in the cascade become more and more complex. 
For this reason, calculations were carried out only for cascades of less 
than four stages. The results for these small cascades, however, pro­
vide enough information to allow some discussion of larger systems. 
The form of Equation 30 indicates that the population density dis­
tribution from the last stage of a K-stage cascade can be written as 
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K 
="T(-*qk/pk!/k) (45) 
where the are composed of various parameters of the system, namely 
production of quite a wide variety of particle distributions. For ex­
ample, Randolph (12) has suggested the possibility of generating a blmodlal 
mass distribution with three stages, provided that nucleation can be sup­
pressed in the second stage. 
The results of the previous sections Indicate that each stage pro­
duces a mass distribution which is narrower than that from the preceding 
stage. As the number of stages becomes infinite and the volume of each 
stage becomes infinitesimal, the cascade becomes a plug flow crystallizer, 
in which the residence times of all particles are the same. If this 
crystallizer is seeded or if nucleation occurs only at the inlet, the 
product crystals are all of the same size, and the coefficient of variation 
is zero. If supersaturation is held constant throughout the crystallizer, 
lation density distribution is flat; y(x) = y^. For the case where 
1 = 2, j = 0, the limiting values of the coefficient of variation and 
the dominant particle size become 31.6 and 2.49, respectively. 
This expression suggests that proper choices of 
operating conditions and a sufficient number of stages can allow the 
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CONCLUSIONS 
Models and coiiq>utatlonal algorithms were developed to predict the 
effects of certain system parameters on the population density and 
mass distributions produced by crystalllzer cascades of various con­
figurations. The models were constructed to represent more general 
systems than have been considered previously. Approximate optimal 
policies were determined using a selected set of objective functions 
which represent some reasonable product specifications. 
It was found that two- and three-stage cascades of well-mixed CMSMPR 
crystalllzers can significantly, exceed the capabilities of an 
equivalent single-stage system with respect to the dispersion of the 
mass distribution and the mass fraction contained within an arbitrary 
size range, at the expense of a degradation of the entire size dis­
tribution. There is evidence which suggests that there exists a 
unique mass distribution which yields the optimum mass fraction; for 
any given nucleation kinetics, the optimizing procedure adjusts the 
operating policy to achieve this distribution. 
It has been shown that the suppression of nucleation in the second 
stage of a two-stage cascade can seriously inq>alr the performance of 
that cascade if a poor choice of operating conditions in the reference 
system is made. It is suggested, however, that the proper selection 
of these operating conditions will allow a significant improvement 
over the capabilities of both the reference system and the two-stage 
cascade in which second-stage nucleation is allowed. 
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The two-stage cascade eiq>Ioylng a recycle stream cannot achieve the 
level of performance of the same system without the recycle stream. 
The configuration including recycle Is therefore deemed unwortly 
of consideration, except perhaps In applications which are inade­
quately described by the models used herein. 
On the basis of the results for two- and three-stage cascades, it is 
reasonable to infer that given a sufficient number of stages and the 
proper partition of precipitation and volume among these stages, it 
is possible to generate a distribution of particles which can satisfy 
nearly any reasonable specification. 
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NCMENCIATDRE 
9 
A crystal surface area, cm 
b exponent in Equation lO for size-dependent growth rate 
C suspension concentration, gm/cm^ 
C* suspension saturation concentration, gm/cm^ 
CV coefficient of variation, defined by Equation 39 
D solute diffusivity, cm^/sec 
1 kinetic constant In the nucleation function. Equation 4 
j kinetic constant in the nucleation function. Equation 4 
kj^-kj^Q proportionality constants in various equations 
kg shape factor for calculation of crystal surface area, dlmenslonless 
ky shape factor for calculation of crystal volume, dlmenslonless 
L a characteristic linear crystal dimension, cm 
M total mass of crystals in suspension, gm 
M solute molecular weight 
N number of crystals 
n population density, numbers/cm 
n point population densi^, numbers/cm/cm^ 
3 Q suspension flow rate, cm /sec 
q normalized suspension flow rate, dlmenslonless 
R gas constant, cal/mole-°K 
r growth rate, cm/sec 
r* growth rate at the upper limit of region II in Figure 1, cm/sec 
s supersaturation, gm/cm 
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s* supersaturation at the upper limit of region II, Figure 1, gm/cm^ 
s supersaturation ratio, C/C*, dimensionless 
T suspension residence time, sec 
t time, sec 
V crystalllzer volume, cm^ 
W work of nucleation, cal 
X normalized particle size, dimensionless 
Xg normalized dominant particle size, dimensionless 
y normalized population density, dimensionless 
OC normalized crystal surface area, dimensionless 
effective film thickness, cm S 
E recycle stream flow rate as a fraction of the total throughput, 
dimensionless 
fi normalized moment, dimensionless 
fi moment, various units 
U normalized crystalllzer volume, dimensionless 
jO density, gm/cm^; normalized growth rate, dimensionless 
P' 
normalized growth rate at the upper limit of region II in 
Figure 1, dimensionless 
surface energy, cal/cm^; normalized concentration change, 
dimensionless 
0 mass fraction objective function defined by Equation 40 
Superscript 0 refers to nuclei 
Subscript k refers to the k^ stage of a cascade 
62 
LITERATURE CITED 
1. Abegg, C, F, Analysis of crystal size distribution when growth 
rate is size dependent. Unpublished Ph.D. thesis. Ames, Iowa, 
Library, Iowa State University of Science and Technology. 1966. 
2. Banford, C. R. IMC s new plant shows off latest H3PO4 know-how. 
Chemical Engineering 70, No, 11: 100. 1963. 
3. Bennett, R. C. Continuous sugar crystallization. Presented at 
2nd joint AIChE-IIQPR meeting, Tampa, Florida, May 21, 1968. (To 
be published in Chânical Engineering Progress Symposium Series on 
Crystallization, ca. 1969.) 
4. Jenkins, J. D. The effect of various factors upon the velocity of 
crystallization of substances from solution. American Chemical 
Society Journal 47: 903. 1925. 
5. Larson, M. A., D. C. Timm and P. R. Wolff. Effect of suspension 
density on crystal size distribution. American Institute of 
Chemical Engineers Journal 14: 448. 1968. 
6. McCabe, W. L. Crystal growth in aqueous solutions. Industrial and 
Engineering Chemistry 21: 112. 1929. 
7. McCabe, W. L. and R. P. Stevens. Rate of growth of crystals in 
aqueous solutions. Chemical Engineering Progress 47, No. 4: 168. 
1951. 
8. Miers, H. A, and F. Isaac. The refractive indices of crystallizing 
solutions, with especial reference to the passage from the meta-
stable to the. labile condition. Chemical Society Journal (London) 
89: 413. 1906. 
9. Mullin, J. W. Crystallization. London, England, Butterworths. 1961. 
10. Powers, H. E. C. Nucleation and early crystal growth. Industrial 
Chemist 39: 351. 1963. 
11. Randolph, A, D. The mixed suspension, mixed product removal 
crystallizer as a concept in crystallizer design. American Insti­
tute of Chemical Engineers Journal 11: 424. 1965. 
12. Randolph, A, D. Size distribution dynamics in a mixed crystal sus­
pension. Unpublished Ph.D. thesis. Ames, Iowa, Library, Iowa 
State University of Science and Technology. 1962. 
63 
13. ' Randolph, A. D; and M. A. Larson. Transient and steady state size 
distributions in continuous mixed suspension crystallizers. American 
Institute of Chemical Engineers Journal 8: 639. 1962. 
14. Robinson, J. N. and J. E. Roberts. A mathematical study of crystal 
growth in a cascade of agitators. Canadian Journal of Chemical 
Engineering 35; 105. 1956. 
15. Saeman, W. C. Crystal-size distribution in mixed suspensions. 
American Institute of Chemical Engineers Journal 2: 107. 1956. 
16. Schoen, H. M. Crystallization equipment symposium: theory and 
fundamentals of crystallization. Industrial and Engineering Chemistry 
53; 607. 1961. 
17. Strickland-Constable, R. F. and R. E. A. Mason. Breeding of nuclei. 
Nature 197; 897. 1963. 
18. Tinm, D. C. Effect of residence time and suspension density on 
crystal size distributions in continuous crystallization. Unpub­
lished Ph.D. thesis. Ames, Iowa, Library, Iowa State University 
of Science and Technology. 1967. 
19. Timm, D. C. and M. A. Larson. Effect of nucleation kinetics on the 
dynamic behavior of a continuous crystallizer. American Institute 
of Chemical Engineers Journal 14; 452. 1968. 
20. Ting, H. H. and W. L. IfcCabe. Supersaturation and crystal formation 
in seeded solutions. Industrial and Engineering Chemistry 26; 1201. 
1934. 
21. Wolff, P. R. Suspension density transients in a mixed suspension 
crystallizer. Unpublished M.S. thesis. Ames, Iowa, Library, Iowa 
State University of Science and Technology. 1965. 
64 
ACKNOWLEDGMENTS 
The author wishes to express his sincere thanks to Dr. M. A. Larson 
for his guidance and assistance through the course of this work. 
An even deepçr feeling of gratitude is extended to xny wife, Nancy, 
for her patience and understanding through the years spent toward 
achieving this goal. 
This work was supported by grants from the Engineering Research 
Institute, and by fellowships from 3-M Coiiq>any, Phillips Petroleum 
Company, and Monsanto Company. 
65 
APPENDIX 
The following pages contain listings of the Fortran programs used 
to solve the equations for the various cases studied in this work. The 
program for solution of the general two-stage cascade begins on page 66, 
for the two-stage cascade with suppressed nucleation on page 70, for 
the two-stage cascade with recycle on page 73, and for the three-stage 
cascade on page 76. 
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