Abstract-Clustering is the grouping of similar objects into a class. Local clustering feature refers to the phenomenon whereby one group of data is separated from another, and the data from these different groups are clustered locally. A compact class is defined as one cluster in which all similar elements cluster tightly within the cluster. Herein, the essence of the local clustering feature, revealed by mathematical manipulation, results in a novel clustering algorithm termed as the special local clustering (SLC) algorithm that was used to process gene microarray data related to Alzheimer's disease (AD). SLC algorithm was able to group together genes with similar expression patterns and identify significantly varied gene expression values as isolated points. If a gene belongs to a compact class in control data and appears as an isolated point in incipient, moderate and/or severe AD gene microarray data, this gene is possibly associated with AD. Application of a clustering algorithm in disease-associated gene identification such as in AD is rarely reported.
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I. INTRODUCTION
C
LUSTERING is the classification of objects into different groups, or more precisely, the partitioning of a data set into subsets (clusters or classes), so that the data in Fig. 1 . Illustration of the local clustering feature. The datum in A and in B clusters locally and separately. This common phenomenon is called the local clustering feature in this paper. The figure is taken from Ref. [4] . each subset (ideally) share some common trait-often proximity according to some defined distance measure. Data clustering is a common technique for statistical data analysis that is used in many fields, including image analysis and bioinformatics [1] .
The computational task of classifying a data set into k clusters (or classes) is often referred to as k-means clustering, which is also called LBG algorithm in signal processing or general Lloyd's algorithm (GLA) [2] , [3] . The Linde-Buzo-Gray (LBG) algorithm assigns each point to the clusters whose center (i.e., centroid) is nearest until the assignment does not change. The algorithm steps are as given in the following [1] .
Step 1: Choose the number of clusters k.
Step 2: Randomly generate k clusters and determine the cluster centers, or directly generate k random points as cluster centers.
Step 3: Assign each point to the nearest cluster center.
Step 4: Recompute the new cluster centers.
Step 5: Repeat Step 3 and Step 4 until some convergence criterion is met (the assignment has not changed). In a common data distribution, an ordinary phenomenon is that one group of data is separated from another group of data evidently, and that data in these two groups cluster locally and separately. That is, the data in these two groups clusters independently. This phenomenon, illustrated in Fig. 1 , is called local clustering feature in this paper.
The local clustering feature is useful for a clustering algorithm. During the tth iteration of LBG algorithm, the ith class has distortion that is the average distance between each point and its centroid, which is denoted by D [3] . That is, distortion sequences are convergent locally. According to this property, an algorithm named the local clustering (LC) algorithm is presented by Pang [3] and Chaoyang et al. [5] . The essential idea of LC algorithm is that, by deleting all points in the class in which distortion sequences converge firstly from the training set, the training set is comprised by residual points and calls for the LBG algorithm again. The LC algorithm is faster than the LBG algorithm by factors of 4-13 approximately [5] .
Suppose the ith class is R (t) i during the tth iteration of LBG algorithm. Set R (t) i is a probability system and has entropy H(R (t) i ). It was proved that entropy se- [3] , [6] - [9] . That is, the termination criterion of LBG algorithm can be replaced by the convergence of entropy sequence [10] , [11] .
The following statements introduce the application of the clustering method to genome analysis whereby similar genes cluster in the same class.
A microarray is a powerful tool for genome analysis. Each microarray experiment yields at least a thousand data points. Since the volume of data grows exponentially, data analysis becomes challenging. In data analysis, the information from the raw data file is further processed to yield meaningful biological results. A lot of approaches have been developed for analyzing huge microarray data, such as clustering, classification, and genetic network analysis [12] , [13] . Zhong et al. improved a k-means clustering algorithm for exploring local protein sequence motifs representing common structural property. The improved k-means algorithm generated highquality clusters [14] . In addition, clustering can be combined with other optimization algorithms to generate a phylogenetic tree [15] . To predict the genes that are associated with a given disease from microarray data, a difference expression (DE), such as fold change, t-test, analysis of variance, nonparametric analysis, and regression analysis, can be used [12] . We report on the use of clustering to predict the genes associated with Alzheimer's disease (AD) from its microarray data in the following.
AD is the most common cause of dementia, afflicting 24 million people worldwide. The cause and progression of AD is not well understood. Possible causes and cures of the disease have been conjectured with varying evidence supporting each claim [16] . Few genes have proved to be related to AD, such as ApoE4, PS1, PS2 and APP. Some genes have been tested for association with late-onset sporadic AD [17] , [18] . In sum, predicting genes associated with AD is difficult. The use of a clustering method to predict the genes associated with AD is rarely reported. In this paper, the authors report on a designed clustering algorithm that makes similar genes cluster tightly together to predict the genes associated with AD.
II. IMPROVED LC ALGORITHM TO GENERATE COMPACT CLASSES
A. Compact Set and Its Method of Generation
For any subset of Euclidean space R n , every sequence in the set has a convergent subsequence, the limit point of which belongs to the set. This subset is called compact set [19] (http://en.wikipedia.org/wiki/Compact_set;http://en.wikipedia. org/wiki/Cauchy_sequence). The conception of the compact set (or compactness) is a topology conception. To understand it easily, compactness can be described visually as the phenomenon that many points focus very tightly in a small area, while the noncompact set are those points that cluster loosely in a big area [3] , [19] .
The LBG, LC, or other algorithms will partition training sets into classes. Some classes are compact, and some classes are noncompact. The most common situation is that a class contains a compact subset and some loose points, and the compact subset is around the center of the class. To extract the compact subset as a class, the following 3σ-principle is introduced.
For Gauss distribution, suppose that σ denotes the deviation of all distances between data and centroid. The 3σ-principle of statistics states that, with more than 99% probability, a point will fall into a domain with a radius of 3σ [3] , [20] . If the distribution is comprised by many points, the domain with a limited radius 3σ contains many points and is possibly a compact set. Even the domain with a radius of 3σ is not compact, the subdomain with size 3σ/4 or 3σ/16 and so on is compact. For Gauss distribution that is comprised by enough points, the compact domain (or subset) always exists. In general, for a class generated by clustering algorithm, all distances between points and the centroid of the class comprise a Gauss distribution approximately. Therefore, it will generate a compact subset that extracts the points by which distance to the centroid is less than a radius 3σ/4 or 3σ/16.
B. Subroutine 1: Local Clustering Algorithm With 3σ-Principle
Suppose the ith class is R (t) i at the tth iteration of LBG or LC algorithm, where t denotes the tth iteration. With the increasing of the iteration, class sequence {R
appears, where m denotes the number of classes. Let
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Update codebook:
C. Special LC Algorithm to Generate Compact Classes (SLC)
Note that subroutine1 is not a partition of the training set. Subroutine1 extracts only compact subsets of all classes, and the residual points are unclassified. The residual points can be regarded as a new training set. Possibly, some residual points cluster together tightly and form a new compact subset that has a much smaller size. Step 2.1. Generate initial codebook Fig. 3 . Structure of training sets T ctrl , T in cip , T m o der , and T S evere . The rows of four tables are the expression data of genes, and the data of each column is a sample. Four tables contain control, incipient, moderate, and severe data respectively, which are downloaded from GEO DataSets, NCBI [21] . The data of each row can be regarded as a vector. All vectors contained in the first table comprise a training set, and it is denoted by symbol T ctrl . The second, third, and fourth table are training sets too that are denoted by symbols T in cip , T m o der , and T S evere , respectively. In addition, the shown data are log-transformed data, and the mean value of every column is subtracted from the data in this column.
Step
CLS = CLS ∪ ϕ(T );
Step 2.
T = σ(T );
Step 3. Every residual point x in the last set σ(T ) is marked as isolated points. If there are some classes in CLS whose number of points is less than 4, every point x in these classes will be marked as isolated points too. All isolated points are selected into setunCLS. Let Num denote the number of classes contained in CLS. The three outputs are CLS, unCLS, and Num.
III. APPLICATION OF SLC: CLASSIFYING MICROARRAY DATA OF AD AND PREDICTING SOME GENES ASSOCIATED WITH AD
A. Microarray Data of AD Has Local Clustering Feature
In this paper, the original microarray data is downloaded from GEO DataSets, NCBI [21] , which includes 22 283 genes. Four cases of control, incipient, moderate, and severe data are provided in the original microarray data. The authors of this paper collected nine control samples for each gene as a matrix with 22 283 lines and nine columns. In this matrix, each line vector is a 9-D vector. All line vectors form a training set, denoted by T ctrl . Seven samples of incipient for each gene are selected to form a 7-D vector, and 22 283 vectors form the training set T incip . Eight samples of moderate for each gene are selected to form an 8-D vector and training set T moder . Seven samples of severe for each are selected to form training set T Severe . The four training sets T ctrl , T incip , T moder , and T Severe have 22 283 vectors (i.e., 22 283 genes), respectively (see Fig. 3 ).
To find the feature of training set T incip , the LBG algorithm is applied to the training set T incip , and ten classes are generated. The data distribution of set T incip is shown in Fig. 4 . It indicates that the AD microarray data have a local clustering feature. Therefore, the SLC algorithm presented in this paper can be Fig. 4 . Microarray data of AD hide local clustering feature. All data comes from GEO DataSets, NCBI [21] . They are incipient data and comprise training set T in cip . They are also original data that are not log-transformed. All data in training set T in cip are grouped by the LBG algorithm, and ten classes are generated. To visually show a vector, its components are used to fit curve, and the Y axis of this figure represents the gene expression data. If a set is compact, all curves will be close to each other and their values at Y axis focus in a small interval. In this figure, four classes cluster locally in the interval [0, 12 067], while another four classes cluster locally in the different interval [12 067, 36 202] . Two intervals separate clearly, just like the data distribution of Fig. 1 . That is, training set T in cip has a local clustering feature. In addition, some classes are compact, while some other classes are incompact. The other training sets T ctrl , T m o der , and T S evere have the local clustering feature were also subjected to the same test method. To make every class compact, the SLC algorithm presented in this paper will be applied to process AD microarray data.
applied to group AD data and to generate compact classes or isolated points. Fig. 4 shows that AD data has a local clustering feature with which the SLC algorithm fits for its processing. The data in training set T ctrl is log-transformed, and the mean of each vector is subtracted in this section. The LBG algorithm is applied to the cluster data, and ten classes are generated. At the same time, the SLC algorithm is applied to process the same data, and the initial number of classes is ten. Parts of the result of the clustering are shown in Fig. 5 .
B. Clustering of AD Data Generated by SLC
The SLC makes all classes compact. Similar genes cluster together. Clearly Fig. 5 shows that the clustering quality of SLC is better than that of the LBG algorithm. The authors come to the same conclusion from the other training sets T incip , T moder , and T Severe .
C. Apply SLC to Predict Genes Associated With AD 1) Variation of Gene Expression Values will Cause the Variation of Its Position at Clustering and Possibly Become an Isolated Point:
If a gene is controllable, it will cluster with other similar genes and belong to a class of training set T ctrl , where T ctrl is comprised by control data. When the expression values of this gene suddenly change, they will not cluster with the previous other genes and possibly may become an isolated point. That is, this gene will possibly become an isolated point in other training set T incip , T moder , or T Severe . The gene with the obvious variation of position is a potential gene that is possibly That is, the clustering quality will be better if the color is more regular. Clearly, the clustering quality of SLC is better than LBG. (Note: The display software is Treeview downloaded from Eisen Lab http://rana.lbl.gov/EisenSoftware.htm. The data processed by the two algorithms is log-transformed data, and the mean value of every column is subtracted from the data in this column, see Fig. 3 ). associated with AD. It can be detected by its obvious variation of position.
The following fact found by the authors of this paper supports the opinion about the obvious variation of the position.
Ten initial codevectors are selected randomly. Let SLC act on training set T ctrl . The gene chromogranin B (secretogranin 1) is classified in a compact class that contains 2127 genes (see Fig. 6 ). The middle part in Fig. 6 shows that these 2127 similar genes cluster together and are similar to gene chromogranin B (secretogranin 1). Then, the authors let SLC act on training set T Severe . Gene chromogranin B (secretogranin 1) does not cluster with the previous genes; it becomes an isolated point (see Fig. 6 ). Fig. 6 demonstrates the obvious variation of the position of the gene expression values that are used to find genes possibly associated with AD.
2) Apply SLC to Predict the Genes that are Associated With AD: According to the opinion about the variation of the position presented in the above section, the author proposed the following simple prediction method.
First, let SLC act on the training set T ctrl . Then let SLC act on T incip , T moder , and T Severe , respectively. If there is a gene A that is classified in a compact class in T ctrl , and it becomes an isolated point in T incip , T moder , or T Severe , gene A will be possibly associated with AD.
To predict genes, 512 initial code vectors (i.e., the seeds of classes) are randomly selected from the training set. The SLC is executed 16 times. Table I lists part of the predicted genes, and the explanation of biology of these genes is listed in Table II. According to Tables I and II, most of the predicted genes are associated with AD (The genes marked by " * " in Table I are associated with AD according to biology). In addition, because the initial seeds of all classes are randomly selected, the correctness of prediction and the repeating time of the same gene are affected. As part of their future work, the authors aim to improve the repeating time.
3) Comparison Between SLC and LBG Algorithm: The SLC not only has the function to predict genes, but also has many advantages compared with the LBG algorithm (the LBG cannot predict genes because it cannot extract the loose genes in the classes.). The comparison of the performance of the SLC and LBG is listed in Table III . The SLC clearly has some advantages. 
IV. CONCLUSION
Clustering is the classification of objects into different classes so that the data in the same class (ideally) shares some common traits. Data clustering is used in many fields, such as image analysis and bioinformatics. The local clustering feature is the phenomenon that, one group of data is evidently separated from another group of data, and that the data in these two groups cluster locally and separately (see Fig. 1 ). All class sequences are convergent locally under an ideal condition. The clustering algorithm of the SLC is presented in this paper, and it fits the processing of the microarray data of genes. The compact class is the class in which all elements tightly cluster in a small area. The basic idea of the SLC is that, by removing convergent compact classes as soon as possible, isolated points are left. Compact classes make similar genes cluster tightly together, and the genes with variations in the position of their expression values are related to isolated points. If a gene belongs to a class in the control data and becomes an isolated point in the incipient, moderate, or severe data, this gene is possibly associated with some disease (see Fig. 6 ). Applying the SLC, some genes associated with AD are predicted, and the genes marked by " * " in Table I are associated with AD according to biology. The advantages of the SLC are listed in Table III . Noteworthy, is that, unlike many other clustering algorithms, the SLC algorithm can identify disease-associated genes.
