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We have generalized the Nanbu collision algorithm to accommodate arbitrary collision rates,
enabling accurate kinetic modeling of short range particle interactions in non-Spitzer systems. With
this extension, we explore the effect of different collision models on the simulation of how ultra-
intense lasers first begin to heat a target. The effect of collisions on plasma evolution is crucial for
treating particle slowing, energy transport, and thermalization. The widely used Nanbu collision
algorithm provides a fast and computationally efficient method to include the effects of collisions
between charged particles in kinetic simulations without requiring that the particles already be in
local thermal equilibrium. However, it is “hardwired” to use Spitzer collision rates appropriate
for hot, relatively dilute plasmas. This restriction prevents the Nanbu collision algorithm from
accurately describing the initial heating of a cold target, a key problem for the study of laser
damage or the generation of the warm dense matter state. We describe our approach for modifying
the Nanbu collision algorithm and demonstrate the improved accuracy for copper targets.
INTRODUCTION
Ultra-intense laser excitation of cold, solid density tar-
gets drives rapid heating and highly non-equilibrium dis-
tributions of electrons in a process that is still not well
understood. Elucidating these dynamics is a crucial step
for the study of laser generated warm dense matter and
laser induced surface modification and damage [1–6]. In
particular, a better understanding is important for opti-
mizing applications of ultrashort (sub-ps), ultra-intense
(> 1012 W/cm2) laser driven surface modification which
includes laser surgery, laser machining and characteriza-
tion, creation of hydrophobic surfaces, solar cell enhance-
ment and many others [7–13]. For laser pulses achiev-
ing relativistic intensities (approximately 1018 W/cm2
for near-infrared lasers), this physics is germane as well
since the initial heating that occurs on the leading edge of
the laser pulse at much lower intensities determines the
nature of the surface once the peak of the pulse arrives.
Despite the wide-ranging importance of laser heating of
cold targets, it remains an open theoretical problem and
computational methods are widely used. An important
approach to modeling in this regime is the kinetic simu-
lation, such as the particle in cell (PIC) method, because
non-thermal electron distributions can dominate the evo-
lution of the target. Within these simulations the ran-
domization of motion due to collisions must be accounted
for since they determine the energy transport and even-
tual thermalization.
An important class of collisions is that between two
charged particles where long range potentials drive scat-
tering processes that are not well described as point-like
interactions. The prevalence of plasmas where these colli-
sions dominate has prompted the development of a multi-
tude of schemes for the numerical simulation of collisional
plasma behavior, for example, those that operate at the
level of the particle distribution function and those that
operate at the discrete particle level. A collision mecha-
nism is usually parameterized using the temperature and
density dependent collision rate, however this is most
naturally applied in equations of motion for the distri-
bution function. In collisions between two particles there
is no rate as such; instead, the rate characterizes time or
ensemble averages. The Binary Collision Model (BCM),
a Monte Carlo method pioneered by Takizuka and Abe
[14] and improved upon by Nanbu[15], connects the scat-
tering rate for Spitzer collisions [16] to the distribution of
scattering angles that would be observed for an ensemble
of particle-pairs. Takizuka and Abe introduced an effi-
cient algorithm for sampling this distribution and modi-
fying the particle trajectories accordingly and Nanbu was
able to relax the constraint of resolving the collision rate
by treating the effect of a large number of small-angle
collisions. One powerful advantage of the BCM is its
ability to treat non-thermal distributions - a necessary
capability for modeling ultra-intense laser-plasma inter-
actions. Although identification of a temperature scale
for the background particles is needed to establish the
collision rate, the BCM does not explicitly require the
scattering particles to conform to any particular distri-
bution. However, the “hardwiring” of the BCM to the
Spitzer collision rate means the BCM cannot be used for
realistic modeling of the initial heating of a target by
an ultrashort, ultra-intense laser. The Spitzer rate di-
verges for low temperatures, causing the dephasing and
randomization of motion of the heated electrons to be
greatly exaggerated. This in turn results in inaccurate
modeling of key parameters such as the reflectivity and
skin depth which determine the amount and physical ex-
tent of the heating. Once the target becomes sufficiently
hot, T = 10 eV or more, this error becomes small, but
this may not occur until the end of the pulse if at all for
the pulse parameters used for laser surface modification
experiments. For pulses achieving relativistic intensities,
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2it is still an open question how important the initial heat-
ing during the leading edge of the pulse is. Recent results
studying laser driven ion acceleration suggest it can play
a key role, for example [17]. Thus, a general approach is
required that can accurately treat non-thermal particle
distributions with non-Spitzer collision rates. We show
that the BCM can be readily generalized to provide just
this approach. We demonstrate its application to the ul-
trafast, ultra-intense heating of a copper target modeled
using the PIC code LSP [18], comparing the results for
different choices of collision rate and collision algorithm.
In particular, we examine the effect on the resulting elec-
tron distribution and the treatment of diffusive and bal-
listic motion of the heated electrons.
THEORY
The collisionality of a system is typically characterized
by a collision frequency ν‖ defined by the formula dvdt =
ν‖v that indicates the rate at which a particle’s velocity
v is attenuated. However, collisional behavior can be
equally well described by an angular deflection frequency
defined as dχ
2
dt = ν⊥χ
2, where χ2 is the squared angular
deviation from the initial trajectory. Under the condition
that consecutive collisions are uncorrelated, one can show
ν⊥ = 2ν‖[19], providing a connection between processes
involving frictional slowing and angular diffusion. With
this, we can deduce
〈θ2〉
2
= ν‖δt, (1)
where θ is the deflection induced by a single collision and
δt is the time during which the deflection occurs. The
average 〈〉 is taken over time, or, equivalently for ergodic
systems, the velocity distribution of the particles.
While the average angular diffusion obeys this equa-
tion, any particular collision between two particles will be
determined by the velocity difference and impact param-
eter. The second of these quantities may be integrated
out to yield a velocity dependent scattering parameter
s (| v1 − v2 |) = s (u) = θ2/2. This parameter deter-
mines how the average angular deflection per unit time
depends on the relative speed of the colliding particles.
Once the general form of s is known, the BCM proce-
dure can be applied. Briefly, the set of colliding particles
is randomized and divided into pairs such that each par-
ticle only collides with its partner. The relative speeds of
each pair of particles is used to determine s, from which
the scattering angle can be found via the formalism de-
veloped by Nanbu. By applying the scattering angle to
the relative velocity of the particles, they experience an
energy and momentum conserving collision.
We now consider the case of an arbitrary distribution of
heated particles scattering against a thermal background
characterized by a rate ν‖ which need not be Spitzer. If
we average s over the background distribution, we obtain
the equation
〈s (u)〉 = ν‖δt. (2)
For a Maxwell-Boltzmann distribution this may be writ-
ten as
〈s (u)〉 =
(
mα
2pikBTα
)3/2(
mβ
2pikBTβ
)3/2
×
∫
d3vα
∫
d3vβe
− mαv
2
α
2kBTα e
− mβv
2
β
2kBTβ s (| vα − vβ |)
=
4√
pi
∫ ∞
0
dx e−x
2
x2 s (κx) = ν‖δt, (3)
where
κ =
√
2kB
(
Tα
mα
+
Tβ
mβ
)
, (4)
kB is Boltzmann’s constant, β and α denote, respectively,
the deflected and background particle, and T and m are
the temperatures and masses of the corresponding parti-
cles.
The goal is then to find the form of the relative veloc-
ity dependent scattering parameter s such that individual
collisions are accurately modeled and Eq. 3 is satisfied.
We now present a procedure for doing this by a straight-
forward modification of the result for Spitzer collisions.
For that case, s may be written as
s =
ln Λ
4pi
(
qαqβ
0mα
)2
1
u3
nαδt, (5)
where ln Λ is the Coulomb logarithm, q represents charge
and n represents number density. For energetic particles
undergoing glancing, low angle collisions, this equation
is valid. However, the divergence at zero velocity and
consequent divergence of the integral in Eq. 3 invali-
dates the definition of a collision rate, so s must first be
modified appropriately. A reasonable approximation is to
model the scattering as isotropic below a velocity cutoff
u0, which corresponds to a modified scattering parameter
s (u) =
Σ
4pi
(
qαqβ
0mα
)2
nα
u30
g (u) δt, (6)
where g (u) is
g (u) =
[
Θ (u− u0)
(u0
u
)3
+ Θ (u0 − u)
(
u
u0
)]
, (7)
and Θ is the Heaviside-theta function. To generalize the
result for non-Spitzer collision models, we have replaced
the usual Coulomb logarithm with Σ to serve as a gener-
alized scaling parameter which must be chosen to satisfy
Eq. 3. The velocity cutoff u0 is chosen to be that at
3which a glancing collision at average interparticle dis-
tance yields a 45◦ deflection:
u0 =
e√
2pi0µ
n1/6α , (8)
where µ is the reduced mass. This leads us to a scaling
parameter of
Σ =
√
2
pi
1
〈g (u)〉
ν‖
ωp
, (9)
where the expectation value of the scattering function
g (u) can be found to be
〈g (u)〉 = 2√
piχ
[(
1 + χ4Γ
(
0, χ2
))− e−χ2 (1 + χ2)] .
Here χ = u0
√
m/kBT/2 and Γ is the incomplete gamma
function.
To summarize, given a collision rate ν‖, the general-
ized scaling parameter Σ is found from Eq. 9 and the
scattering parameter s from Eq. 6. The BCM can then
be implemented in the usual way. It should be noted
that this form of 〈g (u)〉 is dependent upon the choice
of s, and may need to be modified appropriately if in-
dividual collisions are not properly described by Eq. 7.
Also, although sensitivity to time step has been assessed
for standard Nanbu collisions [20], any custom collision
rates may have an impact on the numerical convergence
and should be independently tested.
VALIDITY AND ACCURACY OF THE METHOD
The purpose of our modification to the Nanbu colli-
sion algorithm is to allow for the accurate modeling of
properties like skin depth and absorption which will vary
rapidly as a function of space and time during ultrafast,
ultra-intense laser heating. This requires the use of col-
lision rates appropriate for initially cold, dense targets
that undergo non-thermal heating with steep tempera-
ture and density gradients present for at least part of the
heating process. With this in mind, we perform two dif-
ferent checks of our approach and provide an illustration
of the resulting nonthermal behavior using a test system
of a thin copper target. Accordingly, this section covers:
1. A test of the satisfaction of Eq. 1.
2. A test of the agreement of the simulated low flu-
ence, room temperature absorption with a theoret-
ical estimate.
3. An examination of the prevalence of nonthermal
behavior in the high fluence regime.
As a replacement for Spitzer rates, which are clearly
invalid in this regime, we first select more appropriate
FIG. 1. Shown are the Colombier electron-electron collision
rates for solid copper (blue line) and those which were found
from the simulation (red dots). The standard deviation for
each data point is less than the size of the dots.
electron-ion and electron-electron collision rates. The
LMD model [21, 22] describes electron-ion collisions
across a wide range of temperatures and densities and is
well established for particle based simulations. Electron-
electron collisions are well understood in metals at high
and low temperatures, as these correspond to the Spitzer
and solid-state regimes. The lack of theory concerning
the intermediate regime prompted Colombier et. al [23]
to approximate the associated collision rates with a cubic
spline, which is what we use for our simulation of cop-
per. These electron-electron and electron-ion rates will
collectively be referred to as copper rates. Finally, in this
section, we also compare the BCM to the Jones model
[24], which is a grid based model that assumes that each
species conforms to a Maxwell-Boltzmann distribution.
All simulations were performed using the PIC code LSP
[18] in 2D3V geometry. LSP incorporates both the BCM
and Jones models and was modified to use the scheme
introduced in this work.
Adherence to Specified Scattering Rate
Using our modified BCM approach, the validity of Eq.
1 was checked for electron-electron collisions with the
Colombier rates by initializing a solid density (8.5×1022
cm−3), singly ionized copper block to a homogeneous
temperature and sampling the angular deflection under-
gone by the electrons in it during 20,000 collisions. In
this simulation the cell size was 3.25 nm × 3.25 nm
with 900 electrons in each cell and with a time step of
τ = 4.6 × 10−18. The ions were approximated by a ho-
mogeneous positive background. Shown in Fig. 1 are
the theoretical collision rates for a range of temperatures
and the collision rates reproduced by the simulation. The
excellent agreement shows that at the most basic level,
binary collisions do reproduce the desired collision rate.
4Absorptivities for Various Models and Rates
e-e rates/model e-i rates/model absorption %
Capped Spitzer/Binary Capped Spitzer/Binary 89.6
Colombier/Jones LMD/Jones 3.3
Colombier/Binary LMD/Binary 2.1
Drude-Lorentz Prediction 1.7
TABLE I. The following absorptions were calculated using
the rates and models labeled. The capped Spitzer rates were
restricted to frequencies ν < νcap = 10
17Hz.
Cold target absorption
We test the absorption of a room temperature cop-
per block by subjecting it to a low-intensity beam. The
dynamics in this scenario are well described by the Fres-
nel equations from linear optics, where the absorption at
normal incidence from vacuum to a material of refractive
index n is
A = 1−
∣∣∣∣1− n1 + n
∣∣∣∣2 . (10)
Moreover, for a specified collision rate, Drude[25] the-
ory dictates that the index of refraction is
n =
(
1− ω
2
p
ω2 + iων‖
)1/2
, (11)
where ω is the frequency of incident light and ωp is the
plasma frequency. The combination of these two the-
ories adequately describes the situation in which ions
and electrons are represented by appropriately charged
monopoles, and is therefore used as a benchmark for the
absorptivities produced via simulation. Those absorptiv-
ities listed in Table I from simulation results correspond
to 800 nm light in the form of a Gaussian beam focused
to the surface with intensity full width half maximum
(FWHM) pulse length 50 fs, intensity FWHM spot size
0.59 µm, and peak fluence 1.66 mJ/cm2. The cell reso-
lution was 5 nm in the longitudinal direction and 10 nm
in the transverse. By recording the net Poynting flux
into and out of the simulation, the absorbed light was
calculated.
Without the ability to insert the correct collision rates
into the BCM, the absorption can only be determined via
Spitzer physics. For a solid target at room temperature
this presents multiple issues. Strictly speaking, Spitzer
rates are undefined in this regime due to the Coulomb
logarithm ln Λ being negative. While setting a minimum
ln Λ fixes this problem, the resulting collision time is sev-
eral orders of magnitude lower than the maximum time
step imposed by the Courant limit and the necessary spa-
tial resolution, leading to collisions that cannot be cal-
culated in a numerically converged way in a reasonable
amount of time. For this reason we calculated a lower
bound on the absorption resulting from Spitzer collisions
by setting ln Λ = 2 and capping the collision frequency
at νcap = 10
17Hz, which approached the highest numeri-
cally converged frequency accessible with our simulation
parameters. Even with these modifications in place, the
simulated absorption exceeded the theoretical prediction
by over an order of magnitude.
The utilization of the Jones model and inclusion of the
copper rates provided a reasonable answer differing by
a factor of two from theory but still overestimated the
absorption by excessively increasing the temperature of
the electrons. The closest match to the Drude-Lorentz
prediction was produced by modeling the collisionality
with copper rates and binary collisions, giving an error of
only 24%, significantly better than the other approaches.
Nonthermal behavior
While reproducing the appropriate absorption is nec-
essary for accurately modeling the laser-induced heating
of a target, a key advantage of using particle based col-
lisions is the ability to resolve single particle effects not
described by a thermal distribution. The prominence of
these effects was tested by simulating the laser heating
induced by a single 40 fs FWHM, 780 nm wavelength
pulse with a spotsize of 0.59 µm FWHM and intensity of
1017 W/cm2 at normal incidence on a 1 µm thick copper
block. The simulation was run with a cell resolution of
1/128 µm in the longitudinal direction, 1/64 µm in the
transverse direction and a time step of τ = 7 × 10−18s.
In each cell the number of electron macroparticles was
3600 and the number of ion macroparticles was 900. Al-
though the laser intensity used was sufficient to induce
ionization, the generation of additional electrons and ion
species was suppressed so as not to obfuscate the effects of
the collisionality. Three different permutations of models
and rates were analyzed: binary collisions with uncapped
Spitzer rates and copper rates and Jones collisions with
copper rates.
The electron temperature after the laser has hit the
target and left the grid is shown in Fig. 2 for the cases de-
scribed above. Fig. 2(a-c) shows the spatial temperature
distribution in which clear differences in the temperature
and shape of the heated area are visible. Even though the
copper rates approach Spitzer rates as the temperature
increases, Fig. 2(a) shows that using Spitzer rates for the
entirety of the simulation leads to a dramatic increase
in heating, consistent with the absorption calculated in
Table I. The choice of copper rates but with different
collision models as in Fig. 2(b-c) produces heating pro-
files with similar temperatures but significantly different
heating profile shapes. Jones collisions suppress ballis-
tic electrons, producing a hemispherical heating pattern
that expands in an essentially isotropic manner, while bi-
5FIG. 2. Electron temperature after the laser has left the grid
for the indicated combinations of collision algorithm and col-
lision rate. (a-c) 2D spatial distributions shown using a log
color scale. The laser enters the simulation from the left, hit-
ting the target surface along x = 0. (d) Electron temperature
along the line z = 0. The differences in collision model and
rate result in differing heating patterns. Note the diffuse elec-
tron population outside the target at this time due to the
pressure inside the target and ballistic motion.
FIG. 3. Longitudinal electron velocity distributions near the
time of peak excitation (red) and Gaussian fit (blue). Copper
rates were applied using (a) the Jones algorithm and (b) the
modified binary collisions algorithm. Binary collisions show
stronger non-thermal behavior in the form of increased skew-
ness. The distributions were calculated by grouping electron
macroparticles from the region defined by 60 nm < x < 70 nm
and −10 nm < z < 10 nm at three quarters of the way
through the laser pulse. The Gaussian fits were found based
on the standard deviations and means of those data sets. In
order to remove the effect of temperature difference from the
visual comparison of the plots, the choice of horizontal and
vertical extent was scaled to the corresponding Gaussian fit.
nary collisions more accurately simulate individual elec-
tron dynamics and create a heating pattern that more
closely mirrors the spatial variation of the laser intensity.
Additionally, binary collisions generate a trail of energy
deposition leading to the back of the target. The Jones
model inhibits this feature by virtue of not being able to
describe a small collection of energetic particles moving
through an otherwise cool background. Specifically, if a
single hot electron at temperature Te is moving through
a background of cold ions at temperature Ti, the result-
ing velocity damping of the electron will be reduced by a
factor of ((Te/Ti) +Ne), where Ne is the number of elec-
trons in the cell through which the ballistic is traveling.
This induces multiple effects; the deposition of energy
into the front, center, and back of the target will be al-
6tered along with the collisionality in that region, and suf-
ficiently energetic electrons can incite impact ionization
in regions beyond their maximum penetration depth.
The differences in heating can be seen more quantita-
tively by observing a cut along the center of the material
as in Fig. 2(d). When using Spitzer collisions the peak
temperature differs by as much as a factor of four and
the total absorbed energy by a factor of five. Not only
is this in itself a significant deviation, but it results in a
collision rate varying by nearly an order of magnitude, a
difference that will impact further heating in simulations
where the peak of the laser has yet to reach the material.
Finally, we note that the ion temperature is little
changed at the time shown in the figure and electron-ion
equilibration will not be achieved under these conditions
for 10s of ps. The energy available for surface modifi-
cation and damage is almost entirely contained in the
electronic system at this time, and its scale and spatial
extent will determine the evolution of the target.
Additional insight can be gained from the distribution
of electron velocities in the laser propagation direction
(x) shown in Fig. 3. We see that when compared to the
histogram produced by binary collisions, Jones collisions
dampen the velocities of particles propagating parallel to
the laser. While this does not completely eliminate the
skew of the distribution, it forces the particle velocities to
conform unrealistically closely to a Gaussian and thereby
decreases the weight of the tail. This variation in par-
ticle distribution between models drives the macroscopic
properties of the system and eventually culminates in the
heating pattern differences previously discussed.
CONCLUSION
The particle based binary algorithm’s ability to cap-
ture behavior not well described by a thermal distribu-
tion and a distribution based algorithm’s ability to read-
ily use a variety of different collision rates are combined
in this modification of Nanbu’s cumulative collision the-
ory. With it, one can model collisional behavior over a far
wider range than pure distributional or standard binary
collisions can independently, making it ideal for situa-
tions where the collisional behavior of a system changes
dynamically over time and is not properly described by
either model. Such scenarios include the interaction be-
tween materials and laser pulses with rapidly increasingly
intensity, as well as situations where nonthermal behavior
like ballistic electrons lead to back-of-the-target heating
and impact ionization. We have shown that this modifi-
cation of Nanbu collisions is consistent with linear optics
by modeling the absorption at low fluences and compar-
ing it to that which is predicted by Drude theory. In ad-
dition, we show that higher fluences trigger non-thermal
behavior and ballistic electrons not seen with a distri-
butional collision model. Because of its ability to model
the production and propagation of energetic particles,
our algorithm can improve the modeling of laser heating
for damage and surface modification studies. Finally, the
algorithm described here is readily implemented in codes
already using the Nanbu algorithm.
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