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1. PROBLEM FORMULATION 
We investigate the computational complexity for various continuous 
problems when random methods are permitted. Although there are many 
papers dealing with random methods for solving continuous problems 
(see e.g., Halton (1970), Granovskii and Ermakov (1977), Novak (1987), 
and the papers cited therein), little is known about the computational 
complexity of these problems in a model of computation where random- 
ness is permitted. For many problems we know upper bounds on the 
complexity, but sharp lower bounds are known for only a few, e.g., 
optimization problems (see Nemirovsky and Yudin, 1983). 
There are papers analyzing optimal methods from a restricted class of 
random methods assuming the number of evaluations to be fixed a priori. 
To see that such an assumption might be restrictive we now discuss the 
following widely studied integration problem for which a sharp complex- 
ity lower bound remains unknown. 
Suppose that one is seeking an approximation to 
for any function f, f: [O, lid --, LR, whose derivatives (up to order r) are 
uniformly bounded in the sup-norm. Without loss of generality we can 
assume the bound is unity. The class of all such functions is denoted by F. 
Here r 2 0 denotes regularity of the integrandsf, and d 2 1 denotes the 
number of variables in J In the worst case setting with deterministic 
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methods, this problem is intractable for d 9 r, since to get an approxima- 
tion with the error not exceeding E, O(E-~‘~) function values would be 
necessary. On the other hand, the classical Monte Carlo method, 
with uniformly distributed ti, 
approximates S(f) for anyfE F with expected error proportional to n-l’*. 
Therefore it is possible to get an approximation, with expected error not 
greater than E, using only @(em*) function values. This means that the 
Monte Carlo method is more efficient than any deterministic method 
whenever d > 2r. For regular functions (r 2 1) there are even more 
efficient random methods than Monte Carlo. Bakhvalov (1959) proposed a 
random method with expected error proportional to K(~+*~)~~~), n being 
the number of function values used. (Haber (1969) proposed another 
method with the same error, which also enjoys important practical prop- 
erties.) Bakhvalov also proved that, modulo a multiplicative constant, his 
method is optimal among all random methods that use n function evalua- 
tions. 
We stress that the last result was proved for afixed number of evalua- 
tions. This is a typical assumption made in many papers; see, e.g., Halton 
(1970), Granovskii and Ermakov (1977), Novak (1987), and papers cited 
therein. Furthermore, the proof techniques presented there depend very 
heavily on that assumption, and unfortunately they do not carry over to 
the general case with the number of evaluations chosen randomly. To see 
that this assumption might be quite restrictive, consider the following 
random method, which is due to Bakhvalov (1961). For a given integer n, 
choose k E {n + 1, . . . , 2n) with equal probability, and take 
k-l xf=, f(ilk) as the approximation. On the average, this method uses 
(3n + I)/2 function values. For any periodic scalar (d = 1) function from 
F, its expected error equals O(n- (2r+1)‘2). On the other hand, the error of 
the Monte Carlo method is still proportional to n-1’2 for periodic functions 
from F. This shows the superiority of the above method, though it uses 
deterministically chosen points with randomness occurring only in the 
selection of the number of function evaluations. 
In this paper we study the computational complexity with random 
methods allowing the functional evaluations and the number of such eval- 
uations to be chosen randomly with an arbitrary distribution. More pre- 
cisely, suppose one wants to approximate S(f) for any f E F. Here 
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is a given solution operator, F is a class of problem instances, and G is a 
normed linear space containing the solutions, S(F) C G. 
An approximation to S(f) is constructed based on computed informa- 
tion N(f) about f, which consists of a number of functional evaluations 
Ldf). The functionals Li are from a given class A of permissible function- 
als, and they can be chosen adaptively (depending onf), and randomly 
(according to an arbitrary probability distribution). Also the number, 
n(f), of evaluations is chosen adaptively and randomly. Knowing N(f) 
we construct the approximation to S(f) by A(N(f)), where A is a map- 
ping, A: %I” + G, also chosen randomly. For obvious reasons, such 
methods are called random. If both N and A are chosen deterministically 
then we say that the corresponding method is deterministic. In Section 2 
we define these concepts in a rigorous way; we also define the cost and 
complexity. Roughly speaking, the complexity (or e-complexity) of a 
problem, denoted by compmn(&), is the minimal cost of a random method 
which solves the problem with error not exceeding the preassigned accu- 
racy E. 
The goal of this paper is to estimate compran(&) for various problems. 
We now state the main results of the paper. For proofs we refer to the 
following sections. We begin with an 
Integration Problem 
Let S(f) = Jof(t)dt and F = {j D + 8 :fcr) is continuous and jf@)llsup 
5 l} with D = [O, I]“. In Section 3 we prove that if d = I (r is arbitrary) or 
r = 0 (d is arbitrary) then 
Compmfl(E) = fi(E-2di(2r+d)+8) t/6 > 0. (1.1) 
As already mentioned, Bakhvalov (1959) proved that 
Thus, modulo 6, we have a sharp lower bound for functions which are 
either scalar or only continuous. In particular, this means that both 
Bakhvalov’s and Haber’s methods are almost optimal. 
In Section 4.2 we prove that for r 1 1 and d 2 2, 
compran(&) = fl(~-~‘(r+~)). (1.2) 
We think that this bound is not sharp and that the “true” lower bound is 
proportional to &-2d’(2r+d). If this is the case, Bakhvalov’s and Haber’s 
methods are almost optimal for all r and d.’ 
I Note added in the proof. Recently Novak (1987a) proved that camp”“(s) = @(E-*~‘(~+~)). 
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Function Approximation and Some Other Problems 
In Section 4 we study general solution operators with the set F defined 
as above and with A consisting of function and partial derivative evalua- 
tions. In particular we study the following problems: 
(1) approximation, i.e., S(f) = fwith G equipped with the sup-norm; 
(2) maximum, i.e., S(f) = maxIf( 
(3) extremal point, i.e., S(f) E arg max,f(x>; 
(4) function inverse, i.e., S(f) = f-’ assuming in addition that f is 
one-to-one withf([O, IId) = [0, lid; 
(5) topological degree, i.e., S(f) = deg(f) assuming that r = 0 andf: 
[0, lid --f !Xd satisfies some additional conditions including a Lipschitz 
condition. 
We obtain the lower bounds 
compran(s) = a(&-a) 
with 
for problems (1) and (2), 
for problem (3) if E < 4, 
for problem (4). 
We study problem (5) with E = 0 and we prove that 
compran(0) = fi(dPd-l), 
where the constant P > 1 depends on the class of functions. 
Since deterministic methods can be viewed as random methods, well- 
known results on deterministic methods (as a matter of fact, the result for 
problem (2) can be found in Nemirovsky and Yudin, 1983) enable us to 
conclude that these bounds are sharp and are achieved by deterministic 
methods. This means, in particular, that randomization does not help for 
the problems (l)-(5). 
Linear Problems with Unrestricted Linear Information 
The above results dealt with the class A restricted to function and/or 
partial derivative evaluations only. In Section 5 we study more general 
classes A. To indicate which class of permissible functionals is used we 
shall write comp”(s, A) instead of camp’““(s). We shall also use 
compdet(E, A) to denote the minimal cost of deterministic methods. Obvi- 
ously, 
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cornpraY&, A) 5 compdet(&, A), 
com@(E, A,) 5 comp”(s, h2) for x = det, ran and A2 c A,. 
We will prove the following result: 
Let S: F C F, + G be linear. Here F is a ball and F,,G are separable 
Hilbert spaces. If A = F F, i.e., any continuous linear functional is permis- 
sible, then randomization does not help. That is, 
comp”“(E, FF) = R(compdet(e, F:)~(E)) (1.3) 
for any function 6 such that 8(e) L 0 as E + 0. 
We now elaborate on this result. It states that comp”“(E, Fr) is essen- 
tially the same as compdet(&, F?). It is known (see Kacewicz and 
Wasilkowski, 1986) that compdet(&, FT) = compdet(e, AC), where AC is the 
class of all continuous (in general nonlinear) functionals. This means that, 
for deterministic methods, F: is already as powerful as the extremely 
large class A”, and perhaps that is why randomization does not help. 
Certainly, (1.3) yields a complexity lower bound for restricted classes 
A C FT, 
compran(e, A) = R(compdet(&, F?)~(E)). 
This bound is sharp (modulo 6) if, for instance, 
compdet(e, FT) = O(compdet(&, A)). 
In this case, compdet(&, A), compran(e, A), compdet(e, Ff), and compran(e, 
Ff) are all the same modulo 8(e). To illustrate this, let S and A be as in 
the function approximation problem with F a ball in a Sobolev space 
W$([O, 11“) and G = X2[0, I]“). It is known that 
compdet(&, FF = O(compdet(e, A)) = @(e-d/r). 
Hence randomization does not help essentially even if all continuous 
linear functionals are permissible. 
2. BASIC DEFINITIONS 
The goal is to approximate S(f) for any f E F. Here 
S:F+G 
is a given solution operator, F is a class of problem instances, and G is a 
normed linear space containing the solutions, S(F) c G. 
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As stated in Section 1, a method for approximating S(f) consists of 
gathering information about f and then of combining it. We now give a 
precise definition of a method starting with a deterministic method, where 
both information N(f) aboutfand the way it is combined are determinis- 
tic. More precisely 
l Information N(f) is supplied by n(f) functional evaluations (oracle 
calls), each of them chosen from a class of permissible information func- 
tionals. That is, given a class A of functionals L: F+ 8, the first evalua- 
tion yi = y,(f) = L,(f) is performed with L1 E A. On the basis of yi we 
decide if another evaluation is needed. The decision is made via a termi- 
nation function terl: 8 + (0, 1). If teri(yi) = 0 then we terminate the 
information evaluation, N(f) = y1 and n(f) = 1. If teri(y,) = 1 then we 
proceed to another step. At the ith step, on the basis of the computed 
Yl,. f *, yi- 1) we choose the next functional Li = Li(* ; ~1, . . . , yi- 1) E A, 
compute yi = y,(f) = Li(f; yl, . . . , yi-I), and decide whether to 
terminate. Let teri: $J? -+ (0, l} be the ith step termination function. If 
terih, . . . , yi) = 0 then we terminate the information computation with 
N(f) = [yl, . . . , yi] and n(f) = i = min{k: terk(yi, . . . , yk) = 0). 
Otherwise, if teri(yl, . . . , yi) = 1, we proceed to the (i + 1)st step, and 
the process is repeated. We stress that although each evaluation as well as 
the number n(f) may vary withf, both N and n are deterministic opera- 
tors. Because of adaptive selection of evaluations, such information is 
called adaptive. If n(m) = n is fixed and all evaluations L,, . . . , L, are 
fixed a priori then N is called nonadaptive. 
l The approximation U(f) to S(f) is constructed on the basis of the 
computed N(f), i.e., 
U(f) = NW)), 
where A, called an algorithm, is a (deterministic) mapping A: N(F) + G. 
l By a deterministic method we mean a pair U = (A, N) with A and N 
defined as above. 
We now discuss random methods, where both the information N and 
the algorithm A may be chosen randomly. Formally, 
l Information about f consists of a number of functional evaluations, 
the ith one depending on previously computed values (as for the deter- 
ministic case) but also on a number Ii E 8 chosen randomly with 
some probability distribution pi. This distribution may depend on pre- 
viously computed values yl, . . . , yi-1 as well as on previously selected 
to, t1, . . . 5 ti. Hence in the 0th step we randomly select to and decide if 
any evaluation is needed by computing tero(to). In the 1st step we choose 
L,(*; to) E A, compute yl = yi(f, to) = L,(f; to), randomly select tl, and 
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decide whether to terminate by evaluating teri(yi; to, ti). In the ith step we 
chooseLi(*;yi, . . . ,yi-i; to, . . . , ti-1) E A, compute y; = yi(f, to, . . . , 
ti = Mf; YI, * * * 9 Yi-1; to, * * . 7 ti-i), randomly select t;, and decide 
whether to terminate by evaluating terXy,, . . . , yi; to, . . . , tJ; and the 
process is repeated. 
l After computing the information, we choose an algorithm A,(*) = A(.; 
to,. . -, t,,(f)+,) by selecting another tnM)+,, and finally we approximate 
S(f) by the value of A,(N,(f)). Here for c = [to, rl , . . .I, n,(f) denotes 
the total number of evaluations, and N,(f) denotes the computed informa- 
tion [YI, . . . , ~,~(.f); 4. 
l By a random method we mean U = (A, N, p), where p is the sequence 
of probability measures pi, and A, N are random mappings with A, and N, 
denoting realizations of the random choices. Note that any deterministic 
method may be viewed as random, with the probability measures pi 
atomic, i.e., concentrated at one point. 
We illustrate the above definition by the integration problem discussed 
in Section 1. Thus, S(f) = JtO,ild f(x) dx and G = %. The class A of 
permissible functionals consists of function and/or partial derivative eval- 
uations . 
For the Monte Carlo method: 
-teri = 0 for i I IZ - 1, and ter, = 1. Hence teri is independent of t and 
of computed values, and n,(f) = n is fixed. 
--pi is the Lebesgue measure restricted to [0, lid. 
-Ufi YI, . . . 9 Yi-1; to, . . f ti) = L,(f; ti) = f(ti) and N,(f) = 
b%l>, . . * , f(t,); tl with t = [t,, . . . , t,]. 
-U(f) = AXyl, . . . y,J = (l/n) z=, yi. Note that A, is independent 
of t. 
The above definition of random methods is quite complicated and 
sometimes not convenient for analysis. Therefore we now present an- 
other, equivalent way of looking at random methods. Namely, suppose 
that instead of random selection per step, we perform it once at the 
beginning. Hence, we randomly select t, which is a member of some 
space T endowed with a probability measure p. Then, on the basis of the 
selected parameter t, we choose a deterministic method U, = (AI, NJ to 
compute an approximation to S(f). Such a method, denoted by U = (A, 
N, T, p), is said to be a mixed strategy due to the analogy with game 
theory. We know from Nemirovsky and Yudin (1983) that there exists a 
Polish space T such that the class of random methods coincides with the 
class of mixed strategy methods. In particular, we have the following 
duality: any random method U = (A, N, p) can be represented in a mixed 
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strategy form, i.e., U = (A’, N’, T, p’) for suitably chosen probability 
measure p’ . We shall use this duality quite extensively in the paper, 
representing U by (A, N, p) or by (A, N, T, p) interchangeably. 
To define complexity, we need the concepts of error and of cost. The 
error of a method U = (A, N, T, p) (in its mixed strategy form) is defined 
by 
and the cost by 
COSP”(U) = sup 
PF I 
T nr(f)p(dt). 
Suppose we are given an error demand E. By the e-complexity we mean 
camp”“(e) = inf{cosP”( U) : eran( U) I E}. 
Furthermore we say that U* = (A*, N*, T*, p*) is optimal iff 
eran(U*) I E and cosP( U*) = compran(&). 
Remark 2.1. In the definitions above we assume that the integrals 
exist for every fixedf. This means that we restrict a class of methods to 
those for which A.(N.(f)) and n.(f) are measurable for every f E F. 
However, replacing the above integrals by corresponding upper integrals 
one can define the cost and error for an arbitrary method. The proof 
techniques of this paper hold also for upper integrals. Hence the restric- 
tion to measurable methods is only for simplicity without causing any loss 
of generality. 
Remark 2.2 We stress that in the above definition of cost we disregard 
the cost of randomization and the cost of evaluating A. This is done to 
simplify the exposition. In fact, for all problems studied in this paper the 
computation of AF(y,, . . . , y,) requires at most 2n arithmetic opera- 
tions. Hence the cost of computing A* is negligible when compared to the 
cost of functional evaluations. 
We end this section by a few remarks. As stated in Section 1, 
compran(8) 5 compdet(e), VE, 
since the class of deterministic methods is a subclass of random methods. 
In particular, the cost of an arbitrary deterministic method with error not 
exceeding E yields an upper bound on compran(&). On the other hand, 
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compmn(E) is bounded from below by the average complexity. More pre- 
cisely, for any probability measure fi on F define the average cost and 
average error of U = (A, N, T, p) by 
(2.1) 
Then the average E-complexity (with respect to r;i) is given by 
compavg(&; @) = inf{cosP”g(U; fi) : e”“g(U; fi) 5 E}. (2.2) 
Clearly, 
compran(e) 2 cornpaY&; (Li), 
and since this holds for arbitrary probability measure pi, we have 
supcompavg(&; fi) 5 camp”“(E) 5 compdet(e), VE. (2.3) 
Q 
In Sections 3 and 5 we shall use these estimations to find bounds on 
camp*(e). 
3. INTEGRATION PROBLEM 
In this section we study the problem of approximating 
Q- = I, f(x) dx 
for r times continuously differentiable functions f: D = [0, l] + ‘8 with 
Ilf(‘)llsuP = supIE&-W)l 5 1, that is, for functions from the class 
F = {f: D + 8 :f(‘) is continuous and Ilf(r)]lSUp 5 I}. (3.1) 
Information aboutfconsists off(ti) andlorf(W computed at (perhaps 
randomly chosen) points Ci E D. To derive lower bounds, we assume 
without loss of generality that random information is of the form 
N,(f) = WI), . . . , f”‘(fA . . . , f(hJ, . . . , f(%J; 4, 
wherer=[tl,. . ., tk], k = nAf), and the 4 are selected randomly with 
probability pi. 
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THEOREM 1. For the integration problem 
comp”n(E) = a(~-Wr+I)+S), V6 > 0. 
Proof. Since our goal is to prove a lower bound on compran(&), we can 
restrict the class F to functions for whichf(0) = f’(0) = * . . = f(‘)(O) = 0. 
If the bound 1 on jlfllsup in the definition of F is replaced by another 
number, say q, then the complexity compnn(e, q) for the new problem is 
equal to compran(E/q). Hence, it is enough to bound compran(&, q) for 
sufficiently large q, or equivalently we can assume that the bound llfllsup zz 
1 in (3.1) is replaced by llfllsup 5 q f or a sufficiently large number q. 
We need another observation. Let FI be the space of functions with rth 
derivative continuous for whichf(0) = f’(O) = . . . = f(‘)(O) = 0. Obvi- 
ously, F C F,. Endow F, with a Gaussian measure p, and F with p, where 
fi is the restriction of p to F, i.e., 
Assuming only deterministic methods, Woiniakowski (1987) proved that 
the average setting for F with large q is equivalent to the average setting 
with F the whole space FI provided that the average complexity for the 
whole space is bounded from below by 0’ for some positive p. His proof 
can be extended easily to random methods. From this and (2.3) we con- 
clude that for every Gaussian measure p on F,, 
compY&; p) = W&-p) 3 compran(&) = fin(P). 
Here compaVg is as in Section 2 with only the difference that the integra- 
tion in (2.1) are over the whole space F, instead of F with II; replaced by 
the Gaussian measure p. 
Now let camp avg-det(a; p) be the minimal average cost among all deter- 
ministic methods with average error not exceeding E. Certainly, 
camp avg-det(s; p) 2 cornpaY&; p) for any E and p. Using the same proof 
technique as in Wasilkowski (1986) one can easily prove that 
compavg-det(&; CL) 5 cornpaY&; P) + 4, 
whenever p is Gaussian. Hence 
compa”g-det(&; CL) = fi(&-p) j compran(&) = a(&-P). (3.2) 
To estimate camp avg-det(&; p) we invoke another result (see Wasil- 
kowski, 1986), which states that for Gaussian measures p, 
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Fg(n; p) = fl(wl’P) Vn + compavg-det(e; p) = LI(e-P) VE. (3.3) 
Here, P”s(n; CL) is the minimal average error among all deterministic 
methods that use exactly n nonadaptive evaluations, i.e., 
).avqn; p) = )-I; I,, Iw- - Awf))Mdf) 
with the infimum taken over deterministic and nonadaptive N, N(f) = 
Wtd, * . . , f(t,J] Vf E Fi, and deterministic A, A: 8” -+ %. 
Thus, to prove Theorem 1, we need only show that for every 6 > 0 
there exists a Gaussian measure p such that 
(3.4) 
The remaining part of this section is devoted to the proof of this fact. For 
the sake of simplicity, we first present the proof for r = 0. The general 
case is deferred till the end. 
For 6 E (0,1), let (Y = t + 6. Consider the Gaussian measure pa, called 
the fractional Wiener measure, defined by 
Pa(m = @cm) V Bore1 measurable B L F,. 
Here, w is the classical Wiener measure. Recall that w is concentrated on 
functions withf(0) = 0 and 
I F, fW(yMdf) = mink Y>, vx, Y E LO, 11. 
P, is a fractional derivative operator, 
@‘J)(Y) = 1 (Y - t)-“f(t) dt. 
Consider PI&P,(~))(~) = .&y - x)~-’ l”o (X - t)-“f(t) dt dx. Chang- 
ing the order of integration and then changing the variable x : = (zt + y)l( 1 
+ z) in the last integral we get 
PdPa(f))(~) = ca /; f(t) dt with c, = I ; & dt. 
Hence (a/h’y)Pl-J’, = cd. It can be verified directly that 
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I 
FI f(x)f(y)&df) = ci2 j-;intx’yi (x - t)“-‘(y - t)a-l dt, 
vx, Y E [O, 11, 
I J(x)S(f)j&df) = ci2 1; v (x - tp-’ dt, vx E [O, I], (3.5) 
I F, (W))2t4df) = ca 
-2 1; (i!+tt)’ dt. 
Introducing the functions 
g(x) = (1 - x)” and gyw = I 
c,‘(y - xy-1 ifx <y, 
ffc, 0 otherwise, 
we can rewrite (3.5) as 
I FI fW(yMdf) = km gyh vx, Y E [O, 11, 
I FI fWW>M!f) = (g, gxk v.x E K4 11, 
I FI (W))2/dif) = (8, dz = Ilsll:, 
with ]]-]I2 and (*,.)2 the standard Y2 norm and inner product, respectively. 
Using this and results from Lee and Wasilkowski (1986) we get that for 
any nonadaptive and deterministic N with IZ function evaluations, N(f) = 
Lf(tJ, * * . ,f(fn)l, 
ravg(N; p,) : = iyf I,, b(f) - AW(f))tdif) = $$, Ilg 
Hence, 
n 
c i=l a,gt, *’ /I 
(3.6) 
To show (3.4), and complete the proof of Theorem 1 for r = 0, we need 
only prove that for any points cl, . . . t, E [0, I] and any numbers al, . . . 
a, E !Yi 
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If cr were a positive integer, this would be a classical minimal-norm 
monospline problem. In our case, however, (Y is not an integer, and we 
cannot use the results from approximation theory. Therefore we proceed 
as follows. For any absolutely continuous function f with f(0) = 0 and 
I\f’llz < +m we have that 
I ; f(t) dt = (Pa(Y), gh and f(h) = VWf’h gJ2. 
Indeed, since f = ~,‘(alay)(p,-~(P~f)), j: f(t) dt = c;‘(P+&‘J)) 
(1). Integration by parts completes the proof of the first equality. The sec- 
ond one can be proven in a similar way. Hence 
Thus, for any absolutely continuous functionfwithf(tJ = 0 and IIP,(f’)/2 
I +=J, 
(3.8) 
To complete the proof we shall exhibit a function f with lI~~f’)l);’ St, 
f(t) dt = i-&r=). 
We can assume that 0 = to 5 tI < * . * < t, 5 t,+l = 1. Take a positive 
number c, c < 1, and collect all the points tj (j E (0, . . . , n}) for which hj 
:= tj+1 - tj L c/n. Let J be the set of increasing indices of these points. 
Obviously, EjeJ hj 2 1 - c. Let JI be the set consisting of the first, third, 
and so on, elements from J and .J2 = J - JI. Then for one of these sets 
EjEJ, hj z (1 - c)/2. Without loss of generality we assume that this holds 
for J,. 
The function f is of the form 
with fi(x) = (x - ‘j)+$+l - ‘)+, 
J 
where (x)+ = max{O, x}. Obviously f vanishes at the ti and 
(3.9) 
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We now estimate ))P&T)I(: = SA (P,(f’)(y))2 dy. Let pj(Y) := P,@!)(y). 
Obviously, pi(y) = 0 for all y 5 tj. For y > tj, 
p,(y)  = (y -  tj)‘-Ol + (y -  tj+l):-a + 2 (Y -  c+l):ea -  (Y -  tj)2-a 
J hj(1 - CX) h,j(l - 42 - a) . 
From this one can check that 
for some positive constant cl independent of II. (In what follows we shall 
use c2, . . . , c6 to denote positive numbers independent of n.) Further- 
more for every k 
I ,: IPk(Y)l& 5 c2W and 
iftrtkandj<k- 1. (3.11) 
Since pkp)&] = 0, we have 
(pj, Pk)2 = [: pj(Y)pk(Y) ~YY 
which together with (3.11) yields that 
Since 
ll~aU’)ll~ = kz bkll: + 2 2 2 (Pj, Pk)2, 
I kEJl jEJl,jrk 
andsincej,kEJ,andj<kimplyj<k- 1,weget 
jp + 2 2 hi-” 2 hj 
kEJ, jEJI,jSk (tk - tj+l)‘+a 
). 
Since the last sum in the second term is uniformly bounded by hka and 
since hi2” I (~ln)-~” for all k E JI, we get 
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This and (3.9) imply that 
I ,,?(Y) 4
IIfXf'>ll2 
= Q(P), 
as claimed. Since N is arbitrary, this completes the proof of Theorem 1 for 
r = 0. 
For r 2 1 the proof is essentially the same, and therefore we only sketch 
it. As explained before, we need only show that (3.4) holds. 
Now taking (Y = 4 + 6 and p,+, defined by 
l&+m = w (pm’(m)), 
with D’ the r times differentiation operator, analogously one gets that 
for any function f that has the rth derivative absolutely continuous and 
vanishes at tts together with all its derivatives up to order r. Let the set Ji 
be as before and let 
with fj (x) = (x -  
tj>'++'(tj+l -  X)!! '  
h?‘+2 
J 
In a similar way, it can be checked that fsatisfies 
I ; f 0) dt 
IIp,(fcr+l’)(12 = w-(r+a)), 
which completes the proof. H 
4. FUNCTION APPROXIMATION ANDOTHER~ROBLEMS 
In this section we give a lower bound on the complexity of general 
solution operators defined on a class of regular functions. Next, in sepa- 
rate subsections we apply this bound to specific problems. 
More precisely, let F be a subclass of regular functions, 
F r {f:f(fi is continuous on D} 
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with D = [0, IId. Let information consist of function and/or derivative 
values at some (perhaps randomly chosen) points ti E D. We assume that 
the range G of S is equipped with a norm 1(-]/. 
Let U = (A, N, p). Recall that randomization for the ith step of U 
depends on the computed values, i.e., pis a function off. In what follows, 
we shall write pffor the probability measure of I = [to, II, . . .] for a fixed 
f* 
LEMMA 1. Suppose that for arbitrary p there exist a function f * and 
sequences {Ak}L==l and {fk}r=D=l such that for each k 
(i) fk E F and Ak G D is Bore1 measurable, 
(ii) hlD-Ak = f *ID-Aky 
(iii) ~({t : ti 4 Ak, Vi I k}) 2 3. 
Then 
comP”“(e) 2 inf iPi : Pi 2 0, z. pi = 1, Jj$ Pi 
1 
--< 2 - Ilwk) %f*r Vkl 
2 s"p(k + 1) (; - ((S(fk) ?s(f*)I,). 
k 
Proof. Take an arbitrary U = (A, N, p) with era”(U) I E. Let Di = 
{t: n(f*, t) = i}. Then 
cost”“(U) 2 2 @*Pi). (4.1) 
i=l 
Note that for every k 
where Di,k = {t E Di : tj & &, Vj 5 k}. Due to (ii), the above estimates hold 
also with fk replaced by f *. Hence 
E 2 e”“(M) 2 i IINfJ - S(f *)(I iO Pf*(Di,d* 
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Due to (iii), 
5 pp(Di,k) 2 5 pf*(Di) - ~((6 : ti E Ak for some i 5 k}) 
i=O i=O 
This together with (4.1) and the fact that X:0 R*(Di) = 1 proves the first 
inequality. The second one follows from that, since CL, ipi 2 
(k + 1) CL”=,+, pi. H 
LEMMA 2. Let p and f* be arbitrary. Then for every k and every m 
there exists a cube 
Aj*,m = jT jT + 1 1 x * * . x jd* jd* + 1 m, 7 - - CD m’ m I 
with 
@*({I’: ti 4. Aj*,m, Vi 5 k}) L 1 - f. 
Proof. There are md disjoint (modulo boundaries) cubes Aj,m forming 
the partition of D. Let pi,j be the probability that ti E Aj,,. Then k = 
IX;=1 IZj pi,j, which implies that for some j*, IEf=r pi,j* 5 klmd. Since 
ZXf=r pi,j* 2 pf*({t: ti E Aj*,m for some i I k}), the proof is completed. n 
We are ready to analyze some specific problems. 
4.1. Function Approximation Problem 
Let S(f) = f and 
Let G be the space of continuous functions with the sup-norm. We apply 
Lemma 1 withf* = 0 and with {Ak} and {fk) defined as follows. 
For given k, let m = m(k) := [(2k)lldl. The set AA is a cube Aj*,m from 
Lemma 2. Obviously, it satisfies (iii). Forfk we take the function 
fk(x) = c(h)2d(r+l)-r Q (xi A$:” (ii - xi):” 
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Here c = c(r, d) is a normalizing constant so thatfk E F; it is independent 
of m. Obviously, (i) and (ii) are satisfied. 
Note that (IS(f*) - S(JJ/[ = ljfkll = c(2m)-’ = c,rn-‘. Hence Lemma 1 
yields 
CompW) 2 s;p (k + 1) (k - $ m(k)r). 
For given E, choose k * = k*(E) = l~(~il(&))~‘~l. Then $ - 2.sm(k*)‘lq 2 4 
and 
camp”“(e) > (k* + I)+ = a(~“~). (4.2) 
This bound is sharp (modulo a multiplicative constant), since there are 
deterministic methods using O(@‘) function values at deterministically 
chosen points whose error does not exceed E for anyfE F. For instance, 
one such method is provided by the tensor product of one-dimensional 
perfect splines interpolating f at points on a regular grid. We summarize 
this in 
THEOREM 2. For the function approximation problem randomization 
does not help and 
compran(s) = @(s-dir). 
4.2. Multivariate Integration 
In Section 3 we studied the integration problem for scalar functions. 
Here we derive a lower bound on complexity for functions of d z 2 
variables which belong to F defined in the previous subsection. 
For r = 0 the bound in Theorem 1 is still valid, since the integration 
problem with d 2 2 is at least as complex as the problem with d = 1. This 
bound is also sharp (modulo 8). 
For r 2 1 we apply Lemma 1 with Ak, f * and fk as in Section 4.1. It is 
easy to see that for the integration problem we have [S(f*) - S(fk)l = 
jS(fJ( = clk-(*+r’d). Hence Lemma 1 yields 
Unfortunately, this bound seems not to be sharp. 
4.3. Maximum and Extremal Point Problems 
We begin with the function maximum problem defined as follows. Let 
the class F be as above. We are interested in approximating the maximal 
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value of f, i.e., S(f) = maxXED f(x) and G = !Jt with IIg[[ = lgl. This 
problem has been studied by Nemirovsky and Yudin (1983). They prove 
that 
camp”“(E) = R(E-~“)). (4.3) 
This bound is sharp, since there exists a deterministic method using 
O(~-~lr> function values whose error is at most E for any f E F. Note that 
(4.3) easily follows from Lemma 1 withf*,fj, and Ak constructed as in the 
function approximation problem, since Is(f*) - S(fk)l = crm-’ also for 
this problem. 
We now discuss the extremal point problem, where an approximation 
to q, f(q) = max,&(x), is sought. Since the result we report is negative, 
we restrict the class F by assuming additionally that d = 1 and eachffrom 
F has exactly one extremal point xf. Then S(f) = qand G = !It with 1.1 as 
the norm. 
We shall assume that E = f, since for E 2 t, U(j) = i solves the problem 
with zero cost. For small 6 > 0, takef*(x) = (x(6 - x)+)‘+i. Instead of 
cubes in Lemma 2, consider the sets 
Aj,m = (0, 6) U [s, m :k’ ‘1. 
Certainly, for any pf* there exists a positive 60 such that for all 6, 6 5 a,,, 
Lemma 2 holds for one of the sets Aj,,. This will be the set Ak in Lemma 1. 
The functionfj is defined in a way similar to that in the function approxi- 
mation problem. Since x& - x,-* 2 (1 - Q/(2), Lemma 1 yields camp”“(a) 
= +w for E < f. We summarize this in 
THEOREM 3. For the function maximum problem 
compran(E) = @(E-d/r) 
and for the extremum point problem with E < 4 
compran(&) = + CO. 
Hence randomization does not help for either problem. 
4.4. Function Inverse Problem 
In this problem we want to approximate f-l. To make it well defined, 
we choose F as the class of one-to-one functions f = [f,, . . . , fd]: D + D 
suchthatf(D) = D,f(O,. . . ,0) = (0,. . . ,O),f(l,. . . , 1) = (1,. . . , 
11, and maXi,jlbfjl~Xdlsup 5 2. Then S(f) = f-l is a well-defined operator 
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with the range in G, the space of continuous functions with norm 
(Ih, . . . , h~lll = m=#&u,. 
We apply Lemma 1 withf*(x) = x, Ak as previously a cube, andf&) = 
f*(x) + [gd-d, . . . , gd.41. Here 
g&r) = 6(2m)4d-’ fr cx; - $1 (ii - xi):, 
i=l 
where 112 = m(k) = [(2k)“d] as in Section 4.1, and 6 E (0, 1) is chosen such 
thatfk E F. It is easy to check that for small 6, I(S(~*) - S(fk)(j = @(m-r) = 
O(k-rld). Hence Lemma 1 yields 
camp”“(e) = a(~-~). 
This bound is sharp, since there exists a deterministic algorithm using 
O(ced) function values whose error is at most E for anyfE F. We do not 
prove it here, since the proof is similar to that of Wasilkowski (1983), who 
studied deterministic methods for inverting scalar functions (d = 1). We 
summarize this in 
THEOREM 4. For the function inverse problem randomization does 
not help and 
camp”“(s) = O(emd). 
4.5. Topological Degree Problem 
We now apply Lemma 1 to estimate the complexity of computing the 
topological degree of functions. For a formal definition of a topological 
degree the reader is referred to Ortega and Rheinboldt (1970). Here we 
only mention that the topological degree, deg(f), of a functionf, is related 
to the number of zeros off including their multiplicities. We follow the 
approach of Boult and Sikorski (1986), who studied the complexity of this 
problem for deterministic methods. 
The class F consists of continuous functions f = [fr , . . . , fd]: D + sd 
such that /If(x) - f(y)lJcc 5 K~/X - ~(1~ for all x, y E D, and I(f(x)(loc z K for 
every x E c?JD. Here D = [0, lld with d 2 2, and K and K are positive 
numbers such that K > 8~. For such a class F, S(f) = deg(f) is a well- 
defined operator, S: F + G = %. S ince S(f) is an integer, compnl”(e) = 
comp”(0) for E < 4. Therefore we assume that E = 0. The class A consists 
of function evaluations. 
Boult and Sikorski (1986) proved that the complexity of this problem 
with deterministic methods is bounded from below by 2d(K/(8K))d-1. 
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Hence this problem is intractable if either d or Kl(8~) is large. Their proof 
is based on the following observation: Let A be a cube of diameter not 
exceeding 84K with one face on the boundary of D. Then there exists a 
functioni E F with S(f) = 1 and such that &-A = (K, . . . , K). 
We apply Lemma 1. Takef* = (K, . . . , K). Let m = [K/@K)]. Fork 5 
(2dmd-’ - 1)/2 we take Ak = A*, where A* is a cube of diameter I/m with 
one face on aD, and for which (iii) of Lemma 1 holds. (Such a cube exists, 
since one can partition the boundary of D into 2dmd-* disjoint (d y I)- 
dimensional cubes with diameter l/m.) The functionsfk are equal tof. _For 
k > (2dmd-’ - 1)/2 we take Ak = 0 and fk = f*. Since S(f*) = 0 and S(f) = 
1, Lemma 1 yields that 
comPY0) = R (d (:)“-I) as Kl(8~) + +a. 
Hence the topological degree problem is intractable even if random meth- 
ods are used. We summarize this in 
THEOREM 5. For the topological degree problem randomization does 
not help and for large K/@K) 
compm(0) = s1 (d (:)“I). 
5. LINEAR~ROBLEMSON HILBERT SPACES WITH UNRESTRICTED 
LINEARINFORMATION 
In this section we study the problem of approximating S(f) for linear 
solution operators S: FI + G whose domain FI and the range G are 
separable Hilbert spaces. We approximate S(f) forf E F, where F is now 
the unit ball in F,. Information consists of evaluations of continuous linear 
functionals chosen randomly and adaptively. That is, the class A consists 
of all linear continuous functionals, A = Ff . 
We begin with some facts concerning optimal deterministic methods; 
see, e.g., Kacewicz and Wasilkowski (1986). Let 
K = S*S: F, - F,. 
Then K is symmetric and nonnegative definite. For bounded S, K is also 
bounded and we can define 
Ai = inf{ sup A : B has at most k elements}. 
AEstiKl-B 
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Here sp(K) denotes the spectrum of the operator K. Hence, roughly 
speaking, hi is the ith maximal value from the spectrum of K. Then 
O(min{k : Ak 5 3)) if S is bounded 
compdet(c) = (5.1) 
+w if S is unbounded, 
with the convention that min 0 = +m. 
LEMMA 3. (i) For bounded S 
cornpraYs) = fi [min (k : C hiyi I c2]j, 
i=k+ I
where {yi}i is an arbitrary sequence of nonincreasing positive numbers 
whose series converges. 
(ii) For unbounded S compran(s) = wfor small E. 
Proof. Similar to integration, one can prove that 
camp avg-det(e; 1.4 = Wx(e)) * compYc) = ~~Z(X(E)), (5.2) 
whenever ,U is an arbitrary Gaussian measure on FI and x satisfies ~((1 + 
b)e) = x(&)(1 + o( 1)). Since A = Fy, we know from Wasilkowski (1986) 
that 
[compavg-det(.s; p)l 2 min{k: P”g(k; j,~) I E}, (5.3) 
with 
P’g(k; /.A) = J i ai. i=kt I 
(5.4) 
Here (Y; is a nonincreasing sequence of the eigenvalues of 
where C, is the correlation operator of the measure p. Hence to complete 
the proof of the first part, we need only choose an appropriate C,. Recall 
that for Hilbert spaces any symmetric operator with finite trace is a corre- 
lation operator of a Gaussian measure. Hence, given the sequence {ri}, we 
take p so that its correlation operator C, commutes with K and has 7;s as 
the eigenvalues. Then Kr has the eigenvalue hiyi which completes the 
proof for bounded S. 
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Suppose now that S is unbounded. Then there exists an increasing 
sequence {Xi} of elements from the spectrum of Kt which converges to 
infinity. Then we can choose C,, in such a way that xL”=I hiyi = $00. This 
completes the proof. n 
We illustrate Lemma 3 by the following examples. 
(i) Let A; L c > 0. Then for small E 
compdet(&) = compran(&) = SW, 
(ii) Let A; = i-p for some positive p. Then setting yi = i-l-&, 6 > 0, 
we get 
compdet(e) = @(e-t/P) and compran(&) = fi(&-l’P+*) vi3 > 0. 
(iii) Let hi = q’ for some positive q < 1. Then setting yi = q;, q1 < 1, 
we get 
and 
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