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The emergence of the Internet enables global communications, which quickly trans-
mits information from any place in the world to any another place in the world.
The entire chain of global communications consists of three components: information
processing, information communication, and information storage. In the informa-
tion processing phase, information from various sources is distilled, combined, and
transformed locally. The processed information is then transmitted from one place to
another via an information communication phase. In the information storage phase,
information is recorded into storage media for future use. As a result, the performance
of global communications is determined by the performance of individual singular sub-
systems. Moore’s law predicts a long-term trend of the performance of information
processing. According to Moore’s law [1], the number of transistors that can be
integrated into a unit area of circuit doubles every 18 months. Moore’s law leads
to predictions of exponential increase in information-processing performance and de-
crease in unit cost. Although Moore’s law was first described in the 1960s, it is still
valid thanks to continuous innovations in the semi-conductor industrial. On the other
hand, novel technologies such as fiber communications, wireless communications, and
satellite communications are widely applied to allow high-rate communication and
flexible access to the Internet. For information storage, large-volume hard disks,
high-density optical storage devices, and solid-state disks were invented, leading to
large-capacity and high-reliability information storage.
Continuous performance improvements of global communications do not always
1
meet the needs of people. For certain applications, information must be communi-
cated not only efficiently, but also confidentially. Cryptography is a subject dealing
with secure communication. Widely-used mathematical cryptography is constructed
on the application layer, where mathematical encryption and decryption algorithms
are carefully designed and implemented. The security of mathematical cryptography
relies on mathematical problems that are assumed to be hard to solve. Physical-layer
security an alternative method that makes use of physical noise processes instead
of unproven mathematical assumptions to guarantee the security of communication.
In the following sections, we will discuss in detail some limitations of mathematical
cryptography, advantages of physical-layer security, bottlenecks of current implemen-
tations of physical-layer-security, and useful techniques that potentially lead to more
efficient and lower-cost physical-layer-security systems. This discussion thus provides
a conceptual framework to explain the significant of the research reported in this
thesis.
1.1 Limitations of conventional cryptography
Two primary demands for secure communication are strong security and fast pro-
cessing time. However, different secure-communication systems are limited by, one
way or another, technical limitations. In this section, technical difficulties for both
mathematical cryptography and physical-layer security will be discussed. Knowing
the technical difficulties, unsolved problems in current secure-communication systems
can be identified.
Public-key mathematical cryptography is widely applied in the Internet. The
security of public-key mathematical cryptography is based on mathematical prob-
lems such as the discrete-logarithm problem, the large-number factoring problem, the
subset-sum problem, and the multivariate-quadratic problem [2]. Given a solution
of one of these problems, one only needs an amount of time that is a polynomial
2
function of the input size to verify the correctness of the solution. However, to find
solutions of such problems, only algorithms with super-polynomial time complexity
are known. The best known factoring algorithm is “ the general number field sieve”,












[3], where b the size in bits of the in-
teger to factor. Such difficult mathematical problems are basic units for construction
of one-way functions, which are easy to evaluate but hard to invert. The existence
of one-way functions would resolve the “P 6= NP” assertion [4], which has been the
largest unsolved problem for the computer-science community for over 40 years. Dur-
ing this time computer scientists have made little progress towards proving either
“P = NP” or “P 6= NP”. In essence, the “P = NP” problem asks whether all prob-
lems which can be verified in polynomial time can also be solved in polynomial time.
Several well-known results [5, 6] show surprisingly high barriers towards proving“P
6= NP”. In summary, relativizing proofs [5] (based on fixed subroutines) and natural
proofs [6] (based on circuit complexity lower bounds) cannot help proving with the
“P = NP” problem. As a result, a provable super-polynomial lower bound for the
time complexity still seems to be very unrealistic given the state of the art of the
computational-complexity research.
In practice, people have also launched attacks against current mathematical cryp-
tosystems. For private-key cryptosystems, although the old DES standard has been
recently replaced by the AES standard to strengthen security, new attacks against
AES have already been proposed [7], revealing weaknesses in the security of AES. For
public-key cryptosystems, algorithms based on the factoring problem are vulnerable
to a quantum algorithm that is able to exponentially decrease the time complexity of




To circumvent potential security weaknesses of mathematical cryptography, one can
implement secure-communication systems based on other principles. Physical-layer
security provides such an alternative. Physical-layer security relies on the physical
properties of nature instead of unproven mathematical assumptions. Compared to
mathematical cryptography, physical-layer security is provable without resorting to
mathematical assumptions. Next, let us discuss a typical model for physical-layer se-
curity in order to illustrate. We assume that two legitimate users, i.e., Alice and Bob,
share a communication channel with a certain signal to noise ratio. An eavesdropper,
who we shall call Eve, is listening to the transmissions between Alice and Bob on the
channel. If Eve’s channel is not perfect, Eve’s knowledge of the transmitted signal
between Alice and Bob is contaminated by noise. The quality of Eve’s channel thus
sets a limit on Eve’s capability of estimating messages transmitting in the communi-
cation channel. In particular, the security of communication can be measured by the
secrecy capacity of the channel [9], which will be defined rigorously in the context of
this thesis.
Physical-layer security has been theoretically proven and experimentally imple-
mented for quantum key distribution (QKD) systems [10]. The advantage of using
quantum states for communication is that security can be guaranteed by physical
laws in quantum mechanics, in particular, the quantum uncertainty principle and the
quantum no-cloning theorem. This is true even if Eve has any realizable appara-
tus. By performing quantum measurements, Alice and Bob are able to bound Eve’s
accessible information and thus achieve unconditional security. However, as we will
discuss in the context of this thesis, QKD only guarantees the main channel secu-
rity, where Eve is not able to capture any information of the generated key from the
quantum channel or the public authenticated classical channel. Eve can still launch
side-channel attacks in which Eve tries to monitor power-level changes or break the
4
random-number generator used by Alice and Bob.
Physical-layer security has also been introduced for wireless communication sys-
tems [11]. To achieve secure communication, a positive secrecy capacity is desired.
Unlike the security of QKD, which can be quantified and deduced through experi-
mental quantum measurements, the security of wireless communication systems can
be estimated by making assumptions on what the eavesdropper can do. Reasonable
assumptions on Eve’s channel quality lead to mathematically provable security, which
is valid if the channel model holds.
The rate of physical-layer security is slow compared to conventional mathematical
cryptography. In practice, the combination of physical-layer security and conven-
tional mathematical cryptography leads to reasonable security and high rate. For
example, QKD solves the key distribution problem and normal block ciphers are used
for encryption.
1.3 Useful techniques for physical-layer security
Implementations of physical-layer security need various technical supports. For ex-
ample, QKD systems need large amount of random numbers for quantum-state se-
lection and measurement-basis switching. Random numbers used in QKD need to be
truly random to validate security proofs. For high-rate QKD experiments, ultrafast
random-number generators working at GHz rates are desired. On the other hand,
true random numbers are also desired in mathematical cryptosystems such as the
ElGamal encryption system [12]. Another useful technique for physical-layer security
is quantum-entanglement production. Many QKD protocols require quantum entan-
gled states to carry quantum information [13]. Quantum entanglement is also essential
for other quantum-communication applications such as quantum teleportation [14],
which is of great importance for the proposed quantum internet [15].
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1.3.1 Physical random-number generator
Physical random-number generators make use of uncertainty in nature as a source of
randomness. Many physical phenomena can be used to generate random numbers.
In [16], the photon statistics at the output of beam splitter are used as a randomness
source. Gated single photons arriving at In-GaAs photodiodes are measured in [17] to
generate random numbers. Alternatively, random-number generators based on pho-
ton counting [18–21] are built. Other quantum-mechanical phenomena are also used
to generate random numbers. For example, electron spin is a potential randomness
source [22].
For random-number-generation schemes based on photon counting, the generation
rate is typically limited by the bandwidth of single-photon counters. To overcome
the bottleneck imposed by detector bandwidth, some other schemes are proposed.
Randomness from laser phase noise caused by spontaneous emission is utilized in [23],
making the replacement of single-photon counters by high-bandwidth PiN diodes
possible. Quantum vacuum noise is also a potential source to generate truly random
numbers [24,25]. To extract the randomness from vacuum noise, balanced homodyne
detectors are required. Other candidates for physical randomness source include
chaotic laser [26,27] and thermal noise in superconductive single-flux quantum circuit
[28].
On the other hand, although quantum randomness has been proven to be incom-
putable [29], it is still important to evaluate extractable randomness from sources
so that no pseudo randomness is generated. A quantum tomographic method is
proposed in [30] to measure a lower bound on the minimal entropy of randomness
sources. Knowing this lower bound guarantees that one does not extract more ran-
domness than what really exists. A check can be performed by statistical tests.
These tests are performed and analyzed in [31], for example. Passing statistical tests
is a necessary, though not sufficient, condition for a true random-number generator.
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Extractable randomness also depends on physical implementations. For example, for
random-number generation schemes based on beam splitter [16], additional conditions
need to be satisfied to guarantee the randomness [32].
1.3.2 Quantum entanglement generation
Quantum entanglement is one the most astonishing consequences that quantum me-
chanics predicts. Two entangled quantum subsystems, however far away they are
separated, can still be correlated. If we make a quantum measurement on one sub-
system, the quantum state of the other subsystem will be changed instantaneously
by the measurement outcome.
Quantum entanglement plays a crucial role in quantum communication. Quan-
tum entanglement is required for quantum teleportation [14], in which an arbitrary
unknown quantum state can be transferred from one quantum system to another
without transferring the quantum state on any quantum channel. For quantum net-
works [15] in the future, stable and low-complexity entanglement sources are desired.
A widely applied technique to generate quantum entanglement is based on parametric
down conversion (PDC) in χ(2) crystals [33–35]. High efficiency and brightness are
achievable for such entanglement sources while the main limitation is the coupling
efficiency to practical communication systems, e.g., optical-fiber networks.
To overcome the coupling problem, nonlinear optical waveguides integrable with
optical fibers are proposed as entanglement sources for optical communication [36].
To settle the phase-matching problem arising in optical fiber, quasi-phase-matching
schemes are proposed. In a quasi-phase-matching scheme, optical waveguides are
periodically poled with lithium niobate (PPLN) [37,38] or orientation-patterned gal-
lium arsenide [39]. Several experiments making use of nonlinear waveguide devices
are demonstrated [40,41].
Besides χ(2) nonlinear crystals and waveguides, optical fiber has also been shown
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to be a very good entanglement source at 1550 nm telecom band [42]. Entangled
photons can be generated by four-wave mixing in optical fibers [43, 44].
1.4 Quantum communication architecture
In quantum key distribution, quantum states need to be communicated on a quantum
channel. For quantum teleportation, although no real quantum states are transmit-
ted through quantum channels, the purpose is still to send quantum states from one
place to another by means of quantum entanglement and classical communication.
Both situations belong to areas of quantum communication. Like classical commu-
nication network, quantum communication can be divided into several layers, which
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Figure 1: A typical architecture for quantum communication.
The lowest layer is the physical layer, which is composed of basic materials such
as semi-conductors and atoms. These materials are the most fundamental elements
to construct the entire quantum-communication network. Physical properties such as
conductivity, optical linear and nonlinear response, and electronic behaviors of these
materials need to be understood.
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The middle layer is the data-link layer. In the data-link layer, we fabricate devices
to enable the sending and the receiving of quantum signals. To send information, we
usually use single-photon emitters or weak coherent lasers to produce quantum sig-
nals. To encode information onto these quantum signals, we need modulators. To
transmit quantum signals, a quantum channel is required. For long distance quantum
communication, optical fibers are usually employed as the quantum channel. At the
receiving side, photodetectors are used. Depending on the type of quantum informa-
tion, we either need PiN photodiodes or single-photon counters to perform quantum
measurements. To fabricate these devices, we need knowledge on the physical prop-
erties of materials in the physical layer. Based on these devices, we can implement
quantum communication systems such as quantum key distribution or quantum tele-
portation experiments.
The highest layer is the network layer. In the network layer, we use different
quantum communication protocols to allow secure key generation in quantum key
distribution or quantum state transmission in quantum teleportation. Quantum key
distribution protocols are important because they not only influence the security of
communication, but also have an impact on the key generation rate. The three levels
are not independent. Once we design a protocol in the network layer, we need to take
into account the performance limits of devices in the data-link layer. Additionally, to
fabricate a device, we need to fully understand the physical properties of materials in
the physical layer.
1.5 Problems to be addressed in this thesis
Thanks to its provable security, physical-layer security is superior over mathematical
cryptography from a security point of view. However, throughputs of physical-layer-
security based systems are much lower than mathematical cryptosystems because of
technical limitations. Experimentally, two kinds of implementations of QKD systems
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exist. The first kind is based on discrete-variable quantum communication, which
uses single-photon counters for detection. The bandwidth of single-photon counters
is bottlenecked by the recovery time of detectors. The other kind of QKD is based
on continuous-variable quantum communication using PiN diodes for detection. The
bandwidth of PiN diodes can be several GHz, much higher than single-photon coun-
ters. However, the bottleneck of continuous-variable quantum communication is the
complexity of error-correction codes. To achieve a positive secret-key capacity for
continuous-variable based QKD systems, error-correction codes are required to op-
erate very close to the Shannon limit on large block sizes, leading to use of highly
efficient error-correction codes with high complexity.
Another potential problem of high-rate QKD systems is the demand for high-
speed true random-number generators used for signal selection and measurement-basis
switching. True randomness to be used in signal selection and basis-switching is of
great importance for security proofs because use of pseudo-random-number generators
ties the security back to unproven mathematical assumptions.
A state-of-the-art key-generation rate for continuous-variable QKD system is 2.2
kbits/s [45] on a 25 km fiber link. This key-generation rate needs to be improved
to match practical communication rate, which is expected to be on the order of
Gbits/s. QKD systems with high key-generation rate and low cost are desired. As
discussed above, QKD key-generation rate is limited by random-number generation,
detection bandwidth, and/or error-correction complexity. For random-number gener-
ation, one needs to develop ultrafast true random-number generators, excluding use
of any pseudo-random-number generators. True random-number generators based
on quantum phenomena are called quantum random-number generators, whose de-
sign requires careful analysis of the quantum phenomena as sources and experimental
proposal compatible with current technologies.
To overcome the detection-bandwidth limitation, PiN diodes can be used thanks
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to their high bandwidth. From the experimental point of view, new experimental
schemes need to be developed to benefit from the high-bandwidth PiN diodes. From
the reconciliation point of view, we need to decrease the time complexity of error-
correction codes by introducing new continuous-variable QKD protocols.
Quantum entanglement can improve quantum-communication distances and be
utilized in QKD protocols. Quantum entanglement sources are nonlinear optical
interactions in matter. Potential nonlinear processes for producing quantum entan-
glement include parametric down conversion (PDC) and four-wave mixing (FWM).
To generate entanglement, we first need materials with high nonlinear susceptibil-
ity, either χ(2) for PDC or χ(3) for FWM. Second, we need to carefully choose the
working wavelengths so that the phase-matching condition can be satisfied. It is how-
ever not easy to meet the nonlinear susceptibility and the phase-matching conditions
simultaneously.
Recently, a new material, graphene, was discovered. Graphene is a monolayer of
sp2-bonded carbon atoms grown on a honeycomb crystal lattice. Graphene can be
grown epitaxially on a SiC substrate [46] for convenient micro-fabrication. Graphene
possesses many unusual optical properties, which makes it a very promising material
for entanglement production. In this thesis, nonlinearity of graphene will be examined
theoretically and a four-wave mixing experiment in graphene will be investigated.
1.6 Outline of the thesis
This thesis includes my Ph.D research work on the three layers of quantum commu-
nication architecture. An overall representation of thesis contributions is illustrated
in Figure 2. In Chapter 2, preliminary theoretical knowledge will be introduced.
The knowledge covered in this chapter is useful within the context of the follow-
ing chapters. Chapter 3 will focus on the network layer with a proposal of a novel
continuous-variable QKD protocol. The security of the proposed QKD protocol will
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Figure 2: An overall representation of thesis contributions.
be analyzed in detail. The second part of Chapter 3 will enter into the data-link
layer by introducing an experimental demonstration of the proposed QKD protocol.
Chapter 4 describes an experimental implementation and theoretical study of an ul-
trafast quantum random-number generator based on amplified spontaneous emission.
In Chapter 5, we will turn our attention to the physical layer. We will discuss the
nonlinear optics of graphene, a novel material with unconventional electronic and op-
tical properties. The content in this chapter includes both theoretical treatment on
nonlinear optical processes in graphene and experimental work towards verification




This chapter introduces the preliminaries of quantum information theory, quantum
optics, and nonlinear optics, which will later become useful theoretical tools within
the context of this thesis. We start with classical information theory, focusing on
its application to communications and security. Quantum information theory, the
quantum counterpart of classical information theory, will be discussed in Sec. 2.2.
Important results such as the Holevo theorem are the main topics of that section. Sec.
2.3 covers basic concepts of quantum optics. The first part of this section introduces
the quantization of the electromagnetic field, which gives rise to quantum states such
as the Fock state and the coherent state. These states are of great importance to
quantum information. In Sec. 2.4, we will turn our attention to nonlinear optics, the
key to understand optical processes such as four-wave mixing.
2.1 Classical information theory
Although information had been a commonly used word for hundreds of years, its
formal mathematical definition did not emerge until the original work of Shannon
in the 1940s. Shannon’s work, which was later named information theory, led to
profound results in communication and security. The most important accomplish-
ment of information theory is that it finds fundamental limits on communication.
Fundamental results by information theory set limits on the data-compression rate.
In addition, information theory gives upper bounds for reliable communication. In
particular, information theory answers the question: on a noisy channel, how much
information can be reliably transferred per channel use on average. In this section,
general results of information theory will be discussed. Although the results in this
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section are derived from the classical point of view by assuming that quantum effects
are too weak to have any practical impact on the situation of interest, understanding
the ideas in this section forms the foundation for further development of quantum
information theory in next section.
2.1.1 Classical entropy and mutual information
Before introducing the formal mathematical definition of information, let us consider
the following two claims:
• Tomorrow is going to rain.
• Tomorrow there will be an earthquake.
If we ask ourselves which claim gives more information, our intuition tells us that the
second one does because it is a less probable event to occur. This simple example
illustrates that the amount of information contained in an event is a function of its
probability of occurrence. We then make this statement more abstract by producing
an axiomatic construction of information and entropy. Assume a random variable
X, which takes values on a set X = {x1, x2, ..., xn}. The information obtained by
learning X = xi is a function of the probability of X being xi:
I(X = xi) = f [p(xi)]. (2.1.1)
Our next goal is to find a specific form for f . Suppose another random variable Y
taking values on the set Y = {y1, y2, ..., yn} is independent of X. It is reasonable
to let the information obtained by learning X = xi and Y = yj be the sum of the
information obtained by learning each independent event. Mathematically, we have
I(X = xi and Y = yj) = f [p(xi, yj)]
= I(X = xi) + I(Y = yj)
= f [p(xi)] + f [p(yj)]. (2.1.2)
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Since X and Y are independent random variables, the probability for both events to
occur is the product of the probability of the occurrence of each single event. Thus,
we have
p(xi, yj) = p(xi) · p(yj). (2.1.3)
Substituting Eq. 2.1.3 into Eq. 2.1.2 yields
f [p(xi) · p(yj)] = f [p(xi)] + f [p(yj)]. (2.1.4)
Eq. 2.1.4 implies that f is in a logarithm form. Furthermore, since p(xi) ≤ 1, and
non-negative values are required to represent information, we define the information
obtained by learning X = xi as
I(X = xi) = − logk[p(xi)], (2.1.5)
where k is the logarithmic base, specifying the information unit. The information
unit is nat for the natural logarithm and hartley for the common logarithm. The
most common information unit is bit, by using k = 2 as the logarithmic base.
Eq. 2.1.5 defines the amount of information obtained by learning X = xi. Since
X is a random variable, the average amount of information contained in X is defined







−p(x) log p(x). (2.1.6)
Eq. 2.1.6 defines the entropy of a single random variable X. For n random variables
X1, X2, ..., Xn, the joint entropy is defined as
H(X1, X2, ...Xn) ≡
∑
x1,x2,...,xn
−p(x1, x2, ..., xn) log p(x1, x2, ..., xn), (2.1.7)
where p(x1, x2, ..., xn) is the joint probability distribution. The joint entropy quantifies
the amount of information obtained by learning an unknown set of random variables.
If the value of Y is given, the remaining entropy of X is defined as the entropy of X
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−p(x, y) log p(x|y). (2.1.8)
One important property of the conditional entropy is its relation to the joint entropy,
which is known as the chain rule:
H(X, Y ) = H(X) +H(Y |X)
= H(Y ) +H(X|Y ). (2.1.9)
Eq. 2.1.9 can be proven following the mathematical definition of the entropy in Eq.
2.1.6 and the joint entropy in Eq. 2.1.7. Intuitively, the total amount of information
contained in the combined random variable (X, Y ) is the sum of two parts. The first
part only includes the amount of information contained in one single random variable
X (or Y ) , calculated as H(X) (or H(Y )). The second part includes the amount of
the remaining information on the other random variable given the value of the first,
yielding H(Y |X) (or H(X|Y )).
Having defined the entropy and the joint entropy, we define the mutual informa-
tion, an important concept in information theory. The mutual information, I(X;Y ),
is the information on X by learning another random variable Y . If X and Y are
independent, learning Y does not help to gain any information on X. However, if
X and Y are perfectly correlated, I(X;Y ) = H(X). Thus, the mutual information
I(X;Y ) depends on the entropy H(X) as well as the correlation between X and Y .
Our intuition invites us to give the following definition for I(X;Y ):
I(X;Y ) ≡ H(X)−H(X|Y ). (2.1.10)
The first term of the right-hand side is the entropy of X. The second term of the
right-hand side is the remaining entropy of X giving the value of Y . If X and Y
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are independent, H(X|Y ) = H(X) results in I(X;Y ) = 0, meaning that learning Y
does not help to obtain information on X. If X and Y are completely correlated,
H(X|Y ) = 0 leads to I(X;Y ) = H(X), which also matches our previous discussion.
By using Eq. 2.1.9, Eq. 2.1.10 can be reorganized into
I(X;Y ) = H(X) +H(Y )−H(X, Y )
= H(X, Y )−H(Y |X)−H(X|Y ). (2.1.11)
The symmetry on X and Y in Eq. 2.1.11 illustrates that the amount of information
on X by learning Y is equal to the amount of information on Y by learning X.
2.1.2 Channel capacity and secure communication
For the purpose of communication, messages need to be sent by a transmitter through
a communication channel and observed by a receiver. In practice, communication
channels usually introduce additional noise, resulting in distortions to the messages





Figure 3: A typical model for communication. M is the message to be sent. M̂
is Bob’s estimated message. The noise property of the channel is quantized by
the conditional probability distribution pY |X(y|x).
If the noise properties of the channel are priorly given, information theory finds
the maximum amount of information that can be transmitted reliably per channel
use on average. This upper bound is defined as the channel capacity. Let M be a
set of possible messages to be sent, X be a set of possible signals to be transmitted
through the channel, and Y be the set of possible observed signals. The sender, Alice,
first uses an encoder to convert message M drawing from the set
M = {1, 2, ..., 2k}
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into a signal Xn = {x1, x2, ..., xn}. Each xi is a generic element in the signal alphabet
X . For the code we use, to encode k bit of information, we need n symbols. The code





The encoded message is transmitted through a noisy channel characterized by the
conditional probability distribution pX|Y (x|y). The receiver, Bob, feeds the observed
signal Y n to a decoder, yielding the output M̂ to be the guess of the original message




The conversion from the original message to the transmitted signal forms a code.
Shannon proved that for any ε > 0, R < C, and for large enough N , there exists a
code of length N , rate ≥ R, and a decoding algorithm such that Prob(M̂ 6= M) ≤ ε.
Under certain circumstances, Alice and Bob wish to communicate in a secure
manner. An eavesdropper, usually called Eve, tries to listen to the data transmitting
on the channel and figure out the original message M . If Eve observes the exact
copy of the signal as Bob does, any guess by Bob on the original message M can be
duplicated by Eve, and there does not exist any security on the channel. However, if
Bob and Eve possess different channels with different noise properties, the situation
changes. Our intuition tells us that if Eve’s channel is noisier than Bob’s channel,
Bob receives a better signal than she does, and thus secure communication between
Alice and Bob is possible. The wiretap channel [47] illustrated in Figure 4 models
this situation.
The noise property of a wiretap channel is modelled by the conditional probability
distribution pY,Z|X(y, z|x). For the purpose of secure communication, Alice and Bob
use a code with code rate R to convert messageM ∈M = {1, 2, ..., 2nR} and a random
number RX from Alice’s local randomness source into signal X








Figure 4: A typical wiretap communication model. M is the message to be sent,
M̂B is Bob’s estimated message, and M̂E is Eve’s estimated message. The noise
property of the channel is quantized by the conditional probability distribution
pY,Z|X(y, z|x). RX is produced by Alice’s local randomness source.
where the superscript n denotes the length of the code, and each xi is a generic
element from the signal alphabet X . At the end of the channel, Bob and Eve receive





A rate R for the wiretap channel is achievable with confidential messages if and only
if for an arbitrary ε > 0, the following two conditions are satisfied:
Prob(M̂B 6= M) ≤ ε
1
n
H(M |Zn) ≥ R− ε. (2.1.15)
The secrecy capacity of a wiretap channel with confidential messages is defined as the
maximal achievable rate R. It is proven [47] that the secrecy capacity of a wiretap
channel with confidential messages is given by
Cs = max
M→X→Y,Z
[I(M ;Y )− I(M ;Z)]. (2.1.16)
Eq. 2.1.16 shows that the secrecy capacity of a wiretap channel with confidential
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messages coincides with the maximal difference between Alice and Bob’s mutual in-
formation and Alice and Eve’s mutual information.
The wiretap channel enables Alice and Bob transmit secure messages as long as
the secrecy capacity is positive. In the wiretap channel, only one-way communication
is allowed and there only exists one communication channel. On the other hand, if we
allow Alice and Bob to communicate through a public authenticated noiseless channel
besides the main noisy channel, they can follow a secret-key agreement procedure
and distill secret random key bits even if the secrecy capacity of the main channel is
negative. The channel model for secret-key agreement is illustrated in Figure 5. On
the two-way public authenticated noiseless channel, Alice and Bob communicate back
and forth. By receiving the message Bi produced by Bob on the public authenticated
noiseless channel, Alice takes a random variable from her local randomness source,
generate a signal symbol xi and transmit it through a noisy channel characterized
by the conditional probability function pY,Z|X(y, z|x). Alice also generates a message
Ai and sends it through the public authenticated noiseless channel to Bob’s decoder.
Bob receives yi from the noisy channel and Ai from the public authenticated noiseless
channel. He then takes a random number from his local randomness source and
produces another message Bi+1 to be sent on the public channel. Bi+1 is used by
Alice’s encoder for the next round. After the communication, Alice and Bob follow
a key-distillation procedure in which Alice combines Xn, RX , A
r, and Br, and Bob
combines Y n, RY , A
r and Br to produce the key K ∈ K = {1, 2, ..., 2nR}, where R is
the secret-key rate.
The secret-key capacity can be obtained by [48]
I(X;Y )−min(I(X,Z), I(Y, Z)) ≤ Cs ≤ max(I(X;Y ), I(X, Y |Z)), (2.1.17)
















Figure 5: A typical model for secret-key agreement. RX is produced by Alice’s
local randomness source. Xn is signal sent by Alice. Y n is the received signal by
Bob. RY is produced by Bob’s local randomness source. A
r and Br are generated
by their decoders. K̂B is Bob’s estimated key. K̂E is Eve’s estimated key.
The noisy channel is characterized by pY,Z|X(y, z|x). The public authenticated
noiseless channel is plotted in dashed red lines.
2.2 Quantum information theory
The classical information theory introduced in Sec. 2.1 deals with the situation
where quantum effects are weak enough to be neglected. For a quantum system
with prominent quantum effects, the behavior of the system differs from its classical
counterpart in the following ways:
• For classical systems, measurements can be infinitely precise. For quantum
systems, uncertainty is usually introduced by measurements.
• For classical systems, measurements do not influence the signal being mea-
sured. For quantum systems, measurements usually demolish the signal being
measured, collapsing the signal state into the measured value.
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• For classical systems, an unknown signal can be precisely duplicated. For quan-
tum systems, an arbitrary signal cannot be precisely cloned.
• For classical systems, possible signal states take values from a priorly given set.
The signal state can be either element from the set. For quantum systems,
possible signal states take values from a priorly given basis set. Unlike the
classical situation, the signal state can be a superposition of any elements from
the set.
• For classical systems, separated systems are independent. In other words, mea-
surements on one system do not change the states of other systems. For quan-
tum systems, separated systems can be entangled. Measurements on one system
can determine the states of other systems.
Taking into account quantum effects, a new theoretical framework is needed to extend
classical concepts such as the information unit, the channel capacity, and the secrecy
capacity into the quantum world.
2.2.1 Quantum bits
In quantum information theory, the basic unit of quantum information is a quantum
bit (qubit), a vector in the Hilbert space. In the Dirac notation, we introduce a basis
set B = {|ψ1〉, |ψ2〉, ..., |ψn〉}, whose elements are eigenvalue-vectors of an observable
Ô:
Ô|ψi〉 = λi|ψi〉, (2.2.1)
where λi’s are real eigenvalues that specify measurement outcomes. These basis
vectors possess the following two properties:
∑
i
|ψi〉〈ψi| = I (Normalizable)
〈ψi|ψj〉 = δi,j, (Orthogonality) (2.2.2)
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where δi,j is the Kronecker symbol, and I is the identity operator. Any vector |φ〉 is





where αi’s are complex numbers. In a measurement on |φ〉, the probability to obtain





The basis set is not unique. By using another observable Ô′ with eigenvalue-vector
set B′ = {|ψ′1〉, |ψ′2〉, ..., |ψ′k〉}, |φ〉 can be expanded into a superposition in terms of

















which is known as the inner product of the two vectors.
Above discussions of qubit assumed that the size of basis set is finite. However,
some observables such as the position and the momentum operators possess contin-
uous eigenvalues. Therefore, the size of the corresponding basis set is infinite. In
this case, we need to define vectors on a continuous space. The eigenvectors and
eigenvalues of a continuous observable Ĉ satisfy
Ĉ|ψλ〉 = λ|ψλ〉. (2.2.8)
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where f(λ) is the wavefunction to determine the probability density of a measurement




So far, we have introduced qubits used to describe quantum states of single sys-
tems. As discussed previously, one main difference of quantum systems from classical
systems is that several quantum systems can be entangled. To describe entangled
quantum systems, one-dimensional qubits are not sufficient. The overall quantum




λi,j|ψAi 〉|ψBj 〉, (2.2.11)
where |ψAi 〉’s belong to the Hilbert space of subsystem A, and |ψBj 〉’s belong to the








where |0A〉 and |0B〉 denote the horizontal polarization state on the A and B subsys-
tems respectively, and |1A〉 and |1B〉 denote the vertical polarization state on the A
and B subsystems. If a measurement on subsystem A returns |0A〉, the state of sub-
system B is collapsed into |0B〉, and vice versa. One might ask the difference between
the quantum entanglement and the classical correlation. To answer this question, we
















is the antidiagonal polarization state, with j ∈ {A,B}. Apparently, not only mea-
surements on the horizontal-vertical basis, but also measurements on the diagonal-
antidiagonal basis are correlated, which differs from classical correlation because no
classical correlation can exist simultaneously on non-commutate basis sets (in this
case both the horizontal-vertical basis and the diagonal-antidiagonal basis are cor-
related). A rigorous treatment of the difference between the quantum entanglement
and the classical correlation needs to evaluate the Bell inequality.
2.2.2 von Neumann entropy and Holevo theorem
In classical information theory, a random variable takes values on a set of classi-
cal messages with a priorly given probability distribution. For a quantum random
variable, it takes values on the set
M = {|φ1〉, |φ2〉, ..., |φn〉},
composed of quantum states represented by vectors in the Hilbert space. Similar to
classical information theory, the probability distribution of the elements in the set






where pi is the probability distribution. Since |φi〉 can be multi-system states, ρ
describes the overall quantum state of an ensemble of quantum systems. In general,
any quantum measurement on ρ can be defined as a positive operator valued measure
(POVM). A POVM is a set of Hermitian operators that sum to unity:
n∑
i=1
Fi = I, (2.2.15)
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where each operator associated with a measurement outcome. If we perform a mea-
surement ρ, the probability the outcome associated with measurement of operator Fi
occurs is
P (i) = Tr(ρFi). (2.2.16)
The density matrix of a subsystem is defined as the reduced density matrix
ρA ≡ TrB(ρAB). (2.2.17)
TrB is a partial trace defined as
TrB
(
|ψA1 〉〈ψA2 | ⊗ |ψB1 〉〈ψB2 |
)





where |ψA1 〉 and |ψA2 〉 belong to the Hilbert space of subsystem A, and |ψB1 〉 and |ψB2 〉
belong to the Hilbert space of subsystem B.
The analogue to classical entropy is the von Neumann entropy, defined as
S(ρ) ≡ −Tr(ρ log ρ). (2.2.19)
We can also define the quantum conditional entropy, the analogue to the classical
conditional entropy, as
S(ρ|σ) ≡ Tr(ρ log ρ)− Tr(ρ log σ). (2.2.20)
In classical communication, as long as the communication channel is noiseless,
Bob’s observed signal Y always coincides with Alice’s transmitted signal X. Thus,
the mutual information between Alice and Bob equals to the entropy of Alice’s trans-
mitted signal, i.e., I(X;Y ) = H(X). In quantum communication, Alice first encodes
classical messages into qubits, which are later transmitted through a quantum chan-
nel. On the receiving side, Bob needs to make quantum measurements to estimate
Alice’s encoded classical messages. This communication model is plotted in Figure 6.
Since uncertainty is always introduced by quantum measurements, Bob can no longer
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make precise estimate on Alice’s encoded classical messages. Suppose Alice has the
classical messages set X = {x1, x2, ..., xn} with probability pi for each message. In
the encoding procedure, Alice prepares a quantum state ρi, corresponding uniquely
to classical message xi. Once Bob receives the quantum state from the quantum
channel, he makes a quantum measurement, resulting in a classical random variable
Y . Whatever measurement Bob performs, the mutual information between Alice and
Bob is bounded by






i piρi. Eq. 2.2.21 is known as the Holevo theorem [49], setting an upper
bound on the accuracy of Bob’s estimate on Alice’s messages. The upper bound for







Figure 6: The quantum communication model on a noiseless quantum chan-
nel. Alice codes classical message X into qubits ρX . Bob performs quantum
measurements on ρX , and his classical decoding gives estimate X̂.
2.2.3 Introduction to quantum key distribution
As one of the applications of quantum communication, quantum key distribution
(QKD) [10, 13] is a technique that enables two or more parties, who initially share
a secure key, to expand their key with unconditional security. Two fundamental
laws in quantum mechanics, i.e., the quantum uncertainty principle and the quan-
tum no-cloning theorem, guarantee the security of QKD. The quantum uncertainty
principle sets an ultimate limit on the uncertainty of the outcome from a quantum
measurement. According to the quantum uncertainty principle, measurement on a
particular physical quantity of a quantum state is always accompany by uncertainty
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within a certain range. The measurement uncertainty can be utilized to bound ad-
versary’s capability of discriminating quantum messages. In classical communication,
transmitted bits can be ideally observed and duplicated. However, in quantum com-
munication, it is impossible to observe precisely an unknown quantum bit (qubit)
and to duplicate a new qubit in an identical quantum state, which is known as the
quantum no-cloning theorem, denying the possibility to perfectly clone an unknown
quantum state. Therefore, an adversary is not able to achieve full information on
an unknown qubit. These two fundamental laws in quantum mechanics enable us to
design a QKD protocol, allowing us to expand an initially shared key between two or
more users with unconditional security. It is shown in Figure 7 a schematic of QKD.
QKD follows a typical procedure as follows:
Step 1: State preparation. The sender, usually called Alice, randomly prepares
a qubit from a given quantum-state set and sends it through a quantum channel. The
quantum channel could be interacted by an adversary, usually called Eve.
Step 2: State measurement. The receiver, usually called Bob, receives the
qubit from the quantum channel. Bob then randomly selects a measurement basis
from a set of measurement basis. Bob records the classical measurement outcome.
Alice and Bob repeat the above two steps until they share classical bits that match
the block length of the error-correction code for reconciliation.
Step 3: Channel characterization. Alice and Bob choose a subset of the
shared classical bits to estimate physical properties of the quantum channel. Ac-
cording to the quantum uncertainty principle and the quantum no-cloning theorem,
either Eve’s interference introduces some changes on physical properties of the quan-
tum channel, or Eve’s accessible information is bounded to a certain amount.
Step 4: Reconciliation. If the physical properties of the quantum channel are
in a secure region, i.e., positive secret-key capacity exists, Alice and Bob follow a
reconciliation protocol on a public authenticated noiseless classical channel to agree
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on a string sn = {s1, s2, ..., sn}. Each element of the vector is a random variable
following the same probability distribution as the random variable S does. Everyone
can read information on the classical channel, but the transmitted message cannot
be modified. Alice and Bob’s initial shared key serves as the message-authentication
key.
We need to note here that there exist two kinds of reconciliation protocols. For a
forward reconciliation based protocol, Bob tries to recover the classical information
that Alice sent by means of quantum signals. In this case, Alice needs to generate
some redundant messages that serve as checkbits and send them through a public
authenticated noiseless classical channel. Let Alice the encoded random variable be a
vector xn = {x1, x2, ..., xn}. Each element of the vector is a random variable following
the same probability distribution as the random variable X does. Bob’s received
classical information is a vector yn = {y1, y2, ..., yn}. Each element of the vector is a
random variable following the same probability distribution as the random variable
Y does. the checkbits are generated by a function mk = G(xn). Once Bob receives
the checkbits, he performs a decoding operation to correct all errors introduced by
additional channel noise or quantum noise from his measurements. His decoding
operation can be described by sn = D(yn,mk) = F (xn), where F is a transformation






However, continuous-variable QKD protocols based on forward reconciliation do
not tolerate more than 50% of channel loss because if we give the lost signal to Eve,
she always have a better view of Alice’s original data than Bob does. To overcome this
problem, reverse reconciliation must be introduced into QKD protocols. For a reverse
reconciliation based protocol, Alice tries to recover the classical information obtained
by Bob. In this case, Bob needs to generate some redundant messages that serve as
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checkbits and send them through a public authenticated noiseless classical channel.
Once Alice receives the checkbits, he performs a decoding operation trying to agree
on a string sn with Bob. Since Alice always have a better view on Bob’s received
signal than Eve does, reverse reconciliation can in principle extend the communication
distance to infinity if the quantum channel is noiseless.
The complexity of reconciliation depends on the error-correction code that Alice
and Bob use. The complexity of reconciliation on binary bits is usually much lower
than reconciliation on continuous variables.
Step 5: Privacy amplification. In this stage, Alice and Bob share a string
sn. To remove Eve’s information on sn, Alice and Bob need to a function that maps
the input string sn ∈ S into the output set kl ∈ K. If we carefully design the
function, Eve will not have any information on kl. Universal hash functions satisfy
our need. A universal hash function family H satisfies ∀sn1 , sn2 ∈ S, sn1 6= sn2 ,∀h ∈ H :
Pr [h(sn1 ) = h(s
n
2 )] ≤ 1|K| . k












Figure 7: A schematic of quantum key distribution. Alice converts the classical
random message X into qubits represented by ρA. The qubits received by
Bob and Eve are ρB and ρE respectively. Bob’s quantum measurements lead
to classical random variable Y for decoding. Based on Y, P is produced as
the reconciliation message on a public authenticated noiseless classical channel.
Based on the qubits ρE and P , the quantum decoding of Eve yields K̂ as the
estimate of the final key K.
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Many results discuss the security of QKD systems. For the state of the art, the
unconditional security for discrete-variable QKD systems against the most general
attacks has been proven [50]. For continuous-variable QKD systems with both Gaus-
sian and discrete modulation, the security against collective attacks, where Eve makes
individual interactions but overall measurements, is proven in [51–57]. Quantum de
Finetti theorem for infinite dimensional Hilbert space is proven in [58], which implies
that continuous-variable QKD protocols that are secure against collective attacks are
asymptotically secure against coherent attacks, which are the most general kind of
attacks.
2.3 Quantum optics
The topics discussed in Sec. 2.2 are mathematically abstract. In reality, quantum
information needs to be stored in physical carriers, such as electrons, atoms, and
photons. In this section, we will focus on the physics of photon by introducing its
physical origin, its quantum description, and measurements on it.
2.3.1 Quantization of electromagnetic field
The dynamics of electromagnetic field in free space is governed by the Maxwell equa-
tions:
∇ · E = ρ
ε0
(Gauss’ law) (2.3.1a)
∇ ·B = 0 (Gauss’ law for magnetism) (2.3.1b)
∇× E = −∂B
∂t
(Faraday’ law of induction) (2.3.1c)
∇×B = µ0J + µ0ε0
∂E
∂t
(Ampère’s circuital law). (2.3.1d)
We next introduce the vector potential
B = ∇×A, (2.3.2)
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and the scalar potential
∇φ = −E− ∂A
∂t
. (2.3.3)
By inserting Eq. 2.3.2 and Eq. 2.3.3 into the Maxwell equations in Eqs. 2.3.1, we













(∇ ·A) = − ρ
ε0
. (2.3.4b)
There does not exist an unique choice for either A or φ. To see this, we make a
transform
A = A′ −∇Ξ, (2.3.5)
and




where Ξ is an arbitrary function in space and time. Inserting Eq. 2.3.5 and Eq. 2.3.6
into the definition of A in Eq. 2.3.2 and the definition of φ in Eq. 2.3.3, we find that
E is unchanged by the transform. One commonly used choice of the vector potential
∇ ·A = 0, (2.3.7)

















ik·r + c.c., (2.3.9)
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where the time-dependent part Ak(t) and the spatial-dependent part e
ik·r are sepa-
rated, and c.c is the complex conjugate. Plugging Eq. 2.3.9 into Eq.2.3.8 and sepa-
rating different wavevector modes yield the differential equation for the time-varying
part of each wavevector mode:
∂2Ak(t)
∂t2
+ ω2Ak(t) = 0, (2.3.10)
with the plane-wave solution
Ak(r, t) = Ake
−ωt+ik·r + c.c. (2.3.11)


















where T is the period of oscillation. Inserting the vector potential definition in Eq.
2.3.2, the scalar potential definition in Eq. 2.3.3, and the Coulomb gauge condition
in Eq. 2.3.7 into Eq. 2.3.12, it yields






(mωq + ip) n̂k, (2.3.14)
where n̂k is a unit vector on k. The electromagnetic field oscillation is analogue to a










where p is the canonic momentum, and q is the canonic position. The quantum-
mechanical Hamiltonian of a harmonic oscillator can be derived by replacing the











p̂ and q̂ satisfy the commutation relation [q̂, p̂] = q̂p̂ − p̂q̂ = i~. We next define the



































n̂ ≡ â†â (2.3.20)
is referred to as the number operator. Let |n〉 be the energy eigenstate of the Hamil-
tonian Ĥ with the eigenvalue En. By making use of the commutation relation in Eq.















n+ 1|n+ 1〉 (2.3.23)
respectively.
2.3.2 Fock state and coherent state
The energy eigenstates Ĥ are named the number states or the Fock states. The Fock
state |0〉 is the vacuum state, corresponding the ground state of a harmonic oscillator.





















where α is a complex number. Applying the annihilation operator on |α〉 yields
â|α〉 = α|α〉, (2.3.26)
showing that |α〉 is an eigenstate of â. The eigenstates of the annihilation operator
â are defined as the coherent states. Since â is not a Hermitian operator whose
eigenvalues are real, its eigenvalues are not measurable. The probability of finding n
photons in |α〉 reads



















X̂ and Ŷ satisfy the commutation relation




The Hamiltonian can be expressed in terms of the quadrature operators:
Ĥ = ~ω
(
X̂2 + Ŷ 2
)
. (2.3.30)
For the coherent state |α〉, the expected values of the two quadrature operators are
X = 〈α|X̂|α〉 = 1
2
(α + α∗) = <(α)
Y = 〈α|Ŷ |α〉 = 1
2i
(α− α∗) = =(α), (2.3.31)
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and the expected variances of the two quadrature operators are
∆X2 ≡ X2 −X2 = 1
4
∆Y 2 ≡ Y 2 − Y 2 = 1
4
. (2.3.32)




holds for any coherent state. Thus, coherent states are a minimal uncertainty states.
We now discuss the quantum dynamics of coherent state. In the Heisenberg
picture, the time evolution of the creation and annihilation operators can be obtained




















â(t) = â(0)e−iωt (2.3.35a)
â†(t) = â†(0)eiωt. (2.3.35b)
The time evolution of the expected values of X̂ and Ŷ is
X(t) = 〈α|X̂(t)|α〉 = X(0) cos(ωt) (2.3.36a)
Y (t) = 〈α|Ŷ (t)|α〉 = Y (0) sin(ωt). (2.3.36b)
Therefore, the quantum dynamics of coherent states resemble the oscillating behavior
of electromagnetic field. In fact, the output from a laser can be approximately de-
scribed by a coherent state, regarded as the closest quantum state to classical physics.
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2.3.3 Quantum measurements
So far, we have briefly introduced the quantization of electromagnetic field and the
most common quantum states arising from the quantization. We will next introduce
quantum measurements on the quantum states. We have introduced two important
physical quantities: the photon number and the field quadratures. To make mea-
surements on the photon number of a field, a light beam containing the field is sent
to a photon detector. There exist two kinds of photon detectors. PiN diodes with
high bandwidth (from GHz to THz) are the most commonly used photon detectors
for telecommunication. Classically, PiN diodes measure the intensity of the incoming
field. Ideally, a PiN diode with perfect detection efficient and unlimited bandwidth
converts every incident photon into an electron in the produced photocurrent. There-
fore, the amplitude of the photocurrent is proportional to the time derivative of the




In practice, both the signal and the detector are bandwidth limited. To capture
all information contained in the signal, the bandwidth of the detector needs to be
higher than the bandwidth of the signal to make a single-mode measurement. A filter
is usually installed at the output of PiN diode to get rid of additional out-of-band
noise. A detection schematic of a quantum measurement using PiN diode is shown
in Figure 8.
Although PiN diodes possess high detection bandwidth, they are not able to per-
form measurements on weak signals at the single-photon level because the photocur-
rent is contaminated by dark current and electronic noise. To detect extremely weak
signals at the single-photon level, avalanche photodiodes (APD) are used. The quan-




Figure 8: A schematic of a quantum measurement using PiN detectors. LPF
is a low-pass filter to get rid of out-of-band noise. A/D is an analog-to-digital
converter to produce digital signal that is processed later.
around 80% is achieved at visible wavelengths. To perform photon counting on op-
tical pulses, synchronization circuits are usually needed to reduce detector noise and




Figure 9: A schematic of photon detection using APD detectors.
To obtain information of field quadratures, homodyne measurement is utilized.
To perform a homodyne measurement, a strong local oscillator (LO) is mixed with a
signal beam by a beam splitter (BS). The output from the BS is injected into a PiN
diode. A schematic of homodyne measurement is shown in Figure 10. Let the electric
field operator for the LO be ÊLO and the electric field operator of the signal be ÊS,
















where R is the transmissivity of the BS. In the second line of Eq. 2.3.38, we replaced
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ÊLO by a complex field amplitude based on the fact that the LO intensity is much
stronger than the signal intensity. By use of a strong LO, homodyne measurement
can detect quadrature information of very weak fields at the single-photon level and
achieve high contrast against dark current, which is usually 10 dB below the signal




Figure 10: Aschematic of homodyne measurement.
However, the homodyne measurement schematic shown in Figure 10 suffers from
the side-band excess noise of the LO. To overcome this problem, balanced homodyne
measurement shown in Figure 11 needs to be used. In a balanced detection scheme,
excess noise from the side-band of the LO is canceled by a subtraction of the two
photocurrents produced by the two different PiN diodes at the two outputs of a








The photocurrent is then fed to a bandpass filter to erase excess out-of-band noise.
The filtered signal is amplified by an electronic amplifier and finally frequency trans-








Figure 11: Aschematic of balanced homodyne measurement.
2.4 Nonlinear optics
In Sec. 2.3, basics of quantum optics is introduced. We have discussed two important
quantum states of the quantized electromagnetic field, i.e., the Fock state and the
coherent state. The coherent state is the quantum state that possesses the closest
behavior to classical physics. In fact, the Fock state and other quantum states such
as the squeezed state and the entangled state behave nonclassically and can lead to
various applications in quantum communications. In quantum key distribution, Fock
states containing only one photon per pulse are desired to guarantee the security of
key generation. The entangled states are not only applied in entanglement-based
quantum key distribution protocols, but are also necessary for quantum teleportation
and quantum dense encoding. However, unlike the coherent state that can be gen-
erated directly from lasers, generation of nonclassical quantum states usually require
nonlinear optical processes. In this section, preliminaries of nonlinear optics will be
covered. In the first part of this section, nonlinear susceptibilities, which are used to
quantify the nonlinearity of materials, will be defined. In the second part, we will
focus on light-matter interaction, from which nonlinearities are originated.
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2.4.1 Nonlinear susceptibility
When an electromagnetic wave is propagating in matter, the macroscopic Maxwell
equations are used to describe its dynamics:
∇ ·D = ρf (2.4.1a)
∇ ·B = 0 (2.4.1b)
∇× E = −∂B
∂t
(2.4.1c)




where ρf is the free charge and Jf is the free current density. The constitutive
relations, which relate the propagating wave with the response of the matter, are





where P is the polarization field. P can be expanded to arbitrary orders of the electric
field:
P = P(1) + P(2) + P(3) + · · ·
= ε0
(
χ(1) · E + χ(2) : EE + χ(3)...EEE + · · ·
)
. (2.4.3)
In the time domain, the polarization field to each order can be expressed as
P(1)(r, t) = ε0
∫ ∞
−∞
χ(1)(t− τ) · E(r, τ)dτ (2.4.4a)





χ(2)(t− τ1, t− τ2) : E(r, τ1)E(r, τ2)dτ1dτ2 (2.4.4b)







χ(3)(t− τ1, t− τ2, t− τ3)
...E(r, τ1)E(r, τ2)E(r, τ3)dτ1dτ2dτ3
(2.4.4c)
The wave propagation dynamics can be obtained by solving the propagation equation










We note here that only materials that are inversion asymmetric possess the χ(2)
nonlinearity. For central symmetric material such as silica and graphene, the lowest-
order nonlinear susceptibility is χ(3).
2.4.2 Light-matter interaction




+ V (r), (2.4.6)
where p is the momentum operator, and r is the position operator. When the elec-
tron is coupled to an external electromagnetic field, the overall Hamiltonian can be




+ V (r), (2.4.7)
where A(t) is the vector potential defined in Eq. 2.3.2. We choose the Coulomb
gauge so that ∇ ·A = 0. Eq. 2.4.7 can be expanded as
H = H0 +
e
2m
[p ·A(t) + A(t) · p] , (2.4.8)
where the second-order term |A(t)|2 is dropped under the assumption that field in-
tensity is relatively weak. The Hamiltonian H can be expressed as the sum of the




[p ·A(t) + A(t) · p] . (2.4.9)
Since p = −i~∇ and ∇ ·A = (∇ ·A) + A · ∇, in the Coulomb gauge we end up with




A(t) · p. (2.4.10)
In the Coulomb gauge, the vector potential of a plane wave can be written as
A(t) = Aei(k·r−ωt)n̂ + c.c., (2.4.11)
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where n̂ is a unit vector on the polarization of the wave. If the interaction length is
much shorter than the size of a molecule, we have eik·r ≈ 1, known as the electric-





Ae−iωtn̂ · p + c.c.
]
, (2.4.12)
where c.c. denotes the complex conjugate. Now let us consider the average transition





|〈f |V0|i〉|2δ (Ef − Ei − ~ω) . (2.4.13)




|〈f |n̂ · p|i〉|2 [δ (Ef − Ei − ~ω) + δ (Ef − Ei + ~ω)] . (2.4.14)














|〈f |n̂ · r|i〉|2 [δ(ωfi − ω) + δ(ωfi + ω)] , (2.4.16)
where ωfi = (Ef −Ei)/~, and the relation E = ωA has been used. Define the dipole
operator as
µ = −er, (2.4.17)
and the dipole-interaction (or called direct coupling) Hamiltonian
V ′(t) = −µ · E(t). (2.4.18)
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By calculating the new average transition rate R′i→f , we find that R
′
i→f = Ri→f . This
argument shows that the time-varying Hamiltonians V (t) and V ′(t) lead to identical
quantum dynamics as long as the energy dispersion of the electron is parabolic. In
other words, for non-relativistic electrons, the two different Hamiltonians are equiva-
lent.
Let the Hamiltonian be
H = H0 − µ · E(t) = H0 + V (t), (2.4.19)
and the eigenstates of H0 be {|1〉, |2〉, ..., |m〉, ..., |n〉, ...}. The eigenstate equation is
H0|m〉 = Em|m〉. (2.4.20)
The quantum dynamics of an electron can be obtained by solving the time-dependent





[H, ρ]mn , (2.4.21)
where ρ is the density matrix of the electron and Amn = 〈m|A|n〉. Eq. 2.4.21
does not take into account relaxation processes cause by electron-electron scattering
and electron-phonon scattering. A complete treatment of such relaxation processes
requires sophisticated quantum-mechanical calculations [61]. For the simplest model,
such relaxation processes can be modelled by introducing phenomenological decay




[H, ρ]− Γmn (ρmn − ρeqmn) , (2.4.22)
where Γmn is the decay constant, and ρ
eq
mn is the value of ρmn in thermal equilibrium.
Eq. 2.4.22 can not be solved analytically in general. Two methods are usually
utilized to solve Eq. 2.4.22. The perturbative method can be used when the population
inversion is small. It is usually applicable for non-resonant interactions where the light
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frequency is not close to any of the resonant frequencies of the atom. When the light
frequency is close to the resonant frequency of the atom and large population inversion
is induced, the nonperturbative method needs to be used.
For the perturbative method, it is assumed that the density matrix can be ex-
panded as the sum of density matrices with different orders:
ρ = ρ(0) + ρ(1) + ρ(2) + · · · , (2.4.23)
Each order is cascadedly solved by





ρ̇(1)mn = −(iωmn + Γmn)ρ(1)mn −
i
~
[V (t), ρ(0)]mn (2.4.24b)
ρ̇(2)mn = −(iωmn + Γmn)ρ(2)mn −
i
~
[V (t), ρ(1)]mn. (2.4.24c)
The polarization field is obtained by evaluating the expected value of the induced
dipole moment:
P = N〈µ(t)〉 = NTr [ρ(t)µ] , (2.4.25)
where N is the density of atoms. knowing the polarization field P, Eq. 2.4.3 can be
used to separate different frequency-dependent nonlinear susceptibilities χ(i)(ω).
When the frequency of the strong laser is resonant with the atom, many electrons
are pumped from the ground state to the excited state. In this case, the perturbative
method, which assumes that the population inversion is small, is not valid. We next
introduce the non-perturbative method, based on which the resonant nonlinearity can
be examined.
Let us consider the two-level model for semiconductors. In the two-level model,
only two energy eigenstates exist, i.e., the valance-band state |V 〉 and the conduction-
band state |C〉. The quantum dynamics is governed by [60]




%̇ = −Γ1(%− %eq)−
2i
~
(VCV ρV C − VV CρCV ), (2.4.26b)
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where % = ρV V − ρCC . Γ1 is the population-relaxation decay rate, and Γ2 is the
decoherence rate. The general form for the interacting-matrix element VV C is





By assuming that the scattering rates are much less than the resonant frequency, i.e.,
ωV C  Γ1,Γ2, and the detuning is comparable to the decays rates, i.e., |ω − ωCV | ∼
Γ1,Γ2, we reach the fact that the main Fourier component of ρV C is oscillating at
ωV C , and the main Fourier component of % is at dc. Therefore, the second term
at the right-hand side of Eq. 2.4.27 contributes much less than the first term does.
Dropping the second term of the right-hand side of Eq. 2.4.27, the interacting-matrix
element is rewritten as
VV C = −µV CEe−iωt, (2.4.28)
which is known as the rotating-wave approximation. By use of the rotating-wave
approximation, Eq. 2.4.26 can be solved analytically, giving the nonlinear suscepti-
bility [60]
χ =
N%eq|µV C |2Γ1~(ω − ωV C − iΓ2)
Γ1Γ22~2 + Γ1~2(ω − ωV C)2 + 4|µV C |2|E|2Γ2
. (2.4.29)
Eq. 2.4.29 implies that for the resonant nonlinear susceptibility, saturation effect can
be induced by a high-intensity field. Another consequence of Eq. 2.4.29 is that χ is
composed of both a real part and an imaginary part. The real part contributes to a




The first part of my research focuses on improving the key-generation rate of cur-
rent QKD systems. As discussed in Sec. 1.5, to improve the key-generation rate
for QKD systems, one needs both new protocols and experimental techniques. This
chapter covers a new QKD protocol and its experimental implementation, which
provide a path for high-rate QKD systems. For the new QKD protocol, we adopt
continuous-variable QKD (CVQKD) with discrete signaling and post selection. The
purpose of discrete signaling and post selection is to allow use of low-complexity
error-correction codes. Once the efficiency of the error-correction codes is much lower
than the Shannon limit, the implementation complexity can be greatly reduced. In
our experimental implementation, we use a continuous-wave local oscillator (CWLO)
instead of the pulsed local oscillator that was used in [45]. We make quantum mea-
surements at sidebands of the local oscillator. The bandwidth of detection can be as
high as several hundred of MHz so that the large bandwidth of PiN detectors can be
utilized. For fiber-based CWLO based systems, guided acoustic wave Brillouin scat-
tering (GAWBS) is the main noise source to contaminate quantum signals. To avoid
GAWBS noise, a novel experimental scheme was implemented based on frequency
translation.
3.1 The protocol and security analysis
The two classes of CVQKD systems use continuous signaling [62, 63] and discrete
signaling [64]. Continuous signaling, where Alice sends 2 independent Gaussian dis-
tributed random variables in the x and y quadratures of the field, is the most studied
because proofs against individual and collective attacks exist [51–54]. An individual
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attack describes manipulation of individual timeslots and optimal quantum measure-
ment by Eve on light in that timeslot, while collective attacks describe manipulation
of individual timeslots and optimal joint measurement of several or many timeslots.
State-of-the-art continuously signaled experiments provide security against collective
attacks, and demonstrate a final key rate of ∼ 2 kbits/s [45]. This limitation is not due
to the physical layer, but to the time required to execute reconciliation on a typical
microprocessor. Attempts to increase speed have led to proposals for post selection,
where only a subset of the received data is selected for error correction. By perform-
ing post selection, the required code efficiency and error rate can be manipulated.
Recently, a protocol that can be proven secure against collective attacks is proposed
if infinite dimensional conditional homodyne tomography can be implemented on a
subset of data [56]. It has been clear to many CVQKD researchers that a discretely
signaled CVQKD protocol would be advantageous in terms of simplicity and several
protocols of this kind have been proposed. However, it has been pointed out that
the security of discretely signaled systems under collective attacks remains an open
problem for the practical case of excess noise in the channel [65]. Very recent work
on the security of a binary modulated CVQKD system [55] showed quite limited tol-
erance to excess noise. However, we will show that the use of quantum tomography
in a protocol can greatly improve the situation.
To increase distance, the technique of post selection has been proposed for CVQKD
[66–69]. In post-selection schemes, only a subset of the data is used, improving the
signal-to-noise ratio between Alice and Bob. CVQKD experiments have been imple-
mented with post selection [67–69], but without security proofs. Although Gaussian
attacks have been proved to be optimal against continuously signaled CVQKD sys-
tems, the optimal attack for post selection based CVQKD protocols is unknown yet.
Recent progress on the security analysis of post selection [56] gave a proof of a post-
selection protocol when excess Gaussian noise is introduced into the channel. The
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protocol presented in their paper requires full conditional state tomography.
To permit faster and longer links, one needs to overcome the following obstacles.
First, a very efficient reconciliation protocol is needed. Although theoretically, re-
verse reconciliation enables CVQKD links of infinite distance, as CVQKD link length
increases, the minimum reconciliation efficiency required for positive secret-key ca-
pacity, β0, approaches 1. This differs from discrete-variable QKD because in discrete-
variable QKD, single photons and data sifting can efficiently bound eavesdropper’s
accessible information, and therefore highly efficient error-correction codes are not re-
quired. Second, reconciliation needs to be simple and fast. To correct errors between
Alice and Bob, one usually seeks continuous-variable based error-correction codes to
be as efficient as possible. However, highly efficient error-correction codes are also
highly complex. We note that codes for binary symmetric channel are usually sim-
pler. By turning the continuous-variable based error-correction problem into a binary
based error-correction problem, several advantages come. First, it is easier to find
corresponding error-correction codes whose efficiency is close to Shannon limit while
keeping a lower decoding complexity. Furthermore, if the required error-correction
efficiency is lowered for a given distance, then we may be able to find a reconciliation
code with corresponding lower efficiency, which leads to lower decoding complexity.
As a result, the distance and throughput of CVQKD systems would be significantly
improved.
3.1.1 The quantized input-quantized output CVQKD protocol
According the previous discussions, binary reconciliation is attractive to improve
CVQKD distance and key-generation rate. In 2006, Namiki proposed a CVQKD
scheme using discrete encoding and post selection [64]. Although the protocol results
in binary reconciliation, the security analysis was only developed for individual at-
tacks. Furthermore, the experimentally relevant case of excess noise in the channel
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was not treated. This case is important because system imperfections typically re-
sult in some additional noise, which should be treated for security purposes as if Eve
controls it. For low channel efficiency, the possibility of selecting a quantum state is
low enough that most of the measurements are discarded.
To obtain positive secret-key capacity, it is desirable that Alice and Bob nearly
achieve the capacity of the channel given the signal-to-noise ratio. Recently, a new
result of classical information theory [70] has shown that for a lossy Gaussian channel
with given signal-to-noise ratio, when Bob quantizes the received data, the optimal
way for Alice to encode data is to also send quantized data. Specifically, under the
condition that Bob performs binary quantization, Alice needs only send binary data
and achieve the channel capacity. This result is significant for reverse-reconciliation
CVQKD because it indicates that if Bob quantizes the data received, then Alice does
not need to send Gaussian modulated signals but should send binary signals. Since in
a CVQKD protocol, we need to randomly switch between the X and Y quadrature, to
make the two quadratures look symmetric under homodyne measurement, we at least
need four coherent states. However, more coherent states lead to more complicated
security analysis and experimental implementation. In this case, introducing four
coherent states would be ideal for our purposes.
The quantized input-quantized output (QIQO) CVQKD protocol is described be-
low:
Step 1: For each time slot, Alice randomly chooses a random variable xk ∈
{1, 2, 3, 4} and encodes a coherent state |αxk〉 ∈ {|α1〉 = |r+ri〉, |α2〉 = |r−ri〉, |α3〉 =
| − r + ri〉, |α4〉 = | − r − ri〉}, where r is a positive real number depending on Bob’s
signal-to-noise ratio and k is the index of the time slot, and sends it through a lossy
and noisy quantum channel. Alice’s encoding scheme can be described in Figure 12.
Step 2: Bob receives a quantum state from the quantum channel. With probabil-
ity p, the measurement is assigned to channel characterization, where Bob randomly
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Figure 12: Alice’s encoding scheme in which she only sends four different co-
herent states.
chooses a local oscillator phase φk of 0, π/4, or π/2, makes a homodyne measurement
and records the real result [71]. With probability 1− p, the measurement is assigned
a data collection indexed by k, where Bob randomly chooses a local oscillator phase
φk of 0 or π/2 and performs a homodyne measurement. If his measurement result is
greater than T , where T ≥ 0 is Bob’s decision threshold, he quantizes the result to
qk = 1. If Bob’s measurement result is less than −T , otherwise, he quantizes the data
to qk = −1. For other cases where his measurement result is between −T and T , Bob
quantizes his data to qk = 0. When qk = 0, the data from the corresponding time
slot will not be selected in the post processing. When T = 0, the protocol reduces to
the case without post selection.
To summarize these two steps, Alice uses random quadrature phase-shift keying
(QPSK) signaling but Bob’s collected data are digitized binary phase-shift keying
(BPSK).
Step 3: When all quantum communication has been finished, Bob reveals to Al-
ice which time slots were used for channel-characterization measurements. Alice then
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reveals to Bob the state that she has sent for those time slots, after which Bob per-
forms a conditional quantum tomography for each one of the four particular coherent
states that Alice sent. We note here that conditional tomography is only practical for
discrete-signaling based CVQKD protocols because in continuous-signaling CVQKD
protocols, the size of Alice’s signal set is infinity in principle. In practice, the size
of Alice’s signal set is limited by the resolution of Alice’s D/A converter. For a 16-
bit D/A converter, the size of Alice’s signal set is 216, which makes it unrealistic to
perform conditional tomography.
Only three different phases, 0, π/4, and π/2 in this protocol, are required to
achieve a good estimate (fidelity higher than 99%) of the received state [71]. We
know that without Eve, the channel can be modeled as a beamsplitter with two
inputs, one of which is Alice’s output to the quantum channel and the other one is






where b̂ is the output of the beamsplitter going to Bob’s detectors and η is quantum





1− ηQ̂εn , (3.1.2)
where Q̂b is Bob’s quadrature operator, Q̂a is Alice’s corresponding quadrature oper-
ator, and Q̂εn is the corresponding quadrature operator of the noise mode. Assuming







where * is the linear convolution. By Fourier transform techniques, one can find
pεn(q) once pa(q) and pb(q) are known from quantum tomography. By performing an
inverse convolution, we can reconstruct the noise-mode density matrix ρ̂εn based on
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quantum tomography on Bob’s density matrix ρ̂b. For the protocol, Bob performs
quantum conditional tomography for all four cases. Then Bob can reconstruct ρ̂εn
for all four cases. The protocol requires that the reconstructed ρ̂εn for all four cases
to be identical. Otherwise, Alice and Bob abort the protocol.
Step 4: For each data-collection time slot, Bob reveals the local oscillator phase
that was chosen. If Bob used φk = 0, then Alice records ak = 1 for the case xk = 1
or xk = 2 and ak = −1 for the case xk = 3 or xk = 4. If Bob used φk = 12π, then
Alice records ak = 1 for the case xk = 1 or xk = 3 and ak = −1 for the case xk = 2
or xk = 4. The decision rule is plotted in Figure 13.
1-1
1-1
(a) Alice’s decision rule for φk = 0
11
-1-1
(b) Alice’s decision rule for φk =
π
2
Figure 13: The decision of Alice for the data-collection time slots.
Step 5: Bob sends checkbits to Alice over a public channel, i.e. reverse reconcil-
iation. The reconciliation is strictly one-way.




In this section, we analyze the security of the QIQO CVQKD protocol against col-
lective attacks, where Eve interacts with incoming quantum states individually and
makes joint multi-timeslot measurements after knowing Bob’s measurement basis.
The security of CVQKD systems can be guaranteed by fundamental limits of the
noise coming from the quantum measurements. However, since the quantum channel
can always introduce some excess noise, this amount of noise could potentially have
been introduced by Eve, and may thus weaken the security of the system. In the secu-
rity analysis, we will treat the excess channel noise rigorously. We divide this section
into two subsections. In the first subsection, we analyze the simpler case where no
excess channel noise exists but Bob’s homodyne detector has a given quantum effi-
ciency and Bob also has some additive Gaussian electronic noise. We will give an
analytical solution for this case. In the second subsection, we analyze the case where
measured excess noise is assumed to have a quantum channel as its source.
For collective attacks, the secret-key capacity between Alice and Bob per channel
use is found by [50]
∆I = I(A;B)− χ(B;E), (3.1.4)
where I(A;B) is the mutual information between Alice and Bob and χ(B;E) is the
Holevo information between Bob and Eve. However, practical reconciliation codes do
not reach the Shannon limit. The practical secret-key capacity in this case becomes
∆I = βI(A;B)− χ(B;E). (3.1.5)
To make the practical secret-key capacity positive so that Alice and Bob can distill
a secure key by privacy amplification, a minimal required reconciliation efficiency β0
exists where
β0I(A;B)− χ(B;E) = 0. (3.1.6)
For the binary symmetric channel in our protocol, I(A;B) in bits can be completely
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determined by the signal-to-noise ratio (SNR), which will be defined rigorously later,









I(A;B) = 1− h(eAB), (3.1.8)
where h(p) = −p log2(p)− (1− p) log2(1− p) is the binary entropy function.





where S(ρ̂E) is the von Neumann entropy of Eve’s mixed state ρ̂E, ρ̂E|q=i is Eve’s
mixed state given Bob’s measurement result, and pi is the probability that Bob’s







S(ρ̂E|q=1) = S(ρ̂E)− S(ρ̂E|q=1) (3.1.10)
for an optimal attack.
When no excess channel noise exists, Bob’s received state is a coherent state given
Alice sent a particular quantum state. When the tomographic subset verifies Bob’s
received state, Eve’s only possible attack is a beam splitter attack, where Eve replaces
the lossy channel with a perfect one and uses a beam splitter to simulate the lossy
effect of the channel. Suppose the quantum efficiency of the quantum channel is η,
then Bob’s received quantum states are |√ηαi〉 and Eve’s received quantum states
are |
√












The second term of χ(B;E) relates directly to the error rate of the binary sym-
metric channel. Let us consider the case where Bob chose φ = 0 as the phase for ho-
modyne detection. Given Bob’s quantized data q = 1, the possibility that Alice sent
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η − 1αi|. (3.1.12)
The error rate eAB is related to the signal-to-noise ratio of Bob by 3.1.7. Suppose
the vacuum variances of both quadratures are 〈∆X2〉 = 〈∆Y 2〉 = VS = 14 and the
variance of electronic noise is Vel, then the variance of Bob’s measurement noise,
including both the quantum noise arising from the homodyne measurement and the
electronic noise arising from the experimental circuits such as electronic amplifier, is
VB = VS + Vel. (3.1.13)





where ui = <{
√
ηηmαi} is Bob’s expected value of the X quadrature given Alice sent
αi. ηm is the detection efficiency of the homodyne detector. Combining Eq. 3.1.13









Together with Eq. 3.1.7, we can calculate the error rate of the binary symmetric
channel between Alice and Bob. Combining the above equations, we get the analytical
expression for the secret-key capacity between Alice and Bob for the case where no
excess noise exists.
In the case where excess noise is introduced into the quantum channel, the analysis
is more complicated and numerical simulations are required. We will prove that with
small amounts of excess noise, the security of the QIQO CVQKD scheme can still be
guaranteed. The details of the numerical simulation are reported in appendix A.
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3.1.2.1 Validity of channel model
We will show that Eve’s optimal collective attack is the entangling beamsplitter attack
(see Figure 14), where Eve replaces the lossy fiber with a lossless channel and mixes
one of two entangled beams (ρ̂εn) on a beamsplitter while additionally monitoring
one of the outputs (ρ̂εr). Conditional homodyne tomography serves to make the


















Figure 14: Model of the relevant quantum channel. ρ̂εn and ρ̂εr, density matrices
produced by Eve’s EPR source; ρ̂a, density matrix of the signal sent by Alice; ρ̂b
and ρ̂b′, density matrix before Bob’s detector inefficiencies and after detector
inefficiencies; ρ̂εn′ , density matrix post BS1, measured by Eve; ρ̂hom, density
matrix of equivalent mode consisting of light lost to detector inefficiencies. τ is
the squeezing parameter of the EPR source, η is the channel efficiency, and ηm
is Bob’s detector efficiency.
We need to note that Eve’s attack is a unitary operator which maps the product
state of Eve’s original ancillary state ρεn and Alice’s output state ρa to the state ρb,
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which is measured by Bob’s detectors and to the final ancillary state. If the input
ancillary state and Alice’s output state are given, and the output states of the unitary
operator are also given, then the unitary operator can be regarded as a black box. In
this case, the internal structure of the black box does not matter because the secret-
key capacity of the system is only a function of the output of the black box. In other
words, only the output quantum state matters and how the state was generated does
not. Eve’s unitary operation can be denoted as
|Φi〉 = M̂(|ΨE〉 ⊗ |αi〉), (3.1.16)
where |αi〉 denotes Alice’s chosen state and |ΨE〉 denotes Eve’s original ancillary
states. Then Bob’s incoming density matrices are given by a trace over Eve’s Hilbert
space
ρbi = TrE(|Φi〉〈Φi|). (3.1.17)
We know that ρbi can be obtained by quantum conditional tomography and according
to Eq. 3.1.1, each b̂i can be expressed as a superposition of Alice’s mode and another
excess noise mode, we can decompose M̂ into three different unitary operators Ô, P̂ ,
and Q̂. Ô creates ρ̂εn from Eve’s original ancillary states
ρ̂εn = Trr[Ô(|ΨE〉〈ΨE|)Ô†], (3.1.18)
where Trr denotes the trace over the rest Eve’s state besides mode εn. The role of
operator P̂ is to interact ρ̂εn with |αi〉 on a beamsplitter to create ρbi . P̂ can be
written as
P̂ =
 −√η √1− η√
1− η √η
 . (3.1.19)
The role of Q̂ is to map the final state back to |Φi〉. We have
Q̂ = M̂Ô†P̂ †. (3.1.20)
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Since for each of the four cases, either M̂ or the cascading of Ô, P̂ , and Q̂ gives |Ψi〉
as the output quantum state, the decomposition is therefore equivalent to the unitary




















Figure 15: Eve’s attack operator M̂ can be decomposed into three sub-operators
Ô, P̂ , and Q̂, which give identical output quantum states.
We note here that the operator Q̂ is a post processing on Eve’s states. According
to the quantum data processing theorem [72], this operation does not increase Eve’s
accessible information. Therefore, we can safely only consider the system without Q̂
since Q̂ can only decrease Eve’s accessible information. In other words, considering
ρεr and ρε′n is enough to evaluate Eve’s accessible information.
When excess noise is present, for each of the coherent states Alice sends, Bob
receives a state with less mean photon number but larger variance (see Figure 16).
The decrease in mean is caused by channel loss while the increase in variance arises
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from excess noise. Bob’s conditional quantum state ρ̂B||α1〉 can be reconstructed by
quantum conditional tomography. Knowing Bob’s conditional quantum state, one is
able to reconstruct Eve’s quantum state and thus bound her accessible information.
Figure 16: The effect of a noisy quantum channel. The green area represents
Alice’s sent coherent state, which turns into Bob’s received state in the purple
area.
As an example, we calculate a representative case where the excess channel noise
is thermal. If the channel noise is not thermal, as long as we reconstruct ρ̂εn , we will
be able to use the same method to calculate the secret-key capacity. In Figure 14, ρ̂εn
is Eve’s input mode to the operator P̂ . Whatever Bob’s state ρ̂b is, he can reconstruct
Eve’s state ρ̂εn because he has been told Alice’s sent state ρ̂a. Mathematically, the
thermal state ρ̂εn can be written as




In the Schrödinger picture, we let Eve’s State to be in the pure state |Ψ〉εn,εr ,
where the subscript εr denotes the rest of Eve’s modes besides εn. One should note
that although the notation here looks like Eve is using a two-mode state, Eve is not
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limited to the number of modes. The quantum tomography guarantees that input
mode εn to BS1 to be a thermal state. Since Eve’s entire quantum state is pure, the
condition
ρ̂εn = Trεr(|Ψ〉εn,εrεn,εr〈Ψ|), (3.1.22)







where 〈φ(n)|φ(n′)〉 = δn,n′ .
Similar to other security proofs for CVQKD protocols, we adopt an entanglement-







In mode a′, the state is expressed in the Fock basis and in mode a the state is written
in the coherent basis. Alice then makes a photon-number-counting measurement on
mode a′, which projects the state of mode a into one of the four coherent states,





|αi〉aa〈αi|, coinciding with the case where Alice
randomly chooses one of the four coherent states and sends it through the quantum
channel. The quantum state of the entire system becomes
|Φ〉 = B̂1(η)B̂2(ηm)|ψA〉|Ψεn,εr〉|0〉hom, (3.1.25)
where B̂1(ηm) and B̂2(η) denote the unitary operator of BS1 and BS2.
Bob then makes a homodyne measurement on mode b′. Each measurement result,
according to the state-reduction postulate of quantum mechanics, collapses the rest
of the system into a pure quantum state. Suppose Bob’s homodyne measurement






Tracing over Alice’s mode a′ and mode hom, one obtains Eve’s density matrix given
the measurement result X:
ρ̂XE = Tra′,hom(|ΞX〉〈ΞX |). (3.1.27)
The probability that ρ̂XE is produced is
p(ρ̂XE ) = 〈Φ|X〉b′b′〈X|Φ〉. (3.1.28)






Realistically, homodyne measurements with additive classical electronic noise leads
to a real-valued measurement result rB = X + Nel, which is the sum of X, from the
quantum measurement, and Nel, a Gaussian distributed random variable arising from
the electronic noise. Without post selection, the protocol requires that Bob quantizes
rB to its sign, either 1 or -1. If rB > 0 Bob sets the quantized bit q = 1. Otherwise,
Bob lets the quantized bit be q = −1. To obtain χ(B;E), we are interested in the
conditional density matrix of Eve given Bob’s quantization result. Without loss of
generality, we only analyze the case in which q = 1.
Because the overall system state is a pure state until Bob performs quantum
measurement, Eve’s density matrix is a function of Bob’s homodyne measurement
resultX. However, Bob’s quantization result not only depends onX, but also depends
on Nel, an independent random variable from of X. We can regard Eve’s conditional
density matrix ρ̂E|q=1 as the superposition of different ρ̂
X
E weighting their probabilities
p(ρ̂XE |q = 1). Therefore, Eve’s conditional density matrix can be written as
ρ̂E|q=1 =
∫
p(ρ̂XE |q = 1)ρ̂XE dX., (3.1.30)
where p(ρ̂XE |q = 1) is given by Bayes’ theorem:
p(ρ̂XE |q = 1) =




where p(ρ̂XE ) is obtained by Eq. 3.1.28, and Alice’s symmetric signaling leads to
p(q = 1) = 1
2
. p(q = 1|ρ̂XE ) depends on Vel, the electronic-noise variance:












Next we derive eAB, based on which I(A;B) can be obtained. According to Eq.
3.1.7, to obtain eAB, we have to calculate the signal-to-noise ratio of Bob. When the
quantum channel is introduced with some excess thermal noise, Bob’s measurement
noise is made up of three parts: the quadrature noise with variance 1
4
, the electronic
noise with variance Vel, and the thermal noise whose variance depends on τ , the
squeezing factor of Eve’s EPR source, and η, the quantum efficiency of the channel.
Let the mean thermal photon number be







Bob’s noise variance reads
VB = VS +
1
2
(1− η)ηm〈nth〉+ Vel. (3.1.34)
Using Eq. 3.1.34 and Eq. 3.1.14, we can obtain the expression for the signal-to-noise














The practical limitation on the key generation rate of CVQKD systems is the de-
coding complexity for reconciliation. Treating the channel as if it was a binary sym-
metric channel for reconciliation purposes, the complexity of error correction codes
used in reconciliation decreases. Suppose that for a given code, the code length is N
and the code rate is R = (1−ε)C, where C is the channel capacity, in this case decod-
ing time complexity is a function of ε and N . Typically, it grows polynomially with
N . It has also been conjectured in [73] that per-bit complexity of message-passing
decoding of LDPC code over any ”typical” channel, such as a binary erasure channel
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), where π is the decoding error
rate. So the closer the code approaches the Shannon limit, the more complex the code
is. In other words, the requirement of high β0 leads to very complex codes. Even so,
the decoding error probability drops only polynomially with code length for LDPC
codes, which requires even more time complexity to reduce the block error rate to
suitable levels.
For the proposed QIQO CVQKD scheme, to have positive secret-key capacity,
Bob’s signal-to-noise ratio must be very low, i.e., around 0.5, which causes eAB to be
very high, i.e., around 25%. To fit the error rate to the requirements of those low-
complexity codes, we need to modify eAB while also changing β0 little. Post selection
satisfies these requirements.
Bob’s final measurement result is rB = X + Nel if electronic noise is included.
According to the protocol, if rB > 0, Bob quantizes it to q = 1. Otherwise, Bob
quantizes it to q = −1. With post selection, we set a threshold T > 0. Bob’s
quantization rule is modified as follows: for the case rB > T , he sets q = 1, for the
case −T ≤ rB ≤ T , he sets q = 0, and for the case rB < −T , he sets q = −1. Finally,
Alice and Bob discard data where q = 0 and only make error correction on the data
where q 6= 0. Bob’s decision rule for post selection can be visualized in Figure 17.
Figure 17: Bob’s decision rule under post selection. σS =
√




To derive for ρ̂E under post selection, we need to reevaluate the probability for
each ρ̂XE . We denote the new probability as p(ρ̂
X
E |q 6= 0). Using Bayes’ theorem
p(ρ̂XE |q 6= 0) =
p(q 6= 0|ρ̂XE )p(ρ̂XE )
p(q 6= 0)
(3.1.36)
The first term of the numerator is obtained by






















The second term of the numerator is evaluated by Eq. 3.1.28. The denominator is
the probability of keeping a result. It directly relates to the amplitude of the signal
ui, the measurement-noise variance VB, and the decision threshold T :




















ρ̂E can be therefore written as
ρ̂E =
∫
p(ρ̂XE |q 6= 0)ρ̂XE dx. (3.1.39)
To bound Eve’s accessible information, one must next evaluate p(ρ̂XE |q = 1) by Eq.
3.1.31. The first term on the numerator equals Eq. 3.1.28. The second term of the
numerator is reformulated by












Having obtained the preceding probabilities, we obtain χ(B;E) according to Eq.
3.1.10.
In the last step, we examine eAB under post selection to derive the mutual infor-
mation I(A;B). The symmetry of the states implies that the error rate is a constant
regardless of Alice’s sent state |αi〉. For simplicity, we only calculate the error rate
when Alice encodes |α1〉:
eAB =

























The secret-key capacity under post selection is obtained straightforwardly by evaluat-
ing Eq. 3.1.5. We present numerical simulation results and compare them to the case
without post selection in Figure 18. We note that the post selection does not require






































Excess noise = 0.005
With post selection (T = 1)
(a) The secret-key capacity of the sys-
tem with post selection at 25 km





































Excess noise = 0.005
With post selection (T = 2)
(b) The secret-key capacity of the sys-
tem with post selection at 50 km


















Excess noise = 0.005
With post−selection (T = 1)
(c) The required β0 for the system
with post selection at 25 km


















Excess noise = 0.005
With post−selection (T = 2)
(d) The required β0 for the system
with post selection at 50 km


































With post−selection (T = 1)
(e) The error rate of the BSC channel
at 25 km
































With post−selection (T = 2)
(f) The error rate of the BSC channel
at 50 km
Figure 18: A comparison on the secret-key capacity, the required reconciliation
efficiency, and the error rate and the BSC channel for the protocol with and
without post selections. Excess noise in quantum units.
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high rate multi-bit A/D conversion. It only requires a low-cost threshold decision
gate. For the case where T = 1, around 10% of the data is selected. Therefore, if
the clock rate is high enough, post selection will not be the bottleneck that limits the
key-generation rate.
3.1.2.2 Discussion of results
Numerical simulation results of the secret-key capacity and the required reconciliation
efficiency with and without post selection are presented in Figure 19.







































Excess noise = 0.005
(a) The secret-key capacity for 25 km








































Excess noise = 0.005
(b) The secret-key capacity for 50 km


















Excess noise = 0.005
(c) The required reconciliation effi-
ciency β0 for 25 km


















Excess noise = 0.005
(d) The required reconciliation effi-
ciency β0 for 50 km
Figure 19: The secret-key capacity and required reconciliation efficiency for the
system without post selection. Excess noise in quantum units.
Several observations are in order. First, as expected, it is clear that excess noise
reduces secret-key capacity and increases β0. This is as expected because we as-
sumed that Eve could make use of the excess noise and thus achieve higher mutual
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information with Bob. Secondly, it is also clear why β0 increases with increasing
signal-to-noise ratio. This is because at higher SNRs, the signal amplitude increases,
which leads Eve to better discrimination between the four states sent by Eve. To
take advantage of coding, we require a relatively low β0 and thus we require error-
correction codes that work at low SNRs. However, at low SNRs, the error probability
of the binary symmetric channel increases. As discussed previously, very good codes
have been found for binary symmetric channels but they are very sensitive to the
error probability of the channel. To make those codes applicable to our case, we use
post selection on Bob’s received data so that the secret-key capacity (per retained
bit) between Alice and Bob increases dramatically, the error probability (per retained
bit) drops dramatically, while the required β0 remains almost constant. For 25 km
QIQO CVQKD, a threshold of T = 1 is set for post selection. This leads to post
selection of 10% of Bob’s data. For 50 km QIQO CVQKD, a threshold T = 2 leads to
retention of about 1% of Bob’s data. For 25 km QIQO CVQKD with post selection,
the ideal working region is at a signal-to-noise ratio about 0.25, where the secret-key
capacity is 0.2 bits/channel use, the error probability is less than 10% and the re-
quired β0 is about 60%. For 50 km QIQO CVQKD, the ideal working region is at
signal-to-noise ratio about 0.15, where the secrecy capacity is 0.15 bits/channel use,
the error probability is less than 10% and the required β0 is about 75%.
In Figure 20, we plot the key-generation rate vs distance. We set the clock rate
to be 10 MHz, channel loss be 70%, β = 80%, eAB = 7% and excess noise from the
source be 0.005 shot-noise units. The detected excess noise is 0.005×VSηηm = 0.0011
quantum units. The numerical result shows that at 25 km, we achieve 100 kbit/s
key-generation rate. At 50 km, positive secret-key capacity around 100 bit/s still
exists. The numerical simulation is accurate up to 60 km, after which the numerical
sensitivity limit is reached.
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Figure 20: The key-generation rate vs distance.
We have also made initial simulations on a simple error correction code and com-
pared the results to previous CVQKD experiments without post selection. For 25
km QKD, after the post-selection process, we have an error rate about 7% on the
BSC channel. We then use a standard unoptimized LDPC code that corrects all
the errors. Running on a Mac laptop, one may decode at a processing rate of 600
kbit/s at a reconciliation efficiency of β = 80%. The secret key rate per chan-
nel use when we take the inefficiency of the error correction code into account is
∆I = βI(A;B) − χ(B;E) = 0.1 at 25 km at signal-to-noise ratio 0.45. This results
after privacy amplification in a final key rate of 60 kbps at 25 km with channel loss
70%. This provides a speed up by a factor of 25 over the existing experiment that
uses a protocol secure against collective attacks.
A security analysis on binary modulated CVQKD system has been posted [55]
after we presented most of these results [74]. That protocol uses two-state modulation
instead of four-state modulation. It does not require quantum tomography. Instead,
inequalities and maximum eigenvalues are found to get a upper bound for Eve. The
inequalities result in an upper bound less tight than that found in this work, which
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makes that protocol more sensitive to channel excess noise. We also compare our
result with [69], which is limited to 50 km with no excess noise. But the scheme
proposed in this work is secure beyond 50 km with realistic excess noise and still has
high secret-key capacity.
3.2 Quantum key distribution experiment using a continuous-
wave local oscillator
In this section, we describe an experimental implementation of the proposed continuous-
variable QKD protocol. Some currently reported CVQKD experiments are imple-
mented in optical fiber [45, 75, 76] and others simulate a lossy channel with a beam-
splitter [68,69,77,78]. Compared to previous work, this is the first experiment to use
discrete signaling over optical fiber with a security proof. It is also the first CVQKD
system that uses a CWLO over fiber, which we believe to be better suited for higher
speed systems. To achieve this we implement a frequency translation scheme that
avoids guided acoustic wave Brillouin scattering (GAWBS) [79], an effect which oth-
erwise contaminates the signal by scattering light from the orthogonally polarized
LO. We believe this work is significant as well for potential pulsed CVQKD systems
where GAWBS noise could be present at pulse rates as low as tens of MHZ. This
work is also the first QKD experiment to use optical amplifier in the receiver for
amplification of the LO.
3.2.1 Experimental setup and calibration process
The idea of the frequency translation scheme is schematically represented in Figure
21, where the LO and signal are ready to be combined on 50/50 fiber coupler BS
in Figure 23 before detection. We first describe the preparation of the frequency
translated signal by Alice by devices shown in the box labeled “Alice” in Figure 23.
After separation of the LO from the signal by a 99/1 coupler, phase modulator PM2
sets the QPSK modulation, the phase shift between the LO and quantum signal.
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The signal, after the separation from the LO by the 99/1 coupler and attenuation by
attenuator A, is placed in 50 MHz sidebands by amplitude modulator AM to avoid
baseband noise of the LO in final detection. By biasing AM near the extinction point,
the signal light is placed entirely into two sidebands. Next, the signal is frequency
translated by phase modulator PM1. The drive voltage for PM1 is chosen so that the
phase shift amplitude φ corresponds to the first root of the Bessel function J0(φ). The
result is that the signal light is ideally entirely frequency shifted away from the optical
LO frequency, creating sidebands spaced 2 GHz apart. PM1 and PM2 are separate
to safely limit the RF power per modulator. The LO and the signal are combined on
a polarization beam splitter (PBS1) then sent to the transmission channel fiber with
linear loss of 5.18 dB.
Figure 21: (top) Final LO spectrum before homodyne detection. (bottom) Final
signal spectrum before homodyne detection.
In the fiber, guided acoustic wave Brillouin scattering (GAWBS) causes a portion
of the LO to scatter into frequencies up to 1.8 GHz. These frequencies correspond to
thermally populated acoustical phonon modes in the fiber that modulate the refractive
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index of the fiber core. The scattering is composed of both co-polarized and de-
polarized components. The measured spectrum of GAWBS noise in our experiment
is shown in Figure 22.
Figure 22: GAWBS noise spectrum measurement. The green line is the
GAWBS noise when both the signal and the LO are connect. The red line
is the shot-noise limit when only the LO is connect. The blue line is the elec-
tronic noise floor obtained by turning off both the signal and the LO.
At the receiver, after 24.2 km of fiber, the LO power is about -6 dBm. Bob sep-
arates the LO and the signal by means of PBS2, where the lengths of the LO and
the signal paths before recombining are matched to less than 1 mm. As a result of
imperfections in the PBS, about 0.07% of the LO leaks into the signal path. The
small amount of leaked LO contains detectable GAWBS noise having frequency com-
ponents up to 1.8 GHz, but the frequency shifted signal remains uncontaminated as
it lies beyond the GAWBS spectrum of the CWLO. The signal spectrum now corre-
sponds to Figure 21 (bottom). We now describe how the LO is made to match the
signal spectrum. At PBS2, 99.93% of the LO enters the LO path, passing through
PM3 which is modulated in the same way as PM1, ideally shifting all of the LO to
sidebands, as in Figure 21 (top). Subsequently PM4 performs Bob’s random selection
of phase. An optical amplifier increases the power of the LO to 15.0 dBm, a 0.8 nm
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optical bandpass filter removes amplified spontaneous emission and the LO passes
through a polarizer. The signal and LO are mixed on a 50/50 fiber beam splitter
(49.8/50.2 in practice) and guided to two photodiodes (Epitaxx ETX75) having a
1.1 GHz 3-dB bandwidth. Because the diodes have no frequency response beyond
1.4 GHz, the different optical sidebands do not beat with each other. Because of the
phase coherence of the multi-frequency LO, a single optical mode is measured. A filter
follows each photodiode, separating frequencies less than 5 MHz from those greater
than 5 MHz. Each photocurrent then enters a 180 degree hybrid bridge (Anzac H-9)
producing an RF difference photocurrent. The difference photocurrent passes through
a 25 MHz highpass filter, a 50 dB-gain electrical amplifier with noise figure 0.9 dB,
then a mixer that brings the 50 MHz RF frequencies to the base band. The down
converted photocurrent is finally filtered by a 1.9 MHz filter for A/D sampling. The
system is controlled by a computer which uses a training frame to perform real-time
adjustment of the phase drift between the signal and LO by addition of a constant
to Bob’s phase input to PM4. The computer also performs data post selection and
classical data correction. A picture of the running experiment in the laboratory is
shown in Figure 24.
The detection setup realizes between 64 and 65 dB of common mode noise sup-
pression during experimental runs. This balancing, reached by inducing small loss on
one optical fiber and electrical path matching, is sufficient to suppress excess noise
that is due to laser RIN noise (7 dB excess noise), GAWBS noise on the LO (15 dB
excess noise), and the EDFA (10 dB excess noise). The balancing is checked by the
experimental setup shown in Figure 25.
The light from the CW laser is fed to a polarizer then an amplitude modulator
driven by a 50 MHz function generator, which creates sidebands 50 MHz apart from
the center frequency. The modulated light is amplified by an optical amplifier and
filtered by an optical bandpass filter with 0.8 nm linewidth. The filtered light impinges
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Figure 23: A schematic diagram of the experiment.
on a 50/50 beamsplitter whose two outputs are detected by two photon detectors.
A hybrid bridge performs either a sum or a difference operation on the produced
photocurrent before injecting the photocurrent to a bandpass filter, and an electronic
amplifier with 60 dB gain. An electronic spectrum analyzer is used to measure the
spectrum of the photocurrent. By comparing the spectral power density at 50 MHz for
the sum photocurrent and the difference photocurrent, the balancing of the homodyne
measurement can be measured.
The shot-noise level is also checked by injecting different optical powers to the
optical amplifier. The noise power vs EDFA input is shown in Figure 26. The
measured noise level approaches a constant for input powers greater than -5 dBm.
We believe that for the 50 MHz sideband and -5.6 dBm input power to the EDFA
used in the experiment, the homodyne measurement achieves the shot-noise limit.
The overall quantum efficiency is 0.56, with PBS efficiency 0.795, fiber beamsplit-
ter efficiency 0.98, photodiode efficiency 0.74, and effective transmission losses 0.02
that is due to imperfect fiber beamsplitter ratio. During experiments, 7 mW of LO
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Figure 24: The running experiment in the laboratory. Devices are marked in
red font.
power impinges on each detector. At this power level the electric noise is 0.069 shot-
noise units. Even when no quantum signal is present, residual excess noise present
remains only when Bob’s signal path is connected. This noise is believed to be Raman
or residual GAWBS noise and results in 0.002 to 0.005 shot-noise units of excess noise
remaining at the receiver. We hypothesize that the frequency translation scheme is
imperfect due to uncertainty in polarization, modulation voltage, and possibly due
to modulator waveguide imperfections. By comparing this to the excess noise present
when the 2 GHz RF signal is turned off and 1.0 extra shot-noise unit of GAWBS
noise is measured, we estimate 27 dB of GAWBS noise suppression. When the length


















Figure 25: The experimental setup to check the balancing of the homodyne
measurements.
Figure 26: Noise level vs input power to the EDFA measured for different
sidebands.
turned off or left on.
3.2.2 Experimental results and discussions
For a 24.2 km channel, a received signal-to-noise ratio of 0.272 (ratio of the signal
power to the variance of the shot noise) and post-selection threshold T = 1.0588 shot-
noise units meet the requirements of the error correction code used in reconciliation.
Because in principle Eve could replace the communications channel with a GAWBS-
free channel, adding a controlled noise-like source, the excess noise is assumed to
be under the control of Eve. According to the protocol, conditional tomography
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for all four states has been performed. The results show that the average excess
noise of the quantum channel at the detector is 0.0024 shot-noise units, of which
0.0024 is due to GAWBS noise and any remaining imperfections due to the phase
estimation, amplitude modulation, and phase modulation are small and difficult to
measure. In Figure 27 the raw homodyne tomography histograms are shown for
105 samples per phase, which show excellent agreement with the expected Gaussian
distribution for coherent light with very small excess noise. Since we have finite
amount of tomography data, in a more rigorous security treatment, finite-size effects
need to be considered [80]. For each of the four signal states transmitted by Alice,
three angles used by Bob’s tomography.






















(a) Histograms for phase 14π






















(b) Histograms for phase 0






















(c) Histograms for phase 12π
Figure 27: Tomography data with Gaussian fit
Given the channel transmission, detection quantum efficiency, excess noise, the
post-selection threshold, and the efficiency of the error-correction code (efficiency
80%, error rate 7%), we operate in a secure region [81], obtaining a final key rate
of 3.45 kbit/s. A necessary approximation in our security calculation truncates the
Fock space to photon number 3, i.e., EMAX in [81] is set to 3. The error in this
approximation is negligible, as setting EMAX = 2 gives a secret-key capacity that
differs from EMAX = 3 by only 10−7 bit/channel use. We note that unlike previ-
ous experiments [45], this experiment is not constrained by the time required for the
error correction code, but by the data rate, which is limited by the 2 MSa/s data
acquisition and control card (National Instruments PCI-6115). We have not imple-
mented automatic polarization control at the input of Bob’s PBS2, so the system
operates well for 7 minutes before the polarization needs to be readjusted. The same
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experiment operating at a 20 MHz clock rate would leave us with a final key rate
of approximately 60 kbit/s with our current error-correction code. Therefore, our
implementation loosens the requirement on the efficiency of error-correction codes
and possesses potential to increase the key-generation rates to an order of magnitude
higher than current CVQKD systems.
3.2.3 GAWBS noise tomography
The statistical distribution of the GAWBS noise is important for security analysis.
In Sec. 3.1.2, we assumed that the statistical distribution of additional noise, which
is mostly GAWBS noise in a real experiment, is Gaussian. To validate this assump-
tion, we need to make experimental measurements on the GAWBS noise and show
its statistical distribution. The experimental method we adopt here is quantum to-
mography in which we measure the quadrature distribution of the incoming signal
containing GAWBS noise with a strong local oscillator.
When a strong local oscillator and weak signal are polarization multiplexed, sev-
eral optical processes can potentially produce noise due to scattering from the local
oscillator to the signal band. These processes include four-wave mixing, spontaneous
Raman scattering, and GAWBS noise. We examine each in turn in order to ascertain
its contribution.
We examine four-wave mixing first. We first check to see if the four-wave-mixing
interaction is approximately phase matched. We calculate the accumulated phase
mismatch to be ∆kL = β2(2πf)
2L, where L = 24 km is the fiber length, ∆k is the
phase mismatch, β2 is the dispersion of the fiber, and f is the frequency detuning in
Hertz between the LO and the signal beam. To have an accumulated phase mismatch
of less than π radians at frequency f , we require f ≤ (4π|β2|L)−1/2 ≈ 22 GHz for our
SMF fiber with dispersion 17 ps nm−1 km−1. As the frequencies in the experiment are
less than 10 GHz, four-wave mixing will need to be considered. One can make a precise
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calculation of the number of spontaneously emitted photons from [82]. However, a
conceptually simple upper limit can be found by estimating the mean number of
four-wave mixing photons emitted per mode as
n̄ ≤ (γPLeff)2, (3.2.1)
where the effective length of the 24.2 km optical fiber for four-wave mixing is Leff =
(1 − exp(−αL))/α = 14.1 km and α = 0.0495 km−1 corresponding to 0.21 dB loss
per km. The nonlinear coefficient γ is estimated to be 0.33 W−1 km−1 for cross-
polarized four-wave mixing in SMF [83]. This gives a mean photon number per mode
of n̄ = 2 × 10−5 for 1 mW of input, the input level in [84] and n̄ = 2 × 10−3 for 10
mW of input, the upper limit of LO power used in this tomographic measurement.
We next evaluate the spontaneous emission of Raman photons. An appropriate
formula for the modal mean number of spontaneously emitted Raman photons in the




which is derived by taking the limit of Eq. 1 or Eq. 2 in [42] as the detuning of
the Raman pump approaches zero. For SMF, we estimate that the slope of cross-
polarized Raman gain spectrum in SMF is 0.01 × 10−12 W−1 km−1 Hz−1, using a
gain half that of the experimental value in DSF fiber in [83]. This gives a resulting
n̄Raman = 8.8 × 10−4 for 1 mW of LO power and n̄Raman = 1.6 × 10−3 for 10 mW of
LO power.
GAWBS [79] is a linear process that can produce unwanted noise in both pulsed
and continuous wave (CW) quantum optics and quantum communications experi-
ments [85, 86]. As light propagates along an optical waveguide, thermally populated
acoustic waves having frequencies up to roughly 2.0 GHz produce waveguide den-
sity fluctuations, which in turn scatter light both in a forward and backward direc-
tion. GAWBS usually refers to the forward scattered light with co-polarized and
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un-polarized components coming from radial acoustic waves and mixed torsional-
radial acoustic waves respectively [87]. Of particular interest in this paper is the part
of the un-polarized component scattered into the polarization orthogonal to the LO.
Our CVQKD experiment [84] measured additive noise in shot-noise units, where
1 shot-noise unit is experimentally the photocurrent variance of homodyne measure-
ments minus the variance of electronic noise with no input. Thus, one shot-noise unit
is equivalent to 1/2 of a photon. The measurements in [84] resulted in a minimum
excess noise of 0.002 shot-noise units, so we estimate the total number of excess noise
photons produced in the fiber to be the excess noise in shot-noise units divided by
two and also by the quantum efficiency. This means that the excess noise measured
in the experiment corresponded to approximately 0.004 photons. Thus we conclude
that Raman scattering accounted for at most one-fourth of the excess noise measured
in the QKD experiment and the contribution of four-wave mixing was negligible.
The remaining noise comes from from GAWBS scattering and also potentially
from classical imperfections in the control of LO phase. Evidence that GAWBS
scattering dominated was the fact that a GAWBS noise reduction scheme reduced
excess noise [84].
Our experimental setup measures cross-polarized GAWBS noise. The schematic
of the experimental setup is shown in Figure 28. Alice transmits a CWLO through
24 km fiber, where both polarized and depolarized GAWBS noise will be created in
the sidebands of the CWLO. In order to obtain strong GAWBS signals to better
characterize it, 10 mW of LO power is injected. After traveling through the fiber, the
LO and cross-polarized noise are separated by a polarizing beamsplitter.
The detection scheme is motivated by the following considerations: first, the bal-
anced detector has its best performance when measuring 50 MHz RF offsets from the
optical LO. This is due to the hybrid bridge used in the balanced detection circuit.




















Figure 28: GAWBS measurement setup.
the detectors (1100 MHz). In order to accomplish this, we drive the phase modula-
tor (PM) with a driving voltage chosen so that the modulator phase shift amplitude
corresponds to the first root of the Bessel function J0. The result is that the LO light
is frequency shifted away from its original frequency into several sidebands. The LO
thus samples a superposition of frequencies displaced by multiples of fPM. The mea-
sured difference photocurrent is down converted to the base band by mixing with an
RF LO at frequency fRFLO, where fRFLO is either 45, 50, or 55 MHz, thus achieving
excellent balancing.
At the receiver, after 24 km, for which the linear loss is about 5 dB, the LO power
is about 5 dBm. The polarization beam splitter (PBS) separates the strong CWLO
and the GAWBS that is on the orthogonal polarization than the LO. The strong LO
goes into LO path and the scattered GAWBS goes into the signal path. Due to the
imperfection of the PBS, there is about 0.07% of LO power leaked into the signal
path. At the LO port 99.93% of the LO enters the LO path, passing through a PM.
The LO is entirely frequency shifted away from the optical LO frequency creating
several sidebands spaced fPM. The LO spectrum and signal spectrum in front of the
homodyne detection device are represented schematically in Figure 29(a) and Figure
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29(b), respectively.





Figure 29: Spectrum of a) LO before balanced detection, schematically repre-
senting co-polarized GAWBS noise in yellow and b) schematic of the spectrum
of cross-polarized GAWBS noise, the detected frequencies are schematically
represented by blue raised curves having centers located ±fRFLO from each LO
component.
The LO and the signal are mixed on a 50/50 fiber beam splitter (49/51 in practice)
and guided to two photodiodes (Epitaxx ETX75) having a 1.1 GHz 3-dB bandwidth.
The LO that specifies the single mode that undergoes quantum homodyne detection
thus corresponds to a sequence of several optical frequencies separated by fRFLO ,
but having no component at the center frequency, that of the LO laser. A filter
follows each photodiode, separating frequencies less than 5 MHz from those greater
than 5 MHz. Each photocurrent then enters a 180 degree hybrid bridge (Anzac H-9),
producing an RF difference photocurrent. The photocurrent passes through a 25 MHz
highpass filter, a 50 dB electrical amplifier with noise figure 0.7 dB, and a mixer with
input from a function generator to bring the fRFLO sideband signal to the base band.
fRFLO takes on values of either 45 MHz, 50 MHz, or 55 MHz in this experiment. The
output is then finally filtered by a 1.9 MHz filter for A/D sampling. A computer
performs data acquisition. The detection setup realizes between 55 and 62 dB of
common mode noise suppression during experimental runs. This balancing, reached
by inducing small loss on one optical fiber and electrical path matching, is sufficient
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to suppress excess noise due to laser RIN noise (7 dB excess noise), GAWBS (15 dB
excess noise), and EDFA (10 dB excess noise). The overall quantum efficiency is 0.54,
with PBS efficiency 0.795, fiber beamsplitter efficiency of 0.98, photodiode efficiency
0.74, and effective transmission losses of 0.02 due to imperfect fiber beamsplitter ratio.
During experiments, 7 mW of LO power impinges on each detector. At this power
level the electric noise is 0.085 shot-noise units.
The driving signal frequency of the PM was tuned from 950 MHz to 2000 MHz and
the noise power measured. Because the GAWBS noise spectrum is essentially absent
above 1900 MHz, the portion of the LO present at harmonics of the PM frequency
sample vacuum, or extremely weak Raman scattering, to be more precise. The mean
number of measured photons in a 1.9 MHz bandwidth vs. driving signal frequency
of the PM is shown in Figure 30, which results in a typical GAWBS spectrum. The
calibration of vacuum input is used for calibration. The GAWBS peaks are spaced
roughly 50 MHz apart, and become very small above 1750 MHz, and zero at 2000
MHz. The measured GAWBS noise is with sensitivity of approximately 0.01 shot-
noise units. Because the mode measured contains two pairs of sidebands, each pair
approximately 100 MHz apart, a GAWBS peak in Figure 30 should be considered to
be a superposition of GAWBS noise at ±fPM ± fRFLO. Each peak in the spectrum
corresponds to a guided acoustic wave mode in the optical fiber. One would expect
that each scattering event that occurs in the optical fiber results in a photon whose
phase is uncorrelated with the phase of the LO beam. By the law of large numbers, the
field statistics should become Gaussian and equivalently, the photon statistics should
become Bose-Einstein (also called thermal). In Figure 31, we show phase-averaged
quantum statistics for several of the measured frequencies on a semi-log scale. The
homodyne statistics are shown to be Gaussian to up to 55 dB of dynamic range. We
next feed our experimental data to the chi-square goodness-of-fit statistical test. The
test results are listed in Table 1. The test shows extremely strong agreement with
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the expected statistics for all driving frequencies of the phase modulator and signal
side-band frequencies. A total of 11.9 M samples were obtained for each curve. From
the figure, we can conclude that the noise distribution of the noise is very Gaussian,
for which our default secret-key capacity calculation model in [81] is suitable.
Figure 30: Cross-Polarized GAWBS spectrum scattered from a 10 mW LO
injected in 24.2 km SMF fiber. Green curve, fRFLO = 45 MHz; Blue curve,
fRFLO = 45 MHz; Red curve, fRFLO = 45 MHz.






























Figure 31: Homodyne statistics on a semi-log scale. Normalized probability
density vs. homodyne measurements in quantum units.
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Table 1: Chi-square goodness-of-fit statistical test. fPM is the driving frequency
to the phase modulator, and fS is the side-band detection frequency in the
homodyne measurement. If h = 0, the null hypothesis that the experimental
data are a random sample from a normal distribution with mean and variance
estimated from the experimental data cannot be rejected at the 5% significance
level.
Frequencies h p-value
fPM= 1132 MHz, fS= 45 MHz 0 0.3428
fPM= 1180 MHz, fS= 45 MHz 0 0.16
fPM= 1170 MHz, fS= 45 MHz 0 0.4405
fPM= 1135 MHz, fS= 50 MHz 0 0.2057
fPM= 1182 MHz, fS = 50 MHz 0 0.1849
fPM= 1372 MHz, fS = 50 MHz 0 0.1218
fPM= 1140 MHz, fS= 55 MHz 0 0.1340
fPM= 1190 MHz, fS= 55 MHz 0 0.9193




Quantum key distribution (QKD) allows the accumulation of key bits that are per-
fectly secure if protocols are correctly implemented and side-channel attacks can be
ruled out. The key material can be used as a key for a one-time pad, which maintains
perfect security but uses one key bit per encrypted message bit. On the other hand,
however, the security of QKD implementation is influenced by the random numbers
that are used to choose Alice and Bob’s encoding and decoding basis. Use of pseudo-
random numbers is not allowed in QKD because an eavesdropper with unlimited
computational power can in principle make an exhaustive search to break the algo-
rithm used to produce pseudo-random numbers and thus achieve perfect correlation
with Bob’s quantum measurements. Therefore, QKD requires true-random numbers
that can neither be predicted nor be reproduced. True-random numbers also have sig-
nificance in classical cryptography. They are necessary elements to construct random
mathematical problems, to be sent as authentication challenges, to generate prime
numbers, and to generate passwords. A large amount of true-random numbers are
also required in Monte-Carlo simulations, in spectrum spreading telecommunication
systems, and in gambling industry.
In this chapter, we introduce a quantum random-number generator based on am-
plified spontaneous emission (ASE). Compared to existing physical random genera-
tors, the proposed quantum random-number generator possesses advantages including
true randomness, large bandwidth, and easy implementation. We will first describe
the experimental implementation of the quantum random-number generator based
on ASE, and later theoretically study its performance and limits.
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4.1 The experimental implementation
Amplified spontaneous emission (ASE) is a quantum mechanical phenomenon that
can be used to generate randomness. Compared to classical pseudo-random-number
generation, the ASE possesses the benefit of true randomness and ultrahigh band-
width. We use ASE light at 1550 nm as our quantum random-number source, a
convenient source that yields experimental statistics predicted by quantum models.
The basic experimental setup is described in Figure 32.
Figure 32: The experimental schematic of the quantum random-number gener-
ator based on ASE.
The light is emitted from an ASE source, an erbium-doped fiber amplifier (EDFA).
EDFA produces high-power, large-bandwidth ASE light. In practice, light-emitting
diode (LED) is more suitable for practical use with lower cost than EDFA. The
emitted light is either filtered by an 0.8 nm optical bandpass filter then injected into
an optical spectrum analyzer (OSA) or injected directly into an OSA. The obtained
spectra from the OSA are shown in Figure 33.
The filtered ASE light is fed to a photodiode with a 2 GHz bandwidth. Since
the detector bandwidth is larger than the ASE light bandwidth, multi-mode mea-
surements are performed. For a single-mode measurement on ASE light, the pho-
tocurrent is Bose-Einstein distributed. However, multi-mode measurement yields a
degenerate Bose-Einstein distribution [88]. As the ratio of the ASE light bandwidth
to the detector bandwidth, defined as the degeneracy, becomes large, the degenerate
Bose-Einstein distribution converges to a Gaussian distribution. The acquired pho-
tocurrent is then fed to an electronic bandpass filter with bandwidth from 41 MHz to 2
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(a) The optical spectrum of the ASE
light directly from the EDFA.





















(b) The optical spectrum of the fil-
tered ASE light by a 0.8 nm optical
bandpass filter.
Figure 33: The ASE optical spectra. The EDFA output power is 18.5 dBm.
The insertion loss of the optical bandpass filter is measured to be 3 dB.
GHz. The output from the bandpass filter is amplified by an electronic amplifier with
1.5 GHz bandwidth 60 dB gain. The electronic spectra of the amplified photocurrent
and the pure electronic noise are shown in Figure 34. Since the photocurrent power is






































Figure 34: The power spectral density of the ASE light and the electronic noise.
30 dB above the electronic noise floor, the quantum noise dominates the signal. The
amplified photocurrent is sampled by a high-rate oscilloscope with 8-bit resolution. A
sampled digital data is shown in Figure 35. In Figure 36, we try to fit a sampled dig-
ital data to a Gaussian distribution. The sampled digital data is then differentiated
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Figure 35: A sampled digital data in the time domain. The EDFA output power
is 18.5 dBm, the total loss is 8.5 dB, and the sampling rate is 4 GHz.
to remove offset, i.e., the difference between two consecutive samples is recorded.























Figure 36: A Gaussian fit to the sampled digital signal, the EDFA output power
is 18.5 dBm, total loss is 10 dB, and the sampling rate is 4 GHz.
We operate in a region where the sampling rate equals to the bandwidth of the
signal. As we will see, the correlation coefficient of quantized random binary sequences
is negligible. We acquired 1000 random bit blocks with 100000 kbits in one block.
We then feed the acquired random bits into the NIST randomness tests. For a 4
GHz sampling rate, the first 5 least significant bits of the 8-bit quantized digital
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data passed all NIST randomness tests (Table 2). This implies a random-number
generation rate at 20 Gbit/s. The produced random numbers can be compressed by
a hash function, which can remove possible pseudo-randomness from the electronic
noise.
Table 2: The NIST random-number-tests results.
bit Result
LSB Pass
LSB + 1 Pass
LSB + 2 Pass
LSB + 3 Pass
LSB + 4 Pass
MSB - 2 Fail
MSB - 1 Fail
MSB Fail
We also take another set of data from a different hardware setup. We remove
the bandpass filter in our original setup and acquire 448 M samples with 4 GSa/s
acquisition rate. We first make a differential operation on the original acquired sam-
ples. We then separate bits from different levels. By doing this, we generate eight
binary files containing bits from the least significant bit to the most significant bit
of each differentiated sample. We then feed the eight files separately to the NIST
random-number tests. The result shows that the first four least significant bits pass
the NIST tests. Compared to the result we get before, the fifth least significant bit
does not pass the tests. This is because once the bandpass filter is removed, some
deterministic periodic patterns decrease the randomness in our samples. We also
perform a cross-level random-number test. We take four least significant bits, which
pass the NIST tests individually, from each sample and catenate them to form a big
binary file. The structure of the a binary test sequence is illustrated in Figure 37.
The size of each binary test sequence is 10 M bits, and we use 100 binary sequences
for the NIST tests. As a result, the total number of bits tested by the NIST tests is
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LSBMSB
Sample 1 Sample 2 Sample n
...
...
1 binary test sequence
Figure 37: The structure of a binary test sequence.
1 G. These binary sequences pass the NIST tests. Thus, we conclude that there are
no significant cross-level correlations.
4.2 Performance analysis
4.2.1 The probability distribution of the photocurrent
Photons from ASE light are Bose-Einstein distributed. Let the average photon num-
ber in one mode be n̄. For a single-mode measurement in which the detector coincides





Since the bandwidth of the filtered ASE light is much greater than the photon detector
bandwidth, multi-mode measurements with degeneracy g are performed. The photon









(1 + n̄)−g, (4.2.2)
resulting from a g-time convolution of Eq. 4.2.1. The degeneracy g can be found by
g = 2× BA
BD
, (4.2.3)
where BA and BD are the ASE bandwidth and the detector bandwidth respectively.
The coefficient 2 is due to polarization degeneracy. With g  1, the photon statistics
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converge to Gaussian. In our experimental implementation, the filtered ASE band-
width is 100 GHz, giving g = 133. To verify the photon statistics, we fit the sampled
digital data to either Gaussian statistics or degenerate Bose-Einstein statistics and
plot the fits on semi-log scales in Figure 38. The fit returns g ≈ 110, showing agree-






























Figure 38: The statistical fit of the sampled signal.
ment with our degeneracy estimate. Degenerate Bose-Einstein statistics certainly
give a better fit over the whole range except for the most right areas. We ascribe this
divergence to the integral nonlinearity of our A/D converter. The dynamic ranges
are limited by the resolution as well as the memory depth of the oscilloscope.
4.2.2 Bit correlation
We next analyze the autocorrelation of the acquired data. Let the random signal
be X(t), with the time-varying mean µ(t) and variance σ(t). The autocorrelation of
X(t) is defined as
R(t1, t2) =
E [(X(t1)− µ(t1))(X(t2)− µ(t2)]
σ(t1)σ(t2)
. (4.2.4)
The mean µ(t) and the variance σ(t) are time dependent in general. However, for the
wide-sense stationary process, we have the time-independent mean
E[X(t)] = µ(t) = µ(t+ τ), (4.2.5)
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and the autocorrelation
R(t1, t2) = R(t1 − t2, 0) ≡ R(τ) (4.2.6)
only depends on the time interval τ = t1 − t2. Once the autocorrelation of a wide-






which is known as the Wiener-Khinchin theorem. Conversely, given the power spectral






Let the electric field of the filtered ASE light be
E(t) = A(t)ei[θ(t)+ωt] + c.c., (4.2.9)
where A(t) is the time-varying amplitude envelope and θ(t) is the time-varying phase.
The photocurrent produced by the photo detector is proportional to the electric field
intensity:
i(t) ∝ |E(t)|2 = |A(t)|2. (4.2.10)













Once the power spectral density of the photocurrent is obtained, we can evaluate
its autocorrelation by performing an inverse Fourier transform. Experimentally, we
obtain the power spectral density of the photocurrent from an electronic spectrum
analyzer. To calculate the autocorrelation, we use the electronic spectrum in Figure
34, and perform a inverse Fourier transform. The result is shown in Figure 39.
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(a) The autocorrelation of the pho-
tocurrent.





















(b) The autocorrelation of the pho-
tocurrent. Only the first 15 ns are
plotted.
Figure 39: The autocorrelation of the amplified photocurrent. The autocorre-
lation is calculated from the electronic spectrum plotted in Figure 34 .
The autocorrelation exhibits a dramatic drop at about 0.5 ns, coinciding with the
electronic bandpass filter bandwidth.
We next evaluate the autocorrelation of individual quantized bits produced by the
oscilloscope. In Figure 40, we plot the autocorrelations for the least significant bit
(LSB), the second most significant bit (MSB-1), and the most significant bit (MSB).
We find that the autocorrelation for the LSB is 0 while there exist strong autocor-


























Figure 40: The autocorrelations of individual bits. The plot spans the range
from R(1) to R(150).
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relations for the second MSB and the MSB, which results from residual correlation
between two successive samples. True randomness is contained in the least significant
bits. The NIST random number tests give some confidence that the first five LSBs
are random.
To analyze the correlation across different quantization levels, e.g., the LSB and
the LSB-1, we calculate the cross-correlation of these bits. We plot the cross-correlation
between the LSB and the LSB-1 in Figure 41. The average absolute value of the cross-
correlation is 1.35× 10−4. Compared to the average absolute value 1.49× 10−4 of the
autocorrelation of the LSB, which passes the NIST tests, we conclude that there is
no correlation among different quantization levels.






















Figure 41: The cross-correlations between LSB and LSB-1.
4.2.3 Performance limits
Although passing standard random tests is a necessary condition for true randomness,
it is not sufficient. To guarantee that we do not produce more random bits than the
amount of randomness contained in the source, we next investigate the entropy rate
of the ASE light, which is also useful information to judge the performance limits of
the randomness source.
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The photon probability statistics of a multi-mode measurement are degenerate





The total entropy rate is the product of the entropy per measurement and the detector
bandwidth:
RM = HMBD. (4.2.13)
In Figure 42, we plot the entropy rate of a multi-mode measurement as a function
of the detector bandwidth. Since the EDFA output power is 18.5 dBm, the optical
























Figure 42: The entropy rate as a function of the detector bandwidth. The
EDFA output power is 18.5 dBm, the total loss is 8.5 dBm, the ASE bandwidth
is 2 THz, and the optical bandpass filter bandwidth is 100 GHz.
attenuator loss is 5.5 dB, and the insertion loss of the optical filter is 3 dB, the
effective ASE power in our experiment is 10 mW. The entropy rate for 2 GHz detector
bandwidth is 40 Gbit/s, which is estimated to be the limit randomness production
rate with our current setup. The entropy rate is also a function of the ASE power. We
plot the entropy rate for a multi-mode measurement as a function of the ASE light
power in Figure 43. Figure 43 illustrates that increasing the power of the source is not
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Figure 43: The entropy rate as a function of the ASE light power. The detector
bandwidth is set to be 2 GHz. The ASE light bandwidth is 2 THz and the optical
bandpass filter bandwidth is 100 GHz.
as an efficient way to increase the entropy rate as increasing the detector bandwidth.
The reason is because the entropy of a Gaussian probability distribution only goes
logarithmically with its variance, indicating that the entropy in one measurement
goes logarithmically with the input power. This explains the logarithmic-like curve
in Figure 43.
We next calculate the entropy rate of a single-mode measurement, regarded as a
lower bound on the entropy rate of ASE source with photon detection. For a single-
mode measurement, g = 1. For each measurement, the mean number of photons










The entropy rate is
RS = 2HSBA, (4.2.16)
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where the coefficient 2 is included because of polarization degeneracy. In Figure 44,
we plot the entropy rate of a single-mode measurement as a function of the ASE
light bandwidth. As expected, the entropy rate in a single-mode measurement goes


























Figure 44: The entropy rate as a function of the ASE light bandwidth in a
single-mode measurement. The EDFA output power is 18.5 dBm, the total loss
is 8.5 dB, and the optical bandpass filter bandwidth is 100 GHz.
almost linearly with the ASE light bandwidth. For a 2 THz ASE light bandwidth,
the ultimate entropy rate reaches 35 Tbit/s. In Figure 45, we plot the entropy rate
for single-mode measurement as a function of power. Similarly to the situation in
a multi-mode measurement, increasing the ASE light power does not significantly
increase the entropy rate. The entropy rate scales logarithmically with the ASE light
power.
4.3 Comparison of different random-number sources
For the state of the art, there exist several different physical random-number sources.
In this section, we compare three recently implemented physical random-number gen-
erators by using chaotic dynamics of a distributed feedback (DFB) laser [26], quantum
homodyne measurements [24], and ASE light.
98
























Figure 45: The entropy rate as a function of the ASE light power in a single-
mode measurement. The ASE light bandwidth to 2 THz and the optical band-
pass filter bandwidth is 100 GHz.
A random-number generator based on chaotic dynamics of a DFB laser was im-
plemented in [26]. The random-number generation rate reached 140 Gbit/s. Due to
the physical nature of optical chaos, the dynamics of optical chaos are governed by
nonlinear differential equations. These nonlinear differential equations behave very
differently depending on their initial conditions. In general, given the solution to a
set of nonlinear differential equations, it is mathematically hard to reversely obtain
the initial condition. Once additional electronic and other noise are neglected, chaos
based random-number generators are pseudo random since their security depends on
how hard the nonlinear differential equations can be reversely solved.
In [24], a true random-number generator based on quantum balanced homodyne
measurements on vacuum noise was demonstrated. The random-number genera-
tion rate reached 6.5 Mbit/s. Since homodyne measurements detect electromagnetic
quadratures, the measurement results are continuous random variables with infinite
resolution. To perform a quantum balanced homodyne measurement, a strong local
oscillator that is aligned to be temporal coherent with the signal to be measured is
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required. Furthermore, balanced homodyne measurements also need careful match
of both the intensity and the phase of the two arms of the beam splitter to cancel
the excess noise from the local oscillator. All these requirements make experimental
implementations hard.
In Table 3, we make a comparison of the three physical random-number sources.
Table 3: Comparison of three random-number sources.
Source Rate Randomness Resolution Implementation
Optical chaos [26] 140 Gbit/s Pseudo Finite Simple
Vacuum noise [24] 6.5 Mbit/s True Infinite Hard
ASE 20 Gbit/s True Finite Simple
Recently, we have become aware of a ASE based random-number generator [89] paper
appeared in Optics Express after we presented our results in FiO 10 [90]. Reference
[89] achieved 12.5 Gbit/s random-number-generation rate by employing two large-
bandwidth photodetectors and performing single-mode measurements.
For our future work, we suggest to replace the EDFA by a lower-cost light-emitting




NONLINEAR OPTICS OF GRAPHENE
Earlier in this thesis we demonstrated a state-of-the-art continuous-variable quantum
key distribution (CVQKD) system. The CVQKD protocol lies in the network layer
of the quantum-communication architecture while the CVQKD experiment and the
incidental quantum random-number generator is divided into the data-link layer. We
are also interested in the physical layer of the quantum-communication architecture
and making contributions to other types of quantum-information systems.
One significant difference between quantum systems and classical systems is that
several quantum systems can be entangled. Quantum entanglement is an essential
element for quantum teleportation [15], with which we can send quantum states with-
out transmission on the real quantum channel, and thus, the quantum communication
distance can be greatly improved to more than 200 km. Quantum entanglement can
be produced in nonlinear optical processes such as spontaneous parametric down con-
version and four-wave mixing. Current quantum entanglement production techniques
require large-scale system implementations. For future quantum-communication net-
works, integrable quantum devices would be desirable. However, such devices are not
currently available. To reduce the scale of entanglement production, we would like to
employ new materials to integrate onto fiber tips or into micro-fabricated quantum
devices.
Graphene is a two-dimensional material consisting of a monolayer of carbon atoms
arranged in a hexagonal lattice [91]. Much has been learned since people first realized
its unusual electronic properties [92, 93]. Graphene has been shown to posses aston-
ishing linear electronic and optical properties, due to its linear and massless band
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structure near the Dirac points. For example, electron mobility in graphene reaches
2 × 105 cm2/Vs, much higher than normal materials such as silicon [94]. Graphene
is also the only known material that exhibits an anomalous quantum Hall effect at
room temperature [95]. The optical absorption per layer of graphene is related to
the fine-structure constant by πα = 2.3% over a broad range of terahertz and optical
wavelengths [96–98]. Potential applications include ultra-broadband fast detectors,
and the replacement of transparent conductive oxides with epitaxial graphene [46].
Also of interest are potential coherent electronics applications that would use quan-
tum interference of electrons to provide new device functionality.
Besides linear electronic and optical properties, the third-order nonlinear response
of materials is useful for certain applications such as wavelength conversion [99] and
quantum-entanglement generation [42]. The most important physical parameter for
nonlinear-optical experiments is the nonlinear susceptibility of the material. However,
in practice, nonlinear-optical experiments are limited by other factors, in particular,
the phase-matching conditions arising from wavelength-dependent refractive indices.
The accumulation of phase-mismatch as the interacting waves propagate through the
nonlinear medium sets a limit on the bandwidth of nonlinear applications. Because
the graphene thickness is much less than an optical wavelength, non-critical phase
matching occurs, permitting ultra-broadband operation.
The nonlinear properties of graphene have been investigated theoretically in [100–
104]. Theoretical results predict that graphene possesses large nonlinearity at the
terahertz-frequency [100, 101] and optical-frequency [104] ranges. More recently, the
nonlinearity of graphene in the visible-optical range was experimentally measured by
four-wave mixing [105]. When taking into account the nonlinear response per unit
thickness, the theory adopted in [105] shows that the effective third-order nonlinear
susceptibility χ(3) of graphene is approximately eight orders of magnitude larger than
that of glass. The authors in [105] estimated the χ(3) of graphene by evaluating
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the nonlinear surface-current density induced by an external electromagnetic field
and by assuming that the dynamic nonlinear response of electrons coupled with an
external field is characterized by the electron-photon interaction Hamiltonian. Instead
of the dipole-interaction Hamiltonian (E · r) obtained by the length gauge [105], the
minimal-coupling interaction Hamiltonian (A · p), obtained by the velocity gauge
[106], leads to a more convenient way to calculate the carrier-hole-pair generation
[107]. Additionally, the quantum dynamics of electrons in graphene are also affected
by ultrafast many-body interactions such as electron-electron and electron-phonon
scattering [61, 108–110], which in turn may depend on carrier densities, conduction-
band energies, and temperature in non-trivial ways, resulting in ultrafast quantum
dephasing. Other quantum-dephasing mechanisms may exist. A complete physical
model needs to include these effects, which have not yet been included in previous
theoretical calculations of the nonlinear susceptibility of graphene.
In this dissertation, a quantum-dynamical model for investigating the quantum
dynamics of electrons in graphene will be presented. The electron-photon interaction
Hamiltonian is obtained by the minimal substitution in the free-electron Hamiltonian
to relate the quantum dynamics of electrons with the vector potential of the elec-
tromagnetic field, as in [102]. This work differs in that it includes electron-electron
and electron-phonon scattering by introducing two phenomenological decay rates.
This work also focuses on nonlinear mixing rather than on the linear decay-free,
dephasing-free model. In a quasi-continuous-wave-pump experiment, in which the
electron-photon coupling time (order of ps) is much longer than the carrier-relaxation
time (order of fs), these phenomenological decay rates allow us to avoid dealing with
complicated microscopic quantum-mechanical calculations and to obtain analytical
solutions for quantum dynamics of electrons in graphene by exploiting the quantum-
perturbation method. The proposed model is appropriate for excitation power well
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below the saturation threshold of graphene (4 GW/cm2) [111], in which case the pop-
ulation inversion for each quantum state in the Brillioun zone does not significantly
change. Once the quantum dynamics of electrons in graphene is obtained, both lin-
ear and nonlinear optical conductivity produced by different optical processes will be
derived.
In this chapter, we first discuss the quantum dynamic of electrons in graphene,
which allows us to write the Blochs equations for electrons in graphene. We then
present two methods to solve the Blochs equations. The perturbative method en-
ables us to derive analytical solution for the linear and nonlinear optical response of
graphene. In the non-perturbative method section, we will address saturation effects
in graphene.
5.1 Quantum dynamics of electrons in graphene
In this section, the quantum dynamics of electrons in graphene will be reviewed,
starting from first principles. We begin with the free-electron Hamiltonian, obtained
for the 2D tight-binding model of a nearest-neighbor-interaction approximation. The
electron-photon interaction Hamiltonian is derived later by minimal substitution. We
then discuss ultrafast carrier relaxation, which plays an important role in the quantum
dynamics of electrons in graphene. The resulting ultrafast quantum dephasing in
graphene is accounted for by addition of phenomenological decay rates into the model.
5.1.1 Free-electron Hamiltonian and electron-photon coupling
In the 2D tight-binding model, or the nearest-neighbor-interaction approximation,
the motion of electrons is limited by assuming that they can only hop to their nearest
neighbors. The Hamiltonian of electrons in graphene under this assumption is written






where η ≈ 2.8eV is the hopping energy and the product of the creation and annihila-
tion operators a†σ,ibσ,j represents a process in which an electron with spin σ ∈ {↑, ↓}
is annihilated on site Ri of sublattice A and a new electron of the identical spin is
created on its neighbor site Rj of sublattice B. The Fourier transform of the Hamilto-






































where a = 3.3 Å is the lattice constant of graphene. The first-quantized free-electron
Hamiltonian characterizes the quantum dynamics of a single electron with momentum
p = ~k.
Energy eigenstates and corresponding eigen-energies can be found by solving the
2D Dirac equation [112]:
H0|ϕ〉 = E|ϕ〉. (5.1.5)
Given the electron momentum p, one finds two energy eigenstates with opposite eigen-


















Having discussed the Hamiltonian for a single free electron in graphene, we next
derive the Hamiltonian of an electron coupled to an external electromagnetic field,
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which is characterized by its vector potential Ã(t), related to the electric field E and





Suppose at time t = 0, we turn on a homogeneous a.c. electromagnetic field
having a vector potential with two polarization components:





where x̂ and ŷ are two orthogonal unit vectors of the Cartesian coordinate system.
Each polarization component Ãq(t), q ∈ {x, y}, is the summation of different fre-









Both positive and negative frequencies are allowed. The complex conjugate relation
Aq,n = A
∗
q,−n holds to guarantee that the field is real-valued. By using Eq. 5.1.8, we













The electric-field amplitude and the vector-potential amplitude have the following
relation:
Eq,n = iωq,nAq,n. (5.1.12)
The electron-photon interaction Hamiltonian can be obtained by the minimal
substitution p → p + eÃ(t) on the free-electron Hamiltonian H0 [59]. The Taylor
expansion of the electron-photon interaction Hamiltonian around p reads
H(t) =
 0 hp +∇hp · eÃ(t)
h∗p +∇h∗p · eÃ(t) 0
 . (5.1.13)
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Let H(t) = H0 + V (t), so that we have
V (t) =
 0 ∇hp · eÃ(t)









where u ∈ {x, y}. In the representation of energy eigenstates |Vp〉 and |Cp〉, V (t) is
organized into the following matrix form:
V (t) =
 〈Vp|V (t)|Vp〉 〈Vp|V (t)|Cp〉















= [H(t), ρ], (5.1.16)
with ρ the density operator of the electron.
5.1.2 Electron relaxation
Eq. 5.1.16 describes the quantum dynamics of an electron with momentum p that
is subject to an external electromagnetic field characterized by its vector potential
Ã(t). A valence-band electron can be excited and become a conduction-band elec-
tron by absorbing a photon. The transition happens with a particular probability
that depends on the field intensity and photon energy. The excited conduction-band
electron could be stimulated into the valence band and emit a photon. This whole
process is called the Rabi oscillation. However, in a complete physical picture, elec-
trons in the conduction band undergo ultrafast carrier-relaxation processes caused by
the faster electron-electron scattering followed by the slower electron-phonon scat-
tering [61, 108, 109]. These scattering processes destroy the quantum coherence of
electrons and result in quantum dephasing. In a strong excitation regime, a strong
pump pulse depletes the population in the valence band and excites electrons into
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the conduction band. Thereafter, the hot electrons in the conduction band undergo
an ultrafast electron-electron scattering process (so do the holes in the valence band)
that results in quasi-thermalized statistics for electrons in the conduction band, and
holes in the valence band. The quasi-thermalized distributions establish new state-
occupation probabilities within the two bands. As a result, a strong pump not only
changes the state-occupation probability of the state having the corresponding energy,
but also affects the state-occupation probabilities over the whole band. A complete
treatment that would include the electron-photon, electron-electron, and electron-
phonon interactions requires sophisticated quantum-mechanical calculations [61,113].
There may be additional quantum-dephasing processes. However, if we limit ourselves
to the steady-state quasi-continuous-wave regime, in which the state-occupation prob-
abilities over the whole bands do not vary with time, the situation is much simpler.
To model the ultrafast quantum dephasing in a steady-state quasi-continuous-wave
regime, two phenomenological decay rates Γ1 and Γ2 are introduced, describing the
population and quantum-coherence damping that phenomenologically represent the
overall effect of the ultrafast scattering processes. With the two phenomenological
decay rates, one arrives at the steady-state Bloch equations for graphene:







V C(ρV C + ρCV )]







V V ρV C + V
u
V Cρ]





Ãu,j(t)[−2V uV V ρCV + V uV Cρ],
(5.1.17)
where % = ρCC − ρV V is the population inversion, ωCV = −ωV C = 2EC/~, and %eq is
the population inversion in thermal equilibrium. Compared to the Bloch equations
for atom vapors and normal semiconductors [60, 61], both diagonal and off-diagonal
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driving terms exist for the off-diagonal elements of the density matrix.
5.1.3 Surface-current density in graphene
Macroscopically, the motion of electrons in graphene is characterized by surface cur-
rent. The optical absorption of graphene is also related to the optical conductiv-
ity [97]. Therefore, deriving the optical conductivity plays an important role in un-
derstanding the optical response of graphene. Once the density matrix of electrons
is obtained by solving Eq. 5.1.17, The expected velocity of the q polarization of a
field-coupled electron is given by
〈vq〉 = Tr [vqρ] , (5.1.18)
















 = v′q + v′′q. (5.1.19)
To simplify our discussion, we only consider an external field polarized in the x̂
direction with vector potential Ã(t).















The velocity operator vx can be transformed into matrix form by evaluating each
element in the representation of energy eigenstates, giving
vx =































A similar derivation can be found in [107,112].








In general, J̃q(t) contains a linear contribution whose oscillating frequency equals the
optical frequency, and also a nonlinear contribution whose oscillating frequency is the
combination of the incoming optical-frequency components. In the next sections, the
optical response of graphene will be derived analytically by a perturbative method and
numerically by a non-perturbative method. Once graphene is subject to an external
electromagnetic field, the quantum dynamics of electrons is determined by Eq. 5.1.17
in general. However, Eq. 5.1.17 can not be solved analytically in general. To obtain a
solution, we require either additional assumptions to acquire an analytical solution or
numerical calculations for more general situations. The perturbative method will first
be discussed. For the perturbative method, analytical solutions are derived under the
ideal Dirac fermion assumption. The solutions are only valid under low excitation
power. The non-perturbative method, which requires numerical calculations, is more
generally valid and can be used to predict saturation effects in graphene, as well as
the linear and nonlinear response.
5.2 Perturbative method
Under the ideal Dirac fermion assumption, in the vicinities of two Dirac points K±
in the Brillioun zone, we have the following linear dispersion relation for hp:
hp = vF (px ∓ ipy) = vFp(cos θ ∓ i sin θ), (5.2.1)
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where vF ≈ 106 m/s is the Fermi velocity of electrons in graphene. The matrix
components in Eq. 5.1.15 are also reformulated to be
V xV V = −vF cos θ, V xV C = ±ivF sin θ, V xCV = ∓ivF sin θ, V xCC = vF cos θ
V yV V = −vF sin θ, V
y
V C = ∓ivF cos θ, V
y
CV = ±ivF cos θ, V
y
CC = vF sin θ.(5.2.2)
The perturbative method gives the solution in the following cascaded form in the
frequency domain, with each order denoted by a positive index k:













































for k > 0. Finding the solution is simplified by transforming Eq. 5.2.3 into frequency












V C(Ω + ωu,j) + ρ
(k)










(Ω + ωV C − iΓ2)
[
2V uV V ρ
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(Ω + ωCV − iΓ2)
[
−2V uV V ρ
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where Ω = ω − iκ with κ > 0 in order for the Laplace transform to converge.
5.2.1 Linear optical conductivity
The zeroth-order solution to the density matrix is simply the thermal-equilibrium





V C = ρ
(0)
CV = 0, ρ
(0)
V V = 1. Inserting zeroth-order solution into Eq.
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(Ω + ωCV − iΓ2)
∑
w,n
V wV CÃw,n(Ω), (5.2.5)
where Ãw,n(Ω) is the Laplace transform of the time-dependent vector potential of
one frequency mode indexed by n on polarization w. The linear electron velocity is







The linear surface-current density J̃l (Ω) can be obtained by integration over the
whole Brillouin zone. Since the integrand 〈vx〉l is only appreciable in the vicinity of
the input optical frequency ω, instead of an integral limited in the Brillioun zone,
we can extend the integral to infinity without significantly affecting the result. The














By using the frequency-domain relation Ẽ(Ω) = −iΩÃ(Ω), the linear optical conduc-


















where σ0 is the theoretical prediction of the universal optical conductivity of graphene
[96–98]. A factor 4 is added due to valley and spin degeneracies. If we compare Eq.
5.2.8 with the experimental measurements of the complex optical conductivity of
graphene at λ = 550nm in [114–116], we find that Γ2 ranges from 1.39× 1015 s−1 to
4× 1015 s−1 by normalizing the real parts to σ0.
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In [117], the authors ascribe the imaginary part of the conductivity of graphene to
the virtual transition of electrons at M and Γ points in the Brillioun zone. However,
our quantum mechanical calculations based on the nearest-neighbor-interaction ap-
proximation find that we have ∇hp = 0 at the Γ point, leading to a zero interaction
Hamiltonian, i.e., V (t) = 0. At the M point, the interaction Hamiltonian gives pure
real diagonal elements, and pure imaginary off-diagonal elements as in Eq. 5.1.15.
Thus, the conductivity at the M point is still real as long as we set Γ1 = Γ2 = 0.
Thus it seems that the relatively large imaginary part of the conductivity arises from
the ultrafast quantum dephasing in graphene. The fact that this time constant is
approximately 1 fs indicates both that optical measurements can be used to charac-
terize quantum dephasing in particular samples and that dipole quantum coherence
would seem to be a poor candidate for coherent electron devices in graphene.
5.2.2 Nonlinear optical conductivity
To evaluate the nonlinear interactions in graphene, we need to solve for higher-order
density-matrix terms ρ(2) and ρ(3). Having obtained ρ(2) and ρ(3), the expected non-







According to Eq. 5.1.19, both ρ(2) and ρ(3) contribute to 〈vq〉nl. To derive the nonlin-
ear surface-current density, we need to integrate over the entire Brillouin zone. ρ(2)
and ρ(3) both are appreciable only in the vicinities of their resonant frequencies. The
contribution from ρ(2) can be neglected since the second derivative of hp gives zero
due to the linear band structure of graphene near the Dirac points. Thus, in the
nonlinear surface-current-density calculation, we only keep the v′q term and drop the














where the expected velocity of one frequency component of polarization q is defined as
〈vqu,l;v,m;w,n〉. Since the main contribution of 〈v
q
u,l;v,m;w,n〉 comes from the vicinities of
each resonant frequency, we can extend the integration in the Brillouin zone to infinity
and without significantly affecting the result. By assuming the Dirac cone goes to
infinity, we obtain analytical solutions to the third-order surface-current density of




















νq,u,v,w(Ω + ωu,l + ωv,m − iΓ2)
(Ω + ωu,l − iΓ1)(2Ω + ωu,l + ωv,m − 2iΓ2)
]
×
Ãw,n(Ω + ωu,l + ωv,m),
(5.2.11)



































(ωu,l + ωv,m + ωw,n + iΓ1)
+
νq,u,v,w(ωw,n + iΓ2)




where a coefficient of 4 is added to include valley and spin degeneracies. We have
substituted the vector-potential amplitude with the electric-field amplitude by use of
Eq. 5.1.12. Having obtained the surface-current density of one frequency component
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J̃qu,l;v,m;w,n(t) of polarization q, the total surface-current density for this polarization









Eq. 5.2.14 is a general expression for the total third-order nonlinear surface-current
density, composed of different frequency modes, each of which is produced by a par-
ticular nonlinear-optical process. For example, let ωp1 , ωp2 be the frequencies of the
pump modes and ωs be the frequency of the signal mode, the frequency 3ωp1 results
from third-harmonic generation of the pump at frequency ωp1 while ωi = ωp1 +ωp2−ωs
is produced by four-wave mixing.
We mark one frequency mode with frequency ω on polarization q as J̃qω(t). J̃
q
ω(t)









5.2.3 Four-wave mixing in graphene
Of particular interest is the study of four-wave mixing, a nonlinear-optical process
involving four modes. Two of these serve as the pump modes- one as the signal mode,
and one as the idler mode. The optical frequencies ωp1 and ωp2 correspond to the two
pump modes, ωs to the signal mode, and ωi to the idler mode. Energy conservation
gives ωp1 + ωp2 = ωs + ωi. Microscopically, four-wave mixing is a process in which
two pump photons are annihilated while one signal and one idler photon are created.
In the special case where the two pump modes share the same optical frequency, i.e.,
ωp1 = ωp2 = ωp, the four-wave mixing is pump degenerate. Since four-wave mixing
is a third-order nonlinear process, its strength in the electric field is proportional to
the nonlinear susceptibility χ(3). If the frequency of the optical modes are far away




NR. In the quantum-mechanical picture, χ
(3)
NR arises from the fact that
the photon energies are far from the bandgap of the nonlinear medium. A typical value
for the non-resonant susceptibility in optical fibers is χ
(3)
NR ∼ 10−15 esu [60]. However,
a much higher χ(3) [118,119] is present if the bandgap of the nonlinear medium is close
to the interacting-photon energies. The resonance-enhanced nonlinear susceptibility
χ
(3)
R is typically of the order of 10
−7 esu.
Graphene is a zero-bandgap semiconductor with a linear band structure near the
Dirac points, making it “more resonant” than typical resonant media. The zero
bandgap of graphene results in the fact that any frequency within the range from
DC to optical frequencies is resonant, which is the physical origin of the high and
uniform absorption of graphene. While absorption is a resonance-enhanced linear
process, nonlinear processes can also be enhanced by resonance. In particular, four-
wave mixing in graphene can be enhanced by the five resonance-enhanced processes
plotted in Figure 46. Different resonance-enhanced four-wave mixing processes exist
simultaneously for electrons with different energies in graphene. We next discuss
these resonance-enhanced four-wave mixing processes.
(a) Two-photon absorption enhanced four-wave mixing: Two-photon absorption
happens when the bandgap of a material is twice the photon energy of the incident
light. In graphene, this corresponds to ωCV ' 2ωp.
(b) One-photon pump absorption enhanced four-wave mixing: Unlike two-photon
absorption, in which one electron is excited by two incoming photons simultaneously,
an electron is excited by a single photon in a one-photon absorption process. In
graphene, the condition for one-photon absorption is ωCV ' ωp.
(c) Idler-enhanced four-wave mixing: In four-wave mixing, if the emitted light
frequency, i.e., ωi, is close the the bandgap of the nonlinear medium, a resonance-
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Figure 46: Five resonance-enhanced four-wave mixing processes in graphene.
(a) Two-photon absorption enhanced four-wave mixing. (b) One-photon absorp-
tion enhanced four-wave mixing. (c) Idler resonance-enhanced four-wave mix-
ing. (d) Signal resonance-enhanced four-wave mixing. (e) Detuning-enhanced
four-wave mixing.
(d) Signal-enhanced four-wave mixing: If the signal-photon energy is close to the
bandgap of the nonlinear medium, we also have an enhanced effect for four-wave mix-
ing. In graphene, signal-enhanced four-wave mixing happens at bandgap ωCV = ωs.
(e) Detuning-enhanced four-wave mixing: Detuning-enhanced four-wave mixing
in graphene is similar to the four-wave mixing enhancement by coherent anti-Stokes
Raman scattering [120, 121], when the frequency detuning between the pump mode
and the Stokes mode is close to the molecule-vibration energy. In graphene, this is
the case when the bandgap is close to the frequency detuning between the pump and
the signal, i.e., ωCV ' ωp − ωs.
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5.2.3.1 Non-degenerate four-wave mixing
(A) Co-polarized non-degenerate four-wave mixing
In the co-polarized case, we let all frequency modes be x̂ polarized. We define the




−iωit + c.c. = J̃xωi(t) + J̃
x
−ωi(t). (5.2.16)
The frequency components contributing to σCN are listed in Table 4. We insert terms
Table 4: Frequency components for co-polarized non-degenerate four-wave mix-
ing
ωu,l ωv,m ωw,n µx,u,v,w νx,u,v,w
x, ωp1 x, ωp2 x,−ωs -1 3
x, ωp2 x, ωp1 x,−ωs -1 3
x, ωp1 x,−ωs x, ωp2 -1 3
x, ωp2 x,−ωs x, ωp1 -1 3
x,−ωs x, ωp1 x, ωp2 -1 3
x,−ωs x, ωp2 x, ωp1 -1 3










where the coefficient 8
3
comes from standard definition of third-order susceptibility
[122].
(B) Cross-polarized non-degenerate four-wave mixing
For cross-polarized non-degenerate four-wave mixing, two pump modes at frequencies
ωpx and ωpy are on orthogonal polarizations x̂ and ŷ. We assume that the signal mode
at frequency ωs is polarized on x̂. Momentum conservation guarantees that the idler









Table 5: Frequency components for cross-polarized non-degenerate four-wave
mixing
ωu,l ωv,m ωw,n µy,u,v,w νy,u,v,w
x, ωpx y, ωpy x,−ωs -3 1
y, ωpy x, ωpx x,−ωs 1 1
x, ωpx x,−ωs y, ωpy 1 1
x,−ωs x, ωpx y, ωpy 1 1
y, ωpy x,−ωs x, ωpx 1 1
x,−ωs y, ωpy x, ωpx -3 1
The contributing frequency components to σXN are listed in Table 5. By comparing
Table 5 with Table 4, we find that σXN =
1
3
σCN. Thus, σXN and σCN differ only by a
factor of 3 as in typical nonlinear media. We can adopt the same approach as in [105]
to compare the effective third-order susceptibility of graphene with the third-order
susceptibility of silica. The effective third-order susceptibility of graphene is given in







where d ' 3.3Å is the effective thickness of a monolayer of graphene. A typical value
for the non-degenerate non-resonant third-order susceptibility of silica such as glass
is χ
(3)
silica = 0.64 × 10−22 m2/V2 around 550 nm, χ
(3)
silica = 0.92 × 10−22 m2/V2 around
775 nm, and χ
(3)
silica = 1.04 × 10−22 m2/V2 around 1550 nm. [123]. We plot the ratio
between the two susceptibilities in Figures 47 in semi-log scales. In each figure, the
three curves correspond to center pump wavelengths at 550 nm, 775 nm, and 1550 nm
respectively. For each center pump wavelength, we choose three detuning frequencies
of 10 THz, 20 THz, and 30 THz between the two pump modes.
Although [105] predicts that the nonlinear susceptibility of graphene is approx-
imately 8 orders of magnitude greater than that of insulators, our more complete
model shows that the ratio between the two susceptibilities can vary from 5 to 9 or-











































(a) Pump detuning from
the center 10THz. Γ1 =
Γ2 = 10
13.







































(b) Pump detuning from
the center 10THz. Γ1 =
Γ2 = 10
14.







































(c) Pump detuning from












































(d) Pump detuning from
the center 20THz. Γ1 =
Γ2 = 10
13.







































(e) Pump detuning from
the center 20THz. Γ1 =
Γ2 = 10
14.







































(f) Pump detuning from












































(g) Pump detuning from
the center 30THz. Γ1 =
Γ2 = 10
13.







































(h) Pump detuning from
the center 30THz. Γ1 =
Γ2 = 10
14.







































(i) Pump detuning from
the center 30THz. Γ1 =
Γ2 = 10
15.
Figure 47: The ratio between the third-order susceptibility of graphene and
that of glass. χ
(3)
eff is calculated from the nonlinear optical conductivity of non-
degenerate co-polarized four-wave mixing for different pump detunings and de-
cay rates Γ1 and Γ2. P0 denotes the center wavelength between the two pumps.
decay rates Γ1 and Γ2. A faster quantum dephasing results in a lower nonlinearity due
to the fact that the coherence of electrons is quickly destroyed by the environment
via scattering processes. Our theory also predicts that as the pump-signal detuning
becomes smaller, the strength of four-wave mixing increases due to the resonance-
enhanced effect. Another interesting phenomenon is that as the quantum dephasing
times approach ∼ 1 fs, the typical symmetry in the nonlinear susceptibility breaks
120
down.
5.2.3.2 Degenerate four-wave mixing
The optical conductivity for degenerate four-wave mixing can be obtained by setting
ωp1 = ωp2 = ωp in the derivation of the non-degenerate four-wave mixing conduc-
tivity and dividing the result by 2 to account for degeneracy. In experiments, the
observed idler photon-current intensity I relates to the degenerate four-wave mixing
conductivity σD by
I ∝ |E2pE∗sσD|2, (5.2.20)
with σD as a function of ωp, ωs, Γ1, and Γ2. In Figure 48 we compare the idler
photon-current intensity predicted by Eq. 5.2.20 with that predicted by Eq. 4 in
[105]. Depending on the decay rates Γ1 and Γ2, the ratio between the two current
intensities varies. The result shows that faster quantum-dephasing rates lead to a
weaker four-wave mixing. For decay rates at 1015 s−1, the four-wave-mixing photon-


















































 = 977nm, λ
s
 = 1168nm
Figure 48: The four-wave-mixing current intensity ratio between Eq. 5.2.20
and the theoretical result in [105]. Five curves corresponds to five different
pump and signal wavelengths in [105]. We set Γ1 = Γ2/2. Both the ratio and
the decay constants are plotted in logarithm scale.
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5.3 Non-perturbative method
The perturbative method used in Sec. 5.2 gives a good approximation under low-
excitation power, or equivalently, when the population inversion % is close to %eq. With
high excitation power, however, the population inversion % diverges significantly from
%eq and the perturbative method fails, and we start to see saturation. Classically, a
saturable physical quantity Q is related to the input intensity I and the saturation





where Q0 is the non-saturating value. In graphene, we expect a similar saturating
behavior. For the two-level model in classical nonlinear optics [60], once the detun-
ing and decay rates are small compared to the optical frequencies, the rotating-wave
approximation can be exploited, allowing us to get analytical solutions for the satu-
ration effect. More generally, Eq. 5.1.17 can be numerically solved with any detuning
and decay rates. To make the discussion simpler, we limit ourselves to the case where
the pump and the signal are co-polarized in the x direction and we seek steady-state
solutions only. Under these restrictions, Eq. 5.1.17 becomes






Ãj(t)VV C (ρV C + ρCV )





Ãj(t) [2VV V ρV C + VV C%]





Ãj(t) [−2VV V ρCV + VV C%] , (5.3.2)
where j ∈ {p, s} denoting the pump or the signal mode. The values for VV C and
VV V can be obtained numerically from Eq. 5.1.15. %, ρV C , and ρCV are composed of
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−i(mωp+nωs)t + c.c. (5.3.3)
The steady-state condition yields
%̇(t) = ˙ρV C(t) = ˙ρCV (t) = 0. (5.3.4)
By substituting Eq. 5.3.3 and using Eq. 5.3.4, the amplitudes for different frequency
components are related by
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(m,n−1)
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Eq. 5.3.5 consists of an infinite number of frequency modes. To obtain numerical so-
lutions, higher-order modes need to be truncated since their amplitudes are negligible.
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We let |m| ≤ mmax, |n| ≤ nmax. The truncation ends up with 3(2mmax+1)(2nmax+1)











J (m,n)e−i(mωp+nωs)t + c.c., (5.3.6)
where vx can be reorganized into matrix form as Eq. 5.1.21 and is evaluated by
numerical calculation of the two matrices in the equation.
5.3.1 Linear optical conductivity





as the linear conductivity, which is composed of both a real part and an imaginary
part. The coefficient 2 is to include the spin degeneracy. The real part contributes
to absorption and the imaginary part results in a phase shift. In Figure 49, we
fit our theory to the experimental transmittance data obtained in [96], which gives
τ2 = 1/Γ2 =≈ 0.64 fs. The wavelength dependence of the real part is plotted in Fig-






















Figure 49: The fitting to the experimental data in [96] by letting τ2 = 0.64 fs.
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ure 50(a) and the imaginary part is plotted in Figure 50(b). They are compared to
the analytical solution in Sec. 5.3, whose derivation is based on the ideal Dirac cone
assumption. When the wavelength decreases to < 450 nm, the optical conductivity
based on the full-band calculation starts to diverge from the analytical solution, re-
sulting in part from the fact that at lower wavelengths, the linear energy dispersion
relation becomes invalid. The imaginary part of σl mostly depends on the decoherence
rate τ2 [124]. Thus, given the complex optical conductivity experimental measure-
ments from [114–116] at 550 nm, we can extract τ2 with values ranging from 0.25 fs
to 0.72 fs, showing agreement with the previous absorption fitting. With decoherence
time less than 0.5 fs, τ1 = 1/Γ1 begins to decrease. This is because with small deco-
herence time, the optical linear conductivity becomes significantly different from the
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(a) The real part of σl by setting dif-
ferent τ1 and τ2. Solid lines: from
full-band calculation. Hollow squares:
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(b) The imaginary part of σl by setting
different τ1 and τ2. Solid lines: from
full-band calculation. Hollow squares:
from the analytical solution in Sec. 5.3.
Figure 50: The wavelength dependence of σl.
5.3.2 Saturation
Next we will discuss the saturation effect of graphene. With an increasing input power
to graphene, more and more electrons are excited from valance band to conduction
band. The absorption rate of graphene, which is related to the population inversion
125
%, decreases due to the fact that fewer electrons can absorb photons and get excited to
conduction band. For the two-level model, the saturation effect is well investigated
analytically [60] under the rotating-wave approximation, which is valid when the
detuning and decay rates are small compared to the optical frequencies. For graphene,
the saturation effect is studied semi-classically in [111], resulting in a decay time
much shorter than what was measured by differential transmission (DT) experiments
[108,125–130]. The proposed quantum model in this thesis can be used to investigate
the saturation effect of graphene. Given the intensity of the pump mode Ip the






The effective conductivity is defined by Eq. 5.3.7, being a function of τ1, τ2, ωp, and
Ep.
The saturation threshold at 800 nm is reported to be 4±1 GW/cm2 [111]. In
Figure 51, The real part of σl is plotted with different decay time constants vs.
intensity. We also compare the saturation curve obtained by quantum calculations
adopted in this thesis with the classical saturation curve given by the nonsaturating
optical linear conductivity multiplied by an intensity-dependent coefficient 1/(1 +
I/Ith). At the saturation threshold intensity Ith, σl is decreased by half. Knowledge
of Ith and τ2 allows determination of the carrier-relaxation rate τ1. In Figure 52 we plot
the relation between τ1 and τ2 given saturation powers of 3, 4, and 5 GW/cm
2. With
τ2 experimentally obtained from [114–116] and Ith obtained by [111], the resulting
value of τ1 ranges from 250 fs to 550 fs, within the range of previously reported DT
experimental data [108, 125–130]. The decoherence and carrier-relaxation rate seem
to differ from sample to sample. Factors that have impact on the two time constants
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Figure 51: Transmission saturation of the optical conductivity at 1.55 eV (800
nm). Solid lines: from quantum calculations in this thesis. ×-marks: fit to
classical saturation curve.
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2
Figure 52: dependence of τ1 on τ2 for saturation powers Ith. Pump photon
energy is 1.55 eV (800 nm).
5.3.3 Nonlinear optical conductivity
For the nonlinear optical conductivity, we focus on co-polarized degenerate four-wave











where the coefficient 2 counts the electron spin degeneracy. To compare the nonlin-
earity of graphene with other normal materials such as glass, the nonlinear optical







where d ≈ 3.3 Å is the effective thickness of graphene. In Figure 53, we plot the ratio
between χ
(3)
eff and the third-order susceptibility of glass χ
(3)
silica = 1.84×10−22 m2/V2 at
the same wavelength [123]. The full-band calculation is compared with the analytical
solution in [124] and with a Lorentzian fit that illustrates the qualitative difference
between graphene and a two-level atom, notably graphene’s stronger nonlinearity at
large detunings. Like the linear optical conductivity σl, which saturates with increas-
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Figure 53: The effective third-order susceptibility of graphene compared to
glass. Solid lines: from the full-band calculation. Hollow squares: the analytical
solution in Sec. 5.3. ×-marks: a Lorentzian fit to the top blue curve.
ing pump power, the nonlinear optical conductivity also shows a saturation effect.
The FWM surface-current density also saturates near 4 GW/cm2. In Figure 54, sat-
uration of FWM conductivity is plotted. Knowledge of the saturation threshold of
FWM in graphene is potentially useful for future FWM experiments with graphene.
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Figure 54: Saturation of the FWM optical conductivity. Pump is at 775 nm
and signal is at 1000 nm. Solid lines: from quantum calculations in this thesis.
x-marks: fit to classical saturation curve.
for τ2 found in Sec. 5.2.1 by investigating the imaginary part of the linear complex
optical conductivity measured by experiments. Thus, the only parameter to deter-
mine is τ1. Fits to experimental four-wave-mixing data yields τ1 ranging from 0.8 fs
to 1.25 fs. The fits are shown in Figure 55. In the same figure, we also compare our
theory with the theory adopted in [105]. To summarize, the decoherence time is taken
from linear refractive index measurement, without fitting. Because the amplitude of
the nonlinear response is taken directly from the theory and the decoherence time,
only one parameter is used to make the fit. The two decay rates were both obtained
from experimental data, which provides evidence for ultrafast quantum dephasing
in graphene at the 1 fs timescale. Our fully quantum-mechanical model results in
faster decay rates than what was reported in [111] based on semi-classical calcula-
tions. τ2 ∼ 1 fs is the decoherence rate, which is due to electron-electron scattering.
In a low excitation regime like [105], all excited electrons go through an ultrafast
thermalization process within 10 fs, which roughly agrees with the τ1 we found from
129






























Figure 55: Fitting of the theory to the experimental data obtained by [105].
The two phenomenological decay rates for the three curves are blue: τ1 = 1.25
fs τ2 = 0.25 fs; green: τ1 = 1.11 fs, τ2 = 0.37 fs; red: τ1 = 0.8 fs, τ2 = 0.72 fs.
Dashed line: the theory adopted in [105]. Dots: experimental data obtained
in [105].
the four-wave mixing experimental data. We need to note here that if we try to fit
the first four points instead of entire five points, we get τ1 ∼ 10 fs. Thus, we sug-
gest that accurate experimental measurement of four-wave mixing spectrum is a good
probe for these time constants.On the other hand, in a high excitation regime, not
all excited electrons can undergo the ultrafast thermalization process, indicating by
multiple observed time constants in DT experiments. In this situation, some electrons
need phonon-assisted processes to relax. Therefore, τ1 in high excitation regimes is
much longer than 10 fs, which confirms the τ1 obtained from saturation threshold
measurements.
To study the quality of graphene for nonlinear optical experiments, we next in-











In Eq. 5.3.11, we take α = 7.75× 107/m as the absorption coefficient of graphene. In
the denominator of Eq. 5.3.12, we take n = 3.0 as the refractive index of graphene
[114]. We then plot the figure of merit of graphene in Figure 56 and compare the
figure of merit of graphene with other materials in Table 6.
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Figure 56: The figure of merit of graphene at different wavelength. The three
curves correspond to different time constants.
Table 6: Comparison of figure of merit for different materials. Wavelength is
at 1000 nm. Data from [131]
material FOM
GaAlAs (resonant) 1× 10−8
GaAlAs (non-resonant) 3.3× 10−10
PTSb (non-resonant) 5× 10−13
silica 1× 10−11
graphene ∼ 1× 10−14
We find that compared to the figure of merit of silica at 1000 nm, the figure of merit of
graphene is three orders of magnitude lower. This is due to the fact that graphene is
highly absorptive over a wide range of optical wavelengths. However, since graphene
does not impose any phase-matching constrain and possesses high large-detuning
nonlinearities, it is still a very interesting material for nonlinear optical experiments.
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5.4 Four-wave mixing experiment in graphene
In this section, our preliminary effort on a four-wave mixing experiment in graphene
is described. The graphene sample used in the experiment was grown by expitaxy on
a SiC substrate by Dr. Walt de Heer’s group in Georgia Tech Atlanta. The number of
carbon layers on the Carbon-face is measured to be 15 on average. The experimental



















Figure 57: The graphene four-wave mixing experiment schematic. BS: beam-
splitter to separate the pump and the input to the OPO. D: delay line. M1, M2:
mirrors. DM1, DM2: dichroic mirrors. MO1, MO2: microscopic objectives. A1,
A2: tunable attenuators. S: the 15-layer graphene sample. BB: beam blocker.
SPF: short-pass filter cut-off wavelength 750 nm. CCD: CCD camera to detect
the idler. OPO: optical parametric oscillator. HeNe: helium-neon laser serving
as a reference beam for the idler.
Now we describe the experimental setup. 200 fs laser pulses at 780 nm are pro-
duced by a Ti-sapphire mode-locked laser. A 90/10 beam splitter (BS) separates the
total power from the Ti:Sapphire (2 W) into a 200 mW beam, which serves as the
pump beam, and a 1.8 W beam for the input of the OPO. A tunable attenuator (A1)
is installed alone the pump path to manipulate the pump power. The output of the
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OPO serves as the signal beam and is tuned to 1205 nm so that the idler produced by
the graphene sample coincides with the output wavelength on the helium-neon laser
(633 nm) if the pump is at 830 nm. The signal-beam power is measured to be 100
mW. The signal is time delayed by a delay line (D) and a mirror (M2). To control
the signal power, another tunable attenuator (A2) is installed along the signal path.
The time-overlapping pump beam and the signal beam are combined co-linearly on
a dichroic mirror (DM1). The signal beam and the pump beam impinge on a with
microscopic objective (MO1) with 6 mm focal length and are focused down to a 10
µm spot. The graphene sample is mounted a stage with x, y, z, and angular degrees
of freedom. On the sample, the maximal average power of the pump and the sig-
nal is measured to be 150 mW and 30 mW respectively. Taking into account the
Ti:sapphire laser repetition rate 76 MHz and the pulse width about 200 fs, it results
in a maximal pump peak power density of 12 GW/cm2 for the pump and 2.5 GW/cm2
for the signal.





where w is the beam waist at the focal point, and λ is the wavelength. By substituting
w = 5 microns and λ = 780 nm into Eq. 5.4.1, we obtain zR ≈ 100 µm. To find the
focal point, we set the pump power to 150 mW, resulting in a peak power 12 GW/cm2.
A power meter measures the light coming out from the sample. By adjusting the
position of the sample along the z axis, the transmitted light power is stronger when
saturation is strong. This allows convenient location of the focal point.
Since the pump beam and the signal beam impinge on the sample normally, the
idler beam is expected to be produced perpendicular to the sample surface. The
transmitted pump, signal, and idler beams go through another microscopic objective
(MO2). A prism is installed to spatially separate the three beams. The pump beam
and the signal beam are blocked by a beam blocker. The idler beam is guided to
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two short-pass filters with cut-off wavelength at 750 nm. The idler beam is finally
detected by a CCD camera.
To locate the idler beam, an auxiliary helium-neon (HeNe) laser severs as a ref-
erence beam if the pump is tuned to 830 nm. The visible beam from the HeNe laser
transmits through the center of MO1 and impinges on the sample perpendicularly at
the focal point. The idler beam is expected to follow the path of the reference beam.
Once the sample is placed on the focal point, we try to measure the idler power
as a function of the pump power. We fix the signal power at 1 mW and vary the
pump power from 10 mW to 100 mW, resulting in a power excitation power density
from 0.8 GW/cm2 to 8 GW/cm2. We exploit a quadratic fit to confirm the four-wave
mixing. We find that besides the quadratic contribution from four-wave mixing,
a linear contribution also exists. We believe this linear contribution comes from
leaked pump photons. It requires better filtering to further suppress pump photons
leaked to the detection system. However, in the experimental scheme where the pump
wavelength is at 780 nm, we expect that most four-wave mixing is produced by the
silicon carbide substrate since the pump photon energy is at the half bandgap of
silicon carbide. We have currently tuned the pump wavelength to 830 nm, which is
off resonant for silicon carbide, and expect the four-wave mixing from the substrate
to be 20 dB lower than pumping it at 780 nm. We are still working on the optical
alignment and hope to collect experimental data soon.
A successful four-wave mixing experiment in graphene would allow us to probe
the decay-time constant τ1 and τ2 and confirm graphene’s large nonlinearity for future




This chapter summarizes the main contributions of this thesis. Efforts under investi-
gation or proposed for future work will also be summarized.
6.1 Main contributions
The main accomplishments of this thesis include:
• A theoretical proposal of a continuous-variable quantum key distribution (CVQKD)
protocol. The proposed CVQKD protocol is compatible with high-rate oper-
ation. In particular, it loosens the efficiency requirement on error-correction
codes, leading to the utilization of codes almost two orders of magnitude faster
than those used in competing protocols, while still operating in a secure region.
• An experimental demonstration of the proposed CVQKD protocol. The exper-
iment is not only the first discrete-signaling CVQKD demonstration in fiber,
but also the first experimental implementation of a CVQKD system with a
continuous-wave local oscillator (CWLO). Excess noise caused by scattering
from the CWLO is avoided by a frequency-shift scheme. The quadrature prob-
ability distribution of the GAWBS noise is measured by quantum tomographic
measurements. Statistical tests show strong evidence of Gaussian probability
distributions of the field quadratures, which validate the security calculations
done in the protocol for typical operating conditions.
• An experimental implementation of an ultrafast quantum random-number gen-
erator based on amplified spontaneous emission (ASE). The throughput of the
quantum random-number generator is 20 Gbit/s. The produced random bits
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passed the NIST random-number tests. A theoretical study discussing the ul-
timate limits on the performance of ASE based random-number generators is
also performed. Theoretical results find performance limits of the randomness
source used in the experiment.
• Development of a quantum-dynamical theory of nonlinear optical interactions,
in particular four-wave mixing, in graphene. The theory predicts the complex
linear optical conductivity, the saturation threshold, and the nonlinear optical
conductivity of graphene, showing agreement with various reported experimen-
tal data.
• A four-wave mixing experiment in graphene.
6.2 Future work
Based on the accomplishments of this thesis, several research topics under investiga-
tion and future research areas are listed as follows:
• An analysis on the data-size effect on QKD. Statistical fluctuations, which occur
with limited amounts of collected data, may influence the security of QKD
protocols. A rigorous treatment on the data-size effect is needed.
• A QKD experiment in which the signal is frequency shifted beyond 2 GHz
and detected by a high-bandwidth photon detector. The new implementation
is more straightforward than the frequency-shift scheme in described in this
thesis.
• Cryptographically, random numbers produced by the ultrafast quantum-random
generator can be utilized in a different way. By designing new classical cryp-
tographic protocols using large amount of true-random numbers, it might be
possible tie a security proof to NP-complete problems. Compared to quan-
tum cryptography, classical cryptographic protocols can be implemented more
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efficiently and with lower cost.
• A quantum-dynamic theory dealing with pulsed laser signals interacting with
graphene. In the pulsed-based theory, phenomenological decay constants need
to be treated differently, and a fully quantum-mechanical examination is desired.
• Twin-photon production based on four-wave mixing in graphene. Coincidence-




It is difficult to obtain analytical solutions for continuous variable quantum states,
because they have infinite dimension. Unlike the protocols based on Gaussian modu-
lation of signal, discrete modulation only gives conditional Gaussian states instead of
global Gaussian states. If the global state, such as ρ̂E, is not Gaussian, it is difficult to
find an analytical solution for its von Neumann entropy if excess noise is introduced
into the channel. Fortunately, as long as the excess noise is weak, it is still possible
to obtain numerical solutions.
From Eq. (3.1.23), one may see that if Eve’s two mode quantum state is expanded
in Fock space, there would be infinite number of terms. But one may truncate the
state into a finite number of terms because when τ is small, the amplitudes for large
photon numbers are so small that they are negligible. For this simulation, we have
the excess noise about 0.005 of one shot-noise unit and this leads to τ = 0.033 for
25 km and τ = 0.0167 for 50 km. Using only the first three terms of the expansion
is then justified. In other words, the terms up to 2 photons are preserved. We let
EMAX = 2 denoting the maximal number of photons.







The mode εn is interacted with the mode a. However, since the quantum state in
the mode εn is represented in Fock space, it needs to be transformed into coherent
form so that the operation of BS1 is performed on two coherent states, making the
its output coherent states for numerical convenience. Here we use an approximation
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where |n〉 is represented as the superposition of n+ 1 coherent states [132]:















where c(r) is used to normalize |n, r〉. We have
|n, r → 0〉 = |n〉. (A.0.3)




r2(n+1) + o(r4(n+1)), (A.0.4)
where |cn|2 is the probability of |n〉 being |n, r〉. In practice, we set r = 0 for |0〉 and
r = 0.1 for other Fock states.














































We first trace over the mode a′ to get the density matrix of mode b′, ε′n, εr, and hom:






The density matrix for the mode b′, ε′n, εr, and hom is mixed by 4 different pure states
|Ωi〉, resulting from Alice’s photon-counting measurement on the mode a′. This ex-
actly corresponds to the case in which Alice prepares one of the four coherent states
and sends it to Bob. For each of the |Ωi〉, Bob makes a homodyne measurement on
his mode b′. The outcome of the homodyne measurement is a Gaussian distributed
continuous random variable with average value ui = <(
√
ηηmαi) and variance VS.
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Physically, for each of the |Ωi〉, Bob’s measurement outcome has infinite possibilities.
However, only the values close to ui occur with high possibility. As an approxi-









Another approximation is that instead of processing the continuous data in the range[
ui − 6
√




, we divide it into XMAX bins with equal widths and as-
sume that that Bob’s measurement only has approximately XMAX different out-
comes instead of infinite possibilities. Suppose each bin left bounded by lbi,k, and
right bounded by rbi,k, where 1 ≤ k ≤ XMAX. The measurement result Xi,k =









The density matrix ρ̂εn,εr,hom is approximated as


















where |ψi,k〉 = 〈Xi,k|Ωi〉√〈Ωi|Xi,k〉〈Xi,k|Ωi〉 . To evaluate ρ̂E, we need to trace |ψ
i,k〉〈ψi,k| over
mode hom. For low signal-to-noise ratios, the mean photon number in mode hom is
low. If we use Fock basis to expand mode hom, we can neglect the quantum states
with large photon numbers. Suppose we express mode hom in Fock space and only































where |εi,j,k〉 = 〈j|ψi,k〉√〈ψi,k|j〉〈j|ψi,k〉 and p(j|Xi,k) = 〈ψi,k|j〉〈j|ψi,k〉, where we have ignored
the subscript for |j〉hom. If we define a global probability p(|εi,j,k〉) = 14p(Xi,k)p(j|Xi,k),
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where we have ignored the subscript E. The problem of calculating the von Neumann
entropy S(ρ̂E) is equivalent to solving the eigenvalue of the corresponding Gram




The non-zero eigenvalues of G equal the non-zero eigenvalues of ρ̂E. Suppose the





We next examine p(|εi,j,k〉|q = 1), used to evaluate S(ρ̂E|q=1). We first reformulate
p(|εi,j,k〉|q = 1) by Bayes’ theorem:




The first term on the numerator is evaluated by



































i,j,k p(|εi,j,k〉|q = 1)|εi,j,k〉〈εi,j,k|, we can calculate S(ρ̂E|q=1) following
the Gram-matrix method.
For the post-selection case, we need to evaluate p(|εi,j,k〉|q 6= 0), which is rewritten
by Bayes’ theorem:





The first term on the numerator is obtained by











































Again, S(ρ̂E) is evaluated by the Gram-matrix method.
In order to calculate S(ρ̂E|q=1) for the case with post selection, we need to calculate
the probability p(|εi,j,k〉|q = 1). We first rewrite it by Bayes’ theorem in Eq. (A.0.13).
However, now the first term on the numerator must be calculated differently by

































Finally, we obtain ρ̂E|q=1, based on which S(ρ̂E|q=1) is evaluated.
To demonstrate the accuracy of our numerical simulation results, we first compare
it with the analytical solution in the limit of no excess noise. We choose τ = 1× 10−6
in our numerical simulation, showing that the difference in ∆I is only 6.5804× 10−7
bits between the numerical and the analytical result.
In the end, we make a comparison of the different results by setting different
parameters, i.e., EMAX, XMAX, HMAX, and rk. We find that for EMAX > 2,
XMAX > 20, HMAX > 6, and rk < 0.1, only tiny different among different numerical
simulations exists. We believe that the simulation results are accurate enough for
these parameters.
The simulation results with different parameters are shown in Table 7. We take the
secret-key capacity obtained at 25 km without post selection by setting EMAX = 2,
XMAX = 20, HMAX = 6, and r = 0.1 as the reference and mark it as ∆Iref. We give
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Table 7: Differences of the secret-key capacity with ∆Iref. Here 25 km denotes
the case of 25 km QIQO CVQKD without post-selection. 25 km-ps denotes the
case of 25 km QIQO CVQKD with post-selection. 50 km denotes the case of
50 km QIQO CVQKD without post-selection. 50 km-ps denotes the case of 50
km QIQO CVQKD with post-selection.
|∆Iref −∆I∗|
25 km 25 km-ps 50 km 50 km-ps
∆IXMAX=10 7.35× 10−5 9.97× 10−5 4.25× 10−5 1.04× 10−4
∆IXMAX=30 4.58× 10−6 5.84× 10−6 1.93× 10−6 5.46× 10−6
∆Ir=0.5 5.89× 10−5 4.01× 10−4 4.54× 10−5 3.50× 10−3
∆Ir=0.05 2.98× 10−6 8.23× 10−6 1.51× 10−6 9.42× 10−5
∆IEMAX=1 2.63× 10−6 2.42× 10−5 9.85× 10−7 9.78× 10−5
∆IEMAX=3 1.31× 10−7 5.60× 10−7 3.83× 10−10 1.22× 10−8
∆IHMAX=4 1.41× 10−5 3.16× 10−5 1.51× 10−6 9.42× 10−5
∆IHMAX=8 5.22× 10−8 9.26× 10−8 1.28× 10−12 7.28× 10−12
the difference of ∆I∗ with the reference. ∆I∗ is obtained by setting parameters other
than those used for ∆Iref. We record |∆Iref −∆I∗| in Table 7.
Table 7 shows that if we set EMAX = 2, XMAX = 20, HMAX = 6, and r = 0.1,
we are close enough to the exact solution because if we further adjust the parameters,
the result only changes by a tiny bit. For the final results, we set EMAX = 3,
XMAX = 30, HMAX = 8, and r = 0.05. We believe that these parameters give us
numerical simulation results that are extremely close to the exact solutions.
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Although mathematical cryptography has been widely used, its security
has only been proven under certain assumptions such as the computational power
of opponents. As an alternative, quantum communication, in particular quantum
key distribution (QKD) does not require unproven assumptions and can achieve un-
conditional security. However, the key-generation rate of practical QKD systems
is limited by device imperfections, excess noise from the quantum channel, a lim-
ited rate of true random-number generation, limited rate of quantum entanglement
preparation, and/or high complexity of post-processing. This dissertation contributes
to improved performance of quantum communication systems. First, it proposes a
new continuous-variable QKD (CVQKD) protocol that loosens the efficiency require-
ment on post-processing, a bottleneck for long-distance CVQKD systems. It also
demonstrates an experimental implementation of the proposed protocol. To allow for
future higher rate implementation, the CVQKD experiment uses a continuous-wave
local oscillator (CWLO). The excess noise caused by guided acoustic-wave Brillioun
scattering (GAWBS) is avoided by a frequency-shift scheme. The statistical distri-
bution of GAWBS noise is characterized by quantum tomography. Measurements
show Gaussian statistics with 55 dB of dynamic range, which validate efficient se-
curity calculations used in the proposed CVQKD protocol. True random numbers
are required in quantum and classical cryptography. A second contribution of this
thesis is that it experimentally demonstrates an ultrafast quantum random-number
generator (QRNG) based on amplified spontaneous emission (ASE). Random num-
bers are produced by a multi-mode photon counting measurement on ASE light. The
performance of the QRNG is analyzed with quantum information theory and tested
with NIST standard random-number test. The QRNG experiment demonstrates a
random-number generation rate at 20 Gbit/s. A theoretical study identifies show
fundamental limits for such QRNGs. Quantum entanglement produced in nonlinear
optical processes can help to increase quantum communication distance. A third
contribution is research of the nonlinear optics of graphene, a novel 2D material with
unconventional physical properties. Based on a quantum-dynamical model, the opti-
cal response of graphene is derived, showing a link between the complex linear optical
conductivity and the decoherence. Nonlinear optical response, in particular four-wave
mixing, is studied for the first time. The theory predicts saturation effects in graphene
and relates the saturation threshold to phenomenologically model ultrafast decoher-
ence and carrier relaxation in graphene. Experimental efforts towards validation of
this theory are discussed.
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