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Introduction genérale 
Cette étude est consacrée à l'optimisation géométrique du contrôle actif dans les gaines 
de ventilation. Le contrôle actif consiste à atténuer le bruit en superposant une onde en op-
position de phase à l'onde incidente. On peut ainsi protéger une zone et la rendre silencieuse. 
Si le principe du contrôle actif est ancien (Lueg 1936 [46]), ce n'est que grâce aux progrès 
de l'électronique et au développement des filtres adaptatifs que des applications industrielles 
ont pu voir le jour. Ce n'est donc que depuis une quinzaine d'années que des algorithmes 
adaptatifs ont été utilisés (Burgess 1981 [11]) dans le contexte du contrôle actif du bruit. 
L'application du contrôle actif à la réduction du bruit dans les gaines de ventilation a 
ensuite pu être développée (Roure 1985 [67]) avec le contrôle d'un bruit large-bande. 
Cette technique active peut parfois remplacer les anciennes techniques passives qui consistent 
à incorporer des "pièges à sons" avec des revêtements absorbants dans la ligne de ventilation. 
Elle a pour avantage, par rapport aux techniques passives, de présenter une perte de charge 
négligeable et d'être efficace aux basses fréquences. 
Cette technique est plutôt venue en complément des anciennes techniques passives puisque 
les matériaux absorbants sont, quant à eux, efficaces aux hautes fréquences (Nouvel 1995 
[59] et Yaich 1995 [83]). 
La première partie de ce travail sera consacrée à l'étude du contrôle hybride (ac~ 
tif+passif) dans les gaines de ventilation. Nous montrerons des avantages non-classiques de 
l'association des contrôles actifs et passifs suivant la géométrie de la gaine et la présence ou 
non de revêtements absorbants. 
Si la géométrie de la gaine de ventilation influe sur les résultats du contrôle, un autre pa-
ramètre important, en ce qui concerne le contrôle actif, est le p lacement des microphones 
d'erreur et des sources secondaires. 
Ce problème fera l'objet de la seconde partie de ce mémoire. Les microphones d'erreur 
et les sources secondaires sont essentiels dans un système actif. Les microphones d'erreur 
donnent l'information sur le niveau de bruit qui est nécessaire aux calculs de l'algorithme 
adaptatif. Les sources secondaires sont les sources de contre-bruit, sans lesquelles, un contrôle 
actif est impossible. Disposant de ces microphones d'erreur et de ces sources secondaires, un 
système actif peut rapidement être mis en oeuvre. Un système actif n'implique pas cependant 
une réduction du bruit comme nous le verrons. Il est indispensable de placer convenablement 
à la fois les microphones d'erreur et les sources secondaires. 
Nous verrons que la théorie donne une solution optimale de sources qui annule parfai-
tement le bruit dans une zone de silence donnée. Cette solution implique une distribution 
continue de sources et est difficilement applicable. L'optimisation du placement d'un nombre 
discret de sources et de microphones est un problème, lui aussi difficile. C'est pourquoi 
nous avons développé une technique de placement originale en modifiant la fonction de coût 
classique en contrôle actif. Le placement des microphones d'erreur, entre autre, devient alors 
quasi-immédiat. Ceux-ci sont alors situés aux maximums du module de la pression résiduelle. 
Ce problème du placement existe dans toutes les installations de système actif. Nous 
avons choisi d'appliquer notre méthode de placement au cas des guides d'onde droits et de 
comparer nos résultats avec les placements généralement proposés (Stell 1994 [75]). 
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Avantages d'un contrôle hybride dans 
les gaines de ventilation 
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Introduction 
Les systèmes de ventilation industriels génèrent souvent un bruit important. Il est donc 
nécessaire de réduire son niveau à la sortie des gaines de ventilation. 
Deux techniques de contrôle peuvent être associées: 
- Une technique pass ive utilisant des changements de section et des revêtements. La 
performance de cette technique dépend principalement de la géométrie de la gaine et 
des propriétés absorbantes des revêtements. Ces "silencieux" sont donc divisés en deux 
types: "réactifs" ou "dissipatifs" selon qu'ils réfléchissent les ondes vers la source à 
l'aide de chambres de grand diamètre ou qu'ils dissipent les ondes acoustiques le long 
de revêtements absorbants. 
- Une technique a c t i v e qui consiste à minimiser un bruit indésirable en générant un 
bruit opposé au moyen de sources secondaires, en pratique des haut-parleurs. Grâce à 
des sources secondaires, contrôlées par un système électronique, on peut attendre une 
réduction significative du bruit à la sortie de la gaine. A hautes fréquences, cette tech-
nique "active" demande un système électronique avec une fréquence d'échantillonnage 
élevée ainsi qu'un grand nombre de sources secondaires. C'est pourquoi le contrôle actif 
reste limité aux basses fréquences. 
Comme l'absorption passive des revêtements des gaines est surtout efficace aux hautes 
fréquences, les techniques passives et actives s'avèrent complémentaires. Le contrôle hybride 
(passif + actif) a donc jusqu'à présent été appliqué principalement pour tirer avantage de 
l'efficacité de chacune des deux techniques dans des domaines de fréquences différents. Nous 
allons montrer sur quelques exemples que d'autres intérêts existent à associer les deux tech-
niques et que le contrôle passif peut améliorer les résultats du contrôle actif même dans le 
domaine basses fréquences. 
Nous allons développer une modélisation générale de la propagation dans des guides 
d'onde comportant des discontinuités. Pour cela, nous avons écrit un code par une mé-
thode de calcul par équation intégrale pour déterminer la propagation des ondes dans les 
discontinuités. La propagation est multimodale car les dimensions du guide sont supposées 
suffisamment grandes pour que plusieurs modes se propagent dans le domaine fréquenciel de 
l'étude. Le développement d'un code a été rendu nécessaire pour le calcul de la propagation 
acoustique à travers des discontinuités de géométrie complexe. Les sources de contre-bruit 
sont alors placées à l'intérieur de la discontinuité pour des raisons d'encombrement. Grâce 
au calcul de la propagation, on peut ensuite évaluer l'efficacité du contrôle actif en fonction 
de la ou des positions des sources secondaires. Nous pourrons ainsi d'abord évaluer l'effet 
passif de la discontinuité et ensuite l'effet conjugué des contrôles passif et actif. 
L'étude est divisée en trois chapitres. Le premier présente un modèle de propagation dans 
les guides d'onde de géométrie générale avec revêtements absorbants ou non. 
Le second chapitre est consacré à une méthode numérique de calcul par équation intégrale 
des matrices de diffusion qui entrent en jeu dans la modélisation de la propagation à travers 
les discontinuités. 
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Le troisième chapitre présente enfin les mesures et les calculs du contrôle pour quatre 
geometries différentes à savoir un guide d'onde droit, un guide d'onde droit avec absorbant, 
un résonateur tranversa! et un coude. Une étude numérique des performances du contrôle 
dans la gaine de ventilation TGV sera aussi présentée. Nous montrerons sur l'exemple du 
guide droit les effets de la longueur du filtre de contrôle et de la fréquence d'échantillonnage 
qui limitent l'efficacité du contrôle actif lorsque l'algorithme X-LMS est utilisé. Plusieurs 
intérêts de l'association des contrôles passif et actif seront alors mis en évidence. 
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Chapitre 1 
Modélisation de la propagation dans 
une gaine 
Avant de présenter la théorie du contrôle, il est important de connaître la propagation 
dans les guides d'onde. Dans ce chapitre, nous présentons les équations fondamentales concer-
nant la propagation dans les guides d'onde acoustiques comportant des discontinuités. Ce 
sujet a été abordé par de nombreux auteurs, en particulier pour l'étude des silencieux. Les 
premiers travaux ont concerné la propagation plane, c'est-à-dire à des fréquences suffisam-
ment basses pour que seul le mode plan se propage dans le guide. Gaiaitsis (1992 [25]) donne 
une description des geometries de silencieux les plus communes. 
C'est d'abord en électromagnétisme, dans les années quarante, que l'étude de la propa-
gation guidée s'est développée. Des schémas électriques équivalents ont alors été introduits 
pour décrire la propagation à travers des discontinuités ou autour d'obstacles. Miles (1946 
[49]) est le premier à avoir appliqué cette analogie aux discontinuités dans les guides d'onde 
acoustiques. 
Lorsque la longueur d'onde est très supérieure aux dimensions caractéristiques du guide, 
on se contente de traiter un problème asymptotique. Des composants électriques comme des 
inductances et capacitances sont introduits pour modéliser les discontinuités tandis que les 
variables pression et débit représentent respectivement la tension et le courant électrique. 
Des auteurs ont calculé les discontinuités de pression et de débit dues à des singularités: une 
discontinuité de section (Karal 1953 [36]), un coude (Thompson 1984 [79] [80]), une jonction 
en T (Bruggeman 1987 [8]), des jonctions entre trois ou quatre guides (Khettabi 1994 [39]). 
A plus hautes fréquences ou lorsqu'une précision supérieure est demandée, la propagation 
d'une onde plane est plus -généralement modélisée par une matrice de transfert à deux entrées 
(pression et débit). Miles (1981 [48]) donne son expression analytique pour un guide d'onde 
droit avec un fluide au repos, avec une vitesse d'écoulement uniforme ainsi que pour une 
section de croissance exponentielle. 
Lorsque les dimensions de la section dépasse la longueur d'onde, la propagation est mul-
tirnodaie. Le guide d'onde est alors divisé en segments et une matrice de diffusion relie les 
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ondes amont et aval dans chaque sous-domaine. Le calcul de la propagation dans le guide 
en entier se fait ensuite par un assemblage des matrices de diffusion des différents segments 
(Furnell 1989 [24] et Hudde 1989 [32]). 
Lorsque des sources secondaires existent dans un guide d'onde, la propagation n'est plus 
simplement décrite par un système linéaire comme les matrices de diffusion mais par un 
système affine. Dans cette étude, nous allons déterminer l'expression de la propagation avec 
présence de sources dans un guide d'onde présentant des discontinuités. 
1.1 Rappel d'acoustique 
Rappelons les équations générales de l'acoustique. Le mouvement général d'un fluide est 
décrit par les équations de Navier-Stokes. 
-La conservation de la masse: 
dp 
dt + div(pv) = rm (1.1) 
-La conservation de la quantité de mouvement: 
-L'équation de la chaleur: 
p{-^- + v.Vv) + Vp = f + divÈv (1.2) 
T(^- + v.Vs)^f9~Tdiv(h + <f>v (1.3) 
-L'équation d'état du fluide bivariant et le premier principe: 
f = g(p,p) (1.4) 
s = h(p,p) (1.5) 
-La loi de comportement du fluide donnant les effets de viscosité. 
t v = 2¿ÍE + rjdivvl (1.6) 
avec EXJ• — 1 ( 1 ^ + gf1) — \div\8ij et Js¿ = &i3 tenseur unité. 
-La loi de Fourier de diffusion de la chaleur dans le fluide: 
g = -KVT (1.7) 
Les grandeurs p, p, v, T, s représentent respectivement la masse volumique, la pression, 
le champ de vitesse, la température et la densité volumique d'entropie du fluide. Ë v est le 
champ de contrainte provenant de la viscosité du fluide. Il est donné par l'expression ci-
dessus dans le cas d'un fluide Newtonien (¿¿ est la viscosité dynamique et r¡ est la viscosité de 
dilatation qui sera négligée par la suite). Le champ de contrainte totale est S = —pi -f ~ÈV. 
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fm et f9 décrivent une densité volumique du taux de matière, respectivement de chaleur, 
reçue par le fluide venant de l'extérieur, g est une densité surfacique de flux de chaleur 
donnée à l'extérieur par conduction. K est le coefficient de Fourier, f est le vecteur des 
efforts extérieurs. 4>v = Tr[Èv : E] est la dissipation visqueuse due au transport du fluide. 
Les fluctuations du mouvement du fluide sont supposées petites de sorte que 
l'écoulement du fluide est considéré peu perturbé. L'écoulement sera décrit comme la somme 
d'un écoulement stationnaire non perturbé indicé 0 et d'une petite perturbation. Les coor-
données d'espace et de temps sont notées x et /. 
p = 
p = 
v = 
f = 
f = 
£.m 
£ v = 
É = 
s = 
Pois) 
Pois) 
Vo(£) 
7o(i) 
fbte) 
rfffe) 
sste) 
Eo(x) 
¿ois.) 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
p(t,3Ù 
pit, x) 
v ( i , i ) 
T{t,2L) 
f(ï,x) 
rm(i ,x) 
Sv(*,x) 
E(t,x) 
s(i,x) 
(1.8) 
Nous ferons l'hypothèse qu'il n'y a pas d'apport volumique extérieur de chaleur (c'est-à-
dire fq — 0). Comme la dissipation thermique est négligeable en-dehors de la couche limite, 
nous supposerons, pour simplifier, que le fluide est non conducteur loin des parois (c'est-à-
dire K = 0). Nous ne tiendrons compte de la dissipation thermique que le long des parois 
à l'intérieur de la couche limite. Le fluide est supposé un gaz parfait (en pratique l'air). 
L'équation d'état et le premier principe s'écrivent: 
~lTp (1.9) 
s — SQ = CvLn(-z-) V (1.10) 
où R est la constante des gaz et So une constante. Cv et Cp sont les chaleurs volumiques 
C 
spécifiques à volume constant et pression constante respectivement. 7 = —?- est le rapport 
des chaleurs spécifiques. En substituant les équations (8) dans (1-3), on obtient le système 
d'équations au premier ordre: 
div(p0Vo) = r£ 
PoVoVvo + Vpo = fo + divUZ (1.11) 
r0v0.Vso = Tr[££ :Eo] 
Dans la suite de l'étude, on prendra r™ = 0 et fo = 0, c'est-à-dire que l'on se situera en 
dehors des sources engendrant le mouvement du fluide. 
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En soustrayant (11) dans le système (1-3), on obtient le système d'équations au deuxième 
ordre: 
dp 
— + div(pov) + div{pvQ) = rm 
dv 
JGVOVVQ + po(vVv0 + v0Vv + — ) + Vp = f + divY,v 
Bs 
T0jt + T0v, Vso + T0v0. Vs + Tv0.Vs0 = Tr[V* : E] + Tr[E" : E„] 
(1.12) 
Ces équations se simplifient dans deux cas: 
(1) le fluide est non visqueux (p = 0) 
(2) le mouvement de référence est supposé au repos (v0 = 0) 
Dans tout ce qui va suivre, nous nous placerons dans un de ces deux cas: on vérifie alors 
que la dissipation visqueuse est nulle aux deux premiers ordres. On en déduit: 
ds ds 
dt dt (1.13) 
L'équation (13) permet d'affirmer (avec des conditions aux limites telles que s — 0 sur la 
frontière) que l'écoulement est isentropique (s — 0). 
L'équation (10) donne alors: 
£ = ^ (1.14) 
Po Po 
C'est-à-dire: 
l
 = 1E2ÍÉ. = d(x) = 7ÄTo(x) (1.15) 
P PoU) 
CQ est appelé célérité du son isentropique du fluide au repos et est en générai non uniforme, 
sauf pour un mouvement isotherme. 
En remplaçant (15) dans les deux premières équations de (12), nous obtenons les équa-
tions générales de l'acoustique: 
1 dp ,. , > ,. ,pvo, 
c¿-^ + div(p0v)±div(^) = r" 
0 0 
T^VQVVO + po(vVv0 + v 0 V v + — ) -f Vp = f + divEv 2. 
On peut toujours écrire le champ de vitesse v sous la forme: 
v = $ + * 
(1.16) 
(1.17) 
avec rot® ~ 0 et div^Sf = 0. Il suffit par exemple de prendre # = V<j> avec <p solution du 
problème: 
divv ~ A<fi 
d<p v.n = •— sur la frontière 
dn J (1.18) 
On peut par conséquent choisir le vecteur \P pour que *P.n = 0 sur la frontière. On écrira 
aussi f = fdlv + frot avec rotfdiV = 0 et divfrot = 0. 
Nous allons maintenant établir l'équation des ondes pour trois cas: 
- Milieu fluide non visqueux au repos. 
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- Milieu fluide visqueux isotherme au repos. 
- Milieu fluide non visqueux isotherme avec une vitesse d'écoulement uniforme. 
1.1.1 Effet d'un gradient de température 
Nous étudions dans cette section un milieu fluide non visqueux au repos. Le système ( 16) 
avec VQ = 0 et fi = 0 donne: 
— Jj + div(p0* + poV) 
° 0* 
= r" 
= fdiV - V p 
= rot 
(1.19) 
On constate que le potentiel 9 vérifie une équation d'évolution indépendante des autres 
variables p et $ . Si frot — 0, ^ est stationnaire. En particulier, si le mouvement est irrota-
tionnel à t=0, il reste irrotationnel. En combinant les trois équations, on obtient l'équation 
des ondes pour un milieu fluide parfait au repos contenant des sources: 
^ - A , ^ - * * * 
Cl dH m 
(1.20) 
La température intervient dans la célérité du son. Cette célérité CQ n'est uniforme que si 
le mouvement est isotherme, ce qu'on supposera dans tout le reste de l'étude. 
1.1.2 Effet de la viscosité 
Nous étudions dans cette section un milieu fluide visqueux isotherme et au repos. Comme 
le fluide est au repos, l'équation (11) entraîne po{x} = Po- Dans un milieu isotherme, CQ(X) — 
CQ. On en déduit que la densité po est aussi uniforme po(x) = po = 
Le système (16) avec VQ = 0 donne: 
7Po 
ci 
J_dp 
ci at + p0div{&) = r" 
Po 
Po-
Ô4> 
I 
dt 
f*" _ Vp + / iA* + fN{div<f>) 
îroi + ¿iA* 
(1.21) 
On constate encore que la partie rotationnelle $ vérifie une équation indépendante des autres 
variables p et # . Un couplage peut cependant exister par les conditions aux limites. *P obéit 
à une équation de diffusion. En particulier elle est nulle si elle l'est à l'instant 0 et si frot = 0. 
En combinant les trois équations, on obtient l'équation des ondes vérifiée par la pression p: 
±_d^i_ __drm 
CldH P~ dt - divî
dtv
 - Vijtii (1.22) 
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Compte-tenu de la forme de S , le terme de viscosité s'exprime: 
SV-0. = -iiA(divv) 
E
^
A(í-¿p?} _ _ (L23) 
Nous obtenons finalement l'équation des ondes pour un milieu fluide visqueux isotherme au 
repos contenant des sources. 
1 d2p
 A __ An dAp _drm A n A __m #„ 
En considérant que le terme de viscosité est une légère correction de l'équation des ondes 
_ . . , . , 4 fj. dAp A u d3p 
pour un nui de parfait, on peut remplacer -—7^"~ô— V3^ ñ—7M.~pñ~ P o u r retrouver lequa-
o PQL>Q ut o PQOQ U t 
tion de Pierce (1992 [61]). 
1.1.3 Effet d 'une vitesse d'écoulement uniforme 
Nous étudions dans cette section un milieu fluide non visqueux isotherme avec une vitesse 
d'écoulement uniforme. Un fluide isotherme avec vitesse d'écoulement uniforme entraine que 
pa, po et Co sont aussi uniformes. 
Le système (16) avec y. = 0 et Vv 0 = 0 donne: 
p
 = f«v _ v _ p o V o . v # (1.25) 
p0
~d7 = f r o ! - ^ v o - v * 
Nous transformons la deuxième équation en lui soustrayant la première multipliée par 
Vo- Le nouveau système s'écrit 
Po~-^^-pQyodivm = f ^ - V p + M 0 2 n 0 ^ - p o V o . V $ - r m v 0 (1.26) 
Po-HT = f r o i - p o V 0 . V * at 
où le nombre de Mach Mo est défini comme le rapport de la norme de la vitesse VQ sur la 
célérité Co du son. 
Mo - ^?1 (1.27) 
où n 0 = -,—: et Vp.no = — - . En combinant les deux premières équations, on obtient î'équa-|vo| on0 
tion des ondes pour un milieu fluide parfait avec vitesse d'écoulement uniforme contenant 
des sources: 
(pr-TT + M0—fp - A p = — - divîd™ + V r m . v 0 (1.28) 
Go ai ano at 
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1.1.4 Cas des mouvements stationnaires 
Dans le cas d'un mouvement harmonique avec la dépendance en temps e~^f pour toutes 
les grandeurs, l'équation des ondes se transforme en l'équation de Heîmhoîtz. Nous notons u> 
la pulsation et k le nombre d'onde où k — —-. Nous posons q = — où q s'interprète comme 
0
 P° 
un débit volumique par unité de volume. Les équations (20), (24) et (28) deviennent dans le 
cas stationnaire: 
Ap + k2p = pojuq + divfdiv (1.29) 
Ap + k2p - jk-^—Ap = pojuq + ~^Aq + divfdiv (1.30) 
Ap + k2p + 2jkM0p- - M¡^ - pojuq + divfdiv - poVç.Vo (1.31) 
oriQ oÀn0 
yT 7 2 
En notant fc2 = . ., , l'équation (30) pour un fluide visqueux peut être traitée 
Poto — 
comme l'équation de Heimholtz pour un fluide parfait où on a remplacé k par k. 
1.1.5 Conditions aux limites 
l-Les conditions aux limites le long des parois pour un fluide parfait sont en général 
représentées par une condition d'impédance qui traduit plus ou moins parfaitement la ré-
flexion d'une onde acoustique à l'interface fluide-solide. Cette modélisation est valable pour 
des matériaux à réaction localisée où le mouvement d'un point de la paroi n'influe pas sur 
les points voisins. L'impédance de la paroi sera notée Z(x). En l'absence de sources, elle est 
définie à l'interface fluide-solide comme le rapport de la valeur de la pression sur la vitesse 
normale du fluide à la paroi. En présence d'un débit volumique par unité de surface ç(x), la 
définition de l'impédance est la suivante : 
Pis.) - Z(x)(v(x).n{x) - q(x)) = 0 (1.32) 
où n(x) est le vecteur normale extérieure à la frontière. Dans le cas d'un fluide au repos, les 
équations 1.16 et 1.32 donnent: 
Pix) - 2Q(p-(x) - f (x).n(x)) = ~Z(x)q(x) (1.33) 
POJLO un 
En prenant f (x) = 0 sur la paroi, ce que l'on supposera par la suite, on obtient alors: 
dp 
~ ( x ) - a(x)p(x) = pojujq(x) (1.34) 
ou on a pose 
<™ - W¡ (L35) 
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2-L'efFet d'une vitesse uniforme v0 parallèle à la paxoi du guide modifie la condition 
d'interface. L'équation 1.16 pour un mouvement stationnaire devient: 
dv 
pojvok pojwv + Vp = 0 (1.36) 
dg 
avec —— = V_9.n0. En multipliant l'équation 1.36 par .n. on obtient: ¿mo 
.. .dv.n . . dp 
dg 
avec — = Vg.n . En remplaçant v.n par 
on 
uniforme, l'équation 1.37 devient: 
?U) + pis.) 
dp,
 x , s |v0| dp , , , . , ö - ( s ) - ^p(x) + <7—-^— (x) = poJujq{x) - polvo, „ 
an jw OUQ on0 
(1.37) 
et en considérant l'impédance 
dq(x) (1.38) 
Des conditions aux limites "normales" n'introduisent que des dérivées normales de la 
pression. Les conditions (1.34) sont des conditions aux limites normales. Les conditions 
(1,38) sont des conditions aux limites normales seulement si les parois sont parfaitement 
rigides (c'est-à-dire a = 0). 
3-Pour un fluide visqueux, les conditions aux limites classiques imposent une vitesse nulle 
le long des parois pour une paroi parfaitement rigide. On introduit la notion de couche limite 
à l'intérieur de laquelle la partie rotationnelle *& n'est plus négligeable. Elle vérifie: 
Montrons que *& décroît de manière exponentielle lorsqu'on s'éloigne de la frontière. Notons 
Û = (1 + j k / ^ p - La relation intégrale pour l'équation de Heimholte montre que: 
*(y) = / 
- Jss 
9(x)^—(y-x) 
onx -
d® (x)Ga(y-x) dx (1.39) 
SS est la frontière d'une section de la gaine et nx sa normale extérieure. Avec G°{x) — 
eJ<*!ïJ 
47r|x| ' 
& est exponentiellement décroissant quand on s'éloigne de la frontière et est donc concentré 
dans une couche limite. L'épaisseur caractéristique de la couche limite est »/ . 
V Po"> 
Cremer (1948 [13]) introduit une condition d'impédance équivalente valable pour des 
guides suffisamment larges où la couche limite est considérée très mince par rapport à la 
section du guide. Cette impédance traduit les pertes dues à la viscosité mais aussi à la 
conductivité thermique à l'intérieur de la couche limite. 
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Soit Ü un domaine ouvert borné de R3 de frontière T, une variété différentielle C°° de 
dimension 2 où Q est localement d'un côté de T. 
Cherchons p(x), solution du problème suivant: 
Í Ap(x) + Pp(x) = 0 sar 0 
1 g ( £ ) - crteMx) = <?U) aur F { l ^ } 
avec <r(x) € C°°(r) et g € ff-*(r). 
Il existe une solution u>(x) (Lions 1972 [45],Théorème 7,4, page 189) dans H1 (il) si et 
seulement si l'équation de compatibilité est vérifiée. 
< g{x)\v(x) > = 0 VÜ € N (1.43) 
au sens des distributions avec N = {v G i f 1 ^ ) ) - av = 0 Au = —fc2u}. Si l'équation est 
vérifiée, w(x) + v(x) est aussi solution Vu € iV. 
Si k2 n'est pas une valeur propre du problème, N = {G*}. L'existence et l'unicité de la 
solution sont alors assurées. Si Ar2 est une valeur propre du problème, alors dimN > 0. Si 
une solution existe, elle est alors définie à un élément du noyau N près. 
En pratique, nous séparerons T en quatre parties disjointes TA, TB, r s et Ts: T = TA U 
TB U r , U TE (voir figure 1.1). 
TA est la frontière commune avec le domaine amont, 
TB est la frontière commune avec le domaine aval. 
Ts est la partie de la frontière contenant la source secondaire. 
TE est la partie de la frontière décrivant la paroi du guide d'onde. 
Nous définissons <r(x) à partir de l'impédance de paroi Z%(x_) et de source Z3. 
^(x) = 0 sur TA U TB 
a(x) = efa- sur Ts (1.44) 
*(*) = JÉ) SUr Fs 
On régularise <r(x) pour obtenir cr(x) suffisamment régulier. Nous définissons g(x) à partir 
du débit volumique par unité de surface qA(x_), qB(x)et qs. 
' g(%) = PojuqA(x) sur TA 
i 9(2.) = PoJuqB(x) sur TB 
g(x) = pojujq, sur Ts V • ) 
g(x) = 0 sur TE 
Introduisons une fonction de Green G(xjy) qui vérifie: 
AsG(x/y) + k2G(x/y) = -S(x - y) Vx € 0 (1.46) 
où S est la fonction dirac 3D au point y, position d'une source ponctuelle unitaire. 
La pression p(x) vérifie l'équation intégrale suivante: 
Vx € F \p(x) = jf G(x/y_)^dy - ^ Ê ^ J Û . ^ (1.47) 
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Pour une onde plane harmonique dont Fangie local d'incidence par rapport à la paroi est 
noté 6, l'expression de cette impédance est la suivante: 
•¿périt — 
PoCae1 
7?períe(w) \sÍTl2($) + ( 7 - l)Pr 2 
(1.40) 
où T¡perte(uj) = (—-p^)1 et Pr est le nombre de Prandtî égal à —¡rr-
On peut aussi introduire aperte dû aux effets de la viscosité et de la dissipation thermique 
le long des parois d'un guide parfaitement rigide. 
&perte\¡E.) — Pojw 
Jperte (JE) 
(1.41) 
La solution exacte pour la propagation d'une onde plane dans un guide circulaire de 
section uniforme a été présenté par Kirchhoff (1868 [41]) à partir des équations de Navier-
Stokes. Les équations obtenues par cette théorie sont cependant compliquées par rapport à 
nos applications. Une généralisation des équations de Kirchhoff a été développée pour les 
modes d'ordre supérieur (Bruneau 1989 [10]). 
T ^ 
A/ 
\rL 
"X, Û ^ 
\ 
y 
FïG. 1.1 - Domaine de ia discontinuité. 
1.2 Résultats d'existence et d'unicité 
Nous allons traiter le problème de propagation acoustique dans un guide d'onde pour le 
cas harmonique. Nous ferons d'abord l'hypothèse que le fluide est parfait et au repos. Le 
guide d'onde est décomposé en une suite de domaines. 
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En introduisant la condition aux limites du problème 1.42 dans l'équation 1.47: 
Vx € r ~p(x) = jf G(x/y)g(y)dy + jf p(j,){<7(x)G(x/M) - ^M^-}dy_ (1.48) 
Il existe alors une fonction H(x_/y) telle que: 
V x € T p(x) = ^H(xiy)g(y)dy (1.49) 
En notant pA(x) et p ^ x ) les traces de p sur TA et Tß, on obtient la relation linéaire 
suivante où x. et y sont des points de TA et fg: 
( PA^ ) = [ Z^(^/M) ^B(ï/y) qA{y) 
qB{y) + ç 
Zs^(x) 
ZSB(X) 
avec ZAA{x./y)-qA(y) = ^ojw / H(x_/y)qA(y)dy. Les autres opérateurs s'écrivant de 
- - J r . - - -
(1.50) 
maniere 
analogue. Nous appellerons Z(x/y) = 
domaine il. Nous appelerons Zs(y) — 
ZAA(X¡1¿) ZAB(x/y) 
ZBA{x¡y) ZBB(x/y) J 
ZsA(y) ' 
opérateur impédance du 
vecteur impédance du domaine iî. [ ZsB(y) 
Dans le cas d'un fluide visqueux, les résultats d'existence et d'unicité restent valables car 
l'opérateur associé est toujours "proprement elliptique" (Lions 1972 [45], page 110)). k2 est 
remplacé par k2 qui est un complexe de partie imaginaire non nulle. Si l'on prend a = 0, 
c'est à dire des conditions d'interface parfaitement rigides, l'ensemble N = {0} car les valeurs 
propres du laplacien sont réelles. L'existence et l'unicité de la solution sont alors assurées. 
Dans le cas d'un fluide avec vitesse d'écoulement uniforme, nous ne traiterons que le cas 
avec parois parfaitement rigides car (Lions 1972 [45],Théorème 7.4, page 189) ne considère 
que des conditions aux limites "normales" et le théorème n'est pas valable pour des conditions 
incluant des dérivées tangentielles. L'opérateur est toujours "proprement elliptique" et les 
résultats d'existence et d'unicité sont encore valables. 
1.3 Guide d'onde droit 
6s 
0 
s' 
,>•"'' s 
,''' 
-ï7 j*r 
^ - - - ^ r f C . - - - - „ . -^ 
V ^ y^ Z 
FlG 1.2 - Segment de guide droit. 
Nous nous plaçons d'abord dans le cas d'un guide d'onde avec impédances de paroi et 
de sources infinies pour un fluide parfait au repos. Nous appellerons guide d'onde droit un 
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domaine cylindrique de R3 de longueur ! et de section S orthogonale à l'axe x du guide. S 
est un domaine ouvert de R2 de frontière S S (figure 1.2). 
Nous écrirons la matrice d'impédance associée à la propagation par modes, caractéristique 
des guides droits. Nous présenterons ensuite deux écritures équivalentes en introduisant les 
matrices de transfert et de diffusion. Nous examinerons enfin les effets de la viscosité, d'une 
impédance de paroi finie et d'une vitesse d'écoulement uniforme. 
1.3.1 Matrice d'impédance 
Dans une section transversale, nous pouvons définir des modes propres $i(y,z) du La-
placien bidimensionnei Ayz (où y, z sont les coordonnées dans la section) et leurs valeurs 
propres A, associées. 
AytVi(y,z) = \iVi(y,z) (1.51) 
Les modes propres vérifient aussi la condition de rigidité sur la frontière SS: 
Vtf¡(y,z).n(y,z) = 0 
Les valeurs propres sont alors réelles et négatives car: 
A¡ Ä _¿LJ3L ^ (L52) 
/ m2dydz 
Js 
On pose alors A¿ = —Kf. En prenant S, C1 par morceaux, les modes ^ ( y , z) forment une 
base hilbertienne de H1 (S) pour la norme de L2(S) et leurs valeurs propres associées forment 
une suite décroissante tendant vers —oo (Raviart 1983 [64]). 
Nous allons développer p sur la base des modes propres transversaux. 
oo 
p{x,y,z) = 'Efi{x)*i{y,z) (1.53) 
¿=o 
En utilisant l'équation de Helmholtz, on obtient alors que fi{x) vérifie l'équation suivante: 
<Pfi 
d2x + (k'~Kf)ft=0 (1.54) 
Nous introduisons k¡ te] que kf = — k2 + Kf. fc, est le nombre d'onde associé au mode de 
propagation $ t(y,z). 
fi{x) = atek'x + a-e-k'x (1.55) 
On obtient donc l'expression finale de la pression p{x,y,z): 
oc 
p(i,t / ,z) = a a ^ + a - e - ^ ( y , r ) (1.56) 
»=o 
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La pression s'exprime donc sous la forme d'une somme de modes se propageant vers 
l'amont ou vers l'aval. 
Le nombre d'onde fc, peut être réel ou imaginaire pur. Les Ki sont croissants et tendent 
vers l'infini avec i. Donc pour une fréquence donnée, on a un nombre fini de modes dont le 
ki associé est imaginaire pur. Ce sont les modes propagatifs. Les autres modes sont dits 
évanescents. Ils sont amortis de façon exponentielle lorsque l'onde avance. Inversement, 
pour un mode donné, il existe une fréquence appelée fréquence de coupure à partir de 
laquelle le mode devient propagatif. 
Quelle que soit la géométrie, le premier mode est pian et a une fréquence de coupure 
nulle. Cela veut dire qu'il est toujours propagatif. La présence d'ondes evanescentes est 
intéressante car elle permet de faire des troncatures sur les sommations modales. Pour une 
fréquence donnée, on peut se contenter de tenir compte des N premiers modes en considérant 
que les modes supérieurs sont fortement atténués sur la longueur l de la portion du guide. 
Pour un guide d'onde de section rectangulaire de largeurs Ly et Lz, on peut déterminer 
les Ki qui s'expriment en fait par un double indice Ä'mn. 
A'L = ^ + ~ ) (1-57) 
2
 2 / m
2
 n2 u?2 
*m» = * ( 7 7 + 77) ~ rñ Í1-58) 
•ky ^z ^ O 
Les modes propres ^mn(y,z) qui forment une base orthonormée se séparent en un produit 
de deux cosinus des variables y et z. 
* mnXVi%) — ! 2 - M ( 2 - f a ) c M g 8 ) M i g ; ) (159) 
Tenons maintenant compte des conditions sur TA et TB correspondants aux sections 
(x = 0) et (x = /). Introduisons qA, qB, pA et pB les vecteurs dont la ieme composante est 
qf, qf, pf et pf. Ces dernières sont les projections modales de qA(y, z), qB{y, z), pA(y, z) et 
pB(y,z)-
f Qf = / Vi{y,z)qA{y,z)dydz 
qf = / %{y,z)qB(y,z)dydz 
f
 A (1-60) 
pf = J ®i(y,z)pA(y,z)dydz 
pf ~ I Wi(y, z)pB{y, z)dydz y Js 
En l'absence de sources, on obtient alors (voir Annexe A): 
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Retenons N et M modes respectivement de chaque côté du segment du guide droit. 
Introduisons ZAA, ZAB, ZBA et ZBB des matrices de dimensions (N x N), {N x M ) , (M x 
N) et (M x M) respectivement. Introduisons aussi Zs¿ et ZSB des vecteurs de dimensions 
N et M respectivement. Notons a^ = (0,yi,Zi) et x2 = (Q,y2,Z2). 
ZAA = p0ju / ^i(yi,z1)H(xi/x2)^j(y2,Z2)dyidz1dy2dz2 
Les autres blocs ou vecteurs s'écrivent de manière analogue. 
i ZAA 7AB 
On peut alors définir la matrice d'impédance 
(1.62) 
yBA 2¡BB que l'on notera Z_ de dimen-
sion (JV + M) x (N + M) et le vecteur source impédance i
 7 j de dimension (N -f M) 
que l'on notera Zs\ 
VA 
pB 
yAA yAB 
gBA gBB 
qA)+a ZSA 
qB +qS\ZsB 
(1.63) 
Le théorème de réciprocité indique que G(x_/y) — G(y/gç). On en déduit les propriétés de 
symétrie: 
( 7AA = 7AA 
I mn ^nm 
Z™ = ZBB (1.64) 
7BA = 7AB 
. ^mn ^nm 
Pour un guide d'onde droit à parois rigides, avec un fluide parfait au repos, Z_ s'écrit: 
Poju 7AA 
J
mn 
.yBB 
" m n 
7 AB 
J
mn 
'BA _ 
kmih{kml) 
"•m 
th(kml) 
PoJU 
Poju 
"•m 
sh{kml) 
"mn 
S umn 
(1.65) 
n27r2 
O R vérifie que Z_ n'est pas défini pour kml — inn, c'est-à-dire A:2 = — \mn = K^ -\ — 
Les \mn sont les valeurs propres du problème de Neumann pour le domaine cylindrique 
[0,1] x S* de la portion de guide droit. On retrouve ainsi les conclusions de la section 2 sur 
l'existence de la solution. 
1.3.2 Matrice de transfert 
Une matrice de transfert 
Jipp rppq 
rpqp rpqq 
que l'on notera T de dimension 2iV x 2iV et le 
Tsz 
vecteur source transfert _, p I que l'on notera Ts de dimension 2N sont souvent introduits 
V Tsi ) 
à la place de la matrice d'impédance. 
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1.3.5 Effet d'une impédance finie 
L'équation 1.54 n'est plus valable. Nous allons projeter l'équation de Helmholtz sans 
source sur les modes propres rigides \&j de la section S. 
/ ^i—-dydz + J ^iAyzpdydz + k2 f ${pdydz = 0 (1.82) 
JS 0"X JS JS 
Après intégration par parties, on obtient: 
^ - ( x ) + (A;2 - Kf)fi(x) + f a^ipdSS = 0 (1.83) 
Jss dx
2 
*fi, 
dx2 (*) + (*3 ~ *?)*(*) + Ç fjWj^aV&jdSS = 0 (1.84) 
En dessous de la première fréquence de coupure et pour des parois assez rigides, on peut 
approcher la pression p par une onde plane. On obtient alors (en considérant l'impédance 
uniforme): 
*2 = -k2 - a~ (1.85) 
où C et .4 sont respectivement le périmètre et l'aire de la section S. 
En considérant la propagation avec parois d'impédance finie comme une petite correction 
par rapport à la propagation avec parois parfaitement rigides: 
IKfe) = - 5 ^ ^ (1.86) 
uj ¿A 
Comme a = ——— : 
9?(fco) est l'atténuation par unité de longueur du mode plan due à l'absorption de parois. 
Dans le cas de parois parfaitement rigides, l'effet de la couche limite peut être traité en 
remplaçant Z l'équation 1.87: 
^^=-&ïh^+b-1)Pr'^ (1-88) 
7T 
Pour l'onde plane, l'angle d'incidence 0 est pris rasant (c'est-à-dire 8 = — ). Bruneau et al. 
(1987 [9]) fournissent une extension de l'impédance de paroi afin de calculer l'atténuation de 
parois pour des modes d'ordre supérieur. 
Pour l'air dans des conditions standards: 
U(k0) - 2.98 10-5\/7¿ ^L89) 
où / est la fréquence. 
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La matrice de diffusion d'un guide d'onde droit, avec parois rigides et fluide parfait au 
repos s'écrit: 
" e
ki%i 0 
û = 
J
*3 
0 C*>'& (1.77) 
On remarque que la matrice de diffusion est diagonale, ce qui veut dire qu'il n'y a ni réflexion, 
ni diffusion. 
Nous verrons plus loin que la présentation par matrice de diffusion permet de joindre 
les matrices des sous-domaines pour écrire la matrice de diffusion globale. L'assemblage 
est légèrement plus long que pour des matrices de transfert. Par contre, le rapport entre 
les nombres de modes amont et aval (N et M) est libre et le calcul numérique est bien 
conditionné. 
1.3.4 Effet de la viscosité 
L'effet de la viscosité sur la propagation est double: modification des conditions aux 
limites et correction de l'équation de Helmholtz. Nous avons vu que les conditions aux limites 
pour un fluide visqueux dans un guide d'onde suffisamment large peuvent être modélisées par 
une condition d'impédance équivalente. Nous verrons dans la section suivante l'effet d'une 
impédance finie sur la propagation. Dans cette section, nous nous contentons d'examiner 
l'effet d'une correction de l'équation de Helmholtz sur la propagation d'un fluide visqueux. 
Nous remplaçons h par k. Le nombre d'onde &¿ associé au mode de propagation ^¿(y, z) 
vérifie: 
k'f = -k2 + K? (1.78) 
POCQ - ^jup, 
ki a donc une partie réelle non nulle. Par conséquent, tout mode propagatif est légèrement 
atténué. On peut ainsi calculer 3?(feö), l'atténuation par unité de longueur du mode plan 
pour un fluide peu visqueux: 
» ( M = - 3 - ^ 3 (1-80) 
Cette atténuation est une partie de l'atténuation appelée atténuation "classique" qui pro-
vient d'une part de la dissipation visqueuse d'autre part de la dissipation par conduction 
thermique. L'atténuation due à la conductivité thermique a pour expression: 
7 - 1 ß^2 
2Pr pod *(*») - - b r f ? * (i-si) 
On observe que l'atténuation est en us2 et donc forte aux hautes fréquences. 
Pour la gamme de fréquences employée dans nos applications, cette atténuation "clas-
sique" est cependant négligeable devant l'atténuation de couche limite (Pierce 1992 [61]). 
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dimension (N + M) : 
DAA 
DBA 
DAB 
DBB 
+ q¡¡ (1.69) 
où DAA , DAB, DBA et DBB sont des matrices de dimensions (N x N), (N x M ), (M x i¥) et 
( M x M) respectivement. A - et B* sont des vecteurs de dimensions N et M respectivement. 
Les composantes des vecteurs a+ et a~ de dimension N sont définies comme dans l'équa-
tion (1.56), c'est-à-dire: 
pf 
pojujqf = fc¿*(_at + a,-) 
On définit de même les vecteurs b+ et b~ de dimension M: 
Í Pf = bf + b-
\ pojujqf = kf{bt-b~) 
{ af + Ui (1.70) 
(1.71) 
On introduit aussi la matrice de diffusion ß de dimension (Ar + M) x (iV + M) et le 
vecteur source diffusion Ds de dimension (N + M) où on inverse simplement a - et 6+ ainsi 
que A~ et B+: 
b+ 
a~ 
DBA 
DAA 
DBB 
DAB b~ + qs 
B+ 
A- (1.72) 
La première écriture est utile pour le calcul de la matrice de diffusion du sous-domaine. Les 
matrices de diffusion et d'impédance sont en effet reliées par (voir Annexe B): 
D = (ZM-l)-1(ZM + l) 
où i est la matrice unité et M. est une matrice diagonale avec 
k? 
(1.73) 
(1.74) 
Mu = 
Pojw 
si 0 < i < N - 1 
Mu = 2=2-
poju) si N < i < N + M - 1 
(1.75) 
(1.76) 
kf et kf sont les nombres d'onde longitudinaux associés aux modes ^f et \ï>f respecti-
vement. 
La seconde écriture de la matrice de diffusion D , présente l'avantage, quant à elle, de 
donner les coefficients de transmission sur la diagonale formée par DBA et DAB- En considé-
rant b~ nul, cette matrice donne la décomposition modale de l'onde réfléchie a~ et de l'onde 
transmise 6+ en fonction de la décomposition modale de l'onde incidente a+. On l'appelle 
matrice de diffusion car, pour un mode donné incident, les ondes réfléchies et transmises se 
décomposent, en général sur un grand nombre de modes. 
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rppp rppq 
rpqp rpqq (1.66) 
où Tpp, Tp\ Tqp et T w sont des matrices de dimension N. Tsp et Tsg sont des vecteurs 
de dimensions Ar. 
La présentation avec matrice de transfert a l'avantage de permettre ia multiplication 
immédiate des matrices des sous-domaines pour calculer la matrice globale du domaine 
étudié. Par contre, si on désire calculer X. à partir de ¿ , cette présentation oblige à prendre 
M=N. C'est-à-dire le même nombre de modes de part et d'autre du domaine alors que les 
sections peuvent être de dimensions très différentes à chaque extrémité, ce qui inciterait à 
prendre un nombre de modes M aval différent du nombre de modes N amont. 
Les matrices de transfert et d'impédance sont reliées par les relations suivantes: 
(1.67) 
( TPF — 2,BB(ZAB)~l 
Tpq = ZBA — ZBB(ZAB)~1ZAA 
rpqp _ (gAB\-l 
rpqq / <7AB\ — 1 17AA 
Tsp = Zsß-Z^iZ^^ZsA 
. Tsq = ~(ZAB)-lZsA 
La matrice de transfert d'un guide d'onde droit, avec parois rigides et fluide parfait au 
repos s'écrit: 
Í TSL = ch(kmi)smn 
Poju Tmn = -r~-sh{kml)&n 
km. 
Tqp = 
•*• m n 
I Tqq = 
^ •*• mn 
sh(kmi) 0 
—ch(kml)Sn 
(1.68) 
1.3.3 Matrice de diffusion 
FlG. 1.3 - Segment de guide droit avec une source. 
Nous préférons introduire la matrice de diffusion DAA DAB 
DBA DBB 
que l'on notera D_ de 
dimension (N + M) x (N + M) et le vecteur source diffusion I
 R + ] que l'on notera D_s de 
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L'équation 1.84 montre que, dans le cas général, il y a couplage entre les modes du 
problème à frontière parfaitement rigide $,•. Ces modes ne sont plus les modes propres du 
problème. Ü est commode de remplacer les modes $, par les modes propres du problème réel 
que l'on notera 4>i associés aux valeurs propres At. 
{ A¿,,<£¿ = Xt0i sur S d<f>i xç (1.90) 
—— = a & sur àb On 
Les valeurs propres A¿ ne sont plus alors réelles car: 
[\%r\2 + \%r\2dvdz- Í Wdss 
A, = -kJ3L d-l JJ1 (1.91) 
/ \4>i\2dydz 
Js 
et 
kf = -k2 - A, (1.92) 
On vérifie que les nombres d'onde ¿, ont une partie réelle non nulle et que tous les modes de 
propagation sont donc évanescents. En conclusion, l'effet des parois modifie sensiblement les 
modes de propagation et produit une atténuation des modes acoustiques. Roure (1976 [65]) 
décrit une méthode pour déterminer numériquement ces modes propres et valeurs propres. 
Il traite aussi le cas de la jonction de deux guides avec des impédances de parois différentes 
et donne l'expression de la matrice de transfert associée à cette sorte de discontinuité. 
Coefficient de per te : la propagation dans des guides d'onde à parois de forte impédance 
peut être modélisée avec une précision satisfaisante par des modes propres rigides et des 
nombres d'onde légèrement modifiés: 
fcmn — J i 
U!2 m27T2 n2TT2 
\ C2 LI LI 
- amB(w) (1.93) 
où Qmn(a?) est un coefficient dépendant de la fréquence et représentant les pertes du mode 
(m,n). 
1.3.6 Effet d'une vitesse d'écoulement uniforme 
Considérons une vitesse d'écoulement subsonique uniforme à nombre de Mach Mo paral-
lèle à l'axe du guide d'onde. Le nombre d'onde fc¿ associé au mode de propagation ^ t(y, z) 
vérifie: 
(1 - Ml)k] + 2jkM0~kt = -fc2 + Kf (1.94) 
La fréquence de coupure est la fréquence à partir de laquelle un mode n'est plus atténué 
(K(fc¿) = 0). Ces fréquences de coupure sont modifiées: 
fl = Ç±Kiy/l - Ml (1.95) 
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Pour un mode propagatif, le nombre d'onde ¿, est imaginaire pur et sa partie imaginaire est 
donnée par: 
5(fc¿) -
3(fc¿) = 
. > / * 2 -
- V * 2 
- A?(l 
1 -
- A?(l 
1 -
- MS) -
M¡ 
- M¡) -
Mi 
• kMo 
 kM0 
(1-96) 
(1.97) 
Un mode propagatif pour un fluide au repos, reste propagatif et non atténué pour un fluide 
avec vitesse d'écoulement uniforme. Les fréquences de coupure sont abaissées et les nombres 
d'onde modifiés. On constate que le problème n'est plus symétrique et que le nombre d'onde 
pour une onde se propageant dans le sens d'écoulement est plus faible que pour une onde se 
propageant dans le sens contraire. 
Pour un mode evanescent, le nombre d'onde ¿ t a une partie imaginaire non nulle. Elle 
est donnée par: 
9 & ) = f ^ (1-98) 1 - M02 
La partie réelle est égale à: 
W - P + A7(l-M02) Ñ(ki) = -* — 
1 - Mi 
(1.99) 
Pour un nombre de Mach Aí0 petit , l'effet d'une vitesse d'écoulement uniforme est faible. 
Dans la suite de l'exposé, on considérera (sauf précision contraire) un fluide parfait au repos 
et des parois parfaitement rigides. 
1.4 Guide d'onde avec discontinuité 
1.4.1 Matrice de diffusion 
FlG. 1.4 - Discontinuité avec une source acoustique. 
Dans notre é tude, on considérera une gaine de ventilation comme un assemblage de 
guides d'onde droits (définis dans la section 1-3) séparés par des discontinuités voir figure 
(1.4). Dans chaque portion droite de longueur 1, on ne retiendra qu'un nombre N de modes de 
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propagation. On considérera en effet que, pour une fréquence donnée, les modes évanescents 
d'ordre supérieur sont suffisamment atténués sur la portion de longueur 1. Ce nombre N 
dépendra donc de la longueur 1, de la section S et de la pulsation ui. Prenons par exemple un 
guide avec parois rigides de section rectangulaire de côtés Ly et h,. On décidera d'écarter 
tous les modes dont l 'atténuation dépasse 40 dB sur la portion de gaine droite de longueur 
1. Un mode (m,n) evanescent sera donc écarté si: 
0femn* 20 Log(ekmnt) > 40 dB (1.100) 
c'est-à-dire: 
\ 
m
2
 n
2
 LÜ2 2 /n ( l0 ) 
L'y L,z U 0 / 
(1.101) 
La propagation dans les discontinuités sera décrite par une matrice de diffusion D (son 
calcul fera l'objet du chapitre 2). On retiendra, comme précédemment, un nombre N et M 
de modes dans les portions droites amont et aval de la discontinuité. La matrice de diffusion 
aura donc une dimension (N + M) x (N + M). 
La méthode par matrice de diffusion a été utilisée en électromagnétisme notamment par 
Mittra et Lee (1971 [51]) et en acoustique par Hudde (1989 [32]). 
1.4.2 Assemblage 
FlG. 1.5 - Assemblage de deux segments d'une gaine. 
Considérons deux matrices de diffusion E ¿ e^ E ¿ associées aux domaines 1 et 2 (figure 
1.5). Nous allons nous intéresser à calculer J) résultat de l'assemblage des deux matrices. 
b+ 
c 
b~ 
n2 
lJCB 
DlB D2 
DCA Dec 
DAA DAC 
+
*{%)+*{% 
(1.102) 
(1.103) 
(1.104) 
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Les blocs de matrices et vecteurs ont les expressions suivantes (où 1 est la matrice 
unité): 
DCA - D2CB(l - DBBDBB)~lDBA 
Dec = &CB$B-D\B&BB)-\DIBD2BC + Dlc 
DAA - D\B(l — DBBDBB) 1D2BBD1BÄ + DlAA 
DAC = DAB(l - DBBDBB)~ DBC , . 
Ct = DlB{lB~DBBDlB)-iB+ ( L 1 0 5 ) 
Ct = DCB(lB-DBBDiB)-*DBBB-+C+ 
AT = D\B{lB-&BBDhB)-lD%BB+ + A-
( A-2 = D ^ - Ü B B D ^ B -
En éliminant les termes de sources, on retrouve les équations de Furnell (1989 [24]). 
Une fois deux matrices assemblées, l'assemblage continue ensuite de manière itérative en 
assemblant une troisième matrice de diffusion avec J) et ainsi de suite ... 
L'assemblage par matrice de diffusion n'est pas aussi efficace que celui par matrice de 
transfert en temps de calcul car elle demande 2 inversions et 12 multiplications (6 multipli-
cations supplémentaires pour les termes de sources). Mais cette présentation a l'avantage de 
pouvoir faire intervenir localement un grand nombre de modes évanescents si le besoin se 
présente. 
Un assemblage par matrice d'impédance a aussi été proposé par Roure (1977 [66]). Cette 
méthode est adaptée aux discontinuités de section pour lesquelles l'assemblage ne demande 
aucune inversion de matrice. Elle permet aussi de faire intervenir localement un grand nombre 
de modes évanescents. 
Kergomard (1989 [38]) expose enfin deux autres méthodes concernant l'assemblage pour le 
calcul de la propagation à travers une chambre d'expansion. Ses deux méthodes apparaissent 
plus rapides que les précédentes car elles demandent soit une inversion matricielle en moins, 
soit autant d'inversions mais avec des tailles de matrices inférieures. 
1.5 Terminaisons 
FlG, 1.6 - Terminaisons amont et aval. 
La terminaison aval est modélisée par une matrice de réflexion RB. 
b~ = RBb+ (1.106) 
L'indice
 t dans le texte signifie que les ondes et les sections sont définies aux terminaisons. 
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Si la terminaison est considérée anéchoique, RB = 0. Dans notre étude, la terminaison aval 
est modélisée comme un guide débouchant dans un plan infini parfaitement réfléchissant. En 
appliquant l'équation intégrale de Kirchhoff-Helmholtz dans le domaine extérieur au guide, 
on peut démontrer (Annexe C) que l'équation intégrale a l'expression suivante: 
PU) = - / G(s\so)^(so)dso (1.107) 
où 5o = (x0, yo, zf), s = (x, y, zf) sont des points de la surface Sf et la fonction de Green a 
l'expression suivante: 
pjfc|s-"£oj 
¿TC\S — So| 
En remplaçant la pression et sa dérivée normale par les ondes b? et K•> l'équation intégrale 
(1,107) peut être écrite d'une autre façon: 
(bt + K) = GBMB(h;-ht) (1.109) 
où GB et MB sont des matrices dont les composantes ont les expressions suivantes: 
Gln = jsBjsB ym{y,z)G(s\so)qn(y,z)dydzdyQdz0 (1.110) 
MBn - kBSmn (1.111) 
Doak (1973 [18]) transforme cette intégrale quadruple en une somme d'intégrales simples 
pour le cas de sections rectangulaires. Norris et Sheng (1989 [58]) donnent une expression 
asymptotique en fréquence de RB pour des sections circulaires. 
Avec la définition de RB dans l'équation (1.106): 
RB = (GBMB-lB)~1{GBMB + lB) (1.112) 
Une matrice de réflexion RA est introduite de manière similaire pour la terminaison amont. 
Comme la source primaire est située en amont, l'équation inclut un terme supplémentaire 
représentant la source primaire dont le débit volumique par unité de surface est noté qp. 
af = RAa~ + qpa+ (1.113) 
Dans notre étude, la terminaison amont est modélisée comme une frontière rigide (RA = 
IA) où IA est la matrice unité. La source primaire est modélisée comme un piston rigide 
couvrant la surface entière SA de la terminaison. La fonction de Green dans la gaine avec 
une terminaison rigide située dans la section (x — 0) est: 
G{x,xo) = - £ ^r-My,z)Myo,z0)(ek^-^ + e*'l*+'ol) ( i . n 4 ) 
i=o i 
Le vecteur a* représente la partie de l'onde se propageant vers l'aval venant de la source 
primaire avec un débit volumique par unité de surface unitaire. Calculons (a+)/ la projection 
de a+ sur le Ieme mode ipj(y,z): 
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(a j ) / = -pojw V/(y, ^)G(0, y, 2,0, y0, z0)dy0dz0dydz 
{a+)i = - | — I ^ V/(yo, z0)dy0dz0 = -^—y/LvLz6i0 
L'onde primaire incidente est donc une onde plane. 
(1.115) 
(1.116) 
1.6 Calculs 
Une fois que la matrice J2 du guide d'onde entier et les matrices de réflexion RA et RB 
sont connues, le vecteur b* représentant l'onde se propageant vers l'aval à la terminaison 
aval peut être calculé. Le niveau de bruit rayonné vers l'extérieur est directement relié au 
vecteur b*. L'atténuation du bruit de ventilation consiste généralement à réduire la norme 
¡¿¿"¡2. Si I¿t"12 = 0, le bruit est annulé à l'extérieur du guide. 
Calculons le vecteur bf. 
Les vecteurs af, a¡", bf et b~ vérifient le système de quatre équations dans une gaine 
contenant Ns sources secondaires: 
K = DBA<iî -r Dßßbt + Y, &5«+ 
t = i 
= DAAat + DABbt + X ^ 4 
! = 1 
K = RBbt 
{ af = RAO.7 + <îpap 
Introduisons les matrices IA, IB, RBA et RAB-
IA = 1 — DAARA 
IB = IB~DBBRB 
RBA = DBAÎÂ RA 
l RAB — DABRB 
où I A , ÏB sont des matrices unités. 
bf = {IB - RBARAB)-' 
JVS 
qpDBAI^ap+ i-Y.Úi8? + RBAA~) 
¿=1 
Afin de simplifier les notations, appelons b* -et bf les expressions suivantes 
{h - RBARABT1 DBAÎA1^ et {IB - RBARAB)~1{B¡' + RBAA~) respectivement. 
L'équation 1.119 s'écrit alors: 
N, 
iï = <iPK + E<iibt 
(1.117) 
(1.118) 
(1.119) 
(1.120) 
«=i 
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1.7 Conclusion 
Dans ce chapitre, nous avons d'abord rappelé les principes de la propagation modale 
acoustique à travers un guide d'onde droit. Nous avons ensuite présenté les matrices d'im-
pédance, de transfert et de diffusion qui sont trois écritures équivalentes de la propagation à 
travers une discontinuité. 
Pour le calcul de la propagation dans un guide d'onde complet, nous exposons les trois 
étapes du calcul: à savoir l'assemblage des matrices de diffusion des segments élémentaires, le 
calcul de la réflexion aux terminaisons et enfin la résolution du système à quatre inconnues: 
af, aï, bf et fe4". 
Dans le chapitre suivant, nous allons présenter les méthodes numériques disponibles pour 
le calcul des matrices de diffusion associées aux discontinuités. 
Nous allons expliciter la méthode de calcul par équation intégrale que nous avons choisie 
pour le calcul de la propagation à travers des discontinuités de géométrie générale. 
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Chapitre 2 
Calcul numérique d'une matrice de 
diffusion 
2.1 Revue des méthodes de calcul 
Il existe de nombreuses méthodes disponibles pour le calcul numérique de la propagation 
dans les discontinuités des guides d'onde. 
La première famille de méthodes concerne le raccordement de domaines voisins dans 
lesquels la propagation est connue mais la décoinposition modale différente. Parmi ces pro-
blèmes, il faut noter les élargissements et rétrécissements de section. De part et d'autre de la 
discontinuité, on a en effet à faire à un guide d'onde droit de décomposition modale connue 
mais différente de chaque côté car les sections sont différentes. La continuité de la pression 
et de la vitesse donnent les relations nécessaires au calcul des matrices de diffusion. D'autres 
exemples comme les discontinuités d'impédance et les courbures font appel à la technique de 
raccordement modal. 
La méthode de Galerkin s'applique aux mêmes types de problèmes. On ne calcule plus 
la décomposition modale à l'intérieur de la discontinuité mais on approxime les champs 
de pression et de vitesse sur une base de fonctions- qui coincident à la frontière avec la 
décomposition modale des domaines voisins. 
Les méthodes par éléments finis ou par équations intégrales sont des méthodes plus 
générales qui peuvent traiter des geometries et revêtements quelconques. Les dimensions du 
problème sont alors plus grandes et le temps de calcul plus long. 
Il existe enfin des méthodes particulièrement adaptées à la propagation plane et aux 
basses fréquences. On citera les raccordements asymptotiques, l'équation des pavillons pour 
les gaines de section variable. Dans ces domaines de fréquences, des inductances équivalentes 
sont introduites dont les théorèmes de Kelvin ou Rayleigh permettent d'encadrer les valeurs. 
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FlG. 2.1 - Elargissement de section. 
2.1.1 Discontinuité de section 
Alfredson (1972 [1]) propose d'approximer la forme d'un guide circulaire de section variant 
continûment en une série de domaines élémentaires de section constante séparés par des 
discontinuités. La méthode consiste essentiellement à calculer la propagation du son a travers 
une discontinuité de section. Nous allons présenter la méthode dans le cas d'un élargissement 
de section passant d'une section quelconque SA à une section quelconque SB OÙ SA C SB 
(figure 2.1). Le calcul de la propagation le long de la discontinuité consiste à expliciter sous 
forme modale les deux équations de continuité des champs de pression et de vitesse sur 
SA H SB et la condition de rigidité parfaite de la paroi sur SB \ SA-
1-Continuité de la pression sur SA' 
Cette condition est équivalente à: 
Vi / pA{y.z)^i{yiz)dydz= Í pB\y,z)*f{y,z)dydz (2.1) 
JSA JSA 
En remplaçant pA et pB en fonction des af, a~, bf et b~, on obtient: 
oo . os . 
V î
 B < + G 7 ) / ^t(y,z)^t(y,z)dydz^1£(brn+b^ 9Z{v,z)9t[y,z)dydz {2.2) 
3=0 JS* m=0 JS* 
Les modes propres étant orthonormés, la continuité de la pression donne un premier 
ensemble infini d'équations: 
oo . 
Vi «Í + ar = 5 > + + fe") / VZ(yiz)9t{y,z)dydz (2.3) 
m=0 JS* 
2-Vitesse normale nulle sur SB\SA'' 
Cette condition est équivalente à: 
Vi fvB{y,z).eT^f(y,z)dydz=ívB(y,z).ex^f{y,z)dydz (2.4) 
JSB JSA 
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où ex est le vecteur unitaire porté par l'axe x et dirigé vers les x croissants. 
3-Continuité de la vitesse normale sur SA-
L'équation (4) devient: 
Vi / vB(y,z).exy?(y,z)dydz= I vA(y,z).e^f(y,z)dydz (2.5) 
JSB JSA 
En remplaçant V s et *vA en fonction des af, a~, bf et b~, on obtient: 
oo , oo . 
Vi £fcf (6t_6r) / 9f{y,2)Vf{y,z)dydz = £ *£(a+-0 / «¿(y,*)«? (y,*)dy<fe 
j = 0 J 5 B m=0 7 5 ¿ 
(2-6) 
Les modes propres étant orthonormés un second ensemble infini d'équations est trouvé: 
OO -
V« k?(bf - K) = £ k*(al - a") / ¥¿ (y ,* )¥f (y,z)dy<fc (2.7) 
Pour traiter numériquement la propagation à travers une discontinuité, Alfredson propose 
de tronquer les séries et de garder les N premiers modes de part et d'autre de la discontinuité. 
On retiendra également les N premières équations (3) et (7). Notons ]£_ et ß}_ les matrices 
dont les composantes sont les suivantes: 
$h= I *?{y,z)9f(y,z)dydz (2.8) 
Ri = kfSji (2.9) 
La matrice de diffusion est obtenue à partir du système d'équations suivant et demande en 
tout deux inversions de matrices de taille N x N: 
jsS°-i (2-10) 
\at~a~ = £ ( £ # * > + - 6 7 ) 
K j=o 
L'influence de la troncature a été examinée par Alfredson (1972 [1]). Pour une onde plane 
incidente, il constate que la convergence est plus rapide pour le module du coefficient de 
transmission que pour celui de la réflexion dans le cas d'un élargissement l.:1.25. Dans le 
cas d'un élargissement l.:100., les erreurs dues à la troncature sont amplifiées mais restent 
faibles en ce qui concerne le coefficient de transmission. 
Hudde (1985 [33]) améliore les travaux d'Alfredson pour de larges discontinuités de sec-
tion. Il considère le raccordement de deux guides droits de section circulaire de rayons RA et 
RB respectivement. Il propose une méthode pour déterminer l'ordre de la troncature: c'est-à-
dire le nombre de modes conservés NA et NB de part et d'autre de la discontinuité. Exposons 
la méthode pour un raccordement bidimensionnel de deux guides de hauteur respective HA 
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et HB- En considérant uniquement la continuité sur SA des champs de pression et de vitesse, 
il obtient un nouveau système d'équations: 
J V B - I 
af + aT = E W + &7) 
tf-«r = z r E 4-(*?-*7) 
{
 J = 0 
En notant 
R% = fcf 5¿- (2.12) 
En additionnant les deux équations, on obtient un nombre infini d'équations dont on retien-
dra les NA premières: 
NB-1 D2 NB-l D 2 
v ¿ 2«+ = E (sh + d W + E (*i- - d»*7 (2-13) 
j=0 A ¿ j=0 *W 
Hudde introduit ensuite séparément une impédance uniforme Z sur SB\SA et la condition 
correspondante: 
pB = ZvB.ex (2.14) 
En projetant sur les modes, on trouve un second ensemble d'équations dont on retiendra 
les Ne premières: 
NB~1 y y 
V* E S¿{&t(i + - ^ * f ) + *7(1-T77*f)} = 0 (2-15) 
avec 5,^  = / ^B{y,z)^f{y,z)dydz. Les inconnues du problème sont les ondes b+ qui 
doivent être calculées en fonction de a+ et b~. Le bilan d'équations et d'inconnues donne: 
NA + NC = NB (2.16) 
En considérant que les termes omis dans les troncatures doivent correspondre à des modes 
évanescents dont l'atténuation par unité de longueur a le même ordre de grandeur, il faut 
que les valeurs propres des premiers modes omis de chaque côté de la discontinuité soient 
proches. Or KfjA — — et KBB — — . 
tí A HB 
On en tire la seconde relation: 
N A - \ N B - \ 
h - « —7T~" '2 '1 7^ 
HA « s 
Cette relation est en fait une conséquence de la condition de coin (Mittra et Lee 1971 [51]). 
On peut maintenant déterminer NA et Ne en fonction de NB qui donne la précision du 
calcul. 
1 V , « 1 + ( J V B - 1 ¿ (2.18) 
HB 
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Ne = NB ~ NA (2.19) 
A partir des deux systèmes d'équations 2.13 et 2.15, les ondes b+ sont calculées en fonction 
des ondes Ö+ et b~ après l'inversion d'une matrice de taille NB X NB- On en déduit ensuite 
a~. 
Cette méthode est particulièrement adaptée pour de larges discontinuités de section que 
la méthode d'Alfredson calcule difficilement. 
Différentes méthodes sont aussi utilisées pour le calcul des matrices de transfert d'une 
discontinuité de section. Kergomard (1989 [38]) rappelle que toutes ces méthodes utilisent le 
même système d'équations et que les différences viennent essentiellement du nombre d'équa-
tions et d'inconnues que l'on retient dans le calcul. Kergomard (1991 [37]) propose aussi 
une méthode originale, dite "des modes propagatifs" qui détermine la matrice d'impédance 
des modes propagatifs au travers de la discontinuité. Cette méthode a pour particularité de 
ne pas demander d'information sur la terminaison des modes propagatifs et d'éviter toute 
inversion matricielle grâce à une procédure itérative. 
2.1.2 Raccordement modal 
Le raccordement modal généralise la méthode précédente. Lorsque deux domaines voi-
sins ont leur frontière entièrement commune, le calcul de la matrice de diffusion consiste à 
raccorder les modes. Il suffît d'égaler la pression et la vitesse normale à la frontière des deux 
domaines. Le système d'équations (2-10) est alors valable et est utilisé pour déterminer la 
matrice de diffusion. La méthode consiste essentiellement à évaluer les produits scalaires in-
clus dans les composantes des matrices £} et ¡£. Les exemples d'applications concernent les 
discontinuités d'impédance de parois (Roure 1976 [65]) ou les courbures d'un guide d'onde 
circulaire (Firth 1984 [22]) ou rectangulaire. 
FlG. 2.2 - Courbure 
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FlG. 2.3 - Hauteur continûment variable 
2.1.3 Méthode de Galerkin 
La méthode de Galerkin consiste à approximer les champs de pression et de vitesse à 
l'intérieur d'une discontinuité par une série tronquée: 
n = N 
p{r,z,0) = J2 PM<t>n(r,z) 
n=0 
n=N 
v{r,z,0) = Y,vn{$)<pn(r,z) 
(2.20) 
n=0 
pour le problème de la courbure (figure 2.2). 
n—N 
p{x->y) = £ Pn(*)<Mz>v) 
n=0 
n=N 
(2.21) 
n=0 
pour le problème bidimensionnel avec hauteur continûment variable (figure 2.3). 
Les én forment une base complète de fonctions définies sur une section. Tarn (1976 [78]) 
- r - i ? i irrnz . 
introduit énm(r,z) — cos(nn— —)cos(-——) pour traiter le cas des courbures dans des 
ii2 — R\ Lz 
guides de section rectangulaire. La méthode de Galerkin est aussi utilisable pour un pro-
blème de propagation bidimensiormelle dans un guide de section continûment variable et 
d'impédance de paroi supérieure Z(x) tandis que la paroi inférieure est supposée parfaite-
ment rigide. Eversman (1975 [21]) introduit <f>n(x,y) = cos(kn(x)y) où kn(x) est solution 
de kbtan(kb) = *|- et b(x) la hauteur variable du guide d'onde. Dans ces problèmes, les 
fonctions çS„ sont choisies de telle sorte qu'elles coincident avec les modes propres des guides 
d'onde droit qui entourent la discontinuité. 
La solution du problème doit vérifier: -les équations de propagation. 
-les conditions aux limites. 
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Les résidus sont forcés à s'annuler en leur demandant d'être orthogonaux à un en-
semble complet de fonctions. Tam obtient un système d'équations différentielles à coeffi-
cients constants. La résolution demande l'utilisation de l'algorithme QR pour résoudre un 
problème aux valeurs propres. Eversman obtient aussi un système d'équations différentielles 
à coefficients variables qu'il appelle "équation du télégraphiste généralisée" et qu'il intègre 
par la méthode de Runge-Kutta. 
2.1.4 Méthode par éléments finis 
Les méthodes par éléments finis sont utilisées pour le calcul de la propagation dans 
les discontinuités. Astley (1978 [3]) a développé un code où les degrés de liberté sont les 
projections modales {af}, {a~} et {bf} ainsi que les valeurs du champ de pression {pn} aux 
noeuds x n du maillage. La méthode de Gaîerkin est plus rapide que la méthode par éléments 
finis car la dimension du problème est plus faible. Par contre, les méthodes par éléments finis 
ont pour avantage leur flexibilité: c'est-à-dire qu'elles peuvent traiter différentes geometries 
avec différentes conditions d'impédance. La méthode de Gaîerkin est au contraire limitée à 
quelques geometries particulières, le plus souvent 2D. La méthode par éléments finis a enfin 
l'avantage de fournir la valeur du champ de pression aux noeuds du maillage. 
2.1.5 Méthode par équation intégrale 
La méthode par équation intégrale est, comme la méthode par éléments finis, adaptée pour 
calculer la propagation le long de guides de section non-uniforme avec ou sans revêtements 
absorbants. Elle a pour avantage, comparée à la méthode par éléments finis, que le problème 
est réduit d'une dimension puisque seule la frontière de la discontinuité est maillée. Les 
matrices sont par contre des matrices pleines. Cette méthode a été largement utilisée pour la 
propagation dans des guides d'onde 2D (Quinn 1977 [62]), dans des jonctions (El-Raheb 1983 
[20]). La fonction de Green employée dans les équations intégrales est en général la fonction 
de Green en champ libre mais la fonction de Green du guide droit peut être avantageuse 
dans le cas de déformations compactes des parois d'un guide (Dawson 1990 [15]). Lorsque la 
frontière se retourne sur elle-même comme dans des obstacles fins, il faut diviser le domaine 
en sous-domaines de telle sorte que la frontière de chaque sous-domaine soit régulière. Pour 
calculer la matrice de transfert à deux entrées dans le cas d'une propagation par onde plane, 
Cheng (1991 [12]) propose donc une méthode par éléments de surface et multidomaines à 
utiliser lorsque la géométrie du guide comporte ce type d'obstacles fins. 
Les équations intégrales sont souvent résolues par la méthode de collocation. Hamdi 
(1981 [30]) présente les avantages de la formulation variationnelle qui fournit entre autre une 
matrice globale symétrique. 
Examinons maintenant des méthodes développées spécialement pour la propagation plane, 
dans le domaine des basses fréquences. 
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FlG. 2.4- Raccordement asymptotique 
2.1.6 Méthode des raccordements asymptotiques 
Cette méthode est valable dans le cas de mouvements acoustiques lents et donc à très 
basses fréquences. Elle consiste à raccorder des développements asymptotiques valables dans 
des domaines voisins. 
Les champs (comme la pression) sont exprimés sous forme de développements asymp-
totiques en fonction d'un petit paramètre e = —— où HQ est la hauteur caractéristique de 
0 
la discontinuité et LQ la période spatiale du guide qui est comparable à la longueur d'onde 
(figure 2.4). 
#Ö < < 7T~ LQ — 0( — ) 
¿IT ¿TT 
La méthode des raccordements asymptotiques est essentiellement utilisée pour des problèmes 
bidimensionnels car elle se ramène à la résolution de l'équation de Laplace dans le pian où 
les transformations conformes dans le plan complexe donnent des solutions analytiques grâce 
au théorème de Schwarz-Christoffel. 
Thompson (1984 [79] [80]) constate que pour les discontinuités planes sans épaisseur, la 
continuité du débit et de la pression sont valables au premier ordre en t. Pour des pentes du 
guide différentes de part et d'autre de la discontinuité, il donne la valeur du saut de pression 
en c2 tandis que le débit est continu. 
Lorsque l'épaisseur de la discontinuité est non nulle, le débit et la pression ne sont plus 
alors continus au premier ordre. Les valeurs des sauts de débit et de pression sont calculées 
pour un raccordement à angle droit de deux guides (Thompson (1984 [79] [80])) pour une 
jonction en T (Bruggeman 1987 [8]). 
2.1.7 Equation des pavillons 
Dans le domaine de la propagation plane, l'équation de Helmholtz se simplifie dans le 
cas d'un guide rectiligne de section continûment variable A(x). On obtient alors l'équation, 
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dite de de Webster (1919), en réalité due à Lagrange (1763): 
iÜE + J b ^ + I ^ d ^ - n Í222) 
d*x + kp+Adxdx-° {222) 
Dans le cas d'une terminaison exponentielle A(x) = emx, on peut obtenir une solution 
analytique. Miles (1981 [48]) propose d'approcher un guide de section continûment variable 
par une série de segments élémentaires de section variant de manière exponentielle. Il géné-
ralise l'équation de Webster en introduisant une vitesse d'écoulement. 
2.1.8 Inductance équivalente 
Toujours pour la propagation plane, Kara! (1953 [36]) a calculé à basses fréquences les 
sauts de vitesse et de pression pour des élargissements et rétrécissements de section de guide 
circulaire (a est le rapport des rayons). Il montre que le débit U est continu au travers de la 
discontinuité et calcule le saut de pression Ap. 
Ap = UpojujL(a) (2.23) 
Karal donne la valeur de l'inductance L(a) et l'interprète comme une augmentation de la 
longueur équivalente du guide droit par unité d'aire de section. 
2.1.9 Encadrement des valeurs d'inductance 
Garcia et Kergomard (1986 [26]) ont dressé une liste des méthodes analytiques et nu-
mériques traitant les discontinuités dans les guides acoustiques aux basses fréquences. Ils 
rappellent deux théorèmes: un théorème de Kelvin et un de Rayleigh qui donnent un encadre-
ment des valeurs d'inductance. Le théorème de Kelvin dit que, pour un fluide incompressible, 
l'énergie cinétique est minimale lorsqu'il est irrotationnel. Une estimation de l'inductance est 
alors obtenue par les valeurs du débit U et de l'énergie cinétique Ec d'un champ incompres-
sible. 
L < % (2.24) 
Pal'1 
Le théorème de Rayleigh montre que la somme des inductances L\ et L2 de deux sous-
domaines de la discontinuité est une borne inférieure de l'inductance L du domaine total. 
L > Lx + L2 (2.25) 
Garcia et Kergomard montrent alors que l'inductance L d'une discontinuité de section peut 
être majorée par l'inductance obtenue en faisant l'hypothèse que l'ouverture vibre en piston 
plan. L'inductance L est aussi minorée par la demi valeur de l'inductance du guide avec 
diaphragme. 
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2.2 Méthode de calcul par équation intégrale 
Nous avons choisi une méthode de calcul par équation intégrale car c'est une méthode 
souple (comme les méthodes par éléments finis) qui permet de traiter des geometries de 
formes variables et d'introduire des conditions générales d'impédance. 
Nous allons exposer notre méthode de calcul par équation intégrale. Le calcul numérique 
se décompose principalement en deux étapes: 
- calcul de la matrice d'impédance Z. e* du vecteur source impédance à 
l'aide d'une méthode par équation intégrale. 
- calcul de la matrice de diffusion jQ et du vecteur source diffusion. 
2.2.1 Equation intégrale 
Le calcul est basé sur l'équation intégrale de Kirchoff-Helmholtz. En l'abscence de sources 
intérieures, cette équation s'écrit: 
Vx € il p(x) = / G(x/y)?^dy - Í p{y)^l^dy (2.26) 
Jv - on — Jr - on — 
où G(x/y) vérifie l'équation d'Helmholtz avec source: 
AxG{x/y) + k2G{x/y) = ~S(x - y) 
S est la fonction dirac 3D au point y, position de la source unitaire. G(x_/y) est appelée 
eJk\x-y\ 
fonction de Green. Nous prendrons G(x_/y) = —; -. 
— 4TT|X — J/1 
Nous choisirons comme volume Q, le volume de la discontinuité. La frontière de Q se 
décompose en quatre parties r — T¿ U TB U T5 U r%. 
r.4 est la frontière commune avec le domaine amont. 
TB est la frontière commune avec le domaine aval. 
Fs est la partie de la frontière contenant la source secondaire. 
Fs est la partie de la. frontière décrivant la paroi du guide d'onde. 
Sur la frontière F. l'équation (2.26) est modifiée. 
t dp(y) r dG(xiy) 
V x € r p(x)C(x) = j^G(x/y)-^dy~ jrp{y) "^ dy_ (2.27) 
où C(x) représente l'angle solide intérieur évalué au point x divisé par 4TT. 
Les conditions aux limites du problème sont (voir (1-34)): 
dp 
-Q^{X) = Pojuq{x) + <r{x)p(x) 
Nous définissons tr(x) à partir de l'impédance de paroi Z^(x) et de source Zs. 
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I (T(X) = 0 sur TA U TB 
<r\x) = f f sur Ts (2.28) 
[ a(X) = zSx) SUT F= 
dp 
q(x) est une vitesse. En remplaçant — dans 2.27, on obtient: 
V x e T p(x)C(x) = poju JrG(x/y)q(y)dy + j^p(y){a(yJG(x/y) - ^ ^ - } d y (2.29) 
On utilise la méthode de collocation, c'est-à-dire qu'on évalue la pression p(x) sur la 
frontière aux noeuds du maillage. 
La résolution numérique est effectuée à l'aide d'un maillage de la frontière T à partir 
d'éléments bidimensionnels du deuxième degré de Serendipity à 8 noeuds. 
Notons X_ le vecteur dont la ieme composante 2C représente les coordonnées du ieme noeud. 
On définit de même les vecteurs Q et ¿P dont la ieme composante représente respectivement 
9Í2C-) et M X ) -
Le calcul numérique détermine une équation matricielle qui relie les valeurs des pressions 
aux noeuds sur la frontière T à leur débit par unité de surface sur la frontière aux mêmes 
points: 
M^P = M j g (2.30) 
En posant %_ = M\~lM2, on obtient: 
R = gQ (2.31) 
On peut décomposer Z. par bloc en groupant les noeuds situés sur 5A, 5 B , SS ou 5E-
{ PA\ 
PB 
P E 
V P. ) 
T*AA Z>AB ZAE ZAS 
ZBA %BB Z B E Zg s 
ZEA Z E B Z E E ZE« 
ZSA Z S B Z S E Z S S 
<2B 
Q E 
V Q. J 
Pour chaque géométrie, pour chaque fréquence, un calcul par équations intégrales nous 
fournit donc les composantes de cette matrice Z.. 
2.2.2 Matrice d'impédance d'une discontinuité 
Nous faisons les hypothèses suivantes: 
i=N 
ÇAU) « Hç,A*f 
9B U) E 9f *î B (2.32) 
t = i 
9s U) = 0 
l 9. (s) = gs 
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Définition 
Rappelons la définition de la matrice d'impédance Z. et du vecteur source impédance Zs; 
+ qJ I"A ) (2.33) PÎ 
PÎ 
ZAA ZAB 
ZBA ZBB 9? 
C a l c u l de la m a t r i c e d ' i m p é d a n c e 
Nous allons expliciter le calcul de la matrice ZBA- Le calcul des autres blocs de la matrice 
d'impédance Z_ s'en déduira facilement. Nous allons évaluer numériquement une composante 
(ZBA)ÍJ sur la ième ligne et la j e m e colonne de la matrice ZBA-
Nous prenons q{x) tel que: 
{ qA(x) = Vf(x) 
QBU) = 0 
gs(^) = o 
l qs{x) = o 
Les valeurs nodales du débit par unité de surface sont alors données par: 
(2.34) 
f QAUL) = */(*») 
QB(2L) = o 
QziZ») = o 
l QÁZn) = 0 
(2.35) 
A partir de la matrice Zjg¿, les valeurs nodales de la pression sur la section SB sont 
connues: 
PB(Xm) = Y,ZBA(Xm,Xn)QA(Xn) = E W2C m , 2Q^(2CJ (2.36) 
n n 
Il reste à évaluer la projection modale de la pression sur le mode ^f(y,z) de la section 
plane SB-
(ZBA)l3=( yf(y,z)PB(y,z)dydz (2.37) 
Nous avons affaire à un problème d'intégration numérique semblable à celui rencontré 
dans le calcul par équation intégrale. Nous allons le développer explicitement. Soit Ne¡ le 
nombre de mailles couvrant la section droite, A*¿„t le nombre de points de Gauss 
nombre de noeuds par maille. Nous utilisons des éléments de Serendipity à 8 noeuds et 4 
points de Gauss. Nous prenons donc iV¿n( = 4 et Nen = 8. 
La sommation sur la section droite SB peut se décomposer sur les Ne¡ mailles. Nous avons 
donc: 
{ZBA)ÍJ= E / yf{y,z)PB{y,z)dydz (2.38) 
où Si représente la surface de la maille. Nous effectuons ensuite un changement de va-
riables qui fait passer de la maille courante de coordonnées (y.z) à la maille carrée unitaire 
de coordonnées (u,v). 
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l=Ne, 
(ZBA)Ü= É / / yf(y(u,v),z(u,v))PB(y(u,v),z(u,v))\J(u,v)\dudv (2.39) 
— j-ij-i 
où J(u, v) = y,u(u, v)zfV(u, v) - y,v(u, v)ziU(u, v) 
Nous évaluons l'intégrale à l'aide de iVfnt points de Gauss de coordonnées (um,vm) et de 
poids Wm: 
/=ATei m=JV,n t 
( Z B A ) Ü = E E Wrm*f(y(um,t;w),z( ) ) p ( y ( « m , ü m ) , « ( u m , V m ) ) | y ( u m , t > m ) | 
(2.40) 
y(u, u),z(u, u),p(y(u, i?),2(u,u)) et J(t¿,t)) s'écrivent à partir des Nen fonctions de forme 
Nn(u,v), des positions (y„,2n) des noeuds et des Nen valeurs de la pression aux noeuds. 
n=Nen n=Nen 
y(u,v)= ]T Nn(u,v)yn z(u,v) = ]P Nn{u,v)zn (2.41) 
n—l n = l 
n=iVen n=JVef! 
y,u(u,v)~ J2 NnAuiv)yn z,u(u,v)~ ]T #„,,,( tx,v)zn (2.42) 
n = l n = l 
ytV(u,v)= Y NnAuiv)yn z,„(u,t;) = ]T Nn,v(u,v)zn (2.43) 
n = l n = l 
n=JVen 
p(y(u,ü),z(u,ü))= 5Z Nn(u,v)p{yn,zn) (2.44) 
On obtient donc: 
l-Nei m=N,nt H=Nen 
(ZBAh = E E E WmJV„( ) * f ( y ( u m , D m ) , 2 ( l t m , ü m ) ) f , B ( ^ ' / , r l ) | J ( w 
(2.45) 
où Xi?n est le n%eme noeud de la maille /. 
Calcul du vecteur source impédance 
Le calcul du vecteur source impédance Z^ est similaire au calcul de la matrice d'impédance 
Le débit par unité de surface q(x) est cette-fois te] que: 
9AÍS.) = 0 
qBi
r\ = l (2-46) 
q.(x) = i 
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2.2.3 Matrice de diffusion d'une discontinuité 
La matrice de diffusion J2 s e déduit facilement de la matrice d'impédance j£. 
R = (ZM-l)~l(ZM+¡) (2-47) 
où i est la matrice unité et A£ est une matrice diagonale avec 
kA 
Ma = - À - si 0 < i < N - 1 
fcB 
M¿¿ = - i=£ « JV < i < iV + M - 1 
A:¿* et kf sont les nombres d'onde longitudinaux associés aux modes tyf 
La démonstration se trouve en Annexe B. 
2.3 Résultats numériques 
Sergent et Duhamel (1994 [72]) ont comparé les mesures et les calculs numériques pour 
les matrices de diffusion de trois geometries de discontinuités: un segment de guide droit, un 
coude et un rétrécissement de section. 
Nous allons nous contenter ici de vérifier les résultats numériques obtenus à l'aide de la 
méthode décrite précédemment (Samrayduct) avec des solutions analytiques connues. 
Un premier problème concerne un élargissement de section dont la matrice de diffusion 
est déterminée à partir des conditions aux limites et de continuité à l'interface. 
Un second problème concerne un coude pour lequel on connaît une expression analytique 
à basses fréquences. 
Une troisième problème traite enfin le cas d'un guide d'onde rectiligne avec une distri-
bution uniforme de sources monopôlaires (débit volumique constant) sur une partie de la 
paroi. La fonction de Green étant connue, on vérifiera nos calculs de vecteur source pour 
cette configuration. 
2.3.1 Matrice de diffusion d'une discontinuité de section 
Nous allons vérifier le calcul de la matrice de diffusion avec Samrayduct pour une géomé-
trie de discontinuité particulière. Nous examinons le cas d'un élargissement de section entre 
deux guides d'onde de section rectangulaire SA et SB de dimensions 1.0 x 1.0 m et 1.0 x 1.2 
m. 
Nous allons comparer les résultats par Samrayduct avec la méthode d'Alfredson [1]. 
La méthode d'Alfredson est utilisée avec N=40 modes, ce qui est suffisant pour assurer la 
convergence des premiers coefficients de la matrice de diffusion. 
(2.48) 
(2.49) 
(2.50) 
et ty? respectivement. 
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Pour Samrayduct, le volume O de maillage a été choisi avec deux sections droites de 
longueur L égale à 0.2 ni entourant la discontinuité de section. 
Nous allons sur cet exemple examiner l'influence de deux paramètres sur la précision des 
résultats: la densité du raaillage et l'ordre de la troncature. Notons Too et 7oi les amplitudes 
des modes plan et antisymétrique transmis à travers la discontinuité pour une onde plane 
incidente. RQO est le coefficient de réflexion du mode plan réfléchi pour une onde plane 
incidente. 
Nous gardons un nombre de modes N — N¿ — NB- Nous prenons un maillage régulier 
avec une distance d entre les noeuds. La figure 2.5 montre que Samrayduct et la méthode 
d'Alfredson, dite "analytique" donnent des résultats comparables pour d = 0.1m et N = 20. 
Lorsqu'on réduit la densité du maillage à d = 0.2m comme sur la figure 2.6, les calculs 
apparaissent suffisamment précis jusqu'à environ 300 Hz. Ce qui correspond à 5 noeuds par 
longueur d'onde. On remarque aussi que les valeurs du coefficient de transmission sont mieux 
calculées que celles du coefficient de réflexion. 
Le nombre de modes à prendre en compte dans les calculs influe sur la précision. Sur la 
figure 2.8, le nombre de modes est pris égal à N = 4. On constate qu'il faut garder dans 
les calculs au moins autant de modes qu'il y a de modes propagatifs auxquels on rajoute les 
premiers modes évanescents qui ne sont pas atténués suffisamment sur les courtes portions 
droites. 
Retrouvons maintenant les résultats classiques à basses et hautes fréquences sur la figure 
2.5. 
ba s se s f r équences 
A basses fréquences, l'onde est plane et le débit est conservé à travers une discontinuité 
de section. Lorsque la fréquence est suffisamment faible, la pression peut être considérée 
continue. 
Les équations de continuité de la pression et du débit nous donnent l'expression à l'ordre 
zéro du développement asymptotique en u des coefficients de réflexion et transmission. 
SB Notons e le rapport des sections —-. L'équation de continuité de la pression donne: 
SA 
a
+
 + a b+ (2.51) 
VSA \Î^B 
L'équation de continuité du débit donne: 
(a+-a-)yfc = b+yfe (2.52) 
d'où 
Gt € + 1 (2.53) 
I n - a - 1 ~ ~ £ 
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F I G . 2.5 - Modules des coefficients de trans- FlG, 2.7 - Parties réelle et imaginaire des 
mission et réflexion pour un élargissement de coefficients de transmission et réflexion pour 
section 1:1.2 m(N=20,d=0.l m). un élargissement de section 1:1.2 m. 
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FlG. 2.6 - Modules des coefficients de trans- FlG. 2.8 - Modules des coefficients de trans-
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section 1:1.2 m(N=20,d~0.2 m). section 1:1.2 m(N=4,d=0.1 m). 
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On en tire: 
|Too! = 0.9959 
\Roo\ = 0.0909 
Les calculs numériques à 10 Hz donnent: 
|Too¡ = 0.9960 
¡Äool = 0.0908 
L'inductance de la discontinuité de section est donnée par plusieurs auteurs, notamment 
Miles (1946 [50]) en électromagnétisme et Morse et Ingard (1968 [53]) en acoustique. Elle 
est obtenue par la méthode des raccordements asymptotiques. 
A partir de l'expression de l'inductance et sachant que le débit est conservé à travers 
une discontinuité de volume nul, nous obtenons l'expression à l'ordre un du développement 
asymptotique en u> des coefficients de réflexion et transmission. 
2y£ , .u>Ho
 ( 2el 
ioo = —TT t - J ~ 7 T " ^ ' f ) 7 n — \ 2 
e + 1 Co (l + 0 a (2.54) 
1-e .UHQ 2e2 
Rn _ — -j—Fft-— 
avec HQ la hauteur du guide dans la partie amont et avec l'expression de la fonction F(e): 
Fie) = -
n 
La figure 2.7 présente les résultats obtenus à partir du code de calcul par équation inté-
grale (Samrayduct) ainsi que le développement à l'ordre 1 du développement asymptotique 
pour les parties réelle et imaginaire des coefficients de transmission et de réflexion de l'onde 
plane. Un bon accord est obtenu entre le calcul et le développement asymptotique. La gamme 
de validité du développement asymptotique est très grande pour cette géométrie (le déve-
loppement est valable au-delà de la moitié de la première fréquence de coupure). 
h a u t e s f r équences 
A hautes fréquences, l'approximation de l'acoustique géométrique s'applique. Pour une 
onde plane incidente, on peut dessiner une zone d'ombre (voir figure 2.9). On peut aussi en 
déduire que la réflexion est nulle. 
C'est-à-dire: 
PB(V) = PA sur SA 
PB\y) - 0 sur SB \ SA 
En projetant sur les modes, on obtient: 
Too = ^ 
r10 = ^ ¿ n ( f ) 
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( c - l ) s 
2e 
, fe+1\ , ( (e + 1)2 
4e (2.55) 
(2.56) 
FlG. 2.9 - Elargissement de section. 
On en tire: 
|îoo! = 0.9129 
|T10| = 0.2466 
|i?oo! = 0.0000 
Les calculs numériques à 1000 Hz donnent: 
|r00 | = 0.9155 
|T10| = 0.2375 
¡ßool = 0.0135 
2.3.2 Matrice de diffusion d'un coude 
Sur la figure 2.11 sont présentés les modules, obtenus par équation intégrale, des coef-
ficients RQQ, Too et Toi en fonction de la fréquence pour un coude de section carrée d'arête 
Ho = 0.3. 
Thompson (1984 [79]), à l'aide de la technique des raccordements asymptotiques, donne 
l'expression de ces coefficients au premier ordre en LU: 
_ ,u)H0.1 ln2. 
fioo=J-7e(^ ) (2.57) 
TOO = 1 + J - 7 T 1 ( - + — 2.58 
Go 2 TT 
Sur la figure 2.12, sont comparés les résultats par équation intégrale et avec raccordement 
asymptotique. On constate que la méthode par raccordement asymptotique fournit une assez 
bonne prévision jusqu'à —^ = ^ , c'est-à-dire w = ^ où wc est la première pulsation de 
coupure. 
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2.3.3 Vecteur source 
Nous allons vérifier le calcul du vecteur source avec Samrayduct pour une géométrie 
particulière. Nous examinons le cas d'un guide d'onde droit de section carrée 0.3 x 0.3m. 
La longueur de la discontinuité est de 0.3m. On peut donc dire que le volume ù de la 
discontinuité est un cube d'arête 1=0.3m. La source secondaire occupe une face latérale Ts 
de ce cube et est uniforme. 
En reprenant les notations précédentes: 
Vxers 9(x) = i (2.59) 
V ^ e T s g(x) = 0 (2.60) 
Du fait de la symétrie du problème A" = B+. Nous nous contenterons donc d'examiner 
une seule terminaison de la discontinuité. Nous comparerons les calculs de Samrayduct avec 
l'expression analytique. 
Méthode analytique 
A+ 
A" 
B+ 
B-
FlG. 2.10 - Distribution de sources dans une gaine droite. 
Dans un guide d'onde droit, la fonction de Green est connue (voir Jones 1986 [35]). 
OO 1 
G(x. Xo) = - Y, 7¡r~^mn{y, z)mmn{y0, z0)ek™\x-x° 
m,n ™""> 
Dans notre cas où les sections sont carrées de côté 1, on a: 
1 ,m7ry. T / \ L / 7 r i /x ,nnz. r : r z 
*mn(y, Z) = jCOS{——)COs{—--)\J2 ~ Ömö^2 - Sn0 
, , m27T2 n2ir2 a)* 
"'mu ~ /2 
(2.61) 
P c2 
La source est ici uniformément répartie sur la surface Vs portée par le plan z = l. 
(2.62) 
(2.63) 
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Nous choisissons l'extrémité amont comme origine en x. 
V x > x 0 p(x) = f^^ymn(y,z)eknnI f ymn(yo,z0)e~k™x°dx0dy0 
m,n ^"•mn *Tj 
En reprenant nos notations: 
R + Paju 
- / %mn{y0, Za)e-kmnI°dxody0 
c'est-à-dire 
ß M - W¿> ^ T Í (e - 1) 
ZKmn 
Comparaison 
Nous comparons les solutions numériques Samrayduct et analytique. Le nombre de modes 
pour le calcul Samrayduct est fixé à 10. Les modules des amplitudes des deux premiers modes 
¡-^1 et |—^| sont représentés sur les figures 2.13 pour une densité de maillage de 36 mailles 
par côté (c'est-à-dire une densité minimale de 7 noeuds par longueur d'onde à 1000 Hz). 
FlG. 2.15 - Elargissement infini de section à une terminaison. 
2.4 Terminaison 
Considérons un élargissement infini de section à la section terminale du guide. Nous 
considérons une frontière T d'intégration formée d'une demi-sphère 52 de rayon très grand 
et d'un disque Sj U SB porté par le plan de la section terminale SB- La figure 2.15 représente 
la frontière d'intégration. L'équation intégrale correspondante s'écrit alors: 
avisa) ÖG(x/x0) Vxer C(x)p(x) = JrGWtoP&Ldto- 1**) fo 4so (2.64) 
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On choisit la fonction de Green tel que: 
G{xJu) = T~, r + T I TT Í 2 - 6 5 ) 
Avec ¿ o la source image de XQ par r appor t au plan p o r t é par SB- Lorsque le rayon de 52 
tend vers l'infini, l 'équat ion (2.64) se simplifie: 
V Î € T C(x)p(x) = Í Gixjx^^^-dxja (2.66) 
JsB ' on 
Cette équation intégrale est justifiée en Annexe C. 
ici C(x) = 1 sur Si U SB-
On obtient donc plus précisément: 
Avec 
Vx € F p(x) = / G t e / s O ^ ^ E o (2-67) 
JsB on 
En projetant sur les modes, on obtient: 
bt + K^'flGiikfibJ-bi) (2.68) 
Gij = J [ ^f(x)G(x/xo)9f (xoWxdxo (2.69) 
Dans le cas d'une section 5 B rectangulaire, explicitons le calcul des composantes Gmnki où 
les modes sont décrits par un double indice: 
thy tLy , L , rL. Try ,,Ky2 TTZi 1TZ2 etkr 
Gmnki = cos(m—-)cos{k-y—)cos{n—-)cos{l — )-—emtnCitjd%jidy2dzidz2 
Jo Jo Jo Jo Ly Ly Lz Lz ¿Tir 
(2.70) 
Avec a = y7! - Soi et r = ^(z/i - y2)2 + (21 - ^ ) 2 • 
Doak (1973 [18]) transforme cette intégrale quadruple en une somme d'intégrales simples. 
La figure 2.14 montre les coefficients de réflexion diagonaux pour les deux premiers modes 
plan et anti-symétrique avec une section carrée 0.3m xQ.3m. On vérifie qu à basses fréquences, 
la terminaison se comporte comme une surface libre (c'est-à-dire RQ0 — —1.). Le coefficient 
de réflexion diminue ensuite avec la fréquence. La transmission est prépondérante à partir 
de 1000 Hz. 
2.5 Conclusion 
Après avoir passé en levue l'ensemble des méthodes disponibles pour le calcul des matrices 
de diffusion, nous avons donc choisi une méthode de calcul par équation intégrale car elle 
permet le calcul des matrices de diffusion pour des discontinuités de géométrie générale avec 
propagation multimodale. 
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Nous avons développé un code de calcul par équation intégrale et comparé nos résultats 
avec quelques solutions analytiques. 
Les résultats montrent qu'une bonne précision peut être obtenue lorsque le nombre de 
noeuds du maillage et le nombre de modes évanescents intervenant dans les calculs matriciels 
sont suffisants. 
Cette méthode de calcul par équation intégrale est coûteuse en temps de calcul. C'est 
pourquoi elle ne doit être utilisée que dans des problèmes difficiles où l'application des autres 
méthodes est impossible. 
Le cas de la gaine TGV dont la géométrie est compliquée fait partie de ces cas difficiles. 
Nous montrerons dans le chapitre suivant les résultats du calcul des matrices de diffusion 
pour cette géométrie. 
Nous calculons ces matrices de diffusion dans le but d'évaluer l'efficacité des contrôles 
passif et actif dans des gaines de ventilation de géométrie particulière. 
Le chapitre suivant est consacré à la comparaison des résultats numériques et expérimen-
taux de contrôle actif pour quelques geometries simples de gaine. Nous montrerons alors les 
avantages de l'association des contrôles actif et passif. 
Une étude numérique du contrôle dans la gaine TGV est ensuite présentée. 
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Chapitre 3 
Mesures du contrôle actif dans des 
discontinuités de guide d'onde 
Bien que le principe du contrôle actif du bruit ait été inventé par Lueg [46] [28] en 1932, 
ce n'est que dans les années soixante-dix que la théorie de l'absorption active dans les guides 
d'onde a été développée par Jessel (1972 [34]) et Swinbanks (1973 [76]). L'utilisation de 
filtres adaptatifs a ensuite rendu possible des applications pratiques du contrôle actif du 
bruit. L'algorithme adaptatif le plus courant aujourd'hui est le X-LMS. Il a été présenté 
par Widrow (1981 [81]) et appliqué en premier par Burgess (1981 [11]) dans le contexte du 
contrôle actif du bruit. 
Le contrôle actif du bruit est spécialement adapté à la réduction du bruit dans des gaines 
de ventilation de petite section. Quand la section est petite, le contrôle actif du bruit consiste 
à atténuer une onde plane. Les premiers systèmes actifs concernèrent donc naturellement le 
contrôle d'une onde plane dans un guide d'onde droit (Nelson 1992 [56]). 
Quand la fréquence de l'excitation primaire dépasse la première fréquence de coupure, le 
contrôle est multimodal. Morishita (1994 [52]) utilise 4 sources secondaires et 4 microphones 
d'erreur dans un guide d'onde droit rectangulaire. Une atténuation d'environ 8 dB est obtenue 
dans le domaine fréquenciel où seulement 4 modes se propagent. Dans un travail plus récent, 
Laugesen (1995 [44]) présente des résultats de contrôle actif en régime harmonique avec 30 
sources et 32 microphones. Des études théoriques ont aussi concerné le contrôle actif de la 
propagation multimodaie dans des guides d'onde droit. Stell (1994 [74]) discute les effets 
des ondes evanescentes et des terminaisons réfléchissantes sur la performance du contrôle 
actif dans les guides d'onde rectangulaires. La taille et la position des sources ont été aussi 
examinées par Zander (1992 [86]). Les performances de différentes stratégies de contrôle sont 
aussi comparées (Zander 1994 [87], Stell 1994 [75]). 
La réduction du bruit à la sortie d'une gaine de ventilation de géométrie complexe reste 
peu étudiée. La géométrie compliquée des gaines de ventilation est souvent due à l'architec-
ture propre du système de ventilation mais elle peut aussi venir des acousticiens eux-mêmes 
qui introduisent des "silencieux" à l'intérieur de la ligne de ventilation. Ces gaines com-
portent des discontinuités qui ont en général un effet passif qui permet de réduire une partie 
du bruit rayonné à la sortie de la gaine de ventilation. 
L'idée est donc d'associer les deux techniques de contrôle: une technique pass ive et une 
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technique active. 
Comme l'absorption passive des revêtements des gaines est surtout efficace à hautes fré-
quences et comme le contrôle actif est efficace aux basses fréquences, les techniques passives 
et actives s'avèrent complémentaires. Un autre intérêt d'un contrôle "hybride" est que cer-
taines machines comme les compresseurs génèrent un bruit de haut niveau que les sources 
secondaires, dont la puissance est limitée, peuvent difficilement contrôler. Pour réduire le 
niveau du bruit, il est intéressant d'intercaler un silencieux (Munjal 1989 [54]) ou de placer 
une source secondaire à l'extrémité d'un résonateur transversal quart-d'onde (Okamoto 1994 
[60]). 
Dans cette étude, nous allons évaluer l'efficacité d'un contrôle hybride ou, de manière 
plus générale, l'efficacité d'un contrôle actif dans des gaines de geometries complexes. Nous 
verrons que l'on peut tirer d'autres avantages que ceux cités précédemment de l'association 
du contrôle passif et actif. Nous allons comparer numériquement et expérimentalement l'ef-
ficacité d'un contrôle actif, obtenue pour trois configurations particulières (guide droit avec 
absorbant, résonateur et coude) avec celle obtenue pour un guide droit. 
Nous allons ainsi pouvoir mettre en évidence l'intérêt d'un contrôle hybride. Nous mon-
trerons sur les exemples l'intérêt des effets réactifs, dissipatifs ou diffusifs du contrôle passif 
lorsqu'il est combiné avec un contrôle actif. 
Nous allons d'abord présenter l'algorithme X-LMS que nous utilisons pour le contrôle. 
Nous montrerons alors l'influence de la longueur du filtre et de la fréquence d'échantillonnage 
sur l'efficacité du contrôle. Ces deux facteurs limitent l'atténuation obtenue aux microphones 
d'erreur. Nous mettrons ensuite en évidence des avantages du contrôle hybride, d'abord en 
propagation plane, puis en propagation multimodale. 
Nous traiterons enfin numériquement le cas d'une géométrie complexe: la gaine de ven-
tilation TGV. Nous utiliserons encore le code de calcul par équation intégrale pour évaluer 
la matrice de diffusion associée à la discontinuité ainsi que l'efficacité du contrôle actif pour 
deux positions de sources différentes. 
3.1 Algorithme X-LMS 
Nous présentons brièvement le principe d'un des algorithmes adaptatifs les plus utilisés 
en contrôle actif: l'algorithme X-LMS. Pour plus de détails, voir (Elliott 1992 [19]). 
Considérons M microphones d'erreur, N sources secondaires et 1 capteur de référence. 
Le signal à l'instant n mesuré au ieme microphone d'erreur est noté e,-(n) avec i variant 
de 1 à M. 
Le signal à l'instant n envoyé à la j e m e source secondaire est noté yj{n) avec j variant de 
1 à N. Le signal à l'instant n mesuré au capteur de référence est noté x(n). 
La fonction de coût J que Fon cherche à minimiser représente l'espérance de la somme 
des carrés des signaux aux microphones d'erreur. 
M 
J = YlE[ef} (3.1) 
t = i 
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On appellera filtre du chemin acoustique entre la j e m e source secondaire et le iime microphone 
d'erreur, le filtre CtJ tel que: 
Nc-Ï 
e,(n) = di{n) + ]T d, [m] yj(n - m) (3.2) 
où d¡(n) est la mesure du signal primaire au iteme microphone d'erreur. 
On appellera filtre de contrôle, le filtre Wj tel que: 
Nw~l 
yj(n) — XI ^J Eml xin ~ m ) (33) 
TO=0 
Nc et Nw sont les longueurs des filtres. Dans le système que l'on utilisera, les filtres C,_, 
sont identifiés dans une étape antérieure au contrôle. Le problème consiste à trouver de 
manière adaptative les filtres de contrôle Wj qui minimisent J . 
L'algorithme X-LMS consiste à chaque instant à adapter les filtres de contrôle Wj initia-
lement nuls et à filtrer x pour obtenir les signaux yj des sources secondaires. 
Nw~l 
yÁn) = ¡C W3\m}x{n-m) 
(3.4) 
Wj [m] (n + 1) = Wj [m] (n) — a ^  e,-(n)r,-j(n ~ m) 
Nc-l 
avec r,-j(n) = JZ ^«'j [m] x ( n — m) et a le pas de l'algorithme. 
3.2 Erreurs liées à l'algorithme de contrôle en propa-
gation plane 
Z 
«e 
^ .s ZZÛ s» D 
FlG. 3.1 - Guide, d'onde unidimensionnel avec terminaisons réfléchissantes. 
Considérons un guide d'onde de longueur l et de section carrée d'arête de dimension a 
(voir figure 3.1). Une source primaire ponctuelle de débit volumique qp est située en x = 0. 
Une source secondaire ponctuelle de débit volumique qs est située en x = XQ. Soit S l'aire de 
la section. La terminaison amont est considérée parfaitement réfléchissante et terminaison 
aval est partiellement réfléchissante. Les coefficients de réflexion aux terminaisons sont -fiU(w) 
pris égal à 1 en amont et RB(<¿) en aval. 
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u> On notera k ~ — + ja où a est le coefficient de perte qui est aussi pris indépendant de 
Co 
la fréquence avec a > 0. 
En fréquence le système d'équations vérifié par la pression complexe p s'écrit alors: 
— + k p = po3LO-çàxo 
dx S 
dp ... 1 — KR .r ,,» 
¿(/) - TW M , ) 
La résolution du système donne (voir la démonstration ci-dessous): 
p(ar,u>) = ——Zp(;r,u;) + ——— Zâ(x,u?) 
1 + 3 
¡*> 
Zs(x,u;) = ZF(x,u:)cos(kx(¡) Vx > x0 
l_ Za(x,u>) = Zp(xo,u>)cos(kx) Vx < XQ 
(3.5) 
(3,6) 
Si les mesures de pression sont effectuées avec un microphone unidirectionnel, un indice 
+
 sera utilisé pour indiquer que l'on ne garde que la contribution des ondes se propageant 
vers l'aval. Le système 3.6 devient: 
p+(a:,->) = —^-Z¿{x ,u) + ——Z;(i,w) 
ejfc(r-/) Po Co 
pK J
 , , .C0a e-jki _ R ejki 
1
 T J 
Z+(x,u>) = Zp(x,u})cos(kxo) 
Z s \X,uJj — Z p ( X O ) U i ) " 
Vx 
Vx > x0 
Vx < xo 
(3.7) 
3.2.1 Démonstration de 3.6 
La pression p(x,u?) a pour expression: 
f p(x,u) - B+e^x-l] + B~e-j'k^-1^ Vx > x0 
\ p{x,uj) = A + e j i l + ^ - e - j i x Vx < x0 
où A+, A", J9+ et B~ sont des constantes à déterminer par les conditions aux limites. 
La condition en x = 0 donne: 
(3.8) 
A+ - A- = PoÇo £pM Coa 5 (3.9) 
1+3 ÜJ 
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La condition en x — l donne: 
B' = RBB+ 
La condition de continuité de la pression en x — xQ donne: 
B+çjilso-i)
 + B-e-i'k(xo~i) _ i4+eÍÉx» + A-e-j'kxo 
Le saut de la dérivée première de la pression en x = XQ donne: 
B+jhzo-i) _
 B-e-M*o-D _ A+fJïxo + A-e-fro = P*C* g ' M 
. . .C0a S 1 + J -
u> 
La résolution du système donne pour qs égal à zéro: 
POCQ qp{iû) 1 B+ = 
1+j .CQa S e-i'
kl
 - RBeJ'M 
UJ 
B- = RBB+ 
A+ = e~jhB+ 
A~ = RBejkB+ 
La résolution du système donne pour çp égal à zéro: 
PoCo 9a(w) cos(fca:o) ß + = 
,CV* 5 e~i'kl - RB&~kl 
L + j — — 
B' = RBB+ 
2co.s(fczo) 
A~ = - ^ 5 + 
2co5(A;xo) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
On en déduit les formules 3.6. 
3.3 Solution exacte 
Cherchons qs(u) tel que p(x) — 0 (ou p+(x) = 0) pour x > xs et pour tout w. On en 
déduit que: 
(3.15) 
Cherchons qs(t) tel que p(x) = 0 pour x > xâ et pour tout i. 
Commençons par écrire différemment l'expression de qs(u). 
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L'équation 3.15 s'écrit aussi: 
q.(u) = - 2 ^ ) ^ - ^ (3.16) 
Or on peut développer une expression de la forme en série entière. La série entière 
oo 
est ^2 zm(—l)m et son rayon de convergence est égal à 1. 
571=0 
Nous allons appliquer ce développement pour z égal à e2j teo, On vérifie alors que \z\ < 1 
car a > 0. 
I OO 
^_ = y
 e2»v**«»(_iy» (3.17) 
Les équations 3.16 et 3.17 donnent ensemble: 
oo 
«fc(w) = -2çp(u;) ^ c ( 2 » + i ^ o ( _ 1 ) « (3 . 1 8 ) 
m.=0 
La transformée de Fourier de l'équation 3.18 donne: 
q.(t) = -2 £ e-*2-+1^(-l)m9p(i - &L+2)ïl) 
m = 0 ^ 0 
(3.19) 
On vérifie que le contrôle est causal. Le calcul de qs ne dépend que des valeurs passées de qp, 
3.4 Filtre de contrôle W 
3.4.1 Définition du filtre de contrôle 
On définit comme filtre de contrôle W{u) le rapport —f—-. On suppose ici que l'on prend 
de façon idéale le signal primaire comme signal de référence. La définition en fréquence de 
W(u) est donc: 
q,(u) = W(u>)qp{u) (3.20) 
La définition en temps de W(t) est aussi: 
/
oc 
W(r)qp(t - r)dr (3.21) 
-oo 
Comme W(t) est un filtre causal (W(t) — 0 pour t < 0), l'équation 3.21 se réécrit: 
¡•oc 
q,{t) = / W(r)qp(t - r)dr (3.22) 
JQ 
Le filtre exact W(t) obtenu dans l'équation 3.19 s'écrit: 
W(i) = -2 ¿ e^2m+l^°(-l)mS(t - ( 2 m ^ 1 ) j °) (3.23) 
m = 0 ^ 0 
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FlG. 3.2 - Filtre de contrôle W(t), a égal à 0.08 m - i 
3.4.2 Identification du coefficient de perte a 
Il est possible de déterminer expérimentalement le filtre de contrôle W. 
D'après les équations 3.15 et 3.20, nous savons que: 
W(UJ) = -
1 ZP(X,UJ) Z+(x,u>) 
cos(kxo) Zs(x,u>) Z+(X,UJ) 
(3-24) 
Nous utilisons un microphone unidirectionnel (notation + ) . Après transformée de Fourier, 
on obtient: 
W(t) = --f_ 
oo Z+{X,U) (3.25) 
En pratique, le coefficient de perte a n'est pas indépendant de la fréquence. C'est pourquoi 
nous allons limiter notre étude à une bande de pulsation [wj, W2] à l'intérieur de laquelle nous 
Z+(x u) 
considérons que le coefficient de perte est constant. Nous filtrons donc la fonction -—•—-— 
Z+{x,u) 
par un filtre passe-bande égal à 1[-W2,_WI]U[Ü-I,U.-2J- L'équation 3.25 devient alors: 
/r [J*, Zf(x,u>) 
Après filtrage, l'équation 3.23 devient aussi 
W(i) = - 2 £
 e - < 2 m + i ) « o ( _ i r / ( i _ (am+UfOj 
m=0 ^ ° 
. sîn(u>2t) - sinfat) (2m + l)x0 
ou I[t) = • . Notons rm = 
(3.26) 
(3.27) 
1ît Cn 
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ED considérant que ——• « 0 pour líj > — ¡ - , on peut faire l'approximation que: 
/(0) Go 
d'où 
avec 7(0) = 
W(TTO) W -2 / (0 )e - { 2 m + 1 ) a z o ( - l ) r 
\W(rn)\ « 2/(0)e~£»c°T'" 
(3.28) 
(3.29) 
U¿2 — W j 
7T 
Introduisons maintenant les mesures expérimentales Z+(x,u) et Z+(x,u>) des chemins 
acoustiques. Le filtre de contrôle W(t) est défini comme suit: 
W(t) = - - f í e 
TT •/to 
, ~
p V
 ' e~
3Widw 
«i Zs+(x,u>) 
(3.30) 
La mesure de W"(i) (voir figure 3.2) et la relation 3.29 nous permettent d'identifier le coef-
ficient de perte a. Nous avons pris pour filtre passe-bande en fréquence la fenêtre [100-400] 
Hz. Le coefficient de perte est trouvé égal à 0.08 m - 1 . 
> 
•5 
CO 
a 
m 
+ a 
SI 
0) 
mesures 
É loo 5 0 0 200 300 400 
FREQUENCE (Hz) 
FlG. 3.3 - Mesures avec un capteur unidirectionnel et calculs de \Z*\. 
3.4.3 Mesure du champ primaire 
Les expressions des champs primaires ZP(X,LÜ) et J?+(x,w) sont données par les formules 
3.6 et 3.7 pour un capteur bidirectionnel et unidirectionnel respectivement. 
Les dimensions et coefficient de perte du guide sont donnés dans le tableau 3.1. 
Le coefficient de réflexion RB{^>) est calculé pour un guide d'onde de section carrée 
d'arête de dimension a et débouchant par un plan infini parfaitement rigide. Nous donnons 
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c 
.2 
'm 
> 
•5 
u 
a 
a 
m 
a; 
T5 
¿S 
« 
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FlG. 3.4 - Mesures avec un capteur bidirectionnel et calculs de \ZP\ 
XQ 
1.3 m 
X 
2.3 m 
l 
2.8 m 
a 
0.3 m 
a 
0.08 m"1 
T A B . 3.1 - Données. 
l'expression de l'interpolation par un polynôme de degré 3 sur u¡ du coefficient complexe 
Äß(u>). 
i?e [ÄB(W)] = -1.0 + 4.16 10~l(ka)2 - 8.40 lQ~2(fca)4 + 9.56 W~3(kaf - 4.42 10~4(Ä;a)8 
(3.31) 
Im[RB(u>)] = -9.37 10-1(fca)+2.62 10"1(fca)3~4.86 10~2(A:a)5+5.17 10~3(fca)7-2.26 10~4(iba)9 
(3.32) 
Les mesures et calculs pour des capteurs unidirectionnels et bidirectionnels sont donnés 
sur les figures 3.3 et 3.4 avec un coefficient de perte a pris égal à 0.08 m - 1 . 
3.5 Longueur du filtre de contrôle 
En pratique les limitations du traitement numérique font que le contrôle n'a pas une 
efficacité totale. Les principales limitations sont: 
La longueur finie du filtre caractérisée par un temps Tt !• 
- La discrétisation caractérisée par la fréquence d'échantillonnage —. 
¿g 
Nous nous intéressons d'abord à l'effet d'une longueur finie d'un filtre W¡. Considérons 
donc un filtre numérique W¡ avec une longueur finie Tj, c'est-à-dire: 
Wf(t) = 0 t<0 
Wf(t) = 0 t>Tf (3.33) 
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3.5.1 Solution approchée 
Nous cherchons une solution approchée W¡\ sous la forme suivante: 
Í Wn{t) = W(t) Q<t<Tj 
\ Wfl(t) = 0 t>T¡ (3.34) 
Wji correspond donc à la solution exacte W tronquée pour t > Tj. On en déduit l'expression 
de Wn{t): 
Wn(t) = -2 £ e'^2m+1^(-irS(t - ( 2 m^1 ) X o) 
m=Û CQ 
avec Mf — E ICQTJ 1 [2 xo - où E[X] est la partie entière de X. 
On en déduit l'expression de W¡\{yi) et de qs(u}): 
m=0 
l _
 e2(M/+l)jfca:o(_;l)AÍ/+l 
Wfl(u) = 
1 + e«**" 
1 _
 e2(M /+l)jfcx0 /_|\M /+î 
cos(fcx0) 
(3.35) 
(3.36) 
(3.37) 
(3.38) 
9» M = -gP(u>) 
1 _
 e 2 ( « / + l ) J * i o L l ) J Î , + l 
cos(A:xo) 
(3.39) 
Le module de la pression complexe résiduelle s'écrit alors pour x > x0 et un capteur 
unidirectionnel: 
1 O Q X f 
En faisant l'approximation M/ « et Mf > > 1, l'équation 3.40 devient: 
2 xo 
|p(x,W)| = !|l|Z+(x,W)|e-C7'>T'tt 
(3.40) 
L'atténuation acoustique est définie par: 
7(s,u>) = -20lo510 
S|p(x,u)| 
|fr||Z+(x,W)|J 
7(i,w) = 8 . î x C 0 r / û (dB) 
(3.41) 
(3.42) 
(3.43) 
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FlG. 3.5 - Principe du contrôle avec la solution approchée (Mj ~ 1). 
L'expression de l 'atténuation acoustique montre qu'elle est indépendante de la pulsation 
a; et de la position x. Elle est de plus indépendante de la position de la source secondaire x0. 
L'équation 3.43 montre qu'il y a deux façons d'améliorer l'atténuation acoustique: augmenter 
le coefficient de perte a ou la longueur du filtre T¡. 
Le principe du contrôle par la solution W¡\ est présenté sur la figure 3.5 où nous avons 
pris l'exemple Mj égal à 1. W¡\ n'est pas la solution optimale. Nous l'appellerons "solution 
approchée". Comme le montre la figure 3.5, lorsqu'une excitation primaire (en noir) atteint 
(2), la source secondaire envoie une onde de même amplitude et de signe opposé de façon à 
annuler cette excitation. A ce moment là, une onde est aussi émise vers la terminaison amont 
réfléchissante. Lorsqu'elle revient au niveau de la source secondaire (3), elle est annulée et 
une nouvelle onde est envoyée vers la terminaison amont. Lorsqu'elle retourne vers l'aval (4), 
cette onde ne peut pas être contrôlée du fait de la longueur limitée du filtre. 
Sur la figure 3.5, le coefficient de perte est pris égal à zéro et le bilan du contrôle est alors 
nul. Le niveau de l'onde sortante est en effet égal au niveau de l'onde primaire (voir (1) et 
(5)). En pratique l 'atténuation est positive grâce au coefficient de perte car la longueur du 
chemin parcouru par l'onde a été augmentée. 
3.5.2 Solution optimale 
Nous allons maintenant déterminer la solution optimale du problème W¡i qui minimise 
l'espérance du carré de la pression. Nous noterons J cette fonctionnelle. 
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Ecrivons d'abord l'expression de la pression p{x,t): 
I f00 1 f°° 
p{x,t) = -jQ qp(t-T)Zp(x,T)dT+-jG qs(t-r)Za(x,T)dr (3.44) 
et 
?.(*) = / ' <lp(t - r)W(r)dr (3.45) 
Jo 
On en déduit que: 
1 r00 tTf f 1 r°° 
p(x,t)~-j qp(t-T)Zp(x,T)dr + j I — / gp(i - n - T2)ZS(X, T^dn 
Définissons les fonctions dit) et k(t): 
1 f00 
dit) = s t qv{t-~T)Zp{x,T)dT 
l y Jo 
*:(<) = "c / qP{t-T)Zs{x,T)dr \ o Jo 
L'équation 3.46 se réécrit alors: 
p(x, t) = d(t) + f ' k{t- r)W(T)dT 
Jo 
Ecrivons maintenant le problème de minimisation: 
W{T2)dT2 
(3.46) 
(3.47) 
(3.48) 
min J = E{p2(x, t)} - E d(t) + / ' k(t- r)W{r)di 
. Jo 
avec 
W(t) = 0 i < 0 
W{t) = 0 t>Tj 
(3.49) 
(3.50) 
L'excitation primaire qp{t) est une excitation aléatoire stationnaire de densité spectrale Sq(u)). 
Réécrivons la fonctionnelle J: 
rT, rT 
ou 
J = c + 2 / ' W(r)b{r)dT + f ' [ ' W{r2)a{r2 - TX)W{TX )dr1dr2 (3.51) 
Jo Jo Jo 
\ c = E[<P{t)] 
1 1 roo 
6(T) = E[k(t - r)d(t)] 
= ^ T ^ ( » , u ; ) 7 . ( i , u ; ) 5 9 ( W ) e - ^ « i u ; ( 3 ' 5 2 ) 
a{r) = E[k(t)k{t + T)] 
1 1 r°° 
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La fonction Wj2(t) qui rend J minimum vérifie l'équation de Wiener-Hopf: 
b(r) + i ' a(r- ^W^r^dn = 0 V r € [0,7>] 
Jo 
(3.53) 
Si l'excitation aléatoire est un bruit blanc, alors nous pouvons écrire S,(u>) = Av. 
Nous allons examiner dans la partie qui suit le cas où Rs est égal à zéro. C'est le cas 
d'une terminaison anéchoique. Nous allons aussi supposer que la longueur d'onde À est très 
inférieure à —. Dans ce cas (avec x > XQ): 
ZP(X,ÜJ) = pöC0e]kx 
ZS(X,UJ) = pQCoeJkxcos(kxo) 
(3.54) 
Il est alors possible d'expliciter 6(r) et O(T). 
6(r) = Ap (?—.) f i - H cosÇkx0)e-*wrdw 
\ b / L27T J—oo 
POCW 
= AT 
a{r) = Ap(?f)2 
= A, fPoCo\
2 
„—2ax 
„axa 0—axo 
—S(T -?r) + -~-S(r + —) 
1 f00 
„-2ûrX 
„-2aa: ' 1 f°° 
— / |cos(fcx0)|V^T<L; 
c/i(2ax0) r / . 1- 2x0, 1 r / , 2 Ï 0 
_ _ _ , ( T ) + _ f ( T ) + J Î ( T + ) 
_—2ox 
(3.55) 
x 0 Notons r0 — —. Les équations 3.53 et 3.55 donnent: Co 
Baxa 
-6{T-TQ) + ch('2axo) W)2(r)l[o1T /](T) 
1 
+ 4 ^ / 2 ( r - 2T0)l[2Ta,T/](T) 
+ ^ / 2 ( r + 2ro)lEo,T/-2r0](r) = 0 V r € [0, 7>] 
(3.56) 
On en déduit l'expression de Wj2(t): 
Mi 
wI2(t) = Y,a^(t~(2i + 1)To) 
i = 0 
(3.57) 
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Les coefficients a, vérifient le système d'équations suivant: 
ch(2axo) ( gCIo 1 
1 
0 = -ÜQ + 
4 
ÜQ + - C l 
2 4 
cA(2axo) 1 
— d + ^ 
1 c/i(2axo) 1 
0 = - a ; + a,+1 + - a¿ + 2 
1 C/Í(2QXQ) l 
O = JÛAij-2 + ñ aM,-ï + ~7aMj 
1 C/Î(2Û;XO) 
U = -a,Mf-i -r üMf 
Les coefficients c¿ vérifient une suite récurrente: 
Gs = — 2ch(2axo)di+i — a¿+2 
avec { a>Mf-\ — —2ch(2axo)a\f} 
a A// = aA/j 
Le coefficient général a,Mf-i a alors la forme: 
flM/_,- = (-1)' [Ae2iox° + ß e-2 t a I° 
avec 
B = — a ^ 
2s/i(2ax0) 
- 2 Q Ï O 
2sh(2ax0) 
Cette suite a pour expression: 
-s/i[2(i + l)axo] 
La première égalité du système 3.58 donne aussi: 
, ö x 0 
_
 Mtsh[2(Mj + 2)ax0] 
2 ~[ } 4sh[2ax0] UMf 
Les deux équations 3.63 et 3.64 donnent: 
- «y uMt-i+i sh[2{i + l)ax0] 
„aïo 
sh [2(Mj + 2)öx0] 
On en déduit la formule suivante: 
1 - l j
 sh[2(Mj+2)ax0] 
(3.58) 
(3.59) 
(3.60) 
(3.61) 
(3.62) 
(3.63) 
(3.64) 
(3.65) 
(3.66) 
Examinons maintenant deux cas limites: 
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FlG, 3.6 - Principe, du controle avec la solution optimale (M/ — 1). 
Cas limite: Mj -4 oo 
Nous devons retrou\er la formule pour W(t) puisqu'il n'y a plus de contrainte sur la 
longueur du filtre. On retrouve en effet l'expression pour <z¿: 
a, = 2(- l ) , + 1 e - 2 í í + 1 ) Q r oe a x o 
a,
 = 2(- l) , + 1e~ i 2 î + 1 ) a x o 
(3.67) 
(3.68) 
Cas limite: a ~» 0 
Cela correspond à un guide d'onde à parois parfaitement rigides et sans atténuation de 
couche limite. Nous allons comparer les résultats pour Wj\{t) et W/2(t). 
Pour Wfl(t): 
a , = 2 ( - l ) ! + 1 (3.69) 
Pour Wf2(t): 
a, = 2(-l) i+iMj-i + 1 (3.70) 
Le principe du contrôle avec la solution optimale est présentée sur la figure 3.6 avec M/ = 1 
et a = 0. On considère une onde primaire d'amplitude égale à 1. Une onde secondaire 
2 
d'amplitude — - est alois émise (2) pour contrôler partiellement l'onde primaire. Une onde 
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d'amplitude — - est aussi émise vers la terminaison amont réfléchissante. Lorsqu'elle revient 
au niveau de la source secondaire, une onde d'amplitude - la contrôle alors partiellement. 
Le bilan pour J avec la solution optimale s'écrit: 
J = 11 [3 + 
1 
L3 + 
1 
13J 
1 
Il faut comparer ce résultat avec le bilan de la solution approchée: 
J = 02 + 02 + l2 = 1 
Calcul de Wj2{ui) 
Nous connaissons donc l'expression de Wji(t): 
Calculons maintenant sa transformée de Fourier Wf2(u>): 
W/2{u) = - 2 é 
fkxQ M, 
sh [2(Mj + 2)ax0] 
(3.71) 
(3.72) 
(3-73) 
J2 (~l)msh [2(M/ - m + l)ax0] e2mjkx° (3.74) 
m=0 
Wf2(uj) = -
e
J
 ° 
M, 
sh[2(Mf + 2)ax0]£0 E(-i)
r =2(M; + l )a r 0 2jmkxo ~2(Mf + l)ax0 2jmkxo (3.75) 
Wf2{uj) = — 
e-
]kxo
 _ f sh[2{Mj+ l)ax0] + e2jkxo + _2m,+1)ikxo (-l)^sh[2axö] ' 
2cos(kxo}cos{kx0) 1 sh l2iMJ + 2)ax0] ' sh \2{M} + 2)ax0], 
(3.76) 
La densité spectrale du signal de pression p(x,t) avec x > x0 est notée 5p(x,w): 
5p(x,u;)| = ?^\Zp(x,u) + Wf2{u>)Za{x,u>)f (3.77) 
5 2 
,4 
5p(i ,w)| = ^\Zp{x,Lo)\2\l+cos{kxQ)Wj2(u)Y 
On en déduit alors l'expression de l'atténuation acoustique: 
7(x,w) = -20lo^io 
si a -4- 0: 
_
 e
~
fkl° i ^ ß W + poxp] . ^
 2(M,+2MJkX(1 (~l)Mfsh[2ax0) 
2cos(kx0) \ sh [2(M/ + 2)û*o] SÄ [2(M; + 2)ax0] 
(3.78) 
-){x,u>) = 20logl0 2(Mf + 2)\cos{kxo)\ j l _ (__l)M / e2(M /+2)jfcxo| (3.79) 
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On remarque alors que si a est nul (c'est-à-dire si les parois du guide sont parfaitement 
rigides), il existe des fréquences singulières pour lesquelles il y a augmentation de l'énergie 
acoustique pour toute longueur du filtre de contrôle. Ces fréquences fm ont pour expression: 
/ - = ^ r (3-80) 
Si le coefficient de perte a est strictement positif, l'atténuation tend vers l'infini à toutes les 
fréquences lorsque M¡ tend vers l'infini, y compris aux fréquences singulières. 
3.6 Fréquence d'échantillonnage 
Nous allons présenter ici de manière simplifiée l'effet de la fréquence d'échantillonnage 
(égaie à —) . 
9 
Nous allons considérer ici que l'effet de la fréquence d'échantillonnage consiste à rem-
placer la distribution de Dirac 5(t) par la fonction Ig(t) = 4-
À. g 
l'expression de Wj2{t) où H{t) est la fonction de Heavisyde. 
Le nouveau filtre de contrôle Wj${t) devient alors: 
H(t + f ) - H(t - £ ) ] dans 
WMt) = ~2Ê- ^{-lfJ^§Çl±^ÀlAt - (2i + 1)7*) (3.81) 
S sh[2{M} + 2)axa\ 
Nous allons définir Ig le scalaire: 
*>= ¥ / z*e dt = —àr1 ^3-82) 
On peut maintenant écrire la transformée de Fourier W¡%{u): 
WJM = IgW}2{u) (3.83) 
Les atténuations acoustiques du problème continu et discrétisé seront notées 72(0?) et 
73(u) respectivement: 
72(*,u>) = -2O/o0io(|l + cosÇkx0)Wf2{Lo)\) (3.84) 
73(x,u;) = -20/oo10(|l + Igcos{~kx0)Wf2{u>)\) (3.85) 
Sur les figures 3.7 et 3.8 sont présentées les atténuations 72 et 73 en fonction de la 
fréquence. La fréquence d'échantillonnage pour 73 est de 3000 Hz. 
On obtient ici les influences respectives de la longueur du filtre et de la fréquence d'échan-
tillonnage. 
Lorsque la longueur du filtre de contrôle est faible (25 ms), le facteur limitant est la 
longueur du filtre. Les atténuations 72 et 73 sont alors identiques. 
Lorsque la longueur du filtre est grande (200 ms), le facteur limitant est la discrétisation 
et 73 » -20/o9io(l - Ig). 
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FlG. 3.7 - Atténuation acoustique 73(2,0;) avec une longueur dt filtre T¡ variant de 25 ms 
à 200 ms avec la solution du problème continu. 
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FlG. 3.8 - Atténuation acoustique 73(2,0;) avec une longueur de filtre Tj variant dt 25 ms 
à 200 ms avec une fréquence d'échantillonnage dt 3000 Hz. 
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3.7 Problème discretisé 
Dans les cas pratiques, le domaine fréquenciel d'étude est compris dans une fenêtre de 
pulsations [wj ,^ ] - Un filtre passe-bande permet de filtrer les mesures au microphone d'erreur. 
Pour simuler ce filtrage numériquement, on choisit de multiplier Zp(u>) et ZS(UJ) par le filtre 
passe-bande F(u>) = l[w¡tU3] + l f-^.-w,]-
Réécrivons la fonctionnelle J: 
J = c + 2 / ' W(r)b{r)dT + f ' f ' W(T2)a(T2 - n)W'{r^dnd^ Jo Jo Jo 
avec 
b(r) = Ap(^~\ Re [ - p cos(kx0)e-^Tdw 
PQCQX 
_ — 2ax 
= A, 
a(r) — Ap 
= A, 
e
ax
° x0,e-
ax
° x0 
—-I(T -7T)+ ~-r— I(T + —) 
„-2ar 
(PQCQ\2 \ch{2ax0) .. , 1 _, 2x0. / Q 
V S 
0 - 2 0 T E 
1 /(T) + j / ( T _ = ) + j / ( T + ^ ) -—2ax 
(3.86) 
(3.87) 
Nous considérons toujours une longueur de filtre Tj et une fréquence d'échantillonnage 
—. Le filtre de contrôle W discrétisé s'écrit alors: 
Mg 
W(t) = Y, W* [H{t - iT„) - H(t - (i + l)Tg)] 
t=0 
(3.88) 
OÙ Mg = E T, 
iTsJ 
- 1 . 
On peut alors réécrire la fonctionnelle J : 
M0 M g Mg 
J = c + 2J2 WM + Y, E WiAijWj 
«=0 ! = 0 j = 0 
(3.89) 
avec 
A 
', = j 9b(r)dr*Tgb(iTg + ^) 
U>+l)Ts rU+l)T9 
a = I / a(T2 - T^dndTi * T¡a{(j - i)Tg) 
JtTS JjTg 
(3.90) 
Notons W , B et A les vecteurs et matrice de composantes W,-, B¡ et A%J respectivement. A 
a la forme d'une matrice de Toeplitz et le nombre d'opérations pour l'inversion est en Mg 
opérations. 
Un vecteur W qui minimise J vérifie alors l'équation matricielle: 
A W = - B (3.91) 
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Il s'avère que le problème admet une infinité de solutions et que la matrice A n'est pas 
inversible. Montrons donc que le problème admet une infinité de solutions. Pour cela il nous 
faut réécrire la fonction de coût J: 
(3.92) 
J = E\p2(xJ)} 
i r r°° 
= — E / \p(x,u)\2duj 
¿TT U-OG 
1 1 rao 
O ¿TT J —co 
= lûTT I \ZP(u) + W{u>)Z.(u>)\2du+ \Zp(u) + W(u;)Za(uj)\2ao 
Notons W*(t) une solution du problème de minimisation. Soit W(t) tel que: 
W(t) = 0 t < 0 
W{t) = 0 t>Tf 
W(iû) = 0 U>x < U) < LÜ2 et — LÚ2 < UJ < —Wi 
On voit alors que Wm(t) + W(t) est aussi solution. 
Pour avoir unicité de la solution, nous rajoutons à J(W) le terme 
Jt = eE I / k{t-T)W(T)dr 
signal primaire filtré par g(t) — 8(t) — I(t) dont la transformée de Fourier est G(ui) = 
1[-OO,-U/2]U[-WI.Ü;I]U[Ü;Í,OO]- O n montre de même que précédemment que: 
(3.93) 
où e est une petite constante positive et h(t) est le 
/ jWV)j2du; + / |U^(u;)|2£L; + / \W{uj)\2áo (3.94) 
La minimisation doit donner une solution Wu telle que: 
W,(u) - 0 a ;€ [ -oo , -w 2 ]U[-w l , v j 1 ]U[w2,oo] (3.95) 
3.7.1 Application numérique et mesures 
Pour l'application numérique, nous avons choisi pour l'étude la bande passante [100,400] 
Hz et une fréquence d'échantillonnage à 3000 Hz. Les longueurs de filtre T¡ testées sont encore 
25, 50, 100 et 200 ms. Après inversion de la matrice A, nous obtenons W et déterminons le 
filtre Wf4(t): 
M„ 
Wf4(t) = £ Wt[H(t - iT3) - H(t - (i + l)T,)) (3.96) 
Î = 0 
Le calcul de Wf4{u>) se fait grâce à une Transformée de Fourier Rapide où Af et Af sont 
égaux à 0.11 Hz et 1.7 10~2 ms respectivement (soient 524 288 points). 
On peut alors calculer l 'atténuation 74(0?): 
7 4 ( i , w) = -2O/0#1O(|1 4- cos(kx0)Wj4(cû)\) (3.97) 
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Les résultats des calculs et des mesures pour l'atténuation 74 sont présentés sur les figures 
3.9 et 3.10 respectivement. On constate une bonne prédiction par les calculs même si la 
terminaison aval est modélisée ici comme anéchoique alors qu'elle est plutôt réfléchissante 
à ces fréquences. Les mauvais résultats entre 100 et 150 Hz sont dus aux limites basses 
fréquences du microphone unidirectionnel utilisé. 
On constate aussi que les résultats sont proches de ceux du problème précédent donné par 
la formule analytique de 73. Cette formule analytique peut donc décrire de façon suffisamment 
précise les limites d'un contrôle actif avec une terminaison amont réfléchissante. 
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3.8 Dispositif expérimental 
Nous avons vu les limites du contrôle actif en terme d'atténuation dans un guide d'onde 
droit. Nous avons seulement mis en évidence les limites dues à l'algorithme de contrôle 
(longueur du filtre de contrôle et fréquence d'échantillonnage). 
Dans les sections qui suivent, nous allons modéliser la propagation et le contrôle actif 
sans tenir compte de ces facteurs mais en ajoutant les effets des modes d'ordre supérieur. 
Nous verrons que les ondes evanescentes peuvent alors aussi limiter l'efficacité du contrôle 
en-dessous de la première fréquence de coupure. Nous verrons ensuite l'intérêt d'associer 
contrôle passif et contrôle actif. 
Nous allons nous intéresser maintenant aux contrôles passif et actif dans quatre configu-
rations: un guide d'onde droit, un guide d'onde droit avec absorbant, un guide d'onde avec 
un résonateur quart-d'onde transversal et enfin un coude. 
Pour nos systèmes de gaine (voir figure 3.11), les guides droits ont tous la même section 
(Ly = 0.3m et Lz = Q.3m). Le matériau absorbant est de la laine de roche de 3 cm d'épaisseur. 
Les parois du guide sont fabriquées en matériau sandwich fibre de verre-epoxy et renforcées 
par des raidisseurs en 0. La bande de fréquence de l'étude est [100,800] Hz. A ces fréquences, 
il y a au plus trois modes propagatifs et les trois premières fréquences de coupure sont 
/oi = 573 Hz, /jo = 573 Hz et fn = 810 Hz. 
Trois microphones d'erreur sont placés sur la section SQ située à la distance LQ = 0.5m 
en amont de la terminaison. 
Trois haut-parleurs sont placés le long de la gaine. Ils sont alimentés par un amplificateur 
de 20 W piloté par un signal filtré par un filtre passe-bas du quatrième ordre avec une 
fréquence de coupure à 1000 Hz. La forme des haut-parleurs est circulaire de diamètre 30 
cm. Par simplicité, ils sont modélisés comme des sources de forme carrée. 
Un haut-parleur est placé à la terminaison amont et représente la source primaire. Il est 
piloté par un signal aléatoire stationnaire dont la densité spectrale est fixée de telle sorte que 
le débit qp[u) soit indépendant de la fréquence. 
Le système de contrôle est bâti autour d'un Macintosh Quadra avec une carte DSP dont le 
processeur est le TMS320C30. Le DSP est relié à une carte d'entrée et de sortie. L'algorithme 
de contrôle est l'algorithme classique X-LMS. Une ou deux voies de sortie sont reliées aux 
haut-parleurs. Quatre voies d'entrée sont utilisées. Trois d'entre elles sont utilisées par des 
microphones d'erreur. La dernière est le signal de référence de l'algorithme X-LMS qui est 
pris directement du signal primaire. 
La fréquence d'échantillonnage est 4000 Hz. Le filtre du chemin acoustique et le filtre 
de contrôle ont chacun 100 coefficients. Leur longueur temporelle est donc de 25 ms. Cette 
longueur est la longueur limite pour que le système de contrôle puisse fonctionner en temps 
réel. 
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FlG. 3.11 - Quatre geometries: guide d'onde droit, guide d'onde droit avec absorbant, coude 
et résonateur transversal quart-d'onde. 
3.9 Contrôle passif 
Nous introduisons à nouveau une fonction de coût J représentant la somme des carrés 
des modules des ondes acoustiques se propageant vers l'aval en régime harmonique. 
l=c Js° 
(3.98) 
où p+ est la partie de la pression provenant d'ondes se propageant vers l'aval. La section 
de référence est située à la distance LQ (X = xr) de la terminaison. Dans les applications 
pratiques, M microphones d'erreur unidirectionnels sont situés dans la section de référence du 
segment droit précédant la terminaison amont. Gardant les M premiers modes et négligeant 
les modes d'ordre supérieur, des poids ßj et des positions (yj, zj) des microphones d'erreur 
peuvent être trouvés dans certains cas (Annexe D) pour remplacer l'intégration sur la surface 
So par une sommation en des points discrets: 
M - l 
J = Y. ßi\p+(x^yhzi)\' 
1=0 
(3.99) 
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FlG. 3.12 - Positions des microphones d'erreur dans la section SQ. 
Dans nos applications M est égal à 3. Les positions des microphones dans le pian (x — x«) 
et 
L L L L 
est visualisée sur la figure 3.12. Les coefficients ßj pour le calcul de J sont y z , —-—-
L L 
v
 respectivement (voir Annexe D). 
La fonction de coût quadratique J est mesurée d'abord sans contrôle, cela veut dire avec 
la contribution du champ primaire seul. Le coefficient de perte a prend la valeur 0.08 m - 1 
pour le calcul. Par simplicité ce coefficient est encore pris indépendant de la fréquence et 
du mode. Dans cette section, la gaine standard (guide droit) est comparée avec d'autres 
geometries. L'indice de performance J permet de comparer la capacité des discontinuités 
réactives et des revêtements absorbants à réduire le niveau de bruit rayonné en-dehors de la 
gaine. 
3.9.1 Guide droit 
La figure 3.13 représente l'indice de performance J en fonction de la fréquence pour un 
guide d'onde droit. La ligne en trait gras représente les calculs et la ligne en trait fin les 
mesures. Si la terminaison était anéchoique, le niveau de bruit et l'indice de performance J 
auraient dû être constants en fonction de la fréquence. Puisque la terminaison est partielle-
ment réfléchissante (spécialement à basses fréquences), des pics de résonance apparaissent. 
Les fréquences de résonance peuvent être déterminées à basses fréquences. Quand la fré-
quence est assez basse, la terminaison aval peut être modélisée par une condition aux limites 
de type surface libre. Les fréquences de résonance ont alors les valeurs suivantes / i = ^2w'4¿ ° 
avec ni entier et L\ la longueur de la gaine. Dans notre exemple, l'écart entre les pics de fré-
quence est A / i = 61 Hz. Le coefficient de perte a été modélisé indépendant de la fréquence. 
Le coefficient de perte est supposé être valable pour toutes les configurations. 
3.9.2 Discontinuités réactives 
Un coude peut être considéré comme un silencieux réactif. C'est-à-dire que l'onde inci-
dente est réfléchie partiellement à la discontinuité. Dans notre expérience (figure 3.14), un 
pic apparaît à la fréquence de coupure /oi. Le niveau de J y est supérieur à celui du guide 
droit. Ce phénomène est expliqué par Hudde (1985 [33]). Un coefficient de transmission dans 
la matrice de diffusion D_ peut dépasser l'unité. Il n'y a pas de contradiction avec les lois de 
87 
- • , - - , I , , 1 , . . . , . . 
A A A ft A *\ A 
/ 
Calcul 
i , , - i 
i 
0 
W W / j^i/ I, 
Mesure 
¡ 
VT, / j 
/ \ / A — / 
200 
a, 
CQ 
-o 
800 400 600 
FREQUENCE (Hz) 
F I G . 3.13 - Calculs et mesures du niveau de 
performance J pour le guide droit. 
200 400 600 
FREQUENCE (Hz) 
FlG. 3.15 - Calculs et mesures du niveau de 
performance J pour le résonateur transversal. 
800 
1 I 1 • , , ,
 T ,.-
-f\ h 
V W ^ 
" \ \ 
1 
. . A ^ -
V , 
200 
200 800 400 600 
FREQUENCE (Hz) 
FlG. 3.14 - Calculs et mesures du niveau de 
performance J pour le coude. 
400 600 
FREQUENCE (Hz) 
FlG. 3.16 - Calculs et mesures du niveau de 
performance J pour le guide droit avec absor-
bant. 
800 
88 
FlG. 3.17 - Mesures du coefficient d'absorption de la laine de roche en fonction de la fré-
quence. 
conservation de l'énergie puisque cet effet apparaît avant la fréquence de coupure et les modes 
évanescents ne transportent pas d'énergie. Nos résultats (figure 3.15) confirment aussi que 
le résonateur transversal peut atténuer le bruit dans des bandes étroites de fréquence. Ces 
fréquences sont données par la formule suivante: fe = 4¿ ° a v e c n3 entier et L3 est la 
longueur du résonateur (1994 Okamoto[60]). Dans notre exemple les premières fréquences 
sont 172, 286, 400 et 515 Hz. Dans le résonateur comme dans le coude, l 'atténuation globale 
ne dépasse pas cependant 1.5 dB. 
3.9.3 Revêtements absorbants 
Avec des revêtements absorbants, une atténuation par absorption passive se produit 
spécialement à hautes fréquences. Cette atténuation atteint 15 dB à 20 dB au-delà de 500 
Hz (voir figure 3.16) tandis qu'aucune atténuation significative n'est observée en-dessous de 
400 Hz. L'atténuation globale est alors de 2.7 dB. Le coefficient d'absorption et la valeur de 
l'impédance utilisés dans le modèle numérique sont déterminés expérimentalement dans un 
tube de Kundt avec un échantillon de laine de roche. Il s'avère qu'un coefficient de résistance 
à l'écoulement a = 50 peut bien caractériser ce matériau (Deîany et Bazley 1970 [16]). Sur 
la figure 3.17 sont représentées les mesures du coefficient d'absorption pour deux épaisseurs 
de laine de roche (3 et 6 cm) ainsi que les courbes tirées du modèle de Delany-Bazley (en 
gras). 
3.9.4 Erreurs expérimentales 
Les erreurs entre les résultats des simulations et des mesures ont deux origines principales: 
- La modélisation de la propagation avec un coefficient de perte le long des parois est 
une approximation. Un modèle complet de propagation tenant compte de l'impédance 
de paroi a été utilisé seulement pour le calcul de la propagation avec absorbant. 
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- La terminaison aval du guide a été modélisée comme un guide débouchant sur un plan 
infini réfléchissant. Le modèle considère que l'espace extérieur au guide est un espace 
en champ libre. Comme ce n'est pas le cas, une partie du bruit rayonné est susceptible 
d'être réfléchie par les murs de la salle de mesure et retrouvée aux microphones. 
3.10 Avantages du contrôle hybride 
Nous allons comparer les mesures et simulations du contrôle actif pour les quatre geo-
metries. Dans les simulations, nous ne tenons pas compte des contraintes de causalité, de la 
longueur des filtres ni de la discrétisation. Les calculs se feront alors en régime harmonique 
même si les mesures ont été effectuées avec un signal large-bande. Nous pourrons ainsi mettre 
en évidence d'autres facteurs pouvant limiter l'efficacité du contrôle actif (en particulier les 
ondes evanescentes). 
Nous n'examinerons numériquement que le contrôle avec une unique source secondaire 
de débit qs. Le débit de la source primaire est toujours noté qp. La fonction de coût s'écrit: 
M - l 
(^9.)= EK^K^f (3-100) 
Nous écrirons aussi (d'après l'équation 1.120): 
( t f ) / = 9 P ( * £ ) / + <?.(#)/ (3.101) 
Le débit qs qui minimise J(qs) a alors pour expression: 
A f - l 
E \<rklLonbî)i(K)i 
gs = ~qPJ^-ï (3.102) 
E K^lW)/!2 
1=0 
Dans les applications numériques, nous calculerons J{qs)-
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3.10.1 Guide droit 
Les figures 3.18 et 3.19 (figures 3.20 et 3.21) présentent les résultats de simulations 
(mesures) de contrôle actif avec une source secondaire pour le guide d'onde droit. 
Aucune atténuation significative n'est trouvée au-delà de la première fréquence de cou-
pure (573 Hz) car les sources secondaires qui sont placées le long des parois excitent, à ces 
fréquences, principalement un mode antisymétrique et ne peuvent donc pas contrôler l'onde 
plane. 
En-dessous de la fréquence de coupure, un bon contrôle est at tendu. A des fréquences 
singulières, l'effet du contrôle est cependant réduit. L'existence de ces fréquences singulières 
est expliquée dans des travaux précédents {Stell 1994 [74], Laugesen 1995 [44]). Les pics sont 
dus aux réflexions à la terminaison amont. Les microphones d'erreur mesurent en effet les 
contributions de deux ondes venant de la source secondaire: d'une part d'une onde directe, 
d 'autre part d 'une onde se propageant initialement vers l 'amont et réfléchie à la terminaison. 
La somme des deux contributions peut avoir une composante modale faible à ces fréquences 
singulières. Une grande amplitude de la source est alors nécessaire pour le contrôle de ce 
mode et des ondes evanescentes sont fortement excitées. 
Ces pics émergent aux fréquences: / 2 = ^J(^f^)2 + (j?~)2 + il*")2 o u ^2 est la distance 
de la source secondaire à la terminaison et n, ny, n2 sont des entiers. Pour la source 1, trois 
pics principaux apparaissent aux fréquences 191, 318 et 445 Hz. Pour les sources 2 et 3, 
quatre pics principaux apparaissent aux fréquences 156, 260, 364, 468 Hz. Stell and Bernard 
proposent que les sources secondaires soient situées près de la terminaison afin de réduire le 
nombre de ces pics. Les simulations montrent que le facteur négatif des ondes evanescentes 
est particulièrement important lorsque la source est proche des microphones d'erreur. Le 
contrôle avec la source 1 est en effet meilleure qu'avec la source ¿* 
La présence d'ondes evanescentes ne peut cependant expliquer à elle seule l 'amplitude 
des pics observés sur les mesures. L'effet prépondérant est en fait ici la longueur du filtre 
de contrôle qui limite l 'atténuation active aux mêmes fréquences. Nous voyons ici que deux 
facteurs totalement indépendants (la longueur des filtres et les ondes evanescentes) limitent 
refficacité du contrôle actif aux mêmes fréquences critiques. 
Alors que les ondes evanescentes limitent le contrôle principalement aux fréquences proches 
de la fréquence de coupure, l'effet négatif de la longueur du filtre W est aussi marqué à basses 
fréquences qu'aux fréquences proches de la fréquences de coupure. 
Les figures 3.22 et 3.23 présentent les mesures pour le guide droit avec deux sources. 
Laugesen (1995 [44]) prétend qu'il est favorable d'étaler les sources secondaires le long de la 
gaine au lieu de les placer dans la même section transversale. Cette hypothèse est confirmée 
par nos mesures et simulations en-dessous de la fréquence de coupure. L'intérêt d'étaler les 
deux sources le long du guide est que l'on constitue ainsi une source directive et on élimine 
ainsi l'effet négatif de la réflexion amont. 
Au-dessus de la fréquence de coupure, les performances du contrôle actif restent faibles 
car les sources secondaires excitent principalement l'onde antisymétrique alors que l'onde 
primaire est plane. 
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3.10.2 Revêtements absorbants 
Les figures 3.24 et 3.25 représentent les résultats des simulations et des mesures pour le 
guide droit avec un revêtement absorbant et un contrôle actif avec la source 3. Les pics de 
résonance ont disparu. Il s'avère que les revêtements absorbants ont ici deux avantages. 
D'abord un effet passif à hautes fréquences au-dessus de 500 Hz car l'onde transmise est 
réduite. 
Ensuite une amélioration des performances du contrôle actif à basses fréquences où l'effet 
négatif de la réflexion amont est largement atténué du fait de l'augmentation du coefficient 
de perte. En augmentant le coefficient de perte, les effets de la longueur du filtre de contrôle 
et des ondes evanescentes ont ainsi été limités. 
Tous ces effets cumulés permettent d'obtenir une atténuation globale proche de 20 dB par 
rapport à un guide droit sans revêtement ni contrôle actif. Ces mesures mettent en évidence 
la complémentarité des contrôles passifs et actifs. 
Le contrôle est ici principalement limité par la discrétisation en-dessous de la fréquence 
de coupure. 
3.10.3 Résonateur transversal 
Examinons d'abord le travail de Okamoto (1994 [60]) pour une onde plane. Pour une 
terminaison rigide, il détermine l 'amplitude de la source secondaire pour obtenir une pression 
nulle à la sortie du guide q5(u) = ~cos(kLz)qp{^) où ¿3 est la longueur du résonateur. Le 
résonateur est supposé proche de la terminaison. Il trouve que l'amplitude de la source 
secondaire qs s'annule à certaines fréquences correspondant aux fréquences de résonances du 
résonateur pour lesquelles l'onde primaire est annulée sans contrôle actif, c'est-à-dire par 
l'effet passif du résonateur seul. Plus généralement, si la longueur entre le résonateur et la 
terminaison est notée L2, l'équation précédente devient qs(u;) = ~ ^ L L 3 W P ( U ? ) -
L'amplitude minimale de la source est toujours trouvée près des fréquences de résonance 
/ 3 du résonateur. En revanche, de fortes amplitudes de source peuvent être obtenues aux 
fréquences critiques f2. A ces fréquences, les ondes evanescentes peuvent être largement 
excitées et le contrôle actif est limité. 
Nous allons examiner deux cas où l'effet négatif des fréquences critiques peut être sup-
primé. 
Examinons d'abord notre exemple avec la source 1 située à l'extrémité du résonateur. La 
configuration est optimale car (L2 = 0) et aucun pic ne doit apparaître dans le domaine de 
l'onde plane. 
Lorsque la longueur de réflexion L2 est non nulle, on peut aussi tirer avantage d'un 
résonateur en choisissant sa longueur de telle sorte que les fréquences de résonance / 3 cor-
respondent aux fréquences critiques / 2 , Le cas idéal est un système avec une longueur de 
réflexion égale à la longueur du résonateur (i-2 = £3). Dans ce cas, gs(u>) = — qv[u)) et il n'y 
a pas de fréquences critiques. 
Dans les deux cas (¿2 = 0) et (¿2 — £3), il faut remarquer la contradiction entre 
l'emplacement optimal de la source secondaire et les contraintes de causalité qui ne sont 
pas introduites ici. Dans nos mesures, nous avons ajouter un délai pour s'affranchir de la 
contrainte de causalité. 
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la source 1 dans le résonateur. la source 1 dans le résonateur, 
400 600 80CT 200 400 600 
FREQUENCE (Hz) FREQUENCE (Hz) 
FlG. 3.27 - Calculs avec et sans contrôle par FlG. 3.29 - Mesures avec et sans contrôle par 
la source 2 dans le résonateur. la source 2 dans le résonateur. 
800 
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Examinons maintenant l'effet de ia longueur du filtre pour les deux cas précédents. Dans 
et le deuxième (L2 = ¿3) le premier cas (L2 = 0) W(t) = — - 5(t - £ ) + S(t + £ ) 
W(t) = —S(t). On remarque ici que W(t) = 0 pour t > — et t > 0 pour le premier et 
Co 
deuxième cas respectivement. La longueur du filtre n'est donc pas limitante dans les deux 
cas. 
Dans les figures 3.26 et 3.28, la source 1 est utilisée. Aucune fréquence critique / 2 n 'ap-
paraît et un bon contrôle est obtenu dans le domaine de l'onde plane. 
Dans les figures 3.27 et 3.29, la source 2 est utilisée. Il est vérifié qu'une position perfor-
mante pour une source secondaire dans le résonateur est seulement proche de son extrémité 
comme la position 1. Pour les autres positions, des ondes stationnaires peuvent exister. Pour 
la position 2, des fréquences critiques apparaissent à 191, 318 et 445 Hz. Pour la position 3, 
des fréquences critiques apparaissent à 143, 239, 334 et 429 Hz. 
3.10.4 Coude 
En-dessous de la fréquence de coupure, le résultat du contrôle actif est indépendant de la 
source primaire (c'est-à-dire du vecteur <Ç). Dès que l'onde primaire devient multimodale, 
la distribution spatiale de la source primaire influence le résultat du contrôle actif. 
Dans notre exemple, l'onde primaire est plane. Les conclusions de notre étude auraient 
été différentes pour toute autre excitation primaire. Notre étude peut donner cependant des 
indications sur l 'importance de certains paramètres comme la position de la source ou la 
géométrie de la discontinuité dans le contrôle actif du bruit. 
Avec une source secondaire, au-dessus de la fréquence de coupure, aucun contrôle n'est 
mesuré pour le guide d'onde droit avec ou sans revêtement, avec ou sans résonateur. Ce 
résultat était at tendu car trois modes sont propagatifs à ces fréquences (en pratique seuls 
deux sont excités du fait de ia symétrie des distributions surfaciques de sources). De plus des 
sources secondaires placées sur les parois du guide ne peuvent contrôler Fonde plane pour 
une fréquence autour de la fréquence de coupure car ces sources excitent principalement le 
mode antisymétrique. 
Avec le coude (figures 3.30 à 3.33), un résultat remarquable est obtenu autour de la 
fréquence de coupure. A ces fréquences, le niveau de performance du contrôle J , sans contrôle, 
présente un pic. L'onde se propageant vers l'aval est principalement antisymétrique après le 
coude. Parmi les trois positions de sources candidates, seule la position 3 excite une onde 
purement antisymétrique et un bon contrôle est obtenu. La position 1 fournit une atténuation 
moyenne alors que la source 2 est incapable de contrôler Fonde primaire car elle excite une 
onde plane après le coude. Cet exemple montre ia possibilité de contrôler Fonde primaire 
avec une seule source secondaire au-dessus de ia fréquence de coupure si la géométrie et la 
position de la source secondaire sont adaptées à la distribution spatiale de Fonde primaire. 
Nous mettons en évidence la possibilité d'utiliser l'effet de diffusion des discontinuités. L'onde 
plane est ici diffusée en une onde antisymétrique, plus facile à contrôler. 
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FlG. 3.30 - Calculs avec et sans contrôle par 
la source 2 dans le coude. 
200 600 400 
FREQUENCE (Hz) 
FlG. 3.32 - Mesures avec et sans contrôle par 
la source S dans le coude. 
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FREQUENCE (Hz) 
FlG. 3.31 - Calculs avec et sans contrôle par 
la source 3 dans le coude. 
200 600 400 
FREQUENCE (Hz) 
FlG. 3.33 - Mesures avec et sans contrôle par 
la source 3 dans le coude. 
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controle 
guide droit 
résonateur 
coude 
absorbant 
TAB. 
contrôle 
guide droit 
résonateur 
coude 
absorbant 
Passif 
0.0 
-1.0 
0.3 
0.3 
1 
5.9 
6.6 
9.8 
15.7 
2 
7.3 
5.5 
7.0 
15.0 
3 
6.6 
7.5 
10.9 
18.4 
1-2 
9.1 
12.0 
15.7 
13.7 
1-3 
10.1 
10.5 
16.4 
18.7 
3.2 - Atténuation (dB) 100-573 Hz. 
Passif 
0.0 
0.7 
3.2 
19.9 
1 
1.1 
1.6 
7.1 
20.6 
2 
1.5 
3.0 
4.5 
18.6 
3 
1.7 
3.0 
6.4 
19.9 
1-2 
4.7 
3.0 
8.7 
24.0 
1-3 
2.9 
4.7 
9.7 
23.3 
• 
2-3 
7.4 
12.9 
15.0 
17.3 
2-3 
4.7 
6.7 
6.3 
24.3 
TAB. 3.3 - Atténuation (dB) 573-800 Hz. 
3.10.5 Résultats 
Les tableaux 3.2 à 3.4 présentent un résumé de l'atténuation passive et globale (passive 
+ active) avec différentes combinaisons de sources. La configuration "standard" est le guide 
droit sans contrôle. Dans les tableaux 3.2 et 3.3 les atténuations en-dessous et au-dessus la 
fréquence de coupure sont séparées. 
contrôle 
guide droit 
résonateur 
coude 
absorbant 
Passif 
1 0.0 
-0.1 
1.3 
2.7 
1 
3.2 
4.4 
8.4 
17.2 
2 
3.9 
4.7 
5.6 
16.2 
3 
3.8 
5.6 
8.4 
19.0 
1-2 
6.7 
6.9 
11.4 
15.7 
1-3 
5.6 
7.8 
12.3 
19.7 
2-3 
6.1 
9.9 
9.3 
18.8 
TAB. 3.4 - Atténuation (dB) 100-800 Hz. 
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3.11 Gaine de ventilation TGV 
Nous allons étudier numériquement l'efficacité du contrôle actif dans la gaine TGV. Deux 
sources secondaires seront modélisées comme des densités de source monopôlaires surfaciques 
réparties sur les surfaces 1 et 2 (en orange sur la figure ci-contre). Nous allons procéder en 
trois étapes: 
- Calcul de la matrice de diffusion de la discontinuité. 
- Calcul de l 'atténuation passive en fonction du coefficient de réflexion amont. 
- Calcul de l 'atténuation active en fonction du coefficient de réflexion amont et de la 
position de source. 
3.11.1 Matrice de diffusion 
Les sections rectangulaires des sections SA et SB amont et aval de la discontinuité ont 
pour dimensions respectives: 
- Section SA- Ly=0.10 m et Lz = 0.34 m. 
- Section SB- Ly=0A4 m et Lz = 0.46 m. 
Les fréquences de coupure respectives sont: 
- Section SA: / O I = 5 0 5 HZ, /O2=1010 HZ et / 0 3=1515 Hz. 
- Section SB: /oi=373 Hz, /0 2=747 Hz et /o3=1120 Hz. 
Le calcul de la matrice de diffusion a été effectué sur une bande de fréquence [Q-600]Hz à 
l'aide d'un maillage comportant environ 600 Noeuds et en retenant les N (pris égal à 4) 
premiers modes de part et d'autre de la discontinuité. Nous avons tracé (figure 3.35) les 
modules des deux premiers coefficients Too e t Toi e n fonction de la fréquence. Ces coefficients 
donnent le module de l'onde plane (respectivement antisymétrique) transmise pour une onde 
plane incidente unitaire. Nous allons définir l'erreur numérique Rt. La conservation du flux 
de l'énergie acoustique dit que: 
- \ l Re{p{y,z)v'{y,z).n)dydz = \ f Re(p(y,z)v»(y,z).n)dydz (3.103) 
Z JSA ¿> JSg 
où n est le vecteur normal extérieur pour la frontière de la discontinuité. L'équation 3.103 
donne: 
i=N-l i-N-ï i=N-l 
T Im(kf)\af\2= Yl Im{kf)\a-\2 + £ im(kf)\bt\2 (3.104) 
t=0 i=0 t=0 
En considérant que l'onde incidente est composée exclusivement d'une onde plane, on obtient: 
T = '=E ' ^ W f + Î=E ' i ^ « = 1 (3.105) 
=o "" t=o *• Ni 
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Or le manque de précision du calcul numérique fait que l'égalité n'est pas obtenue numéri-
quement. Nous pouvons donc qualifier la précision du calcul en introduisant Rt = 1 — Tt. La 
figure 3.35 présente i?£ en fonction de la fréquence. On s'aperçoit que l'erreur peut atteindre 
10% au-delà de 500 Hz. Nous avons alors multiplié par 4 la densité du maillage (environ 2400 
noeuds) et calculé l'erreur pour la fréquence 550 Hz. Les résultats montrent que nous avons 
diminué l'erreur d'un facteur 3 en augmentant la densité du maillage. Cet exemple montre 
qu'il est parfois nécessaire d'utiliser une densité de maillage bien supérieure à 5 noeuds par 
longueur d'onde pour obtenir une précision satisfaisante. Nous nous contenterons néanmoins 
des résultats obtenus avec 600 Noeuds en sachant que les résultats au-delà de 300 Hz doivent 
être considérés avec prudence. Nous n'avons pas pu utiliser une densité de maillage supé-
rieure sur toute la gamme fréquencielle de l'étude du fait du manque de puissance de calcul 
disponible et du manque de capacité de stockage des résultats. 
3.11.2 Contrôle Passif 
Pour simplifier les calculs, nous allons considérer que la section SB est munie d'une 
terminaison anéchoique (la matrice RB est prise égale à 0). Nous allons ensuite considérer la 
section SA comme une terminaison amont du chapitre 1. 
a+ = RAa~ + qpa+ (3.106) 
Nous choisirons a^ une onde plane et R¿ une matrice unitaire multipliée par une constante. 
RA représentera maintenant cette constante et prendra successivement les valeurs 0, 1 et 0.9 
(on considérera une terminaison anéchoique, réfléchissante ou partiellement réfléchissante). 
Le critère J du chapitre 1 sera évalué en effectuant une sommation sur les N premiers modes 
dans la section SB- Nous ne tiendrons pas compte du couplage éventuel vibro-acoustique. 
Nous allons d'abord nous placer dans le domaine de l'onde plane et examiner l'effet passif 
de la discontinuité. Nous allons donc comparer l'énergie rayonnée vers l'aval ER avec une 
discontinuité et EQ avec un guide droit. 
£H = - ô / Re{p{y,z)v"{y,z).ii)dydz = ~ f Re{p{y,z)v'(y,z).n)dydz (3.107) 
¿ JSA ¿ J$B 
On trouve que: 
Nous savons aussi que: 
^ = ^ 7 r ( i 4 ! 2 - ! % l 2 ) (3.108) 
4 = RAaö + qPa+ ^ m ) 
ÛQ ~ ®AA®ó 
DAA est ici un scalaire définissant la reflection d'une onde plane au travers de la discontinuité. 
On trouve alors: 
1 1-\D I2 
M i U „+¡2 E
*=^-fli;:,!^ (3-no) 
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D'où: 
_ ER l~\DAA\2 
J-R = -pr — 
EQ \1-RADS-V MJ^AA 
(3.111) 
Terminaison arnont anéchoique: RA — 0. 
L'équation 3.111 donne alors: 
ER TR = ^ = 1~\DAA\2=\DBA\2<1 (3.112) 
On vérifie que la discontinuité fournit toujours une atténuation passive dans ce cas. C'est 
ce que l'on trouve sur ia figure 3.36 en-dessous de la première fréquence de coupure, c'est-à-
dire dans le domaine où le mode plan est le seul mode propagatif. La fonction de coût J a 
toujours un niveau inférieur au niveau de référence du guide d'onde droit (niveau 0 dB). 
Au-delà de la première fréquence de coupure, nous savons qu'il existe des coefficients de 
transmissions supérieur à 1 sans que le principe de conservation de l'énergie soit violé. Des 
niveaux de pression supérieurs au cas du guide droit peuvent alors être relevés. 
Terminaison amont réfléchissante: RA = 1. 
L'équation 3.111 donne alors: 
TR = 
ER l~\DAA\ 1 - Re2(DAA) - Im\DAA) 
E0 jl - DAA\2 1 + Re2(DAA) + im2(DAA) - 2Rë(DAA) (3.113) 
Nous allons examiner dans le plan complexe (Re(DAA),Im{DAA)) quelle est la courbe 
TR(DAA) = 1. C'est le cercle d'équation cartésienne dessiné sur la figure 3.34: 
n 
Re(DAA) - -
2
 + lm\DAA) = i1-)2 (3.114) 
On constate donc qu'il existe un domaine dans le plan complexe (Re(DAA),Im(DAA)) où 
Aim(EU 
RedU 
FïG. 3.34 - Domaines d'augmentation et dlatténuation passive du bruit. 
TR > 1. Cela signifie que la discontinuité est susceptible de fournir une augmentation passive 
lorsque RA = 1. C'est ce que l'on constate sur la figure 3.38 où on voit une fonction de coût 
supérieure au niveau de référence du guide d'onde droit. 
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FREQUENCE (Hz) 
FlG. 3.35 - Module des coefficients de trans-
mission et erreur numérique Rt dans la dis-
continuité de gaine TGV. 
200 400 
FREQUENCE (Hz) 
FlG. 3.37 - Calculs avec et sans contrôle 
du niveau de performance J dans la discon-
tinuité de gaine TGV avec un coefficient de 
reflection amont RA = 0.9. 
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FlG. 3.36 - Calculs avec et sans contrôle 
du niveau de performance J dans la discon-
tinuité de. gaine TGV avec un coefficient de 
reflection amont RA = 0. 
200 400 
FREQUENCE (Hz) 
FlG. 3.38 - Calculs avec et sans contrôle 
du niveau de performance J dans la discon-
tinuité de gaine TGV avec un coefficient de 
reflection amont RA = 1. 
600 
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3.11.3 Controle actif 
Nous avons choisi les sources 1 et 2 comme source secondaire. Nous comparons leur 
efficacité avec la fonction de coût J en fonction du coefficient de reflection amont R¿ pris 
égal à 0, 0.9 et 1 respectivement sur les figures 3.36, 3.37 et 3.38. 
Terminaison amont anéchoique: R¿ = 0. 
On vérifie que le contrôle actif a peu d'effet au-delà de 373 Hz, la première fréquence de 
coupure, avec une source secondaire 1 ou 2. L'effet du premier mode evanescent est fort car 
le guide d'onde droit terminal à une longueur faible: 0.27 m. Une atténuation de 40 dB n'est 
donc obtenue qu'en-dessous de 200 Hz. 
Pour chaque position de source, on constate un pic (vers 250 Hz pour la source 2 et 350 
Hz pour la source 1). Même avec une terminaison amont anéchoique, nous retrouvons des 
phénomènes d'onde stationnaire alors que ce phénomène ne se produirait pas pour un guide 
d'onde droit avec terminaison anéchoique. Ces phénomènes d'onde stationnaire sont dus au 
fait que la discontinuité est partiellement réfléchissante en amont. 
Terminaison réfléchissante: R¿ — 1. 
Lorsque la terminaison est elle-même réfléchissante, ces phénomènes d'onde stationnaire 
apparaissent de manière plus importante. Nous retrouvons aussi la conclusion classique re-
commandant de rapprocher les sources secondaires de la terminaison amont. La densité de 
fréquences critiques est en effet plus faible dans ce cas. La position 1 est donc préférable à 
la position 2. 
3.12 Résumé et conclusion 
Cette étude a montré que l'on peut obtenir une bonne simulation de l'efficacité du contrôle 
actif dans des systèmes complexes incluant des discontinuités, où plusieurs modes se pro-
pagent. 
Nous avons mis en évidence trois facteurs pouvant réduire les performances d'un système 
actif: 
- la fréquence d'échantillonnage de l'algorithme X-LMS. 
- la longueur du filtre de contrôle W de l'algorithme X-LMS et la contrainte de causalité. 
- une terminaison amont réfléchissante. De grandes amplitudes de sources sont néces-
saires pour assurer le contrôle aux fréquences critiques. Les ondes evanescentes sont 
alors largement excitées. 
Nous avons aussi montré que le contrôle actif peut largement bénéficier de l'association 
avec un contrôle passif: 
- l'effet le plus classique est que Tonde primaire transmise peut être réduite (effet dissi-
patif ou réactif). 
- le coefficient de réflexion à la terminaison amont peut être diminué par des revêtements 
absorbants (effet dissipatif ) ce qui permet de réduire partiellement les effets des facteurs 
négatifs cités précédemment. 
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- l'amplitude nécessaire des sources pour le contrôle actif est réduite aux fréquences de 
résonance d'un résonateur (effet réactif), La longueur du résonateur peut être réglée 
de façon à atténuer l'onde primaire aux fréquences critiques. L'effet de la longueur du 
filtre de contrôle W peut être supprimé. 
- l'effet diffusif des discontinuités est montré avec le coude qui transforme un mode plan 
en un mode antisymétrique à la fréquence de coupure. Contrairement à un mode plan, 
ce mode antisymétrique peut être contrôlé par une source située le long des parois. 
Il faut aussi souligner qu'un bon placement d'une ou de plusieurs sources secondaires peut 
largement améliorer l'efficacité du contrôle actif, ce qui.montre l'intérêt de la simulation avant 
d'installer un système actif. 
Après avoir constaté que le calcul pouvait simuler de manière suffisamment précise les 
mesures expérimentales, nous avons enfin calculé le cas d'une géométrie complexe (la gaine 
TGV) pour laquelle l'utilisation d'un code de calcul est indispensable. Nous pouvons ainsi 
évaluer l'efficacité d'une source de contre-bruit en fonction des positions de source proposées 
par le constructeur. 
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Annexe A 
Calcul de la matrice d'impédance 
dans un guide droit 
L'expression de la pression dans un guide d'onde droit a la forme suivante: 
t=oo 
p(x, y, *) = £ (afek'x + aïe-^my, z) (A.l) 
t = 0 
Déterminons la matrice d'impédance pour une section d'un guide droit de longueur 1. 
TA et YB correspondent aux sections (x — 0) et (x — /). Ecrivons les relations que vérifient 
qf, qf, PÎ et pf-
{ pf = af + a-
pf = àfekil + ai e kil 
pojuqf = kt[-at + a-] (A-2) 
{ poJLoqf = ki \afek'1 - afe-*«''] 
Les deux dernières équations donnent: 
af = 
a- = 
pojiü qfe~k>1 + qf 
ki ek>1 — e~k,i 
pojijj qfek,i + qf 
ki ek,t — e~k>l 
(A.3) 
En remplaçant a,+ et G, dans les deux premières équations de A.2, on obtient bien 
l'équation (1.61): 
pf = 
' " " * " " (A.4) k,sh{kil) 
B _ Poju 
Pi — fCj S ft I rC¿ I I 
On en déduit ensuite la matrice d'impédance. 
MU
 {ch{kj)qf + qf) 
(ch(kil)qf + qf) 
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Annexe B 
Relations entre matrices de diffusion 
et d'impédance 
Par définition des matrices et vecteurs impédance et diffusion: 
(£)-£(£)+«.(£) (B.2) 
Prenons d'abord qs = 0 dans les équations B.l et B.2. 
En remplaçant !
 B ] et I B 1 par I ,_ j et I , + j dans l'équation B.l, on obtient: 
d'où 
(j+ )=(ZM-i)- ,(ZM + ^ ( ï - ) (B-4) 
En identifiant les relations B.2 et B.4, on en déduit la relation: 
D = ( Z A f - l ) - 1 ( ^ M + l ) 
(B.5) 
Í QA \ ( 0 \ Pour le terme de source, on choisit ensuite de prendre I
 B j = I _ j dans les relations 
B.l et B.2. C'est-à-dire Í a*_ J = I ^+ J et ( PB J = 2 ( £ J 
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L'équation B,l devient alors: 
a
+
 \ __ 1 / ZSA 
b- r~2qs{ zsB 
L'équation B.2 devient alors: 
G 1 /-. »->\ — 1 / "• 
En identifiant les relations B.6 et B.7, on en déduit la relation: 
(B.6) 
(B.7) 
(B.8) 
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Annexe C 
Terminaison-Equation intégrale 
L'équation intégrale s'écrit: 
v*er c(x)p(x) = jfG(x/a,)^<feo- jrP{^)dG[Q¡nu)du (ci) 
On choisit la fonction de Green tel que: 
ejfcls-îol ei*l£-£4)l 
G(£/2o) = T - r — — r + 
Avec ¿ 0 la source image de Xjy par rapport au plan porté par SB-
Montrons que: 
v ie r C(x)p(x) = [ Gix/^^^-dx» (c.2) 
JsB on isB 
- Condition de rigidité sur Si: 
L G ^ ) ^ - ^ ) ^ ^ dn r v t w / dn ¿xo = 0 (C.3) 
Condition de rigidité sur SB' 
dG{x/xo) 
I P(xo)2^^feo = 0 (C.4) 
JSB on is  
Condition de radiation sur S2'. 
Examinons maintenant l'intégrale sur S2 une demi-sphère de rayon r. 
/ G{xxo)— PÍXQ) \dxja = / GÍXXQ) 
Js2 on on Js2 
dp{xß) p{xß) 
-jkp(x0) + on r 
(C.5) 
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Les conditions de radiation de Sommerfeld disent que lorsque r —¥ oo: 
f r(g-j*p)->0 
1 M < K (C.6) 
Wilcox (1956 [82]) montre que la deuxième condition est une conséquence de la pre-
mière. 
Les conditions de radiation donnent lorsque r —> oo: 
ôp(îo) l / G d / s o î ^ ^ S i - p i s o ) 9G(x/xo) 
d'où 
' / , 
on r v ^ ; on 
GU/ïoî^N-jKïo) 
r , i . i dxoi < |G(x/r)j ^o(-) + 0 ( ~ ) J 2 T ^ (C.7) 
dG(x/3£o)~ 
dn dn dx^l < o(l) + 0 ^ 
On en déduit: 
Js2 G ( i / a , ) ^ - i ( » , )
a G (
*
/
*
, ) 
On ôn dîol -»0 
(C.8) 
(C.9) 
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Annexe D 
Points de Gauss 
Dans trois cas, montrons qu'il existe N poids ßj et N points (yi,zi) tels que la relation 
suivante soit valable quand N modes seulement sont présents: 
, s-i 
/ \P+(xQ,ytz,u>)\2dydz=1£lßi\P+(xo,Vi,zI)\2 (D.1) 
CAS 1: La dimension Lz est bien plus grande que la dimension Ly. Les premiers N 
modes sont représentés par le couple d'indices (0,n) où n est un entier variant de 0 à iV — 1. 
Négligeant les modes d'ordre supérieur F+(x0 , y,z,u) a la forme suivante: 
»=0 
P+{xQ,y,z,u)= Yl *n®on(y,z) (D.2) 
où Q„ est un coefficient complexe. 
n=N-l m~N-i 
\P+(x0,y,z,u)\2= Y, £ ana-mq0n(y,z)q0m(y,z) (D.3) 
n=0 m = 0 
1 n=JV —1 marJV—1 ^ 
|P+(x0 ,y,*,w)|2 = y- J ] 53 an<Ct„emCos(-^)cos(-—— ) (D.4) 
LV n=0 m = 0 ¿ Í ^ * 
n—N — l m=N—l 1 " = ^ " ' ™ ^ - ' _ j , ( m + n)7rz (m - n)7rz 
^ ¿ y n=0 m=0 
c o s ^ )COS{ ) (D.5) 
On en déduit que: 
n=0 
où 7„ se calcule à partir des ana*m. 
Si pour tout n variant de 0 à 2N — 2 
n=2A 7 -2 
F+ (xo,y ,^u;)! 2= j ; 7nCo 5(-^) (D.6) 
53 ßicosi-—^-) = LyLJno (D.7) 
/ = 0 L z 
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alors l'équation (D.l) est démontrée. 
1 , ( 2 / + 1) LVLZ 
Prenons zj ~ ~*K~ñ*r ~' e t ßi — ~TT~- P ° u r (n = 0) l'équation (D.7) est vérifiée 
2.V ^ jV 
immédiatement. Montrons maintenant que: 
N - l 
1=0 Z i V 
pour tout n variant de 1 à 2ÍV — 2. 
1=N-1 
£ 
J=JV-1 
Bn = Re{^ ~Y,\e^Y) 
1=0 
1 - e V 
1 _ (~l)n 
(D.8) 
(D.9) 
(D.10) 
(D.ll) 
(D.12) 
(D.13) 
2sin(^) 
Les équations (D.8) et (D.7) sont donc vérifiées. N microphones d'erreur peuvent donc suffir 
pour évaluer la fonction de coût J. 
CAS 2: Si N x Ai modes sont retenus de la forme (n,m) avec n et m variant de 0 à 
respectivement N — 1 et M — 1. Il existe encore N x M poids /?fj et points (yij, zjj) tel que 
l'équation D.l soit vérifiée. Les poids et points sont de la forme: 
Vu 
zu 
{ ßu 
— T 2l+l 
— ^y IN 
— T 2J+1 
— ^z 2M 
~ NM 
(D.14) 
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C A S 3 : Retenons trois modes de la forme (0,0), (1,0) et (0,1). Montrons une nouvelle 
fois que l'équation D.l est vérifiée si Ton choisit les poids et points suivant: 
(y i , * i ,Ä) = ( û , ^ , ^ ) 
(i/3,23,&) = ( ¥ , ¥ , ¥ £ ) 
/ \P+(xo,y,z,u})\2dydz - ¡Q 0 0 | 2 + |QIO|2 + |ooi|2 J s0 
\P+(xo,yuZ\,u>)\2 = 7 ¿ ; | u o o - " a o i + \/2aioi2 
\P+{x0,y2,Z2,u)\2 = j ^ l a o o - a o i - \ / 2 Û I O | | 2 
\P+(x0,y3,z3,iü)\2 = ¿¿7JO00 + Of0i|2 
On trouve alors que 
(D.15) 
(D.16) 
(D.17) 
Jy*JZ [ |P+ (x 0 ,y 1 ,2 i ,u ; ) | 2 + |P + (x 0 î y 2 , 2 2 , u ; ) | 2 + 2 ! P + ( x o , y 3 , ^ , ^ | 2 ] = | aoo | 2 + | a io | 2 +K 1 | 2 
(D.18) 
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Annexe E 
Mesures de Pinfluence des paramètres 
de l 'algorithme X-LMS 
Nous avons étudié l'influence des paramètres de l'algorithme de contrôle X-LMS en fonc-
tion du signal primaire. Les mesures sont effectuées dans un guide droit avec des revêtements 
absorbants. 
Longueur des filtres:(tableau E. l) Deux filtres sont utilisés dans l'algorithme de contrôle. 
C représente le chemin acoustique entre la source secondaire et le microphone d'erreur. W 
représente le filtre de contrôle entre le capteur et le signal de la source secondaire. On attend 
que, pour un signal large bande, plus ces filtres sont longs, meilleur est le contrôle. Ce n'est 
pas le cas en régime harmonique, où seuls deux paramètres sont à caler (l 'amplitude et la 
phase). C'est pourquoi un filtre de longueur 10 est alors suffisant. 
Fréquence d 'échant i l lonnage: ( tableau E.2) Pour une longueur de filtre constante (en 
temps et donc à nombre de coefficients variable), il est intéressant de régler la fréquence 
d'échantillonnage qui représente le niveau de discrétisation du signal. On constate que, dans 
notre cas, une fréquence d'échantillonnage de 5000 Hz est optimale. 
N o m b r e de sources secondaires: (tableau E.3) Dans le domaine de l'onde plane, 
on vérifie qu'une source supplémentaire n'améliore pas le contrôle alors que, au-delà de la 
première fréquence de coupure (ex: 600 Hz), la source supplémentaire s'avère utile. 
Signal de référence: (tableau E.4) On a comparé le résultat du contrôle avec un signal 
de référence sur le signal électrique de la source primaire et mesuré directement par un 
microphone (capteur). Le capteur donne de meilleurs résultats car il est mieux corrélé au 
signal primaire dans la gaine. Le problème du feedback (qui peut entraîner des instabilités) 
est réglé en identifiant la fonction de transfert source secondaire-capteur et en la déduisant 
de la mesure au capteur. La position du capteur s'avère importante. Le contrôle est d'autant 
meilleur que le capteur est éloigné de la source secondaire. En harmonique, ce phénomène 
n'intervient pas car il n'y a alors plus de contrainte de causalité. 
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LONGUEUR DES FILTRES 
Harmonique 200 Hz 
Harmonique 400 Hz 
Harmonique 600 Hz 
Large bande 100-400Hz 
Large bande 100-800Hz 
10 
23.4 
22.3 
0.1 
-0.1 
0.0 
20 
22.6 
22.3 
0.0 
7.8 
6.2 
50 
25.0 
23.0 
0.0 
9.5 
9.2 
100 
23.7 
22.2 
0.1 
9.9 
8.3 
200 
24.5 
22.6 
0.0 
13.3 
9.6 
T A B . E.l - Atténuation active en dB 
FREQUENCE D'ECHANTILLON. 
Harmonique 200 Hz 
Harmonique 400 Hz 
Harmonique 600 Hz 
Large bande 100-400Hz 
Large bande 100-800Hz 
1000 Hz 
_ _ • — . j 
6.9 
-
-
-
-
2000 Hz 
L , • • — — - J 
22.8 
23.2 
0.0 
3.7 
3.4 
5000 Hz 
25.0 
23.0 
0.0 
9.5 
9.2 
8000 Hz 
17.0 
16.0 
0.0 
10.4 
8.4 
TAB . E.2 - Atténuation active en dB 
Nbr. de SOURCES 
Harmonique 200 Hz 
Harmonique 400 Hz 
Harmonique 600 Hz 
Large bande 100-400Hz 
Large bande 100-800Hz 
1 
25.0 
23.0 
0.0 
9.5 
9.2 
2 
22.7 
24.7 
18.7 
9.9 
11.3 
T A B . E.3 - Atténuation active en dB 
REFERENCE ! 
Harmonique 200 Hz 
Harmonique 400 Hz 
Large bande 100-400Hz 
Large bande 10Q-800Hz 
Sig. prim. 
25.0 
23.0 
9.5 
9.2 
Cap.-1.4m 
24.7 
30.0 
12.9 
11.9 
Cap.-0.7m 
29.8 
26.8 
10.6 
8.2 
Cap.-O.m 
33.1 
25.5 
2.4 
2.5 
T A B . E.4 - Atténuation active en dB 
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Deuxième partie 
Placement optimal des microphones 
d'erreur et des sources secondaires 
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Introduction 
Cette étude est consacrée au placement optimal des microphones d'erreur et des sources 
secondaires dans un problème de contrôle actif. 
Un système actif est essentiellement composé de trois blocs: 
- Un bloc de capteurs qui donnent des informations sur la distribution de pression dans 
une zone que Ton veut rendre silencieuse. 
- Un bloc de sources secondaires qui génèrent un contre-bruit nécessaire à la réduction 
du signal de pression. 
- Un bloc de contrôle piloté par un DSP qui, à partir des informations des microphones 
d'erreur et éventuellement d'un capteur de référence, calcule les signaux à envoyer aux 
sources secondaires. 
Il s'avère que l'efficacité d'un système actif est très dépendante du placement des micro-
phones d'erreur et des sources secondaires si bien qu'un "mauvais" placement est susceptible 
d'aboutir à une augmentation du bruit au lieu d'une atténuation. 
Il existe, en théorie, une distribution continue de sources secondaires, appelée surface 
absorbante qui est la solution optimale du problème de placement ( Jessel 1972 [34] et Nelson 
1992 [57]). Dans les applications pratiques, cette surface absorbante peut être discrétisée 
(Zavadaskaya [85] et Nelson 1992 [57]). Comme une grande densité de sources est alors 
nécessaire pour approcher convenablement une distribution continue, la discrétisation d'une 
surface absorbante est rarement possible. 
C'est pourquoi le problème de placement consiste généralement à positionner de manière 
optimale un nombre réduit (quelques unités à quelques dizaines) de sources secondaires et de 
microphones d'erreur. Même en se limitant à un nombre réduit de sources et de microphones, 
ce problème est difficile car il n'est pas convexe et un grand nombre de minimums locaux 
peuvent exister. Les techniques de placement peuvent se diviser en deux grandes familles: 
- Les techniques de gradient qui ont pour grand défaut de fournir seulement un minimum 
local (Gaudefroy 1988 [27], Nayroles 1994 [55] et Yang 1994 [84]). 
- Les techniques de sélection où un nombre discret de positions candidates est introduit 
à la fois pour les sources ou les microphones (Benzaria 1994 [5] 1995 [6], Asano 1995 
[2], Kim 1995 [40] et Baek 1995 [4]). 
Parmi les techniques de sélection, 1'enumeration exhaustive de toutes les combinaisons 
possibles est la seule qui fournisse la solution exacte. Les autres techniques sont des "heu-
ristiques" qui ont pour principal intérêt leur rapidité mais qui n'assurent pas la qualité des 
solutions approchées qui sont ainsi déterminées. 
Nous avons donc voulu développer une technique de sélection qui associe à la fois rapidité 
de calcul et qualité de la solution. En nous inspirant d'un travail de Kirsch (1991 [42]) sur 
le placement de sources de contrôle statique des structures, nous avons décidé d'utiliser les 
particularités de la programmation linéaire. C'est la raison pour laquelle nous avons modifié 
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la fonction de coût classique en contrôle actif qui est la somme des carrés des modules de la 
pression aux points de mesure. Nous avons ainsi choisi comme nouvelle fonction de coût le 
maximum des modules de la pression. 
On peut alors montrer que la résolution d'un unique problème de programmation linéaire 
fournit simultanément un nombre •'suffisant" de microphones d'erreur et leur placement. Les 
positions des microphones d'erreur se trouvent aux maximums du module de la pression 
complexe résiduelle. Cette technique s'adapte aussi au placement des sources secondaires qui 
s'écrit sous forme d'un problème de programmation entière connu, en recherche opération-
nelle, sous le nom du problème de la charge fixe (Hirsch 1968 [31]). 
Notre travail sera divisé en trois chapitres. 
Le premier concernera le placement optimal dans un espace continu. On distinguera ainsi 
la distribution continue optimale, la discrétisation d'une surface absorbante et l'optimisation 
par gradient d'un nombre discret de sources. 
Le second chapitre sera consacré au placement optimal dans un espace discret: c'est-à-dire 
à la sélection. Nous exposerons les techniques de sélection qui ont été développées pour le 
placement des sources. Nous présenterons ensuite le principe de notre méthode de placement 
pour les microphones d'erreur et les sources secondaires. Nous montrerons entre autre qu'il 
existe des bornes inférieures et supérieures sur le nombre "suffisant" de microphones d'erreur. 
Dans le troisième chapitre, notre méthode par programmation linéaire ou entière est 
appliquée au cas du guide d'onde droit. Nos résultats sont comparés à des placements qui 
ont été proposés dans la littérature (Stell 1994 [75]). 
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Chapitre 1 
Optimisation dans un espace continu 
Dans un problème de contrôle actif deux espaces sont généralement introduits: d'une part 
une zone de silence dans laquelle l'énergie potentielle acoustique est minimisée, d'autre part 
une zone de contrôle dans laquelle des sources acoustiques secondaires sont placées. 
Dans ce chapitre, la zone de contrôle est un espace continu et le problème de minimisation 
consiste à trouver, dans cet espace, la densité de sources qui assure une énergie potentielle 
acoustique minimale. Lorsque la zone de contrôle est incluse dans la zone de silence, nous 
verrons qu'il existe alors une solution et une seule. Cette solution est composée en particu-
lier de densités de sources monopôîaires et dipôlaires disposées à la frontière de la zone de 
contrôle. Cette frontière sera alors appelée surface absorbante. Nous montrerons ensuite que 
cette surface absorbante peut être discrétisée et le minimum approché par une distribution de 
sources ponctuelles monopôîaires. Lorsque le nombre de sources est limité, une discrétisation 
de la solution optimale est impossible. Nous avons alors affaire à un problème de placement 
optimal de sources dans la zone de contrôle. Nous présenterons les techniques disponibles 
pour résoudre ce problème de placement qui s'avère difficile. 
1,1 Optimisation d'une densité de sources 
Nous allons considérer de façon idéale une distribution continue de sources. La solution 
continue doit être la solution vers laquelle converge la solution du problème de placement 
optimum lorsque le nombre ¿V de sources ponctuelles monopôîaires tend vers l'infini. Nous 
nous placerons dans un milieu fermé décrit par l'ouvert fi de R3 de frontière F munie d'une 
impédance infinie. Le principe reste valable pour un milieu ouvert. 
Les positions des sources primaires sont supposées appartenir à la réunion de deux en-
sembles ouverts fie et fi,- d'adhérences disjointes et de frontières respectives r e et Tt (voir 
figure 1.1). 
Les positions des sources secondaires appartiennent à fi,. 
fim est l'espace ouvert sur lequel l'énergie potentielle acoustique est minimisée. On notera 
Fm sa frontière. 
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1.1.1 Présentation du problème 
La distribution volumique de sources primaires Qp appartient à H (fi). Nous définissons 
les sous-espaces V¿ et Ve 
Vi = {q € H-2(ü)¡supp(q) C O ) 
Ve = { ç € i J - 2 ( f i ) / 5 î x p p ( 9 ) c a } 
Qp s'écrit de manière unique sous ia forme: 
OÙ Q\ € Vi et g ; € v;. 
La distribution de sources secondaires Qs appartient à V¿. 
La distribution de sources totale s'écrit Q — QP + Q3-
(1.1) 
(1-2) 
(1.3) 
fa \ _ 
1 — " T r 
& 
FïG. 1.1 - Espaces Q, Çle) fi, ci fiTO. 
Nous n'avons pas choisi £2(fi) mais £f~2(fi) comme espace de travail. Nous verrons que 
Z2(fi) est un espace trop petit et qu'il faut au moins choisir H~2(íl) pour que le problème 
de minimisation admette une solution. 
La pression totale p appartient à L 2 (û ) . Elle est la somme des contributions des sources 
primaires et secondaires. On écrira: 
p[Q\ = ÂQA + ÁQ.) 
La pression p et les sources Q vérifient l'équation de Helmholtz: 
f Ap + k2p — Q sur 0 
1 Vp.n = 0 sur V 
(1.4) 
(1.5) 
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où n est le vecteur normal extérieur de F, k = —. u est la pulsation et Co la célérité du son. 
CQ 
Sanchez (1989 [68]) et Lions (1972 [45]) présentent des résultats généraux d'existence et 
d'unicité des solutions d'équations elliptiques. 
Comme Q s'annule au voisinage de T, les résultats sont vrais pour Q € H~2(Ù). En 
prenant F de classe C°°, nous nous trouvons dans le cadre d'un problème "proprement 
régulier" d'ordre 2. Sanchez (1989 [68]) précise que si k ^ fc, où les fc, sont les valeurs propres 
du laplacien associé, alors le problème admet une solution et elle est unique. 
Toujours en dehors des valeurs propres, la solution vérifie des propriétés de continuité, 
c'est-à-dire: 
\\p[Q]\\mçi)<C\\Q\\H-2m (1.6) 
L'optimisation revient à trouver le minimum de l'énergie potentielle acoustique (à un 
coefficient près) Jo{Qs) pour Qs € Vu 
Jo(Qs)= i \p[QP]+p{Qs]\2dÜ (1.7) 
Jo(Qs) existe car p € ¿2(0) . 
On peut réécrire JQ: 
MQ.)= f \p[Q.]fdü+ I p'[Qs]p[QP\dü+í P*lQp}p{Q*¡dí1+ f \p[QP\\2dïl (1.8) 
Jo(Qs) = JP + A{Q„ Q,) + L(Q,) = A{QP + Q„ QP + Qt) 
(1.9) 
où A(Qi,Q2) est une forme bilinéaire symétrique et L(Q) une forme linéaire sur V¿: 
' A(QUQ2) = Re{jn P*[QMQ2)<M} 
L(Q) = 2 Ä e | ^ P*[QMQ\dtt) (1-10) 
JP = f \p[Qp]\2dÜ 
Ja™ 
1.1.2 Condition nécessaire 
Cherchons une équation que vérifie le minimum QQ s'il existe. Une condition nécessaire 
d'extrémum est que la dérivée directionnelle dans la direction h, dJo(Qo,h), s'annule pour 
tout h appartenant à V¿. Montrons que: 
VheVi dJ0(Q0,h) = 2ReU (p*[QP + Qo])p[h]dil) (1.11) 
y h eVi Vc € R+ 
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Jo(Qo + th)-Jo(Qo)=:2tRe{[ (p*[Qp + Qo])p{h}dn} + e2 I \p[h]\2dÜ (1.12) 
-[Jo(Qo + €h)-J0(Q0)}-2Re\f {p"[QP + Qo])p[h]dn} = e[ \P[h}\2dÜ (1.13) 
On obtient alors: 
dJo{Qo, h) = lim - ( Jo(Qo + eh) - J0{QQ)) = 2 fíe { / {p'[Qp + QQ})p[h}dü\ (1.14) 
On en déduit que: 
V/IGVÍ <(p[QP + Qo]) lß m i p[h] >LHn)= 0 (1.15) 
Prenons /i tel que: 
í p[h] = p[Qp + Qoj sur fi¿ , 
I p[h] = 0 sur O \ O,- l • i 
Comme ñ = &p[h] + k2p[h], la distribution h s'écrit: 
h = [QP + Qo]/ft - P¡[«p + Qo}~¿ - ~¿{QP + Qo]órt (1.17) 
où ¿r, es^ la mesure de la surface de F, et n est le vecteur normal extérieur de F¡. p¿ 
ft 7) • 
(respectivement -j-^ -) est la valeur de la pression (respectivement de la dérivée normale de la 
pression) du coté intérieur à ftt le long de la fontière T¿. 
On vérifie que h € V¿. h appartient en effet à H~2(Q) car c'est la dérivée d'ordre 2 d'une 
fonction de L2(Q). Son support est de plus inclus dans fi,-. En remplaçant h dans 1.15, on 
obtiexit alors: 
V/i € Vt < {p[Qp + Qo]) la» I {PÏQp + Qo}) In, >mm= 0 ( L 1 8 ) 
II(PWP + QO]) lfimna,¡b(n) = 0 (1.19) 
d'où 
p[QP + Qo]/nmna. = 0 (1.20) 
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1.1.3 Cas particulier : Q¡ C Om 
Le cas particulier Û, C Qm est important dans la mesure où il y a unicité de la solution 
sous cette hypothèse. Nous allons d'abord montrer la forme que prend cette solution. 
On a alors: 
p[Qr + Qo]/ni=0 (1.21) 
et 
QP + Qo/n .=0 (1.22) 
On a donc supp(Qlp + QQ) C T,. 
Schwartz [69] démontre qu;une distribution d'ordre 2 sur Q dont le support est réduit 
à la variété V,, infiniment diffërentiable, admet une décomposition unique en combinaison 
linéaire de dérivées normales d'ordre < 2 de distributions de F¿. Ces distributions sont 
appelées couches multiples d'ordre < 3. 
Or les couches multiples d'ordre 3 n'appartiennent pas à H~2(Q). Qp -f- Q0 s'exprime 
donc comme la somme d'un potentiel simple couche et d'un potentiel double couche 
et cette décomposition est unique. 
QlP + Qo^fSrt+9-± (1-23) 
dSr, 
dn 
où / et g sont des distributions de F,-. 
Une fois les sources intérieures annulées, on peut considérer que les sources primaires 
sont distribuées uniquement sur fl,e. Les distributions simples et doubles couches munissent 
la frontière T, d'un coefficient de réflexion, d'un coefficient de transmission desquels on 
déduit un coefficient d'absorption. La frontière Tt sera donc appelée surface absorbante. 
Le coefficient de transmission est. réglée de façon à annuler la pression à l'intérieur de íí¿. 
Le coefficient de réflexion, quant à lui, est déterminé pour minimiser l'énergie potentielle 
acoustique à l'extérieur de Í7¿ sans pouvoir totalement l'annuler. L'absorption, quant à elle, 
correspond à l'énergie absorbée par les sources secondaires, c'est-à-dire à une énergie rayonnée 
négative. 
Résul ta ts d'existence et d'unicité: 
Nous allons démontrer l'existence et l'unicité dans le cas où f!,- C 0 m . Nous allons montrer 
que nous nous trouvons dans le cadre du théorème de Lax-Milgram. Nous avons affaire à la 
minimisation d'une fonctionnelle de la forme A(Q, Q) + L(Q) sur Vt. 
l-V{ est un espace de Hubert comme sous-espace fermé d'un Hubert. 
2~A(Qi, Q2) = Reí p*{Qi)p[Q2¡díl > est une forme bilinéaire continue. 
D'après l'inégalité de Schwarz: 
A{QuQ2) < \\p[Qi)\\mnm)\\plQ2}\\mam) < MQi]\\vla)\\p[Q2}\\iPla) (1.24) 
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Sanchez [68] dit que: 
MQ]\\vm < C\\Q\\H-2W (1-25) 
On en déduit que: 
A(Q1,Q2) < C2 | |Q1 | | f l-» (n) | |Q2 | | f f-a (n) (1.26) 
A est donc une forme bilinéaire continue sur i /"2(0), elle l'est aussi sur V¿. 
3-L(Q) — 2Re< / p*[Qp]p[Q)dü > est linéaire continue. 
On démontre de même que: 
L(Q) < 2C2\\Qp\\H-2{a)\\Q\\H-Hçi) (1.27) 
L est donc une forme linéaire continue sur H~2(ü), elle l'est aussi sur V¡. 
4-Montrons que A est une forme bilinéaire V¿-coercive (généralisation de la défini-positivité 
en dimension infinie). 
Soit Q £ Vi et p € L2(iï) associé. Nous allons introduire Q £ H~2(R3) et p G I 2 (R 3 ) 
définis de la façon suivante: 
f p = p sur üm , 
\ p = 0 sur R3\Qm U ' Z Ö j 
et 
Q = Ap+k2p sur R3 (1.29) 
Q € ff_2(R3) car p <E I 2 (R 3 ) . Comme sujjp(Q) = Ü¡ C fim et Q = Q sur Îîm: 
!IQIItf-a(iî) < IlOll/i-ïfR3) (1.30) 
On a par définition: 
WQWH-HK-) = \\1 |>,2Í1L^(R3) 
où Q est la transformée de fourier de Q. On en déduit que: 
WQWft-nm = ¡1* ~ ^ j , p ( 0 1 b ( R ' ) < max(i,fc2)¡|p(e)!¡L2(R3) (1.31) 
On sait de plus: 
WkOWUm = \\p\\h(m = / \p\2dU = A(Q,Q) (1.32) 
»/aim 
On en déduit que: 
V Q € Vî ||Q||^-a(n) <max(l,fc2)A(g,Q) (1.33) 
A est donc V¿-coercive et le théorème de Lax-Milgram assure alors l'existence et l'unicité 
de la solution. La condition nécessaire devient aussi une condition suffisante et Q0, qui la 
vérifie, est l'unique solution. 
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FlG. 1.2 - Espaces ü^ e íO , 2 . 
1.1.4 Cas général 
Dans le cas où une partie de 0, est à l'extérieur de Qm, l'unicité n'est plus assurée. Nous 
notons fï t l, íí¿2 et iîTO2 les espaces fí¡ 0 fiTO, fi, \ fin et û m \ 0,-, respectivement (voir figure 
1.2). 
Nous savons que si QQ est une solution: 
PIQP + QO}/^ = o (1.34) 
Nous avons par contre une liberté sur le choix de p[Qp + Qo]/n, • 
On remarque que, lorsque 0¿ C flm, fi¿2 = 0 et ce degré de liberté disparaît. Il y a alors 
unicité de la solution. 
Choisissons 0,2 ^ 0 et notons Q. une solution du problème de minimisation. Pour toute 
autre solution Qo, nous avons: 
Jo(Qo) = MQ.) "(1.35) 
En utilisant 1.34, la relation 1.35 devient: 
/ \P[QP] + P [Qo] \2dÜ = / \p[Qp) + p [QJ \2dü (1.36) 
Examinons deux cas particuliers avec Qlv = 0 (les sources primaires sont toutes exté-
rieures): 
C a s 1: 0 m C O, alors seule l'équation (1.34) est à vérifier. L'énergie potentielle acoustique 
sur fim est alors annulée. Une liberté existe sur la valeur de la pression p sur fi,-2. On peut 
par exemple choisir la pression continue au travers de la frontière Ym. Une distribution de 
monopôles sur r m suffit alors pour que la relation (1.34) soit vérifiée (voir Nelson 1992 [57]). 
Cas 2: 0¿, — 0 alors seuie l'équation (1.36) est à vérifier. Une liberté existe encore sur 
la valeur de la pression p sur fi,2. On peut ainsi choisir la pression continue au travers de la 
frontière F¿. Une distribution de monopôles sur F¿ peut suffir pour que la relation (1.36) soit 
vérifiée. 
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1.2 Discrétisation d'une surface absorbante 
FîG. 1.3 - Surface absorbante discrétisée. 
Il est intéressant d'examiner la discrétisation d'une surface absorbante à l'aide de sources 
ponctuelles monopôlaires et dipôlaires. 
Nelson (1992 [57]) piésente une approximation discrète de ces distributions continues. Il 
montre qu'un monopôle et un dipôle superposés en un point ont, vis à vis d'une onde plane 
incidente, une surface absorbante équivalente de —. Il suggère alors qu'une grille de sources 
espacées d'un intervalle de -4^ devrait pouvoir absorber une partie importante d'une onde 
d'incidence normale. 
Zavadaskaya (1974 [85]) étudie aussi l'approximation discrète d'une distribution de mo-
nopôles dipôles placés de façon régulière sur un cercle dans un problème 2D. Pour une 
onde incidente plane, il montre qu'une distribution discrète de sources approche la solution 
continue avec une erreur relative de la pression sur la surface absorbante de 10~3 lorsque 
l'intervalle entre les sources est inférieur à | . 
Nous allons examiner (voir figure 1.3) un problème discret avec des sources ponctuelles 
monopôlaires groupées par paires, orientées suivant la normale de F, et séparées par une 
distance d. Nous allons montrer que la solution du problème discret peut tendre vers la 
solution continue dans V¡ lorsque le nombre de paires Ar et la distance d tendent vers l'infini 
et zéro respectivement. 
Nous allons ensuite traiter un exemple en champ libre et examiner la vitesse de conver-
gence en fonction du nombre de paires N et la distance d. 
1.2.1 Convergence de la solution discrète vers la solution continue 
A. Solution du problème continu: Q0 
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Nous nous plaçons dans le cadre d'un problème de la section précédente avec IT¡ C Qm, 
c'est-à-dire dans le cas où il y a unicité de la solution. Nous supposons que Q'p = 0. C'est-à-
dire que les sources primaires sont toutes extérieures. 
Nous minimisons toujours JQ(QS) avec Qs € V¿: 
MQ.) = í \p[QP}+PÍQs}\2dtt (1.37) 
Vi = {Q€ H-2(Q)/supp(Q) C ü¡} (1.38) 
Nous avons vu que la solution continue QQ est formée par la somme d'une distribution 
continue de monopoles et de dipôles. 
Qo = fSrt+g-^ (1.39) 
Nous ferons ici l'hypothèse que f et g sont des fonctions continûment différentiables de T¿. fi¿ 
est un ouvert borné et convexe de frontière T, continûment différentiable. Soit d € R avec 
0 < d < d0. Soit h € R avec 0 < h < h0. 
B. Solution du problème discret: Qk 
Nous allons maintenant nous intéresser à un problème discret: 
Prenons un mailîage de N noeuds de T¿ paramétré par h [h2N — aire{T{\). Les noeuds 
sont notés x£. avec m variant de 0 à N — 1. Soit nfe^) le vecteur normal extérieur de F, en 
x^. Des paires de monopôles sont situées en x£,~ = x^ et x^+ = ¿^ + ¿«(i.^). 
Notons Vh le sous-espace vectoriel de \\ de dimension 2N tel que: 
m~N-l m=N-l 
Vh^{QEVt\Q= ¿2 QZ6àt+ £ Q-J^- et (Q\Q-)GCNxCN} (1.40) 
Nous minimisons JQ(Q) avec Q £ \4: 
W ) = I \p[QP} + p{Q]\2dn (1.41) 
La solution du problème discret sera notée Qh. Qh+ et Qh~ sont les vecteurs correspon-
dants de CN. Nous allons montrer que Qh -¥ Q0 dans V¿ lorsque le pas du mailîage h tend 
vers 0 et lorsque d la distance entre deux points d'une même paire, tend aussi vers 0. 
Soit t¡> € H2(ü). 
< Qo\1> > = jf H'dT + j g^-dr (1.42) 
On montre (voir annexe A) que l'on peut écrire: 
m=N-l L-2 
<QoU'> = £
 T\f(£m&) + fi£m&)] 
ÎTîssQ 
m=N~l L2 fi 4«î\ 
+ rA(V>) + rd(V>) 
131 
avec 
et 
l/f2(iî) 
\rd{i>)\<Cdd\\xp\\m{çi) 
C. Approximat ion de la solution continue : Qh 
Soit Qh € Vh tel que les vecteurs Qh+ et Q'1" s'écrivent: 
(1.44) 
(1.45) 
Qhm+ 
QÍ' 
2 
¿2/Gd) 
2 
h2g(xi) 
d 
h2g(xi) 
d 
L'équation 1.43 donne: 
D'où 
<Qo-QhW>=rh{i>) + rd{i>) 
<Qo- Qh\i> > ! < (Ch(d)ú + Càd)U\\H2{çl) 
\\Qo-Qh\\H-Hü)<Ch(d)h^ + Cdd 
(1.46) 
(1.47) 
(1.48) 
(1.49) 
(1.50) 
Faisons tendre le couple (h,d) vers (0,0) tel que [Ch{d)h2 + Cdd\ tend aussi vers zero. 
On obtient alors que \\Qh ~ QO\\H-2(Q.) ~* 0. 
Comme J est continue dans V¿ , J(QQ) — J(Qh) —> 0. Introduisons maintenant Qh, la 
solution du problème discret. On sait que: 
AQo) < J(Qh) < J{Qh) 
Comme J(Q0) - J{Qh) -+ 0, J(Qh) - J{QQ) -+ 0. Ecrivons \j(Qh) - J{Q0)}: 
J(Qh) - J(Qo) = A{Q\ Qh) - A(Ç0, Q0) + L{Qh) - L(Q0) 
Comme Q0 est la solution optimale, on sait que VQ, 6 V¿: 
2A(QQ,Q.) + L(Q») = Q . 
En particulier: 
f L(Q0) - -2A(Q0,Qo) 
1 L(Qh) = -2A(Q0,Qfc) 
(1.51) 
(1.52) 
(1.53) 
(1-54) 
En utilisant les relations 1.54 dans l'équation 1.52, on obtient: 
J(Qh) - J(Qo) = A(Qk, Qh) + A(Qo, Qo) - 2A(<?0, Qfc) = A(Qh - Q0, Qh - Q0) (1.55) 
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D'après la coercivité de A(Q,Q) (équation 1.33), on obtient finalement: 
max(l,k2) ¡J(Qh) - J(Qo)} > \\Qh - Qo\\2H-Ha) (1-56) 
On en déduit donc que Qh - t QQ dans V\. La solution du problème discret converge 
donc bien vers la solution continue dans VJ. 
On a donc montré que l'on peut approximer une surface activement absorbante par une 
distribution de sources ponctuelles monopôlaires. 
Nous allons maintenant traiter un exemple pour examiner la vitesse de convergence. 
1.2.2 Exemple en champ libre: solutions analytiques 
FlG. 1.4 - Espaces üm et 0S. 
Nous considérons une boule de rayon R comme volume 0 m de minimisation de l'énergie 
potentielle acoustique de la section précédente. Nous considérons deux sphères de même 
centre et de rayon a et b respectivement (a < b < R) notées r a et 1^ (voir figure 1.4). 
Le domaine compris entre les deux sphères Ta et Te, est l'espace fi,- occupé par les sources 
secondaires. La source primaire est une source ponctuelle monopôlaire situé au centre x_p — 
(0,0,0) de la boule fïm. L'amplitude de la source primaire est notée Qp. 
La distribution de pression due à la source primaire s'écrit: 
r = jx — x_p\ la distance par rapport au point xp. 
D'après les conclusions de la section 1, la distribution optimale de sources est une dis-
tribution de sources monopôlaires et dipôlaires sur les surfaces Fa et IV Comme la source 
primaire est située seulement à l'intérieur de la sphère fla, la distribution optimale de sources 
est uniquement composée de sources sur Ta et la pression p est nulle pour r > a. Le problème 
est donc indépendant du rayon b. Dans les calculs, le rayon R sera pris égal à 3 m tandis que 
le rayon a sera variable. 
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Nous présentons maintenant les détails du calcul de l'efficacité du contrôle actif avec 
quatre distributions de source différentes: 
- une distribution continue de monopôles sur la sphère IV 
- une distribution continue de monopôles-dipôîes sur la sphère r a . 
- une distribution discrète de soiirces ponctuelles monopôlaires sur la sphère Ta, 
- une distribution discrète de paires de sources ponctuelles monopôlaires sur les sphères 
r a et ra+d 
Nous comparerons ensuite dans la section suivante les résultats du contrôle avec les quatre 
distributions que l'on notera A, B, C et D. 
A. Distr ibut ion continue de monopôles sur la sphère Ta 
Examinons d'abord le contrôle dû à une distribution continue de monopôles sur la sphère 
rB . 
La distribution de pression due à une distribution uniforme de monopoles sur la sphère 
Fa s'écrit: 
t gjfcls-îll 
P*(r) = Q, / -r-\ 7\dx' ( L 5 8 ) 
Jva AIT \X — x[\ 
où Qs est la densité surfacique de la source secondaire. L'amplitude totale des sources 
est Qs = Aira2Q3. 
jk{r+a) _
 pjk\r-a\ 
ps(r) = Q* -—— (1.59) 
oTïjkar 
(voir l'annexe B). 
L'énergie potentielle acoustique (multipliée par 2/>0CQ) s'écrit: 
J(Q1= f \Pv(r) + Ps(r)\2dr (1.60) 
On cherche QQ qui minimise J{QS) 
„ . , acos(ka) — - •" j r^- — j(2R — a)sin(ka) „ 
Ql = -2jka — k x ' \ }QP (1.61) 
^ °
 J
 4sin2(fea)(Ä - a) + 2a - 22S|i£l Hp K ! 
AQ'o) = 
R 1 {acos{ka)~^f^)2 + {2R-a)2sm2(ka) jk 
4n 4n 4sin2{ka)(R- a) + 2a- s-^f^ \QPY (1-62) 
B. Distr ibut ion continue de monopôies-dipôles sur la sphère Ta 
La distribution de pression due à une distribution de monopôles sur la sphère r o avec 
une amplitude totale de source égale à Qs s'écrit: 
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ps(Qs.a,r) = Q" 
eJk{r+a) _ €jk\r-a\ 
(1.63) 
8-ïïjkar 
Une distribution continue de dipôles radiaux sur la sphère r a peut se représenter comme 
la limite de deux distributions de monopôles sur les sphères Fa+d et Ta d'amplitude totale 
de sources Qd et — Qd respectivement lorsque d —> 0 et dQd — D". 
Pd{Ds, a, r) = l)m{pt(Qd, a + d,r) + ps(-Qd, a, r)} 
d—¥0 
pd(D\a,r) ~ Yimd~-(Qd,a,r) 
a-*-0 Ou 
(1.64) 
(1.65) 
Ds
 r ;U.J.„\ -*.i—i ., ••Î./.J.^ ., r2 - a 2 - \r~a\2 Pé(D\ a, r) = - - — - T - { e ^ + a ) - e ^ r - a ! - ¿fcae« r + '> - ¿*- . . . 
üTTjka¿r 2jr — a\ 
eMr-a\j 
(1.66) 
Pour un rayon a fixé, l'énergie potentielle acoustique s'écrit: 
J(Q\D°) = /A |ft ,C-)+P.(»-.Q*)+P<í(^-D')la4írr2cír (1.67) 
Jo 
On cherche le couple (Qt, DBm) qui minimise J(Q*,D9): 
D'après le chapitre précédent, ce couple (Q*, D») assure une distribution de pression nulle 
pour r > a. 
Si r > a, 
p(r) = pp(r) + p.(r, Qt) + pd(r, Dt) = 0 (1.68) 
e-7*"" O s , Ds Ds 
p(r) = -—{Qp + —^sinika) - ~~sin(ka) H ^-€05(^0)} = 0 (1.69) 
47T7* Kù rCCt (X 
d'où 
———-—~sin(ka) -\ -cos(ka) — —Qp 
ka¿ a 
(1.70) 
Le couple (Qt, D%) vérifie aussi une relation intérieure pour r < a. 
Si r < a, 
p(r) = pp{r) + ps{r, Qt) + pd(r, Dt) (1.71) 
, v ejkr .„ Qlae3ka Ds,e}ka Dtejk\ e~jkr . Qtae}ka DleJka Dtelka, . 
47rr1" '"" 2jJea2 2jjfca2 2a J ' 47rr l 2j/fea2 2jfca2 2a 
posons: 
{Qs.a - Dl)e*a D;¿ka _
 T 
T „ — V 2jfca2 2a (1.73) 
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p{r) = _ { Q p _ QT} + Ç T _ _ _ ( L 7 4 ) 
Q^ est la solution de la minimisation de J(QT) par rapport à QT. 
J (QD = min J(QT) = / S |p(r)|247rr2<ir (1.75) 
QT JO 
Atf) = !QP|2{<4 + 2y2) + f ! 2 ^ ) (I _ y2) _ | ( 1 _ cos(2fca)} (1.77) 
En posant a = ^(Qs,a - D'm) et /3 = fDf, 
s¿n(fca)o -f- cos(ka)ß = — Qp 
a + jß -2jQle-=ka 
C'est-à-dire 
a — jeJkaQp — 2jQlcos{ka) = —Qp\sin(ka) + 2ycos(ka)] 
ß = ~elkaQp + 2jQ*sin(ka) = -Qp[cos(ka) - 2y$in(ka)} 
(1.78) 
(1.79) 
On remarque que si Qp est réel, a et ß sont aussi réels ainsi que Ql et Dsm. Les sources 
secondaires sont donc en phase avec la source primaire. 
C. Distr ibut ion discrète de sources ponctuelles monopôlaires sur la sphère r a 
Examinons maintenant le contrôle dû à une distribution discrète de TV monopôles sur la 
sphère Ta. 
La distribution de pression due à une distribution de monopôles s'écrit: 
m=N(h)-l ejfclx-r^l 
Ph(r)= E Qmj-j
 n (L8°) 
m=0 4 5 r i l ~ î t ( i i 
où Qm est l'amplitude de la rnteme source secondaire monopôlaire ponctuelle et x¡¡^ sa 
position. 
On note Q la distribution de V¿ et Q le vecteur de CN dont la mteme composante est Qm. 
L'énergie potentielle acoustique s'écrit: 
AQ)= I \Pp(r)+Ph(r)\2dr (1.81) 
On cherche QQ' qui minimise J(Q): 
Q% = -QrMT'V (1-82) 
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où Mmn = p(xi ,x£) et Vm = p(£p,a&). 
avec 
:dx (1.83) p(y.i) = / 
~ in, /ßm 167T2|x — yj\x_ — z¡ 
Les points x^n sont disposés suivant la procédure décrite dans l'annexe C de façon à 
obtenir un maiilage régulier d'une sphère. Du fait de la symétrie, on pourra vérifier que le 
vecteur QQ a toutes ses composantes égales. Le calcul des composantes Mmn est décrit en 
annexe D. 
D. Distribution discrète de paires de sources ponctuelles monopôlaires sur íes 
sphères r a et Fa+d 
Examinons maintenant le contrôle dû à une distribution discrète de N paires de sources. 
Cette distribution est constituée de 2N monopôles, N sur la sphère Ta et N sur la sphère 
Ta+d- A chaque monopôle de la sphère Fa est associé un monopôle de la sphère ro+¿. Ces 
deux monopôles sont situés sur le même rayon. 
La distribution de pression due à une distribution de doublets s'écrit: 
»
(r)
- S Qt*^áF\ + JE «"ï^ïFÏ (1'84) 
où Q+ est l'amplitude de la mteme source secondaire et x^+ sa position (Ç~ est l'amplitude 
de la (N + m)teme source secondaire et ¿r^ ~ sa position). Comme les deux sources d'une même 
paire sont situées sur le même rayon et à une distance d, on aura \x¡£~ j = a et x%+ = s-^xjj^'. 
On note Q la distribution de \\ et Q+ le vecteur de CN dont la mieme composante est 
Qti (Q~ ^e vecteur de CA' dont la m ieme composante est Q~). 
L'énergie potentielle acoustique s'écrit: 
/fi™ 
On cherche Q^ qui minimise J(Q): 
J(Q)= f \pP(r) + Pk(r)\2dr 
-M. y. 
où Mmn = p(xm)xm) et Vm = p(xm ,xp). 
1.2.3 Exemple en champ libre: résultats numériques 
Dans cette section, nous allons examiner la convergence de distributions de paires de 
sources (type D) vers la solution optimale (type B) en terme d'atténuation acoustique. Nous 
allons ensuite comparer l'atténuation acoustique pour les quatre types de distributions (A, 
B, C et D). 
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20 40 60 
Nombre N de pai res de sources 
100 
FREQUENCE ;Hz) 
200 
FlG. 1.5- Atténuation acoustique en fonction FiG. 1,7- Atténuation acoustique en fonction 
du nombre N de paires de sources et de la de la fréquence (rayon a égal à 1 m et d pris 
distance d (rayon a égal à 1 m et fréquence égal à 0.1 m) pour des distributions du type 
de 1 Hz). A, B, C et D. 
0 = 0.1 • 
d -Q.2 -
a = 0 . 4 -
20 40 60 
Nombre N de paires de sources 
80 
FlG. 1.6 - Atténuation acoustique en fonction FlG. 1.8- Atténuation acoustique m fonction 
du nombre N de paires de sources et de la du rayon a (fréquence de 100 Hz et d pris égal 
distance d (rayon a égal à 1 m et fréquence à 0.1 m) pour des distributions du type A, B, 
de 100 Hz). CetD. 
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j(Q) = lOlogn (1.85) 
Sur la figure 1.5 (resp, 1.6) est présentée l'atténuation acoustique 7 en décibels pour une 
fréquence de 1 Hz (resp, 100 Hz). Cette atténuation est définie pour une distribution Q de 
sources secondaires: 
~J(0) 
[J(Q)\ 
Nous avons vu que lorsque d —> 0 et N —» 00 (sous certaines conditions) J(Q^) —• J(Qi, Dl). 
Les figures 1.5 et 1.6 montrent la convergence en fonction de N et d. On remarque tout 
d'abord que la vitesse de convergence dépend plus du nombre N que de la distance d. On 
remarque en effet que l'atténuation dépend peu de la distance d entre sources d'une même 
paire. Le nombre Ar, c'est-à dire la distance entre les paires de sources semble, quant à lui, 
déterminant. 
L'atténuation dépend aussi de la longueur d'onde. A la fréquence de 100 Hz, nous avons 
déterminé que l'on obtient une atténuation à 5 % en décibels (resp. 10 %) de l'atténuation 
optimale pour une distance caractéristique entre sources de | (resp. §). 
Nous allons maintenant comparer l'atténuation acoustique pour les quatre types de dis-
tributions (A, B, C et D). 
Sur la figure 1.7 est présentée l'atténuation acoustique en fonction de la fréquence pour 
un rayon a égal à 1 m. 
Examinons tout d'abord le cas d'une distribution surfacique monopôlaire en trait gras 
pointillé (type A). Lorsque k -+ 0, Q% - • -£&QP et J{Q'Q) -4 ¿ ( f i - üt$.)\Qp\* c'est-à-
3 3 
dire une atténuation de 9.6 dB pour a égal à 1 m. Cette atténuation serait de 6 dB pour a 
égal à 3 m. 
L'approximation par 11 sources monopôlaires ponctuelles en trait fin pointillé (type C) 
donne des résultats proches de la distribution surfacique malgré les imprécisions du calcul. 
Ces imprécisions sont dues en partie aux limites de l'intégration numérique. Une autre source 
d'erreur vient du maiîlage de la sphère qui ne respecte qu'imparfaitement la symétrie du 
problème. 
Pour une distribution continue de type monopôlaire-dipôlaire en trait gras plein (type 
B), on remarquera d'abord que la solution ne dépend pas du rayon R de la zone de silence 
iîm car la pression est annulée pour r > a quel que soit le rayon R. En particulier quand 
k -> 0, Qi -» -Qp, Dl -^ ^ et J{Ql,Dl) -¥ f¡Qp¡2, c'est-à-dire une atténuation de 10.8 
dB pour a égal à 1 m. Cette atténuation serait de 6.0 dB pour a égal à 3 m. 
On constate qu'une approximation avec 52 paires de sources en trait fin plein (type D) 
donne une atténuation acoustique proche de la solution optimale. La précision est inférieure 
à 1 dB sur tout le domaine [0 — 200] Hz du calcul. Une approximation avec 11 paires est, 
elle aussi, meilleure que la distribution surfacique de sources monopôlaires sur presque tout 
le domaine fréquenciel du calcul. Une approximation avec seulement 3 paires de sources est 
même meilleure que la distribution surfacique de sources monopôlaires sur la bande [155—180] 
Hz. Cette constatation e-st importante car elle montre qu'un faible nombre de sources bien 
placées peut fournir une meilleure atténuation acoustique qu'un nombre infini de sources. 
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Sur la figure 1.8 est présentée l 'atténuation acoustique en décibels en fonction du rayon 
a à la fréquence de 100 Hz. 
Pour une distribution surfacique monopôlaire (type A), on calcule que lorsque a -4 0, 
QQ —»• — Qp et J{Qo) —• oo. Pour une distribution surfacique rnonopôlaire-dipôlaire (type 
B), on calcule que lorsque a —y 0, Qt —y —Qp, Dl —y 0 et J(Qo) ~* °°- On vérifie que les 
deux approches sont équivalentes dans ce cas car elle donne la même solution. Une source 
secondaire située au même point que la source primaire, de même module et en opposition 
de phase annule l'énergie potentielle acoustique. 
Lorsque a —y R, avec R — 3m, les deux types de distributions (A et B) donnent encore une 
atténuation acoustique identique. Par contre, les solutions (QQ\ 0) et (Ql, Dsm) sont différentes. 
Il n 'y a alors plus unicité de la solution. Une distribution de type A assure la continuité de la 
pression au travers de la surface Tm alors qu'une distribution de type B assure une pression 
nulle pour (r > R). Le cas a = R correspond en fait au cas particulier 2 de la section 
précédente où Om H fi¿ — 0. 
Pour une distribution surfacique rnonopôlaire-dipôlaire (type B), on vérifie aussi que 7 
décroît lorsque le rayon a croit. La solution de type B est en effet la solution optimale du 
problème. Lorsque c augmente, l'espace de contrôle fî, décroît et l 'atténuation acoustique doit 
donc diminuer. Pour une distribution surfacique monopôlaire (type A), la solution est non-
optimale. Lorsque le rayon a augmente, l 'atténuation acoustique n'est pas obligatoirement 
décroissante. C'est ce que l'on constate sur la figure 1.8. L'atténuation acoustique est en effet 
croissante pour a compris entre 1.7 et 2.4 m. 
Pour les solutions approchées (type C, D), on retrouve que la convergence est plus rapide 
pour les distributions de type C que D. Les distributions de type D avec N = 11 et à fortiori 
N = 52 fournissent une plus grande atténuation qu'une distribution continue monopôlaire 
pour a inférieur à 2 m environ. On remarque enfin le même phénomène pour N = 11 que 
pour N = 00. C'est-à-dire que des distributions de types dipôîaires sont inutiles pour a égal 
à 3 m. On obtient en effet dans ce cas une même fonction de coût J(Q^) et J(Qlv). 
En conclusion de cette étude, on a montré l'importance du positionnement des sources 
(un nombre réduit de sources bien placées peut se montrer plus efficace qu'une infinité mal 
placées). 
Malgré l'intérêt des solutions continues, celles-ci ne peuvent que donner des bornes sur 
les réductions d'énergie acoustique. Une discrétisation des solutions continues est possible 
mais elle demande aussi souvent l'utilisation d'un grand nombre de sources. 
C'est pourquoi, dans la section suivante, nous allons nous intéresser au cas plus pratique 
où le nombre de sources est égal, au plus, à quelques dizaines. 
1.3 Optimisation du placement d'un nombre fini de 
sources ponctuelles 
Nous allons noter N 3e nombre de sources ponctuelles monopôlaires. Soient x_m la. position 
de la (m -f l ) î e r n e source (xm € fi,-). Nous noterons X. = (ÎGT-,2LN-I) Ie vecteur position de 
Î ï f . Soit Qm l 'amplitude de la (m-j-l) 'e m e source. Nous noterons Q = (QQ, ... QN-I) le vecteur 
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FlG. 1.9 - Optimisation du placement de sources ponctuelles. 
amplitude de C^. Nous allons introduire un nouvel espace de minimisation. 
m = i V - l 
VN = [Q G Vt\Q - Yl QmS^ et (Q,&) € CA' x Of} 
m=0 
Nous minimisons JQ(Q) avec Q € V^: 
MQ)= I \p[Q + QP]\2dn 
(1.86) 
(1.87) 
Pour simplifier les notations et expliciter les inconnues du problème, nous remplaçons désor-
mais p[Q •+ Qp] par p[Q_,X]. La fonction de coût s'écrit alors: 
M&20 = I \p[Q,K]\2dü 
J 4¿m 
(1.88) 
Le problème de minimisation est maintenant double. Il s'agit en effet d'optimiser les ampli-
tudes et les positions des sources secondaires. Il est possible d'optimiser simultanément les 
amplitudes et les positions des sources secondaires à l'aide de méthodes de gradients (Yang 
1994 [84]). Cette méthode converge cependant vers un minimum local et non pas global. 
Une optimisation partielle est généralement préférée. Le vecteur X_ est d'abord considéré 
fixe de telle sorte que le vecteur (^(X), solution du problème de minimisation, est calculé. 
Le vecteur X_ est ensuite optimisé. 
Nous noterons G{x\y) la fonction de transfert entre la source située au point x et le point 
de mesure y. 
1.3.1 Optimisation des amplitudes des sources 
Jo(Q,2Q e s t une forme quadratique. 
MQ, 20 - Q'RJÎQ + b*xQ + Q'b^ + d (1.89) 
141 
1 
ou 
d = f \QpG(xp\y)\2dy 
(Rxh = / GixjlyjG'UMdy (1.90) 
(bx)i = / QPG(xp\y)G*(xt\y)dy 
Comme la matrice Rx_ est définie positive (Curtis 1988 [14]), Rx_ n'est pas singulière et 
l'existence et l'unicité d'un minimum sont assurées. 
La solution du problème de minimisation 0^(20 est donnée par l'équation suivante: 
So(20 = -Ribx_ (1.91) 
1.3.2 Optimisation des positions des sources 
La fonction Jo{QJO(2L)i2L) e g t ensuite minimisée en fonction du vecteur position 2L- Cette 
étape est la plus difficile car on a ici affaire à un problème de minimisation non convexe. 
Remarque: l'existence et l'unicité d'une solution dans VN ne sont pas assurées. On 
peut par exemple avoir plusieurs solutions pour des raisons de symétrie. La solution peut 
aussi avoir des composantes multipolaires qui n'appartiennent pas à V¡\¡. Benzaria (1995 [6]) 
souligne en effet que les solutions ont tendance à donner des arrangements multipolaires 
(dipôlaires ou quadripôlaires) de sources. 
Gaudefroy (1988 [27]) donnent une condition nécessaire pour que X^. en dehors de F,-, 
soient un minimum: 
VxJo(Qo(Xo) ,Zo) = 0 (1.92) 
Si
 JX0 vérifie l'équation 1.92, 2La est susceptible d'être un minimum local. 
En pratique, un minimum local peut être déterminé à l'aide d'une méthode de gradient 
en partant d'un placement initial arbitraire. Comme les données de calculs ou de mesures 
ne fournissent généralement qu'un échantillon limité de valeurs de fonctions de transfert 
G(3ç,|y), une méthode d'interpolation comme celle présentée par Nayroles (1994 [55]) peut 
permettre de calculer cette fonction de transfert et ses premières dérivées partielles en tous 
points à partir des données connues. 
1.3.3 Optimisation des positions des microphones 
Dans les applications pratiques de contrôle actif, l'étape 1.3.1 est modifiée. Il est en effet 
impossible de mesurer l'énergie potentielle acoustique qui nécessite de connaître la valeur de 
la pression acoustique en tous points de ïîm. En pratique la pression est mesurée seulement 
en M points à l'aide de M microphones d'erreur placés dans üm. Soient y la position du 
(m + l ) ' e m e microphone (y t fim)- Nous noterons Y. = (y^, ••iVN_l) le vecteur position 
de O f^. L'amplitude des sources secondaires est alors déterminée par la minimisation d'une 
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nouvelle fonction de coût JM qui représente la somme des carrés des modules de la pression 
aux microphones d'erreu. 
m=M~\ 
JM(Q,K,Z)= E \p[Q,X}\\yJ (1.93) 
m=0 
JM est aussi une forme quadratique: 
JM[Q,X,Y) = Q'Rx,Y£ + b"K!y£ + Q'bx,Y + dr (1.94) 
ou 
m^M—l 
(*&L)Ü = E G(MlUG*^¡í>J (1-95) 
TO=0 
m=AÍ—1 
fe)> = E QpG(^\yJG'(^\yJ 
La solution du problème de minimisation <2w(2C30 est donnée par l'équation suivante: 
QM(X}Y) = -R-¿Lbx,Y (1.96) 
L'étape 1.3.2 d'optimisation du placement des sources est identique sauf que QÀK) est 
remplacé par Q_M{X_,Y_). Le critère pour le placement des sources mais aussi des microphones 
est maintenant Jo(QM{2Lj¥-),2L)- Le critère dépend donc à la fois de X_ et de Y_. Les étapes 
1.3.2 et 1.3.3 peuvent en fait être combinées. Une méthode d'optimisation par gradient peut 
être en effet appliquée simultanément pour X_ et Y_, c'est-à-dire pour le placement des sources 
secondaires et microphones d'erreur. 
1.3.4 Conclusion 
Ce chapitre présente d'abord la distribution optimale de sources dans un problème de 
contrôle actif. Cette distribution optimale est unique dans le cas où la zone de contrôle est 
strictement incluse dans la zone de silence. Cette distribution optimale consiste alors en une 
distribution simple couche et une distribution double couche sur la frontière de la zone de 
contrôle. Elle est appelée surface activement absorbante. 
Nous avons montré que l'approximation par des paires de sources monopôlaires ponc-
tuelles converge vers la solution continue dans un espace de fonctions noté V¿. 
Sur un exemple (celui de la sphère), nous avons noté que l'approximation par des paires 
de sources monopôlaires ponctuelles nécessite cependant l'utilisation d'un grand nombre de 
sources. 
C'est pourquoi la discrétisation d'une surface activement absorbante n'est pas applicable 
dans les cas pratiques où le nombre de sources est limité. Le problème d'optimisation consiste 
alors à déterminer la position optimale des sources secondaires (ou microphones d'erreur) 
dans un espace continu que nous appelons zone de contrôle (ou zone de silence). 
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Nous avons exposé les méthodes qui existent pour résoudre ce problème difficile. Il s'agit 
essentiellement de méthodes par gradient. 
Les méthodes d'optimisation par gradient gardent le handicap de fournir un minimum 
local qui dépend largement de la configuration de départ. Elles ne fournissent pas non plus 
d'information sur la qualité de la solution. Elles demandent aussi une base de données des 
fonctions de transfert importante provenant d'un maillage assez dense de la zone de contrôle 
il,. Tous ces inconvénients font que les méthodes par sélection sont souvent préférées. Il 
s'agit alors de sélectionner Àr positions de sources parmi No candidates dans fl¿. De la 
même façon, le problème du placement des microphones d'erreur peut être traité par une 
méthode de sélection. Il s'agit de même de sélectionner M positions de microphones parmi 
Mo candidates dans fïm. 
Dans le cadre de l'optimisation des positions des sources secondaires, Benzaria (1994 [5]) 
propose d'associer les deux familles de méthodes: sélection et optimisation. Une stratégie 
de sélection est d'abord appliquée afin de déterminer la configuration de départ pour une 
méthode de gradient. L'optimisation par gradient permet ensuite d'améliorer l'atténuation 
obtenue par sélection. 
Dans le chapitre suivant, nous allons décrire une méthode qui permet d'améliorer la 
stratégie de sélection à la fois pour le placement des sources secondaires et des microphones 
d'erreur. Nous n'allons pas combiner les techniques de sélection et d'optimisation. Mais il 
est certain que les résultats par sélection peuvent toujours être améliorés par une technique 
d'optimisation par gradient. 
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Chapitre 2 
Optimisation dans un espace discret 
Ce chapitre est consacré au placement des sources secondaires et microphones d'erreur 
dans un espace discret. 
Nous exposons d'abord l'approche classique où ia fonction de coût est quadratique. Nous 
présentons une revue des différentes méthodes développées pour résoudre ce problème. 
En remplaçant la fonction de coût par le maximum du module de la pression aux points 
de mesure, nous écrivons ensuite le problème sous la forme de programmation linéaire. Cette 
écriture s'avère en fait adaptée au placement des microphones d'erreur. 
Nous montrerons enfin comment le calcul du placement optimal des sources secondaires 
peut être accéléré en écrivant le problème sous forme de programmation entière. 
2.1 Problème quadratique 
Nous avons vu au chapitre précédent que le problème de placement par optimisation 
revient à trouver les vecteurs positions J et F des sources secondaires et des microphones 
d'erreur qui minimisent Jo{Q_M{2LiX)i2Q avec: 
MQ,2Ü= I \p{Q,2Lfdïi (2.1) 
avec QM(2L, Y.) donné par l'équation 1.96. On peut aussi choisir pour Jo une somme au lieu 
d'une intégrale: 
m=Mo —1 
Jo (Q ,2ü= £ \p[Q,x}\2Um) (2.2) 
tn=0 
où Z = (ZQ, - . ,1MO-I) e s t u n vecteur de fi£f°. Mo est pris suffisamment grand pour que les 
points zm définissent un maillage dense de Qm. 
Dans ce chapitre, les positions des microphones et des sources sont à chercher dans 
des espaces discrets. On choisit alors un ensemble de positions candidates pour les sources 
secondaires et les microphones d'erreur. On définit donc les vecteurs des positions candidates 
2LC = Í 3¿ , " , £k - i ) e t ¥ = (&"'&o-i) d a n s fi^° e t i } - ° -
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Les vecteurs ¿L et Y_ appartiennent maintenant à «7^ ° et <7M°. 
P$° est l'ensemble des parties de cardinal N de {x£, ..,£.w0-i)}-
PJ$° est l'ensemble des parties de cardinal M de {y^, - , y ^ _])}• N s'agit de trouver les 
meilleures combinaisons de iV sources et M microphones parmi les NQ et MQ positions can-
didates. Dans la suite de l 'étude, nous prendrons Yf = Z_. 
Le nombre de combinaisons possibles de positions pour les sources (resp. microphones) 
s'élève à C$ (resp. Cj$o). Le temps de calcul par enumeration de toutes ces combinaisons 
peut devenir prohibitif lorsque le nombre de sources ou de microphones devient grand. 
C'est pourquoi il est intéressant d'utiliser des méthodes qui permettent d'obtenir en un 
temps de calcul plus court, non plus la solution optimale, mais une solution approchée. Il 
existe ainsi des méthodes sophistiquées comme les algorithmes génétiques et la méthode du 
recuit simulé. Ces méthodes sont appelées des algorithmes naturels car elles imitent d'une 
part la sélection génétique naturelle, d 'autre part le refroidissement d'un cristal. Baek et 
Elliott (1995 [4]) ont appliqué ces deux techniques au placement des sources secondaires 
dans un problème de contrôle actif du bruit. Ils obtiennent un arrangement de source 0.5 dB 
en-dessous de l 'atténuation optimale en testant moins de 0.1 % des combinaisons possibles. 
Il semble néanmoins que l'efficacité des deux méthodes et en particulier du recuit simulé soit 
sensible aux valeurs de certains paramètres des algorithmes. Rao (1991 [63]) a aussi utilisé 
un algorithme génétique pour obtenir le positionnement optimal des actionneurs pour une 
structure à treillis. En évaluant environ la moitié de l'ensemble des combinaisons, il obtient 
la solution optimale pour le placement dans 12 cas sur 15. Ces méthodes ont l'inconvénient 
de rester longues et de ne pas donner d'indication sur la qualité de la solution approchée. La 
solution est en effet souvent très bonne mais peut parfois être assez éloignée de la solution 
optimale. 
C'est pourquoi plusieurs heuristiques spécialisés ont été développés pour le problème de 
placement optimal de sources secondaires dans un système de contrôle actif. Curieusement 
aucune heuristique, à notre connaissance, n 'a été présentée pour le placement optimal des 
microphones. Ces heuristiques ont l'avantage d'être rapide mais gardent le handicap de ne pas 
fournir d'information sur la qualité de la solution approchée. Ces méthodes ont néanmoins 
été testées sur des exemples et ont prouvé leur efficacité dans le cas des exemples traités. 
Benzaria (1995 [6]) propose ainsi deux stratégies itératives: une par retrait, une autre 
par addition. La première débute avec No sources. La source recevant le signal le plus faible 
est retirée. La procédure est répétée jusqu'à obtenir la solution avec N sources. La seconde 
stratégie débute avec une source, celle qui minimise le critère J0 . Une nouvelle source lui est 
ajoutée, celle qui, associée à la première, fournit le critère le plus faible. Des deux stratégies, 
la première semble fournir de meilleurs résultats. 
Asano (1995 [2]) présente aussi une méthode itérative de sélection par addition. Il fait 
apparaître une matr ice de fonctions de transfert entre les sources et les microphones d'erreur. 
Si les colonnes de cette matrice sont linéairement dépendantes, alors le rôle d'une source peut 
être remplacé par une combinaison des autres. C'est pourquoi le principe de choix à chaque 
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itération consiste à maximiser l'indépendance des vecteurs colonnes. La sélection de la source 
est donc basée sur la méthode d'orthogonalisation de Gram-Schmidt. 
Kim (1995 [40]) choisit d'autres stratégies de sélection. Il propose deux critères Rlk et 
Ri pour évaluer la qualité de la kteme position parmi les N0 candidates. Soient Q 6 CN°. 
Kim choisit comme premier critère R^ la sensibilité: c'est-à-dire l'influence d'une source 
d'amplitude unitaire sur la fonction de coût. Elle est définit comme suit: 
RI - « ¿ ( 0 . * ) (2.4, 
Une haute sensibilité garantit une convergence rapide au début du contrôle. Le second critère 
est le module de l 'amplitude de la ktem£ source dans la configuration optimale où toutes les 
sources sont allumées. Ri est défini comme suit: 
Rl = \Qk\ tel que V g J 0 ( Q , X c ) = 0 (2.5) 
Les bonnes positions doivent assurer un bon compromis entre les deux critères car le premier 
assure l'efficacité et le second le niveau de réduction. 
2.2 Problème linéaire: optimisation des positions des 
microphones 
Le défaut principal des techniques précédentes est qu'elles ne donnent pas d'information 
sur la qualité de la solution, c'est-à-dire sur la distance qui la sépare, en terme de réduction 
acoustique, de la solution optimale. De plus ces méthodes ne s'appliquent pas au placement 
des microphones. 
C'est pourquoi, nous allons développer une méthode consacrée au placement des micro-
phones d'erreur mais qui peut aussi s'adapter au placement des sources secondaires. Notre 
souci sera aussi de toujours pouvoir donner un estimateur de la qualité de la solution. 
Pour cela, il nous faut changer de norme. On n'utilisera donc plus la norme | ¡¡2 de CM° 
mais la norme | |OQ. Ainsi la fonction de coût (2.2) devient: 
MQ,K)= max Jp [Ç ,2C] | ( z J (2.6) 
m€{0,..,Mo—1} ' 
Dans cette section, nous ne nous intéresserons pas au placement des sources. Nous n'écri-
rons donc plus la dépendance en 2L- Nous écrivons le problème de minimisation que nous 
appellerons (0): 
(0) m i n J 0 ( Ç ) = m w \p[Q}(zm)\ (2.7) 
V me|0,..,Mo-l> 
JQ(Q) <?st une fonction convexe (voir annexe E). Le problème de minimisation (0) a donc une 
solution Q . Sous certaines conditions (voir annexe E), elle est unique. Notons J ° le minimum. 
Nous pouvons maintenant calculer p'[Q°](im) la pression complexe pour un vecteur Q° à la 
position z_m. 
Nous allons maintenant séparer les positions des microphones d'erreur en deux groupes 
suivant que le module de la pression complexe en ces points atteint J ° ou non. 
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Appelons Gi l'ensemble des indices m tels que: 
M2°](&»)l = j0 
Appelons Gi l'ensemble des indices m tels que: 
\p\Q°}Um)\ < J° 
(2.8) 
(2.9) 
On note M le nombre cardinal de l'ensemble G\. Gardons maintenant seulement les M 
microphones de Gi et examinons le nouveau problème de minimisation où le nombre de 
microphones d'erreur est maintenant réduit: 
(1) minJi(Q) = max \p[Q]{zm)\ (2.10) 
Soit Ql la solution (toujours sous de bonnes conditions d'unicité) et Jl le minimum. Il est 
montré en annexe F que: 
'
 :
 " ^ (2.11) Q1 = Q° 
On montre donc que Q1 est aussi solution du problème (0). En d'autres termes, cela veut dire 
que les M microphones sont suffisants pour assurer le même contrôle que Af0 microphones. 
On appellera M le nombre suffisant de microphones. L'avantage de cette méthode est que 
le nombre et la position des microphones d'erreur sont trouvés simultanément en un seul 
calcul. Les positions optimales des microphones d'erreur sont donc trouvées aux maximums 
des modules de la pression résiduelle. 
M é t h o d e numérique 
FlG. 2.1 - Approximation du module complexe n = 3. 
Le problème consiste à trouver la solution du problème (0): Q°. On écrit le problème de 
la façon suivante: 
min JQ(Q) = E 
E
'Q. - (2.12) 
\p[Q}Um)\ < E 0 < m < M o - l 
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Ce problème ressemble à un problème de programmation linéaire. C'est pourquoi le mo-
dule est approximé dans le plan complexe par d'autres normes | |Ä où les courbes d'isovaleurs 
dans le plan complexe sont des polygones au lieu de cercles. On écrit ainsi: 
ib[Q]Um)|ñ= max Re[p{Q}{z.m)e 
— a£{0,..,2n—1} L — 
(2.13) 
La figure 2.1 représente une approximation n = 3. Si le module complexe est remplacé par ces 
normes, le problème (0) peut être considéré comme un problème de programmation linéaire 
et une méthode performante comme le simplex trouve la solution. Le problème s'écrit ainsi: 
mm 
E,Q 
MQ) = E 
Re P[Q](^n) e " <E 
0 < m < Mo — 1 
0 < a < 2n - 1 
(2.14) 
avec i=N-l 
p[Q}{zm) = QpG{zm\xp)+ £ QiG(zm\ïu) 
t'=0 
(2.15) 
Le nombre d'inconnues réelles s'élève à 2N + 1 (E, Re[Qi], Im[Q,]). 
Le nombre de contraintes s'élève à 2n x Mo. 
L'erreur de calcul en décibels due au changement de norme est bornée par le nombre Err 
(voir figure 2.1). 
Err — — 20Log 10 (
 n
 \ (2.16) 
Dans nos exemples, on prendra n = 4, c'est-à-dire une erreur Err—Q.69 dB. Si la précision 
est montée à n = 8, Err=0.17 dB. 
Bornes sur le nombre suffisant de microphones d 'erreur 
Im(Q) 
Re(Q) 
Im(Q) 
Re(Q) 
(1) (2) 
FlG. 2.2 - Points du type (1) et (2) pour l'approximation (n=3). 
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Notons à nouveau Q1' la solution du problème de programmation linéaire. On sait de plus 
que la solution d'un simplex se trouve à l'intersection d'au moins N hyperplans de R N où N 
est le nombre de variables. Lorsqu'il n'y a pas de dégénérescences, ce nombre est exactement 
égal à N. Ici le nombre de variables est égal à 2N -f 1. On fera l'hypothèse que la solution 
n'est pas dégénérée, ce qui est en général le cas lorsque les coefficients du problème ne sont 
pas simples. On fera aussi l'hypothèse que pour tout i variant de 0 à A7 — 1, Re{Q°i) / 0 
et Im(Ql) / 0. Cette hypothèse a une probabilité égale à 1 d'être réalisée. On fera aussi 
l'hypothèse que E > 0; ce qui veut dire que le contrôle n'est pas total. 
Les hyperplans correspondent donc alors uniquement à des contraintes réalisées du type: 
Re[p[Q°}(zm)e^r} = E (2.17) 
On sait déjà que seuls les microphones de G\ au nombre de M peuvent vérifier l'équation 
(2.17). Il va falloir encore diviser les points membres de G\ en deux groupes du type (1) et 
(2) en fonction du fait que le point p[Ç°](lm) se trouve sur un sommet du polygone ou non. 
Si le point est du type (I), une seule équation (2.17) est réalisée. Le nombre de points de ce 
type est noté M\. 
Si le point est du type (2), deux équations (2.17) sont réalisées. Le nombre de points de ce 
type est noté Mi- On sait que: 
Mi + AÍ2 = M (2.18) 
Le bilan du nombre de contraintes réalisées donne: 
Mi + 2M2 = 2N + 1 (2.19) 
En soustrayant les équations (2.18) et (2.19). on obtient: 
M = 2N + 1 - M2 (2.20) 
avec M2 £ [0, M — 1]. M2 = M est impossible car 2M = 2iV -f 1 est impossible (un entier 
impair ne peut pas être égal à un entier pair). Cela entraîne que 0 < 2JV -f 1 — M < M — 1. 
On trouve ainsi les bornes finales» 
N + 1 < M < 2N + 1 (2.21) 
Il apparaît donc que le nombre suffisant de microphones d'erreur excède le nombre de sources 
secondaires. Ceci se comprend aisément car on a démontré que les positions optimales des 
microphones d'erreur se trouvaient aux maximums des modules de la pression résiduelle. Si 
M < N, la pression serait alors nulle aux points de contrôle et les microphones d'erreur ne 
seraient plus aux maximums mais aux noeuds de la pression résiduelle. 
La borne supérieure pour le nombre de microphones d'erreur est aussi intéressante. En 
fait deux facteurs influent sur le nombre suffisant de microphones d'erreur: le nombre de 
sources et la longueur d'onde. Pour une grande longueur d'onde, le nombre de microphones 
d'erreur sera fixé par le nombre de sources (N +1) . Pour une longueur d'onde moyenne, le 
nombre de microphones d'erreur dépendra de la longueur d'onde. Pour une petite longueur 
d'onde, le nombre de microphone d'erreur sera fixé par le nombre de sources (2N + 1). 
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FíG. 2.3 - Recherche du minimum dans C de JQ{Q): exemple M — 2 
FlG. 2.4 - Recherche du minimum dans C de JQ(Q): exemple M ~ 3. 
En examinant le cas N — 1, on tire avantage du fait que l'on peut visualiser dans un 
dessin 3D les deux cas possibles pour le nombre suffisant de microphones, c'est-à-dire les cas 
M = 2 et M = 3. 
Sur la figure 2.3 est présenté le cas M = 2. Dans le plan complexe des Q, on sait que la 
solution appartient à l'intersection de deux paraboloides. Cette intersection est une parabole. 
La solution Qç, se trouve alors au minimum de cette parabole. 
Sur la figure 2.4 est présenté le cas M = 3. Dans le plan complexe des Q, on sait que la 
solution Qo appartient à l'intersection de trois paraboloides qui est réduite à un point. 
R e m a r q u e 1: Si un contrôle total est possible, on a alors E — 0. E — 0 est une équation 
supplémentaire qui est réalisée et l'équation (2.19) devient: 
Mx +2M2 + l = 2N + l (2.22) 
C'est-à-dire: 
M = 2N - M2 (2.23) 
avec M 2 G [0, M}. La borne inférieure devient alors N au lieu de N + 1. Lorsqu'un contrôle 
total est possible, N microphones peuvent être suffisants. Si ce cas est intéressant du point 
de vue théorique, il n'est jamais retrouvé dans les cas pratiques. 
R e m a r q u e 2: Cette méthode permet aussi d'introduire des bornes sur l 'amplitude des 
sources. Ces bornes peuvent exister dans les applications pratiques à cause de la puissance 
limitée des haut-parleurs. 
\Qi\<A 0<i<N-l (2.24) 
Pour garder une forme linéaire au problème, nous approximons à nouveau le module dans 
le plan complexe par une norme ¡j jjñ. 
| ¡ Q ¿ ¡ | ñ < ¿ Q < ¿ < A r - l (2.25) 
151 
L'algorithme du simplex est utilisé pour résoudre le nouveau problème incluant des bornes sur 
l'amplitude des sources. Si les bornes sur la norme de l'amplitude de source sont atteintes, M3 
équations supplémentaires sont réalisées (au plus 2N). On peut faire le bilan des équations 
réalisées: 
Mi + 2M2 + M3 = 2JV + 1 (2.26) 
En soustrayant les équations (2.18) et (2.26), on obtient: 
M = 2N + l-M2-M3 (2.27) 
avec M2 € [0, M] et M3 € [0,2Ar]. 
Les bornes (2.21) pour des sources d'amplitudes non bornées sont remplacées pour des 
sources bornées par les bornes suivantes: 
1 < M < 2N + 1 (2.28) 
Quand les amplitudes des sources secondaires sont bornées, le nombre de microphones 
d'erreur peut souvent être réduit comparé au cas où elles sont non bornées. Mais l'efficacité 
du contrôle actif est aussi réduite par l'introduction de ces nouvelles contraintes. 
2.3 Problème linéaire: optimisation des positions des 
sources 
La méthode précédente détermine le nombre suffisant et les positions des microphones 
d'erreur pour un ensemble donné de Ar sources. Si les positions des sources doivent être 
aussi optimisées, NQ positions candidates de sources sont d'abord introduites. Le problème 
consiste alors à trouver le meilleur placement pour les sources parmi les C$ combinaisons 
possibles. 
Nous avons choisi une méthode développant un calcul implicite de l'ensemble des com-
binaisons. Le mot "implicite" signifie que, dans certains cas, il est possible de trouver la 
solution "exacte" sans tester l'ensemble complet des combinaisons. 
Ecrivons donc le problème (ON) avec N sources secondaires. 
(O.v) min MQ)= max \p[Q}(zm)\ (2.29) 
Q_ — m € {Q..M0-I} — 
\Qi\ <A 0 < i < iV0 - 1 
i=N0-i /o qm 
E xm<N { } 
»=o 
Le vecteur Q_ est maintenant un élément de CjV°. La fonction x{Q) es^ ^ fonction égale 
à 0 si Q = 0 et égale à 1 sinon. Le module de l'amplitude de source est majoré par A. 
Ecrivons le problème sous une autre forme: 
(0N) min J0(Q) = E (2.31) 
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\Qi\ < A 
Ui = x(Qi) 
i=N0~î 
E ui^N 
0 < m < M0 - 1 
0 < i < NQ - 1 
0 < i < N0 - 1 (2.32) 
t = 0 
En remplaçant le module par || |„, le problème (Ojv) est semblable à un problème de recherche 
opérationnelle appelé problème de la charge fixe. Hirsch et Dantzig (1968 [31]) formulèrent 
le problème les premiers dès 1954. Hadley (1964 [29]) démontre que la solution optimale du 
problème de la charge fixe se trouve aux points extrêmes de l'espace convexe des solutions. 
Il est possible de calculer la valeur de la fonction de coût à ces points extrêmes et de garder 
le point réalisant le minimum. Comme le nombre de points extrêmes peut devenir grand, 
il est avantageux d'utiliser des méthodes où une partie limitée d'entre eux est examinée. 
Taha (1975 [77]) présente des algorithmes spécialement développés pour le problème de la 
charge fixe. Hadley, quant à lui, formule le problème de la charge fixe comme un problème 
de programmation mixte. La programmation mixte s'attache, comme la programmation 
linéaire, à résoudre un problème où la fonction coût et les contraintes sont linéaires. Une 
partie des variables est par contre entière. Si toutes les variables sont entières, on parle 
de programmation entière. La programmation mixte est en fait considérée comme un cas 
particulier de la programmation entière. La formulation de Hadley permet donc d'utiliser 
tous les algorithmes généraux de programmation entière. Ecrivons notre problème Qjv avec 
la formulation de Hadlev: 
(0*N) min J0(Q)^E + c g Ut (2.33) 
t = 0 
\Qi\< AU i 
0<Ui<l 
Ui entier 
i=N0-l 
E H<N 
0 < m < MQ - l 
0 < i < No - 1 
0 < i < Ao - 1 
0 < ¿ < A o ~ 1 (2.34) 
»=o 
En remplaçant le module par || |n , on vérifie que le problème est bien écrit sous la forme 
d'une programmation mixte. C'est-à-dire qu'à la fois la fonction de coût et les contraintes 
sont linéaires. Les variables Re(Qi), Im(Qi) et E sont réelles alors que les variables Ui sont 
entières. On choisit la constante e petite et strictement positive de façon à ce que les variables 
Ui soient minimisées. On vérifie que les problèmes 0;v et 0^ sont équivalents: 
- Si Qi = 0 alors U\ — 0 grâce au terme de minimisation en e. 
- Si Qi T¿ 0, les contraintes: 
0 < \Qi\ < AU, 
0<Ui<l 
Ui entier 
0 < \Qi\ <A (2.35) 
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Remarque 
Sergent (1995 [71]) a traité le problème dual de façon similaire. Dans le problème dual, 
les inconnues sont les amplitudes des sources secondaires et leur nombre pour un niveau 
maximal donné E du module de la pression complexe résiduelle. Cette démarche duale est 
utile dans un souci normatif: lorsqu'un placement et un nombre des sources secondaires sont 
à déterminer de manière à respecter certaines contraintes de pression acoustique en différents 
points d'un domaine. Le problème s'écrira alors: 
mm 
Q,V_ 
HQ) = ' E \\Qi\ + RU>] (2-36) 
¿=o 
\p[Q}(zm)\ < E 0<m<Mo-l 
\Qi\<AUi 0<i<No-l 
0<Ui<l 0<i<No-l { ] 
U¡ entier 0 < i < Na — 1 
R est une constante que l'on choisit en fonction de l'objectif que l'on veut privilégier: minimi-
ser les amplitudes des sources ou leur nombre. Lorsque R est faible, c'est-à-dire si l'on choisit 
de surtout minimiser l'amplitude des sources, le calcul est rapide. En particulier si R est pris 
égal à zéro, un unique problème de programmation linéaire est à résoudre. Une propriété 
remarquable (déjà utilisé par Kirsch (1991 [42]) pour un problème de contrôle statique de 
structures) est que la solution contient en général un faible nombre de variables non nulles. 
Programmat ion mix te ou entière 
Un problème en programmation mixte ou entière a une écriture proche de la program-
mation linéaire. Le fait de manipuler des variables entières rend cependant le problème plus 
complexe. On appellera solution continue d'un problème de programmation entière, la so-
lution du problème initial où la contrainte imposant aux variables d'être entières est écartée. 
Cette solution continue est alors trouvée en résolvant un problème de programmation linéaire. 
Taha (1975 [77]) divise toutes les méthodes de programmation entière en deux groupes: les 
méthodes des coupures et les méthodes par branches et bornes. 
Dans les méthodes des coupures, des contraintes secondaires sont ajoutées aux contraintes 
du problème initial. Ces contraintes sont violées par la solution continue mais vérifiées par 
toutes les solutions entières appartenant à l'ensemble des solutions. Cette méthode ne fournit 
pas cependant de solutions approchées avant la fin de l'algorithme. 
Dans les méthodes par branches et bornes, une petite partie des solutions entières seule-
ment est énumérée en écartant toutes les solutions non prometteuses. Cette enumeration par 
branches a l'inconvénient de remplir un grand espace de la mémoire de l'ordinateur quand 
la taille de l'arbre devient grande. Par contre, cette méthode peut fournir une solution ap-
prochée dès les premières itérations du calcul. Comme c'est aussi une méthode par bornes, 
un encadrement du minimum est donné à chaque itération. Lorsque les bornes extrêmes de 
l'encadrement deviennent confondues, la solution exacte est déterminée. Cet encadrement 
donne aussi une information sur la qualité des solutions approchées que l'on obtient tout au 
long du calcul. 
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Description de l'algorithme 
Nous avons choisi une méthode pax branches et bornes et plus précisément une adaptation 
de la méthode de Land et Doig (1960 [43]). 
Itération 0: Cherchons la solution du problème relaxé de (0^) où les variables £/,• ne 
sont plus contraintes d'être entières. Ce problème de programmation linéaire est résolu à 
l'aide de la méthode du simplex. 
Distinguons trois cas: 
- A: Les variables £/, de la solution sont toutes entières (cela veut dire égal à 0 ou 
1). La solution du problème relaxé (Q_,U_,E) est aussi solution du problème (Ojv) et 
l'algorithme est terminé. 
- B : Au moins une des variables £', de la solution n'est pas entière. Introduisons une 
borne inférieure i?_ pour la valeur minimum du problème. 
B_ = E (2.38) 
Introduisons une borne supérieure B+. 
t=N0-l 
B+ = E + R[-N+ £ x(Ui)] (2.39) 
>=o 
avec R très grand. 
Si les bornes supérieures et inférieures sont égales (B+ = 5_), l'algorithme est ter-
miné. La solution du problème continu (Q, t/, E) est aussi solution du problème (Q*N). 
- C: Si B_ < B+ préparons l'étape suivante. Un indice pour le premier noeud doit être 
choisi. Choisissons ¿o tel que: 
f/10= max « / I } (2.40) 
«€{0../Vo-l} 
¿o sera appelé indice de branchement du noeud. Chaque noeud est aussi caractérisé 
par un vecteur S_ de dimension No dont les composantes sont égales à 0, 1 ou 2. Nous 
verrons plus loin la signification de S_. Pour le premier noeud Si est égal à 2 pour tout i. 
Le vecteur 5 sera appelé vecteur racine du noeud. A chaque noeud est enfin associée 
une mesure une borne inférieure pour toutes les solutions originaires de ce 
noeud. Pour le premier noeud J est égal à ß „ . 
Itération n: Allons au noeud dont la mesure est minimale (A l'étape 1, il y a seulement 
un noeud). Ce noeud a donc l'indice de branchement iQ, le vecteur racine 5 et la mesure 
J = ¿?_. Nous allons créer deux noeuds enfants. Fixons 5,0 = 0 pour le noeud fille et 5,-0 = 1 
pour le noeud fils. Calculons les solutions des problèmes continus pour les noeuds fille et fils 
avec: 
Ui(Si-2) = Si(Si-2) (2.41) 
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La signification de l'équation (2.41) est la suivante: quand Si est égal à 2, la variable £/,• est 
une variable réelle. Elle est sinon fixée à 0 ou 1 suivant la valeur de 5,. 
- A: Chaque noeud enfant aura a son tour un indice de branchement t'o trouvé par 
l'équation suivante: 
Uio = max {Ui\Ui ¿ 1 et Si = 2} (2.42) 
te{o..N0~i} 
- B : Les deux noeuds enfants ont. chacun une mesure J donnée par le E minimum du 
problème de programmation linéaire associé. Parmi tous les noeuds enfants de l'arbre, 
on détermine celui dont la mesure est minimum. Ce sera le noeud actif pour la prochaine 
itération de branchement. La mesure de ce noeud sera la nouvelle borne inférieure £?_ 
du problème. On peut vérifier que la borne inférieure B_ augmente à chaque itération. 
- C: Appelons E le minimum pour le problème de programmation linéaire associé au 
noeud fils (idem pour le noeud fille). On définit E+ par: 
¿=AT0-1 
E+ = E + R[-N+ £ x(Ui)} (2.43) 
»=o 
Si E+ < B+ où B+ est l'ancienne borne supérieure, B+ est réactualisée et remplacée 
par E+. A chaque nouvelle borne supérieure est associée une solution approchée. On 
peut vérifier que la borne supérieure B+ diminue au cours du calcul. 
- D: Si i?_ = B+, le calcul est te rminé . La solution exacte est alors la solution associée 
à B+. Si B- < B+, aller à l'étape n + 1. 
Exemple 
Nous allons montrer l'algorithme sur un exemple. Pour simplifier, nous choisissons Qi et 
p[Q](ím) dans R au lieu de C. Cet exemple n'a pas alors de sens physique mais il a l'avantage 
de présenter plus simplement la méthode que si on travaillait dans C. 
Nous choisissons N0 = 6, M0 = 6 et N — 3. Nous prenons Qp = 1 et \Q¡\ < 0.5. Nous 
choisissons les fonctions de transfert suivantes: 
(2.44) 
p[Q]{za) = 0.9 
p[Q]U0 = 0.8 
p[Q}(z2) = -0.2 
p{Q)(z2) = 1.0 
P[Q](ZA) = °-5 
p[gj(&) - 0.1 
QP 
QP 
QP 
QP 
Qp 
V p 
+Qo +Qi 
+Qo -Qi 
-Qx 
-Qi 
+Qo 
+QJ 
-Qi 
+Q 2 
+Q 2 
+Q2 
+Q3 
~Qs 
4-Q3 
~Qz 
+Q3 
+Q4 + 0.5 
- Q 4 + 0.9 
+Q4 
+ 1.0 
Qs 
Qs 
Qs 
Les résultats de l'algorithme sont donnés sur la figure 2.5. 
156 
s 
Q 
u 
2 
-0.36 
0.71 
0 
E-0.26 
2 
-0.03 
0.06 
1 
2 
-0.43 
0.86 
2 
2 
0.34 
0.69 
3 
2 
0 
0 
4 
2 
-0.34 
0.68 
S 
3 
Lu, 
2 
-0.5 
1 
E-0.51 
2 
0.26 
0.52 
0 
0 
0 
2 
0.23 
0.47 
2 
-0.28 
0.55 
2 
-0.23 
0.46 3 
A E=0.27 
2 
-0.37 
0.75 
2 
-0.02 
0.03 
1 
-0.42 
1 
2 
0.33 
0.65 
2 
0 
0 
2 
-0.29 
0.57 3 
0 
0 
0 
2 
0 
0 
E-0.50 
•• 
i 
-0.32 
1 
2 
0.18 
0.35 
2 
0 
0 
0 / 
2 
-0.5 
1 2.35 
1 
-0.41 
1 
E-0.31 
2 
0.01 
0-02 
1 
-0.39 
1 
2 
0.29 
0.58 
2 
0 
0 
2 
-0.20 
0.40 3 
E=0.40 
i 
-0.5 
1 
2 
0.1 
0.2 
1 
-0.5 
1 
0 
0 
0 
2 
0.4 
0.8 
2 
0 
0 3 
1 
«il 
1 
-0.5 
| 1 
ÏIB 
2 
0 
0 
'Ail! 
1 
-0.35 
1 
1 
0.25 
1 
ill 
2 
0 
0 
2 
0 
0 3 
FIG. 2.5 - Exemple. 
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itération 
B_ 
B+ 
L° 0.26 
2 x f i 
1 
0.27 
2 x fi 
2 
0.31 
0.50 
3 
0.40 
0.40 
TAB. 2.1 - Encadrement du minimum. 
i 
Qi 
Ui 
\ÁQ](SÍ)\ 
S.i € Gi 
0 
-0.5 
1 
0.3 
0 
1 
0 
0 
0.4 
1 
2 
-0.35 
1 
0.3 
0 
3 
0.25 
1 
0.4 
1 
4 
0 
0 
0.4 
1 
5 
0 
0 
0.4 
1 
TAB. 2.2 - Résultat du placement optimal des sources et microphones. 
I té ra t ion 0: La solution continue donne E — 0.26. La solution en U_ n'est pas entière et 
il faut alors chercher un indice de branchement sur le premier noeud. Ce sera i0 ~ 2 qui 
correspond au maximum des tt». 
I t é ra t ion 1: Deux branches sont ensuite testées avec u2 = 0 et u2 = 1 respectivement qui 
donnent E = 0.51 et E = 0.27 respectivement. La mesure du noeud fils étant la plus faible, 
le noeud fils est choisi pour le branchement. L'indice de branchement sera iQ = 0. 
I té ra t ion 2: Deux branches sont à nouveau testées avec u0 — 0 et u0 = 1 respectivement 
qui donnent E = 0.50 et E = 0.31 respectivement. La mesure du noeud fils étant la plus 
faible, le noeud fils est choisi pour le futur branchement. L'indice de branchement sera i0 = 3. 
La mesure associée à ce noeud est la borne inférieure #_ = 0.31. Le noeud fille a aussi un 
intérêt. ïl donne la première borne supérieure B+ — E+ — 0.50. On obtient ainsi un premier 
encadrement pour le minimum ainsi qu'une première solution approchée donnée par le triplet 
(2,3,5). 
I té ra t ion 3: Deux branches sont à nouveau testées avec u^ — 0 et t¿3 = 1 respectivement 
qui donnent E = 0.40 et E — 0.40 respectivement. Les noeuds fils et fille donnent tous les 
deux une nouvelle borne inférieure B- = 0.40. Le noeud fils donne aussi une nouvelle borne 
supérieure B+ = 0.40. Comme les deux bornes sont identiques, la dernière solution approchée 
est aussi la solution exacte. La solution du placement est donnée par le triplet (0,2,3). Les 
amplitudes respectives des sources sont (-0.5,-0.35,0.25) et les valeurs absolues des pressions 
(0.3,0.4,0.3,0.4,0.4,0.4). Le nombre suffisant de microphones est alors égal à M — 4. Leurs 
positions sont (1,3,4,5). 
R e m a r q u e 1: On remarquera que l'on a 5 équations réalisées pour 4 variables. On a affaire 
ici à une dégénérescence. Cela est dû au fait que les coefficients du problème sont simples et 
une dégénérescence a lieu. On peut donc en fait supprimer un microphone supplémentaire 
(1 ou 4). 
R e m a r q u e 2: Sur le tableau 2,1 sont indiquées les bornes inférieures et supérieures à chaque 
itération. On remarquera que la solution est trouvée après la résolution de 7 problèmes de 
programmation linéaires. On comparera ce résultat avec l'approche classique consistant à 
tester les Cf x (7| = 20 x 15 = 300 combinaisons de sources et de microphones. Les résultats 
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sont résumés dans le tableau 2.2. 
2.4 Conclusion 
Dans ce chapitre, nous avons exposé une nouvelle méthode de placement des microphones 
d'erreur et des sources secondaires. 
En choisissant comme fonction de coût le maximum du module complexe de la pression 
acoustique, nous avons montré qu'il existe un nombre suffisant de microphones d'erreur. Cela 
signifie qu'un nombre limité de microphones d'erreur donne la même atténuation acoustique 
que l'ensemble initial de microphones d'erreur. Ce nombre suffisant est borné inférieurement 
et supérieurement par A' + 1 et 2iV + 1 où N est le nombre de sources secondaires. Lorsque 
l 'amplitude des sources secondaires est bornée, la borne inférieure devient 1. Le nombre 
suffisant et le placement des microphones d'erreur sont déterminés simultanément par la 
résolution d'un problème de programmation linéaire. 
Cette méthode s'adapte aussi au placement des sources secondaires. Le problème s'écrit 
alors comme un problème de programmation entière. Un algorithme de résolution apparte-
nant à la famille des méthodes par branches et bornes est alors proposé. Cet algorithme est un 
algorithme itératif. Chaque itération demande la résolution de deux problèmes de program-
mation linéaire. Cet algorithme devient intéressant en temps de calcul lorsque le nombre d'ité-
rations est faible devant le nombre de combinaisons candidates. On parle d 'enumeration 
impl ic i te car cette méthode permet de trouver la meilleure combinaison parmi toutes les 
combinaisons candidates de positions de sources sans avoir à tester l'efficacité de chaque 
combinaison. Cet algorithme tire en fait parti des contraintes sur les amplitudes des sources 
qui sont généralement introduites. Grâce à ces contraintes, il est possible d'obtenir des in-
formations sur l'intérêt des solutions. Certaines solutions non prometteuses peuvent alors 
être écartées après quelques itérations. Cet algorithme possède aussi l'avantage de fournir 
rapidement une solution approchée et une borne supérieure de la distance qui la sépare de 
la solution optimale en terme d'atténuation. 
Au chapitre suivant, nous verrons l'application de cette méthode au cas des guides d'onde. 
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Chapitre 3 
Application au cas des guides d'onde 
Sergent (1995 [70]) a appliqué la méthode décrite dans le chapitre précédent pour un 
problème en champ libre. Dans ce chapitre, nous allons l'appliquer au cas du guide d'onde 
droit. 
3.1 Rappel du modèle du guide d'onde droit 
Le modèle utilisé dans l'analyse suivante sera celui d'un guide d'onde droit de longueur 
finie et à parois rigides. La section du guide est rectangulaire de dimensions Ly et Lz dans 
les directions y et z. Trois différentes combinaisons de terminaisons seront traitées: (Cl) les 
deux anéchoiques, (C2) amont rigide et aval anéchoique, enfin (C3) amont anéchoique et 
aval rigide. Ecrivons les fonctions de transfert correspondantes: 
Î—OQ I 
G2(x|xo) = G\x\u) + G1 tela, - 2x0e,) (3.2) 
G:i(x\xo) = Gl{x\xo) + Gl(s\xo + (2Ix - x 0 ) e j (3.3) 
où l'indice / est en fait défini par un double indice (mi.nj) et les fonctions propres ip¡(y,z) 
sont normalisées: 
4>i{y.z) = 2 -So?,. /2 - S^t ^{rnçy)œs{nÇl) (3.4) 
« Ly Y Lz Ly Lz 
Le nombre d'onde longitudinal k¡ est donné par: 
Çj. est le vecteur unité dans la direction x. Dans notre exemple comparable à celui de Stell et 
Bernhard (1994 [75]), Lv = 1.0, Lz — 0.1, Lx = 10.. Définissons la zone de silence ilm (voir 
figure 3.1), limitée par les sections xc et x¿ égaux à 5.0 et 7.0. Cette zone de silence est occupée 
161 
par 25 microphones. Leur positions sont définies par les coordonnées (xi+&j, y¡+sj, SJ+SJ) avec 
I et J appartenant à {1,2,3,4,5}: 
(3.6) 
xj+sj = 5.0 + 0.5(J-
y / + 5 j = 0.25(7-1) 
ZI+5J = 0.05 
-1) 
A 5 IX îo K 
4 K 9 K 
M 3 K 8 K 
1 «• w 
2 K 7 K 
V i fX 6 K 
5 
4 
3 
2 
1 
10 
• 
9 
• 
g 
• 
7 
• 
6 
• 
15 
• 
14 
• 
13 
• 
12 
• 
U 
• 
20 
19 
18 
17 
16 
25 
• 
24 
• 
23 
• 
22 
• 
21 
• 
Xft X^ Xc X¿ 
FlG. 3.1 - Positions candidates des microphones d'erreur et des sources secondaires. 
La source primaire est située au point (0,0,0) de telle sorte que tous les modes soient 
excités. Le nombre de sources secondaires N0 est égal à 10. Elles sont situées sur les deux 
sections xa et x¡>. Leur positions sont définies par les coordonnées (x¿+5j, J/,-+5J,Z¿+5J) avec i 
et j appartenant à {1,2.3,4,5} et {0,1} respectivement: 
y!+5j = 0.25(2 - 1) 
2|'+5j = 0.05 
(3.7) 
xa et Xi ont pour valeurs respectives 3 et 3.5. Le nombre de modes pour la sommation est 
10. Nous prendrons comme amplitude de la source primaire Qp = * c y pour avoir JQ — 1 
sans dimension à basses fréquences. 
Le contrôle actif consistera à minimiser la fonction de coût en fonction des amplitudes et 
des positions des sources secondaires Q et X_ et des positions des microphones d'erreur Y_. 
Je(Qi2L,Y)= max \p[Q(X,Y),K}\Um) 
me{0,..,JWo-l} — 
(3.8) 
Le maillage avec M0 = 25 microphones sera supposé suffisamment dense pour simuler un 
contrôle dans un espace continu iïm. Notre critère est voisin de l'énergie potentielle acoustique 
dans la mesure où la norme quadratique de l'énergie potentielle est remplacée par une norme 
infinie. 
Beaucoup d'auteurs utilisent le flux comme critère dans un guide d'onde. Stell et Bernhard 
(1994 [75]) justifient alors l'utilisation de l'énergie potentielle acoustique dans un guide d'onde 
au lieu du flux. Ils expliquent que minimiser l'énergie potentielle acoustique réduit l'effet 
négatif du couplage vibro-acoustique. Quand les parois non-parfaitement rigides du guide se 
mettent à vibrer suffisamment, les parois rayonnent de l'énergie acoustique d'une part vers 
l'intérieur, ce qui peut réduire l'efficacité théorique du contrôle, d'autre part vers l'extérieur 
et le rayonnement le long du guide peut alors excéder le rayonnement à son extrémité. 
Notre méthode déterminera, pour un nombre donné N de sources et à une fréquence 
donnée, la position optimale des sources secondaires, leur amplitude, le nombre suffisant de 
microphones d'erreur et leur position. 
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N 
1 
2 
3 
4 
5 
C 
A=0.3 
1.06 
3.21 
4.15 
5.72 
10.01 
A=0.5 
1.71 
4.08 
8.69 
17.74 
13.56 
A=l 
3.23 
12.95 
24.35 
39.56 
56.76 
A=5 
7.47 
28.32 
62.02 
102.33 
128.9 
1 r<N 
U10 
10 
45 
120 
210 
252 
r2 
A=0.3 
0.32 
1.21 
3.87 
6.75 
5.99 
A=0.5 
0.23 
0.98 
1.95 
2.30 
4.48 
A=l 
0.13 
0.33 
0.72 
1.05 
1.10 
A=5 
0.06 
0.16 
0.29 
0.41 
0.49 
TAB. 3.1 - Résultats pour le temps de calcul avec la configuration (Cl). 
N 
1 
2 
3 
4 
5 
C 
A=0.3 
0.61 
0.82 
1.67 
3.34 
5.86 
A=0.5 
0.78 
1.74 
D.¿7 X 
8.00 
9.99 
A=l 
1.33 
7.38 
10.40 
16.68 
17.95 
A=5 
5.95 
20.29 
45.65 
69.20 
75.64 
U 1 0 
10 
45 
120 
210 
252 
r2 
A=0.3 
0.45 
3.41 
8.29 
10.93 
9.91 
A=0.5 
0.39 
2.01 
2.81 
4.94 
6.00 
A=l 
0.27 
0.57 
1.65 
2.44 
3.42 
A=5 
0.08 
0.22 
0.39 
0.60 
0.83 
TAB. 3.2 - Résultats pour le temps de calcul avec la configuration (CS). 
3.2 Temps de calcul 
Microphones d 'erreur: Le temps de calcui nécessaire à la détermination des positions op-
timales des microphones d'erreur est très court car il demande seulement de résoudre un pro-
blème de programmation linéaire avec 2-/V+1 variables (£, Re(qi), Im(qi),.., jRe(çA,-),Im(çjv)) 
et 2n x Mo contraintes. Une première estimation donne que le temps de calcul d'un simplex 
dépend linéairement du nombre de contraintes. On peut alors conclure que le temps de cal-
cul dépend linéairement du niveau de précision n et du nombre de microphones candidats 
Mo- Plus généralement, le temps de calcui s'écrit comme une petite puissance du nombre de 
contraintes (inférieur à 1.5 dans nos exemples). 
On définit alors un premier rapport ri déterminant la rapidité de la méthode comparée 
à l'évaluation des Cj$o combinaisons possibles pour les microphones. Plus ce coefficient est 
grand, plus la programmation linéaire est rapide comparée à l'énumération. 
- Pour l'énumération, Cj$ simplex sont résolus avec la taille M. 
- Pour la programmation linéaire, 1 simplex est résolu avec la taille Mo 
n
 -
 G M
° MO 
Ce rapport devient rapidement très grand lorsque M croit. 
(3.9) 
Sources secondaires: Le temps de calcul avec la technique de programmation entière 
est comparée avec le calcul classique des C$Q combinaisons possibles pour les positions de 
sources. 
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La fréquence / sera écrite sans dimension. / = —f- de telle sorte que / = 1 est la 
première fréquence de coupure. Pour un nombre N de sources secondaires variant de 1 à 
5, des calculs avec 100 fréquences différentes / sont testées dans les bandes de fréquences 
respectives Ar — 1 < / < N + 4 et des bornes A variables pour l'amplitude de source. Les 
bornes A pour l'amplitude de la source sont aussi écrites sans dimension. Ce sont des bornes 
relatives à une amplitude de source primaire unitaire. 
Le nombre moyen de pas pour la méthode par branches et bornes est noté C. La vitesse 
relative de la méthode est évaluée par le coefficient ra- Ce coefficient représente la rapport 
du temps de calcul par enumeration sur le temps de calcul par programmation entière. Plus 
ce coefficient est grand, plus la programmation entière est performante. 
CE 
c 
o 
' 
• 
" " " " " N 
\ 
-
-
• 
• 
B_ 
/ ' 
B+ 
• 
-
-
-
• 
-
-
, , , 
m 20 ; 
Nombre d'itérations 
FlG. 3.2 - Encadrement de l'atténuation de la solution exacte avec les bornes B- et J5+ en 
fonction du nombre d'itérations pour A = 1., N — 5 et f = 6.5. 
- Pour remuneration, G$0 simplex de taille Ar sont résolus. 
- Pour la programmation entière 2C + 1 simplex de taille iV0 sont résolus. 
Le temps de calcul d'un simplex varie aussi comme une petite puissance du nombre de 
variables (inférieur à 1.5 dans nos exemples). Nous supposerons que le temps de calcul d'un 
simplex peut être considéré comme variant linéairement en fonction du nombre de variables, 
le rapport r2 est alors donné approximativement par: 
N 
r2 = - ^ S L - i L (3.10) 
Les tableaux 3.1 et 3.2 montrent que les bornes A sur l'amplitude des sources influent 
largement sur le temps de calcul. Un facteur voisin de 10 est noté entre le temps de calcul 
avec de grandes bornes A — 5 et de petites bornes A — 0.3. Cela prouve que le point clé 
de la méthode est l'équation de couplage entre les variables continues et réelles |Q,j < AUi. 
Avec des bornes faibles, un grand ensemble de combinaisons peut être écarté dès le début 
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du calcul alors que l'équation de couplage devient moins importante lorsque la borne A est 
grande. On remarque aussi que le temps de calcul est plus court dans la configuration (C2) 
que (Cl). La raison est que, dans la configuration (Cl), les amplitudes de la solution sans 
bornes sont proches de 1 alors que, dans la configuration (C2), elles peuvent être beaucoup 
plus grandes (voir section 3.6). L'équation de couplage est donc plus contraignante dans la 
configuration (C2) et le nombre d'itérations est donc plus faible. 
On remarque aussi que le rapport r% croit avec le nombre JV de sources. La méthode 
par programmation entière est donc efficace dans les problèmes difficiles où le nombre de 
sources à placer est grand. Typiquement pour une borne sur les sources A ~ 1, c'est-à-dire 
des amplitudes de sources secondaires du même ordre de grandeur que la source primaire, la 
méthode par programmation entière devient plus rapide que {'enumeration pour N > 4. 
Il faut aussi noter une particularité de la méthode par programmation entière. Elle fournit 
tout au long du calcul à la fois un encadrement sur le minimum de la solution exacte et une 
solution approchée. On peut donc arrêter le calcul à tout instant en connaissant un majorant 
de l'écart entre la solution approchée et la solution exacte. L'exemple présenté sur la figure 
3.2 est pour cela représentatif, il montre que ce majorant passe de 2.0 dB pour 10 itérations, 
à 0.8 dB pour 20 itérations et 0.3 dB pour 30 itérations. Si la solution approchée associée à 
B+ était en fait exacte à partir de 12 itérations, ce n'est qu'après 36 itérations, c'est-à-dire 
à la fin du calcul qu'on peut en être assuré. 
3.3 Contrôle en-dessous de la Nieme fréquence de cou-
pure 
Fréquences 
sources 
capteurs 
M 
0.5 
3 
1-3-5 
3 
0.6 
3 
1-4 
2 
0.7 
3 
1-5 
2 
0.8 
3 
1-5 
2 
0.9 
3+ 
1-5 
2 
TAB. 3.3 - Positions optimales des sources secondaires et des microphones d'erreur pour 
N=l et sans contraintes d'amplitudes. 
Fréquences 
sources 
capteurs 
M 
1.5 
2-4 
1-2-4-5 
4 
1.6 
2-4 
1-2-4 
3 
1.7 
2-4 
1-2-4 
3 
L § _ j 
2-4 
1-3-5 
3 
1.9 
2+ - 4 + 
1-3-5 
3 
TAB. 3.4 - Positions optimales des sources secondaires et des microphones d'erreur pour 
N =2 et sans contraintes d'amplitudes. 
Nous allons comparer les conclusions de Stell et Bernhard (1994 [75]) avec nos résultats. 
Stell et Bernhard trouvent qu'un bon placement des sources secondaires et des microphones 
d'erreur est sur les lignes nodales du mode evanescent prépondérant. Pour réduire l'effet des 
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modes évanescents, la distance entre les sources et les microphones d'erreur doit être choisie 
aussi grande que possible. 
Nos résultats pour des nombres de sources N pris égaux à 1 et 2 et sans contraintes 
d'amplitudes sont indiqués sur les tableaux 3.3 et 3.4. Nous appellerons ¿+ la source d'indice 
supérieur à 5 et égal à i + 5. 
En ce qui concerne le placement des sources secondaires, nous retrouvons les mêmes 
conclusions que Stell et Bernhard. Nous trouvons en effet que le placement optimal est obtenu 
sur les lignes nodales du premier mode evanescent. Un placement longitudinal des sources 
éloigné de la zone de silence semble aussi être généralement bon. 
En ce qui concerne le placement des microphones d'erreur, la méthode par program-
mation linéaire détermine la position des microphones d'erreur aux maximums du module 
de la pression complexe résiduelle. Comme, en dessous de la Nteme fréquence de coupure, il 
y a autant de modes propagatifs que de sources, un contrôle de tous les modes propagatifs 
est possible et on peut s'attendre à ce que la pression complexe résiduelle soit composée 
essentiellement de modes évanescents. Les maximums des modes évanescents se trouvent sur 
la section amont de la zone de silence. C'est-à-dire sur la section (x = xc). Les microphones 
d'erreur seront donc placés sur cette section. Cette méthode fournit une première conclusion 
contraire à celle de Stell et Bernhard qui placent les microphones sur la section (x = x¿). 
Nous allons séparer le problème du placement des microphones d'erreur en deux cas 
distincts: 
- Dans le premier cas, on supposera que les modes évanescents d'ordre supérieur sont 
négligeables devant le premier mode evanescent. Sous cette hypothèse, on montrera 
que les deux placements (maximums et noeuds du premier mode evanescent) donnent 
la même solution et que ce sont deux placements optimaux. 
- Dans le cas où il n'y a pas de modes évanescents prépondérants, nous montrerons que 
la méthode par maximums du module de la pression complexe reste la seule méthode 
à donner la solution optimale. 
3.3.1 Modes évanescents d'ordre supérieur négligeables 
A. Programmation linéaire 
La méthode par programmation linéaire détermine la position des microphones dserreur 
aux maximums du module de la pression complexe résiduelle. Nous allons montrer que pour 
N = 1 et TV = 2, la pression résiduelle est formée uniquement du premier mode evanescent. 
Les positions optimales des microphones d'erreur se trouvent donc sur la section (x = xc) et 
aux maximums de ce mode: c'est-à dire aux points (1-5) pour TV = 1 et aux points (1-3-5) 
pour Ar- = 2 (voir figures 3.8 et 3.14). 
Démonstration A: 
Ecrivons l'expression de la pression complexe dans la section (x — xe) en considérant que 
les sources secondaires sont situées aux noeuds du jV,eme mode: 
J=N-Ï i-N-l 
p[Q)(*c,y,z)= Y, ( £ P Û J + Y. Q^Mj{y,z) + QPapNi>N{y,z) (3.11) 
J=0 ¿=0 
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Re(a0/bp) 
FlG. 3.3 - Programmation linéaire pour N ~ 1. 
Plaçons N + 1 microphones d'erreur aux Ar + I maximums du mode N aux positions x j . 
Ces positions sont données par y¡ = -jf- et 0 < / < ÀT. L'équation 3.11 devient: 
jr=jv-i i=N-i 
p\Q}(xc,yi,zi)= Y> (QPQPJ+ S ^ « j ) ^ ( y ^ 2 / ) + fat 
J=0 t=0 
(3.12) 
avec fep = QvavN%l^(yQ,zo) et ej = ^ f f l - ^ j . ej est égal à 1 ou -1 parce-que les microphones 
d'erreur sont situés aux maximums du mode N. 
Trouvons la solution du problème pour N = 1 avec 2 microphones d'erreur aux 2 maxi-
mums du mode 1 (y0 = 0 et yi — Ly). Le problème s'écrit: 
min E 
Í \bp + aQ\ < E 
1 h -a0\<E 
avec Oo = À~*» [Qp^-o + Qo^o]- D ' u n e autre façon: 
yJLyLz 
„M £j 
m m h = 77-7 
IM 
Réécrivons 3.14 encore une fois: 
SSL 
h 
| l - ç | < F 
min E' — 77-r 
£ IM 
|l + ße(sa)|2 + / m 2 ( c ) < £ * 
|1 - Ae(Ç)|2 + /m2(¿) < F2 
(3.13) 
(3.14) 
(3.15) 
Si aô est solution du problème, on trouve d'abord que / m ( ^ ) = 0. Le problème consiste 
ensuite à résoudre le problème linéaire suivant dont la solution est trouvée sur la figure 3.3: 
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min E' 
|1 + /te(Ç)| < £?' 
|1 - Äe(C)| < E> (3.16) 
La solution est ReQ2-) = 0 et ££ = 1. On trouve que aj = 0. L'onde plane est alors 
contrôlée. La pression complexe résiduelle comprend alors seulement le premier mode eva-
nescent: 
p\C£){xe,y,z) = Qpa!ïil>i{y,z) 
(3.17) 
Notant a0 = —7f=j~ [QPaV\ + QOÛO + Qiaol e t a i = \/LJT2 [Qpaï + Qo<^ + Qi<A\< trouvons 
la solution du problème avec iV = 2 et 3 microphones d'erreur aux 3 maximums du mode 2 
(t/o = 0, î/i = y , y2 = Lv). 
min E' 
SSL BX 
6 p ' 6 p 
|1 — fo-l <E' 
On voit d'abord que Im(-f-) = 0 et /m(^ i) = 0. Le problème devient alors: 
min E' 
(3.18) 
C'est-à-dire: 
|H-AC(Ç)
 + A C ( Ç ) | < F 
|1 - Re{f )\ < E' |l + Ac(ç)-Jk(£)|<F 
F' 
m i n £f = ——Tz—rr 
(3.19) 
1 + 
1 -
1 + Ae(ç) 
| l - f l e ( g ) l 
|l + Ae(Ç)| L" 
l + Ae(Ç) 
< E" 
< E" 
<E" 
(3.20) 
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Re^/bp) 
1+Re(a0/bp) 
FlG. 3.4 - Programmation linéaire pour N = 2. 
Choisissons d'abord o0 fixe et cherchons fie(^L) qui minimise alors E"{ÜQ). On trouve 
|1 - Äe(fa-)| 
(voir figure 3.4) que Re(^-) — 0 est solution et que E"{ÜQ) = max(l , - tl\\)- C'est 
-à-dire E'(ao) = max(\l - Jfc(Ç)|, ¡1 + Ae(Ç)l)-
La minimisation par rapport à a0 est alors identique au cas N — 1 et Re(^-) = 0. Cela 
entraîne que ÜQ = 0 et a\ = 0. Les deux modes propagatifs sont contrôlés et la pression 
résiduelle complexe a l'expression finale: 
p{ÇT](xc,y,z) = QpaF2xp2{x,y) 
(3.21) 
Optimalste: Comme au chapitre précédent, introduisons le problème (0) avec un nombre 
Mo égal à 25 de capteurs dans l'espace fîm. 
Introduisons le problème (1) avec N + 1 microphones aux maximums du premier mode 
evanescent (ici Àr est égal à 1 ou 2). On a trouvé que JyiQ1) = \bp\ avec Q1 = Q* la 
solution du problème (1). Comme la pression résiduelle est composée seulement d'un mode 
evanescent (voir figure 3.8 et 3.14), JQ{QX) = max IMQ^iUm) = \K\ aussi. Or nous 
— me{o,.„M0-i} — 
avons l'inégalité suivante: 
MO!) >J°> MQl) 
c'est-à-dire: 
(3.22) 
\K\ ^J°> h\ (3-23) 
La conclusion est donc que J° = \bp\, que Q1 est optimal et que les microphones d'erreur 
placés aux maximums du premier mode evanescent sur la section (x — xc) donnent la solution 
optimale. 
B. Microphones d 'er reur sur les lignes nodales du premier mode evanescent 
Plaçons les microphones d'erreur sur les lignes nodales du premier mode evanescent et 
loin des sources. C'est à dire aux positions 23 et 22 — 24 sur la section (x = x¿) pour 
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N = 1 et N = 2 respectivement. La proposition "loin des sources" est en fait inutile dans 
ce cas car nous avons fait l'hypothèse que nous négligions les modes évanescents d'ordre 
supérieur. Nous allons montrer que la solution Ql est alors identique à la solution obtenue 
par l'approche précédente. Elle consiste aussi à contrôler les modes propagatifs. Nous voyons 
ici que le nombre M de microphones déterminé par programmation linéaire est seulement 
suffisant. Stell et Bernhard obtiennent la même solution avec 1 microphone de moins. 
L'approche par programmation linéaire a tout de même des atouts non négligeables. 
Elle est d'abord générale. C'est-à-dire qu'elle donne la solution optimale dans tous les 
cas, même le cas où les modes évanescents d'ordre supérieur ne sont pas nuls, ce qui est en 
fait toujours le cas. 
Elle donne aussi un moyen de tester l'optimalité de la solution obtenue, grâce à l'in-
égalité 3.22. Des placements du type 23 (N = 1) par exemple ne permettent pas d'assurer 
l'optimalité de la solution. L'encadrement obtenu est le suivant: 
\K\ > J° > 0 (3.24) 
car ¡ptÇ1] Káas) = 0. Cet encadrement ne permet pas de prouver l'optimalité de la solution. 
Démonst ra t ion B: 
Ecrivons l'expression de la pression complexe dans la section (x = Xd) en considérant que 
les sources secondaires sont situées aux noeuds du ]Viem£ mode: 
P[gJ(xd, 1,,*)= E \QP$ + ^ ¿ 1 Qi<b)My,*) + Qp<?NMv,*) (3-25) 
J=0 t=Q 
Plaçons N microphones d'erreur sur les N lignes nodales du mode N: positions x_¡ telles 
(21 — 1)L que yi = — — - avec l < I < N. L'équation 3.25 devient: 
p[£J(*d,y/,2/)= E (QP<5+ E Q¿MÁvi,*i) (3.26) 
J = 0 t=0 
Avec N sources et N microphones, une annulation de la pression complexe aux iV mi-
crophones est obtenue: 
p\g]{xd,yI,zI) = 0 (3.27) 
Comme les N microphones mesurent seulement les N modes propagatifs, la solution Q* 
est un contrôle des modes propagatifs. La pression résiduelle a alors la forme suivante: 
p{Q*](xd,y,z) = Qp(fNx¿yN{y,z) 
(3.28) 
3.3.2 Modes évanescents d'ordre supérieur non-négligeables 
Dans les cas pratiques, on ne peut jamais dire que les modes évanescents d'ordre supérieur 
sont nuls même si le premier mode evanescent (le mode N) reste prépondérant lorsque la 
fréquence / s'approche de N. Lorsque les amplitudes des modes évanescents d'ordre supérieur 
sont faibles mais non nulles, la solution optimale reste les microphones aux maximums 
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FlG. 3,5- Distribution pour f=0.7 du module F lG .3 .8 - Distribution pour f=0.9 du module 
de la pression résiduelle pour des positions de de la pression résiduelle pour des positions de 
microphones 1-5. microphones 1-5. 
FlG. 3.6 - Distribution pour f=0.7 du module FlG. 3.9 - Distribution pour f=0.9 du module 
de la pression résiduelle pour une position de de la pression résiduelle pour une position de 
microphone 23. microphone 23. 
FlG. 3.7- Distribution pour f—0.7 du module FlG. 3.10 - Distribution pour f=0.9 du mo-
de la pression résiduelle pour une position de dule de la pression résiduelle pour une posi-
microphone 3. tion de microphone 3. 
171 
du premier mode evanescent et sur la section (x = xc). Les tableaux 3.3 et 3.4 montrent que 
cet te solution reste valable au-dessus de / = 0.7 pour Ar — 1 et / = 1.8 pour N ~ 2. Dans 
cet te gamme de fréquence, si la solution 1-5 pour N = 1 (respectivement 1-3-5 pour N = 2) 
pour le placement des microphones est optimale, ce n'est pas le cas pour le placement aux 
noeuds du premier mode evanescent. 
Les tableaux 3.5 et 3.6 donnent l'écart en dB entre la valeur du critère J 0 pour le pla-
cement optimal et des placements sur les lignes nodales du premier mode evanescent. On 
distingue deux placements sur les lignes nodales: le premier est proche des sources et le se-
cond loin des sources. Les résultats confirment d'abord les conclusions de Stell et Bernhard. 
Pour un placement sur les lignes nodales, il est préférable de placer les microphones loin 
des sources. Pour N — 1 le placement 23 est meilleur que le placement 3. Pour N = 2 le 
placement 22-24 est meilleur que le placement 2-4. La raison est que le placement sur les 
lignes nodales est d 'autant meilleur que l'influence des modes évanescents d'ordre supérieur 
est faible. On vérifie ensuite que les trois placements (maximums, noeuds et proches , noeuds 
et éloignés) deviennent quasi-équivalents lorsque / s'approche de N. Pour / = 0.9 et / = 1.9 
l'écart est inférieur à 1 dB. 
Fréquences 
microphone 3 
microphone 23 
0.7 
3.1 
1.7 
0.9 
0.8 
0.4 
T'AB. 3.5 - Ecart en dB sur le critère J0 entre le contrôle obtenu avec le placement optimal 
et les placements sur les lignes nodales du premier mode evanescent pour N = 1. 
! Fréquences 
j microphones 2-4 
î microphones 22-24 
1.7 
5.2 
1.3 
1.9 
0.8 
0.4 
TAB. 3.6 - Ecart en dB sur le critère JQ entre le contrôle obtenu avec le placement optimal 
et les placements sur les lignes nodales du premier mode evanescent pour N = 2. 
Les figures 3.8 à 3.10 (resp. 3.14 à 3.16) présentent la distribution du module de la pression 
résiduelle complexe à / — 0.9 (resp, / — 1.9) pour les trois placements de microphones et 
N = 1 (resp. N = 2) source secondaire. On vérifie que les trois placements donnent des 
résultats similaires. 
Les figures 3.5 à 3.7 (resp. 3.11 à 3.13) présentent la distribution du module de la pression 
résiduelle complexe à / = 0.7 (resp. / = 1.7) pour les trois placements de microphones et 
N — 1 (resp. N — 2) source secondaire. Une différence non négligeable est alors obtenue 
entre les trois placements. Le placement des microphones aux maximums du module de la 
pression résiduelle permet d'éviter les dissymétries et les pics de bruit. 
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FlG. 3.11 - Distribution pour f=1.7 du mo- FlG. 3.14 - Distribution pour f~ 1.9 du mo-
dule de la pression résiduelle pour des posi- dule de la pression résiduelle pour des posi-
tions de microphones 1-2-4- lions de microphones 1-3-5. 
FlG. 3.12 - Distribution pour f=1.7 du mo- FlG. 3.15 - Distribution pour f=1,9 du mo-
dule de la pression résiduelle pour des posi- dule de la pression résiduelle pour des posi-
tions de microphones 22=24- lions de microphones 22-24-
FlG. 3.13 - Distribution pour j=1.7 du mo- FlG. 3.16 - Distribution pour f—1.9 du mo-
dule de la pression résiduelle pour des posi- dule de la pression résiduelle pour des posi-
tions de microphones 2-4- tions de microphones 2-4-
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On a vu que pour les fréquences / = 0.9 et / = 1.9 les trois placements donnaient des 
résultats proches. On peut se demander si la recherche du placement optimal des microphones 
est utile pour des fréquences inférieures puisque, pour tous les placements, l 'atténuation 
dépasse 40 dB à ces fréquences. L'optimisation du placement sera utile en fait dans le cas où 
les sources secondaires sont encore plus proches de la zone de silence. Dans ce cas les ondes 
evanescentes d'ordre supérieur ont des amplitudes plus grandes, l 'atténuation est plus faible 
et le placement sur les lignes nodales devient moins bon. 
3.4 Contrôle au-dessus de la Nieme fréquence de cou-
pure 
Le problème du placement optimal de N sources secondaires et de M microphones d'er-
reur au-dessus de la 7\ueme fréquence de coupure change de nature. Il y a en effet au moins 
iV + 1 modes propagatifs pour Ar sources secondaires. Le contrôle des modes propagatifs 
ne peut donc être que partiel. On est donc assuré que la distribution de pression résiduelle 
contient des modes propagatifs. Des modes évanescents sont aussi présents dans la distribu-
tion de pression résiduelle mais leur contribution peut être négligée devant les contributions 
des modes propagatifs. Les distributions du module de la pression complexe pour un place-
ment optimal d'une source (N = 1) à / = 2.2 et / = 3.2 sont présentées sur les figures 3.17 
et 3.20. Les distributions sont maintenant quelconques et les maximaux ne sont plus situés 
obligatoirement sur la même section mais plutôt étalés le long du guide. C'est pourquoi, on 
peut affirmer que les positions optimales des microphones d'erreur sont généralement é ta lées 
le long du guide lorsque la fréquence est supérieure à la jV ,eme fréquence de coupure. 
Fréquences 
microphones 
sources 
j 2.2 
1 1-25 
5 
3.2 
1-6 
1 
TAB. 3.7 - Résultats du placement optimal pour N ~ 1. 
Il est intéressant d'examiner quel serait le résultat du contrôle si le placement des sources 
et des microphones était quelconque. Le tableau 3.7 présente les résultats du placement 
optimal pour / = 2.2 et / = 3.2. On trouve dans les deux cas un nombre suffisant M de 
microphones égal à 2. C'est pourquoi nous avons examiné l'atténuation obtenue avec une 
combinaison quelconque de 1 source et de 2 microphones à ces deux fréquences. Le nombre 
total de combinaisons est de 3000 = Cf5 x G\Q. Les histogrammes (en blanc) des figures 3.18 
et 3.21 donnent l 'écart en dB par rapport à l 'atténuation optimale. On constate que près 
de la moitié des combinaisons, au lieu de fournir une atténuation, contribue à augmenter le 
critère J0 . L'écart entre un "bon" placement et un "mauvais" placement peut excéder 20 dB. 
Le placement optimal des sources et le placement optimal des microphones améliorent tous 
les deux l'efficacité du contrôle actif. On peut cependant noter une différence importante 
entre les deux optimisations. Pour un placement de sources secondaires donné et un nombre 
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FlG. 3.17 - Distribution pour f=2.2 du rno- FlG. 3.20 - Distribution pour f=3.2 du mo-
dule de la pression résiduelle pour des posi- dule de la pression résiduelle pour des posi-
tions de microphones 1-25 et la position de tions de microphones 1-6 et la position de 
source 5. 
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FlG. 3.19 - Critère JQ sans contrôle et avec FlG. 3.22 - Critère JQ sans contrôle et avec 
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fréquences ou placement optimal pour f = fréquences ou placement optimal pour f — 
2.2. 3.2. 
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suffisant M de microphones (au maximum 2N + 1 ) , l'optimisation du placement des mi-
crophones garantit au moins une atténuation positive. En revanche, pour une position de 
microphones donnée, l'optimisation du placement de sources n'assure pas la positivité de 
l'atténuation. Sur les figures 3.18 et 3.21 sont présentés, en noir, les histogrammes pour une 
position de sources donnée (xi ou £5). Le nombre de combinaisons pour le placement des 
microphones est de 300 = C|5. En utilisant Mo microphones, une atténuation maximale est 
d'abord obtenue. Comme on sait qu'une combinaison avec M microphones la réalise aussi, 
le problème consiste, ensuite, à bien choisir cette combinaison. Si cette combinaison est mal 
choisie, les résultats montrent qu'un mauvais placement peut réduire l'atténuation de plus 
de 10 dB. 
Les figures 3.19 et 3.22 donnent les valeurs du critère JQ sans contrôle, avec contrôle (N = 
1) et optimisation du placement à chaque fréquence ainsi que avec contrôle mais placement 
optimal réalisé pour / = 2.2 et / = 3.2 respectivement. On constate que le placement optimal 
des sources et des microphones n'est valable que sur une bande de fréquence très étroite. 
En dehors de la fréquence d'optimisation, le contrôle ne fournit en général ni atténuation ni 
augmentation significative du critère JQ. Ce comportement est plutôt contraire aux résultats 
en-dessous de la fréquence de coupure où le placement optimal des microphones et surtout 
des sources est valable sur une large bande de fréquence. Un critère sur plusieurs fréquences 
pourrait être intéressant pour obtenir une atténuation sur une bande suffisamment large. 
3.5 Bornes sur l'amplitudes des sources 
L'introduction de bornes sur les amplitudes des sources secondaires a pour premier effet 
de réduire l'efficacité du contrôle lorsque ces bornes A deviennent effectivement limitantes. 
Pour évaluer la valeur de A à partir de laquelle ces bornes deviennent contraignantes, nous 
avons tracé sur les figures 3.23, 3.24, 3.26 et 3.27 les valeurs du critère JQ en fonction de / et 
A pour un nombre de sources N variant de 1 à 4 et un placement optimal à chaque fréquence. 
La valeur critique pour ,4 est A = 1. Lorsque les sources secondaires sont contraintes à des 
amplitudes inférieures à celles de la source primaire, l'efficacité du contrôle est largement 
réduite. 
Le second effet des bornes est de changer radicalement le placement optimal des sources 
secondaires et des microphones. Deux exemples pour N = 2 et / = 1.9 sont présentés sur 
les figures 3.25 et 3.28 avec A = 0.3 et A = 0.5 respectivement. A cette fréquence, pour 
des sources non-bornées, la distribution de pression complexe est formée principalement du 
premier mode evanescent. Le placement optimal des microphones d'erreur est alors sur les 
sections (x ~ xc) et aux maximums du premier mode evanescent. Du fait de la présence des 
bornes sur les amplitudes des sources, les modes propagatifs ne peuvent être que partiellement 
contrôlés, La distribution de pression complexe contient alors ces modes propagatifs et les 
maximaux du module sont à priori quelconques. On peut alors trouver des positions optimales 
de microphones ailleurs que sur la section \X — XCJ. 
Un dernier effet des bornes est de réduire le nombre suffisant M de microphones d'erreur. 
Notre exemple donne M = 2 alors que, si les sources ne sont pas bornées, 3 < M < 5 (voir 
chapitre précédent). 
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FlG. 3.23 - Critère JQ sans contrôle et avec FlG. 3.26 - Critère Jo sans contrôle et avec 
contrôle par 1 source pour un placement op- contrôle par 2 sources pour un placement op-
timal à toutes fréquences. timal à toutes fréquences. 
m 
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FlG. 3.24 - Critère J0 sans contrôle et avec FlG. 3.27 - Critère J0 sans contrôle et avec 
contrôle par 3 sources pour un placement op- contrôle par 4 sources pour un placement op-
timal à toutes fréquences. timal à toutes fréquences. 
FlG. 3.25 - Distribution pour f=1.9 du rno- FlG. 3.28 - Distribution pour f—1.9 du mo-
dule de la pression résiduelle pour des posi- dule de la pression résiduelle pour des posi-
tions de microphones 5-21 et les positions de tions de. microphones 1-5 et les positions de 
source 5-5+ (A = 0.3). source 5-5+ (A = 0.5). 
177 
3.6 Effet de la réflexion amont 
Plaçons-nous mainteaant dans la configuration (C2) avec une réflexion amont. 
En ce qui concerne le placement optimal des sources et des microphones en -des sous d e 
la N'ème f r é q u e n c e d e c o u p u r e , les résultats restent similaires à la configuration (Cl) 
excepté qu'il est préférable d'étaler les sources secondaires le long du guide que de les placer 
sur la même section. 
La réflexion amont fait en effet interférer les ondes directe et réfléchie issues de la source 
secondaire. A certaines fréquences critiques, toujours écrites sans dimension, fn,nv,n, — 
LyJ{^~-)2 + (T 2 - ) 2 + (jf-)2i pour une source secondaire située en (x = x a ) , l'onde totale (di-
recte-f-réfléchie) a une composante modale nulle. A ces fréquences critiques, aucune source 
secondaire située sur cette section ne peut contrôler ce mode. Autour de ces fréquences 
critiques, les amplitudes des sources demandées pour assurer le contrôle sont très grandes. 
La figure 3.29 donne les valeurs du critère J0 en fonction de / et A pour les deux sources 
secondaires 2-4 situées sur la même section (x = xa). Pour la configuration (Cl) sans réflexion 
amont, les deux sources 2-4 assurent un très bon contrôle aussi bien pour A ~ 5 que pour 
A — 1 jusqu'à la fréquence / = 2. Pour la configuration (C2) avec réflexion amont et A = 5, 
l'effet négatif de la réflexion amont reste limité aux raies des fréquences critiques. Pour la 
configuration (C2) avec réflexion amont et A = 1, les effets conjugués de la réflexion amont 
et des bornes élargissent d'abord les raies pour / < 1 et limitent ensuite largement l'efficacité 
du contrôle pour f > 1. La figure 3.32 donne les valeurs du critère JQ en fonction de / et 
A pour les deux sources secondaires 2 + — 4 situées sur deux sections différentes (x = x\¡) 
et (x = xa)- Il est avantageux d'associer deux sources qui ne sont pas situées sur la même 
section car ces deux sources ont alors des fréquences critiques différentes. Si les domaines 
critiques ne se recouvrent pas, un bon contrôle peut être espéré. Les résultats montrent bien 
une nette amélioration du contrôle par rapport au cas précédent pour / < 1. 
A u - d e s s u s de la jV ,ème f r équence de c o u p u r e , les conclusions pour (Cl) et (C2) 
sont aussi similaires. L'effet des fréquences critiques reste important. La conséquence la plus 
importante est que les amplitudes des sources solutions pour (C2) sont plus importantes que 
dans (Cl) , L'effet des bornes sur les sources est alors plus contraignant pour (C2) que pour 
(Cl ) . Les figures 3.30, 3.31, 3.33 et 3.34 représentent pour la configuration (C2) les valeurs 
du critère J 0 en fonction de / et A pour un nombre de sources Ar variant de 1 à 4 et un 
placement optimal à chaque fréquence. 
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F I G . 3.29 - Critère Jo sans controle et avec FlG. 3.32 - Critère Jo sans contrôle et avec 
contrôle par les sources 2-4 (C2). contrôle par les sources 2 + — 4 (C2). 
FlG. 3.30 - Critère JQ sans contrôle et avec FlG. 3.33 - Critère J0 sans contrôle et avec 
contrôle par 1 source pour un placement op- contrôle par 2 sources pour un placement op-
timal à toutes fréquences (C2). timal à toutes fréquences (C2). 
FlG. 3.31 - Critère JQ sans contrôle et avec FlG. 3.34 - Critère J0 sans contrôle et avec 
contrôle par 3 sources pour un placement op- contrôle par 4 sources pour un placement op-
timal à toutes fréquences (C2). timal à toutes fréquences (C2), 
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3.7 Effet de la réflexion aval 
Plaçons-nous maintenant dans la configuration (C3) avec une réflexion aval. 
Nous allons examiner le placement optimal des microphones d'erreur en-dessous de la 
jsjteme f r¿qu e n c e ¿ e coupure. En ce qui concerne les sources secondaires, leur placement 
optimal se trouve toujours sur les lignes nodales du premier mode evanescent et loin de la 
zone de silence. 
Dans cette configuration (C3), il existe aussi des fréquences critiques 
fn,nv,n2 = ¿yy^jiïffrT") )2 + ilf')2 + (zt)2• ^ c e s fréquences, un microphone situé sur la sec-
tion (x = xc) n'observe pas un mode et le contrôle de ce mode est alors impossible. 
Plaçons-nous dans la suite à une fréquence critique et examinons le problème mixte 
d'optimisation sur les amplitudes des sources et le placement des microphones (Q,Y). 
3.7.1 Modes évanescents d'ordre supérieur négligés 
Lorsque les modes évanescents d'ordre supérieur sont négligés, le placement optimal des 
microphones d'erreur Y, dans la configuration (Cl), a plusieurs solutions mais la solution en 
amplitudes de sources Q est, quant à elle, unique. Dans la configuration (C3), nous allons 
montrer sur un exemple avec une source secondaire N ~ 1 que la solution en Q n'est en 
revanche plus unique. 
En considérant que le premier mode evanescent est complètement amorti à la terminaison 
aval réfléchissante, la distribution de pression dans la zone de silence peut s'écrire: 
p[Q](x,y,z) = (Qpag + Qag)^o(y,2)(e,'*(x-ire) + ei'*(2L*-ire"ie)) + QpaïV'i(y,«)e~*,(*"*e) (3.29) 
avec ki = ./ jy — k2. 
A la fréquence critique /no,o, où fc = f } n ~ l , l'équation 3.29 devient: 
p\g_)ix, y, z) = 2j{QX + Q4)MV, *)«»[(« - ^ » f ^ H + QXUy, *)e-*'<*-«> (3.30) 
P 
A: Le contrôle de Tonde plane donne une amplitude de source Q$ = — Qp-% et Jo{Qo) = 
|èpj où bp = Qpa%ipi(ij,0). La solution est optimale car Jo(Q) > \bp\ comme |p[Q](xc,0,0)¡ = 
\bp\ pour tout Q. Pour contrôler l'onde plane, il suffit de placer des microphones sur la ligne 
nodale y = -f en évitant les noeuds axiaux. 
B : Montrons par l'absurde que Q$ n'est pas l'unique solution du problème d'optimisation. 
Supposons donc que c'est l'unique solution du problème et examinons la distribution de 
pression complexe qui en résulte. Nous savons déjà que la recherche des maximaux du module 
de la distribution de la pression complexe résiduelle donne à la fois un nombre suffisant de 
microphones et leur position Y. Or ces maximaux se trouvent tous sur la section x = xc 
où l'onde plane n'est précisément pas observée. Le contrôle de l'onde plane n'est pas alors 
possible avec cette combinaison de microphones d'erreur. Cela signifie qu'il existe une autre 
solution QQ solution du problème d'optimisation. 
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Cherchons donc une autre solution Q®. Introduisons Q ( Q ^ ) tel que: 
y/LyLMQS) = UQP< + Qo4) 
Prenons par exemple QQ tel que: 
On peut alors écrire que: 
1 . X Xr 
(3.31) 
(3.32) 
M<tf ](*, V,*)|2 = |a(<tf ) | W [ ( n - - K f - ^ ] + I ^ W ^ e " 2 * ^ ) (3.33) 
Notons XQ, yo,zo les coordonnées des maximaux du module de la pression complexe rési-
duelle. On voit immédiatement que y0 — 0 ou y0 = £¡»- On alors: 
MQo) = IM max ,i ^(Ço
B) 
b, 
s m 2[ ( n _ 1 )w J L _ Î L ] + e-3*i(*-*«) 
¿j i_j M ~™° *^'C 
(3.34) 
En étudiant les variations de la fonction g(x) sous la racine et en notant a = | Q ( Q ^ ) | , 
on peut voir qu'il existe a, tel que: 
MQ$) = \bP\ Va€[0,Q»] (3.35) 
Sur la figure 3.35 est présenté un exemple pour n = 4. On constate donc qu'il existe une 
2 
FîG. 3.35 - Distribution de g(x) en fonction de a. 
infinité de solutions QQ. 
Le cas a: = 0 correspond au cas A: c'est-à-dire au contrôle de l'onde plane. 
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Le cas a = a» correspond à la soïution que l'on trouvera par programmation linéaire. On 
déterminera ainsi deux sections x0 — xc et xo = £* sur lesquelles se trouvent les maximums 
du module de la pression complexe résiduelle. On déterminera alors la position optimale de 
deux microphones: un sur chacune des deux sections avec y — 0 ou y — l. 
C: La raison de la non-unicité de la solution en Q vient du fait que les fonctions de 
transfert G{x\y) sont nulles pour une position de source x_ située au noeud du premier mode 
antisymétrique et une position de microphone y située sur une ligne nodale axiale de l'onde 
plane. La démonstration de l'unicité de la solution suppose (voir annexe E) que toutes les 
matrices de transfert soient non nulles pour N = 1. Sinon la fonction JQ(Q) est susceptible 
d'être non-strictement convexe comme c'est-le cas ici. 
3.7.2 Modes évanescents d'ordre supérieur non-négligés 
Lorsque les modes évanescents d'ordre supérieur ne sont pas négligés, les problèmes d'uni-
cité de la solution disparaissent. Le contrôle de l'onde plane (pour N = 1) ou des modes 
propagatifs (pour N > 1) ne constitue plus une solution optimale. 
Examinons quelques exemples pour N = 1. / = 0.7 et / = 0.9 sont des fréquences 
critiques du mode plan. Elles correspondent aux entiers n = 4 et n = 5. Nous allons trouver 
le nombre suffisant de microphones et leur placement pour Mo d'abord égal à 25. Comme 
cette densité de positions candidates peut s'avérer insuffisante, nous avons décidé de doubler 
la densité du maillage dans les deux directions et de tester aussi Mo égal à 100. 
Les figures 3.37 et 3.40 présentent la distribution du module de pression complexe rési-
duelle pour / = 0.8. Comme cette fréquence se trouve en-dehors des fréquences critiques, 
on constate un résultat similaire à la configuration (Cl) , c'est-à-dire que le placement des 
microphones se trouve sur la section (x = xc) et aux maximums du premier mode antisymé-
trique. 
Les figures 3.36 et 3.39 (resp. 3.38 et 3.41) présentent la distribution du module de pression 
complexe résiduelle pour / = 0.7 (resp. / = 0.9). Ces deux fréquences correspondent à des 
fréquences critiques. Il est préférable de commenter les résultats pour Mo = 100 car le 
maillage des positions candidates est plus fin. On constate que la distribution de pression 
complexe résiduelle a bien la forme de l'équation 3.30: c'est la superposition d'une onde 
evanescente antisymétrique et d'une onde plane stationnaire. La solution du placement des 
microphones est dans les deux cas formée d'un couple de microphones. Le premier est sur 
la section x — xc à un des deux maximums du premier mode antisymétrique. Le second est 
aussi à un des deux maximums du premier mode antisymétrique mais sur la section x = x». 
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FlG. 3.36 - Distribution pour f=0.7 du mo- FlG. 3.39 - Distribution pour f=0,7 du mo-
dule de la pression résiduelle pour des posi- dule de la pression résiduelle pour des posi-
tions de microphones 6-25 (Mo = 2b) et la tions de microphones 1-40 (Mo = 100 J et la 
position de source 3. position de source 5. 
FlG. 3.37 - Distribution pour f—0.8 du mo- FlG. 3.40 - Distribution pour f—0.8 du mo-
dule de la pression résiduelle pour des posi- dule de la pression résiduelle pour des posi-
tions de microphones 1-5 (M0 =' 25) et la tions de microphones 1-10 (Mo = 100 j et la 
position de source S. position de source 3. 
FlG. 3.38 - Distribution pour f=0.9 du mo- FlG. 3.41 - Distribution pour f=0.9 du mo-
dule de la pression résiduelle pour des posi- dule de la pression résiduelle pour des posi-
tions de microphones 5-6 (Mo = 25J et la tions de microphones 10-21 (MQ = 100 J et la 
position de source 3. position de source 3. 
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3.8 Conclusion 
Le placement optimal des sources secondaires et des microphones d'erreur dans un sys-
tème de contrôle actif est un problème difficile. 
Le placement optimal des sources secondaires est connu. Il s'agit de disposer une distribu-
tion continue de sources rnonopôlaires et dipôlaires de façon à obtenir une surface activement 
absorbante. 
Nous avons montré que la discrétisation de cette surface absorbante demande un nombre 
de sources important si l'on veut garder une efficacité voisine de la distribution continue. 
Si on se limite au placement d'un nombre discret de sources et de microphones, des 
méthodes spécialisées doivent être développées. En choisissant le maximum du module de la 
pression complexe comme fonction de coût, nous avons introduit une nouvelle méthode de 
placement pour un problème harmonique. 
Cette méthode détermine d'abord un nombre suffisant de microphones d'erreur. Cela 
signifie qu'un nombre réduit de microphones, bien placés, assure la même atténuation du 
bruit que l'ensemble des microphones. Nous montrons aussi que ce nombre suffisant de mi-
crophones est lui-même borné par Ar + 1 et 2ÍV + 1 où N est le nombre de sources secondaires. 
La détermination du nombre et du placement des microphones est très rapide car il demande 
seulement la résolution d'un problème de programmation linéaire. Les microphones d'erreur 
sont alors placés aux maximums du module de la pression complexe résiduelle. 
Le placement optimal des sources secondaires demande, quant à lui, la résolution d'un 
problème de programmation entière. Des bornes sur les amplitudes peuvent être introduites. 
Nous montrons que le temps de calcul est d 'autant plus court que ces bornes sont faibles. 
Cette méthode a aussi l'avantage de fournir rapidement des solutions approchées ainsi qu'un 
estimateur de leur qualité. 
Nous avons appliqué cette méthode de placement pour un problème de contrôle actif dans 
un guide d'onde droit bidimensionnel que l'on choisit d'abord infini. En-dessous de la JV,eme 
fréquence de coupure, nous retrouvons que le placement optimal des sources secondaires se 
trouve sur les lignes nodales du premier mode evanescent et loin de la zone de silence. En 
ce qui concerne les microphones d'erreur, leur placement optimal se trouve dans la section 
amont de la zone de silence et aux maximums de la pression complexe résiduelle formée 
essentiellement de modes évanescents. Le placement des microphones sur les lignes nodales 
du premier mode evanescent n'apparait optimal que lorsque les modes évanescents d'ordre 
supérieur sont négligés. 
Au-dessus de la jV ,eme fréquence de coupure, nous montrons que les microphones doivent 
être généralement étalés le long de l'axe du guide. 
Lorsque la terminaison aval est réfléchissante, il existe des fréquences critiques où les 
microphones ne peuvent pas observer un mode. A ces fréquences critiques, on peut montrer 
que, si on néglige les modes évanescents d'ordre supérieur, on se trouve dans le cas particulier 
où la solution pour l 'amplitude des sources n'est plus unique. Si les modes évanescents d'ordre 
supérieur ne sont plus négligés, les microphones doivent être étalés le long de l'axe du guide. 
Lorsque la terminaison amont est réfléchissante, il existe encore des fréquences critiques 
où les sources ne peuvent pas contrôler un mode. Les sources secondaires doivent aussi être 
étalés le long du guide à ces fréquences. 
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II faut noter enfin que cette méthode de placement peut être appliquée à n'importe quel 
problème de contrôle actif. Elle demande en effet pour seule information les fonctions de 
transfert entre les sources et les microphones. 
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Conclusion genérale 
Cette étude a mis en évidence quelques facteurs géométriques et mécaniques qui peuvent 
influencer l'efficacité d'un contrôle actif du bruit dans une gaine de ventilation. 
La première partie de ce travail a permis d'évaluer l'efficacité d'un contrôle actif lorsque 
la gaine de ventilation comporte des discontinuités. Plus généralement nous avons voulu 
examiner les effets d 'un contrôle hybride. 
L'étude a mis en évidence l 'importance des paramètres de l 'algorithme X-LMS. La 
longueur des filtres ainsi que la fréquence d'échantillonnage influent largement sur l'efficacité 
du contrôle. Or la fréquence d'échantillonnage et la longueur des filtres sont, limitées par la 
puissance de calcul du DSP. Il sera possible d'utiliser les résultats de l 'étude pour déterminer 
le réglage optimum de ces paramètres en fonction de la rapidité du DSP et du coefficient de 
perte à l'intérieur de la gaine par exemple. 
Une voie de recherche intéressante consiste aussi à évaluer l 'importance du couplage 
v ibro - acoust ique . Une modélisation de la propagation couplée avec la détermination des 
modes guidés du guide d'onde vibro-acoustique est possible (Fuller 1983 [23] et Sinha 1992 
[73]). Cette modélisation permettrait sans doute de prédire de quelle manière le guide se 
différencie d'un guide avec parois rigides. Cette modélisation permettrait d'évaluer le niveau 
de bruit rayonné à l'extérieur du guide ainsi que la forme des modes à l'intérieur du guide. 
Un contrôle mixte des vibrations de paroi et du bruit peut aussi être envisagé. Le contrôle 
doit alors faire intervenir des actionneurs comme les pots vibrants ou les matériaux piézo-
électriques (Destuynder 1992 [17]). 
Nous avons présenté numériquement et expérimentalement les résultats d'un contrôle actif 
dans un guide droit. L'effet des terminaisons a alors été mis en évidence. Une terminaison 
amont réfléchissante a pour conséquence que le contrôle d'un mode propagatif demande une 
amplitude de source très grande à certaines fréquences critiques. Les modes évanescents 
sont alors fortement excités. L'efficacité du contrôle y est donc réduite. Une terminaison 
réfléchissante a aussi pour conséquence que le filtre de contrôle optimal est long à moins que 
la source secondaire soit directive. 
Sur trois exemples (revêtements absorbants, résonateur transversal et coude), nous avons 
mis en évidence l'intérêt d'un contrôle hybride. Les effets dissipatifs, réactifs et diffusifs 
améliorent les résultats du contrôle actif. 
Nous avons aussi écrit un code de calcul afin de prédire l'efficacité du contrôle dans une 
gaine de géométrie complexe où, pour des raisons d'encombrement, les sources de contre-
bruit doivent être placées à l'intérieur de la discontinuité. Dans cette étude, nous n'avons 
pas tenu compte de l'eiFet de l ' é cou lemen t . Les équations restent valables si le nombre 
de Mach et le nombre de Reynolds restent faibles. Sinon l'écoulement modifie les fonctions 
de transfert. S'il est turbulent, il constitue de plus une source de bruit spécialement dans 
les discontinuités. Dans ce cas, l'effet passif apporté par ces discontinuités peut être annulé 
par les sources de bruit d'origine turbulente. Si les sources de contre-bruit sont situées à 
l'intérieur de la discontinuité, le contrôle actif est incapable de contrôler ce bruit généré dans 
la discontinuité pour des raisons de causalité. 
Le pos i t ionnement des sources de contre-bruit et des microphones d'erreur est im-
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portant dans la mesure où il peut changer radicalement les résultats du contrôle actif. Ce 
problème est le sujet de la seconde partie de l'étude. 
Pour une excitation harmonique, nous avons trouvé un nombre suffisant et la position des 
microphones d'erreur. Ils sont alors situés aux maximums du module de la pression com-
plexe résiduelle. Le calcul se réduit à la résolution d'un unique problème de programmation 
linéaire. Nous montrons ainsi que la détermination de la position optimale des microphones 
d'erreur est un problème relativement simple. 
Il n'en est pas de même pour le positionnement des sources secondaires. Notre mé-
thode a cependant été adaptée de façon à accélérer l'énumération des positions candidates. 
Il est possible d'obtenir une enumeration "implicite". Cette technique peut sans doute être 
améliorée grâce à des techniques de preprocessing telles que les présente Mac Keown (1990 
[47]). Ces techniques cherchent à diminuer l'écart initiai entre le problème relaxé à variables 
réelles, écrit sous forme de programmation linéaire, et la solution optimale entière. Certaines 
heuristiques présentées dans la littérature peuvent aussi s'avérer intéressantes. 
En conclusion, les progrès de l'électronique permettent maintenant l'installation d'algo-
rithmes de contrôle efficaces sur une gamme de fréquence de plus en plus large, avec un 
nombre de voies d'entrée et de sortie de plus en plus grand. Un système actif peut cependant 
aboutir à des performances très variables en fonction de paramètres physiques tels que la 
géométrie de la gaine, les conditions aux limites, la vitesse d'écoulement et enfin la position 
des microphones ou des sources. 
Cela montre que, parallèlement aux progrès des algorithmes et de l'électronique, la mo-
délisation et l'optimisation restent des outils indispensables. 
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Annexe A 
Démonstration de la discrétisation 
d'une surface absorbante 
Soit fi, un ouvert borné et convexe de frontière I\ continûment différentiable. Soient / 
et g deux fonctions continûment différentiables de F,. 
Soit iß € ¿F (fi). 
< QoW >= j fPdT + J g^-dT (A.l) 
Soit d € R avec 0 < d < d0. Soit h € R avec 0 < h < h0. 
Prenons un maillage de N noeuds de T¿ paramétré par h (h2N = <m*e{r,-}). Les noeuds 
sont notés ar£, avec m variant de 0 à AT — 1. Soit n(xÍL) la normale extérieure de T, en xt,. 
Montrons que l'on peut écrire: 
m = A T - l i 2 
<Qo|V> = £ -5-[/(aà)^(a^) + /(iU.)^(id-)] 
m = 0 
m = A T - l i 2 (A O) 
¿£o d 
+ rh{rj}) + rd(ij>) 
avec 
\rhW\<Ch(d)h^\\jp(Sl) (A.3) 
et 
\rdm < Cdd\\tl>\\H2(Q) (A.4) 
Lernme 1: Montrons que: 
j l^fe) ~ 4>(x + dn(x))\2dx_ < ^llV-'ll/fijn) 
(A.5) 
Démonstra t ion: Supposons d'abord que tp est une fonction infiniment différentiable et 
à support compact dans fi. Posons: 
v(t) = ij)(x + tdn(x}) t € R (A.6) 
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îl>{x) - 4?(x + dn(x)) =-- v(0) - v(l) = - / v'{t)dt = -à I Vil>(x + tdn{x)).n(x)dt (A.7) 
Jo Jo 
\4>(x) - v(x + dn{x))\2 < ê / |V^>(x + íán(x)).n(x)|2dí (A.8) 
Jo 
/ \1>{x) - ^ f e + <fn(ï))|2dx <d2 f dx f \Vjß(x + tdn(x)).n{xy2dt (A.9) 
Jr, Jr, JO 
Par suite 
et 
Or 
d2 I dx ! |VV>(x-f tdn(x)).n(x)\2dt = d2 [ dt f \Y4>(x + tdn(x)).n(x)\2dx (A.10) 
Jr, Jo io Jr, 
C'est-à-dire: 
/ \tp(x)-iix + dn(x))\2dx<d2 f dt f &(i + tdn(x)).n{x)\2dx (A.11) 
Jr, Jo JTi 
Introduisons maintenant la transformation bijective (car fi¿ est convexe) Gt: 
(A.12) 
(A.13) 
Gt: r, - j . r| 
x -4- ¿ = x + ídn,(x) 
La transformation réciproque G71 s'écrit: 
^r1 : n -> r,-
¿ —> x = Pr(¿) 
où Pr(xi) est ia projection de ¿ sur F¿ suivant la normale. 
Ce changement de variables donne: 
d2 C dt / ,&{x+tdn(x)).n(x)\2dx = d2 í dt í \^Í>{£).n{Pr{xL))\2\J{td,xL)\dx_ (A.14) Jo Jr, Jo JT\ 
J(td,x¿) est le jacobien de la transformation. \J{td,g£)\ < 1 car l'aire de F,- est inférieure à 
Faire de T\. 
On en déduit que: 
/ \il>(x) - 0(x + dn{x))\2dx < d2 [l dt f \VjP{¿-)\2dxí (A.15) 
Jr, Jo Jr; 
Si on note u: l'ouvert compris entre T,- et T], l'inégalité A.15 devient: 
/ I^U) - 4>{x + dn(x))\2dx <d2 f \V^{x)\2dx < d2 f ¡V^(x)|2<ïx (A.16) 
Maintenant, pour 4> € ff^fi), il existe une suite xj)n de fonctions infiniment dérivables et 
à support compact telle que ipn —f iß dans L2(iï) et V^ n —> V_ip dans ¿¡{UJ). On applique 
l'inégalité A.16 à ipn et à la limite on obtient Finégalité A.5. 
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Lemme 2: Montrons que: 
I \p{x) - ip{x + dn(x)) + dVij>{x).n{x)\2dx < d4\\4?\\2HHm 
(A.17) 
Démonst ra t ion: Supposons d'abord que i/' est une fonction infiniment différentiable et 
à support compact dans ¡Q. Posons: 
f v(t) = tl>(x, + tdnix))-td5Lil>{x).n(x) teR , . 
\w(s,t) = V$(x +stdn{x)).n{x) Í E R { ! 
V>U) - V>(2 + dn(x)) + dVjP{x).n(x) = u(0) - u(l) = - / v'{t)dt (A.19) 
Jo 
/ v'{t)dt = d l [V0(x + í¿n(x)).n(x) - V^U)-a(£)]dí (A.20) 
Jo Jo 
f
 v'(t)dt = d [w(l,t)-w(Oyt)]dt = d dt -3-(a,í)d5 (A.21) 
o Jo Jo Jo os 
í 1 v'(í)dí = d2 í tdt i' -^-{x + stdn(x))ds ( A.22) 
Jo Jo Jo d¿n 
Par suite 
M(x) - i>{x + dn(x)) + dV^(x).n(x)\2 < d4 f t2dt f \-j~(í. + stdn(x))\2ds (A.23) 
et 
/ \íix) - ip{x + dn(x)) + dVjl>{x)-R{x)\2dx < d4 í dx I í2dt í \~^-{x +stdn(x))\2ds 
JT't Jii **Q JO Cl TI 
(A.24) 
Or 
. ^ V V , _,_,_, x u 2 j . J4 / \ 2 j J i' j. f ,<*V, d4 í dx f tdt í \~{x + stdn(x))\2ds = d  [ t2dt f ds í \~(x + stdn{x))\2dx 
Jr, Jo Jo d-n Jo Jo Jr¡ din 
(A.25) 
Après un changement de variables u = st: 
d4 ( dx ¡\dt í1\~(x + stdn(x))\2ds = d4 f" tdt í du í \~(x + udn(x))\2dx (A.26) 
Jr, Jo Jo dln Jo Jo Jr, d¿n 
et 
d4 f tdt ídu j \~^{x + udn{x))fdx<d4 tduí \-~(x +udn(x))\2dx (A.27) 
C'est-à-dire 
f Wx)~^(x + n(x)) + dY4Íx)-n(£.)\2dx<d4f du í \-~(x + udn(x))\2dx (A.28) 
Jr, Jo Jr, a¿n 
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Par analogie des inégalités A.11 et A.28, la fin de la démonstration du lemme 2 est similaire 
au lemme 1. 
L e m m e 3: Soit F^ la mtemt maille d'un maillage de T¿ paramétré par h et d'aire h2. 
Soit xt^ un point de rÍL. Tout point x de T^ s'écrira: 
m 
.h x = x^ + h(x) (A.29) 
avec \h[x.)\ < C\h Vs. Montrons qu'il existe une constante K telle que: 
l ma) - i>(si)?dx < Kh*\\1>\\ïn{Q) 
(A.30) 
Démonstration: 
Brezis (1987 [7]) montre que: 
Hix)-V(y)\ <C2\x-y\*\\ik\\HHn) (A.31) 
D'où
 k 
m¡U - ^(3ii)\ < CiCftfmmw (A.32) 
En intégrant sur F£, et en posant K = C2C\, on obtient l'inégalité A.30. 
L e m m e 4: Montrons que: 
<Qo\*P> = ^{J f(x)P{x)dx +J f{x)P{x^dn{x))dx} 
+ ~{[ g{x)i)*{x + dn{x))dx- j g(x)P(x)dx} ^A '33^ 
+ u(ip) 
avec 
id \r*(t¡>)\ < Cdd\W\iP(n) (A.34) 
Démonstration: 
rd(i¡>) = rj(0) + r2dty) (A.35) 
et 
rd(4>) = ^ / f(x)[Wz)dx_-il>m(x_ + dn(x))]dx 
f 1 1 
r\{ii>) = / g{x)[Vji>*(x).n(x) + -p*(s j - - r ^ f e + dn(x))]dx 
, . 
1 * 0 1 < 2^ / / r . \f(x)\2dxJJr W{x)dx-r{x-dn{x))fdx 
\r2M)\ < -M \g(x)\2dxJj^ \dVP(x).n(x) + P(x) ~ Pi* + dn(x))\2dx 
En appliquant les lemmes 1 et 2 aux inégalités A.37, on obtient: 
\rj(é)\<d\\nHHn)Jjr \g{x)\2dx 
(A.36) 
(A.37) 
(A.38) 
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En posant Cd = < max — / \f(x)\2dx_, I \g{x.)\2dx_ 
Lemme 5: Montrons que: 
, on obtient l'inégalité A.34. 
avec 
/ f{x)P(x)dx= E h2f(xt-tW(xi) + rh(^) (A.39) 
Mtf) l < C 'Ä ' IMko ' ; ) (A.40) 
Démonst ra t ion: 
m=N-l
 r TT,=N-1 . 
r
*W = E r/U)[^(ï)-^(2i)]<fe+ E L ria&Mz) - /(¿)l«fe (A.41) 
m = 0 r™ m = 0 *"• 
m=JV—1 , m=N—1 . 
KW¡< £ / |/(aOlliK*)-tf(a&)l«fc + E L Wï5JII/(aû-/(a£)l<fe (A.42) 
En notant C3 = m a x | / ( i ) | et C4 = max¡V/(x)¡ car V / et / sont continues, l'inégalité 
x€F¡ x € r , 
A.42 devient: 
i = i V - l , m = N - l 
M t f ) | < C 3 Ë / j ^ í J - ^ t ó f e + ACjC, E / ¡ t ó b e t e (A-43) 
En remplaçant ^(x£>) par [^(x^) - ij){x)] + i>(x): 
m=JV—1 . 
M 0 ) | < (C3 + « 7 ^ 4 ) £ /
 fc I^U) - HzDldx + hC^ I \tP(x)\dx (A.44) 
Or en appelant A(Ti) l'aire de T¿: 
' / !^K^)¡^<v/^¡^¡l^(r,)<v/^roll^lk(n) 
< ; / 7 (A-45) 
I yrh M*) » iH£)\dx < hJjrh \i¡,(x) - rp(gt)\2dx 
En utilisant le lemme 3 et les inégalités A.44 et A.45, on obtient: 
\rkW)\ < (C3 + hdCjVKhÎNMwM + hC&y/ÂÏNlMHM) (A.46) 
Sachant que Nh2 — A(T¡) (la surface F¿ est divisée en Ar maille d'aire h2): 
\rkW\ < (C'a + hdCJy/KhiAiTiWÏÏHja) + hCxC4yß{fi)\\nHm (A.47) 
On trouve l'inégalité A.46 en prenant Cf = sjA(T,)max (C3 + h0CiC4)^A(Ti)K, h$CiC4 
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Lemme 6: Montrons que: 
Tn=N—1 L 2 
m=N-l L2 (& An) 
m = 0 
+ rfc(d)(0) + rd(t/>) 
M^) | < C^IMIí^íi) (A.49) 
avec 
Md)(V)l < CW»IMU»<n) (A.50) 
Démonstration: On introduira C s de manière analogue à Cs. 
En utilisant íes lemmes 4 et 5, on trouve immédiatement l'inégalité A.49. L'inégalité A.50 
s'en déduit aussi en prenant Ch(d) — C? -\ — • 
L a 
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Annexe B 
Distribution de pression due à une 
distribution surfacique de monopoles 
sur une sphère 
Soit r o une sphère de centre xp = (0,0,0) et de rayon a. La distribution de pression due 
à une distribution de monopôles sur la sphère Ta s'écrit: 
On note Qs = 4na2Q, l'amplitude de la source totale. 
En coordonnées sphériques, l'intégration donne: 
4îrr'(0)' 
avec ra(B) — (r — acos{8))¿ + a2sin2(9). En intégrant sur la variable 0, on obtient: 
2r'(0) 
Nous effectuons un premier changement de variables u = —cos(9): 
J—ir Jo 4îrr (u) 
' + a2sin2(9). En intégrant sur la variable 0, on obtient: 
r gJkr'iB) 
iÁr)^Qsjo -^~^a2sin{B)de (B.3) 
/
l
 e)kr'(u) 
avec 
r'
2(u) = (r + au)2 + a2(l — u2) ~ r2 + a2 + 2rau. 
Nous effectuons un second changement de variable t = r'(w): 
rr+a g.?** 
P.(r) = Qs / —adt (B.5) 
J\r—a\ ¿T 
Nous pouvons maintenant directement intégrer: 
PÁr) = Qi^r-le3^^ - e^r^} (B.6) 
¿jkr 
195 
ou 
Ps(r) = Qs 
€
Jk{r+a) _ gjfeir-aj 
Sftj kar (B.7) 
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Annexe C 
Maillage régulier d 'une sphère 
Nous avons choisi les positions x, de façon à obtenir un maillage assez régulier de la 
sphère. C'est-à-dire en coordonnées sphériques: 
avec 1 < i < M et 1 < j < Mi. 
Pour conserver la symétrie des points, nous avons choisi M,- tel que : 
(C l ) 
(C.2) f M, = E[Msin(6ij\ si E[Msin(0i)} > 2 \ Mi = 0 si E{Msin{6Î)] < 2 
avec E[x] la partie entière de x. 
Si nous avons M points sur un grand cercle de rayon R, nous avons pris M,- points sur 
un cercle de rayon RsinOt. Le nombre total N de noeuds est alors donné par: 
(C3) 
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Annexe D 
Intégration numérique 
i 
t 
1 Y( 
I e1 
\ c2 
\ 3 
>Z ' 
J, 
0' b 
i i 
* a U ) ^ V 
o \ ^ 
FlG. D.l - Coupe de la sphère dans le plan (0,y,z). 
Il est intéressant de diminuer la dimension de l'intégration numérique, intégrer une fonc-
tion sur un maillage 3D est en effet très lourd en temps de calcul. Pour cela, nous avons tiré 
parti de la symétrie de révolution de la fonction intégrée par rapport à l'axe y — z,. 
Dans le plan (0 , y,z.), on peut définir la distance 6 et les ordonnées c\ et c2 qui sont des 
valeurs algébriques. 
On peut alors réécrire p(y,z) en coordonnées cylindriques dans le repère (0 ' , r , z). 
— Ja 
ejk{ ^ ( „ - c j a + r S - V(*-C3)2+r») 
iîm \%TT2J(Z — Ci)2 + r2J(z — c2)2 + r2 
rdrdzdß (D.l) 
La fonction intégrée est indépendante de 8. On définit le domaine angulaire d'intégration 
0(r, z) qui dépend de r et 2. Le domaine d'intégration en r dépend aussi de z. On peut alors 
écrire: 
fR fb+a{z) 
-dzdr (D.2) /
fi rt>+a[z)
 e i* : (y ' (^-c i ) 2 +r 2 - 1 / (2-C2) 2 +r 2 ) 
-* ^  16îry(z -
 C l ) 2 + r 2 ^ - c2)2 + r2 
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avec 
a(z) = VR2 - z2 (D.3) 
~ (1 + signe[a(z) — 6]])TT si 0 < r < \a — 6] 
, r . 4- h
2
 - o2 (D.4) 
2 c o s - i ( l _ l ¿ ~ ) si \a-b\<r<a + b { } 
2br 
Nous avons ensuite maillé la surface (z. r) avec — R<z<RetO<r< a(z) + b. Malgré 
la réduction de dimension de l'intégration numérique, le calcul reste long d'autant plus que 
l'intégration numérique est répétée N x N fois pour évaluer tous les coefficients de la matrice 
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Annexe E 
Unicité de la solution 
Nous savons que: 
p[Q]Um) = QPG(xp\zm) + ' ¿ f Ç.-GG&UJ (E.i) 
»=0 
On définit la fonction JQ(Q) avec Q € C^ et M0 > Àr: 
(0) minJo(Q)= max \p[Q}(zm)\ (E.2) 
g m€{0,..,Aio-l} — 
On introduit la matrice J | et le vecteur R avec B^i = G{xj\Zk) et i?¿ = G(x_p\zj,.}. On 
supposera que toute sous-matrice de ß_ formée de N lignes est inversible. Montrons alors que 
la solution du problème (0) est unique. 
Lemme 1: Montrons que JQ(Q) est une fonction convexe de C^. 
Soit Q° e CN. Il existe rn^tel que J0(Q°) = \p[Q°}(zmJ\. Notons f(Q) = ¡piÇJU^)!-
f(Q) est une fonction convexe. V(Q\Q2) tel que Q^ = (1 - t)Q_l + íQ2 avec t € [0,1], la 
relation de convexité s'écrit: 
/ ( ^ ( l - O / i f i 1 ) + */(£') (E.3) 
Or f(Q) < Jo(Q). D'où 
Jo(Q°)<( l - í ) Jo(0 + a,ÍQ2) (E.4) 
Jo{Q) est donc une fonction convexe de CA . 
Lemme 2: Soit Q° une solution du problème (0) et E > 0 le minimum. Montrons qu'il 
existe au moins N + 1 entiers a(m) tel que 
\p{Q°}(^(m))\ = E (E.5) 
Montrons le lemme par l'absurde. En supposant qu'il y a seulement un nombre n égal à AT 
d'égalités du type (E.5) (même raisonnement pour n < N). Ces N indices a(m) appartiennent 
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à l'ensemble Fi, les autres à l'ensemble F2. Alors il existe Q(e) tel que pour tout 0 < c < 1 
et pour tout m avec 0 < m < N — 1: 
\p[Q° + Q}(^{m))\ = E(l ~ t) (E.6) 
Il suffit par exemple que les iV relations suivantes soient vérifiées: 
""£ X Q<G(^(m)) = -ep[Q°](^(m)) (E.7) 
Notant J3£, = GfejUai*)) et Ä'fe = plQJi^k)), Q est donné par: 
0. = -¿BL^SL (E.8) 
On note E' < E tel que: 
E' = m^\plQQ}(zm)\ (E.9) 
On sait que: 
J0(Q° + Q) = m a x i m « |p[0° + Q ] Ú J ¡ , max \p[Q° + Q](£ro)|) (E.10) 
7716^1 ' TI6F2 
J0(Q° + Q) = max(E - tE, E' + <?(e)) (E.ll) 
avec g(e) une fonction continue tel que g(Q) = 0. Il existe donc e > 0 tel que max(£ — 
tE, E' 4- g((.}) < E et E n'est donc pas minimum. 
Démonstra t ion de l 'unicité: 
Soient Q^ et Q^ deux solutions du problème (0), Le minimum est noté E. Comme Jo{Q) 
est convexe, Jo(Q) est constante sur [Ql,Q2}. 
Soit Q_{t) = (ï - i ) ^ 1 + tQ2 et /m(I) ^"b[Q(t)j(lm)|. On sait alors que Vm, Vi G [0,1]: 
fm(t)<E • (E.12) 
On sait aussi que: 
/*(<) - Ipfâ'IUm) + í , "¿ ' («? " Q,1)Gfe!zm)i (E.13) 
t = 0 
On a vu au lemme 2 que pour une solution Q(i), il y a au moins AT + 1 inégalités 
effectivement réalisées comme égalités si E > 0 (Mo > Ar égalités si E — 0). Dans tous les 
cas, on peut dire qu'il y a au moins N égalités réalisées. 
Soit ¿0 €]0,1[. Soient a(m) des points où il y a égalité pour tQ avec m variant de 0 à 
N — 1. C'est-à-dire: 
fa(m)(to) = £ (E.14) 
Les relations (E.12) et (E.14) indiquent que le point to est un maximum des fonctions fa(m)(t). 
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i=N-l 
Notons bm = J2 (Ql - Q])G{xi\z^(m]) et am = p J Q 1 ] ^ ^ ) + t0bm. 
s=0 
Les relations (E.12) et (E.14) s'écrivent alors: 
\am + (t - t0)bm\ < \am\ Vi G [0,1] 
C'est-à-dire: 
(t - t0)2\bm\2 < 2(*o - t)[Re(am)Re(bm) + Im(am)Im(bm}} Vi G [0,1] 
En en déduit que bm = 0. 
i=N-l 
£ (Ql - Q})G(iü\saw) = o 
¿=0 
(E.15) 
(E.16) 
(E.17) 
Avec l'hypothèse initiale d'indépendance, on en déduit que Q1 = Ç2. D'où l'unicité de la 
solution. 
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Annexe F 
Nombre suffisant de microphones 
d 'erreur 
Nous écrivons le problème de minimisation que nous appellerons (0): 
(0) m i n J o ( Q ) - max |p[Q](zJI (F.l) 
Q — mS{0,..,Mo-l} — 
Jo(Q) est une fonction convexe (voir annexe E). Le problème de minimisation (0) a donc une 
solution <Q°. Sous certaines conditions (voir annexe E), elle est unique. Notons «7° le minimum. 
Nous pouvons maintenant calculer p[Q°]{z,m) la pression complexe pour un vecteur Q° à la 
position z_m. 
Nous allons maintenant séparer les positions des microphones d'erreur en deux groupes 
suivant que le module de la pression complexe en ces points atteint J° ou non. 
Appelons G\ l'ensemble des indices m tels que: 
IpfflUJI = J° (F.2) 
Appelons G2 l'ensemble des indices m tels que: 
MS°](im)l < J" (F.3) 
On note M le nombre cardinal de l'ensemble G\. Gardons maintenant seulement les M 
microphones de G\ et examinons le nouveau problème de minimisation où le nombre de 
microphones d'erreur est, maintenant réduit: 
(1) minMQ) = max H Ç j d J i (F.4) 
Soit Q1 la solution (toujours sous de bonnes conditions d'unicité) et J1 le minimum. Montrons 
que: 
Ql = Q° i (F.5) 
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Démonst ra t ion de l 'égalité (F.5): 
Définissons la fonction scalaire f(Q) = max |p[Q](im)¡ — max |p[£¡£](z.m)¡. Cette fonction 
m £ G i T71ÇG2 
f(Q) est continue. Le signe de f(Q) détermine si le maximum du module de la pression 
complexe est situé pour un microphone de l'ensemble G1 ou G2. 
Notons: 
d = {QeCNlf(Q)>0} 
C2 = {Q G CN/f(Q) < 0} (F.6) 
r = {Q G cNif{Q) = 0} 
Ci T¿ 0 est assuré car /(Q°) > 0. 
Ci (C2) est l'ensemble des Q, où un microphone mesurant le maximum du module de la 
pression complexe appartient à Gi (respectivement (?2)-
J 1 = min max I P Í Q ] ^ ) ! = min(min max \p[Q]{zm)\, min max WQK^Jj) (F.7) 
Q m € G j — v G w mCG-¡ — Q€U2 m£Gi — 
où CN is divisé en deux sous-ensembles Ci et C2. Montrons que: 
min max \p[Q](zm)\ > min max ¡HQJUJI 
Ecrivons <7(Q) = max |í>[Q](lm)¡. L'équation (F.8) revient à démontrer que: 
(F.8) 
m € G i 
mm g{Q)> mm g(Q) (F.9) 
Lemme 1: Démons t ra t ion de l 'inégalité (F.9): 
Cette inégalité vient de la convexité de la fonction g(Q) (voir annexe E). 
Pour chaque Q2 G C2, / (Q 2 ) < 0 et il existe un réel t G]0,1] (/(Q°) > 0) tel que 
Q = (1 — í)Q° + ¿Q2 G F à cause de la continuité de f(Q). 
Comme g(Q) est convexe: 
9(0) < (1 - t)g(Q°) + tg(Q2) (F.10) 
g(Q) - 9(Q°) < t(g(Q2) - g(Q0)) (F.ii) 
Or pour tout Q e Cu max |p[Q]Um)l < m ^x ¡p[Q](lm)î-
—• mÇEGj — ? n € G i — 
Cela entraine que: 
V Q € d <?(£) = max !p[Q](¿J¡ = Jo(Q) (F.12) 
— — m€G¡UG2 — — 
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Q°, la solution du problème (0), appartient à Ci. C'est donc le minimum de g(Q) avec 
Q G Ci. Cela entraine que: VQ € Ci g{Q) > g{Q°). En particulier VQ € T g(Q) >~g{Q°). 
On conclut donc avec F. 11 que: 
giQ2) > g(Q°) (F.13) 
On montre donc l 'inégalité (F.9). 
Avec le lemme 1, on a alors: 
J1 = min max \p[Q](zm)\ (F. 14) 
D'après l'équation (F. 12), cela devient: 
J 1 « min max |p[Q]Um)¡ = min J0(Q) = JQ(Q¿ = J° (F.15) 
Comme on a fait des hypothèses garantissant l'unicité de la solution, on en déduit que: 
Q1 = Q° (F.16) 
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