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The RAND Corporation, Santa Monica, Calif. 
Consider adiscrete stochastic control process in which the state of 
the system at time n is specified by the state vector x,~, the control 
vector is y~, and the change of state is determined by the relation 
x~+~ = g(x~,  y~,  r~) ,  xo = c, 
where {r.~ is a sequence of independent random vectors with common 
known distribution. If we ask that feedback control, as represented 
by the yn, be applied in such a way as to minimize the expected value 
of some prescribed function of the terminal state xN, a straight- 
forward dynamic programming treatment yields an algorithm for the 
solution. 
Suppose we now consider the foregoing process with the added 
feature that there is a chance at any particular stage that the true 
state of the system will not be known to the decision maker. We shall 
call this an interrupted stochastic ontrol process. 
The problem of determining optimal control in a situation of this 
type was posed to us by J. Craig of The RAND Corporation. As we 
shall see, processes of this type possess ome interesting and novel 
aspects and present some complex analytic and computational 
questions. 
I. INTRODUCTION 
Consider a discrete stochastic ontrol process in which the state of 
the system at t ime n is specified by the state vector xn, the control 
vector is y~, and the change of state is determined by the relation 
Xn-b l  = g(x~,  y~, rn), xo = c, (1.1) 
where lrn} is a sequence of independent random vectors with common 
known distr ibution. If we ask that  feedback control, as represented by 
the y~, be applied in such a way as to minimize the expected value of 
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some prescribed function of the terminal state xN, a straightforward 
dynamic programming treatment yields an algorithm for the solution. 
Write 
fN (c) = rain exp h(xN). (1.2). 
y r 
The principle of optimality yields the recurrence relation 
min f f~_~(g(C, yo,r)) dG(,'), N >= 1 (1.3) f>l(c) 
YO d 
with f0 (c) = h(c). See (Bellman, 1957, 1961) for detailed discussion. 
Suppose we now consider the foregoing process with the added feature 
that there is a chance at any particular stage that the time state of the 
system will not be known to the decision maker. We shall call this an 
interrupted stochastic ontrol process. 
The problem of determining optimal control in a situation of this 
type was posed to us by J. Craig of The RAND Corporation. As we 
shall see below, processes of this type possess ome interesting and novel 
aspects and present some complex analytic and computational questions. 
II. FORMULATION IN DYNAMIC PROGRAMMING TERMS 
Since there is a possibility of the actual state of the system being 
unknown for several successive stages, we specify the state of the system 
by means of three quantities, m, n, and c. Here n is the number of stages 
remaining in the process, m is the number of stages in the past at which 
one last had perfect information, and c was the physical state of the 
system at that time. 
Let us then introduce the functions 
f(m, n, c) = min exp h(x,~+,~), (2.1) 
y r 
where x0 = c and the states transform in the following fashion. We have 
the recurrence relation of (1.1), and for the sake of simplicity, a fixed 
probability p at any stage that we will not be able to observe the actual 
physical state of the system. 
Let 
z,~ (c) = the random variable designating the state of the system 
after m stages have passed without having been able to 
observe the system, given the information that the initial 
state, m stages back, was c. (2.2) 
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The quantity zm (c) will depend upon the random vectors ro ,  r l ,  . . .  , 
rm-1, and the control vectors chosen over the first m stages. 
The principle of optimality then yields the functional equation 
f (m,n ,c )  - -  min{pf (m+l ,  n -1 ,  c) 
Y 
(2.3) 
+ ( l - -p )  exp[f(0, n - - l ,  zm(c))]}. 
r 
The y that minimizes is a function of m, n, and c; y ~- ym,n (C). 
What is unusual about this equation is an implicit structure which has 
been fortunately absent from most previous functional equations of 
dynamic programming. We shall analyze this in detail below. 
III. THE EVALUATION OF exp [f(0,n - 1,zm (c))] 
We are required to determine the conditional expected value of 
f(0, n - - l ,  z~ (c)), given the information that for m successive stages 
the actual state of the system could not be observed and the last known 
state was c. At the first stage, the control vector y0, m+~ (c) (using the 
notation of the preceding section) was used, with the result that the 
new state of the system is specified by the random variable 
xl  --  g(c,  yo , m+n (c ) ,  to).  (3.1) 
At this stage, with no information of the actual state, the control vector 
yl ,  ~+n-1 (c) was employed, leading to the stochastic state 
x2 = g(x l  , yl  , ~+,,-~ (c) ,  r l ) .  (3.2) 
Continuing in this way, we see that the random variable z,,  (c)  depends 
upon the control vectors yk, m+~-k (c), k = 0, 1, . . -  , m-1 .  
Consequently, the equations of (2.3), for m ~- n =< N, determine 
functions {f (m,n ,  c)}, {yk, m+,-~ (c)}, 0 =< m + n -< N, k = 0, 1, - . .  , 
m ~- n. Observe that this is an implicit system with no simple straight- 
forward way of obtaining the functions one at a time. If a computational 
solution were desired, most likely a method of successive approximations 
would be appropriate. We shall discuss this complex problem subse- 
quently. 
IV. QUADRATIC CRITERIA AND LINEAR EQUATIONS 
For the case where the recurrence relation of (1.1) is 
xn+1 = Axn  ~ y~ ~ r~ , xQ = c, (4.1) 
INTERRUPTED STOCHASTIC CONTROL PROCESSES 349 
and the problem is that. of minimizing exp(xN:), we can find explicit 
analytic expressions for the functions fro, n and y . . . .  We shall carry 
through this determination for the stochastic and adaptive cases in a 
subsequent paper, since the details are nontriviM. 
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