Recent developments in many-body potential energy representation via deep learning have brought new hopes to addressing the accuracy-versus-efficiency dilemma in molecular simulations.
I. INTRODUCTION
The dilemma of accuracy versus efficiency in modeling the potential energy surface (PES) and interatomic forces has confronted the molecular simulation communities for a long time.
On one hand, ab initio molecular dynamics (AIMD) has the accuracy of the density functional theory (DFT) [1] [2] [3] , but the computational cost of DFT in evaluating the PES and forces restricts its typical applications to system size of hundreds to thousands of atoms and time scale of ∼ 100 ps. One the other hand, a great deal of effort has been made in developing empirical force fields (FFs) [4] [5] [6] , which allows for much larger and longer simulations.
However, the accuracy and transferability of FFs is often in question. Moreover, fitting the parameters of an FF is usually a tedious and ad hoc process.
In the last few years, machine learning methods have been suggested as a tool to model PES of molecular systems with DFT data, and has achieved some remarkable success [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . Some examples (not a comprehensive list) include the Behler-Parrinello neural network (BPNN) [9] , the Gaussian approximation potentials (GAP) [11] , the Gradientdomain machine learning (GDML) [14] , and the Deep potential for molecular dynamics (DeePMD) [17, 18] . In particular, it has been demonstrated for a wide variety of systems that the "deep potential" and DeePMD allow us to perform molecular dynamics simulation with accuracy comparable to that of DFT (or other fitted data) and the efficiency competitive with empirical potential-based molecular dynamics [17, 18] .
Machine learning, particularly deep learning has been shown to be a powerful tool in a variety of fields [19, 20] and even has outperformed human experts in some applications like the AlphaGo in the board game Go [21] . A number of open source deep learning platforms, e.g. TensorFlow [22] , Caffe [23] , Torch [24] , and MXNet [25] are available. These open source platforms have significantly lowered the technical barrier for the application of deep learning. Considering the potential impact that deep learning-based methods will have on molecular simulation, it is of considerable interest to develop open source platforms that serve as the interface between deep neural network models and molecular simulation tools such as LAMMPS [26] , Gromacs [27] and NAMD [28] , and path-integral MD packages like i-PI [29] .
The contribution of this work is to provide an implementation of the DeePMD method, namely DeePMD-kit, which interfaces with TensorFlow for fast training, testing, and evaluation of the PES and forces, and with LAMMPS and i-PI for classical and path-integral molecular dynamics simulations, respectively. In DeePMD-kit, we implement the atomic environment descriptors and chain rules for force/virial computations in C++ and provide an interface to incorporate them as new operators in standard TensorFlow. This allows the model training and MD simulations to benefit from TensorFlow's highly optimized tensor operations. The support of DeePMD for LAMMPS is implemented as a new "pair style", the standard command in LAMMPS. Therefore, only a slight modification in the standard LAMMPS input script is required for energy, force, and virial evaluation through DeePMDkit. The support for i-PI is implemented as a new force client communicating through sockets with the standard i-PI server, which handles the bead integrations. Given these features provided by DeePMD-kit, training deep neural network model for potential energy and running MD simulations with the model is made much easier than implementing everything from scratch.
The manuscript is organized as follows. In section II, the theoretical framework of the DeePMD method is provided. We show in detail how the system energy is constructed and how to take derivatives with respect to the atomic position and box tensor to compute the force and virial. In section III, we provide a brief introduction on how to use DeePMD-kit to train a model and run MD simulations with the model. In section IV, we demonstrate the performance of DeePMD-kit by training a DeePMD model from AIMD data. Results from the MD simulation using the trained DeePMD model are compared to the original AIMD data to validate the modeling. The paper concludes with a discussion about the future work planed for DeePMD-kit.
II. THEORY
We consider a system consisting of N atoms and denote the coordinates of the atoms by {R 1 , . . . , R N }. The potential energy E of the system is a function with 3N variables, i.e., E = E(R 1 , . . . , R N ), with each R i ∈ R 3 . In the DeepMD method, E is decomposed into a sum of atomic energy contributions,
with i being the indexes of the atoms. Each atomic energy is fully determined by the position of the i-th atom and its near neighbors,
where N Rc (i) denotes the index set of the neighbors of atom i within the cut-off radius R c ,
is the chemical specie of atom i. The most straightforward idea to model the atomic energy E s(i) through DNN is to train a neural network with the input simply being the positions of the ith atom R i and its neighbors
This approach is less than optimal as it does not guarantee the translational, rotational, and permutational symmetries lying in the PES. Thus, a proper preprocessing of the atomic positions, which maps the positions to "descriptors" of atomic chemical environment [30] is needed. by certain user-specified rules. The local frame {e i1 , e i2 , e i3 } of atom i is then constructed by
where e(R) denotes the normalized vector of R, i.e., e(R) = R/|R|. Then the local coordinate (x ij , y ij , z ij ) (under the local frame) is transformed from the global coordinate
where
is the rotation matrix with the columns being the local frame vectors. The descriptive information of atom i given by neighbor j is constructed by using either full information (both radial and angular) or radial-only information:
When α = 0, 1, 2, 3, full (radial plus angular) information is provided. When α = 0, only radial information is used. It is noted that the order of the neighbor indexes j's in {D α ij } is fixed by sorting them firstly according to their chemical species and then, within each chemical species, according to their inversed distances to atom i, i.e., 1/R ij . The permutational symmetry is naturally preserved in this way. Following the aforementioned procedures, we have constructed the mapping from atomic positions to descriptors, which is denoted by
The components
) are given by Eqns. (3)- (9) . The descriptors D i preserve the translational, rotational, and permutational symmetries and are passed to a DNN to evaluate the atomic energy. We refer to the Supplementary Materials of Ref. [18] for further details in selection of axis atoms and standardization of input data.
The DNN that maps the descriptors D i to atomic energy is denoted by
It is a feedforward network in which data flows from the input layer as D i , through multiple fully connected hidden layers, to the output layer as the atomic energy E s(i) . Mathematically, DNN with N h hidden layers is a mapping
where the symbol "•" denotes function composition. Here L p s(i) is the mapping from layer p−1 to p, which is a composition of a linear transformation and a non-linear transformation, the so-called activation function: general a component-wise function, and here it is taken to be the hyperbolic tangent, i.e.,
The output mapping L out s(i) is a linear transformation
where weight vector W out s(i) ∈ R 1×M N h and bias b out s(i) ∈ R are free parameters to be optimized as well.
The force on the i-th atom is computed by taking the negative gradient of the system energy with respect to its position, which is given by
The virial of the system is given by
The derivation of the force and virial formula Eqs. (16)- (17) is given in A.
The unknown parameters {W 
The L is defined as a sum of different mean square errors of the DNN predictions
where ∆E, ∆F i and ∆Ξ denotes root mean square (RMS) error in energy, force, and virial, respectively. The prefactors p , p f , and p ξ are free to change even during the optimization process. In this work, the prefactors are given by
where r l (t) and r 0 l are the learning rate at training step t and the learning rate at the beginning, respectively. The prefactor varies from p start at the beginning and goes to p limit as the learning ends. We adopt an exponentially decaying learning rate
where d r and d s are the decay rate and decay steps, respectively. The decay rate d r is required to be less than 1.
III. SOFTWARE
The DeePMD-kit is composed of three parts: ( 
A. Data preparation
The data for training/testing a DeePMD model is composed of a list of systems. Each system contains a number of frames. Some of the frames are used as training data, while the others are used as testing data. Each frame records the shape of simulation region (box tensor) and the positions of all atoms in the system. The order of the frames in a system is not relevant, but the number of atoms and the atom types should be the same for all frames in the same system. Each frame is labeled with the energy, the forces, and the virial. Any one or two of the labels can be absent. When a label is absent, its corresponding prefactor in the loss function Eq. The optimization problem (18) is currently solved by the TensorFlow's implementation of the Adam stochastic gradient descent method [31] . At each step of optimization (equivalent to training step), the value and gradients of the loss function is computed against only a subset of the training data, which is called a batch. The number of frames in a batch is called the batch size. Taking the RMS energy error ∆E for instance, it is evaluated by
where The conf.xyz file provides the atomic names and coordinates of the system. The dp_ipi ignores the coordinates in conf.xyz and translates the atom names to types according to the rule provided by atom_type. In addition, we also provided the analytical details needed to implement the DeePMD method, including the definition of the chemical environment descriptors, the deep neural network architecture, the formula for force and virial calculation, and the definition of the loss function. We explained the RAW data format defined by DeePMD-kit, which provides a protocol for utilizing simulation data generated by other molecular simulation packages and can be easily manipulated by text processing tools in the UNIX-like systems and Python. We provided brief instructions on the model training, testing, and how to setup DeePMD simulation under LAMMPS and i-PI. Finally the accuracy and efficiency of the DeePMD-kit package is illustrated by an example of bulk liquid water system.
The current version of DeePMD-kit only provides CPU implementation of the descriptor computation. In the training stage this computation is embarrassingly parallelized by
OpenMP. However, during the evaluation of energy, force, and virial in MD simulations, this computation is not parallelized. In the future we will provide support on the parallel computation of descriptors via CPU multicore and GPU multithreading mechanisms.
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Appendix A: Deriviation of force and virial By using Eq. (10) and (11), the force of the i-th atom is given by 
