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La principale raiso n m'ayan t pouss é à  poursuivre me s études aux niveaux supérieur s fû t mo n 
insatisfaction pa r rappor t a u nivea u d e maîtris e de s connaissance s acquise s lor s d e mo n 
baccalauréat. Ayan t toujour s cherch é à  repousse r me s propre s limite s j 'a i don c décid é d e 
poursuivre mo n éducation . 
L'intérêt enver s l e traitement de s signaux provien t d e mon goû t pour l a musique. N'étan t pas 
très familie r avec  l e domain e d u numériqu e e t celui-c i étan t d e plu s e n plu s présen t dan s 
notre entourag e c e choi x m e semblai t trè s pertinent . Le s outil s d'enregistremen t e t d e 
productions son t devenu s accessible s à  l a majorit é d e l a populatio n principalemen t d û à  l a 
diminution de s coûts des ordinateurs personnels e t l'augmentation d e leurs performances. L e 
besoin d e pouvoir développer avec ces plateformes étai t indéniable . 
Ainsi, u n suje t d e recherch e intégran t l'acoustique , l'informatiqu e e t le s mathématique s m e 
semblait u n choi x judicieux . Au-del à d u suje t qu'es t l a séparatio n d e source , c e travai l d e 
recherche consfitu e pou r mo i un e formatio n e n traitemen t numériqu e de s signaux . Ell e m e 
permet d e comprendr e e t d'accéde r a u mond e derrièr e l a façad e de s outil s d e productio n 
numériques. 
REMERCIEMENTS 
Je tien s à  remercie r tou s ceu x qu i m'on t souten u pendan t l a maîtrise . L a motivatio n e t 
l'objectivité n e sont pas toujours présentes . Tou t ceux qui m'entouren t m'on t aid é à croire en 
mes capacités e t m'on t donn é l'énergi e nécessair e pou r termine r ce travail . Mo n directeu r et 
mon co-directeu r on t ét é deu x ressource s importantes . Il s m'on t guid é e t m'on t permi s d e 
comprendre l e mond e d e l a recherch e e t d u développement . J e le s remerci e pou r l'aid e 
apportée tout au long de ce travail. 
SEPARATION D E SOURCES AVEUGLE BASEE SUR L'UTILISATIO N 
DE LA TRANSFORMÉE E N ONDELETTES CONTINUE S 
BELLEY, LEE-PIERR E 
RÉSUMÉ 
La séparatio n d'u n mélang e convoluti f d e deu x source s à  parti r d e deu x capteur s es t 
considérée dan s c e travail . Plusieur s approche s son t présentée s dan s l a littératur e qu i fon t 
usage d e méthode s statistique s e t d e transformée s tell e qu e l a transformé e d e Fourrie r à 
fenêtre glissant e e t l a transformée e n paquet s d'ondelettes . U n nouve l algorithm e basé e su r 
l'analyse e n composante s indépendante s e t l a transformé e e n ondelette s continue s es t 
présenté. Un e méthod e connu e d e séparatio n d e source s dan s l e domaine d e l a fréquence a 
été modifié e e n remplaçan t l'algorithm e d'éliminatio n d e l a corrélatio n croisé e pa r u n 
algorithme d e séparation don t le s performances son t indépendantes de la matrice de mélange. 
Les coefficient s d e l a transformé e e n ondelette s continue s de s mélange s son t employé s 
comme signau x d'entré e dan s l'algorithme développ é plutôt que les signaux eu x mêmes . Le s 
échelles d e l a transformé e son t répartie s suivan t le s schème s suivant s :  linéaires , 
logarithmiques e t lo i mu . Un e distributio n uniform e de s échelle s d e fréquenc e a  auss i ét é 
considérée. Le s mélanges employés pour l'évaluation d e l'algorithme son t synthétiques . Le s 
résultats expérimentaux son t présentés et évalués. 
Mots clef s :  transformée e n ondelette s continues , séparatio n aveugl e d e sources , analys e e n 
composantes indépendantes , mélanges convolutif s 
BLIND SOURCE SEPARATION BASE D ON CONTINUOUS WAVELE T 
TRANSFORM 
BELLEY, LEE-PIERR E 
ABSTRACT 
Séparation o f convolutive mixture s o f tw o speech source s usin g two sensor s i s considered i n 
this work . Severa l approache s bav e bee n reporte d i n th e literatur e usin g statistica l method s 
as wel l a s transform s suc h a s th e Shor t Tim e Fourie r Transfor m an d th e Wavele t Packe t 
Transform. W e propos e a  ne w sourc e séparatio n metho d base d o n th e independen t 
component analysi s an d usin g th e Continuon s Wavele t Transform . W e bav e modifie d a n 
existing frequency base d séparatio n bloc k b y replacin g in i t the decorelation algorith m b y the 
Equivariant Adaptiv e Séparatio n via  Independence . W e hâv e als o use d th e Continuon s 
Wavelet Transfor m coefficient s a s it s inpu t rathe r than th e signa l itsel f o r it s wavele t packe t 
coefficients. Th e Continuon s Wavele t Transfor m scale s repartition s hâv e bee n chose n 
according t o th e followin g schemes : linear , logarithmi c an d m u law . A  uniform frequenc y 
distribufion patte m ba s also been considered . Syntheti c mixture s o f source s bave been used . 
Expérimental result s obtained b y this method hâv e been presented an d evaluated . 
Keywords: continuon s wavele t transform , blin d sourc e séparation , independen t componen t 
analysis, convolutives mixture s 
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INTRODUCTION 
Mise en  situation 
La séparatio n aveugl e d e source s (SAS ) es t u n suje t d e recherch e récen t qu i a  fai t so n 
apparition dan s les années 1990 . So n objecti f es t d'extraire le s signaux source s à  l'origine d e 
signaux observés . I l exist e beaucou p d e situation s o ù de s signau x formé s d e mélange s son t 
observables. Cett e constatatio n perme t d'expose r l'étendu e d u domain e d'applicatio n d e l a 
SAS. 
Chaque mélang e es t uniqu e e t nécessit e un e approch e particulièr e pou r e n extrair e le s 
sources. L e problèm e es t abord é différemmen t dépendammen t d e l a situation . Le s 
principaux type s de mélanges son t le s mélanges instantané s [1 , 2] et les mélanges convolutif s 
[1-3]. D'autre s mélange s comm e l e mélang e non-linéair e [4 ] existen t mai s il s dépassen t l e 
cadre de ce travail. Plusieur s exemples son t présents dans la littérature [3 , 5-18]. L e systèm e 
de mélange possèd e auss i de s caractéristiques temporelle s dan s l e sens où i l peut être varian t 
ou invarian t dan s l e temps. Clairement , l e système d e séparatio n d e source s a  pour objecti f 
d'éliminer l'effe t introdui t pa r l e systèm e d e mélang e afi n d'obteni r le s source s à  l'origin e 
des mélanges . 
Le nombr e d e signau x source s e t d e signau x observable s form e un e autr e branch e dan s l e 
domaine. Troi s ca s disfinct s e n découlent : déterminé , sur-détermin é e t sous-déterminé . 
Respectivement ce s ca s son t défini s pa r u n nombr e d e mélange s observé s idenfique , 
supérieur ou inférieur a u nombre de sources. 
Objectifs 
L'objectif d e c e travai l es t d e développe r u n algorithm e d e séparatio n d e source s (SS ) bas é 
sur l a transformé e e n ondelett e continue . C e dernie r doi t êtr e e n mesur e d'effectue r l a 
séparation d'u n mélang e convoluti f don t le s source s son t constituée s pa r u n locuteu r e t un e 
locutrice. Le s source s on t donc des distributions statistique s laplacienne s e t sont considérée s 
comme étan t indépendantes . Le s paramètre s doiven t êtr e ajusté s afi n d'obteni r de s 
performances d e séparation optimales . 
La dimension d u problème choisi es t carré dans le sens où l e nombre de sources est identiqu e 
au nombre de mélanges. L e cas déterminé est considéré comme étant l e cas classique dans la 
littérature. 
Démarche 
Pour êtr e en mesur e de séparer l e type de mélange convolutif , l e système de séparatio n o u le 
séparateur doi t êtr e e n mesur e d'inverse r l a matric e à  l'origin e d u systèm e d e mélange . L e 
modèle utilis é pou r l e système d e mélange est basé su r le s filtre s à  réponses impulsionnelle s 
finies (RIE) . C e typ e de filtr e perme t d e modélise r l'environnemen t acoustiqu e à  la base du 
mélange convolutif . L'algorithm e doi t don c élimine r le s effet s introduit s pa r un systèm e d e 
mélange constitué de filtres à  RIE causaux afi n d e reconstruire le s sources d'origines . 
L'algorithme développ é effectu e u n prétraitemen t ave c l a transformée e n ondelett e continu e 
(TOC) avan t d'effectue r l a séparatio n dan s l e domain e fréquentiel . Un e transformé e d e 
fourrier à  fenêtr e glissant e (TFFG ) es t appliqué e au x coefficient s obtenu s pou r chaqu e 
échelle d e l a TOC . L a séparatio n a  lie u e n fréquenc e o ù chaqu e band e d e fréquenc e es t 
séparée pou r chaque échelle de la TOC. Un e permutation e t une dilatation doi t être éliminé e 
lors d'un e séparatio n dan s l e domain e fréquentiel . L a permutatio n agi t su r l'appartenanc e 
des bandes de fréquence e t la dilatation su r l'amplitude de s celles-ci. 
La permutatio n provien t d e l'incapacit é d u processu s d e séparatio n à  détermine r 
l'appartenance de s bande s d e fréquence s aprè s séparation . Le s bande s d e fréquence s son t 
séparées mai s leu r appartenanc e à  une sourc e o u à  une autr e es t inconnu e L e problèm e d e 
permutation doi t êtr e résol u indépendammen t d u processu s d e séparation . L a dilatatio n 
provient d e l'incapacit é d u processu s d e séparatio n à  détermine r l'amplitud e de s bande s d e 
fréquence. Cett e dilatation doi t être déterminée indépendammen t d u processus de séparation , 
comme dans le cas de la permutafion . 
Après correctio n d e ce s deu x problème s le s coefficient s séparé s pou r chaqu e échell e son t 
obtenus ave c l a transformé e d e fourrie r à  fenêtr e glissant e invers e (TFFGI) . L e mêm e 
problème d e permutatio n rencontr é e n fréquenc e apparaî t entr e le s échelles . C e problèm e 
doit êtr e résol u avan t l'utilisatio n d e l a transformé e e n ondelett e invers e (TOCI ) pou r 
l'obtention de s signaux source s reconstruits . 
Les échelle s d e l a transformé e e n ondelette s son t choisie s pou r couvri r tout e l a band e 
passante utilisé e e n téléphonie . Le s échelle s à  l'intérieu r d e cett e band e son t sélectionnée s 
suivant quatr e lois de répartition :  linéaire, logarithmique, mu et fréquences uniformes . 
Dans u n premie r temp s l'algorithm e développ é es t appliqu é a u mélang e instantan é afi n d e 
vérifier l a validit é de s paramètre s choisis . Cett e premièr e étap e perme t d e vérifie r l a 
convergence d e l'algorithm e considéran t de s source s avec  distribution s laplaciennes . Le s 
performances d e séparation son t évaluées suivant 2  paramètres :  l a qualité de la séparation e t 
le nivea u d e distorsion . Ains i aprè s avoi r assur é so n bo n fonctionnemen t avec  l e mélang e 
instantané l'algorithm e es t appliqué au mélange convoluti f 
L'algorithme développ é es t compar é a u mêm e algorithm e utilisan t l a transformée e n paque t 
d'ondelette (TPO ) et au même algorithme sans aucun prétraitemen t (fréquenc e seulement) . 
Les mélange s utilisé s son t synthétique s dan s le s deu x cas . Le s fonction s d e transfer t 
permettant l a constructio n de s mélange s convolutif s son t obtenue s ave c l'utilisatio n d'un e 
boîte à  outil s MATLAB . Ains i un e fonctio n d e transfer t peut-êtr e obtenu e entr e chaqu e 
source et chaque capteur . 
Plan du mémoire 
Le mémoire est constitué de quatre chapitres . 
Le chapitre 1  expos e le s éléments essentiels entourant l a séparation d e sources. I l discute des 
concepts, de s signau x sources , de s type s d e mélanges , d e séparateurs , de s approche s e t d e 
quelques algorithme s d e séparation . De s élément s importan t utilisé s dan s l'algorithm e 
développé proviennen t de s deu x dernier s algorithme s d e séparatio n présenté s dan s c e 
chapitre. 
Le chapitr e 2  présent e la  théori e associé e au x transformée s employée s dan s l'ensembl e d u 
document. Le s élément s le s plu s important s son t la  TFFG , l a TP O e t l a TOC . Quelque s 
applications reliées à  la transformée e n ondelettes sont citées à la fin d e ce chapitre. 
Le chapitre 3  révèle les détails de la méthode d e séparation d e sources développée , basée su r 
l'utilisation d e la TOC. L a stmcture du séparateur et son fonctionnemen t son t présentés . 
Le chapitr e 4  trait e de s simulation s effectuée s e n relatio n ave c l e cadre d e travai l choisi . I I 
inclut le s détail s concernan t l a procédure d e simulation . Le s tableau x de s résultat s obtenu s 
sont présents , accompagné s d'observation s générale s su r le s performance s e t l e 
comportement d e l'algorithme . 
Finalement, l a conclusio n présent e le s hypothèse s e t observation s concernan t le s 
performances d e l'algorithm e développé . Ell e s e termin e pa r un e ouvertur e su r le s travau x 
futurs possibles . 
CHAPITRE 1 
LA SÉPARATION D E SOURCE S 
1.1 Introductio n 
L'objectif d e ce chapitre es t de présenter les éléments essentiels intervenan t dan s l a SS. 
La S S es t un e techniqu e d e traitemen t numériqu e de s signau x permettan t d'obteni r le s 
composantes élémentaire s (sources ) à  parti r d'un e combinaiso n linéair e d e ce s dernière s 
telles qu e reçue s pa r le s capteur s utilisé s [2] . L'exempl e classiqu e es t l'effe t cocktai l o ù un 
bmit ambian t e t plusieur s conversafion s son t présente s simultanément . L a capacit é d e 
l'oreille humain e à  s e concentre r su r l a compréhensio n d'un e discussio n particulièr e e t 
d'ignorer le s autres représente bien l e processus de séparation. L'objecti f d e ce processus es t 
l'isolation d'un e sourc e d e l'ensembl e de s source s présentes . Notr e cerveau , ave c l'aid e d e 
notre systèm e auditi f es t e n mesur e d'effectue r c e travai l complexe . L e nivea u d e détectio n 
accompli pa r l e systèm e binaura l peu t à  lu i seu l dan s de s condition s parfaite s atteindr e u n 
niveau d e 2 5 dB [19] . Cett e capacit é nou s perme t entr e autr e d'entreteni r un e conversatio n 
dans un milieu o ù le bmit ambian t est relativement élevé. 
1.1.1 L e cas aveugle 
La SA S es t u n ca s spécifiqu e d e l a S S o ù aucun e o u pe u d e caractéristique s son t connues . 
Un bo n exempl e es t celu i o ù l'analyste recherch e le s source s significative s mai s inconnue s à 
l'origine d'u n mélange . I l n e connaî t rien  de s signau x source s omi s leu r existence . U n 
exemple pratiqu e es t l'interprétatio n de s électroencéphalogramme s (EEG ) e t de s 
magnétoencéphalogrammes (MEG) . Le s données recueillies sont le résultat d'un mélang e d e 
sources associ é à  certaines régions du cerveau. L a séparation perme t l'extractio n de s source s 
significatives utile s au spécialiste lors de son diagnostic . Bie n entendu, l'algorithm e doi t être 
développé en collaboration ave c ce dernier pour que les résultats obtenus soien t utiles . 
1.1.2 L e cas « semi-aveugle » 
Dans certaine s situations , i l es t possibl e d'émettr e de s hypothèse s portan t su r l e typ e d e 
sources qu e l'o n désir e reconstrair e o u le s caractéristique s de s canau x d e transmissio n 
présents. Ce s élément s permetten t à  l'algorithm e développ é d e converge r ver s un e solutio n 
existante partiellement connue . 
Les hypothèse s a u nivea u de s source s porten t généralemen t su r leur s distributions . Pa r 
exemple, i l es t possible d'affirmer qu'un e certain e sourc e est gaussienn e o u laplacienne . A u 
niveau d u cana l d e transmission , le s hypothèse s porten t généralemen t su r le s fonction s d e 
transfert. Ce s canaux peuven t être modélisés pa r des filtres à  réponses impulsionnelle s finie s 
(RTF) o u à  réponse s impulsionnelle s infinie s (RII) . Ce s hypothèse s limiten t l'étend u d u 
problème transforman t l a séparation aveugle , o ù rie n n'es t e n princip e connu , e n séparatio n 
« semi-aveugle » . 
1.1.3 Historiqu e 
Notre capacit é à  porter notr e attention su r un stimulu s auditi f particulie r es t un bo n exempl e 
de S S pouvan t êtr e cité . E n effe t nou s somme s e n mesur e d e nou s concentre r su r un e 
conversation, u n so n particulie r e n faisan t abstractio n de s autre s qu e nou s jugeons inutile s 
dans un e situatio n donnée . Le s moyen s qu e prend  notr e cervea u pou r nou s permettr e d e 
séparer différente s source s reçue s sont en grande parti e inconnus . De s tests ont été effectué s 
pour tente r d'identifie r certaine s facette s d e c e processu s mai s i l demeur e e n grand e parti e 
incompris. Le s premiers travaux su r le sujet on t été des expériences d e perception basée s sur 
des test s particulier s [20] . Le s résultat s on t démontr é qu e notr e habilit é à  sépare r le s 
locuteurs son t basé s su r de s caractéristique s telle s qu e :  le sex e d u locuteur , l a directio n d u 
son, s a fréquence e t so n débit . Aron s [19 ] propose l'implicafio n d e facteurs autre s qu e ceux 
sensoriels dan s l e choix d e l'écoute d'u n message . L'informatio n contenu e dan s l e messag e 
a un effe t su r l a sélection. E n d'autres terme s l a sélecfion s'appui e su r l e contenu plutô t qu e 
sur le degré de stimulation. Cett e idée de sélecfion o u de séparadon, basée sur l'information , 
est utilisée en SS. 
Un de s premier s travau x portan t su r l a S S e t fond é su r l e conten u e n informatio n es t d û à 
Jutten e t Héraul t [21] . I l es t bas é su r l'utilisafio n d'u n résea u d e neurone s e t d e non -
linéarités, e t fai t usag e d e l'analys e e n composante s indépendante s (ACT) . Pa r l a suite , 
plusieurs algorithme s ont  fai t leu r apparitio n don t certain s s e son t démarqué s pa r leu r 
efficacité. Voic i quelques une de ces méthodes : 
• Diagonalisatio n simultané e d e plusieur s matrice s d e cumulant s d'ordr e 4  , Joint 
Approximate Diagonalisation  ofEigenmatrices  (JADE ) [22]. 
• Utilisatio n d e l'ACI , mis e à  jour don t le s performance s son t indépendante s d e l a 
matrice de mélange, Equivariar2t Adaptive Séparation  via  Independence (EASI ) [23]. 
• Méthod e basé e su r l'approximafio n de s distribution s statistiques , algorithm e d e mise 
à jour à  point fixe, Fast  Independent Componant  Analysis (FAST-ICA ) [24] . 
• Maximisatio n d e l'informatio n pou r chaqu e sorti e d u systèm e d e séparation , 
Information maximisation  (INFOMAX ) [25] . 
• Utilisatio n d e l'entropi e comm e critèr e d e séparation , l a minimisado n d e l'entropi e 
correspond à  un e séparatio n optimale , Direct  Minimum  Entropy  Deconvolution 
(DMED)[12]. 
Toutes ce s méthode s son t basée s su r le s propriété s statisdque s de s signau x sources , l e 
véritable point de départ des algorithmes de séparation. 
1.1.4 Le s application s 
La S S peu t êtr e udlisé e pou r de s fin s puremen t analytique s o u pou r extrair e le s signau x 
sources à  l'origin e d'u n mélange . L a capacit é d'extractio n offert e pa r la  S S perme t 
l'applicadon d e ce t algorithm e à  l'ensembl e de s donnée s o ù de s signau x source s son t à  l a 
base d e leu r création . L a séparatio n appliqué e à  toute s ce s forme s d e mélanges , rend  l e 
domaine d'applicado n trè s vaste . L a S S permet d e voi r l'analys e d e données sou s un angl e 
différent. 
Voici quelque s exemples d'applications : 
• EE G :  Élimination de s artefact s d û au x mouvement s oculaire s [18] , élimination de s 
artefacts pou r l'étude d e l'activité cérébral e relié à des tâches mentales [17]. 
" ME G :  Extraction d e caractéristique s pou r facilite r l'interprétatio n e t l a présentatio n 
[16], élimination de s artefacts [8] . 
• EC G du fœtus :  Élimination d u bmit introdui t par la mère [5 , 11 ]. 
• Finance s :  Extraction de s sources significatives d e revenus (facteurs cachés ) [14 , 24]. 
• Reconnaissanc e vocal e :  Amélioratio n de s performance s de s système s d e 
reconnaissance d u locuteur par élimination de s sources nuisibles [7]. 
• Acoustiqu e :  Obtention de s source s à  l'origine d'u n mélange , par exemple locuteu r et 
musique ou locuteur et locutrice [1]. 
• Imageri e :  Éliminatio n de s réflexion s [6] , reconstmctio n d'images , analys e d e 
documents [15] . 
1.2 Propriété s des signaux sources 
Les signau x peuven t êtr e divisé s e n deu x grande s classe s :  le s signau x déterministe s e t le s 
signaux aléatoires . L a premièr e class e regroup e le s signau x généré s pa r de s fonction s dont 
tous le s paramètre s son t connus . L a valeu r d u signa l es t connu e pou r toute s le s valeur s d u 
temps. Pa r exempl e l e signa l produi t pa r l a foncdo n sinu s es t déterministe . L a deuxièm e 
classe regroup e le s signau x don t leur s valeur s future s n e peuven t êtr e prédites . Le s valeur s 
de ce s signau x son t aléatoires . L a théori e su r le s signau x aléatoire s perme t d e défini r de s 
paramètres entourant leu r comportement [23] . 
La parole, les signaux vidé o et audio son t des signau x aléatoires . Leur s caractéristiques son t 
définies pa r u n ensembl e d e paramètre s statistiques . Ce s paramètre s son t nécessaire s a u 
développement mathématiqu e des algorithmes de SS. 
1.2.1 L a parole 
La parol e peut-êtr e reconstmit e su r un e court e périod e pa r u n modèl e d e l'apparei l voca l 
excité pa r u n signa l glotta l [3] . Cett e modélisatio n donn e naissanc e à  deu x type s 
d'excitations, l a parti e voisé e e t l a parti e non-voisée . Pou r l a parti e voisée , l'excitatio n es t 
une séri e d'impulsion s d e mêm e périod e qu e cell e d e l a fréquence fondamental e e t l a parti e 
non-voisée un e excitatio n similair e a u bruit . Le s partie s voisée s e t non-voisée s couvren t 
respectivement e t généralement le s bandes de fréquences 0.1-3. 5 kH z et 0.1-7 kHz [3]. 
Le signa l d e l a parol e es t stationnair e lorsqu e considér é su r un e court e périod e d e temps d e 
l'ordre d e 1 0 millisecondes [26 ] et non-stationnaire lorsqu e considéré sur de longues périodes 
de l'ordr e d e 10 0 millisecondes . L a non-stationnarit é résult e d e l a variatio n d u typ e 
d'excitation glotta l e t de la structure de l'appareil vocal . 
1.2.2 Ergodism e et stationnant e 
La S S repos e su r le s caractéristique s probabiliste s d e signau x source s e t le s mathématique s 
qui entouren t le s algorithme s d e séparatio n s'appuien t su r le s statistique s d'ordr e 2  o u 
d'ordre supérieur . 
La moyenne et l'autocorrélation son t respectivement définie s pa r [27 ] 
u(n) =  E{x(n)} (1.1 ) 
r-(fî,n ~  p) =  E{x(r7)x*(n -  p)}  pou r p  = 0,±1,±2,... (1.2 ) 
où *  représent e l a conjuguée complexe . 
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La stationnant e a u sen s larg e impliqu e qu e l a moyenne e t l'autocorrélatio n son t indépendan t 
du temps où elles sont évaluées. Cett e définition es t exprimée par [27 ] 
uin) =  u, (1.3 ) 
>-{n,u-p) =  r-ip), (1.4 ) 
La moyenn e es t constant e pe u import e l a positio n dan s l a séquence . L'autocorrélatio n es t 
indépendante d e l a positio n n , ell e dépendan t uniquemen t d u déla i p  .  L a stationnarit é a u 
sens stric t es t trè s restrictiv e e t impliqu e l'indépendanc e d e l a distributio n pa r rappor t a u 
temps. 
La moyenn e d'ensembl e utilis e u n gran d nombr e d e processu s identique s pou r évalue r l a 
moyenne. Dan s l e ca s o ù l e nombr e d e processu s es t insuffisant , i l es t souven t possibl e 
d'observer u n seu l processu s pendan t un e longu e périod e d e temps . Cett e affirmatio n 
constitue l a base d u remplacemen t de s moyenne s d'ensembl e pa r le s moyenne s temporelles . 
Ainsi pou r u n systèm e stationnair e e t ergodiqu e le s moyenne s d'ensembl e son t égale s au x 
moyennes temporelles . L a mesur e de s propriété s statistique s devien t don c possibl e à  parti r 
d'un seu l systèm e avec un nombre suffisant d'échantillons . 
Pour l a séquenc e x(n)  ave c n  = l,2,...,N^ l a moyenn e temporell e e t l'autocorrélatio n 
temporelle sont [27 ] 
/^ , 
m, = ' A ^ + 1 
Y.^(n). (1.5 ) 
n=0 
N. 
n(p) = -—-X^(")^'(«-/^)- (1-6 ) 
N^ +  I  „=o 
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Un processu s stationnair e aléatoir e es t ergodiqu e a u nivea u d e l a moyenn e s i l a moyenn e 
d'ensemble es t égale à la moyenne temporelle pour la limite N^  ^•co  , 
m, =  li m rîi  . (1.7 ) 
Un procéd é stationnair e aléatoir e es t ergodiqu e a u nivea u d e l a corrélatio n s i 
l'autocorrélation es t égale à  la corrélation temporell e pour la limite /V^ , -> oo , comme [27 ] 
r,(p)= UmP,(p)  (1.8 ) 
Il faut note r que l'ergodicité impliqu e la stationnarité. 
Les algorithme s d'ordr e 2  appliqué s à  de s signau x stationnaire s peuven t quan d mêm e êtr e 
appliqués à  de s signau x stationnaire s à  cour t terme . Le s statistique s son t évaluée s su r la 
période de stationnarité des observations [28 , 29]. 
1.3 Le s modèles de mélanges et de séparateurs 
Définissons le s variables suivante s :  n^  l e nombre de sources e t /?, „ l e nombre de mélanges . 
Ces deux quantité s définissen t le s dimensions d u problème e t génèrent troi s cas possibles :  le 
cas détermin é 7Î„ , -n^,  le  ca s sous-détermin é n, „ <n^  e t l e ca s sur-détermin é n,, , >n^.  L e 
cas typique «„ , = n  ^=2 es t représenté à  la figure 1.2 . L a figure 1. 1 es t une représentation d e 
plus haut nivea u qu e la figure 1.2 . L a figure 1. 1 expos e l e modèle dans so n ensemble tandi s 
que la figure 1. 2 expose le s éléments de la matrice de mélange A  e t de séparation W  . 
La matric e d e mélang e A  es t à  l'origine de s signau x observé s x(n).  Ell e es t l e modèl e d u 
canal d e transmissio n existan t entr e le s signau x source s s(n)  e t le s signau x observé s x(n). 
La matric e d e séparatio n W  perme t d'obteni r le s signau x source s reconstmit s y(n)  à  parti r 
des signaux observé s x(n). 
Inconnus 
Signaux 
sources 
s(n) • 
Matrice de 
mélange 
A 
Signaux 
observés 
— xiri) — 
Matrice de 
séparation 
W 
Signaux 
reconstmits 
- • y(n) 
Figure 1. 1 Matrice  de  mélange et  de séparation. 
Deux stmcture s son t présentée s dan s l a littératur e [1 ] pou r l a réalisatio n d u séparateur : l a 
structure feedfoward (figur e 1.2 ) e t l a structure  feedback (figur e 1.3) . L a structure  feedback 
est moin s stabl e qu e l a structure  feedfowar-d. Cec i es t d û à  l a rétroactio n introduit e pa r le s 
éléments croisés . L a structure  feedfoward possèd e l'avantag e d'êtr e facilemen t implantabl e 
dans le domaine fréquentiel e n employant l a méthode ovei-lap and save [3] . 
• ^ 1 
r 
^2 
L 
r^  
«I l 
«21 
«12 
^ 
• " ( - y A | 
/ 
«22 ^\X) - " " > 
^ '^ll 
W2, 
W,2 
1 1 
*^ 
W,, *"© 
_ _  _  1 
Matrice de mélange Matric e de séparation 
• ^ 1 
*-y2 
Figure 1. 2 Séparateur  avec  une structure feedfoward. 
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Figure 1. 3 Séparateur  avec  une structure  feedback. 
Les figure s 1. 2 e t 1. 3 représenten t de s stmcture s d e séparateur s qu i peuven t êtr e appliqué s 
autant a u nivea u d u mélang e instantan é qu e convolutif . C e son t seulemen t le s coefficient s 
des matrices A e t V K qu i changent de formes comm e expo.sé dans la section 1 .3.2. 
1.3.1 L e mélange instantan é 
La majorit é de s algorithme s présent s dan s l a littérature on t ét é développés pou r traite r l e cas 
des mélange s instantanés , c e dernie r étan t l e modèl e l e plu s simpl e d e mélang e [30] . Ce s 
mélanges son t caractérisé s pa r de s délai s inexistants , négligeable s o u identique s entr e le s 
sources e t le s capteurs . L a matric e d e mélang e A  es t constitué e d e coefficient s a^. 
représentant le s poids des mélanges . Le s source s s{n)  e t le s poids de la matrice A  son t de s 
inconnus. Dan s l a réalité , A  peu t êtr e un e combinaiso n de s propriété s suivante s :  linéaire, 
non-linéaire e t variant , invarian t dan s l e temps . L e ca s généralemen t considér é es t celu i d u 
système linéaire et invariant . 
Les mélanges sont obtenus par 
Xj(n) =  Y,ajiSi(n) pour  i  = ],-••,n  ^y  = ],...,„ ^ (1.9) 
et sous la forme matriciell e par 
x(n) =  As(n) (1.10) 
ou 
A 
« I l 
« 2 1 
.^«J 
« 1 2 • 
« 2 2 • 
" " , , , 2 • 
•• «), , 
•• «2 „ 
•• ^''W 
(1.11) 
La matric e d e séparatio n W  es t sélectionné e pou r permettr e l'inversio n d u systèm e inconn u 
A . Pou r la stmcture/^^(r//owflr<r/ d e la figure 1. 2 le s sources reconstmites sont définies pa r 
>', (") =  X ^ - ^v ^ " ^ P^'^' ' « ' = 1'• • • '",^ ;  =  É• • s«„ (1.12) 
et sous la forme matriciell e par 
y(n) =  Wx(n) (1.13) 
L'insertion d e (1.10) dans (1.13) permet d'obteni r l e système global défini pa r 
y(n) =  'Wx(n) = WAs(n). (1.14) 
1.3.2 L e mélange convoluti f 
Si l'o n remplac e le s coefficient s d e A  pa r de s filtre s [1-3 ] l e modèl e devien t celui  d u 
mélange convolutif . Le s multiplication s précédente s son t remplacée s pa r l'opérateu r d e 
convoludon. Tou t c e qu i a  été di t précédemmen t s'appliqu e toujour s pou r l a séparatio n de s 
sources. L a matric e d e mélang e A  es t construit e pou r modélise r l e cana l d e transmissio n 
pour lequel l'algorithm e d e séparation es t développé . 
Dans l e domain e d e l'acoustique , le s canau x son t habituellemen t modélisé s pa r de s filtre s à 
réponses impulsionnelle s fini e (RIE ) [1 , 3]. Il s permettent un e somm e de s source s ave c de s 
amplitudes e t de s délai s différent s dan s l e temps . C e modèl e représent e bie n le s réflexion s 
multiples e t l'atténuatio n causé e pa r le s différent s matériaux . Chaqu e élémen t a^^  de l a 
matrice est un filtre RE F modélisant le s propriétés acoustiques de l'environnement . 
Donc 
^} (" ^ "  Z!"^^/ ' *^'  ^" ^ P'^"' " '  =  ^' • • • ' "v ;  =  f  •  • •.«,„ ( 1 . 1 5 ) 
où fl^, sont des filtres RTF. 
Dans le cas où «„ , =  n^ = 2 , le développement d e la formule (1.11 ) donne 
X|(n) =  a| , * ,? , («)- h a , 2 * i ' 2 ( " ) 
Xj (n)  =  « p *  ,$•, (n)  -I - a^2 *  -^ 2 (") 
(1.16) 
La matric e I V doi t permettr e l'éliminatio n de s effets introduit s pa r l e canal d e transmission . 
Elle doi t êtr e e n mesur e d'égale r l'invers e d e l a matric e A  pou r permettr e un e séparatio n 
efficace. Différent s type s d e filtre s peuven t êtr e employé s dépendammen t d u modèl e d u 
canal. 
Les filtre s w ^ peuven t êtr e de s filtre s RT F ou RII . Chaqu e choi x possèd e se s avantage s e t 
inconvénients. Il s peuvent être utilisés dans la structure feedfoward ou  feedback. Dan s le cas 
des filtres  RII , l'avantag e es t d e pouvoi r traite r l'inversio n d e réponse s impulsionnelle s 
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beaucoup plu s longue s [1] . Le s réponse s acoustique s possèden t généralemen t un e longueu r 
de plusieur s millier s d'échantillon s (o u d e plusieur s m,sec ) [31] . L a longueu r d e l'invers e 
dépend de s propriété s d e ces réponses . L'inconvénien t d e l'utilisatio n d e filtre s RI I dan s l e 
bloc de séparation es t l a stabilité. Le s filtres RIE sont toujour s stables , ce qui n'es t pa s l e cas 
des filtres RII. 
Une attentio n particulièr e doi t êtr e porté e à  l a matric e d e mélange . Lorsqu e tou s le s zéro s 
des filtre s a^ , son t à  l'intérieu r d u cercl e unit é le s filtre s son t à  phas e minimale . C e qu i 
implique qu e le s filtre s inverse s son t stables . Le s zéro s de s filtre s a  •• deviennen t le s pôle s 
des filtre s w ^ . Lorsqu e le s fonction s d e transfert s a-^  ont de s zéro s à  l'extérieu r d u cercl e 
unité leurs inverses seron t des fonctions d e transferts à  phases non-minimales . L e système de 
séparation doi t êtr e conçu pou r permettre l'inversio n d'u n systèm e à  déphasage non-minima l 
(séparateur non-causal) . Pa r exemple , u n systèm e à  déphasag e non-minima l es t présen t 
lorsque l'écho capt é par un microphone a  une amplitude plus grande que le signal direc t [32] . 
Des méthode s utilisan t l'introductio n d'u n déla i dan s l a boucl e d'apprentissag e [32 ] o u 
l'utilisation d e la backpropagation [33 ] permettent l e traitement des filtres non-causaux . 
Dans le cas où le s matrices A  et'W  son t tous des filtres RI F et que W  possèd e une stmctur e 
feedfoward 
y,(") =  Yj^ij*^.i^") P^"' " '  =  É• • •,«, 7  = 1,• • •,n„, (1.17 ) 
où W y sont des filtres RIF . Aprè s développemen t pou r 7Î, „ =  n^ = 2 le s signaux reconstmit s 
sont 
V (n) = w, I * X| (n) + Wp * x^ (n) 
. (1.18 ) 
3^ 2 (n) =  W2 , *  x, (n)  +  VV2 2 * A-2 ( " ) 
Il es t possibl e d e traite r l e ca s d u mélang e pa r convolutio n dan s l e domain e fréquentie l e n 
remplaçant le s éléments pa r leu r transformé e d e Fourier (TF ) [3 ] et le s convolutions pa r de s 
multiplications. L'avantag e es t l'expressio n simplifié e de s convolutions e t l a diminution d u 
temps de calcul. 
Dans le domaine fréquentiel le s formules (  1.17) e t (  1.18) son t respectivemen t définie s pa r 
Y.=Y.W,^X,pouri^l,---,n^ j^l-,n„,  (1.19 ) 
et 
Yl = ^ 2 1 ^ 1 +W^22^ 2 
(1.20) 
1.3.3 Le s systèmes de séparatio n 
Deux approche s existen t [2 ] pou r l a constructio n d u systèm e d e séparatio n :  l'approch e 
directe (figur e 1.4 ) e t l'approch e e n boucl e (figur e 1.5) . L'approch e direct e o u hor s lign e 
détermine le s paramètre s d u séparateu r à  parti r de s mélange s e t d'u n blo c annex e d e 
traitement. Ell e calcul e l e séparateu r à  parti r de s mélange s recueillis . Le s méthode s d e 
diagonalisadon entren t dan s cett e catégori e d e séparateur . U n exempl e es t l'algorithm e 
JADE qu i diagonalis e l a matric e d e quadricovariance . U n de s avantage s d e l a méthod e e n 
bloc es t d e permettr e l'estimatio n de s paramètre s statistique s e n utilisan t l'espéranc e 
mathématique E(-). 
Signaux 
sources 
Hn) -
Matrice de 
mélange 
A 
Inconnus 
Signaux 
observés 
- .v(/ 0 -
i 
Matrice de 
séparation 
W 
Signaux 
reconstmits 
- • y(« ) 
Calcul de la 
matrice W 
Figure 1. 4 Système  de  séparation direct. 
L'approche e n boucl e o u e n lign e utilis e l a rétroactio n pou r adapte r l e séparateur . Le s 
réseaux neuromimétique s fon t parti e de cette catégorie [2] . Le s deux approche s peuven t êtr e 
unifiées pou r créer une approche bloc en ligne [34]. 
Signaux 
sources 
s(n) -
Matrice de 
mélange 
A 
Inconnus 
Signaux 
observés 
— x(n)  -
1 
Matrice de 
séparation 
W 
Signaux 
reconstmits 
- * • y(n) 
Figure 1.5 Système  de séparation en  boucle. 
Il es t importan t d e note r qu e dan s l e ca s d u mélang e convoluti f l a séparatio n es t relié e a u 
domaine d e l'identificatio n paramétrique . Ell e peut-êtr e vu e comm e l'identificatio n d'u n 
système de filtres à  RIF ou à  RII. L a séparation es t auss i un cas d'égalisation aveugl e étend u 
à plusieurs canaux. Le s techniques développée s dans un domaine son t applicabl e à  l'autre e t 
vice versa . 
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1.4 Le s approches statistiques 
La S S basé e su r le s statistique s d'ordr e 2  [1 ] repos e uniquemen t su r l a décorrélatio n de s 
sources reconstmites . Ce s statistique s n'exploiten t pa s entièremen t l'hypothès e 
d'indépendance de s source s habituellemen t utilisée . E n effet , l a décorrélation (blanchiment ) 
ne garantie pas l'indépendance de s signaux. Le s statistiques d'ordre supérieu r à  2 entrent en 
jeux pou r permettr e l'exploitatio n complèt e d e l'indépendance . Un e meilleur e exploitatio n 
de celle-ci impliqu e une amélioration de la séparation. L'AC I exploite ces stadstiques ordre s 
supérieurs complétant ains i l'analyse en composantes principales (ACP), qui est une méthode 
basée sur les statistiques d'ordre 2 . 
1.4.1 L'analys e en composantes principales (ACP) 
L'ACP es t une méthode permettan t d'obteni r de s signaux décorrélé s à  la sortie d'un systèm e 
[1]. Cett e analyse trouve les directions de plus grandes variances dans les données et projett e 
les données ces axes. Le s nouvelles données obtenues sont orthogonales donc décorrélées. 
La matrice de séparation es t calculée à partir des vecteurs propres de la matrice de covariance 
définis pa r [1] 
VQV-' ^E[XX'']-E[X]E[XY  (1.21 ) 
où V  es t un e matrice des vecteur propres et Q  un e matrice diagonale des valeurs propres de 
la matrice de covariance. 
La matrice de séparation W  es t définie par [1] 
W = g">^V^ (1.22 ) 
L'ACP es t un e solutio n orthogonal e qu i n e sépar e pa s nécessairemen t le s mélanges . Un e 
opération d e rotation qu i préserve l'orthogonalit é es t nécessaire à  la suite de la décorrélation. 
1.4.2 L'analys e e n composantes indépendantes (ACI ) 
L'ACI [24 ] es t un e méthod e statistiqu e permettan t d'obtenir , pa r transformation d e variable s 
aléatoires, de s variable s indépendantes . Cett e approch e perme t d e défini r u n modèl e dan s 
lequel le s variable s inconnue s son t indépendante s e t le système d e mélang e es t inconnu . L e 
système de mélange est à l'origine de s variables aléatoires observées. 
Le séparateu r utilis e un e transformatio n invers e pou r reconstmir e le s source s d'origine . L a 
transformation ajust e le s propriété s statistique s de s source s reconstmite s jusqu'à l'obtentio n 
de celle s recherchées . Ce s caractéristique s peuven t êtr e :  u n typ e d e distribudon , de s 
moments statistiques particuliers, un niveau d'entropie , etc. 
Une de s approche s es t basé e su r l'analys e d e l a distributio n de s variables . L e signa l d e l a 
parole possèd e un e distributio n laplacienn e plutô t qu e gaussienn e [35] . L a plupar t de s 
valeurs son t située s autou r de zéro e t des extrêmes. Un e mesur e de l'indépendance , dan s c e 
cas, es t don c un e mesure d e l a «  non-gaussiannité »  L e théorème centra l limit e stipul e qu e : 
« la somm e d e variable s non-gaussienne s possèd e un e distribution plu s gaussienn e qu e cell e 
d'origine »  [9]. L a distribution de s mélanges est donc plus gaussienne que la distribution de s 
sources. Un e maximisatio n d e l a non-gaussianit é de s source s reconstmite s pa r l'utilisatio n 
du princip e d u maximu m d e vraisemblanc e a  pou r effe t d e maximise r l'indépendanc e de s 
signaux. L'applicado n d e c e princip e perme t d'évalue r l a distanc e d'un e distributio n pa r 
rapport à  un e autr e (dan s c e ca s gaussienne ) pa r l'entremis e d e l a divergenc e Kullback -
Leibler [1 ] qui est un estimateur de vraisemblance. 
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Voici une liste des principales méthode s utilisées en ACI pour accomplir l a séparation : 
• Méthod e basée sur les cumulants croisés et la quadricovariance 
o Extensio n de s méthode s d e diagonalisatio n d'ordr e 2 ; diagonalisatio n d'un e 
matrice cumulante [22] . 
• Méthode s basées sur des contrastes 
o L a maximisadon d e l'entropie ; maximisado n d e l'informadon individuell e des 
signaux à  la sortie d'un systèm e [36]. 
o Minimisatio n d e l'infomiatio n mutuelle ; minimisatio n d e l'informatio n entr e 
les signaux à  la sortie d'un systèm e [37]. 
• Méthode s neuromimétique s 
o Exploitatio n de s ordres supérieurs due à l'utilisadon d e non-linéarités [25]. 
• Méthod e utilisan t l e maximum d e vraisemblanc e 
o L a maximisatio n d e l a non-gausiannité ; maximisatio n d e l a distanc e pa r 
rapport à  une distribution gausienn e [38]. 
Il es t intéressan t d e note r que l a séparation peu t êtr e associé e à  un problème d'optimisation . 
Une fonctio n d e coû t basé e su r u n critèr e d'indépendanc e es t optimisé e ave c un e méthod e 
itérative comm e l e gradient . L'optimu m d e l a fonctio n d e coû t es t l e poin t o ù le s source s 
reconstmites réponden t au x critères statistiques désirés . 
1.5 Algorithme s de séparation 
Comme v u a u débu t d e l a sectio n 1.4 , le s algorithme s d e S S son t divisé s e n deu x grande s 
classes :  le s méthode s d'ordr e 2  e t le s méthode s d'ordre s supérieurs . Dan s l e premie r cas , 
une méthode connu e es t l a diagonalisation simultané e d e plusieurs matrice s de corrélations à 
plusieurs délai s [26 , 39 , 40]. Cett e approch e élimin e l a corrélation croisé e o u l a corrélatio n 
entre le s différent s signau x observés . Dan s l e secon d cas , le s travau x dan s l e domain e 
convergent ver s l'utilisatio n d e non-linéarité s qu i définissen t l e comportemen t d e 
l'algorithme. Elle s ont une influence direct e sur sa stabilité et sa convergence [23 , 37]. 
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Le domaine tempore l n'es t pa s l e seul domaine dans lequel i l est possible d'effectuer l a SS. 
D'autres domaine s s'offrent , chacu n possédan t de s caractéristique s particulières . I l es t 
avantageux d e choisi r u n domain e offran t l a représentatio n l a plus approprié e pa r rappor t a u 
problème posé . C e transfert, dépendammen t de s circonstances, permet entr e autre :  d'utiliser 
d'autres propriétés , d e diminue r l a complexit é d u problèm e e t d'augmente r l a vitess e d e 
traitement. E n plu s de s transformées , l a band e spectral e occupé e pa r l e signa l peut-êtr e 
divisée en sou s bandes avan t d'effectue r l a séparation. Comm e l a transformée cett e divisio n 
modifie le s perfoimance s d e l'algorithm e global . Ainsi , l'utilisatio n de s coefficient s 
cepstraux [41] , de l a transformé e e n ondelette s discrète s (TOD)  [10 , 42-47], de banque s d e 
filtres [48 , 49] , d u spectr e d e Wigner-Vill e [28 ] e t d e l a TFF G [13 , 50 ] apparaî t dan s l a 
littérature. A u cœur de chacune de ces approches résid e un algorithme de séparation bas é sur 
l'hypothèse d'indépendanc e statistiqu e des sources. 
Les méthode s décrite s dan s le s section s 1.51 , 1.5 2 e t 1.5 3 on t pou r objecti f d'expose r le s 
éléments important s de s méthode s qu i y  sont décrites . Certain s d e ces éléments son t utilisé s 
dans les chapitres suivants . 
1.5.1 Méthod e basée sur un algorithme à point fixe 
Cet algorithm e [24 ] propose l'utilisatio n d'un e nouvell e gamme de fonctions d e coûts basée s 
sur l'approximatio n d e l'entropi e différentielle . L'entropi e différentiell e peu t êtr e défini e 
comme le niveau d'informatio n véhicul é par une variable aléatoire. 
L'optimisation de s fonction s es t opéré e pa r u n algorithm e à  poin t fixe . Cett e méthod e 
combine deu x approche s existante s pou r atteindr e so n objectif : l'AC I e t l a poursuit e de s 
projections. L'AC I es t effectué e e n minimisan t l'informatio n mutuell e entr e le s variable s 
transformées e t le s fonction s d e contraste s son t évaluée s d u poin t d e vu e d e l a poursuit e d e 
projection e n permettan t un e extracdon séquentiell e de s sources . L'infomiatio n mutuell e es t 
une quantit é qu i perme t d e mesure r l e niveau d e dépendance entr e deu x variables . Tou s ce s 
éléments sont développés et appliqués au cas du mélange instantané . 
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La non-linéarit é g{-)  dan s l'algorithm e (1.23 ) dépen d d e l'informatio n véhicul é pa r le s 
sources recherchées . Ell e es t choisi e pou r modélise r l a fonction d e répartitio n de s sources à 
reconstmire. L a matrice de séparation d u point de départ de l'algorithme, doi t être initialisée. 
Dans la majorité de s cas cette matrice initial e est choisie de façon aléatoire . 
L'algorithme à  point fixe es t défini pa r [24 ] 
',^,=E[xg(W^x)]-E[g'(W,rx) W 
M/,,, = M/,, / W, J 
W. (1.23) 
et la version stabilisé e par [24 ] 
w^, =  w^, l\\W. 
E{xg{W^x)}-j3W,]l[E{g'(W,'x)]-/3] (1.24) 
où /3  = E'W/^xg{W^x), W^  l a matric e d e séparatio n actuelle , W-^^  est l a matric e d e 
séparation mise  à  jour, p  l e pas et g(-)  un e fonction non-linéair e représentan t l a fonction d e 
répartition de s source s recherchées . S i / / =  1 l'algorithme stabilis é (1.24 ) redevien t celu i d e 
base (1.23). 
Les propriétés de l'algorithme son t les suivantes 
La convergenc e es t cubiqu e c e qu i augment e la  vitess e pa r rappor t au x algorithme s 
basés sur le gradient qu i possèdent une convergence linéaire . 
L'algorithme origina l (poin t fixe) n e possède pas le paramètre du pas ce qui augment e 
la stabilité de l'algorithme final  (stabilisé) . 
L'utilisation d e non-linéarités perme t l'obtentio n d e sources non-gausiennes . 
Le choix d e la non-linéarité permet l'optimisation . 
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• L'algorithm e perme t l'obtentio n de s composante s indépendante s un e pa r un e 
(extracdon séquentielle) . 
• L'algorithm e hérit e des propriétés de s algorithmes basé s sur les réseaux d e neurones. 
1.5.2 Méthod e basée sur une mise à jour en série 
L'algorithme EAS I [23 ] es t bas é su r l a mis e à  jou r e n séri e (figur e 1.6 ) de s élément s 
nécessaires à  la séparation. L a performance d e cette approche ne dépend pa s de la matrice de 
mélange A  . Cett e propriété est l a plus importante . 
Cette méthod e effectu e l a S S ave c u n systèm e d e séparatio n répart i su r deu x étage s (figur e 
1.7). L a matric e d e séparatio n 'W  es t décomposé e e n deu x matrices : un e matric e d e 
blanchissage B  e t un e matric e d e rotatio n U  . L a matric e d e blanchimen t es t u n 
prétraitement qu i perme t l'orthogonalisatio n de s mélanges . L a matrice de rotation perme t d e 
séparer le s signau x e n conservan t l a contraint e d'orthogonalit é su r le s signau x reconstmits . 
La performanc e uniform e (indépendant e d e l a matric e A  ) est garanti e pa r l a mise  à  jour e n 
série de s deu x matrices . L a performanc e général e d e l'algorithm e es t relié e a u choi x de s 
non-linéarités g(-) , choisie s en fonction de s distributions des sources recherchées . 
L'algorithme d e mise à  jour es t basé sur la définition d'un e fonctio n H{)  permettan t l a mise 
à jour de W  ave c 
W: (I-pH,(y))W,. (1.25) 
- * w — • =  — • w, I-pH, — 
Figure 1. 6 Mise  à jour en  série d'une matrice. 
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La fonction H{)  es t obtenu e e n évaluan t le gradient relati f d e la fonction d e coût . Pou r ce t 
algorithme l a fonction d e coût est ba.sée sur l'utilisation de s cumulants. 
La fonction d e coût est définie pa r [23 ] 
^fB)'= Elf(y)] avec /(v ) =  Y.\y,\'  (1.26 ) 
et son gradien t relati f pa r 
V^,(B) = VEfiy) = VEf(WI) = E[f'(y)f]. (1.27 ) 
La mise à  jour de (1.25) par la fonction //(• ) obtenu e en (1.27) devient [23 ] 
W,^,=W,-pE[f'(y)f]w,. (1.28 ) 
L'équation (1.28 ) représente l a mise à  jour e n séri e de la matrice d e séparation san s étape d e 
blanchiment. C'es t l e résultat du calcul direc t du gradient de la fonction d e coût (1.26) . 
Comme expos é précédemmen t l'algorithm e fina l es t compos é d'u n blo c de blanchiment et 
d'un blo c d e séparation . L a première étap e es t l e blanchiment de s mélange s pa r la matrice 
B. L a deuxième étap e es t la séparation de s signaux blanchi s pa r la matrice U  . Cett e 
matrice doi t optimise r l a fonctio n d e coû t (1.26 ) sou s l a contraint e d e décorrélatio n 
(orthogonalité) imposé e par B  . 
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Figure 1. 7 Séparation  sur  deux  étages. 
La matrice B  es t une matrice dont les sorties z{t)  son t blanchies . Ell e est définie pa r 
R, =BRB' (1.29) 
où /? , =£'[J:X'^J l a matric e d e covarianc e de s mélange s e t /? . =£'[zz'^J l a matric e d e 
covariance de s mélange s blanchis . L'objecti f es t l'obtentio n d'un e transformatio n B  qu i 
diagonalise l a matrice de covariance de s mélanges. L e matrice B  es t obtenue en minimisan t 
la distance entre R,  e t la matrice identité /  . 
La divergence d e Kullback-Leibler [1 ] entre deux distributions normale s de moyennes nulle s 
avec des matrices de covariances égales a R,  et  I  es t [23 ] 
def 
KL(R,,I) =  -(tr-ace(R.)-logdet(R )-n). 
2 ^  .  , > 
(1.30) 
La propriét é l a plu s important e es t qu e KL(R,,I)>0  avec  égalit é s i e t s i seulemen t s i 
R, =  I. L a matrice B  ser a une matrice de blanchiment s i KL(R_,I)  =  0 . 
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Elle doit minimise r 
(f>,(B) = KL{BR^B\l). (1.31 ) 
Le gradient relati f de ^ ^ es t défini pa r [23 ] 
V(ps ^R--I (1.32 ) 
et l'algorithme d e mise à jour en série de la matrice de blanchiment pa r [23 ] 
B,^,=B,-pE[bb'-I^,. (1.33 ) 
L'algorithme doi t permettr e la  mise à  jour d e la matrice U  e n préservan t l a décorrélation 
imposée par la matrice B  . L a matrice U  doit être orthogonale e t doit conserver cette form e 
tout a u lon g d u processu s d'adaptation . L a mis e à  jour d e la matrice U  sou s l a contraint e 
d'orthogonalité es t définie pa r [23] 
U,^,^U,~pE[f'(y)f-yf'(y)']u.. (1.34 ) 
L'équation (1.34 ) es t l e résulta t d e l'utilisation d e l a contrainte d'orthogonalit é su r l a mis e à 
jour san s contraintes (1.28) . L a combinaison de s deux bloc s W-^^  =6',^]i?,^ | ave c l'udlisatio n 
de U,(l-p[bb^-l}=(l-p[yy^-l]jU,,  U,U^  =1  e t y  = Ufi donn e l a fonction //(•) 
suivante [23 ] 
H(y) =  yf -1  + f'(y)f -  yr(y)''.  (1.35 ) 
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Elle comprend le s opérations de blanchiment e t de séparadon. L e premier e t l e second term e 
représentent l e blanchissage , le s troisièm e e t quatrièm e terme s représenten t l a séparation . 
Les deu x dernier s terme s apporten t le s condition s nécessaire s autre s qu e d'ordr e 2  pou r 
finaliser l a séparation . L'algorithm e converg e lorsqu e le s éléments hor s diagonale d e H(y) 
deviennent nuls . Ell e es t atteint e lorsqu e le s signaux son t blanchi s e t qu e l a corrélation non -
linéaire croisée est null e offdiag\E\f,f'(y)'  J ) = 0. Pou r un ensemble de non-linéarité s 
§(}')-[g,(>'i),...,g„,„(y„,„)f, (1.36 ) 
l'algorithme EAS I est défini pa r [23 ] 
^,.^ -w,-ibf -^  +  siy)f -yg(y)']w.  (i-37 ) 
et la version normalisé e par [23 ] 
M/„=W,-» yy^ -I  _^g(y)y^  -yg(yf 
\ + /uy^y l  + py'g(y) 
W,, (1.38 ) 
où W,^ | es t l a matric e d e séparatio n mis e à  jour , y  le s source s reconstruites , gf)  un e 
fonction non-linéaire , /  l a matrice identité et u  l e pas. 
Les propriétés de l'algorithme son t les suivantes : 
• L a stmcture de mise à jour est simple. 
• L a performance n e dépend pa s de la matrice de mélange. 
• L a vitess e d e convergence , l a stabilit é e t l e nivea u d e séparatio n dépenden t d e l a 
distribudon (normalisée ) des signaux sources . 
• Pou r chaque non-linéarité i l existe un point de stationnarité. 
• L a version stabilisée n'impose pas de contrainte su r la matrice de séparation . 
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1.5.3 Méthod e basée sur l'élimination d e la corrélation croisé e 
Cette méthod e [26 ] est basée su r l'élimination d e la corrélation entr e les mélanges à  différen t 
délais. Le s matrice s d e corrélatio n son t calculée s pou r chaqu e déla i e t diagonalisée s pa r 
l'utilisation d'u n algorithm e d e diagonalisatio n jointe . L a méthod e es t implanté e dan s l e 
domaine fréquentiel o ù elle est en mesure de traiter le mélange convolutif . 
La première étap e es t l e blanchimen t de s mélanges . Cett e transformatio n ren d orthogonale s 
les directions de s distribution s de s point s d e ces mélanges . Cett e opératio n n e perme t pa s à 
elle seul e l a séparation de s sources , une rotatio n doi t êtr e introduite . L a rotatio n es t assuré e 
par l'utilisatio n d'un e matric e d e transformation . L'obtentio n d e cett e matric e es t basé e su r 
la diagonalisatio n joint e d e plusieur s matrice s d e corrélatio n de s observation s blanchies , 
obtenues à  différent délai s comme cité précédemment . 
Pour applique r cett e méthod e a u mélang e convolutif , l e passag e a u domain e fréquentie l es t 
nécessaire. L'objecti f es t l a séparatio n d e chacun e de s composante s fréquentielle s d e l a 
TFFG avec  l a méthod e exposé e précédemment . L'obtentio n d'un e matric e contenan t 
l'opération d e blanchissag e e t d e rotatio n perme t d'effectue r cett e séparation . Avan t 
d'effectuer l a reconstmction de s sources pa r l a TFFGI deu x problème s doiven t êtr e résolus : 
la dilatadon e t la permutation. 
Ces élément s on t u n impac t importan t dan s l e domain e fréquentiel , chaqu e composant e es t 
affectée c e qu i caus e un e erreu r global e lor s d e l a reconstmctio n de s sources . L a balanc e 
spectrale es t affecté e pa r l a dilatatio n (amplification ) e t l'appartenanc e de s composante s 
fréquentielle à  chaqu e sourc e pa r l a permutation . Aprè s résolutio n d e ce s problème s le s 
sources sont reconstmites ave c la TFFGI. 
La dilatatio n e t l a permutatio n son t respectivemen t représentée s pa r le s matrice s P  e t D,. 
Tous le s élément s d e P  pou r chaqu e colonn e e t chaqu e lign e son t nul s à  l'excepdo n d'u n 
seul prenant l a valeur de 1  e t D,  es t une matrice diagonale . 
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Le système dilatation permutatio n PD , es t égal a u système global WA  comm e 
PDi='WA. (1.39 ) 
Le mélange par convolution es t défini pa r 
x(r7) = A*s(n) (1.40 ) 
et dans le domaine fréquendel pa r 
X(co) = A(û))Sico). (1.41 ) 
La première étape, l'application d e la TFFG 
^(co,NJ =  J]e-'""x(n)w^(n-NJ (1.42 ) 
n 
avec 
« =  0, —2; r , . . . , ^^2 ;z -, A ^ =0,AN,2AA^,.. . (1.43 ) 
A^  N 
où co  est l a fréquence , T V le nombr e d e poin t d e l a transformée d e Fourie r discrèt e (TFD) , 
A^^ la position de la fenêtre dan s le temps, Wj-  (•) la fenêtre utilisé e et zW , l e déplacement d e 
la fenêtre. 
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La TFFGI est définie pa r 
x(n)^- —YTe-"""'-''''^(co,NJ,  (1.44 ) 
27rW^(n)jj^t' 
ou 
W^(n) = Y,y^^(n-Nj. (1.45 ) 
Après transformations d e chaque élément de (1.41) le système de mélange devien t 
î(co,N^)^À(co)Ê(co,N^), (1.46 ) 
où À(eo)  est la TF de A  , et S(a>,N^)  la TFFG des sources s(n). 
Si la fréquence es t fixée l a notation devien t 
ÎJNJ =  È(ù),NJ. (1.47 ) 
Après séparation , le s composante s fréquentielle s son t mutuellemen t indépendante s pou r 
chaque fréquence co.  Le s composantes fréquentielle s séparée s son t 
ÔjNJ =  W{a))î{co,Nj (1.48 ) 
où W(û))  es t l a matrice de séparation. L a dilatation es t résolue par l'applicadon d e l'invers e 
de la matrice de séparation à  chacune des composantes fréquentielles séparées . 
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Chaque spectrogramme es t divisé en deux e t défini pa r 
VjN/,i) =  Wicoy 
( 0 
U.JNJ 
0 
(1.49) 
La permutatio n de s composante s spectrale s es t résolu e pa r l'utilisatio n d e l a propriét é d e 
non-stationnarité de s signau x sources . Aucun e corrélatio n n'exist e entr e le s différente s 
fréquences d u spectrogramm e lorsqu e le s signau x son t stationnaires . Cependant , l a non -
stationnarité de s signau x source s perme t l'exploitatio n d'un e propriét é importante , s i le s 
bandes proviennen t d e la même sourc e elle s son t sou s l'influenc e d e la même modulatio n e n 
amplitude. Pa r corrélado n de s enveloppe s pou r chaqu e fréquence , i l devien t possibl e d e 
retrouver l'appartenance de s bandes à une ou l'autre des sources reconstmites [26] . 
L'opérateur permettan t d'obteni r le s enveloppes est défini pa r 
N+M n 
^yjt-i) 
2M I ZK,.(A^',.; o N\=N,~M j=\ 
(1.50) 
où M  est une constante positiv e e t Vj^(N/,i)  signifi e l'élémen t j  d u vecteur V^^(N/,i).  L e 
produit scalair e de deux opérateurs est défini pa r 
^t(i)-£tiJ) =  T'^t(N/,i)st(N/,j) (1.51) 
et sa norme par 
^yji) = MÂi )-^V(i). (1.52) 
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Voici l a méthode de résolution d e la permutation étap e par étape [26 ] : 
1. Trie r a>  e n ordr e d e grandeu r d e l a corrélation entr e le s éléments indépendant s dan s 
co. Cett e étape est accomplie en ordonnant le s fréquences comm e ci-dessou s 
im(co) = Y, Sun 
^yji)£yjj) 
^yjoMjj) 
sim(cû^) < sim(co2)<...< sim((X>i^  ) 
(1.53) 
(1.54) 
2. Pou r ft», assigner V^ ^ (/V,;/ ) à  Y^^ (/V,;/) comm e 
y.S^ s-^i)  =  y\AN /,i),  /  = !,...,n,. (1.55) 
3. Pou r chaqu e co^.  trouve r un e permutatio n cr^ (^/ ) qu i maximis e l a corrélatio n entr e 
l'enveloppe d e ca^.  e t l'envelopp e joint e (spectrogramme s divisés ) d e co^  à (W ,^, . 
Cette opération es t effectuée e n maximisan t 
K(^.(0)- Z<( o 
/=l 
(1.56) 
pour toute les permutations possibles cr^ ^ avec i  = l,...,n^. 
4. Assigne r la permutation approprié e à  Y^  (N/,i) 
t.(^.v;0 = K,(A^.;cT,(0) (1.57) 
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Le résulta t es t l a résoludo n d e l a permutatio n e t l'obtentio n d e spectrogramme s séparé s 
définis pa r 
f(co,N/,i) =  fjN^U). (1.58 ) 
Les sources reconstruite s son t obtenues pa r l a TFFGI des spectrogrammes séparés . Elle s ont 
les mêmes dimensions qu e les observations e t sont définies pa r 
Y(n;i)=- î—yye-"'""-''-'f(6>,/V^; 0 pou r /  = l,...,n, (1.59 ) 
2;r W(n)  ^^  ,, 
où /  es t l'indice de s composantes indépendantes . 
1.6 Conclusio n 
La place occupée par la SS dans le domaine du traitement numérique augment e constammen t 
depuis so n introductio n dan s le s année s 90 . Le s statistique s d'ordr e 2  on t ét é pendan t 
plusieurs année s le s seules à  être considérés pou r l a résolution d u problème. Ce s statistique s 
exploitent seulemen t un e parti e d e l a totalit é de s propriété s statistique s de s signau x traités . 
L'utilisation d e statistique s d'ordr e supérieu r perme t d'exploite r e n profondeu r ce s 
propriétés. Un e amélioratio n d e l'exploitatio n de s statistique s impliqu e un e améliorado n d e 
l'exploitation d e l a propriét é d'indépendanc e qu i s e tradui t pa r un e augmentatio n de s 
performances a u niveau d e la séparation de s sources. 
Dans l a majorit é de s cas , l a S S appartien t à  l a class e «  semi-aveugle » . Généralemen t le s 
caractéristiques de s source s e t d u systèm e d e mélang e son t connues . Cett e connaissanc e à 
priori d u problèm e d e séparatio n perme t d e connaîtr e l'étend u d e variatio n de s 
caractéristiques d u système. Ce s hypothèses limiten t l'étend u d u problème et permettent un e 
meilleure prédiction d u comportement de s algorithmes. 
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Lorsque le s mélange s son t convolutifs , l a séparatio n d e sourc e devien t un e extensio n d e 
l'égalisation aveugl e (identificatio n paramétrique) . L'égalisatio n opèr e su r u n cana l tandi s 
que l a séparation opèr e sur plusieurs canaux . Le s techniques udlisée s son t valable s dans l'u n 
ou l'autr e de s domaines . L e traitemen t d u mélang e convoluti f es t auss i un e extensio n d u 
traitement d u mélang e instantan é dan s l e sen s o ù le s coefficient s son t remplacé s pa r de s 
filtres. Le s concepts de bases sont le s mêmes pour les deux cas. 
Lors de la construcdon d u système de séparation, l e choix du séparateur et de l'algorithme d e 
mise à  jou r son t de s étape s importantes . Il s déterminen t l a stabilit é d u systèm e e t so n 
habileté à  séparer le s sources . L a stabilit é es t trè s important e pou r obteni r un systèm e d e SS 
robuste. Dan s l a majorit é de s cas , le s réponses devan t êtr e inversé s son t longues , possédan t 
des durée s d e plusieur s centaine s d e millisecondes . L'inversio n d e ce s système s à  longue s 
réponses impulsionnelle s es t un sujet e n pleine évoludon. 
Un ca s particulie r d e S S es t celu i o ù le s système s d e mélange s son t dynamiques . Le s 
fonctions d e transfert entran t dan s l a création de s mélanges son t variable s dans l e temps. O n 
peut cite r comm e exempl e l e ca s o u deu x locuteur s s e déplacen t pa r rappor t à  de s 
microphones fixes . Pou r sépare r le s locuteur s l e systèm e doi t s'adapte r à  une vitess e plu s 
rapide que cell e d e variatio n d u systèm e d e mélange . Le s mélanges non-linéaire s son t auss i 
un autre cas spécifique . 
La S S touch e à  un ensembl e d e domaine s connexes . Ell e rassembl e de s concept s d e toute s 
parts provenan t autan t d u domain e d e l a statistiqu e qu e d e l'acoustique . Le s application s 
possibles de la SS sont intéressantes , variées et leur nombre ne cesse de croître. 
CHAPITRE 2 
LA TRANSFORMÉE E N ONDELETTE S 
2.1 Introductio n 
Les transformées permetten t d e représenter le s signaux d e différentes façons . L a plus connue 
de toutes , l a T F donn e l e conten u spectra l d'u n signa l donné . Cett e transformé e es t l a 
décomposition d u signa l analys é su r un e bas e formé e d e foncdon s sinusoïdales . L a 
transformée e n ondelette s (TO ) permet de s décompositions selo n d'autre s type s de fonction s 
dénommées le s ondelettes. 
Les coefficient s obtenu s lor s d e l'analys e ave c l a TO C peuven t êtr e interprété s comm e l e 
degré d e corrélation entr e l e signal analys é e t l'ondelett e utilisé e [51] . Pa r comparaison , le s 
coefficients d e la TF représentent l e niveau d e corrélation entr e les fonctions sinu s cosinus et 
le signal . L'ensembl e sinu s cosinus pou r l a TF et l'ondelett e pou r l a TOC son t le s bases ou 
fonctions d e décomposition . Comm e pou r l a TF, l a TOC es t un e projectio n d'u n signa l su r 
un référentiel . L a différenc e résid e dan s l e référentiel , qu i dan s ce cas , es t constitu é pa r le s 
versions dilatée s e t translaté s d e l'ondelett e d'analys e (voi r l a section 2. 7 pou r l a théorie su r 
la TO). 
2.2 L a transformée e n ondelette e t la transformée d e Fourier à fenêtre glissant e 
Une conséquenc e direct e d e l'utilisatio n d e l a TOC es t un e analys e temporell e fréquentielle 
différente d e cell e obtenu e pa r l a TFFG . L'échantillonnag e d u pla n temp s fréquenc e es t 
différent. L a TO C es t un e analys e temporell e fréquentiell e dont  le s résolution s varien t e n 
foncdon d e l a positio n su r la  plag e temp s fréquence . Pa r comparaison , l a TFF G es t un e 
analyse temporell e fréquentiell e dont  l a résolutio n es t constant e pou r tout e l a plag e temp s 
fréquence. 
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Figure 2.1 Représentation  temps  fréquence 
de la TFFG. 
La TFFG , représenté e à  l a figur e 2.1 , expos e l a constanc e d e l a résoludo n ave c un e 
uniformité de s distances dans l'espace temp s fréquence. L a TOC, représentée à  la figure 2.2 , 
montre l a variatio n d e l a résolutio n dan s l e temp s e t dan s le s fréquences . Au x basse s 
fréquences, l a résolutio n temporell e es t grand e e t l a résolutio n fréquentiell e petite . Au x 
hautes fréquence s l a résolution fréquentiell e es t grande et l a résolution temporell e petite . L a 
résolution fréquentiell e es t inversemen t proportionnell e à  l a résolutio n temporelle . U n 
compromis doi t donc être fait entr e l a résolution dan s le temps et en fréquence. Cett e dualit é 
est connue comme le principe d'incertitude (sectio n 2.6) . 
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Figure 2.2 Représentation  temps  fréquence 
de la TO. 
2.3 L a transformé e d e Fourie r à  temp s discre t e t l a transformé e d e Fourie r 
discrète 
Avant d e défini r l a TFFG , l a transformé e d e Fourie r à  temp s discre t (TFTD ) e t l a TF D 
doivent êtr e définies . L a TFT D es t un e transformatio n qu i s'appliqu e su r l'ensembl e d u 
signal x(n).  L e résulta t es t une représentatio n d e l a totalit é de s composante s fréquentielle s 
contenu dan s x(n)  san s mettr e e n évidenc e leu r localisatio n dan s l e temps . L'absenc e 
d'indice tempore l a u niveau de s coefficients X(e''^)  appu i ce t énoncé. L a TFTD es t définie 
par 
X(e^^)= Y,x(n)e-"' (2.1) 
La TFT D X(e^'")  es t utilisé e pou r l'analys e spectral e continu e de s signau x discret s x(n). 
La TF D e n découl e pa r l a discrédsado n d e X(e^'" ) qu i es t continue . Cett e opérado n es t 
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nécessaire dan s l e cadr e d e système s discrets . Pou r obteni r l a TFD , l a fréquenc e co  es t 
échantillonnée su r l'intervalle [0,2;r ] e t l a transformée X{e^'")  calculé e pour chacune de ces 
27rk 
fréquences cO/,  -  - — ,0<k<N-\.OùN  représent e l e nombre de points de la TFD et co 
271 471  (N-1)271 
prend le s valeurs discrètes 0 , —, — , . . . , .  L a TFD est définie pa r 
N N  N 
X(k) =  Y,.x(n)e "  ,0<k<N-l.  (2.2 ) 
La transformation d e Fourier discrète inverse (TFDI) est définie pa r 
1 ^  l-kn 
x(n) =  —Y,X(k)e^ ,0<k<N-l.  (2.3 ) 
2.4 L a transformée d e Fourier à fenêtre glissante (TFFG ) 
La TFF G perme t l'analys e temporell e e n déterminan t l a portion d u signa l analys é ave c un e 
fenêtre. L e nouvea u paramètr e nécessair e es t l a positio n temporelle . C e choi x fin i d e l a 
longueur de s donnée s su r lesquelle s o n appliqu e l a TF D nécessit e l'introductio n d'un e 
fenêtre v(m ) dan s l a transformation . Cett e fenêtr e perme t d'adouci r le s transidon s au x 
limites d u bloc d e données analys é afin d e minimiser l'introductio n d'artefact s e n fréquence . 
Les limite s d u bloc d e données son t en fai t de s transitions rapide s qu i n'existen t pa s dan s l e 
signal d'origine . S i elle s n e son t pa s adoucie s elle s introduiron t de s composante s 
fréquentielles inexistantes . L a TFFG possède donc deux paramètres , l e nombre de points A'^ 
de l a TFD e t s a posidon n  . L e fenêtrage d u blo c d e données su r leque l l a TFD es t calculé e 
est représenté à  la figure 2.3. 
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Figure 2.3 Représentation  temporelle  de  la TFFG. 
La TFFG est définie pa r 
J km 
x(n -  m)v(m)e  "  ,  0<k<N-l (2.4) 
m=0 
où n  es t l'indic e d e position , R  es t l a longueu r d e l a fenêtr e défini e su r 0 < m < i ? - l e t 
v(m) la  fenêtre. L a transformée TFFG I est donné par 
J ^ '" ^ 
X(k,n)e ^  ,  0<m<R-l. (2.5) 
Les détail s conceman t l a reconstmction d u signa l à  l'origine d e l a transformée X{k,n)  son t 
présents dans [52]. 
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2.5 L a transformé e d e Fourie r à  fenêtr e glissante , interprétatio n e n banqu e d e 
filtres 
Cette sectio n a  pou r objecti f d'expose r l'interprétatio n d e l a TFF G comm e un e banqu e d e 
filtres. Le s développement s nécessaire s à  l a compréhensio n e n détai l d e l a méthod e son t 
présents dans [53]. 
La TFF G es t équivalent e à  filtre r l e signa l avec  un e banqu e d e filtre s passe s bande s d e 
largeurs identiques (figur e 2.4) . 
Y(n\ 
MU) 
U 
Ho(z) 
Hfz) 
: 
H^.^z) 
k (^\  k  V  /  ,  " " i ' . . \ 
^vS) ^  A(( ? ,n) 
t 
' l i ^ •  A  (< ? ,n) 
e ' 
*v^ ^  Aie  ,n) t 
„ - j " ' , « - i " 
Figure 2.4 Interprétation  en  banque 
de filtres de  la TFFG. 
La figur e 2. 5 montr e l a réponse de s filtre s utilisé s dan s l a banque d e filtre s d e l a figure 2.4 . 
Les largeur s d e bande s son t toute s le s même s c e qu i perme t d e défini r l'analys e ave c l a 
TFFG comm e un e analys e ave c un e banqu e d e filtre s d e largeur s uniformes . L a résolutio n 
est identique peu import e la position en fréquence . 
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Figure 2.5 Filtres  utilisés  dans V interprétation 
en banque de  filtres de  la TFFG. 
2.6 Fenêtre et Incertitude 
Les fenêtres son t de s fonctions qu i permetten t d e voi r un e parti e précis e de s données . Elle s 
sont appliquée s directemen t su r le s données pa r l e produi t scalaire . Le s valeur s nulle s d e l a 
fenêtre éliminen t les données, le résultat du produit étan t nu l à  son tour . Le s fenêtres le s plus 
communes présente s dan s l a littératur e son t connue s sou s l e no m d e :  rectangulaire , 
Gausienne, Hamming , Hanning , Barlett , triangulaire , Blackma n e t Kaiser . L a différenc e 
entre les fenêtres résid e dans la résolution offerte , chaqu e fenêtre possèd e des caractéristique s 
temporelles fréquentielle s différentes . Quelque s un e de s fenêtre s citée s précédemmen t son t 
représentées à  la figure 2.6 . 
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Figure 2.6 Fenêtres  couramment  utilisées. 
La fenêtre optimal e es t défini e pa r la meilleure résolutio n possibl e pouvan t êtr e atteint e dan s 
le domain e tempore l e t fréquentiel . Comm e énonc é dan s l a sectio n 2.2 , un e fenêtr e étroit e 
dans l e domaine tempore l correspon d à  une bande passant e larg e en fréquenc e e t vice versa . 
Un compromi s doi t êtr e fai t entr e l a résolutio n dan s l e temp s e t e n fréquence . Pou r 
déterminer l a fenêtre optimal e deu x quantité s son t définie s :  la durée RM S dan s l e temps e t 
en fréquence. L a durée RMS temporelle est définie pa r 
D , ^ = ^ \t-Wf^(t)dt (2.6) 
V - « 
et la durée RMS fréquentielle pa r 
D, 
27rE, 
JQ2|W/(;Q) dÇl. (2.7) 
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Les deu x quantité s son t positive s e t E  es t l'énergi e d e l a fenêtr e E^  =  \wf(î)dt.  L e 
principe d'incertitud e stipul e qu e l e produi t 7),D . n e peu t êtr e arbitrairemen t petit . I l es t 
limité à  7),D ^ >  0.5 ave c égalit é s i e t s i .seulemen t w ^ (r) = A^e'"" ave c a>0.  L a fenêtr e 
optimale es t un e fenêtr e d e form e gaussienn e d e duré e infini e [53] . L a TFF G d'u n signa l 
avec l'utilisation d e cette fenêtr e es t connue sous le nom de transformée d e Gabor . 
2.7 L a transformée en ondelettes 
La TFE G possèd e un e largeu r d e band e fix e e n fonctio n d e l a fréquenc e central e 
(interprétation ave c un e banqu e d e filtres).  Cett e constanc e caus e un e diminudo n d e 
l'exactitude d e l a TF en bass e fréquenc e e t un e augmentatio n e n haut e fréquence . Ce t effe t 
est d û a u nombr e d e période s contenue s dan s l a fenêtr e d'analys e o u pa r équivalenc e à 
l'uniformité d e la banque de filtres [53]. E n d'autres termes , une erreur d'évaluadon d e la TF 
apparaît lorsqu e la quantité d'information es t insuffisante . 
Avec l a TO , l a largueu r d u filtr e augment e ave c l a fréquenc e centrale . Ainsi , au x basse s 
fréquences l a fenêtr e temporell e es t larg e (étroit e e n fréquence ) e t au x haute s fréquence s l a 
fenêtre temporell e es t étroit e (larg e e n fréquence) . Lorsqu e l a T O es t représenté e pa r un e 
banque d e filtre s l e lie n ave c l'analys e multirésolutio n devien t évident . L'analys e 
multirésolution emploi e de s filtres  d e largueu r e t d'amplitude s différente s e n fonctio n d e l a 
fréquence. L a différence entr e la TFFG et la TO réside dans la non-uniformité d e l'analyse . 
2.7.1 L'ondelett e d'analys e 
Un gran d nombr e d'ondelette s d'analyse s on t ét é constmites . Plusieur s type s on t ét é 
rapportés dan s l a littérature  don t certaine s porten t l e no m d e leur s créateurs . Le s plu s 
connues, représentée s à  l a figur e 2.7 , son t :  Daubechies , Gausienne , Haar , Mexica n Hat , 
Meyeret Morie t [54]. 
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Figure 2.7 Ondelettes  couramment  utilisées. 
Le choix d e l'ondelett e n'es t pa s complètement arbitraire . Certaine s condition s doiven t êtr e 
respectées pou r quell e soi t admissibl e [55] . Pou r êtr e admissibl e l'ondelett e y/(t),  doi t 
respecter les conditions suivantes : 
1. y/(t)  ains i que sont carré doivent être intégrables 
f|^ ^(0|^ ? <  00 e t j|^/(O f <^ r < 0 0 (2.8) 
2. S i y/(co)  représente la TF de y/(t),  alor s 
r\y>(G))\^ , 
Y —dcù<<X). (2.9) 
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La premièr e conditio n impliqu e qu e l'énergi e d e l'ondelett e doi t êtr e fini e e t l a seconde qu e 
la moyenne de y/(t)  soi t nulle (  y/{0) = 0 o ù \y/{t)dt  =  0). 
Le choi x d e l'ondelett e n e fer a pa s l'obje t d'un e analys e d û à  s a natur e asse z complexe . 
Certaines remarque s peuven t quan d mêm e êtr e faites . Un e multitud e d'ondelette s existen t 
chacune possédan t de s caractéristique s particulières . Le s coefficient s obtenu s lor s d e 
l'analyse son t directemen t relié s a u typ e d'ondelett e choisi . D u poin t d e vu e d e l a 
décomposition linéaire , le s coefficient s corresponden t a u degr é d e similitud e o u d e 
corrélation entr e l'ondelett e e t l e signa l analysé . Ains i l a mis e e n évidenc e de s 
caractéristiques d u signal analys é par la TO repose sur la forme de l'ondelette . 
Il es t intéressan t d e note r qu e l a T O s e prêt e bie n à  l'étud e de s transition s rapides . 
L'ondelette peu t être choisie pour détecter le s discontinuités ca r l'ondelette d'analys e oscille . 
On peut cite r comme exemple l'ondelette d e Haar. L a TF n'effectue pa s cette décompositio n 
avec u n nivea u d e performanc e élev é d û a u phénomèn e d e Gibb s [56 ] qu i introdui t de s 
dépassements e t des oscillations aux discondnuités . 
2.7.2 L a transformée e n ondelettes continue s 
La TO C utilis e le s version s dilatée s e t translatée s d e l'ondelett e mèr e y/(t)  pou r effectue r 
l'analyse. Ave c y/(t)  l'ondelett e d'analyse , a  l e paramètre d e dilatation e t b  le  paramètr e 
de translation , y/„h(t)  es t l a versio n dilaté e décalé e d e l'ondelett e d e base . L'ondelett e es t 
transformée dan s un plan dilatation translatio n pa r 
ft-b] 
¥a.r,(t) = ¥ .  (2.10 ) 
V «  y 
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Pour chaque poin t (a,b)  ave c a  > 0 et  b  e "01,  un e ondelette (//„,,(/ ) es t définie . L a TOC est 
le résultat d u produi t scalair e entr e l'ondelett e ,?„,,( 0 e t l e signal défin i pa r s(t).  L e résulta t 
de la transformation es t une fonction z{b,a),  défini e su r la plage dilatation translatio n pa r 
:Xh,a) = -  ^\y/y-^^\x{t)clt  (2.11 ) 
'- i  y  a J 
Pour chaqu e poin t (a,b)  un e valeu r z{a,b)  d e l a TOC d e s(t)  existe . L a TOCI permettan t 
de reconstruire s(l)  à  partir des coefficients z(a,b)  es t définie pa r 
.v(0-— \\-^y/l-^\z(b,a)\dadb (2.12 ) 
Cç •'•'Vf l \  a  )  fl-
ou c , es t un e constant e qu i dépen d d u choi x d e l'ondelett e y/(t)  [55] . Dans  l e domain e 
numérique l'intégral e d e l a formule (2.11 ) peu t êtr e approché e pa r un e convolutio n et 
l'intégration final e su r le s échelle s d e l a formule (2.12 ) pa r une intégratio n numériqu e [57] . 
La méthode trapézoïdal e es t une des méthodes existantes pouvant êtr e employée pour estimer 
l'intégration. 
2.8 L'analys e multirésolutio n 
L'analyse multirésolutio n correspon d à  l'utilisation d'un e banqu e de filtres d e largueurs non -
uniformes pou r l'analys e de s signaux . L a figur e 2. 5 montr e l e modul e d e l a répons e e n 
fréquence d'un e banqu e de filtres menan t à  une décomposition uniform e e n sou s bandes. L a 
résolution obtenu e es t l a mêm e pe u import e l a position e n fréquence . L a figur e 2. 8 montr e 
une décompositio n similair e effectué e cett e foi s ave c un e banqu e d e filtre s non-uniformes . 
Cette analys e perme t d'obteni r un e décompositio n d e la bande passant e d u signal en 
plusieurs bande s d e largueu r différentes . L'appellatio n multirésolutio n provien t d e cett e 
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variation d e la  résolution e n fonctio n d e l a fréquence. L'analys e multirésolutio n constitu e l e 
bloc de constmction l e plus importan t pour construire l a TOD et la TPO [58]. 
L'ondelette xj/  peut-être construit e pou r que la famille translaté e et dilatée 
y.-.(o ^ 
t -1 n 
2' 
(2.13) 
(./.'i)eZ-
soit un e bas e orthonormal e d e Is  (R). Le s ondelette s orthogonale s à  l'échell e 2' 
contiennent le s variation s d u signa l à  l a résolutio n 2~'.  L a constmctio n d e ce s base s peu t 
donc êtr e relié e à  de s approximation s multirésolution s d'u n signal . C e lie n mèn e à  un e 
équivalence entre les bases d'ondelettes e t les filtres miroir s en quadrature . 
La définitio n suivant e spécifi e le s propriété s mathématique s de s espace s multirésolutions . 
Une suit e |V ^ | d e sous-espace s fenné s |V ^ | d e l}(R)  es t un e approximatio n 
multirésolution s i les 6 propriétés suivante s son t vérifiées [59] : 
V(7, A') G Z% / ( O E  y^ «  f(t  -  Vk)  G  v^ (2.14) 
Vy-GZ.V^.,, (zV ^ (2.15) 
V y € Z , / ( / ) € V ^ « / ( - ) € V ^ . „ , (2.16) 
lim 
y^+o) v^ . = n  V , ={0} 
J = -o o 
(2.17) 
lim 
j —> • -CO Vj  =  adhérence 
f -t-C O 
u VJ = L^ (2.18) 
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Il existe un 9  te l que \6{t  -")}„gz soi t une base de Riesz de V^ . 
où f  eL'(R),  2" ' es t un e résolution , 2'  es t u n paramètr e d'échell e e t V-  es t u n espac e 
regroupant toute s le s approximations possibles pou r la résolution 2'^. 
Figure 2.8 Décomposition  du  spectre par une  analyse multirésolution. 
Les figure s 2.1 1 e t 2.1 2 permetten t d'obteni r l a décompositio n e n sou s bande s d e l a figur e 
2.8. Le s signaux «^(n ) obtenu s à  la sortie de la banque de filtres on t le s largueurs de bandes 
exposées à  la figure 2.8 . 
2.8.1 L a banque de filtres en quadrature (deux canaux ) 
La TO D utilis e de s banque s d e filtre s e n quadrature s [53 ] (figur e 2.9 ) pou r effectue r 
l'analyse de s signaux . Le s équations conceman t c e type d e stmctur e son t développée s dan s 
cette section . C e typ e d e banqu e d e filtres  es t à  la  bas e d e l a constmctio n d e l'arbr e d e 
décomposition e t de reconstmction d e la TOD et de la TPO. 
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Figure 2.9 Banque  de  filtres MEQ  deux  canaux. 
La banqu e d e filtre s d e l a figure 2. 9 contien t le s deu x filtre s d'analyse//^(z) , // ,(z ) e t le s 
deux filtr e d e synthès e GQ(Z)  et G,(z).  Le s réponse s e n fréquence s de s filtre s d'analyse s 
sont montrée s à  la figure 2.10 . L e filtre H^iz)  es t un passe bas tandis que le filtre  // .(z ) es t 
un filtre pass e haut . 
i i 
0 
Ho l 
n 
2 
H, 
K 0) 
Figure 2.10 Réponses  en  fréquences banque  de  filtres 
en quadrature deux  canaux. 
La banqu e d e filtre s d e la  figur e 2. 9 es t analysé e dan s l e domain e fréquendel . Pou r cett e 
banque les signaux filtré s son t 
VAz) =  HAz)X(z), (2.19) 
après décimation 
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Ukiz) 
V V (2.20) 
Du côté de la synthèse, les signaux obtenu s après interpolation son t 
y,(z) = u,(r). 
Après manipulado n il s deviennent 
(2.21) 
V,(z) =  -{y,(z) +  V,(-z)] =  -{H,(z)X{z) +  H,{-z)X{-z)]. (2.22) 
Le signal reconstmi t es t 
Y(z) =  G,(z)Vo(z) +  G,(z.)V,{z). (2.23) 
de façon complèt e 
y(z) =  -{//o(z)Go(z) +  //,(z)G,(z))X(z) 
+^{//o(-z)Go(z) +  //,(-z)G,(z)}X(-z ) 
(2.24) 
Le premier terme de l'équation es t connu sou s le nom de fonction d e transfert d e la distorsion 
et l e secon d comm e l e term e d e recouvrement . Pou r obteni r un e reconstmctio n parfait e l e 
terme de recouvrement doi t être nul et que la distorsion réduit e à  un délai ave c une amplitud e 
unitaire. 
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Ces conditions son t respectivement définie s pa r 
//o(-z)G„(z) +  //,(-z)G,(z) =  0 (2.25 ) 
et par 
H,iz)G,(z) +  H,{z.)G,(z.) =  2z"'. (2.26 ) 
Si le s filtre s d'analys e e t d e synthès e son t choisi s adéquatemen t (pa r exempl e le s filtre s d e 
Daubechies) le s banques d e filtres ME Q correspondants constituen t un e analys e d u signa l e n 
ondelette et sa reconstmction . 
2.9 L a transformée e n ondelettes discrète s 
La génératio n d'un e ensembl e d e sou s séquence s JY ^ (/?), 0<k<L,k  parti r d'un e séquenc e 
d'entrée x(n)  utilisan t le s filtre s d'analys e d'un e banqu e d e filtre s ME Q e n octav e d e L 
niveaux es t conn u comm e étan t l a TOD [52] . L a figur e 2.1 1 représent e un e décompositio n 
de 3  niveaux e t la figure 2.1 2 la même décomposition sou s la forme d'un e banqu e de filtres 4 
canaux. L e filtr e H,,(z)  es t l a transformé e e n z  d e l'ondelett e mère . Le s filtre s H^,(z), 
7/3i(z), H^,(z)  son t le s transformée s e n z  des version s dilaté s d e l'ondelett e mère . Cett e 
représentation me t e n évidence l e lie n entr e l'analys e multirésolutio n e t l a TOD. L a banqu e 
de filtres ME Q permet de constmire l'arbre d'analys e associ é à  la TOD [60]. 
x(n) 
1 — • 
•<— 
Ho(z) 
H,(z) 
Niv 
— • 
— • 
eau 
i2 
Hoiz) 
H,(z) 
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Figure 2.11 Banque  de  filtres d'analyse  en  octave de 3 niveaux. 
Les fonctions d e transfert avan t décimation d e la banque de la figure 2.1 1 son t définies pa r 
//,,,(z) =  / / , ( z ) , 
H,,(z) =  H,(z)H,(V), 
H,,(z) =  H,(z)H,(z')H,(z'), 
H,^,(z) =  H,{z)H,(z')H,(z') (2.27) 
De façon général e les foncdons d e transfert son t définies pa r 
H,Az) 
k-2 
l\fi.(z-') 
/=o 
HAz.-), 
k-] 
H,,(z) =  YlH,(z"). 
1=0 
(2.28) 
(2.29 
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Les signaux d e sorties d'une banqu e de filtres L  nivea u en octave MEQ avant décimado n 
sont définis dan s le domaine z  pa r 
X,(z) =  H,,(z.)X(z), 0<k<L-\, 
X,(z) =  H,^,(z)X{z), k  =  L, 
(2.30) 
(2.31) 
et dans le domaine temporel pa r 
Xj. (n) - y ^ hf., {n - m)x(m),  0  < k < L-\, 
/?j = - o O 
CO 
^k(") -  zl^^k 0(" ~ m)x(m), k  =  L. 
(2.32) 
(2.33) 
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1 — • 
— • 
— • 
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x-^(n) 
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i2 
- ^ M2(" ) 
Figure 2.12 Système  équivalent  4  canaux 
de la figure 2.11. 
La TOD est obtenue après la décimation de s signaux à  la sortie des filtres. Ell e est défini e 
par 
i^ (n) = ^  h,,  (2*^ ^ ' n - m)x(m),  0<k<L-l, 
Ui.(n)= ^ / z j o(2'"n-m)x(m) , k  =  L. 
(2.34) 
(2.35) 
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De faço n inverse , l a reconstmctio n d e l a séquenc e yin),  qu i es t un e répliqu e d e xin),  à 
partir de s séquence s Wj(/i ) pou r 0<k  <L  e n utilisan t un e banqu e d e filtre s d e synthèse s 
MEQ e n octav e d e L  niveau x pou r un e reconstmctio n parfait e es t connu e comm e l a 
transformée e n ondelettes discrètes inverse (TODI) [52]. 
uAn) — • 
uAn) — • 
u,{n) 
UQK'I-) 
Î2 
Î2 
< 
• 
• 
Go(z) 
G,(z) - > € ^ ^ 1 7 
1 2 
- N iveau 3 — • -< 
— • 
— • 
Go(z) 
GSz) ->&-> 
- N iveau 2 
V-
Î2 
—>-* 
— • Go(z) 
G,(z) 
- Nivea u 1 
-H£h-> y{n) 
— • 
Figure 2.13 Banque  de  filtres de  synthèse en  octave de 3 niveaux. 
Pour l a reconstmctio n d e l a figur e 2.1 3 le s fonction s d e transfer t aprè s interpolatio n son t 
données par 
G,,(z) =  G,(z), 
G2,,(z) = Go(z)G,(z-), 
G3,i(z) = Go(z)Go(z-)G,(z') , 
G3,o(z) = Go(z)Go(z')Go(z') . (2.36) 
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Ces fonctions d e transfert son t généralisées par 
G,,,(z) = 
k-2 
nGo(r' GAV' ) . 
k-\ 
G,^,(Z) =  WG,{Z-'). 
(2.37) 
(2.38) 
/=n 
Si le s conditions pou r un e reconstmction parfait e son t respectée s y(n)  =  x{n). L e signa l d e 
sortie v(/ 0 exprim é e n terme s de s signau x d e sorti e u(n)  de  l a banque d e filtre s d'analys e 
est défini pa r 
F(z)=G,,(z)?7o(^') +  G2,(z)^,(2'^) +  ---
+ G,,,(z)f/,_,(z^') +  G,.o(z)t/ .(z ' ' ) ' 
(2.39) 
Dans le domaine temporel les sorties sont exprimées par 
L-\ < » 
y(n) =  Y. S5^.i('^~2^"m)M^(m) + ^gio(n-2 ' -m)H^(m ) 
k=0 m=-c o 
(2.40) 
u^n) — • 
U2(n) — • 
u,(n) — • 
iio(n) - ^ 
U 
U 
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1 2 
— • 
— • 
— • 
— • 
G3.o(^) 
G3,i(z) 
G2,,(z) 
G,,(z) 
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—K 
—•G 
5 
>^^ .v(" ) 
Figure 2.14 Système  équivalent  4  canaux 
de la figure 2.13. 
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La TO D es t constmit e pa r l'insertio n d'un e banqu e d e filtres  ME Q d e deu x canau x dan s l a 
branche supérieur e d'un e autr e banqu e d e filtre s identique . L'opératio n es t répété e pou r 
l'ajout d e chaqu e nivea u supplémentaire . L a branche supérieur e fourni t le s approximation s 
et cell e inférieur e le s détails . À  l a figure 2.1 1 le s détail s son t u^in)  e t le s approximations , 
u,(n), U2(n)  e t u^(n).  Le s détail s son t véhiculé s pa r le s haute s fréquence s e t le s 
approximations pa r le s basses . L a décompositio n d'un e imag e perme t d e bie n représente r 
cette appellation . Le s contours (détails ) proviennen t d'un e variatio n rapid e du signa l (haute s 
fréquences). Le s région s uniforme s (approximations ) proviennen t d e variation s lente s 
(basses fréquences ) d u signal . L e filtr e Hf^(z)  es t u n pass e ba s qu i foumi t le s 
approximations e t //,(z ) u n passe haut qui fourni t le s détails. 
Un avantag e d e cett e structur e es t l'utilisatio n de s même s filtre s d'analyse s e t d e synthèse s 
peu import e l e nombr e d e nivea u d e décomposition . Un e foi s le s filtres  HQ(Z),  H,{Z), 
GQ{Z) e t G|(z ) conçus , l'ensembl e d e l'arbr e es t facilemen t réalisable . Cett e stmctur e 
permet l'obtentio n d'un e analys e e n banqu e d e filtre s d e largueur s inégale s o u comm e cit é 
précédemment multirésolution . C e sont les décimations qui permettent d e modifier l a largeur 
de band e d e chaqu e branche , le s filtres  étan t toujour s le s même s ave c un e largeu r d e band e 
fixe. 
La reconstmctio n d e x(n)  es t parfait e s i l a banqu e d e filtre s ME Q deu x bande s (blo c d e 
base) perme t un e reconstmcdo n parfait e [52] . L a conceptio n d e l a stmctur e complèt e es t 
donc équivalente à  la conception d'une banqu e de filtres MEQ de deux canaux . 
2.10 L a transformée en paquets d'ondelette s 
Comme la TOD, la TPO utilise une banque de filtres MEQ comme bloc élémentaire [59] . L a 
différence provien t d e l'introducfion , dan s chaqu e branch e d e l a banqu e ME Q 2  canaux , 
d'une banqu e d e filtre s ME Q identique . E n d'autre s termes , pou r chaqu e nivea u ajouté , le s 
détails e t le s approximations son t à  leurs tour s décomposé s e n détail s e t e n approximations . 
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Cette approche donn e l'arbre dyadiqu e de la figure 2.15 . Cett e constmction es t présente dans 
la littératur e sou s l e no m d e stmctur e ME Q décimé e d e façon maximale . L a figure 2.1 7 es t 
la représentatio n classiqu e d e l a décompositio n détaillé e d e l a figur e 2.15 . Cett e 
représentation es t plus compacte et définit plu s clairement l'analyse . 
x(n) 
— • Ho(z) — • i2 
1 • 
' • 
— • 
<— 
H,(z) 
Niv 
— • 
eau 
i2 
1 • 
I • 
' • 
< 
//„(z) 
H,(z) 
Ho(z) 
H,(z) 
— • 
— • 
— • 
— • 
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i2 
i2 
i2 
i2 
2 
-^ iu(") 
—• uAn) 
—> u^in) 
—• »o(n ) 
— • 
Figure 2.15 Analyse  en  paquet d'ondelettes. 
Les filtres d'analyse s équivalent s pour la représentadon d e la figure 2.1 6 sont définis pa r 
H^(Z) =  H,(Z)H,(Z'), 
H,,(Z) =  H,(Z)H,(Z'), 
H,,(Z) =  H,(Z)H,(V), 
H,AZ) =  HAZ)HAZ'). (2.41) 
La TPO est équivalente à  une analyse avec une banque de filtres de largueurs uniformes . 
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Figure 2.16 Représentation  équivalente  de  l'analyse et  de la 
synthèse avec  la TPO  pour les  figures 2.15  et  2.16. 
La transformé e e n paquet s d'ondelette s invers e (TPOI ) es t obtenue , comme dan s le cas de la 
TOD, par l'inversion d u système d'analyse . L e résultat es t l'obtention d e la stmcture invers e 
de l a figur e 2.17 . Ell e me t e n évidenc e le s filtre s d e synthès e G^z.)  e t G|(z) . L a 
conception es t du mêm e niveau qu e la TOD dans le sens ou une seule banque de filtres ME Q 
est à  la bas e d e l a TPO indépendammen t d u nivea u d e décomposition . L a différence résid e 
dans le type d'analyse obtenue . Chaqu e nœud es t décomposé ce qui a  pour effet d'augmente r 
la résolution . Ave c l a TO D le s détail s obtenu s occupen t un e largeu r d e band e plu s larg e 
qu'avec l a TPO. Ave c l a TPO les détails son t décomposés à  leur tour. Pou r le même niveau 
de décomposidon , l e nombre de bandes o u de bases obtenue s ave c l a TPO es t supérieu r à  la 
TOD. 
»,(") 
"n(") 
Î2 Goiz) 
GAz) 
^{S GAz) 
Niveau 2 ^ - < ^ Niveau 
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Figure 2.17 Synthèse  en  paquet d'ondelettes. 
Les filtres d e synthèses équivalents pour la représentation d e la figure 2.1 6 sont définis pa r 
Goo(z) = Go(z)Go(z^), 
Go,(z) = Go(z)G,(z-), 
G,o(z) =  G,(z)Go(z') , 
G,,(z) =  G,(z)G,(z'). (2.42) 
2.10.1 Choi x du meilleur arbre de décompositio n 
La TP O possèd e l'avantag e d e donne r plusieur s base s à  parti r desquelle s i l es t possibl e 
d'effectuer l a reconstmctio n [61] . L'approch e généralemen t employé e pou r choisi r l a 
meilleure décompositio n s e bas e su r l'utilisatio n d e l'entropi e comm e critèr e d e sélection . 
Par exemple , pou r chaqu e nœu d d e l'arbr e d e l a figur e 2.18 , l'entropi e [59 ] es t calculée . 
Dépendamment d u résulta t obtenu , l a décomposido n s'arrêt e o u s e poursuit . L'arbr e fina l 
obtenu correspon d à  un e décompositio n optimal e dicté e pa r l e critèr e utilisé . L e choi x d e 
l'arbre d e décomposition permet , en autre , d'obtenir uniquemen t le s données qui sont utiles à 
une analyse spécifique . 
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Figure 2.18 Arbre  de  décomposition 
2 niveaux. 
Les critère s le s plu s courammen t utilisé s son t :  Shannon , Sure , énergi e logarithmiqu e e t 
énergie normalisée . Bie n entendu , i l es t possibl e d e développe r de s critère s personnel s e n 
fonction d u type d'analyse effectuée . 
2.11 Application s de la transformée e n ondelettes 
Le nombr e d'application s possible s d e l a TO n e cesse d'augmenter . Actuellement , ell e fai t 
partie intégrante du domaine du traitement de s signaux. L e nombre de documents sur le suje t 
ne cess e d'augmenter . L'ensembl e d u domain e n e peu t êtr e parcou m pou r de s raison s 
évidentes. Le s domaine s d'application s le s plu s connu s son t [56 , 62 , 63 ] :  l e son , 
l'acoustique, l'imagerie , l a géophysique , le s fractals , l a turbulence , l a spectroscopi e e t l a 
médecine. 
Parmi le s application s possibles , le s plu s connue s son t :  le débmitag e [58] , l a compressio n 
[64], l'extraction d e caractéristiques [58 ] et l'étude de s transitions [58] . Cett e liste permet d e 
constater l a place occupée par la TO. 
Au-delà de s grande s ligne s citée s précédemment , o n peu t cite r le s exemple s concret s 
suivants :  l a compressio n d'imag e ave c différent s format s [65 ] dont  JPEG2000 , l a 
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compression vidé o [66 ] ave c de s codée s comm e SNO W e t BINK , l a reconnaissanc e d e 
formes [67] . 
2.12 Conclusio n 
L'analyse e n ondelett e perme t un e décompositio n selo n différente s base s autr e qu e cell e 
utilisées pa r l'analys e d e Fourier . Ell e convien t particulièremen t à  l'étude de s signau x no n 
stationnaires. S a grand e flexibilité  d e résolutio n temporell e e t fréquendell e lu i perme t d e 
représenter plu s précisément le s différentes bande s d e fréquenc e d e ces signaux . L a TOD e t 
la TP O son t basée s su r l'utilisatio n d'u n blo c élémentaire , l a banqu e d e filtre s ME Q 2 
canaux. D e son côté la TOC est équivalente a u filtrage d u signa l pa r l'ondelette . 
L'utilisation d'un e ondelett e spécifiqu e perme t l'extractio n d e caractéristique s particulière s 
du signal . U n bo n exempl e es t l'extractio n d e caractéristique s pou r l a reconnaissanc e d e 
formes. Comm e énonc é précédemment , le s coefficient s d e l a T O peuven t êtr e vu s comm e 
une corrélatio n entr e l'ondelett e e t l e signal . Le s caractéristique s recherchée s peuven t don c 
être utilisées pour construire l'ondelett e e t vice versa . 
La TPO est un outi l trè s intéressan t d û a u nombre d e bases offertes pou r l a reconstmction d u 
signal analysé . Cett e variét é fai t apparaîtr e le s critères de décomposition pou r l'obtentio n d e 
l'arbre optimal . Comm e pou r l'ondelett e d'analyse , le s critère s d e décomposition s peuven t 
être développé s pa r l'analyst e o u sélectionné s dan s l a list e présent e dan s l a littérature . Un e 
vaste gamme de possibilités est offerte d û à la flexibilité  d u choix de l'ondelette e t de l'arbre . 
CHAPITRE 3 
LA SEPARATION D E SOURCES A L'AIDE DE LA TRANSFORME E 
EN ONDELETTES CONTINUE S 
3.1 Introductio n 
Dans ce chapitre, le s éléments essentiels de la méthode développée dans le cadre de ce travail 
sont exposés . Cett e nouvell e méthod e utilis e l a TO C [68 ] comm e premièr e étap e dan s 
l'algorithme d e SS . Cett e transfonné e n e sembl e pa s avoi r ét é considéré e dan s l e 
développement initia l d'u n algorithm e de SS. 
Quelques méthode s utilisan t l a TO D e t l a TP O [10 , 42-47 ] comm e prétraitemen t son t 
présentées dan s l a littérature . Ave c la  TOD e t l a TPO, le s décimations d e l'arbr e d'analys e 
diminuent l e nombr e d e délai s devan t êtr e compensé s pa r l'algorithm e san s toutefoi s le s 
éliminer complètement . Le s conclusion s présentée s dan s l a littératur e montren t un e 
amélioration de s performance s du e à  l a diminutio n de s longueur s de s fonction s d e transfer t 
devant être inversés [10]. 
La TO D e t l a TP O génèren t de s coefficient s ayan t un e distributio n différent e d e cell e de s 
signaux sources . Dépendammen t de s distribution s recherchées , l'impac t su r le s 
performances peu t êtr e posidf Un e distribution s e rapprochant d e celle correspondant à  une 
solution accélèr e la convergence de l'algorithme d e séparation [10] . 
L'utilisation d e banque d e filtres d e largeur s uniforme s es t reconnu e comm e augmentan t le s 
performances de s système s d e séparatio n [49] . L a TPO e t l a TOD son t de s décomposition s 
avec banque s d e filtres  non-uniformes . Le s performance s d e S S son t don c affectée s pa r 
l'utilisation d e ce type d'analyse . 
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L'algorithme d e séparation a u cœur du système de séparation diffèr e d'un e méthod e à  l'autre . 
Dans l a majorit é de s cas , l a méthod e d'optimisatio n utilisé e es t cell e d u gradien t naturel . 
D'autres méthode s comm e celles exposées au chapitre 1  peuven t êtr e utilisées dans le bloc de 
séparation. Dan s l a méthod e proposée , l'algorithm e d e séparatio n EAS I es t chois i (sectio n 
1.5.3). 
La méthode d e SS proposée es t développé e pou r un mélang e d e type convolutif Comm e v u 
au chapitr e 1 , l e traitemen t d u mélang e convoluti f nécessit e l'utilisatio n d'un e matric e d e 
filtres dan s l a réalisatio n d u séparateur . L a TO C n'élimin e pa s le s effet s d u mélang e 
convolutif. 
La séparatio n de s coefficient s obtenu s ave c l a TO C es t don c effectué e dan s l e domain e 
fréquentiel o u un e matrice de séparation W^  de  coefficients perme t d e sépare r chaqu e band e 
de fréquenc e obtenu e ave c l a TFF G de s coefficient s d'ondelettes . Cett e méthod e d e 
séparation suppos e un e matric e d e mélang e A  constitué e d e filtre s à  phase s minimales , 
L'algorithme d e séparatio n n e possèd e pa s un e stmctur e permettan t l a séparatio n d'u n 
mélange provenant d'une matric e de mélange A  constitué e de filtres à  phases non-minimale s 
(voir section 1.3.2) . 
3.2 Structur e du séparateur 
La premièr e étap e es t l'analys e d e chaqu e mélang e ave c l a TOC . Le s coefficient s obtenu s 
sont séparé s pa r u n blo c d e séparatio n e n fréquenc e utilisan t l a TFF G e t l'algorithm e d e 
séparation EASI . L a synthès e de s coefficient s séparé s obtenu s perme t d'obteni r le s source s 
reconstmites. 
Comme cit é dan s l a secdo n 3. 1 l e séparateu r doi t êtr e e n mesur e d'élimine r le s effet s 
introduits pa r l a matrice d e mélange A  . L e bloc en fréquenc e perme t d e traite r ce s effets e n 
remplaçant le s convolution s pa r de s muldplications . Cett e propriét é perme t d e sépare r 
chaque bande avec l'utilisation d'un e matric e de coefficients . 
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Inconnus 
Procédé de 
séparation 
en fréquenc e 
Figure 3.1 Algorithme  de  SS en fréquence. 
La figur e 3. 1 es t l a représentatio n e n blo c d'u n algorithm e d e séparatio n e n fréquenc e 
constitué pa r l a TFF G e t l'algorithm e EASI . C e dernie r constitu e l e cœu r d u procéd é d e 
séparation. L'algorithm e propos é appliqu e c e bloc de séparation au x coefficient s d e la TO C 
utilisée comme prétraitement de s mélanges. 
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Figure 3.2 Algorithme  de  SS avec la TOC 
et la TFFG. 
3.3 La séparation de sources avec la transformée en ondelettes continue s 
La figur e 3. 3 représent e e n détai l le s étape s d e l a S S e n fréquenc e ave c l a résolutio n de s 
problèmes d e permutatio n e t d e dilatation . L e problèm e d e dilatatio n provien t d e 
l'impossibilité pou r l'algorithm e d e détermine r l'amplitud e de s source s originales . L e 
problème d e permutafion provien t d u mélange d e l'appartenance de s bandes à  chaque sourc e 
en fréquence . 
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Figure 3.3 Représentation  détaillée  de  la SS en fréquence. 
La figur e 3. 4 représente en détail l e séparateur proposé . L e bloc de séparation d e la figure 
3.3 es t utilisé pou r sépare r le s coefficients obtenu s pou r chaqu e échell e d e la TOC. L e 
problème d e la dilatation n' a pas à être résol u pou r chaqu e échell e ca r il a été résolu en 
fréquence. L e problèm e d e permutatio n pa r contre doi t êtr e résol u a u nivea u des 
composantes fréquentielle s e t des coefficients d'ondelettes . L'éliminatio n de s permutations 
en fréquenc e n'impliqu e pa s l'élimination de s permutadons au x niveaux de s échelles. Une 
échelle reconstmit e aprè s sa séparation dan s le domaine fréquentie l peu t apparteni r à  une des 
sources devant êtr e reconstmite . L'appartenanc e d e chaque échelle à sa source d'origine doi t 
être déterminé e afi n d e reconstmire correctemen t le s sources dan s le domaine temporel . Ce 
problème de permutation a u niveau de s échelles doi t être résolu avan t la synthèse final e ave c 
la TOCI. 
^2 * • 
/ / 
/ 
TOC 4 
/ 
-> 
1 
TFFG 
N 
TOC 4 
/ 
-> 
. 
f ^ 
TFFG 
N 
—l 
^ 
W, 
w 
i f 
-> 
^ 
^ 
- • 
Dilata-
tion 
W 
^ 
^ 
-> 
^ 
W 
Dilaïa-
tion 
Permii-
taljon 
U j^ 
x: 
=r^ 
TFFGI 
^ 
^ 
TFFGI ^ 
- • 
Permu 
-tation 
^ TOCI 
^ 
- • . ^ ' i 
y 
TOCI 
/ / 
/ - - • V- , 
/ 
Figure 3.4 Représentation  détaillée  de la SS avec la TOC. 
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La méthode de la figure 3. 4 est définie étap e par étape comme sui t : 
1. Analys e de chaque mélange avec  la TOC. 
2. Pou r chacune des échelles 
a. Analys e des coefficients ave c la TFFG. 
b. Pou r chaqu e band e spectral e obteni r un e matric e d e séparatio n avec 
l'algorithme EAS I 
c. Résoudr e les problèmes de dilatation e t de la permutation e n fréquenc e 
d. Séparatio n de s coefficients pou r chaque échell e 
e. Applicatio n d e la TFFGI 
3. Résoudr e l a permutation a u niveau de s échelles 
4. Effectue r l a synthès e de s coefficient s pou r obteni r le s source s reconstmite s ave c l a 
TOCI 
3.3.1 Analys e avec la transformée e n ondelettes continue s 
L'analyse de s mélanges avec la TOC définie pa r 
z(a,b)= \x(t)i//J(t)dt  (3.1 ) 
avec la dilatation e t la translation 
^a 
^t-b^ 
V "  y 
(3.2) 
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L'ondelette d e Morlet est définie pa r 
il/(t)^e"""'e (3.3) 
où a» o est l a fréquence d e l'ondelette . 
3.3.2 Choix des échelles 
La difficulté ave c l'utilisatio n d e la TOC résid e dans l a synthèse. U n nombr e fin i d'échelle s 
devrait êtr e choisi ; idéalement l e plus efficacement possible . Le s échelles son t choisies pou r 
obtenir une bande passante correspondant approximativemen t à  la bande téléphonique. Cett e 
largeur d e band e correspon d à  l a parti e exprimé e o u d u spectr e d e l a parole . L a band e 
choisie confient le s fréquences 30 0 à 3400 Hertz. 
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Figure 3.5 Lois  de sélection des  échelles. 
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La band e choisie , l e nombre e t l a répartition de s échelle s doiven t êtr e définies . Chaqu e lo i 
contrôle l a répartitio n e t l e nombr e d'échelles . L a figur e 3. 5 représent e chacun e d e ce s loi s 
pour u n nombr e d e 1 0 échelles . L'absciss e représent e l'indic e d e l'échell e entr e I  e t 1 0 
tandis qu e l'ordonné e représent e l'échelle . L'échell e maximal e c;^ .^, ^ e t minimal e c/^ ,^ ^ 
correspondent respectivemen t au x pseudos-fréquences 30 0 et 3400 Hz. 
Les quatre loi s d e sélectio n :  linéaire , logarithmique , m u e t fréquence s uniformes , son t 
respectivement définie s pa r 
ou 
^iin(k)^a^„+ik-l) niax nii n 
K-l 
(3.3) 
«io»(^) =  /^Jo g e"" +(k-l) 
K-l 
(3.4) 
« ™ ( ^ ) =  «™ n +«™ n 
log ^ 
V ma x y 
log(l + /^„ ) 
(3.5) 
« ™ , ( ^ ) = -
/ . 
/ - / V 
•I pmax J  p  min 
A^-1 
(3.6) 
^ . = ( ^ 
max mi n 
N-l 
(3.7) 
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Pour toutes les lois , l'index d e l'échelle k  es t donné par 
k =  l,2...N. (3.8 ) 
Les échelles minimale a^^  e t maximale a^^^  sont respectivement donnée s par 
/
' ma x / • 
/) max J  p  m]n 
(3.9) 
où /  ^ n es t la pseudo-fréquence minimale , f  ^^  es t l a pseudo-fréquence maximal e et / ^ l a 
fréquence central e d e l'ondelette . Pou r l a lo i m u e t logarithmiqu e // , e t // ^ son t de s 
paramètres d e forme. L a pseudo-fréquence minimal e correspon d à  la fréquence minimal e e t 
la pseudo-fréquenc e maximal e à  l a fréquenc e maximal e choisi e pou r couvri r l a largeu r d e 
bande désirée. Pa r exemple pour le signal de la parole /^^ ^ =300H z e t /^^ ^ =  3400Hz. 
3.3.3 Blo c de séparation en fréquence 
Le blo c d e séparatio n e n fréquenc e perme t d'effectue r l a séparatio n de s coefficient s d e la 
TOC pou r chaqu e échelle . I l es t constitu é de s élément s représenté s à  l a figur e 3. 1 soi t :  la 
TFFG, l'algorithme EAS I et la TFFGI. 
L'analyse ave c la TFFG est définie pa r 
Z(cù,a,N^) =  Yj^-""'z(a,n)Wf(n-N^) (3.10 ) 
avec 
û) = 0,--27r,...,^—27r, (3.11 ) 
A'^  T V 
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et 
yV^  =0,AA^,2AA',... (3.12) 
où co  est l a fréquence. A ' l e nombre de point de la TFD, A^ ^ la position d e la fenêtre, Wf  (•) 
la fenêtr e utilisé e e t NN^  l e déplacemen t d e l a fenêtre . Dan s l a formul e (3.10 ) l'indic e d e 
temps discre t n  prend  l a plac e d e l a translatio n b  dan s l e vecteu r de s coefficient s z(a,b) 
pour donner l e nouveau vecteu r zia,n). 
La fenêtre d e Hamming es t définie pa r 
w^(n + l) = 0.54-0.46co s 2K—^ (3.13) 
avec 
Uf =0,...,lf  - 1 . (3.14) 
La séparation de s bandes spectrales avec l'algorithme EASI normalis é 
W,,,=W,-u 
ZZ^-I ^  g(Z)Z' -Zg(Zf 
l + fiZ^Z l  + p 77g(Z) 
M^  (3.15) 
avec 
l^=W,(»,a) , Z  =  Z(a,a,Nf) (3.16) 
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où W.^^  es t l a matrice d e séparatio n mis e à  jour, g{-)  un e non-linéarit é choisie , /  l a matric e 
identité e t p  l e pas itérati f 
Après l a séparatio n d e chacun e de s composante s spectrales , le s problème s d e dilatatio n d e 
permutation doiven t être résolus . 
Les composantes spectrale s .séparées sont 
ÛJa,Nj =  W,(co,a)Z(co,a,Nj (3.17) 
et l e problèm e d e dilatatio n es t résol u pa r l'applicatio n d e l'invers e d e l a matric e d e 
séparation au x composantes spectrale s U^^{a,NJ  comm e ci-dessous 
V^^(a,N/,l) =  W,(û?,a) -1 
0 
lJ,.Ja,NJ 
0 
(3.18) 
où /  signifi e l a dépendance des TFFG su r co  pou r les composantes i  d e 'V^(a,N^;i). 
Le problèm e d e l a permutatio n es t résol u pa r l'utilisatio n d e l a méthod e d e corrélatio n de s 
enveloppes vue dans la section 1.5.3 . L'opérateu r suivan t est défin i 
N,+M 
syja,N,^;i) = ~- X  Uy,J^^N'y,i) (3.19) 
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où M  est un e constant e positiv e e t V^^Xa,N'y,i)  es t l'élémen t j  d u vecteu r V^^(a,N\;i). 
Le produit intérieu r de deux opérateur s es t défini pa r 
sV (i)-£VAl)  =  y£V [N  •,i)£V  .(N  ;]) (3.20) 
et sa norme par 
^KM) ^yji)-£yji)- (3.21) 
Voici l a méthode de résolution d e la permutation de s fréquences étap e par étape : 
I. Trie r co  par ordr e d e grandeu r de l a corrélation entr e le s éléments indépendant s dan s 
co. Cett e étape est validée en ordonnant le s fréquences comm e ci-dessou s 
sim («) = Z ^yA^)^yjj) 
•*] ^yMpyjj) 
(3.22) 
sim{cû^) < sim(cù2)<...< sim(o)f.j) (3.23) 
2. Pou r <W | assigner 'V^  (N/,i)  à  R^  (^/f)  comm e 
KS^..-J) =  yA^..A), i-l...,n. (3.24) 
3. Pou r chaqu e cOj  trouve r une permutation cr^(i)  qu i maximis e l a corrélation e n entr e 
l'enveloppe d e coj  e t l'envelopp e joint e (spectrogramme s divisés ) d e «y , à  C0j_^. 
Cette opération es t effectuée e n maximisan t 
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X<,(^«('))- Y.^K,i') 
\ 1= 
(3.25) 
pour toute les permutations possible s cr ^ ave c /  = 1,...,7; .^ 
4. Assigne r la permutation approprié e à  ^ ^„ iN^-,i) 
k„(N^;i)^tANA<^JO) (3.26 ) 
Le résulta t es t l a résolutio n d e l a permutatio n e t l'obtentio n d e spectrogramme s séparé s 
définis par 
Ë(oy,N/,i) =  RjN^;i). (3.27 ) 
Les coefficients reconstruit s son t obtenus par la TFFGI des spectrogrammes séparés . Il s ont 
les mêmes dimensions que les observations et sont définies par 
F(«,n;/) = - î -—^XZ^""""" ' ' ' ' ^ (^ '^v;0, i  = l,...,n, (3.28 ) 
27T Wj  (n) ^^  ^ 
où /  es t l'indice de s composantes indépendantes . 
Pour chaque échell e le s coefficients séparé s permettent de reconstmire le s sources séparées à 
conditions d e vérifier l a permutation entr e chacun e de s échelles. L a méthode utilisé e es t la 
même qu e cell e employé e précédemmen t pou r l a permutatio n a u nivea u de s bande s d e 
fréquences d e la TFFG. 
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Le même opérateur es t défin i 
'^^ " '^^ ''^ ^^ X I|'-,.("''4 (3.29 ) 2M n'=n-M ;  = l 
où M  es t une constante positive et r^^\n;i)  signifi e l'élémen t j  d u vecteur rAn'J)  • 
Le produit intérieu r de deux opérateurs es t défini pa r 
£fii)-£r„iJ) =  Y.^''"^"'^'^^^'''^^^'^J) *^ 3.30 ) 
lî 
et sa norme par 
\H(i)\\ =  yl^^aii)-£rJi). (3.31 ) 
Voici l a méthode de résolution d e la permutation de s échelles étape par étape : 
I. Trie r a  par ordr e d e grandeur de l a corrélation entr e le s éléments indépendant s dan s 
a . Cett e étape est accomplie en ordonnant le s échelles comme ci-dessou s 
. . . x- n £ T ii)£r  (  j) 
sim(a)^Y.\\ - : \ | | | ^ ; J (3-32 ) 
sim(a^ ) < sim(a2 )<...< sim(a^  )  (3.33 ) 
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2. Pou r « I assigne r F , («;/) à  p^ , (/;;/) comm e 
/3J,i;/) =  r,^ („;/), /  = l,...,/7, (3.34 ) 
3. Pou r chaqu e a,  trouve r un e permutatio n cfji)  qu i maximis e l a corrélatio n entr e 
l'enveloppe d e Oj  e t l'envelopp e jointe de s coefficient s pou r chaqu e échell e d e a , à 
rtj_i. Cett e opération es t effectuée e n maximisan t 
(3.35) 
" i 
I<(^„('))-
/=l 
f''"' 1 Z^/\(') 
l /= i y 
pour toute les permutations possibles cr^ , ave c /  = l,...,n^. 
4. Assigne r l a permutation approprié e à  /7^ , (/z;/) 
P.„(";0 =  F,„(«;^„(/")) (3.36 ) 
Le résulta t es t l a résolutio n d e l a permutatio n e t l'obtentio n de s coefficient s d'ondelette s 
séparés pour la synthèse. 
p(a,n;i)^p^Xn;i). (3.37 ) 
3.3.4 Synthès e avec la transformée e n ondelettes continues invers e 
Pour l a synthès e ave c l'ondelett e d e Morie t un e formul e approximativ e es t présent e dan s la 
littérature [55] . Celle-c i élimin e l'intégratio n su r l a translation , nécessitan t seulemen t un e 
intégration su r le s échelles . L a méthod e trapézoïdal e perme t d'approche r cett e intégration . 
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Pour le s autre s ondelette s l a formul e complèt e (3.39 ) es t équivalent e à  l a convolutio n d e 
chaque échell e avec  l'ondelett e dilaté e suivie  d'un e intégratio n final e su r l'ensembl e de s 
échelles. 
La formule d e synthèse approximative est définie pa r 
da 
p(n;i)^K^\p(a,rr,i)-^ (3.38 ) 
0 * • ' 
3.3.5 Choi x de la non-linéarité 
Le choix d e l a non-linéarité dépen d d e la distribution statistiqu e de s source s recherchées . L a 
vérification de s distributions de toutes les composantes fréquentielle s pou r chacun de s nœud s 
ne peut avoi r lieu. L e nombre est beaucoup trop grand pou r en faire l a vérification . 
La non-linéarit é es t choisi e considéran t un e distributio n laplacienn e de s composante s 
fréquendelles de s coefficient s d e l a TOC. L a littératur e fourni e beaucou p d'informado n a u 
sujet d u choi x de s non-linéarités . L a fonctio n sigmoïd e es t reconnu e comm e permettan t 
d'obtenir un e bonne solutio n pou r les distributions laplacienne s [69] . Dan s l e cas de données 
complexes l a contraint e imposé e su r l e choi x d e l a non-linéarit é es t l a préservatio n d e l a 
phase [23]. 
La non-linéarité choisi e est définie pa r 
g(-)^sign(-). (3.39 ) 
3.4 L a séparation de sources avec la transformée e n paquets d'ondelette s 
Cette sectio n résum e rapidemen t l a SS avec l a TPO pour des fins d e comparaison avec  la  SS 
utilisant l a TOC . L a S S ave c l'utilisatio n d e l a TPO possèd e l a mêm e stmctur e qu e l a S S 
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avec l a TOC . Le s coefficient s d e chaqu e nœu d sélectionné s son t séparé s avec  l a méthod e 
exposée dan s l a sectio n 3.3 . L a méthod e es t identiqu e à  l'exceptio n d e l a T O choisie . L e 
développement n e sera pas répété dans cette section ca r i l a été fai t à  la section précédente . I l 
suffit d e remplacer l a TOC par la TPO. 
La méthode est définie étap e par étape comme sui t : 
1. Analys e de chaque mélange avec l a TPO. 
2. Pou r chaque nœud de même position pou r chaque arbre . 
a. Analys e des coefficients ave c la TFFG. 
b. Pou r chaqu e band e spectral e obteni r un e matric e d e séparatio n ave c 
l'algorithme EAS I 
c. Résoudr e le s problèmes de dilatation e t de la permutation en fréquenc e 
d. Séparatio n de s coefficients pou r chaque nœud 
e. Applicatio n d e la TFFGI 
2. Résoudr e l a permutation a u niveau de s nœuds 
3. Effectue r l a synthèse des coefficients pou r obtenir les sources reconstaiite s 
CHAPITRE 4 
SIMULATIONS 
4.1 Introductio n 
La premièr e étap e es t l'applicatio n d e l'algorithm e d e S S propos é a u mélang e instantané . 
Cette étap e perme t d e vérifie r l e fonctionnemen t d e l'algorithm e ave c le s paramètre s d e 
simulation choisis . L'algorithm e doi t êtr e en mesur e d e reconstruir e le s source s pa r rappor t 
aux hypothèses faites su r les des distributions des sources. 
La second e étap e es t l'applicatio n d e l'algorithm e à  de s mélange s convolutif s provenan t 
d'une matric e d e mélange s constitué s d e filtre s à  REF à phase minimale . L e séparateu r es t 
conçu pour permettre l'éliminatio n de s effets introduit s par ces types de filtres . 
4.2 Signau x source s 
Les signau x source s proviennen t d e l a ba.s e d e donnée s TIMI T [70] . Celle-c i contien t de s 
enregistrements d e locuteur s effectuant l a lecture d'un e séri e de phrases pré définies dan s un 
environnement anéchoïque . Pou r l a simulation un e des source s es t un locuteu r e t l'autre un e 
locutrice provenant tou t deux de la même région de dialecte. 
4.3 Mélange s 
Les mélange s utilisé s pou r l'évaluatio n de s performance s son t synthétiques . Le s mélange s 
instantanés nécessiten t l e choix d e coefficien t pou r l'obtentio n de s mélanges . C e choi x es t 
fait manuellement . Le s mélange s convoluti f nécessiten t l'utilisado n d'un e boît e à  outi l 
MATLAB [71 ] pou r l'obtentio n de s foncdon s d e transfer t nécessair e à  l'obtendo n de s 
mélanges. 
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4.3.1 Mélang e instantan é 
La matric e d e mélang e instantan é A es t un e matric e don t chaqu e coefficien t correspon d a u 
poids des sources dans le mélange. L a matrice de mélange instantané es t choisie comm e 
A 
0.60 0.4 5 
0.37 0.6 3 
(4.1) 
Les mélanges son t obtenus conformément à  l'équation 1. 9 te l que 
x,(t) =  0.60s^(t) + 0.45sAt) 
xAt) =  0.31s^{t) + 0.63sAt)' 
(4.2) 
4.3.2 Mélange s convolutif s 
Les fonction s d e transfer t d e l a figur e 4. 3 son t obtenue s pa r l'utilisatio n d'un e boît e à  outi l 
MATLAB utilisan t un e méthod e d e calcu l basé e su r le s image s [71] . C e modèl e comport e 
les paramètre s suivant s :  l a dimensio n d e l a pièce , l a positio n d e l a source , l a positio n d u 
capteur, l e facteur d'absorpdo n e t l e nombre de sources virtuelles . Un e fonction d e transfer t 
à RfF a  ,  es t générée pour chaque configuration o ù /  correspon d à  la source et j  a u capteur . 
Par exemple a^^^  correspon d à  la réponse à  l'impulsion entr e la source 2 et le capteur 1 . 
La configurafio n de s microphone s M  e t de s source s S  à  l'intérieu r d e l'espac e virtue l es t 
représenté au x figure s 4. 1 e t 4.2 . Le s dimension s e t le s coordonnée s son t e n mètres . L e 
coefficient d'absorptio n es t choisi comme -1<R<1  o ù - I correspon d a u maximum e t 1  au 
minimum d'absorption . Toute s les surfaces on t le s mêmes propriétés dans ce modèle. 
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Les valeurs des paramètres son t les suivants : 
• Coefficien t d'absorptio n :  R  = 0.5 
• Nombr e de sources virtuelles :  n  = 12, 25''source s 
> 
> 
k 
3 
' 
Hauteur: 3 
u 
/C, =(2.00,2.00,1.50 ) 
Q c , „ O ô i = (3.00,2.07,1.50 ) 
; ,.^"^ j ^  =30 ° 
^ J ^ 2 = 4 0 ° 
; K  O  02^(2.88,0.76,1.50 ) 
^ C , =(2.00,1.00,1.50 ) 
Figure 4.1 Configuration  espace  virtuel,  vue  de dessus. 
6 D 
Figure 4.2 Configuration  espace  virtuel, 
vue isométrique. 
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Les fonctions d e transfer t obtenue s son t représentées à  la figure 4.3 . L a diaphonie a u nivea u 
des mélange s es t ajusté e pou r évite r l'inversio n d'un e matric e singulièr e e t pour permettr e à 
l'algorithme d e fonctionner . 
Oo 
0.8 
0.6 
0.4 
0.2 
Q I i  li l J |4LL . . . J . . , - . 
500 100 0 
Echantillions 
Oo 
0 
0.6 
0.4 
0.2 
0, 
r 
l l l l„li„.,L . ;.. L . . 
500 100 0 
Echantillions 
Co 
0.8 
0.6 
0.4 
0.2 
0, 1 i  1  il.i . . . u  .i . 
500 100 0 
Échandllions 
Oo 
0.8 
0.6 
0.4 
0.2 
0 LïuJ^ 
500 1000 
Echantillions 
Figure 4.3 Fonctions  de  transfert de  la 
matrice de mélange. 
Les coefficient s employé s diminuen t l'amplitud e de s fonction s d e transfer t normalisée s 
directes et croisées. Leur s valeurs sont 
G = 
0.66 0.3 4 
0.25 0.7 5 
(4.3) 
Par mulfiplicatio n d e cett e matric e d e gai n avec  l a matric e d e mélang e o n obtien t le s 
mélanges finau x 
X =^G- As, (4.4) 
après développemen t 
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^1 (0 =  gu^U  *  •^ 'l (0 +  .?,2«I 2 *  '^ 2 ( 0 
.\-2(r) =  g21«2 l * ^ l ( 0 +  §22^^2 2 *-^ 2 ( 0 
(4.5) 
Les zéros des foncdons son t représentés à  la figure 4.4 . L e modèle produit bien des fonction s 
à phase minimales car tous les zéros sont inclus dans le cercle unité. 
1 
0.5 
0 
-0.5 
'[' "J^'"^ 
„! -M. _  J „ _  _  _ 
-R- -o — --o — -  -
- t - ^ _  J 
^ T ^ . 
_ _  _ L  _ 
-
2Mr 
' 
\ 
_ . 1 . 
j - \ 
-1 -0. 5 C D 0. 5 1 
-1 -0. 5 0  0. 5 1 
a 21 
1 
0.5 
0 
-0.5 
-1 
-1 V - - ^ — - - 1 —  - 1 — J-^  • 
-1 -0. 5 0  0. 5 1 
1 
0.5 
0 
-0.5 
.\.M^ _  L  _ _  o 
-1 V e -  J  o 
1 o^W 1 
p i _ _ ^ _ i . 
0% 
1 '^m\ 
-1 -0. 5 0  0. 5 1 
a 11 
Figure 4.4 Zéros  des fonctions de  transfert 
de la matrice de mélange. 
4.4 Évaluation des performance s 
Deux mesure s son t employée s pou r évalue r le s performances d e l'algorithm e :  le nivea u d e 
distorsion e t l a qualit é d e l a séparatio n [72] . Ce s mesure s son t possible s seulemen t s i le s 
sources son t connues . Dan s l e ca s contrair e de s méthode s d'évaluatio n subjective s doiven t 
être employées [49] . 
86 
La distorsion es t défini e comm e l e niveau d e différence entr e l a source d'origine e t l a sourc e 
reconstruite. Ell e est définie pa r 
Dj =1 0 log 
^K.^,.,,-a,^,)')^ 
(4.6) 
où a  -  = f {jT /^., , ]/ E{.x' J} es t un facteu r d'échell e e t /  es t l'indic e d e la source reconstmit e 
à l a sorti e d u système . L a qualit é d e l a séparatio n correspon d a u nivea u d e diaphoni e à  l a 
sortie du système global . Ell e est définie pa r 
5,=10log 
E{(y,../} 
EnZ^^y,,)'} 
(4.7) 
Toutes ce s mesure s son t possible s d û a u princip e d e superposition . Le s source s son t 
appliquées a u systèm e globa l e t le s signau x correspondan t son t recueilli s au x sortie s c e qu i 
permet d e calculer les mesures de performances . 
Avec l a TOC la synthèse n'es t pas parfaite. Le s sources reconstmites doiven t être comparées 
aux source s d'origine reconstmite s à  partir d'une analys e e t d'une synthès e pou r le s échelles 
sélectionnées. 
4.5 Paramètres de simulations 
Les paramètres suivan t son t fixes pour toutes les simulations 
Pas :  u  =0. 1 
Non-linéarités :  g(-)  = sign(-) 
Nombre d'itérations :  75 
Fenêtre :  Hamming 
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Le nombre d e point s d e l a TF et l e déplacement d e l a fenêtr e son t modulé s pou r obteni r un e 
séparation optimale . L e nombre de point de la TF est défini pa r 
A^  = 2*'\ k^  =4,5,...,1 0 (4.8 ) 
et le déplacement d e la fenêtre pa r 
k N 
AN=-^—, k  =1,2,...,6 . (4.9 ) 
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Les paramètres spécifiques au x deux algorithmes son t les suivant, pour la SS avec la TOC : 
• Ondelett e :  Morlet CÛQ=5,  f  =1 3000 
• Paramètr e de la loi logarithmique :  // ^ =  8 
• Paramètr e de la loi mu :  u^,  =  20 
• Nombr e d'échelles :  A'=1 0 
pour la SS avec la TPO : 
• Ondelett e ;  Daubechies ordre 1 5 
Le choi x d e l'ondelett e d e Morle t es t justifié pa r so n utilisatio n fréquent e dan s l a littératur e 
lors d e l'analys e d u signa l d e l a parole [73-75] . D e plus , ce choix perme t l'utilisatio n d e l a 
formule d e synthès e approximativ e (3.38) . L'utilisatio n d e l'ondelett e d e Daubechie s es t 
justifiée d e l a mêm e façon . Cett e ondelett e es t courammen t utilisé e lor s d e l'analys e d u 
signal de la parole avec la TPO [76-78]. 
Les donnée s son t générée s pa r troi s algorithme s d e S S :  avec l a TOC , ave c l a TP O e t san s 
prétraitement avec  l a TO . L'algorithm e san s prétraitemen t ave c l a T O (e n fréquenc e 
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seulement) es t celu i d e l a figure  4.5 . Le s donnée s obtenue s permetten t d e compare r l a 
performance d e l'algorithme e n fonction d u type de TO utilisé. 
4.6 Résultat s 
Les tableau x qu i suiven t contiennen t le s donnée s produite s pa r l a structur e d e simulatio n 
.suivante : 
• S S avec la TOC 
o Mélang e instantan é 
• Lo i fréquences uniforme s 
• Lo i linéair e 
• Lo i logarithmiqu e 
• Lo i mu 
o Mélang e convoluti f 
• Lo i fréquences uniforme s 
• Lo i linéair e 
• Lo i logarithmiqu e 
• Lo i mu 
• S S avec la TPO 
o Mélang e instantan é 
• Nivea u 1  à 3 
o Mélang e convoluti f 
• Nivea u I  à 3 
• S S en fréquence seulemen t 
o Mélang e instantan é 
o Mélang e convoluti f 
Chaque tablea u contien t u n group e de résultats . Chaque résulta t correspond à  une simulatio n 
pour une longueur de la fenêtre d e la TFFG N  e t à un déplacement AN(%). 
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Tableau 4 . 
SS avec la TOC, mélange instantané , lo i fréquences uniforme s 
AN{%) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12,5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
N 
16 32 64 1  12 8 1  25 6 |  51 2 1024 
S,,, (dB) 
18.84 
32.13 
18.81 
18.81 
18.81 
18.82 
24.93 
35.00 
35.02 
35.46 
35.09 
34.98 
34.47 
33.32 
33.84 
35.88 
33.74 
34.1 1 
31.12 
32.25 
32.60 
32.45 
32.18 
32.18 
17.65 
20.49 
16.54 
16.27 
16.49 
16.42 
10.98 
1 1.4 5 
14.58 
12.46 
11.24 
12.11 
9.73 
14.93 
10.10 
12.55 
9.53 
10.12 
Di (dB) 
-17.55 
-32.10 
-17.53 
-17.53 
-17.53 
-17.54 
-21.68 
-31.79 
-31.94 
-32.31 
-31.94 
-31.93 
-31.16 
-31.40 
-31.22 
-32.07 
-31.58 
-31.47 
-28.09 
-29.65 
-29.03 
-28.67 
-29.26 
-29.33 
-13.07 
-16.93 
-12.30 
-12.09 
-12.26 
-12.16 
-2.92 
-3.30 
-4.73 
-3.65 
-3.23 
-3.43 
-3.31 
-7.25 
-3.40 
-4.23 
-3.15 
-3.46 
S,„ (dB) 
18.45 
45.59 
18.46 
18.46 
18.46 
18.45 
27.18 
34.35 
34.75 
35.36 
34.60 
.34.75 
31.96 
35.24 
33.27 
.34.1 1 
34.84 
33.66 
29.00 
32.29 
29.91 
29.16 
31.28 
31.48 
18.30 
19.25 
16.12 
15.88 
16.09 
16.06 
7.64 
7.88 
9.11 
8.44 
7.91 
8.25 
7.17 
11.15 
7.41 
8.14 
7.36 
7.74 
D2 (dB) 
-18.02 
-35.15 
-18.02 
-18.02 
-18.02 
-18.02 
-20.51 
-31.70 
-31.95 
-32.38 
-31.89 
-31.94 
-30.66 
-32.45 
-31.43 
-32.34 
-32.39 
-31.76 
-27.62 
-30.10 
-28.57 
-27.95 
-29.42 
-29.54 
-12.93 
-18.23 
-12.36 
-12.15 
-12.38 
-12.27 
-5.91 
-6.28 
-8.07 
-6.70 
-6.17 
-6.52 
-5.09 
-8.66 
-5.24 
-6.75 
-5.13 
-5.61 
Temps de simulation (secondes) 
69 
76 
86 
102 
131 
185 
66 
74 
84 
106 
127 
182 
53 
59 
69 
80 
127 
181 
56 
62 
69 
79 
101 
148 
63 
69 
77 
89 
110 
152 
74 
81 
89 
103 
127 
174 
96 
103 
118 
135 
167 
220 
Echelles a(lc) 
3.8 1 4.3 1  4 8 1  5. 5 1 6. 4 1  7. 7 1  9. 8 1  13. 1 |  20. 2 1 43. 3 
SlUr 
3.86 
Diapl 
S2Ur 
3.26 
lonie 
Sn 
2.50 
s„-
4.62 
Paramètres 
K 
10 
A 
0.10 
n 
75 
Ond. 
Morlet 
Les résultat s d u tablea u 4. 1 montren t un e bonn e séparatio n de s source s dan s l e ca s d u 
mélange instantané . L e niveau d e séparation es t élevé, le niveau d e distorsion bas . L e choix 
des paramètre s es t justifi é pa r l a capacit é d e l'algorithm e à  sépare r l e mélang e instantané . 
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Les performance s diminuen t ave c l'augmentatio n d u nombr e d e poin t d e l a TFFG . Le s 
performances son t maximales pour les paramètres A ' = 32 e t AT{%)  -  5 0 . 
Tableau 4. 2 
SS avec la TOC, mélange instantané , lo i linéaire 
AN{%) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
A' 
16 1  3 2 64 L 12 8 1  25 6 512 niA 
S,„ (dB) 
29.81 
32.45 
29.71 
29.60 
29.65 
29.72 
33.30 
34.12 
33.86 
34.41 
34.16 
34.04 
34.60 
31.98 
33.76 
32.05 
34.06 
32.00 
24.31 
21.22 
30.72 
30.75 
29.26 
29.17 
17.63 
18.75 
18.77 
18.56 
18.68 
21.61 
14.65 
14.61 
12.46 
14.47 
14.25 
14.36 
12.45 
14.05 
11.73 
10.62 
10.47 
10.43 
D, (dB) 
-29.08 
-32.37 
-29.04 
-28.99 
-29.06 
-29.02 
-31.15 
-30.86 
-30.71 
-31.16 
-30.96 
-30.87 
-32.18 
-29.25 
-31.92 
-28.82 
-32.50 
-28.87 
-20.21 
-14.55 
-26.62 
-26.43 
-25.07 
-24.86 
-13.85 
-15.15 
-14.95 
-14.84 
-14.96 
-16.95 
-8.48 
-6.85 
-5.28 
-7.07 
-6.69 
-6.86 
-5.31 
-6.36 
-5.30 
-4.66 
-4.66 
-4.63 
Si,, (dB) 
32.53 
44.13 
32.53 
32.53 
32.52 
32.52 
35.62 
34.94 
34.89 
35.30 
35.17 
35.00 
34.89 
34.82 
36.15 
33.18 
37.58 
33.42 
25.88 
19.60 
30.14 
29.66 
29.86 
29.56 
19.95 
21.47 
20.88 
20.77 
21.06 
22.45 
14.20 
12.50 
10.44 
12.83 
12.41 
12.58 
10.15 
11.13 
10.78 
9.48 
9.26 
9.34 
D2 (dB) 
-31.14 
-36.01 
-31.15 
-31.15 
-31.21 
-31.14 
-31.81 
-32.24 
-32.10 
-32.57 
-32.40 
-31.81 
73 
80 
91 
108 
137 
193 
71 
79 
89 
105 
132 
189 
-33.10 
-30.49 
-33.61 
-29.69 
-34.53 
-33.10 
Temps de 
59 
65 
74 
87 
134 
188 
-20.48 
-15.97 
-27.48 
-27.17 
-26.06 
-20.48 
-14.13 
-15.16 
-14.91 
-14.82 
-14.96 
-14.13 
simulation (secondes) 
63 
68 
74 
86 
107 
155 
68 
74 
82 
93 
115 
157 
-10.22 
-9.85 
-7.39 
-9.99 
-9.67 
-10.22 
78 
85 
94 
108 
133 
178 
-7.35 
-8.60 
-7.59 
-6.18 
-5.96 
-7.35 
100 
106 
122 
140 
167 
224 
3.8 8.2 1  12. 6 17. 0 
Echelle 
21.4 
s a(k) 
25.8 1  30. 2 3 4 .6 38. 9 43.3 
Diaplionie 
Slitr 
3.01 
Siilr 
4.11 
s,> 
2.,50 
s„-
4.62 
Paramètres 
K 
10 
fi 
0.10 
n 
75 
Ond. 
Morlet 
Les résultat s d u tablea u 4. 2 obtenu s ave c l a lo i linéair e son t sensiblemen t le s même s qu e 
ceux obtenu s avec  l a lo i fréquence s uniformes . Un e augmentatio n significativ e de s 
performances apparaî t ave c un e fenêtr e d'un e longueu r d e 1 6 points . D e plu s un e 
uniformisation de s performance s .sembl e avoi r lie u su r tout e l a plag e simulée . Le s 
performances son t maximales pour le s paramètres N  =  32 e t AN{%)  =  50 . 
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Tableau 4. 3 
SS avec la TOC, mélange instantané , loi logarithmiqu e 
àN{7o) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
.V 
16 .^ 2 1  6 4 1  12 8 1  25 6 |  51 2 |  102 4 
S,., (dB) 
33.20 
33.37 
32.96 
33.03 
32.99 
33.13 
32.07 
3 1.90 
3 1.87 
32.28 
32.03 
32.08 
29.32 
29.28 
29.01 
29.12 
29.44 
29.16 
27.24 
26.75 
26.79 
26.97 
26.83 
26.98 
20.03 
25.28 
20.83 
26.20 
20.79 
25.63 
11 ..30 
17.66 
12.44 
17.19 
17.30 
17.18 
10.69 
12.44 
11.53 
8.28 
6.81 
6.99 
D, (dB) 
-32.92 
-33.09 
-32.73 
-32.79 
-32.73 
-32.88 
-29.19 
-28.89 
-28.87 
-29.19 
-29.03 
-29.07 
-25.43 
-25.91 
-25.43 
-25.46 
-25.98 
-25.51 
-22.33 
-22.17 
-22.26 
-22.28 
-22.26 
-22.34 
-16.16 
-23.17 
-17.03 
-22.30 
-16.96 
-21.1 1 
-7.05 
-12.08 
-7.24 
-12.10 
-11.86 
-11.58 
-6.31 
-7.82 
-5.85 
-5.51 
-5.70 
-5.75 
S,„ (dB) 
41.12 
41.79 
41.78 
41.63 
41.33 
41.53 
35.51 
35.25 
35.25 
35.54 
35.52 
35,53 
32.24 
33.21 
32.69 
32.59 
33.31 
32.70 
29.08 
29.44 
29.34 
29.22 
29.37 
29.37 
23.02 
30.70 
24.61 
29.76 
24.40 
28.03 
14.23 
18.80 
13.97 
18.97 
18.66 
18.38 
12.64 
14.31 
12.13 
11.78 
12.93 
12.94 
D2 (dB) 
-36.82 
-37.00 
-36.83 
-36.85 
-36.73 
-36.90 
-31.47 
-31.22 
-31.19 
-31.55 
-31.40 
-31.41 
-27.00 
-27.58 
-27.14 
-27.11 
-27.61 
-27.15 
-24.30 
-24.24 
-24.27 
-24.28 
-24.31 
-24.35 
-17.76 
-26.13 
-18.33 
-24.73 
-18.34 
-23.70 
-8.73 
-14.57 
-9.56 
-14.52 
-14.32 
-14.13 
-7.72 
-9.44 
-8.21 
-6.13 
-5.42 
-5.57 
Temps de simulation (secondes) 
77 
84 
95 
111 
139 
195 
74 
83 
92 
109 
135 
192 
63 
68 
78 
90 
137 
191 
66 
71 
78 
89 
110 
157 
71 
77 
85 
97 
118 
159 
82 
88 
98 
112 
136 
181 
103 
110 
125 
143 
171 
227 
Echelles a(k) 
3.8 1  26. 2 1  31. 5 |  34. 7 |  36. 9 |  38. 7 |  40. 1 |  41. 3 |  42. 4 |  43. 3 
Diaphonie 
Slilr 
2.01 
•Jiilr 
5.11 
S,. 
2.50 
S2i 
4.62 
Paramètres 
K 
10 
/' 
8.0 
/J 
0.10 
n 
75 
Ond. 
Morlet 
Une amélioratio n global e de s performance s es t observé e pa r rappor t a u deu x loi s 
précédentes. Le s performance s au x extrémité s d e l a plag e simulé e son t améliorée s pa r 
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l'utilisadon d e la loi logarithmique, surtout  dans la région où l a TFFG est l a plus longue. Le s 
performances son t maximales pour les paramètres N  =  16 et AN{%)  =  25 . 
Tableau 4. 4 
SS avec la TOC, mélange instantané, lo i mu 
A/V(%) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
N 
16 1  3 2 1  6 4 1  12 8 |  25 6 |  51 2 |  102 4 
S,„ (dB) 
33.11 
32.27 
33.08 
32.81 
32.94 
32.88 
34.10 
34.20 
34.10 
34.54 
34.23 
34.22 
32.45 
32.05 
31.70 
32.25 
32.29 
32.17 
24.06 
30.75 
30.95 
30.78 
30.59 
30.69 
17.95 
18.75 
26.18 
18.42 
18.75 
18.62 
13.43 
13.48 
11.66 
13.70 
13.48 
13.64 
13.43 
15.16 
12.05 
11.44 
10.91 
11.28 
D, (dB) 
-32.70 
-32.18 
-32.67 
-32.45 
-32.59 
-32.52 
-31.69 
-31.32 
-31.28 
-31.82 
-31.42 
-31.49 
-29.39 
-29.82 
-28.75 
-29.50 
-29.95 
-29.50 
-20.27 
-27.53 
-27.01 
-26.89 
-27.25 
-27.32 
-13.87 
-14.59 
-22.24 
-14.20 
-14.42 
-14.29 
-5.17 
-5.41 
-4.28 
-5.67 
-5.45 
-5.58 
-5.68 
-8.31 
-4.81 
-5.36 
-5.49 
-3.54 
S,„ (dB) 
42.60 
45.15 
42.65 
42.68 
42.71 
42.70 
36.26 
35.74 
35.81 
36.79 
36.03 
36.24 
33.42 
35.80 
33.91 
34.35 
35.84 
34.46 
26.77 
33.12 
30.93 
30.71 
32.02 
32.07 
20.42 
21.13 
28.24 
20.64 
20,90 
20.84 
11.05 
11.18 
9.92 
11.55 
11.33 
11.45 
10.77 
13.61 
10.30 
10.47 
10.72 
10.61 
D2 (dB) 
-36.44 
-36.32 
-36.42 
-36.28 
-36.40 
-36.33 
-33.33 
-32.96 
-32.95 
-33.66 
-33.14 
-33.23 
-30.40 
-31.43 
-30.07 
-30.76 
-31.51 
-30.78 
-20.81 
-29.15 
-28.15 
-27.93 
-28.66 
-28.70 
-14.69 
-15.34 
-24.19 
-15.07 
-15.31 
-15.18 
-8.76 
-8.82 
-7.24 
-9.11 
-8.92 
-9.03 
-8.37 
-10.41 
-7.60 
-7.44 
-7.16 
-7.24 
Temps de simulation (secondes) 
76 
83 
94 
110 
139 
194 
74 
81 
92 
107 
135 
191 
62 
66 
77 
88 
135 
189 
65 
70 
76 
88 
109 
155 
71 
77 
85 
97 
118 
158 
81 
87 
96 
110 
134 
180 
102 
109 
124 
141 
169 
226 
Echelles a(k) 
3.8 1  19. 0 1  25. 8 1  30. 3 |  33. 6 |  36. 2 |  38. 4 |  40. 2 |  41. 9 43. 3 
Diaphonie 
Slilr 
l.bl 
SiUr 
4.45 
Sn 
2.50 
S2i 
4.62 
Paramètres 
K 
10 
M 
20.0 
M 
0.10 
n 
75 
Ond. 
Morlet 
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L'utilisation d e la loi mu perme t d'obteni r u n maximu m d e séparatio n ave c un e TFFG d'un e 
longueur d e 1 6 points. Le s résultat s suiven t ceu x obtenu s ave c l a lo i logarithmiqu e d û à  la 
similitude entr e ce s dernières . Un e augmentatio n trè s nett e d e l a séparatio n apparaî t a u 
niveau d e l a deuxièm e source . Le s performance s son t maximale s pou r le s paramètre s 
A^  =  16 e t NN(%)  =  12.5. 
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Tableau 4. 5 
SS avec la TOC, mélange convolutif , lo i fréquences uniforme s 
AN{%) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62,5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
A' 
16 1  3 2 1  6 4 1  12 8 |  25 6 |  51 2 |  102 4 
S,.. (dB) 
3.83 
4.06 
3.97 
4.10 
4.01 
3.95 
3,40 
3.36 
3.33 
3.32 
3..34 
3.35 
3.61 
3.20 
3.35 
3.51 
3.48 
3.44 
7,35 
6,93 
6,83 
7,96 
7,77 
7.78 
3.79 
3.90 
6,09 
6,10 
6,11 
6,06 J 
9.55 
9.81 
9..54 
9.27 
9,47 
9,38 
7.19 
6.43 
3.35 
4.81 
6.40 
6.39 
D, (dB) 
-5.11 
-5.33 
-5.20 
-5.33 
-5.27 
-5.21 
-5.02 
-4.97 
-4.97 
-4.94 
-4.96 
-4.96 
-3.07 
-4.79 
-4.91 
-5.01 
-4.99 
-4.96 
-6,40 
-6,09 
-6.09 
-6.45 
-6.52 
-6.40 
-3,83 
-5,68 
-5,73 
-5,69 
-5,63 
-5,71 
-4.47 
-4.60 
-3.73 
-4,79 
-4,75 
-4,44 
-2.77 
-1.85 
-2.01 
-1.53 
-2.22 
-2.22 
S 2,. (dB) 
4.14 
3.87 
3.90 
3.72 
3.90 
4.01 
3.42 
3.42 
3.52 
3.18 
3.47 
3.29 
4.84 
4.60 
4.65 
4.73 
4.77 
4.75 
6.42 
5.63 
6.23 
5.59 
5.87 
5.81 
8,26 
7,94 
9,06 
8,93 
8,87 
8.81 
9.12 
9.97 
10.09 
9,77 
9,81 
10.11 
7.29 
7.44 
5,73 
4,41 
5,33 
5,54 
£»2 (dB) 
-5.40 
-5.23 
-5.25 
-5,15 
-5.26 
-5.33 
-4.91 
-4.92 
-5.00 
-4,76 
-4.96 
-4,84 
-5.82 
-5.64 
-5,68 
-5,73 
-5,76 
-5.74 
-6.62 
-6.14 
-6..54 
-6.18 
-6.37 
-6.30 
-5,67 
-5.60 
-5,59 
-5,55 
-5,43 
-5.61 
-4.78 
-5,35 
-4.82 
-5.78 
-5,63 
-5,55 
-4,85 
-3,08 
-3.67 
-3.33 
-3,84 
-4.12 
Temps de  simulation  (secondes) 
86 
104 
126 
157 
178 
275 
91 
106 
119 
150 
205 
309 
77 
87 
107 
123 
197 
260 
70 
79 
91 
110 
139 
206 
78 
87 
104 
115 
146 
209 
89 
98 
111 
131 
165 
233 
111 
121 
141 
165 
203 
281 
Echelles a(k) 
3.8 1  4. 3 1  4. 8 1  5. 5 |  6. 4 |  7. 7 |  9. 8 |  13. 1 |  20. 2 |  43. 3 
Diaphonie 
Slilr 
4.07 
Sillr 
3.57 
Sn 
2,54 
5 „ 
4,85 
Paramètres 
K 
10 
M 
0.10 
n 
75 
Ond. 
Morlet 
Le tablea u 4. 5 montr e un e augmentatio n de s performance s d e séparatio n d u mélang e 
convolutif ave c l'augmentatio n d u nombr e d e poin t d e l a TFFG . Le s performance s son t 
maximales pour les paramètres A ^ =  512 e t àN(%)  =  50. 
96 
Tableau 4. 6 
SS avec la TOC, mélange convolutif , lo i linéair e 
AN(%) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
/V 
16 1  3 2 1  6 4 1  12 8 |  25 6 512 1  102 4 
S,.. (dB) 
2.88 
2,85 
2,87 
3.16 
2.86 
2,88 
3,44 
5,46 
5.47 
5,46 
5,49 
5,48 
5.44 
5.11 
4.16 
4.37 
4.31 
4,33 
6,67 
5,81 
5,67 
7,15 
6,94 
6.92 
7.63 
7.55 
7.61 
7.45 
7.64 
7.63 
7,78 
9,47 
10.65 
9.73 
10.10 
9.88 
6,68 
6,47 
6,82 
7,11 
8,24 
7,70 
D, (dB) 
-4,60 
-4,58 
-4,60 
-4,79 
-4,59 
-4,60 
-5,87 
-5,88 
-5,85 
-3,89 
-3,88 
-5,87 
-6,28 
-6,09 
-5,53 
-5,69 
-5,64 
-5,66 
-5,74 
-2,54 
-3,09 
-6,07 
-6,15 
-6,23 
-6.11 
-5.31 
-6.06 
-6.41 
-6.14 
-6.46 
-4.24 
-4.97 
-3.89 
-5.17 
-4.72 
-4.88 
-4,01 
-3,60 
-3,22 
-3,20 
-4,07 
-4,03 
S2„ (dB) 
4,82 
4.83 
4.82 
4.19 
4.80 
4.77 
5,47 
5.52 
5.53 
5,44 
5,51 
5.48 
6,.34 
6.40 
3.09 
5,21 
5,18 
5,20 
4,89 
3,82 
3.92 
5,05 
5,05 
4.74 
7.60 
7.98 
7.76 
7.63 
7.61 
7.49 
7.89 
8.68 
9.68 
8.54 
8.99 
8.68 
7,.34 
6,93 
8,17 
7,33 
7,20 
6,86 
D2 (dB) 
-5.78 
-5.79 
-5.75 
-5.44 
-3.76 
-3.73 
-6,25 
-6,28 
-6,28 
-6,22 
-6.27 
-6.24 
-6,89 
-6,84 
-6,43 
-6,43 
-6,43 
-6,43 
-5.84 
-2,63 
-2,89 
-6,05 
-6.07 
-5,85 
-6,34 
-5,94 
-6,50 
-6,68 
-6.38 
-6,59 
-5.02 
-5.97 
-5.21 
-6.20 
-5,80 
-5.96 
-4,67 
-4,53 
-3,79 
-4,20 
-4.93 
-5.18 
Temps de  simulation (secondes) 
86 
97 
m 
133 
172 
246 
85 
96 
110 
132 
171 
247 
73 
83 
98 
116 
173 
247 
76 
90 
95 
113 
143 
211 
83 
91 
103 
121 
152 
214 
95 
103 
117 
137 
171 
238 
117 
127 
146 
170 
209 
286 
Echelles a(k) 
3.8 1  8. 2 1  12. 6 1  17. 0 |  21. 4 |  25, 8 |  30. 2 |  .34. 6 |  38. 9 |  43. 3 
Diaphonie 
Suir 
3,35 
S2ilr 
3.97 
Sn 
2.54 
S2, 
4,85 
Paramètres 
K 
10 
M 
0,10 
n 
75 
Ond. 
Morlet 
Les résultat s d u tablea u 4. 6 son t similaire s su r tout e l a plag e à  ceu x d u tablea u 4.5 . Un e 
augmentation d e l a séparatio n maximal e pou r l a première sourc e e t un e diminutio n pou r l a 
deuxième peut-êtr e observé e pa r rappor t à  l a lo i fréquence s uniformes . Le s performance s 
sont maximales pour les paramètres A ^ =  512 e t AN(%)  -  50 . 
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Tableau 4. 7 
SS avec la TOC, mélange convolutif , lo i logarithmiqu e 
A7V(%) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
A' 
16 1  3 2 1  6 4 1  12 8 256 1  51 2 1024 
S,,, (dB) 
2,38 
2.33 
2.42 
2.44 
2,41 
2.36 
6,67 
6,61 
^ 6,6 0 
6,50 
6,53 
6,52 
6,69 
6,63 
6,48 
6.58 
6.68 
6.63 
7,61 
7,86 
7,83 
7,92 
7.85 
7.85 
7,92 
8,79 
8,68 
8,67 
8.79 
8.80 
9.87 
10.58 
10.97 
10.09 
10.56 
10.65 
6,67 
7,33 
9,02 
8,90 
10,31 
8,89 
D, (dB) 
-4.27 
-4.23 
-4,30 
-4,31 
-4.29 
-4,25 
-6,44 
-6,73 
-6,70 
-6,52 
-6.53 
-6,47 
-7.08 
-7.11 
-6,92 
-6.99 
-7.13 
-7,09 
-7.18 
-7.62 
-7.66 
-7.42 
-7,59 
-7,61 
-6.39 
-7,72 
-7,68 
-7,90 
-7,78 
-7,89 
-5,70 
-6,50 
-5,62 
-5,94 
-5,42 
-5,76 
-4,78 
-4.96 
-3.13 
-3.92 
-6.25 
-5.80 
S2„ (dB) 
7.11 
7,18 
7,06 
6,80 
7,07 
7.13 
8,05 
8.10 
8.12 
8.15 
8,08 
8.16 
8,69 
8.78 
8,67 
8,70 
8,67 
8,73 
8,81 
8.71 
8.40 
8.67 
8.76 
8,73 
10.34 
10,32 
10.32 
10.31 
10.55 
10,48 
12,22 
12,70 
13,03 
12,58 
12,94 
12,92 
10.81 
10.43 
13.31 
12,14 
13,68 
12,74 
D2 (dB) 
-7,40 
-7,40 
-7,35 
-7.32 
-7.36 
-7,39 
-8.35 
-8.44 
-8.45 
-8,44 
-8.40 
-8,41 
-8,80 
-8,75 
-8.73 
-8,74 
-8,77 
-8,81 
-8,26 
-8,20 
-8,05 
-8.16 
-8,23 
-8,20 
-8.28 
-9,44 
-9,40 
-9,43 
-9.55 
-9.52 
-8,49 
-9,45 
-8,98 
-9,02 
-8,35 
-8,62 
-7,56 
-7,69 
-7,62 
-5,64 
-8,74 
-8,52 
Temps de  simulation (secondes) 
89 
100 
113 
136 
174 
249 
88 
99 
113 
135 
174 
250 
76 
85 
101 
117 
175 
250 
77 
85 
97 
115 
146 
214 
85 
93 
106 
123 
134 
217 
96 
106 
119 
139 
174 
240 
119 
129 
149 
173 
211 
288 
Echelles a(k) 
3.8 1  26. 2 1  31, 5 |  34. 7 |  36, 9 |  38, 7 |  40, 1 |  41, 3 i  42, 4 |  43, 3 
Diaphonie 
Snir 
3,44 
SiUr 
6,40 
Sn 
2.54 
S2i 
4.85 
Paramètres 
K 
10 
"fc 
8,0 
A 
0.10 
n 
75 
Ond. 
Morlet 
L'utilisation d e la loi logarithme accroî t les performances d e la séparation comm e dans le cas 
du mélang e instantané . L e niveau d e performance optima l es t toujour s situ é dans l a colonn e 
ou une TFFG de 512 est utilisée. L e niveau d e séparation augment e et le niveau de distorsion 
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diminue comparativemen t à  l'utilisatio n d e l a lo i fréquenc e e t échelle s uniformes . Le s 
performances son t maximales pour les paramètres N  =  512 et  AN{%)  =  50. 
Tableau 4. 8 
SS avec la TOC, mélange convolutif , lo i mu 
AA/(%) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
N 
16 1  3 2 1  6 4 1  12 8 |  25 6 |  51 2 |  102 4 
Sn, (dB) 
3,12 
3,17 
3,17 
3,33 
3,18 
3,13 
5,20 
5,17 
5,17 
5,14 
5,16 
5,14 
4,22 
4,04 
4,05 
4.15 
4.12 
4.12 
4,85 
4,69 
4,49 
4.76 
4.96 
4.88 
6,66 
7,99 
7.49 
8.10 
8,10 
8.18 
8.96 
9.79 
10,12 
9,26 
10,26 
9,69 
5,79 
6.11 
6,75 
7,68 
8.43 
6,92 
D, (dB) 
-4,77 
-4,80 
-4,81 
-4.93 
-4,82 
-4,78 
-5.76 
-5.87 
-5,86 
-5.74 
-5,73 
-5,72 
-5.65 
-5,.54 
-3,35 
-3,59 
-5.59 
-5,58 
-5,56 
-5.60 
-5.14 
-5.44 
-5,64 
-5,59 
-5,54 
-6,09 
-6,17 
-6.53 
-6,30 
-6,44 
-4,45 
-5,46 
-5,14 
-5,30 
-5,17 
-5,15 
-2.98 
-3,40 
-4,29 
-3,82 
-4,01 
-3,55 
S20 (dB) 
5,72 
5,68 
5,62 
5.35 
5.64 
5,72 
6,35 
6,22 
6.21 
6.22 
6.28 
6,22 
6,21 
6.20 
6.24 
6,31 
6,34 
6,29 
6,26 
5.28 
5,78 
5,38 
5.88 
5,64 
9.64 
7,61 
7,39 
7.33 
7,46 
7.43 
10,15 
11,05 
11,10 
10.57 
11,14 
11.03 
8,62 
8,32 
9,10 
9,49 
8,44 
7.66 
D2 (dB) 
-6.38 
-6.37 
-6.27 
-6,20 
-6.32 
-6,36 
-6,85 
-6,88 
-6,89 
-6,77 
-6,81 
-6,77 
-7.19 
-7,14 
-7,24 
-7.20 
-7.26 
-7.20 
-6,94 
-6.21 
-6.41 
-6.18 
-6,71 
-6,50 
-6,58 
-7,19 
-7,16 
-7.34 
-7,24 
-7.25 
-6.67 
-7.64 
-7.61 
-7.37 
-7,26 
-7.35 
-5.22 
-5.70 
-5,69 
-5.23 
-6,17 
-6.13 
Temps de  simulation (secondes) 
88 
99 
112 
134 
173 
248 
87 
98 
111 
134 
173 
248 
75 
84 
100 
116 
174 
249 
77 
84 
97 
115 
145 
213 
84 
92 
104 
122 
153 
216 
96 
105 
118 
137 
173 
239 
120 
129 
149 
172 
211 
289 
Echelles a(k) 
3,8 1  19, 0 1  25. 8 1  30, 3 |  33, 6 |  36. 2 |  38, 4 |  40, 2 |  41, 9 43, 3 
Diaphonie 
SlUr 
3,43 
SiUr 
5.08 
Sn 
2.54 
S2i 
4,85 
Paramètres 
K 
10 20.0 
H 
0,10 
n 
75 
Ond. 
Morlet 
99 
Les résultat s d u tablea u 4. 8 son t sensiblemen t le s même s qu e ceu x obtenu s ave c l a lo i 
fréquence linéair e e t fréquence s uniformes . L e nivea u d e performanc e optima l es t toujour s 
dans l a colonne o u une TFFG d e 512 points es t employé . Le s performances son t maximale s 
pour les paramètres A ' = 512 e t AN(%)  =  50. 
Tableau 4. 9 
SS avec la TPO, mélange instantané , analyse niveau 1 
AN{%) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
N 
16 32 64 1  12 8 1  25 6 512 1024 
Sn, (dB) 
37.94 
39,59 
39,24 
39,39 
38.91 
38,64 
35.04 
13,65 
36.58 
38,65 
38,12 
38,36 
7,97 
7.88 
7.88 
7.89 
7.90 
7.91 
12,57 
18,39 
18.29 
18.26 
18.31 
18,33 
8.72 
7.55 
8,49 
8,60 
8,70 
8,70 
7,02 
L 7,7 5 
9,01 
8,82 
8.49 
8..30 
15,80 
8,07 
8,49 
6,14 
7,80 
7,72 
D, (dB) 
3,83 
3,80 
3.80 
3.82 
3,81 
3,82 
3,82 
3.32 
3.80 
3.80 
3.80 
3.80 
3.29 
3,30 
3,32 
3,31 
3,30 
3,30 
3,45 
3,59 
3,63 
3,63 
3,62 
3,62 
3,11 
2.89 
3,03 
3,07 
3.09 
3.09 
2.82 
3.02 
3.18 
3.21 
3,10 
3,10 
3,71 
3,24 
3.14 
2,63 
3,01 
3,00 
S2„ (dB) 
35.23 
37.59 
35.72 
37,58 
37,30 
37,41 
37.31 
15,71 
34.61 
36,33 
35,59 
33,66 
9.39 
9.46 
9.52 
9,51 
9,51 
9,51 
11,24 
21,49 
21.96 
21.71 
21,75 
21,78 
11.87 
7.17 
10,89 
11,39 
11.51 
11.52 
8.36 
9,86 
10.12 
12,20 
9,69 
10.84 
11,42 
2,89 
6,02 
7,24 
6.87 
6,95 
D2 (dB) 
5.13 
5,19 
5,18 
3,16 
3,16 
3,16 
5.16 
5,10 
5,18 
5,19 
5,19 
5,19 
4.34 
4.51 
4,50 
4,52 
4.52 
4,52 
4.95 
5,29 
5.25 
5,25 
5.27 
5,26 
5,06 
4,57 
5,03 
5,00 
5.03 
5,03 
4.76 
4.79 
4.86 
4.94 
4,81 
4,88 
4.80 
3,42 
4.29 
4,62 
4.48 
4.50 
Temps de  simulation  (secondes) 
13 
14 
16 
18 
21 
28 
12 
12 
16 
18 
21 
29 
12 
13 
14 
16 
19 
30 
13 
13 
14 
16 
19 
25 
14 
14 
16 
17 
21 
26 
16 
16 
18 
20 
23 
30 
20 
21 
22 
24 
28 
36 
Diaphonie 
Sn 
2,54 
Si 
4,8 
i 
3 
Paramètres 
Niveau 
1 
It 
0.10 
n 
75 
Ond. 
Dbl5 
100 
Les performances exposée s dan s l e tableau 4. 9 diminuent rapidemen t ave c l'augmentatio n d e 
la longueur d e l a TFFG comparativemen t à  l'utilisation d e l a TOC pou r effectue r l a SS . L e 
niveau d e distorsio n pou r l e nivea u 1  avec  l a TP O es t d û à  un e erreu r a u nivea u d e l a 
permutation de s nœud s lor s de l a reconstruction . Le s performances son t maximale s pou r le s 
paramètres A^=51 2 e t AA (^% ) = 50. 
Tableau 4.1 0 
SS avec la TPO, mélange instantané , analyse niveau 2 
AN (7c) 
12.5 
25.0 
.37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
N 
16 32 64 1  12 8 1  25 6 512 1024 
Sn, (dB) 
35,44 
37,55 
37,04 
39,17 
38,75 
38,96 
35.24 
36,23 
34,68 
36,97 
36.33 
36,20 
5,58 
5,66 
3,50 
5,62 
5,64 
5,63 
9.84 
4.43 
5.17 
4.95 
5.00 
5.07 
10.12 
9.41 
11.52 
8.54 
9.39 
9.07 
10.70 
7.31 
9.06 
10.39 
8.02 
8.48 
3,32 
4.21 
6,57 
6.53 
6,19 
5,97 
D, (dB) 
3,46 
3.44 
3.43 
3.44 
3.43 
3,43 
3,37 
3,42 
3,43 
3.44 
3,43 
3,43 
2,14 
2,16 
2.14 
2.17 
2.17 
2.16 
2.87 
1.83 
1.99 
1,95 
1,98 
1,99 
2.85 
2.93 
3.03 
2.67 
2.83 
2.79 
3.00 
2.50 
2,67 
2,92 
2,62 
2,72 
1,61 
1,42 
2,23 
2,27 
2,16 
2,14 
S2„ (dB) 
37,35 
35,20 
34,95 
36,91 
36,01 
35,98 
31,83 
32,93 
34,41 
35,63 
33,63 
33,73 
4.08 
4.15 
4.19 
4.15 
4.15 
4.16 
8.08 
3.12 
5.01 
4.95 
5,05 
5.08 
7.33 
12,94 
14,98 
10,58 
12,46 
11.70 
7,66 
4,44 
5,68 
9.40 
7.01 
7.68 
0.00 
2.13 
5.58 
2.87 
2.53 
2.59 
D2(dB) 
4.63 
4,67 
4,66 
4.67 
4,67 
4,67 
4,73 
4,69 
4,69 
4.68 
4,69 
4,69 
3.23 
3.25 
3.20 
3.22 
3.23 
3.24 
4,13 
2.82 
3,50 
3,41 
3.47 
3.50 
3.97 
4.39 
4.56 
4.38 
4.46 
4.40 
3.96 
3.38 
3.75 
4,20 
3,93 
4,02 
1.06 
2,47 
3,70 
2,93 
2.79 
2.77 
Temps de  simulation (secondes) 
12 
13 
16 
18 
22 
29 
12 
13 
14 
16 
19 
29 
13 
14 
15 
17 
19 
25 
14 
15 
16 
17 
21 
26 
16 
16 
18 
20 
23 
28 
20 
21 
22 
23 
27 
34 
27 
27 
29 
31 
35 
41 
Diaphonie 
Sn 
2,-54 
S2 1" 
4.85 
Paramètres 
Niveau 
2 
U 
0.10 
n 
15 
Ond. 
Dbl5 
101 
Les résultats du tableau 4.10 sont similaire s à  ceux d u tableau 4.9 . L e passage du niveau 1  a u 
niveau 2  d e décompositio n n e sembl e pa s avoi r u n impac t particulie r su r le s performances . 
La distorsio n es t toujour s positiv e d û à  un e erreu r d e permutatio n de s nœuds . Le s 
performances son t maximales pou r le s paramètres A' ^ =  512 e t AN(%)  =  50 . 
Tableau 4.1 1 
SS avec l a TPO, mélange instantané , analyse niveau 3 
AN(%) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
N 
16 32 1  6 4 1  12 8 1  25 6 512 1024 
Sn, (dB) 
21,17 
23,81 
23,80 
21,07 
21,08 
21,06 
5.71 
5.79 
5.61 
5.77 
5.79 
5.78 
7,46 
7,30 
4,50 
7,29 
7.21 
7.04 
6,35 
9,46 
9,11 
9,13 
9.27 
8.01 
11,36 
7,26 
8.40 
7.85 
7.16 
7.67 
8.10 
6,80 
7.72 
7.-34 
8.80 
8,51 
3,45 
4,82 
6,45 
5,08 
6.56 
7.31 
D, (dB) 
2,92 
2,95 
2.98 
3,01 
2,99 
2.99 
1.63 
1.65 
1.59 
1.67 
1.66 
1.66 
1,95 
1,92 
1,22 
1,88 
1.88 
1,82 
1.87 
-5.-54 
-6.24 
2.28 
2,33 
2,13 
-5.67 
-4.94 
2.20 
2.13 
1.98 
2.05 
-5,89 
-5,26 
-3,67 
-4,87 
-5,51 
-5.24 
-1.72 
-2,13 
-3,66 
-2,12 
-3,32 
-3.83 
S2n (dB) 
19.38 
23.04 
23.29 
19.96 
19.89 
19.89 
3.99 
4.05 
4.02 
4.09 
4.06 
4,08 
6,86 
6.78 
3,75 
6,40 
6,44 
6,09 
5.11 
11.44 
13.19 
6.16 
7.97 
7,53 
10,81 
11.42 
5,50 
6.04 
4,46 
4,99 
11.06 
11,56 
9,22 
11,17 
11,70 
11,40 
6,10 
6.93 
9.42 
7.44 
8,-34 
9,12 
D, (dB) 
4.60 
4.50 
4.48 
4.49 
4.51 
4,51 
2.94 
2.96 
2,90 
2.94 
2.96 
2,96 
3.79 
3,69 
2,83 
3,67 
3,69 
3,66 
3,19 
-6.17 
-6.75 
3,57 
3,87 
3.82 
-7.34 
-4.87 
3.37 
3.50 
3,14 
3.33 
-6,27 
-5,70 
-4,88 
-4,83 
-6,03 
-5,85 
-2,79 
-3.34 
-5,44 
-3.52 
-4.68 
-5.29 
Temps de  simulation (secondes) 
90 
101 
115 
138 
176 
232 
89 
101 
115 
137 
176 
254 
77 
85 
118 
141 
180 
257 
79 
86 
99 
117 
145 
261 
86 
95 
106 
123 
155 
218 
96 
106 
119 
138 
175 
241 
119 
129 
148 
172 
210 
287 
Diaphonie 
Sn 
2,.34 
S2 
4.8 
/ 
5 
Paramètres 
Niveau 
3 
A 
0.10 
n 
75 
Ond. 
Dbl5 
102 
Avec un e décompositio n d e nivea u 3  un e dégradatio n de s performance s commenc e à 
apparaître pa r rappor t au x niveau x 1  et 2 . L a SS es t arrêté e à  ce nivea u d û à  une diminutio n 
évidente de s performance s ave c un e décompositio n supérieur e a u nivea u 3 . Le s 
performances son t maximale s pour le s paramètres N  =512  e t àN(%)  =  50 . 
Tableau 4.1 2 
SS avec l a TPO, mélange convolutif , analys e niveau I 
AN{9c) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
N 
16 32 64 1  12 8 1  25 6 512 1024 
S,„ (dB) 
2,20 
2.48 
2.68 
2.61 
2.53 
2.48 
4.53 
4.14 
4.13 
6.36 
4,25 
4,36 
6,10 
6,57 
7,01 
4,88 
5,73 
5,51 
6,43 
6,67 
4.44 
4,60 
6,46 
6,45 
3.04 
2.95 
2.80 
2.71 
2.99 
3.13 
3,18 
5.84 
6,83 
6,73 
2,88 
6,83 
5,07 
2.20 
2,61 
1.92 
1,47 
2,18 
D, (dB) 
-4.24 
-4.42 
-4.-54 
-4,50 
-4.45 
-4,41 
-5,-54 
6,47 
-4,98 
7,45 
-5,38 
-5,45 
4,32 
4.70 
3.99 
3.71 
4.24 
4.07 
-5,08 
-5,10 
3.31 
3,37 
-5.17 
-5,17 
2.63 
2.69 
2.94 
3.05 
2,75 
2,75 
2,86 
-3,49 
-4,52 
-4,50 
3.17 
-4,58 
-3,97 
2.87 
3.09 
3.08 
2.88 
3.08 
S2„ (dB) 
-6,06 
-6,26 
-6.35 
-6.28 
-6.22 
-6,30 
-7,49 
7,74 
-7,17 
8,04 
-7,45 
-7,49 
6.16 
6,59 
6.41 
6.14 
6.54 
6.46 
-4,03 
-3,95 
3,89 
4,06 
-3,74 
-3.75 
3,89 
3,80 
4,25 
4,88 
4,11 
3.91 
3,59 
-4,66 
-4,89 
-5,02 
3,85 
-4,92 
-3,97 
3,04 
3,75 
3,48 
3,67 
3,40 
-6,06 
-6.26 
-6.35 
-6.28 
-6.22 
-6.30 
-6.06 
7,74 
-7,17 
8,04 
-7,45 
-7,49 
-7,49 
6.59 
6,41 
6,14 
6,-34 
6,46 
6,16 
-3.95 
3.89 
4.06 
-3.74 
-3.75 
-4,03 
3.80 
4,25 
4,88 
4,11 
3,91 
3,89 
-4.66 
-4.89 
-5.02 
3.85 
-4.92 
3.-59 
3,04 
3,75 
3.48 
3.67 
3,40 
-3.97 
Temps de  simulation (secondes) 
8 
9 
11 
13 
16 
24 
7 
7 
9 
II 
16 
24 
7 
8 
9 
10 
13 
20 
7 
8 
10 
11 
14 
20 
9 
9 
10 
12 
16 
22 
11 
11 
13 
15 
18 
25 
15 
16 
17 
19 
23 
31 
Diaphonie 
Sn 
2,34 
5, / 
4.85 
Paramètres 
Niveau 
1 
M 
0.10 
n 
75 
Ond. 
Dbl5 
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Les performances a u nivea u 1  sont maximale s ave c un e TFFG d e 6 4 points . Encor e u n foi s 
le nivea u d e distorsio n es t positi f signifian t u n erreu r d e reconstructio n de s sources . Le s 
performances son t maximales pour les paramètres A ^ =  512 e t AN{%)  =  50 . 
Tableau 4.1 3 
SS avec la TPO, mélange convoluti f analys e niveau 2 
AN{%) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
N 
16 32 1  6 4 1  12 8 1  25 6 512 1024 
Sn, (dB) 
4,48 
4,00 
4.18 
4.40 
4.18 
4,34 
2,35 
5,06 
2,43 
2.26 
2,57 
2,54 
6,44 
6,36 
6,50 
6,64 
6,62 
6,62 
5.26 
4.99 
4.89 
4.90 
4.88 
5.00 
6.-34 
5.82 
6.85 
6.70 
6.98 
6.93 
2.71 
2,04 
5,52 
2,04 
2,72 
4,03 
5,04 
5,03 
4.98 
5.-30 
4,74 
5.41 
D, (dB) 
-3,-32 
-5.22 
-5.38 
-5.51 
-5,36 
-5,45 
-2,51 
-5,47 
-2.60 
-2.48 
-2,68 
-2,63 
-4.91 
-5,05 
-5.01 
-5.10 
-5,02 
-5.04 
-3.37 
-3.56 
-3,-50 
-3.59 
-3.59 
-3.61 
-3.94 
-3.70 
-4.03 
-4.21 
-4.25 
-4.18 
1,88 
1,98 
-3,29 
1.95 
1.94 
-2.96 
-2.88 
-2.81 
-3.56 
-2,37 
-2,82 
-2,80 
S2„ (dB) 
7,08 
6.86 
6,87 
6,89 
6.94 
7,01 
5.32 
6.68 
5,26 
4.75 
5.21 
4,99 
7.00 
7.59 
7.59 
6,95 
7.07 
7,05 
7.79 
7.70 
5.98 
6.26 
6.10 
7.60 
7.42 
6.31 
7.77 
7.60 
7.26 
7.25 
3.15 
2.09 
5.40 
2.38 
2,45 
5,-30 
6,92 
6,12 
6.43 
7.41 
6.64 
6.75 
D2 (dB) 
-7.46 
-7.37 
-7,37 
-7.37 
-7.41 
-7.46 
-3,30 
-7,02 
-3,48 
-3,22 
-3,39 
-3,31 
-3.48 
-3.87 
-4.06 
-3.69 
-3.60 
-3.63 
-5.03 
-5.10 
-5.02 
-5,16 
-5,12 
-5,20 
-4.94 
-4.66 
-4,78 
-5,01 
-5.07 
-4.93 
2,62 
2,27 
-3,77 
1,99 
2,14 
-3.36 
-3.97 
-3.56 
-3.95 
-3.32 
-3.86 
-3,77 
Temps de  simulation (secondes) 
1 
8 
9 
11 
17 
23 
7 
8 
9 
11 
13 
21 
8 
9 
10 
11 
14 
20 
9 
10 
11 
12 
15 
21 
11 
11 
13 
15 
17 
23 
15 
15 
16 
18 
22 
28 
21 
22 
24 
26 
29 
36 
Diaphonie 
Sn 
2.54 
Si i 
4.85 
Paramètres 
Niveau 
2 
A 
0,10 
n 
75 
Ond. 
Dbl5 
104 
Les résultat s obtenu s a u nivea u 2  sont beaucou p plu s significati f qu e ceux d u nivea u I . Le s 
valeurs d e l a qualit é d e l a séparatio n son t positive s e t le s valeur s d e l a distorsio n négative s 
sur l a majeu r parti e d e l a plage . C e son t le s meilleur s résultat s obtenu s ave c le s paramètre s 
choisis e t l'utilisatio n d e l a TPO . Le s performance s son t maximale s pou r le s paramètre s 
A^  =51 2 e t AyV(% ) = 50. 
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Tableau 4.1 4 
SS avec l a TPO, mélange convolutif , analys e niveau 3 
àN{7c) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
N 
16 32 1  6 4 1  12 8 1  25 6 512 1024 
Sn, (dB) 
5.22 
-0.81 
2.13 
3.86 
2,23 
2,15 
4.46 
3.20 
3.46 
3.62 
3.46 
3.76 
6,24 
5.52 
5.66 
5.67 
5.89 
5.46 
4,53 
4,66 
6,02 
6,31 
5,66 
6,01 
6,62 
4,77 
4,17 
3,42 
4,96 
3.60 
3.35 
5,00 
5,38 
4.18 
2.89 
4.53 
3,09 
3,15 
3,73 
2.-54 
3.43 
3.04 
D, (dB) 
-4,45 
0,57 
-2.14 
-2,24 
-2,24 
-2.18 
-2.53 
-0.94 
-0.29 
-0.26 
-0.-30 
-0.01 
-3.76 
-3.47 
-3.32 
-3.53 
-3.59 
-3.02 
-2,20 
-2,37 
-2,74 
-2,97 
-2,09 
-2,64 
-2.60 
-2.78 
-2.43 
-2.27 
-2.04 
-2.33 
-2.05 
-2.08 
-1.67 
-2.11 
-1.31 
-1.57 
-1.89 
-1.99 
-2.10 
-1.39 
-1.46 
-I .I4 
S2„ (dB) 
6.13 
-0.97 
5.71 
6.95 
5,58 
5.40 
7.09 
5.85 
6.-36 
6.25 
6.31 
5.91 
7.56 
7.63 
7.71 
7.77 
7.73 
7,94 
5,74 
6.19 
7.68 
7.09 
7.60 
7.65 
5.96 
5.87 
5.94 
5.25 
5.69 
5.41 
6.07 
6.21 
6.07 
6,27 
6,23 
5,94 
4.79 
5.39 
5.98 
4.66 
5.29 
5.68 
D2 (dB) 
-3.92 
1,10 
-3,41 
-4,42 
-3.34 
-3,27 
-2.68 
-1,97 
-1,69 
-1.61 
-1,65 
-1.27 
-5.11 
-4,59 
-4.51 
-4,80 
-5,05 
-4.48 
-3.74 
-3,50 
-3,73 
-4,73 
-3,51 
-4.03 
-3.78 
-2.96 
-3.23 
-3.26 
-3.44 
-3.35 
-3,62 
-3.42 
-2.88 
-3,24 
-2,81 
-2,74 
-2,88 
-2.60 
-2.91 
-2.60 
-2.48 
-2,37 
Temps de  simulation  (secondes) 
8 
9 
10 
11 
14 
20 
8 
9 
10 
12 
14 
20 
9 
10 
11 
13 
16 
21 
11 
12 
13 
15 
18 
23 
15 
16 
17 
18 
21 
27 
22 
22 
24 
26 
28 
34 
35 
35 
36 
39 
42 
48 
Diaphonie 
Sn 
2.54 
S 1 
4.85 
Paramètres 
Niveau 
3 
A 
0,10 
n 
75 
Ond. 
Dbl5 
Comme dan s l e cas du mélang e instantan é un e dégradatio n de s performance s es t observabl e 
à parti r d u troisièm e nivea u d e décomposifion . Le s performance s optimale s obtenue s son t 
inférieures pa r rappor t a u nivea u 2 . Le s simulation s n e son t pa s poursuivie s au-del à d e c e 
niveau pou r cett e raison . Le s résultat s optimau x son t localisé s dan s l a colonne o u la  TFF G 
est de 64 points. 
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Tableau 4.1 5 
SS en fréquence, mélang e instantan é 
AN (7c) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
A' 
16 1  3 2 64 128 256 1  51 2 1024 
Sn, (dB) 
8.63 
8.61 
8.64 
8.65 
8.64 
8.63 
15,55 
15,81 
15,64 
15.76 
15.75 
15.75 
12,63 
12,52 
12.47 
12,52 
12,50 
12,51 
15.94 
11.49 
11.48 
16.19 
16.20 
16.19 
17.82 
18.00 
18,15 
12,31 
18,09 
18,10 
10,44 
10,76 
14,01 
10.81 
10.83 
10.83 
9,46 
10,97 
17.14 
12.44 
15,06 
15,59 
D, (dB) 
-4,03 
-4,04 
-4,05 
-4.06 
-4,05 
-4.05 
-10.04 
-10.16 
-10,14 
-10.16 
-10.16 
-10,15 
-6.12 
-6.16 
-6,11 
-6,12 
-6,14 
-6,13 
-9.45 
-6.71 
-6.71 
-9.48 
-9,47 
-9,47 
-14,03 
-14,13 
-14,13 
-9,14 
-14,15 
-14,15 
-4.06 
-5,57 
-8,55 
-5,67 
-5,64 
-5,64 
-6.12 
-5,03 
-10,33 
-7,43 
-8.25 
-8,64 
S2„ (dB) 
9.73 
9.76 
9.77 
9.77 
9.76 
9,76 
15,48 
15,68 
15.71 
15,68 
15,64 
15,62 
11,58 
11,82 
11,70 
11.71 
11,78 
11,75 
14,85 
12.03 
12.05 
14,78 
14,75 
14,77 
20.93 
21.20 
20.86 
16.07 
21.07 
21.06 
10.02 
1 1.3 4 
14.74 
11.69 
11.62 
11.64 
12,76 
10,74 
15.82 
13.57 
14.01 
14,32 
D, (dB) 
-3.42 
-3,41 
-3.42 
-3,42 
-3,43 
-5.41 
-11,30 
-11.44 
-11.41 
-11.42 
-11.40 
-11.39 
13 
14 
15 
17 
21 
29 
12 
14 
15 
17 
21 
29 
-8.27 
-8,-34 
-8,29 
-8,30 
-8,33 
-8,32 
Temps de 
11 
12 
15 
17 
21 
29 
-11,17 
-7.39 
-7,38 
-11.18 
-11,18 
-11.18 
simulation (s 
11 
12 
13 
15 
18 
30 
-14.78 
-14.89 
-14.80 
-9.16 
-14.85 
-14.84 
-6.57 
-6,97 
-10,24 
-7.10 
-7,07 
-7,08 
econdes) 
12 
13 
14 
16 
19 
25 
13 
14 
16 
18 
21 
28 
-7,22 
-7,08 
-12.65 
-9.13 
-10.81 
-11.24 
16 
17 
19 
21 
25 
32 
Diaphonie 
S n 
2,50 
S 'i 
4.62 
Paramètres 
A 
0.10 
n 
75 
Les performances obtenue s avec l'algorithme de SS en fréquence dan s le cas du mélang e 
instantané son t inférieures à  celles obtenus avec l'udlisation de la TPO et de la TOC. L e 
niveau de séparation es t beaucoup plus élevé dans les deux cas. L'avantag e éviden t es t une 
diminution d u temps de calcul nécessair e qui est nettement inférieu r au x autres méthode s 
simulés. Le s performances son t maximales pour les paramètres A ^ =  512 e t AN(%)  =  50. 
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Tableau 4.1 6 
SS en fréquence, mélang e instantan é 
AN (7c) 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
12.5 
25.0 
37.5 
50.0 
62.5 
75.0 
A' 
16 1  3 2 6 4 1  12 8 |  25 6 |  51 2 |  102 4 
Sn, (dB) 
2.60 
2,71 
2.73 
2,86 
2.71 
2.70 
2.16 
2.39 
2.58 
2,56 
2,45 
2.41 
4,-54 
4,09 
4,27 
4,28 
4,25 
4,36 
5.10 
5,94 
4,90 
4,75 
5,61 
4,87 
5.81 
5.83 
5.78 
5.79 
4.98 
5.82 
4.15 
5.40 
5.20 
6.01 
5.20 
5,21 
3,79 
4,-37 
2,63 
4,86 
3,27 
3,19 
D, (dB) 
-4.49 
-4,56 
-4,57 
-4,65 
-4,56 
-4,56 
-4.21 
-4,35 
-4,47 
-4.46 
-4.39 
-4.-37 
-3,52 
-5,23 
-5.39 
-5,24 
-5.37 
-5,43 
-5,15 
-5,77 
-4,91 
-4,72 
-5.51 
-4.99 
-5.02 
-5.06 
-5.10 
-5.11 
-3.09 
-5.08 
-2,32 
-3,92 
-3,85 
-4,22 
-3,86 
-3,90 
-2.70 
-3,23 
-2.-34 
-2,87 
-2,67 
-2,68 
Si,. (dB) 
5,18 
5.20 
5.14 
5,08 
5.21 
5.21 
4.94 
5.26 
5.43 
5.36 
5.23 
5.34 
7,23 
7,06 
7,05 
7,30 
7,10 
7,17 
7.27 
6.95 
6.55 
6.27 
6.94 
6.53 
8.07 
8.00 
7.75 
7.74 
7.34 
7.80 
6,99 
7.71 
5.93 
6,42 
6,18 
6.10 
6,08 
5,13 
4.87 
5,36 
4,70 
4,62 
Di (dB) 
-6.22 
-6.25 
-6,23 
-6,17 
-6,25 
-6,26 
-6.05 
-6.29 
-6.37 
-6.34 
-6,25 
-6,33 
-7,52 
-7,48 
-7,47 
-7,20 
-7,49 
-7,53 
-7.16 
-7.03 
-6.59 
-6.34 
-7.14 
-6,61 
-5.50 
-5,54 
-5.58 
-5.62 
-4.32 
-5.57 
-4.38 
-5.06 
-4.86 
-5.27 
-5,05 
-5,07 
-3,87 
-4,47 
-3,70 
-3,66 
-4.14 
-4.13 
Temps de  simulation  (secondes) 
1 
8 
10 
12 
15 
23 
8 
8 
9 
12 
15 
23 
6 
6 
10 
13 
17 
26 
6 
7 
8 
10 
13 
20 
7 
8 
9 
11 
14 
20 
9 
9 
10 
12 
16 
23 
10 
11 
13 
16 
19 
27 
Diaphonie 
Sn 
2.-54 
Si, 
4.85 
Paramètres 
A 
O.IO 
n 
75 
Les résultat s d u tablea u 4.1 6 son t comparable s à  ceux obtenu s ave c l'utilisatio n d e l a TPO. 
Par contr e il s son t inférieur s à  ceu x obtenu s ave c l'utilisatio n d e l a TOC . L e nivea u d e 
performance augment e avec  l'augmentatio n d u nombr e d e poin t d e l a TFFG . L'avantag e 
comme dan s l e ca s d u mélang e instantan é es t l a diminutio n d u temp s d e calcu l nécessaire . 
Les performances son t maximales pour les paramètres A ' = 512 e t AN(%)  =  50 . 
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La qualité de la séparation à  l'entrée d u systèm e de séparation es t présent e sou s deux forme s 
soit :  la qualit é plein e band e 5/ , S21  e t l a qualit é aprè s analys e e t synthès e ave c l a TOC Sjn,-
S2,ir- Ces donnée s son t présente s pou r vérifie r l'impac t d e l'analys e e t d e l a synthès e à  lu i 
seul su r l e nivea u d e diaphonie . I l devien t possibl e d e vérifie r l'augmentatio n o u l a 
diminution engendré par la TOC et la TOCI sur la séparation. 
Les table s 2  e t 3  son t de s compilation s de s donnée s optimale s obtenue s ave c l a TOC pou r 
chaque loi , ave c l a TP O e t ave c l'algorithm e e n fréquenc e seulement . Seu l l e nivea u 
diaphonie à  l'entrée aprè s synthès e es t présent é dan s le s tables pou r l a SS avec l a TOC. L e 
niveau d e diaphoni e plein e band e es t celu i présent é pour l'algorithm e d e SS en fréquenc e e t 
avec l a TPO. 
Tableau 4.1 7 
Mesures de performances optimales , mélange instantan é 
Mesures de performances e n dB 
Algorithme 
Ondelette 
N 
AN {7c) 
Su 
S,2 
s,„ 
S„2 
D, 
D2 
Fréquence 
— 
256 
2 5 % 
2,50 
4,62 
18.00 
21.20 
-14.13 
-14.89 
TPO 
Dbl5 
Niveau 1 
256 
50% 
2.-50 
4.62 
39.39 
37.58 
3.82 
5.16 
TOC 
Morlet 
Uniforme 
32 
50% 
3.86 
3.26 
35.46 
35,36 
-32,31 
-32,38 
Line'aire 
32 
50% 
3.01 
4.11 
34.41 
35.30 
-31.16 
-32.57 
Log. 
16 
25 7c 
2.01 
5.11 
33.37 
41.79 
-33.09 
-37,00 
Mu 
32 
50% 
2,67 
4,45 
34,54 
36,79 
31,82 
33,36 
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Tableau 4.1 8 
Mesures de performances optimales , mélange convoluti f 
Mesures de performances e n dB 
Algorithme 
Ondelette 
N 
AN (7c) 
Su 
Su 
Sul 
S„2 
D, 
D2 
Fréquence 
... 
256 
2 5 % 
2,-54 
4,85 
5,83 
8,00 
-5.06 
-5.-54 
TPO 
DB15 
Niveau 2 
64 
50% 
2,54 
4,85 
6,50 
7.59 
-5.01 
-3.69 
TOC 
Morlet 
Uniforme 
512 
50% 
4.07 
3.57 
9,81 
9,97 
-4,60 
-5,35 
Linéaire 
512 
50% 
3,35 
3,97 
10,65 
9.68 
-3.89 
-5.21 
Log. 
512 
37.5 % 
3.44 
6.40 
10.97 
13.03 
-5.62 
-8.98 
Mu 
512 
37,5 % 
3,45 
5,08 
10.12 
11.10 
-5,14 
-7.61 
La figur e 4. 5 illustr e le s signau x sources , le s signau x observé s e t le s signau x source s 
reconstmits pou r le s paramètres optimau x A' ^ = 512 e t AA'^ (% ) = 37.5 d u tablea u 4.2 . Cett e 
représentation perme t d e valider le s résultats numériques obtenus . Le s signaux source s de l a 
figure 4.5 ne sont pas les signaux pleines bandes mai s ceux obtenu s après analyse et synthès e 
avec l a TOC . L a comparaiso n doi t êtr e fait e avec  ceux-c i ca r c e n e son t pa s le s signau x 
pleine bande que l'on retrouv e dû à l'erreur de reconstmction ave c la TOCI. 
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Figure 4.5 Signaux  sources,  observés  et  reconstruits pour l'algorithme  de  SS 
avec la TOC utilisant les  paramètres optimaux  du tableau 4.2. 
4.7 Discussion des résultats 
Les données montrent une améliorafion de s performances ave c l'ufilisation d e la TPO et de la 
TOC comme prétraitement . Mêm e dans le cas du mélang e instantané , les performances son t 
améliorées. 
L'amélioration peu t êtr e attribué e à  plusieur s facteur s :  l a modificatio n d u nivea u d e 
diaphonie pa r l a TOC, l'effe t d e l a TO C su r l a distribution statistiqu e e t l e travai l e n sous -
bandes. 
L'analyse e t la  synthèse ave c l a TOC a  un effe t direc t su r le niveau d e diaphonie san s mêm e 
prendre e n considératio n l e blo c d e séparatio n d e sources . Chaqu e échell e correspon d à 
filtrer l e signa l pa r u n filtr e pass e bande . L e nivea u d e diaphoni e vari e e n fonctio n d e 
l'échelle o u d e l a band e d e fréquence . L e mélang e de s fréquence s n'es t pa s idenfiqu e su r 
toute la  bande passant e d û au x fonction s d e transferts d e l a matric e d e mélange . L e nivea u 
obtenu pou r chaque échell e es t différen t d e celui calcul é à  partir d e l a band complète . Cett e 
variation d u nivea u d e diaphoni e à  l'entré e d u systèm e d e séparatio n peu t cause r un e 
amélioration o u une diminution de s performances. Ains i l e choix d e certaines échelles a  une 
influence su r le degré de performance d e l'algorithme . 
Si l a distributio n statistiqu e de s coefficient s es t altéré e pa r l a TO C le s performance s elle s 
aussi s'e n trouven t affectées . S i l a distributio n recherché e es t laplacienn e e t qu e l'analys e 
avec l a TO C pou r un e certain e échell e génèr e de s coefficient s ayan t un e distribufio n 
laplacienne le s performance s d e séparatio n seron t altérées . L a solutio n risqu e d'êtr e plu s 
juste et obtenue plus rapidement . 
Il a  été report é dans l a littérature qu e l e travail e n sou s bande amélior e le s performances de s 
algorithmes d e séparation . L a TO C es t un e décompositio n e n sou s bande s non-uniformes . 
Par s a propriét é d e travai l e n sou s bande s i l es t possibl e d'associe r l'augmentatio n de s 
performances à  cette affirmadon . 
CONCLUSION 
Plusieurs approchen t existen t pou r traite r l e problèm e qu e constitu e l a SS . Le s algorithme s 
traitent, pou r l a plupar t le s signau x observé s dan s l e domain e tempore l o u fréquendel . Le s 
approches rapportée s dan s l a littérature  utilisen t l a TF , l a décomposition e n sous-bandes , l a 
transformée d e Wigner-Ville e t la TO, etc. 
Les algorithme s d e typ e ondelette s utilisen t l a TP O e t l a TO D pou r effectue r l a SS . Le s 
applications utilisan t ces types de TO sont orientées ver s le mélange instantané e t convolutif . 
Au meilleu r d e notr e connaissance , aucu n algorithm e n e sembl e à  c e jour , avoi r ét é 
développé pour traiter un mélange convolutif d e locuteurs. 
Dans l e cadr e d e c e travai l un e nouvell e méthod e d e S S a  ét é développé e pou r traite r u n 
mélange convoluti f d e locuteurs . L'algorithm e propos é utilis e l a TOC comme prétraitemen t 
avant d'effectue r l a séparation de s coefficients e n fréquence e n faisant usag e de l'algorithm e 
de séparation EASI . 
Les échelle s choisie s dan s c e mémoir e pou r l'analys e ave c l a TO C son t e n nombr e fin i e t 
sélectionnées d e faço n à  couvrir l a bande passant e utilisé e e n téléphonie . Le s échelle s son t 
réparties suivan t quatr e lois : fréquence s uniformes , échelle s uniformes , lo i m u e t lo i 
logarithmique. Ce s loi s permetten t entr e autr e d e vérifie r l'impac t d u choix de s échelles su r 
la performance d e la SS. 
Les signaux observé s employés pour le s simulations proviennent d u mélange d'un locuteu r et 
d'une locutrice . Le s dimensions d u problème sont choisies pour obtenir l e cas déterminé soi t 
celui o u l e nombr e d e source s es t éga l a u nombr e d e mélange s a u nombr e d e deux . Le s 
fonctions d e transfer t utilisée s pou r constmit e le s signau x observé s son t synthédque s e t à 
phases minimales . Le s signaux observé s obtenus sont donc synthétiques . 
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Les simulation s son t effectuée s pou r troi s algorithme s :  SS avec l a TOC, S S ave c l a TPO e t 
SS en fréquenc e seulement . Tou s ce s algorithme s possèden t l e mêm e blo c d e séparatio n e n 
fréquence constitu é pa r l a TFFG e t l'algorithm e EASI . Le s données obtenues permetten t d e 
comparer le s performances e n fonction d u type de TO utilisée. 
Les résultats montrent un e amélioration de s performances ave c l'utilisation d e la TOC. Cett e 
amélioration es t justifiée pa r l a modificatio n de s distribution s de s signaux pa r l a TOC e t pa r 
le travai l e n sous-bandes . Le s performance s son t relativemen t indépendante s d e l a lo i 
utilisée. Pou r le s quatr e lois , le s résultat s montren t un e bonn e séparatio n de s signau x 
observés. 
L'augmentation de s performance s avec  l'algorithm e propos é peut-êtr e attribu é a u travai l e n 
sous-bandes e t à  l a modificatio n de s distributions . L'impac t d e l a TO C e.s t comparabl e à 
celui d e l a TPO lor s d u prétraitement . Le s effet s associé s à  l'utilisation d e l a TPO peuven t 
donc être associé à  l'utilisation d e la TOC. 
TRAVAIL FUTU R 
La premièr e amélioratio n devan t êtr e apport é à  l'algorithm e concern e l e typ e d e mélange s 
pouvant êtr e traité . L'algorithm e développ é es t e n mesur e d e traite r seulemen t le s mélange s 
provenant d'un e matric e d e mélang e constitu é d e filtres à  phase s minimales . Pou r êtr e 
complet, l'algorithm e doi t êtr e en mesur e d e traite r le s mélange s résultant s d'un e matric e d e 
filtres à  phases non-minimales . 
L'utilisation d'u n pa s adaptatif , d e non-linéarité s avec  seui l e t d e critère s d'arrêt s de s 
itérations son t de s élément s pouvan t améliore r le s performance s d e l'algorithme . U n choi x 
automatique de s échelle s bas é su r u n critèr e utilisan t l e nivea u d'informatio n es t un e autr e 
amélioration pouvan t être apportée. 
L'élimination de s variables nécessitan t u n ajustemen t dan s l e but de rendre l'algorithm e plu s 
aveugle serai t important . Le s paramètre s le s plus dérangeant s son t actuellemen t l a longueu r 
et l e déplacemen t ave c l a TFF G ains i qu e l e nombr e e t l a répartitio n de s échelle s ave c l a 
TOC. L'éliminado n d e tou s ce s paramètre s rendrai t le s performance s d e l'algorithm e 
dépendant seulemen t d e la non-linéarité e t de l'ondelette choisie . 
Des test s d e robustesses d e l'algorithm e pa r rappor t au x mélange s devraien t êtr e développé s 
avec l e développement d'u n systèm e e n temp s réel . L a transformatio n d e ce t algorithm e e n 
un algorithm e e n temp s rée l es t un e avenu e intéressante . Cett e implantado n permettrai t 
vraiment d'évalue r le s capacités de cette approche à  effectuer l a SS. 
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