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Abstract
This paper presents a new clustering method based on the Aﬃnity Propagation (AP) for gesture recognition. AP has been
successfully applied to broad areas of computer science research because of its better clustering performance over traditional
methods such as k-means. In order to obtain high quality sets of clusters, the original Aﬃnity Propagation algorithm exchanges
real-valued messages between all pairs of data points iteratively until convergence. Therefore, the original AP is not suitable
for handling big data. In this paper, we add two improvements to the original AP. In order to increase the processing speed,
we deﬁne the continuous optical ﬂow in video sequence and use it to reduce the number of the data to be clustered. In order to
guarantee the accuracy, we deﬁne a function for evaluating the preference according to the data distribution.
c© 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of KES International.
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1. Introduction
In this paper, we present an improved Aﬃnity Propagation, where two new features are added for gesture
recognition.
AP[1] has been successfully applied to broad areas of computer science research. A.Kazantseva and S.Szpakowicz
[4] used AP for linear text segmentation. J. Xiao, J.Wang, et.al [3] proposed a joint segmentation approach to seg-
ment 2D images and cluster 3D points simultaneously. They ﬁnd the groups of three-dimensional points belonging
to a target object from multiple viewpoints. The main contributions of their work include the similarity estima-
tion based on the joint 2D and 3D information, and the two clustering algorithms: hierarchical sparse aﬃnity
propagation and semi-supervised graph-based aﬃnity propagation. M.Raptis and S.Soatto [2] presented a local
spatial-temporal descriptors based on low-level statistics. The descriptors are deduced from an explicit model with
all assumptions explicitly stated. They used the detected features and AP to recognize motions.
Although Aﬃnity Propagation has been receiving much attention, one of the most important issues is its
slowness, especially for large scale data sets.
In this paper, we present an improved Aﬃnity Propagation for gesture recognition. The gesture recognition
from an image sequence consists of the following steps.
Step 1: Extracting feature points and regions related to human actions with optical ﬂow
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We calculate the optical ﬂow from the input video sequence. In order to reduce the computation cost of
clustering with Aﬃnity Propagation, we estimate the continuation ﬂow that is described in Section 3.1.
Step 2: Clustering the feature points with our improved Aﬃnity Propagation
In order to estimate the local motion, we segment the feature points obtained at step 1 into several clusters.
Since the number of the joints is not available, we use Aﬃnity Propagation to perform the clustering. In order to
increase the processing speed, we reduce the number of the data to be segmented by using the continuous optical
ﬂow described in Section 3.3. In addition, in order to guarantee accuracy, we deﬁne a new evaluation function
for evaluating the preference according to the data distribution. Our preference evaluation function can reduce the
inﬂuence of image noise during the clustering (See Section 3.4).
Step 3: Constructing tracklet descriptors using the histogram of gradient orientation (HoG) and the histogram of
optical ﬂow (HoF) of the clustered point cloud in the bounding box. Then we the dot product of HoG and HoF as
the value of features. This step is the same as [2].
Step 4: Classiﬁcation by comparing input data and the training data with Adaptive Time Warping
Time warping (TW) algorithm is often used in gesture recognition. In order to reduce the processing time
of Time warping, the time sequence is preprocessed with a variable length compression and then passed to the
Adaptive time warping (ATW) algorithm.
2. Aﬃnity Propagation[1]
Aﬃnity Propagation (AP) is a recently published clustering algorithm. It has been reported that AP yields
much better results than other algorithms when applied to certain problems. AP can determine the number of
clusters automatically with an approach of message exchange. By exchanging messages among data points simul-
taneously, AP determines either a point should be a cluster center (called exemplar), or the exemplar to which it
should belong. In AP, any point has two properties of being an exemplar and belonging to other exemplar. This
makes the clustering result robust and not depends on the initialization. The message exchange is carried out by
using three arrays called similarity, responsibility and availability.
2.1. Similarity and preference
Similarity is an array S that describes the relationship between any two points. The relationship between point
j and point i is denoted by S (i, j). The relationship between the two points obeys the following rule.
Basic Rule
the magnitude of relationship is in direct ratio to the magnitude of the value.
In another word, a big value indicates a strong relationship and a small value indicates a weak relationship.
Any distance measure can be used as the relationship if it obeys this Basic Rule. For example, the negative
Euclidean distance −d(pi, p j) can be used to estimate the relationship.
S (i, j) = −d(pi, pj) (1)
The relationship between N points is described with the array S of N × N elements. In particular, S (i, i) is called
the preference.
The preference of a point i, S (i, i) describes the degree of adaptation of being an exemplar.
2.2. Responsibility and availability
At the beginning, the availabilities are initialized to zero: a(i, k) = 0. The responsibility r(i, k) is the message
sent from a data point i to an exemplar candidate k, which reﬂects the accumulated evidence indicating how well
the point k serves as the exemplar of point i, while taking other potential exemplars for point i into account. The
responsibility is computed as
r(i, k) = s(i, k) −max
k′k
{a(i, k′) + s(i, k′)} (2)
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For k = i, the self-responsibility r(k, k) reﬂects accumulated evidence that point k is an exemplar, based on its
input preference tempered by how ill-suited it is to be assigned to another exemplar.
The availability a(i, k), sent from the candidate exemplar point k to point i, reﬂects the accumulated evidence
for how appropriate it would be for point i to choose point k as its exemplar, taking account of the support from
other points that also choose point k as the exemplar. While the above responsibility update let’s all candidate
exemplars compete for the ownership of a data point, the following availability update gathers evidence from data
points as to whether each candidate exemplar would make a good exemplar:
a(i, k) = min{0, r(k, k) +
∑
i′{i,k}
max{0, r(i′, k)}} (3)
The self-availability a(k, k) is updated in a diﬀerent way:
a(k, k) =
∑
i′k
max{0, r(i′, k)}. (4)
This message reﬂects the accumulated evidence that point k is an exemplar, based on the positive responsibilities
sent from other points.
After the convergence, the availabilities and the responsibilities are combined to identify exemplars. For point
i, its corresponding exemplar is obtained as
k∗ = argmaxk{a(i, k) + r(i, k)} (5)
This means that point i is identiﬁed as an exemplar when k∗ = i, otherwise the point k∗ is identiﬁed as the exemplar
of point i.
2.3. Problems of the original Aﬃnity Propagation
The original AP has two problems. The ﬁrst one is that due to a memory footprint of O(N2), which makes
AP cannot be applied to a data set where the number of data points N is very large. AP is not very suited for a
data set of large N because it run-time per iteration is also in O(N2) order. Another problem is that the data points
are divided into groups of approximately equal number of points by using the deﬁned preference function, so it is
easy to be inﬂuenced by noise.
3. Improving AP for motion recognition
In this section, we describe a new clustering method for gesture recognition by improving the original Aﬃnity
Propagation.
In generally, the number of rotating joints varies according to the kind of human action. In this paper, in order
to describe and to recognize human behavior automatically, we adopt the AP for data segmentation because the
numbers of the joints are unknown beforehand.
To solve problem of the conventional AP, we ﬁrst deﬁne the continuous optical ﬂow (See subsection 3.1) in
video image sequence and use it to reduce the number N of the data set. We apply the AP only to the data points
having non-continuous ﬂow (subsection 3.3). This makes our method faster than conventional AP. Secondly,
we deﬁne a new function that evaluates the preference (subsection 3.4) according to the data distribution. Our
preference function can reduce the inﬂuence of the noise and guarantee the accuracy.
3.1. Continuous Optical Flow
In the case that the input is a live video sequence, it is hard to apply AP for clustering all data points of the
estimated optical ﬂow before next image frame comes. In this paper, as shown in ﬁgure 1, the ﬂow vectors between
frame t − 1 and frame t − 2 and the one between frame t and frame t − 1 is denoted by f t−1 and f t, respectively.
If the starting point of f t overlaps the terminal point (red point) of f t−1, we say that f t and f t−1 is a continuous
optical ﬂow, denoted by f t ◦ f t−1 (See ﬁgure 1(c)).
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(a) f t−1; (b) f t; (c) f t ◦ f t−1
Fig. 1. Deﬁnition of continuous optical ﬂow.
3.2. Distance measure for similarity evaluation
In this paper, we deﬁne two formulas (eq.6 and eq.7.) for calculating the diﬀerence between two points by
considering the distance (S d) between them and the diﬀerence between their motion S f .
S d = −
‖pi − pj‖2
2σ2
(6)
S f = −‖ f i − f j‖, (7)
where p = [x y]T , σ2 is the variance of ‖pi − pj‖, and f is the ﬂow vector.
Then, we use sum of them as the similarity (S ) for AP to perform the clustering.
S = S d + S f (8)
The S obeys the Basic Rule of AP thus can be used as the similarity.
3.3. Clustering by considering continuous optical ﬂow
Generally, the movements of the parts on the same object have continuity on special-temporal space. There-
fore, the points on the same object should have continuous optical ﬂow. Based on this fact, we suggest a method,
which can reduce the number of data points N when applying AP for clustering by using the continuous optical
ﬂow. As shown in ﬁgure 2, we apply the AP only to non-continuous ﬂow data points (green points). The clus-
ters of continuous optical ﬂow are inherited from the results in the previous frame (black points). By using this
idea, we can reduce the computation time of message exchange, and can obtain a stable clustering result in image
sequences.
Fig. 2. Clustering considering the continuous optical ﬂows
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3.4. Function for preference evaluation
The original AP tends to divide data into clusters of equal number of data points. The reason of this phe-
nomenon is that the original AP uses a ﬁxed preference value. In real scene, the number data points of each
moving part are not necessarily the same. If we forcibly divide all data points into groups of equal same number,
some noise points far from a cluster center may be included. To solve this problem, in this paper, we set the pref-
erence value individually according to the distribution of each cluster. We deﬁne a new function for evaluating the
preference:
S (i, i) = Eall −
√
V(i) +
⌊
2 × Smax(i)
Eall
⌋log2 |Eall |
, (9)
where Eall is the expected value of whole similarity, V(i) and S max(i) is the variance the maximum value of the
similarity from point i, respectively. As deﬁned in subsection 3.2, Eall < 0, Smax(i) < 0.
Eall in equation (9) can be considered as a constant. In the case that the value of V(i) is large, S (i, i) will be
small and the number of data points in the cluster will be large. On the other hand, when the value of
⌊ 2×Smax(i)
Eall
⌋
is
large, the value of S (i, i) will be large and the number of data point in the cluster will be small.
Figure 3 shows an example result of the comparison between conventional AP and the proposed AP. Figure
3(a) is the result obtained with the original AP, we can see that the noise (highlight on the cooker) aﬀects the right
rectangular shape. Figure 3(b) is the result obtained with our preference function. We can see the inﬂuence of
noise could be reduced by using the proposed preference.
(a) The conventional AP; (b) The proposed AP
Fig. 3. Evaluation function for preference
4. Experimental Results
4.1. Recognition Experiment
In order to conﬁrm the eﬀectiveness of our improved AP, we performed some comparison experiments in
action recognition. Here, the processing except step (2) was the same as the one described in subsection 1).
Figure 4 shows the examples of the video sequences for learning: (A) jump, (B) shake hand, and (C) shake
body. The recognition results of these actions are shown in Table 1. In these sequences, the users wore white
clothes.
Figure 5 shows the examples of the video sequences for tests. The sequences of (a) jump, (b) shake hand, and
(c) shake body1 were diﬀerent from the ones for learning. The sequence (d) shake body2 is similar to (c) shake
body1, but taken with a diﬀerent zoom factor. The sequence (e) shake hand is similar to (b) shake hand, but the
user wore diﬀerent clothes. The sequences (f) and (g) are taken with diﬀerent zoom factors and the users wore the
clothes in the ticker design. The recognition results of (a) (g) are shown in Table 1. .
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(A)Jump (B)Wave Hand (C)Shake body
Fig. 4. Animation examples for learning.
(a)Jump
(b)Wave Hand (c)Shake body 1 (d)Shake body 2
(e)Shake Hand(B) (f)Shake body(B)1 (g)Shake body(B)2
Fig. 5. Animation examples for tests
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the following recognition motion:
The recognition was carried out for every frame. The recognition rate was calculated by using the following
formula.
recognitioni =
count(i)
TotalFrames × 100[%], (10)
where i is the number of the learning motion, count(i) is the number of the frames recognized as motion i.
TotalFrames is all frames of the sequence.
Table 1 shows the summarized results of action recognition rates. Bold numbers indicate the recognition rate.
In this experiment, we not only tested the video sequences of diﬀerent action, but also tested various cases
such as the users wore clothes of diﬀerent colors, the width of action were diﬀerent, etc. From the table 1, we
conﬁrmed that in all sequences except (b), the recognized action of the highest recognition rates correspond the
real actions. We also conﬁrmed that the recognition rates were greater than 65% for all actions except shake hand.
So, our proposed method can recognize human action. However, because the main characteristic in this method
is the appearance ﬂow, we knew it is diﬃcult to identiﬁcation of similar movements. For example, distinction of
Wave Hand and Shake body is diﬃcult. In addition, we knew the recognition which the sequence that could detect
many characteristic points was higher in was provided.
Table 1. Recognition of Proposed Method
Input\ (A) (B) (C)
\Output Jump Wave Hand Shake body
(a)Jump 77.8% 16.6% 5.6%
(b)Wave Hand 0.5% 29.1% 70.4%
(c)Shake body 1 0.0% 11.6% 88.4%
(d)Shake body 2 0.0% 18.6% 81.4%
(e)Wave Hand(B) 4.1% 57.5% 38.4%
(f)Shake body(B)1 4.9% 19.2% 75.8%
(g)Shake body(B)2 1.1% 33.8% 65.0%
4.2. Speed Comparison
Table 2 shows the processing time of our method and the original AP. Our method was faster than the original
AP for all kind of actions.
Table 2. Clustering considering the continuous optical ﬂows
proposed original proposed /
frame / sec frame / sec original
Jump 3.76 0.54 7.01
Shake body 1 94.60 10.55 8.97
Shake body 2 167.00 16.94 9.86
Shake Hand 400.80 38.68 10.36
5. Conclusion
In this paper, we have proposed modiﬁed Aﬃnity Propagation for action recognition. It can automatically
cluster the feature points obtained by the optical ﬂow. Our modiﬁed AP gained a big speedup over the original
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one because it can reduce the number of data points eﬀectively. In addition, our AP can reduce the inﬂuence of
noise signiﬁcantly thus can give much more robust results. Therefore, we think that our modiﬁed AP can also be
applied to applications other than the action recognition.
On the other hand, our proposed method gives low recognition rate for the similar actions. For example, it was
diﬃcult to identify Shake body or Shake hand. A considerable reason is that the recognition was carried out with
a bottom up approach, and the input feature was a low level optical ﬂow. We will improve the action recognition
by combining some top-down approaches in the future.
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