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Abstract
Certain properties of optimal bitwise APP (A Posteriori Probability) decoding of
binary linear block codes are studied. The focus is on the Probability Density
Function (pdf) of the bit Log-Likelihood-Ratio (LLR). A general channel model
with discrete (not necessarily binary) input and discrete or continuous output is
considered. It is proved that under a set of mild conditions on the channel, the
pdf of the bit LLR of a specific bit position is independent of the transmitted
code-word. It is also shown that the pdf of a given bit LLR, when the correspond-
ing bit takes the values of zero and one, are symmetric with respect to each other
(reflection of one another with respect to the vertical axis). In the case of channels
with binary inputs, a sufficient condition for two bit positions to have the same
pdf is presented. An analytical method for approximate performance evaluation of
binary linear block codes using an Additive White Gaussian Noise (AWGN) chan-
nel model with Binary Phase Shift Keying (BPSK) modulation is proposed. The
pdf of the bit LLR is expressed in terms of the Gram-Charlier series expansion.
This expansion requires knowledge of the statistical moments of the bit LLR. An
analytical method for calculating these moments which is based on some recursive
calculations involving certain weight enumerating functions of the code is intro-
duced. It is proved that the approximation can be as accurate as desired, using
enough numbers of terms in the Gram-Charlier series expansion. A new method for
the performance evaluation of Turbo-Like Codes is presented. The method is based
on estimating the pdf of the bit LLR by using an exponential model. The moment
matching method is combined with the maximum entropy principle to estimate
iii
the parameters of the new model. A simple method is developed for computing
the Probabilities of the Point Estimates (PPE) for the estimated parameters, as
well as for the Bit Error Rate (BER). It is demonstrated that this method requires
significantly fewer samples than the conventional Monte-Carlo (MC) simulation.
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1.1 Digital Communications and Coding Theory
Digital Communications is an essential ingredient of our modern life. The main
steps toward developing a practical system are: requirement analysis, design, and
performance analysis. There have been numerous research works in designing
a high performance digital communication system, but very few in the area of
performance evaluation. The reason is that, while one can perform a simulation
to get an approximate idea of the performance of conventional communications
systems, this is not the case when dealing with high performance systems in very
low bit error rate regions. Simulation methods for state of the art codes are time
intensive and costly. This is why analytical performance evaluation techniques are
becoming more important. These methods are meant to be precise, fast and simple
to significantly reduce the cost of designing a communication system.
The demand for having reliable communications systems is the main motivation
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behind the channel coding theory. Channel coding allows for the exchange of signal
power and signal bandwidth without performance loss. In other words, adaptation
to transmission conditions is possible with channel coding. Channel coding is
applied to ensure adequate transmission quality by adding redundancy to the data
stream. This redundancy enables the receiver to detect/correct transmission errors.
Shannon published his fundamental work on channel capacity in 1948 [1], which
describes the maximum data rate that can be reliably transmitted over a certain
channel. Since then, there have been numerous efforts to reach the channel ca-
pacity by designing a good code. One of the main obstacles in designing a high
performance code is performance evaluation. Detecting a few possible errors at
high Signal to Noise Ratio (SNR) regions requires millions of samples.
The importance of this work in the analysis of a coded system is very crucial
as it will reduce the number of samples required for performance analysis and will
address some hidden properties of the channel coder which may help in design-
ing more efficient codes and less complex decoders. The conventional simulation
methods are very time consuming and require a huge amount of computational
power. These are the main reasons that make them expensive and in some cases
infeasible to be performed. The proposed methods in this thesis will have a great
impact on the communications field by saving a huge amount of time and energy
in the design and test of high quality systems.
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1.2 Review of the Literature
In the application of channel codes, one of the major problems is the development
of an efficient decoding algorithm for a given code. The class of Maximum Like-
lihood (ML) decoding algorithms are designed to find a valid code-word with the
maximum likelihood value. The ML algorithms are known to minimize the Frame
Error Rate (FER) under conditions where code-words occur with equal probability.
Another class of decoding algorithms, known as bit decoding, compute the
probability of the individual bits and decide on the corresponding bit values inde-
pendent of each other. The straightforward approach to bit decoding is based on
summing up the probabilities of different code-words according to the value of their
component in a given bit position of interest. Reference [2] provides an efficient
method (known as BCJR) to compute the bit probabilities of a given code using
its trellis diagram. There are some special methods for bit decoding based on the
coset decomposition principle [3], sectionalized trellis diagrams [4], and using the
dual code [5, 6].
Maximum Likelihood decoding algorithms have been the subject of numerous
research activities, while bit decoding algorithms have received much less atten-
tion in the past. More recently, bit decoding algorithms have received increasing
attention, mainly due to the fact that they deliver bit reliability information. This
reliability information has been effectively used in a variety of applications includ-
ing Turbo decoding.
In 1993, a new class of channel codes, called Turbo-Codes, were announced [7],
which have an astonishing performance and at the same time allow for a sim-
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ple iterative decoding method using the reliability information produced by a bit
decoding algorithm. Due to the importance of Turbo-Codes, there has been a
growing interest among communication researchers to work on the bit decoding
algorithms.
Probability density function (pdf) of the bit Log-Likelihood-Ratio (LLR) can
be used as a tool for analysis of bit decoding algorithms. A recent work [8] on
analysis of Sum-Product decoding of Low-Density-Parity-Check (LDPC) codes
takes advantage of certain symmetry properties for pdf of bit LLR over binary
input channels with Additive White Gaussian Noise (AWGN) interference. It is
shown in [9] that for a binary input, output − symmetric channel defined in [10]
(assuming that the all zero code-word is transmitted), the bit LLR at each node
of the code graph has a symmetric pdf (refer to [9] for the definition of symmetry)
and this symmetry is preserved under belief propagation decoding. Note that the
definition of “symmetry” in the current thesis is different from [9]. In [10], it
is shown that for a binary input, output − symmetric channel, the conditional
probability of error is independent of the transmitted code-word. A more general
result concerning the invariance property of the pdf of the bit LLR is proved in
theorem 1 of section 2 (note that a more general channel model is used as compared
to [10]).
The analytical performance evaluation of symbol by symbol decoders is con-
sidered a hard task in [11, 12]. Although there is a method for calculating exact
performance (in the sense of expected Hamming distortion) of Viterbi decoding
of convolutional codes over Binary Symmetric Channels [13], there has been no
method for performance evaluation of bit decoding in general. Some asymptotic
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expressions are derived in [14] for bit error probability of binary linear block codes
in the AWGN channel with bit decoding. The bit error probabilities of convo-
lutional codes over Binary Symmetric Channels is considered in [12] with ML
decoding. An upper bound is presented in [15] for the performance of finite-delay
symbol-by-symbol decoding of trellis codes over discrete memoryless channels.
In this thesis, Gram-Charlier series expansion is employed to find the pdf of
the bit LLR. This method is used in some other communications applications, in-
cluding calculation of pdf of the sum of Log-Normal variates [16], evaluation of the
error probability in PAM (Pulse Amplitude Modulation) digital data transmission
systems with correlated symbols in the presence of inter-symbol interference and
additive noise [17], computing nearly Gaussian distributions [18], and computation
of the error probability of equal-gain combiners with partially coherent fading sig-
nals [19]. Reference [20] presents a method for computing an unknown pdf using
infinite series (also refer to [21]). Reference [22] computes moments of phase noise
and uses maximum entropy criterion [23] to find the corresponding pdf .
One of the most important issues in coding theory is to develop an efficient
method for performance evaluation, since the Monte-Carlo (MC) simulation is
extremely time consuming for low Bit Error Rate (BER) values. There have been
numerous efforts devoted to the performance evaluation of Turbo-Codes. These
approaches derive some bounds on the average performance of Turbo-Codes by
assuming ML decoding [24,25,26].
The relations between the frame error probability and the decoding algorithms
for block codes are reviewed in [27]. Decoding a linear block code over binary
symmetric channels is considered in [28]. This reference also provides a concise
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literature survey. The bit error probability for maximum-likelihood decoding of
binary linear block codes over AWGN channels is investigated in [29], where for
randomly generated codes, it is shown that the conventional approximation of the
block error probability at high SNR, holds for systematic encoding only. Also
systematic encoding provides the minimum bit error probability when the inverse
mapping corresponding to the generator matrix of the code is used to retrieve the
information sequence. Some researchers have considered simplified cases of ana-
lytical BER calculations. Exact analysis of bit error probability for 4-state soft
decision Viterbi decoding is considered in [30]. An analytical method for comput-
ing the bit error probability of a two-state convolutional code with Maximum a
Posteriori Probability (MAP) decoding is presented in [31]. The Pearson system
of distributions is adopted in [32] to compute the error probability expectations,
where moment matching is used to estimate the parameters of the model. Esti-
mating the parameters of the generalized Gaussian pdf by using entropy matching
is considered in [33].
Other researchers have employed the Importance Sampling (IS) method to im-
prove the performance of the MC simulation by increasing the weight of the rare
error events. In this method, instead of choosing the samples from the original
distribution, the samples are selected from a modified distribution which concen-
trates the points where the rare error events occur. This modified distribution is
obtained from the original distribution by the application of a biasing function.
This ensures a variance reduction if the biasing function is appropriately selected.
The Gaussian Tail (GT) and Rayleigh Tail (RT) biasing functions are investigated
in [34]. The IS method is applied to evaluate the performance of a digital com-
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munications system with Inter-Symbol Interference (ISI) in [35], and is extended
to evaluate the performance of multi-hop satellite links in [36]. A general formu-
lation of the IS method in probability space notation is introduced in [37]. The
IS method is used in [38] to simulate the Viterbi decoder by examining the trellis
structure in relation to the rare error events. A comparison between the Mean
Translation (MT) technique and the Variance Scaling (VS) technique is performed
in [39], where it is shown that the structure of the error regions determines the
better method. Recently, [40] has revisited the IS method with the strategy to
increase the rate by which the variance approaches zero, instead of reducing the
variance itself.
The Turbo-Product Codes (of a small block length) are simulated in [41] by
partitioning the error regions and by using MT for each sub region independently.
This method becomes inefficient as the complexity of the code increases. In the case
of Turbo-Codes with a large block length, the search for the appropriate biasing
functions may be lengthy, which renders this method even more complicated than
the conventional MC simulation.
It is observed in [7, 26, 42] that the pdf of the bit LLR is nearly Gaussian.
This motivates us to propose an exponential model which has a polynomial in
the exponent. The aforementioned model has the ability to efficiently capture the
deviation of the desired pdf from Gaussian. The moments of the bit LLR are used
to estimate the parameters for the proposed model.
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1.3 Overview of the Thesis
Chapter 2 investigates certain properties of the bit decoding algorithms for the
case of linear binary block codes. The focus is on the pdf of the bit LLR using a
general channel model with discrete input and discrete or continuous output. It is
proved that under a set of mild conditions on the channel, the pdf of the bit LLR
of a specific bit position is independent of the transmitted code-word. It is also
shown that the pdf of a given bit LLR when the corresponding bit takes the values
of zero and one are symmetric with respect to each other (reflection of one another
with respect to the vertical axis). For the case of channels with binary input, a
sufficient condition for two bit positions to have the same pdf is presented. Such
a condition can be found by examining the code automorphism group of the code.
It is shown that for the class of Cyclic codes this sufficient condition is always
satisfied. This means that any given two bit positions in a Cyclic code have the
same pdf for their bit LLR.
An analytical method for approximate performance evaluation of binary linear
block codes using an AWGN channel model with BPSK modulation is presented
in Chapter 3. The pdf of the bit LLR is expressed in terms of the Gram-Charlier
series expansion. This expansion requires knowledge of the statistical moments of
the bit LLR. An analytical method for calculating these moments is introduced.
This is based on some recursive calculations involving certain weight enumerating
functions of the code. It is proved that the approximation can be as accurate
as desired by using enough number of terms in the Gram-Charlier series expan-
sion. Numerical results are provided for some examples, which demonstrate close
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agreement with simulation results.
Chapter 4 presents a new method for the performance evaluation of Turbo-Like
Codes. The method is based on estimating the pdf of the bit LLR by using an
exponential model. It is widely known that the pdf of the bit LLR is close to
the normal density, and the proposed approach takes advantage of this property
to simplify the calculations. The moment matching method is combined with the
maximum entropy principle to estimate the parameters of the new model. A sim-
ple method is developed for computing the probabilities of the point estimates for
the estimated parameters, as well as for the BER. The corresponding results are
adopted to compute the number of samples that are required for a given precision
of the estimated values. It is demonstrated that this method requires significantly
fewer samples than the conventional MC simulation. A summary of the contribu-
tions and future work can be found in Chapter 5. This thesis is prepared using
hyperref package, all the equations and literature reference links in the document
are active to make it easy to navigate.
Chapter 2
Properties of Bit Decoding
Algorithms
2.1 Chapter Overview
This chapter is organized as follows. In Section 2.2, the model used to analyze
the problem is presented. All notations and assumptions are given in this Sec-
tion. Some theorems 1 are proved on bit decoding algorithms in Section 2.3. The
summary is presented in Section 2.4.
1This work is a continuation of [43], in which the case of AWGN channel with BPSK modu-
lation is considered.
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2.2 Modeling
Assume that a binary linear code C with code-words of length N is given. Notation
ci = (ci1, c
i
2, . . . , c
i
N) is used to refer to the i
th code-word and its elements. The code
is partitioned into a sub-code C0k and its coset C
1
k according to the value of the k
th
bit position of its code-words. i.e.,
C ik = {c ∈ C : ck = i}, i = 0, 1 (2.1)
Bit wise binary addition of two code-words on the code book is denoted as,
ci⊕cj. Note that the sub-code C0k is closed under binary addition. Each code-word
is partitioned into L blocks of m bits, assuming N = mL, to be transmitted over a
channel with a discrete input alphabet set composed of 2m elements. Notation Iij,
i = 1, . . . , |C|, j = 1, . . . , L, is used for these blocks, which will be called m-blocks
hereafter. For example, code-word ci is composed of (Ii1, I
i
2, . . . , I
i
L). Assume that
there exists a one to one correspondence between the 2m possible m-blocks and
the input symbols of the channel. The set of m-blocks referred as I forms a group
under binary addition.
The channel has 2m discrete input and discrete or continuous output as shown in
Figure 2.1. For channels with discrete output, O is a set of discrete alphabets and
p(.) stands for the probability mass function (pmf). Without loss of generality,
assume O = {1, 2, . . . , v}, set of integer numbers. For the continuous output
channels, O ⊂ <n, where < is the set of real numbers, n is the size of vector x,
and p(.) stands for pdf .
Consider the situation of sending a code-word c̃ = (Ĩ1, . . . , ĨL) through the
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Channel ModelI ∈ I
p(x|I)
x ∈ O
Figure 2.1: Channel Model
channel. Each m-block, Ĩj, j = 1 . . . L, is transmitted and a symbol xj, j = 1 . . . L,
is received at the channel output. A common tool to express the bit probabilities
in bit decoding algorithms is based on using the so-called Log-Likelihood-Ratio
(LLR). The LLR of the kth bit position is defined by the following equation,
LLRc̃(k) = log
P (c̃k = 1|x1 . . .xL)
P (c̃k = 0|x1 . . .xL)
, (2.2)
where c̃k is the value of the k
th bit in the transmitted code-word and log stands
for natural logarithm. Assuming,






























Assuming a linear code, a set of conditions on the channel is derived for which
the choice of c̃ does not have any impact on the pdf of LLRc̃(k) as long as the
value of the kth bit remains unchanged. This is a generalization of the distance
invariance property at the bit level. It will be also shown that, under the same
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set of conditions, the pdf of a given bit LLR when the corresponding bit takes the
values of zero and one are symmetric with respect to each other. For the case of
channels with binary input (m = 1) a sufficient condition for the LLR of two bit
positions to have the same pdf is presented.
The following sufficient condition is required to carry out the proofs. If for any
Ĩ ∈ I and any x ∈ O one can find a y ∈ O such that for all I ∈ I,
p(x|I⊕ Ĩ) = p(y|I), (2.5)
i.e.,
∀Ĩ ∈ I, ∀x ∈ O, ∃y ∈ O : p(x|I⊕ Ĩ) = p(y|I), ∀I ∈ I. (2.6)
This is obviously equivalent to,
∀Ĩ1, Ĩ2 ∈ I, ∀x ∈ O, ∃y ∈ O : p(x|I⊕ Ĩ1 ⊕ Ĩ2) = p(y|I), ∀I ∈ I, (2.7)
however, the form given in (2.7) is more convenient to use in the proof of the
theorems.
2.2.1 Channels with a Geometrical Representation
Notation PIi ∈ <n is used to refer to the channel input symbols representing Ii. In
this case, the m-blocks are just labels of the points in an Euclidean space. Assume
that the signal set at the channel input is geometrically uniform [44]. This means









while leaving the signal set unchanged. In addition,
assume that transmission of Ĩ1 and Ĩ2 resulted in receiving x and y at the receiver,
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respectively. This scenario is shown in Figure 2.2, and it is assumed to be also




















Figure 2.2: Mapping of points with an isometry
It is easy to see that under the following conditions,










the condition given in (2.7) will be satisfied. A well known example for a channel
satisfying condition (ii), is the AWGN channel.
2.2.2 Channels without Geometrical Representation
In this section, assume that the channel output set is a discrete set composed of ele-
ments xj ∈ O. The channel is characterized by a matrix of transition probabilities,
A.
Au×v = [aij], aij = p(x
j|Ii), u = 2m = |I|, v = |O|. (2.8)
The condition given in (2.7) can be satisfied, if after permuting all input symbols
by adding an arbitrary m-block I to them, for each column in Au×v, there exists
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another column for which the probability values are shuffled in the same order
as the corresponding m-blocks. It appears that in this case the proposed channel
model is equivalent to a Regular channel. Reference [45] defines the concept of
the Regular channel as follows. Assume that permutation ψI acts on the set O
with the property,
∀ I1, I2 ∈ I, ∀ xj ∈ O ψI1(ψI2(xj)) = ψI1⊕I2(xj). (2.9)
The channel is called a Regular channel, if the probability p(xj|Ii) only depends
on ψIi(x
j). It can be verified easily that a Regular channels is always Symmetric
in sense of Gallager [46], where in [46] the symmetry condition only involves the
channel symbols and not the underlying labeling. For a recent introduction to the
Regular channels refer to [47].
Here are some examples for the discrete case.








x1 x2 x3 x4
0 1/2− ε1 ε1 1/2− ε2 ε2






















x1 x2 x3 x4 x5
00 e0 e1 ε 0 0
01 e1 e0 ε 0 0
10 0 0 ε e0 e1





























Figure 2.3: Channel model for example 1.
where e0 + e1 + ε = 1.














x1 x2 x3 x4 x5 x6 x7 x8
00 e0 e1 e2 e3 e4 e3 e2 e1
01 e2 e1 e0 e1 e2 e3 e4 e3
10 e4 e3 e2 e1 e0 e1 e2 e3














where e0 + 2(e1 + e2 + e3) + e4 = 1. The values of error probabilities which are
not shown follow the same pattern as the values specified on the figure. It is easy
to see that the required condition for the columns of the probability matrix are
satisfied in all of the above examples.



























Figure 2.4: Channel model for example 2.
2.3 Main Results
In this Section the symmetry properties of the bit LLR are presented in form of
some theorems.
Theorem 1 The pdf of LLR(k) is not affected by the choice of the transmitted
code-word c̃, as long as the value of the kth bit remains unchanged and the channel
satisfies condition (2.7).
Proof: Consider two code-words, c̃1, c̃2 which have the same value in their
kth bit position. Let us assume that c̃1 is transmitted through the channel and
(x1 . . .xL) is received. This results in a realization of random variable LLRc̃1(k)



















Figure 2.5: Channel model for example 3



















































p(xj|Iij ⊕ Ĩ1j ⊕ Ĩ2j)
,
(2.14)




j are the j
th m-blocks of the code-words c̃1, c̃2, ci, respectively.
If c̃2 is transmitted, assuming condition (2.7) is satisfied, there exists a y =
(y1 . . .yL), yj ∈ O, j = 1, . . . , L such that,
p(yj |̃I2j) = p(xj |̃I1j). (2.15)
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p(y1 . . .yL|c̃2) = p(x1 . . .xL|c̃1). (2.17)



























Using condition (2.7), we conclude that (2.14) and (2.18) are equal to each
other. This means that for each realization of the random variable LLRc̃1(k),
there exists a realization of the random variable LLRc̃2(k) with the same value
and occurring with the same probability, i.e., p(y1 . . .yL|c̃2) = p(x1 . . .xL|c̃1).
This completes the proof that the random variables LLRc̃1(k) and LLRc̃2(k) have
the same pdf . 
Theorem 2 The pdf of LLR(k) for ck = 0 or 1 are the reflections of one another
through the vertical axis, if the channel satisfies condition (2.7). i.e., p(LLR(k =
1)) = p(−LLR(k = 0)).
Proof: Consider two code-words, c̃1, c̃2 which have different values in their
kth bit position. Let us assume that c̃1 is transmitted through the channel and
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(x1 . . .xL) is received. This results in a realization of random variable LLRc̃1(k)

























































p(xj|Iij ⊕ Ĩ1j ⊕ Ĩ2j)
,
(2.20)




j are the j
th m-blocks of the code-words c̃1, c̃2, ci, respectively.
Assuming condition (2.7) is satisfied and noting that the channel is memoryless,
using the same approach as theorem 1, it is easy to show that if c̃2 is transmitted,
there exists a y = (y1 . . .yL), yj ∈ O, j = 1, . . . , L occurring with probability
p(y1 . . .yL|c̃2) = p(x1 . . .xL|c̃1), and resulting in a realization of random variable


























Using condition (2.7), we conclude that (2.20) and (2.21) are only different
in their signs. This means for each realization of the random variable LLRc̃1(k),
there exists a realization of the random variable LLRc̃2(k) with the same magnitude
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and different sign which occurs with the same probability, i.e., p(y1 . . .yL|c̃2) =
p(x1 . . .xL|c̃1). This completes the proof that the pdf of random variables LLRc̃1(k)
and LLRc̃2(k) are the reflections of one another with respect to the vertical axis.

Note that for the above two theorems, it is not necessary to partition the code-
words into blocks of equal length. In other words, channels with different number
of inputs can be used in subsequent block transmissions. The only condition is
that the channels in different transmissions should be independent of each other.
In the sequel, conditions for two bit positions to have the same pdf for their
bit LLR are presented for a memoryless channel with binary input. Note that
unlike in the previous two theorems, here, it is required that the channel remains
the same in subsequent transmissions.
Let C be a binary linear code of length N . Define a permutation P which
permutes the elements of each code-word. The set of permutations which map
code C onto itself forms a group called Auto-morphism group of code C.
Theorem 3 Consider two bit positions of a code-word, a, b such that 1 ≤ a, b ≤
N , a 6= b. The channel model is assumed to be memoryless and time invariant
with binary input. If there exists a permutation P within Auto-morphism group of






where fc̃j(y), j = 1, . . . , N , denotes the pdf of random variable Y corresponding to
LLRc̃(j), assuming code-word c̃ is transmitted.
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Proof: From theorem 1, pdf of the bit LLR is independent of the transmitted
code-word. For simplicity, let us consider the situation of sending the all-zero code-
word bit by bit and receiving xj for bit Ĩj in the j
th transmission. This results in















Note that in this theorem m = 1, which means I ij are scalars. Permutation P
acts on each code-word ci as follows,
P : C0a −→ C0b , (2.24)
P : C1a −→ C1b . (2.25)
In memoryless time invariant channels, for each (x1 . . .xL) there exists a (y1 . . .yL)
with the conditional probability P (y1 . . .yL|P(c̃)) = P (x1 . . .xL|c̃) , where P(c̃)
is the code-word obtained by applying permutation P to c̃ and vector y is ob-
tained by applying permutation P to elements of vector x. Noting this fact and
applying the permutation P to the terms of summations in (2.23), reveals the one
to one correspondence between terms within the summations in LLRc̃=0(a) and

















Bit Decoding Algorithms 23
The rest of the proof follows similar to the proof of theorem 1. This means for
c̃a = c̃b, we have fc̃a(y) = fc̃b(y). Using theorem 2, for the case of c̃a 6= c̃b, it easily
follows that fc̃a(y) = fc̃b(−y), which completes the proof. 
Example: Cyclic Codes
This result can be applied to the class of Cyclic codes as a good example for
checking the existence of the desired permutation. Transferring bit position a to b
(a ≤ b) in a Cyclic code is achievable by cyclic shifting elements of the code-words
b − a times to the right. It is the property of Cyclic codes that any such shift
results in another code-word. Hence, this permutation in Auto-morphism group
of the code C exists for the case of Cyclic codes.
2.4 Summary
In this chapter, the probabilistic behavior of the bit LLR has been investigated
over a general channel model with discrete input and discrete or continuous output.
It is proved that under certain symmetry conditions on the channel, the pdf of the
bit LLR for a specific bit position is independent of the transmitted code-word, if
the value of that bit position remains unchanged. It is also shown that a change
in the value of a bit position makes the pdf of that bit LLR flip horizontally with
respect to the vertical axis. Finally, a sufficient condition for two bit positions to
have the same pdf for their bit LLR is presented.
Chapter 3
Performance Evaluation of Binary
Linear Block Codes
3.1 Chapter Overview
This chapter is organized as follows. In Section 3.2, the model used to analyze
the problem is presented. All notations and assumptions are in this section. Com-
puting the pdf of bit LLRs using the Gram-Charlier expansion is presented in
Section 3.3. This is an orthogonal series expansion of a given pdf which requires
knowledge of the moments of the corresponding random variable. An analytical
method for computing the moments of the bit LLR using Taylor expansion is pro-
posed in Section 3.4, where it is shown that one can compute the coefficients of
Taylor expansion of the bit LLR recursively. We also present a closed form ex-
pression for computing the bit error probability in Section 3.5. In Section 3.6, the
convergence issue of this approximation is discussed. Numerical results are pro-
24
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vided in Section 3.7 which demonstrate a close agreement between our analytical
method and simulation. We summarize this chapter in Section 3.8.
3.2 Modeling
Using the theorems proved in Chapter 2 for the special case of AWGN channels
with BPSK modulation, simplifies the analysis.
The modulation scheme used here is BPSK which is defined as the mapping
M ,
M : c −→ m(c), (3.1)
0 −→ m(0) = −1, 1 −→ m(1) = 1. (3.2)
Note that modulating a code-word as mentioned above results in a vector of
constant square norm,




m2(cl) = N. (3.3)
Notation ω(c) denotes the Hamming weight of a code-word c, which is equal
to the number of ones in c. It follows,
−1.m(c) = N − 2ω(c). (3.4)
Modulating a code-word c̃ = (c̃1, c̃2, ..., c̃N ) using BPSK and sending it through
an AWGN channel, x = m(c̃) + n is received, where n = (n1, n2, ..., nN ) is an
independent, identically distributed Gaussian noise vector which has zero mean
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The LLR of the kth bit position is defined by the following equation,
LLR(k) = log
P (c̃k = 1|x)
P (c̃k = 0|x)
, (3.6)
where c̃k is the value of the k
th bit in the transmitted code-word and log stands
for the natural logarithm. Assuming,
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Given a value of the bit LLR, a decision on the value of bit k is made by
comparing LLR(k) with a threshold of zero.
Using Theorems 1 and 2, without loss of generality, assume for convenience
that the all-zero code-word, denoted as c̃ = (0, 0, ..., 0), is transmitted in all our
following discussions. This means m(c̃) = −1 = (−1,−1, ...,−1) is the transmitted
modulated code-word.




































In the following, for convenience of notation, the index k indicating bit position
is dropped. This means the sets C1 and C0 are indeed C1k and C
0
k , respectively.
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3.3 Gram-Charlier Expansion of pdf
One common method for representing a function is to use an expansion on an
orthogonal basis which is suitable for that function. As the pdf of a bit LLR is
approximately Gaussian [7,42,26], the appropriate basis can be a normal Gaussian
pdf and its derivatives which form an orthogonal basis. There are a variety of
equivalent formulations for this expansion [18, 48, 49, 50]. We follow the notation
used in [18].
Consider a random variable Y , which is normalized to have zero mean and unit
variance. One can expand the pdf of Y , namely fY (y), using the following formula
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This is a commonly used method for approximating an unknown pdf . The only
unknown components in (3.18) are the moments, µj. We propose an analytical
method using Taylor series expansion to compute the moments of the bit LLR in
the next section.
3.4 Computing Moments Using Taylor Expan-
sion of LLR




















where E[.] stands for expectation and var[.] denotes variance. Note that to compute
(3.21), one needs E[Hj(n)], j = 0, ...,m.
E[Hj(n)] can be computed using a method similar to the so called Delta
method [51] and find the average of the Taylor series expansion of H j(n). We
use the Taylor series expansion of H(n) in conjunction with the polynomial theo-











where ∇H(0) is the gradient of H(n) at n = 0. An alternative approach is to
directly expand Hj(n). Note that derivatives of H j(n) are functions of derivatives
of H(n).
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The Taylor series expansion of H(n) around vector zero, 0 = (0, 0, ..., 0), is
formulated using the expression below in terms of n,
H(n) = H(0) + n.∇H(0) + 1
2!




























nq1nq2 + ... (3.24)
We can continue with calculation of different terms in the above equation. For










and A0(n) has a similar formula. We only consider logA1(n) hereafter in this
section. The same approach can be used for logA0(n). For simplicity of notation,
use A(n) instead of A1(n).



























nq1nq2 + . . .
(3.26)












, j ≥ 1,
(3.27)





m(cql), j ≥ 1, (3.28)
Binary Linear Block Codes 31
where m(cql) = ±1 is the modulated value for the qthl , ql ∈ {q1, .., qj}, bit of
code-word c. It is clear that M{q1,..,qj} = ±1 as well.
To simplify (3.26), it easily follows that,
∂ logA(n)
∂nq1
= A−1(n)F{q1}(n) = R{q1}(n), (3.29)
where R{q1,..,qj}(n) defined as,
R{q1,..,qj}(n) = A
−1(n)F{q1,..,qj}(n), j ≥ 1, (3.30)
where A(n) and F{q1,..,qj}(n) are given in (3.25) and (3.27), respectively.
The functions A(n), F{q1,..,qj}(n), and R{q1,..,qj}(n) defined in (3.25), (3.27), and
(3.30) reduce to special weight distribution functions when n = 0,





where Z = exp(− 2
σ2
) and a(w) is the number of code-words with Hamming weight
w in C1.







(w)]Zw, j ≥ 1,
(3.32)
where f±{q1,..,qj}(w), is the number of code-words c ∈ C
1 with Hamming weight w
and M{q1,..,qj} = ±1.
R{q1,..,qj}(0) = R{q1,..,qj}(Z) = A−1(Z)F{q1,..,qj}(Z), j ≥ 1. (3.33)
We can compute F{q1,..,qj}(0), using the trellis diagram of the code. This is achieved
by constructing a new trellis diagram and augmenting each state into two states
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according to the values of M{q1,..,qj0} where j0 = 1, .., j. The complexity of com-
puting F{q1,..,qj}(0) exponentially grows with block length of the code, which is a
limiting factor in applying this method to long codes. However, by partitioning
the code into different shells according to weights of the codewords and considering
the first few shells, this complexity can be significantly reduced, while at the same
time it is accurate enough in high SNR regions. It can be shown that this is a
better approximation than the famous union bound, which only considers the first
shell. The other approach to solve the problem of long codes is to use the method
described in Chapter 4.









Replacing (3.29) and (3.34) in (3.26), we have,




















nq1nq2 + . . .
(3.35)
To compute (3.35), one needs derivatives of R{q1}(n), which can be calculated
using the following theorem.











σ−4R{q1,..,qi−1,qi+1,..,qj}(n)−R{q1,..,qj}(n)R{qi}(n), If qi ∈ {q1, .., qj},
R{q1,..,qj ,qi}(n)−R{q1,..,qj}(n)R{qi}(n), Otherwise.
(3.36)
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Proof: For proof refer to Appendix A. 
Another theorem which simplifies the calculation of even order derivatives, is
presented next.







Proof: For proof refer to Appendix A. 
Referring to (3.36), one can easily see that the coefficients of the expansion
(3.35) are polynomials of R{q1,..,qj}(0) for different values of j. It is noteworthy that
these coefficients are polynomials of special weight distribution functions defined
in (3.33). The above theorems and results enable us to compute all the derivatives
required in the Taylor series expansion of H(n) = logA1(n)− logA0(n).
3.5 Computing Probability of Error
The bit error performance follows by a simple integration of the resulting pdf . We
present a closed form formula for computing this integral in this section.
Using Theorem 2, we have,
P (e|c̃k = 0) = P (e|c̃k = 1), (3.38)
where event e corresponds to bit k being in error. Using assumption (2.3), one can
write,
P (e) = P (e|c̃k = 0)P (c̃k = 0) + P (e|c̃k = 1)P (c̃k = 1) = P (e|c̃k = 0). (3.39)
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Hence, computation of the bit error probability involves calculating an integral





where y is the bit LLR normalized to have zero mean and unit variance and

























































, i ≥ 1, (3.44)
one can write,






































This results in a closed form expression for computing probability of error.
1Proof is in Appendix A.3.
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3.6 Convergence properties
Convergence properties of the Gram-Charlier expansion is investigated in [48, 52,
53]. It is proved in [54], that the expansion is convergent if the expanded function





Reference [16], mentions that this expansion has good asymptotic behavior as
defined in [55]. In other words, a few terms will give a close approximation.
General properties of Hermite polynomials are discussed in [56], where it is
shown that this class of polynomials form an orthogonal basis which span the
interval (−∞,+∞). Therefore, the pdf of the bit LLR can be expanded arbitrarily





ε2l (y)dy −→ 0, (3.49)
where εl(y) is truncation error defined as,









If fY (y) is piecewise continuous in the interval (−∞,+∞), the result of this
expansion converges to fY (y) at each point of (−∞,+∞) at which fY (y) is con-
tinuous. At points where fY (y) has a jump discontinuity, this series converges
to (fY (y
+) + fY (y
−))/2 [57]. In the following, it is shown that the error in the
computation of bit error probability converges to zero.
In practice, computation of error probability is performed by integrating fY (y)
from a to b instead of a to ∞, where a = −E[y]/σy and b is a large finite value.
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εl(y)dy −→ 0. (3.54)
In this case, one can get as small as the desired error, εl(y), in computation of
the error probability by increasing the number of terms, l.
3.7 Numerical Results
In this section, some examples are provided which show a close agreement between
the analytical method and simulation results.
As an example, a (15,11,3) Cyclic code is used and evaluated its performance
using the proposed method. The order of the Gram-Charlier expansion is 10. The
comparison between the analytically calculated BER and the one obtained from
simulation is shown in Figure 3.1. It is shown that in the case of Cyclic codes, the
computed pdf is not affected by the choice of the bit position.
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Figure 3.1: BER for (15,11,3) Cyclic code.
Another example is a (12,11,2) single parity check code. The order of the Gram-
Charlier expansion is 10. The comparison between the analytically calculated BER
and the one obtained from simulation is shown in Figure 3.2.
The last example is the binary extended (24,12,8) Golay code. Its performance
is shown in Figure 3.3. The bit error rate is calculated using Gram-Charlier series
with 14 terms.
There is not any known method in the literature to calculate the truncation
error of the Gram-Charlier series. It is an open problem to determine where to
truncate the series to get a good approximation.
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Figure 3.2: BER for (12,11,2) single parity check code.
3.8 Summary
A method is presented for calculating bit error probability of binary linear block
codes over AWGN channel, using special weight enumerating functions of the code.
A summary of the proposed method is presented here. Starting with calculation of
special weight distribution functions defined in (3.33), proceed with a Taylor series
of the LLR as indicated in (3.23). Averaging this expansion will give us moments
of the pdf of the bit LLR, which can be used to compute the coefficients of the
Gram-Charlier series using (3.18). A closed form expression (3.47) can be used to
find the bit error probability. All these steps can be seen in Figure 3.4.
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Figure 3.3: BER for binary extended (24,12,8) Golay code.
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Gram−Charlier series using
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This chapter is organized as follows. We model the pdf of the bit LLR by using its
symmetry properties in Section 4.2. In Section 4.3, the maximum entropy method
to find the parameters of the proposed model is described. A method to compute
the Probabilities of the Point Estimates (PPE) for the estimated parameters, as
well as the estimated BER, is detailed in Section 4.4. The numerical results and
summary are presented in Section 4.5 and Section 4.6, respectively.
41
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4.2 Modeling the pdf of the Bit LLR
The LLR of the kth bit position is defined in (3.6). Let us define the random
variable Y = LLR(k) with its pdf denoted as f(y). It is proved in [59] that the
pdf of the bit LLR is independent of the transmitted code-word, as long as the
value of the bit position under consideration remains unchanged. By using this
result and without the loss of generality, consider the case of sending the all-zero
code-word. It is proved in [9] that the pdf of the bit LLR has the following
symmetry property:
f(y) = e−yf(−y). (4.1)
Taking the logarithm from both sides of (4.1), one can write the following:
log f(y)− log f(−y) = −y. (4.2)
Utilizing the power series, it easily follows that






The previous analysis suggests that the following model can be used for the pdf of
the bit LLR:






The received bit is decoded to 0 (or 1), if the corresponding LLR is negative (or






In the next section, the maximum entropy principle is used to find the param-
eters of the proposed model by using the moments of the bit LLR.
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4.3 Moment Matching Using the Maximum En-
tropy Principle
There are various methods for parameter estimation. Typically, the unknown
parameters of a pdf can be found by adopting moment matching, entropy match-
ing, or ML. We use the moment matching method with the maximum entropy
principle simply because it is mathematically tractable, and has been successfully
implemented in a variety of applications [60]. An attractive feature of the class
of the distributions with the maximum entropy is that a simple iterative maxi-
mization technique can be employed to compute their parameters. The maximum
entropy principle was first introduced by Jaynes [60] in 1982. Since then, it has
been widely used in various applications. In this method, the search, while sat-
isfying the constraints on the moments, is limited to the pdf with the maximum
entropy. For more recent discussions on this method, refer to [61, 62]. We follow
an approach that is similar to the one introduced in [23]. The maximum entropy

















where M is the number of moments used in the parameter estimation. This maxi-
mization problem can be solved with the Lagrange multipliers λk, k = 0, 1, . . . ,M















Setting the variations of (4.10) with respect to f̂(y) to zero, we have





k = 0, (4.11)







From (4.4), it is clear that all of the odd coefficients, except λ1, are zero. Hence,









































The objective is to estimate the parameters ak, k = 0, 1, . . . , N , where a0 can
be computed using (4.14). As it is seen later, one can estimate the parameters ak,
k = 1, . . . , N using the first N moments of the bit LLR. In practice, the statistical

























i = 1, 2, . . . , N.
Setting µ̂i equal to the statistical estimates of the moments, one can find the
unknown parameters. Since there is no closed form solution for this problem, let us
continue with the numerical methods. The Newton-Raphson method is employed
to iteratively solve the following problem:
























i = 1, 2, . . . , N.
Notation a(r) = {a(r)1 , a
(r)
2 , . . . , a
(r)
N } is used to denote the answer after r itera-
tions. In this method, assume that for the small changes ∆a(r) in the a(r), we can
1The effect of an small error in the moment estimation on the parameter estimates is investi-
gated in Appendix B.1.
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write,
a(r+1) = a(r) + ∆a(r). (4.18)
This signifies that
Gi(a











k , i = 1, 2, . . . , N. (4.19)

















k , i = 1, 2, . . . , N, (4.20)
where notation µ̂
(r)
i is employed to point out that the estimated moments are
updated by replacing a(r) in (4.16) after the rth iteration. Differentiating (4.17)





















The algorithm2 is summarized in the following steps:
• Step1: Start with an initial value a(0) = {a(0)1 , a
(0)
2 , . . . , a
(0)
N }.
• Step2: Compute the estimated moments by replacing a(r) into (4.16).
• Step3: Plug the estimated moments into (4.20) to find ∆a(r).
• Step4: Compute the new parameters a(r+1) = a(r) + ∆a(r).
• Step5: Go to Step 2, if ‖∆a(r)‖ > ε, where ε is the desired precision and ‖.‖
denotes the norm of a vector.
2This algorithm is adopted from [23].
Turbo-Like Codes 47
The convexity of this maximization problem guarantees that if a stationary
point is found for some finite values of a1, . . . , aN , it must be a unique absolute
minimum [64]. However, the convexity alone does not imply that such a minimum
should exist. More discussions on the convexity of the problem and existence of
the solution can be found in [64,65].
4.4 Probabilities of the Point Estimates (PPE)
In the following, a method to compute the PPE for the estimated parameters of
the model in terms of the covariance matrix of the estimated moments is proposed.
Subsequently, a relationship between the PPE for the BER and the PPE for the
parameters is derived.
4.4.1 PPE for the Estimated Parameters
If the moment estimator satisfies a set of mild conditions, it follows that the es-
timated parameters are asymptotically normal with a derivable covariance ma-
trix [66]. This allows for the PPE statements to be made concerning f̂(y). In the
following, a method to compute the covariance matrix of the estimated parame-
ters in terms of the covariance matrix of the moments is presented. The covariance
matrix of the moments can be easily computed by using the method described in
Appendix B.2.
We can continue computing the covariance matrix of the estimated parameters
Turbo-Like Codes 48
in terms of the covariance matrix of the moments. We can rewrite (4.20) as follows:
µ̂
(r)

















. Let us define u
(r)
















j − µj)], (4.23)
where it is assumed3 that µi = E[µ̂
(r)
i ] and µj = E[µ̂
(r)
















































































In the matrix notation, the following is defined:



























3It can be shown that this assumption is equivalent to E[∆a
(r)
k
] = 0, k = 0, 1, . . . , N .
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and







For simplicity of notation, the dependency of the matrices to r is not shown ex-
plicitly except for the matrix C (r) which will be used later. The following equation
relates these matrices, where the superscript T denotes the transpose of a matrix:
U = H.(H.C(r))T = H.(C(r))T .HT . (4.33)
This indicates that after each iteration, one can compute the covariance matrix of
the ∆a in terms of the covariance matrix of the moments by the following:
C(r) = (H−1.U.(HT )−1)T = H−1.UT .(HT )−1. (4.34)
We assume that the ∆a(r)’s for the different iterations are uncorrelated. In this






where R is the total number of iterations. With the covariance matrix of the
parameters, the desired PPEs for the parameters can be easily computed. An
alternate method to compute the covariance of the parameters is to employ the
delta method and linearize G.
4.4.2 PPE for the Estimated BER
In the following, the previous results are used to compute the PPE for the BER.
Let us assume that the c% PPE for each parameter ai is equal to some positive
Turbo-Like Codes 50
αi, i.e.,




where δai represents the error in the computation of the parameters. Using this
notation, one can rewrite the BER integral from (4.5) as follows:
























































































It can be seen that ∆Pe, the error in the BER estimation, is a linear combination
of mi’s, which can be estimated during the procedure of the moment computation
by considering the positive samples only. Recalling the PPE statement (4.36) for
the parameters, and noting that ∆Pe is a linear combination of δai’s, one can
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Eb/N0(dB) BER v(new) n(new) v(MC) n(MC) G
1 3.81× 10−2 6.78× 10−5 104 9.51× 10−5 104 1.4
2 4.95× 10−3 1.46× 10−5 104 9.90× 10−5 104 6.8
3 1.76× 10−4 4.95× 10−6 105 9.99× 10−6 106 20.2
4 3.51× 10−6 2.30× 10−8 106 1.00× 10−8 108 43.5
Table 4.1: Comparison of the proposed method and the MC simulation.
present a similar statement for the BER as follows:




This analysis enables us to make PPE statements on the estimated BER in
terms of the PPEs for the model parameters.
4.5 Numerical Results
A Turbo-Code of the length 100 and rate 1/2 is employed to perform the simu-
lations. In Table 4.1, variances of the BER estimations are computed for both
methods.
The number of samples and the variance to the mean ratio of the BER are
denoted as n(.) and v(.), respectively. The variance of the MC method can be com-
puted analytically (refer to Appendix C.1), although this analysis is very complex
for the proposed method and one need to estimate the variances with numerical
methods. The variance of the proposed method can be computed by repeating
the experiment for J times (generating J independent sets of moments), and com-
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puting the variance of the resulting sequence of the BER values, denoted as pi,
















In the computations of Table 4.1, set J = 1000 to obtain a reasonable approxima-
tion, and at the same time, render the analysis feasible in the sense of the required
time.
We use the relative gain G in Table 4.1 as a measure to compare the two
methods. To incorporate both the variance reduction and the sample reduction
advantage of the new method, and noting that v(MC) is inversely proportional4








In addition the PPEs are computed by using the proposed method in Section 4.4
for this example. This PPE is closely related to n, the number of samples used
to compute it. In Table 4.2, this relation is presented for three different values of
n at Eb/N0=2dB. We compute
5 p(|∆Pe| < θ) for the different values of n, where
θ = ∆Pe(α|a1|, . . . , α|aN |). When the proposed method is compared with the MC
simulation in Table 4.1 and Table 4.2, the number of samples required for the
BER calculations indicate a significant reduction for our method. It can be seen
4Refer to Appendix C.1.
5Refer to Appendix C.2 for more details on the PPE for the MC simulation.
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n α θ = ∆Pe(α|a1|, . . . , α|aN |) p(|∆Pe| < θ) p(|∆Pe| < θ)
new method MC
104 0.742 0.0058 0.95 0.67
105 0.742 0.0058 0.96 0.70
106 0.742 0.0058 0.97 0.96
104 0.251 0.0020 0.94 0.66
105 0.251 0.0020 0.95 0.70
106 0.251 0.0020 0.96 0.96
104 0.075 0.0005 0.93 0.33
105 0.075 0.0005 0.94 0.68
106 0.075 0.0005 0.95 0.95
Table 4.2: Relation between n and PPE at Eb/N0=2dB.
that the proposed method is more accurate than the MC simulation even by using
significantly fewer samples.
Simulation results are shown in Figure 4.1, where the same number of samples
as indicated in Table 4.1 is used. It is evident that increasing the number of mo-
ments (the order of approximation) that are involved from two to five significantly
improves the approximation.
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Proposed method with 5 terms
Proposed method with 4 terms
Proposed method with 3 terms
Proposed method with 2 terms
Figure 4.1: BER curves for Turbo-Code of the length 100 and rate 1/2.
4.6 Summary
In this chapter, a new method for the performance evaluation of Turbo-Like Codes
is proposed. The problem of finding the BER in high signal to noise ratio regions
can be solved with this method, since the MC simulation may not be feasible. We
take advantage of the symmetry properties of the pdf of the bit LLR to propose
a suitable model for this unknown density. The moment matching method is
employed to find the density with the maximum entropy which satisfies the moment
constraints. A simple method is introduced to make PPE statements both for the
parameters of the model and the BER integral, which enables us to compute
the BER values accurately. It is demonstrated that significantly fewer samples,
compared to those required in the MC simulation, are necessary to compute the
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statistical moments that are accurate enough. The complexity of the method scales
with the block length of the code similar to the MC simulation with the difference
that fewer samples are required to be generated in our case. In other words,
the proposed method does not reduce the complexity of the iterative decoding
algorithms, while it reduces the number of required samples. Note that solving the
proposed maximization algorithm is not complicated at all.
Chapter 5
Concluding Remarks
5.1 Summary of the Contributions
The contributions of this thesis in the context of bit decoding algorithms are sum-
marized as follows:
• Invariance properties:
– For a general channel model with discrete input and discrete or con-
tinuous output, it is shown that the pdf of the bit LLR is symmetric
and independent of the transmitted code-word. It is proved that under
certain symmetry conditions on the channel, the pdf of the bit LLR for
a specific bit position is independent of the transmitted code-word if
the value of that bit position remains unchanged.
– It is also shown that a change in the value of a bit position makes the
pdf of that bit LLR reflect through the vertical axis.
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– A sufficient condition for two bit positions to have the same pdf for
their bit LLR is presented. This condition is satisfied if a permutation
exists within the automorphism group of the code, which transfers one
bit position to the other.
– It is shown that the class of Cyclic codes have this property.
These results are published in [43,67,59].
• Performance analysis:
– In the light of the above properties, a method is presented for calculating
bit error probability of binary linear block codes over AWGN channel,
using special weight enumerating functions of the code. These results
are published in [68,69].
– A new method for performance evaluation of Turbo-Like Codes is pre-
sented, which is significantly faster than MC simulations. This method
is based on using an exponential model for the pdf of the bit LLR.
The parameters of the model can be found using an iterative approach
considering the maximum entropy principle. This method is published
in [70].
5.2 Future Work
Some possible directions for future research are as follows:
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• Cumulant Matching: The first direction is to develop an alternate method
for estimating the parameters of the pdf . Some preliminary results are al-
ready established in Appendix D. This alternate method is based on using
the cumulants versus the moments of the bit LLR. The first two cumulants of
the normal density are its mean and variance and the higher order cumulants
are zero. Since the pdf of the bit LLR is nearly normal, it is expected that
its higher order cumulants are fairly small. This allows for easy truncation
of the series expansion of the pdf in terms of the cumulants.
• Average Performance: In the current thesis, the performance of one spe-
cific bit position is evaluated. This is a good measure for codes with similar
performance for their different bit positions, e.g. Cyclic codes. However,
this is not true for Turbo-Like codes, since the average performance over a
frame is required. It can be investigated then what type of modifications to
the proposed analytical methods are necessary in order to get the average
performance of the codes.
• Code Design: In chapter 3, the performance of linear codes is computed in
terms of some special weight distribution functions of the code. This result
can be used in code design.
• Constellation Design: It is widely known that mapping a bit to a multi-
level constellation results in dependency between bit likelihood values. Not-
ing this dependency between likelihood random variables, the performance of
the iterative decoders can be improved [71]. A possible research direction to-
ward using the results of this thesis in constellation labeling and constellation
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design may be fruitful.
• Space-Time codes: Space-Time codes can be regarded as a multilevel
signal constellation and, therefore, their properties can be investigated as a
natural extension to the results of chapter 2.
Appendix A
Proofs of Theorems
A.1 Proof of Theorem 4
Theorem 4:
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σ−4F{q1,..,qi−1,qi+1,...,qj}(n), If qi ∈ {q1, .., qj},
F{q1,..,qj ,qi}(n), Otherwise.
(A.7)
Substituting (A.7) in (A.6), and using (3.30), completes the proof. 
A.2 Proof of Theorem 5
Theorem 5:
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=− 2R{q1,..,qj ,qi}(n)R{qi}(n) + 2R{q1,..,qj}(n)R2{qi}(n) (A.19)





It can be seen from (A.14) and (A.20) that both cases ended up to the same
expression as the one in (3.37), which completes the proof. 
A.3 Proof of Property (3.44)
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= yTi−1(y)− Ti(y) (A.25)




which is the left hand side of (3.44).
Appendix B
Moment Estimation
B.1 Error in Moment Estimation
The effect of an small error in the moment estimation on the parameter estimates
is investigated in this appendix. Define the kth moment of the random variable Y
(which corresponds to the bit LLR) as,
µk = E[Y
k], (B.1)








where yi is one instance of the random variable Y , and n is the number of samples.
Let us define ∆U = {di} as the N -dimensional error vector of statistical moment
estimates, where µ̃i = di +µi. Assuming that the iterative algorithm for parameter
estimation has converged to some answer and the moments are matched, there will
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be still a residual error,∆A in parameter estimates taking ∆U into the account.
Using (4.22), we have,
∆U = H.∆A, (B.3)
where the Hessian matrix H, has the following properties:
• H is positive definite, which means its singular values are positive and finite.
• H−1 is also positive definite.
• H is Hermitian, which means H = HH where superscript H stands for
hermitian.
One can partition H−1 as V.Λ.VH , where Λ is the diagonal matrix of singular
values, and V is a unitary matrix. This results in,
∆A = V.Λ.VH .∆U, (B.4)
V−1.∆A = Λ.VH .∆U, (B.5)
A′ = Λ.U′. (B.6)
If the elements of ∆U tend to zero (by increasing the number of samples), then
the elements of ∆A will approach zero, since the singular values are positive and
finite. The conclusion is that an arbitrary small error in moment estimation results
in an arbitrary small error in parameter estimates.
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B.2 Covariance Matrix of the Moments
The covariance matrix of the moments can be computed as follows:





































(µk+m − µkµm). (B.11)
Appendix C
Properties of the Monte-Carlo
(MC) Simulation
C.1 Variance of the MC Simulation
Consider the situation of transmitting a bit bi and decoding b̂i, for i = 1, . . . , n,










1, bi 6= b̂i,
0, otherwise.
(C.1)
An error event is represented by ei. One can find the BER by averaging the
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In practice, an estimation of var[P̂e] is obtained by substituting Pe with P̂e in (C.7).
C.2 Computing PPEs for the MC Simulation
Define the c% PPE for the MC, denoted as α, as follows:




where Pe, P̂e are the true and the estimated values of the BER. Following the same
notation and definitions as Appendix C.1, for a large n and some integers m and





, respectively. The PPE for the MC
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simulation can be found as follows:




























































P je (1− Pe)n−j. (C.13)
In practice, an estimation of (C.9) is obtained by substituting Pe with P̂e in (C.13).
Appendix D
Cumulant Method
The higher order statistics, i.e., the cumulants have been widely used in a variety
of applications including analysis of digital communications systems. The problem
of performance evaluation of coherent optical communication systems is considered
in [72], where a solution based on estimating the cumulants of the noise process
is presented. A condition is derived to quantify under what system conditions a
Gaussian pdf is a good approximation. A discrete-time method is proposed in [73]
for estimating the impulse response of a frequency selective digital modulated com-
munication channel. This method is based on estimating the cumulants up to the
fourth order. Parameters of a moving average model are estimated in [74], using
second and third order cumulant matching. This estimation is further improved
in [75] by employing only one of the third or fourth cumulant versus both of them.
Cumulants of symmetric distributions like uniform, triangular, and Gaussian are
estimated in [76] using a robust estimation technique. The application of Edge-
worth series and higher-order statistics to the discrete-time detection of a known
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constant signal in multivariate non-Gaussian noise are considered in [77]. A nu-
merical algorithm based on knowledge of the noise cumulants is presented in order
to analyze the finite-sample size performance of the sub-optimum detectors.
Non-Gaussian sources are modeled in [78] using Gaussian mixture densities. It
is shown that in high SNR regions, this method outperforms the cumulant based
algorithms for parameter estimation. The problem of blind equalization and es-
timation of digital communication finite impulse response channels is considered
in [79]. The channel parameters are estimated by nonlinear optimization of a
quadratic cumulant matching criterion involving second and fourth order cumu-
lants. This problem is later considered in [80] for partial-response signals. A
method for phase recovery in Quadrature Amplitude Modulation (QAM) commu-
nication systems based on higher order statistics is presented in [81]. A relation is
derived between the phase error and the fourth order cumulant of the output.
Since the higher order cumulant-based criteria are multi-modal, conventional
gradient search techniques require a good initial estimate to avoid converging to
local minima. This problem is solved in [82], where a novel scheme based on genetic
algorithms is employed to optimize the cumulant fitting cost function. A method
based on higher order statistics is proposed in [83] to mitigate the performance
degradation caused by multi-path propagation in a mobile radio communication
system. It is shown that an over-determined system of linear equations (involving
only cumulants of the received baseband signal) can be obtained to perform non-
iterative deconvolution. The study of chaos communication systems with AWGN
interference is considered in [84] by employing suitable cumulant analysis tools.
The first two cumulants of the normal density are its mean and variance and the
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higher order cumulants are zero. Since the pdf of the bit LLR is nearly normal,
it is expected that its higher order cumulants are fairly small. This allows for
easy truncation of the series expansion of the pdf in terms of the cumulants. The






The cumulants of the random variable Y , denoted as km, are the coefficients of









Cumulants can be expressed in terms of the raw moments as follows [49]:
k1 = µ1, (D.3)
k2 = µ2 − µ21, (D.4)
k3 = 2µ
3
1 − 3µ1µ2 + µ3, (D.5)
. . . (D.6)
The K-statistics are the unique symmetric unbiased estimators of the cumu-
lants [50].
E[Km] = km (D.7)
where notation Km is used for the m
th K-statistics of a given density. In addition,
the variance,
V [Km] = E[(Km − km)2], (D.8)
Cumulant Method 73
is a minimum compared to all other unbiased estimators [85, 86]. The first few







n(n− 1) , (D.10)
K3 =
2S31 − 3nS1S2 + n
n(n− 1)(n− 2) , (D.11)
. . . (D.12)






Once the first few cumulants are estimated by using the K-statistics, the char-
acteristic function of the bit LLR can be approximated by using (D.2). Following






Cumulative distribution function (CDF ) of the bit LLR can be defined as,











f(y)dy = 1− F (0) (D.16)
Taking Inverse Fourier Transform (IFT) of the characteristics function, f(y) =

























Small error, ∆km in estimating each cumulant, results in an error, ∆F (T ) in CDF ,



























































































































f (n−1)(T ), (D.25)
where f (n)(T ) is the nth derivative of f(y) at point y = T for n > 0. To have a
consistent notation, we define f (0)(T ) = f(T ), and f (−1)(T ) = F (T ). This results
in the following interesting relationship between the error in computing Pe and the
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