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Abstract
In this paper, we construct representatives for all equivalence classes of the unital essential extension
algebras of Cuntz algebra by the C*-algebras of compact operators on a separable infinite-dimensional
Hilbert space. We also compute their K-groups and semigroups and classify these extension algebras up to
isomorphism by their semigroups.
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1. Introduction and preliminaries
The study of extension theory of C*-algebras was initiated by Busby [5], and later further
developed by Brown, Douglas, and Fillmore [3,4]. It is a very important way to construct new
C*-algebras.
Let A be a unital separable C*-algebra. An extension of A by K, the C*-algebra of compact
operators on a separable infinite-dimensional Hilbert space H , is a short exact sequence
0 →K i−→ E q−→ A → 0
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unique homomorphism for which there is a commutative diagram
0 K i
id
E
q
σ
A
τ
0
0 K i B(H) π Q(H) 0
We also call τ an extension of A by K and call E an extension algebra of A. (See [1,2,10] for
details.)
An extension τ :A →Q(H) is called unital if τ is unital. τ is called essential if τ is injective.
τ is called trivial if τ lifts to a unital homomorphism from A to B(H). This will be the case if
and only if the associated exact sequence splits.
Let τ1, τ2 :A →Q(H) be two unital essential extensions of A. τ1 and τ2 are called strongly
equivalent if there is a unitary u ∈ B(H) such that τ2(a) = π(u)τ1(a)π(u)∗ for all a ∈ A. Let
Exts(A) be the set of strong equivalence classes of the unital essential extensions of A. We define
the sum of τ1 and τ2 by τ1 ⊕ τ2 :A →Q(H)⊕Q(H) ⊂ M2(Q(H)) ∼=Q(H). Then Exts(A) is a
semigroup. It is an elementary problem that when Exts(A) becomes a group and how to compute
it. However, it has been given much attention for the structure of Exts(A). The present paper is
devoted to study the extension algebras of Cuntz algebras.
Cuntz algebra On, one of the most important examples of C*-algebras, was firstly studied
by J. Cuntz in [6]. The extensions of Cuntz algebra was studied by W.L. Paschke and N. Sali-
nas in [12]. It is proved in [12] that Exts(On) ∼= Z. One of the extension algebras of On was
constructed by Cuntz in [6], and further studied by H. Lin in [9,11].
In this paper, we will construct all the extension algebras (in the sense of isomorphism) of On
and compute their K-groups and semigroups. We also classify the extension algebras by using
their semigroups.
Throughout the paper, we denote by Z the set of integers, Z+ the set of nonnegative integers
and Zn = Z/nZ.
2. Extension algebras
Let H be a separable infinite-dimensional Hilbert space. The Cuntz algebra On (n 2) is the
C*-algebra generated by isometries s1, s2, . . . , sn of H with orthogonal ranges whose direct sum
is H . Let τ :On → Q(H) be a unital ∗-monomorphism. We recall the construction in [12] as
below.
Let
vτ =
⎛⎜⎜⎝
τ(s1) · · · τ(sn)
0 · · · 0
...
. . .
...
0 · · · 0
⎞⎟⎟⎠ ∈ Mn(Q(H)),
and Vτ ∈ Mn(B(H)) with π(Vτ ) = vτ , and define m(τ) = dim(I − V ∗τ Vτ ) − dim(P1 − VτV ∗τ ),
the index of τ , as in [12], where P1 is the projection of H ⊕ H ⊕ · · · ⊕ H onto the first direct
summand. Then m : Exts(On) → Z is an isomorphism [12, Theorem 1.5]. So for any integer k,
by [8, Theorem V.6.2], there is a unique (up to isomorphism) C*-algebra Ekn which is a unital
essential extension of On by K with index k.
Now we give a concretely construction of the extension algebras Ekn .
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a projection with rank k ( 1).
If k = 1, let E−1n be the C*-algebra generated by t1, . . . , tn, I (E−1n ) be the ideal of E−1n
generated by e, then I (E−1n ) is isomorphic to K and E−1n is a unital essential extension of On
by K [6]. In this case, we write e0 = e.
If k  2, suppose e = e0 + e1 + · · · + ek−1, where e0, . . . , ek−1 are pairwise orthogonal and
pairwise equivalent (rank 1) projections, then there are partial isometries v1, . . . , vk−1 such that
v∗j vj = e0 and vjv∗j = ej for j = 1,2, . . . , k−1. Let E−kn be the C*-algebra generated by {ti : i =
1, . . . , n} and {vj : j = 1, . . . , k − 1}, and let I (E−kn ) be the ideal of E−kn generated by e0.
Theorem 2.1. I (E−kn ) ∼=K, and E−kn is a unital essential extension of On by K with index −k,
where k is a positive integer.
Proof. The case of k = 1 is proved in 3.1 of [6]. Suppose now that k  2.
Let l be an integer, Wnl the set of all l-tuples (i1, . . . , il) with ij ∈ {1, . . . , n}, j = 1, . . . , l.
We assume that Wn0 = {0}, Wn∞ =
⋃
l0 W
n
l . Let S0 = 1, α0 = (i1, . . . , il) ∈ Wnl , we denoted
by Sα0 the isometry ti1 · · · til . Let α = (α0, j, λ), where j ∈ {1, . . . , k − 1}, λ ∈ {0,1}, and let
Eα = Sα0vλj .
Let F be the set of all linear combinations of elements of the form Eαe0E∗β . It is easy to
see that the closure of F is an ideal of E−kn , and F is contained in every ideal containing e0. It
follows that the closure of F is the ideal of E−kn generated by e0, that is I (E−kn ).
Let X = (Eαe0E∗μ)(Eνe0E∗β). It is easy to check that X 	= 0 if and only if μ = ν. Since(
Eαe0E
∗
μ
)(
Eνe0E
∗
β
)= δμνEαe0E∗β,
and (
Eαe0E
∗
β
)∗ = Eβe0E∗α,
the set {Eαe0E∗β} is a self-adjoint system of matrix units generating F . It follows that I (E−kn ) is
isomorphic to K.
Let π :E−kn → E−kn /I (E−kn ) be the quotient map. Since ej = vj e0v∗j ∈ I (E−kn ), j =
1, . . . , k − 1,
π(ti)
∗π(ti) = π
(
t∗i ti
)= π(1),
n∑
i=1
π(ti)π(ti)
∗ =
n∑
i=1
π
(
ti t
∗
i
)= π( n∑
i=1
ti t
∗
i + e0 + e1 + · · · + ek−1
)
= π(1).
So E−kn /I (E−kn ) is isomorphic to On, and hence E−kn is a unital essential extension of On by K.
We define τ :On →Q(H) by τ(si) = π(ti). Then τ is a unital essential extension ofOn by K
and m(τ) = −k, and we have the following commutative diagram:
0 K i
id
E−kn
π
ι
A
τ
0
0 K i B(H) π Q(H) 0
It follows that E−kn is a unital essential extension of On by K with index −k. 
658 S. Liu, X. Fang / J. Math. Anal. Appl. 329 (2007) 655–663Now we will construct the extension algebras with index k  1.
Let t1, . . . , tn ∈ B(H) be partial isometries with orthogonal ranges, t∗1 t1 = 1 − e, t∗i ti = 1 for
i = 2, . . . , n, and∑ni=1 ti t∗i = 1, where e is a subprojection of t1t∗1 with rankk ( 1).
If k = 1, let E1n be the C*-algebra generated by t1, . . . , tn, and let I (E1n) be the ideal of E1n
generated by e. In this case, we write e0 = e.
If k  2, suppose e = e0 + e1 + · · · + ek−1, where e0, . . . , ek−1 are pairwise orthogonal and
pairwise equivalent (rank 1) projections, then there are partial isometries v1, . . . , vk−1 such that
v∗j vj = e0 and vjv∗j = ej for j = 1,2, . . . , k − 1. Let Ekn be the C*-algebra generated by {ti : i =
1, . . . , n} and {vj : j = 1, . . . , k − 1}, and I (Ekn) the ideal of Ekn generated by e0.
Theorem 2.2. I (Ekn) ∼=K, and Ekn is a unital essential extension of On by K with index k, where
k is a positive integer.
Proof. The case of k  2 is similar to the proof of Theorem 2.1. We only prove the case of k = 1.
Let l be an integer, Wnl the set of all l-tuples (i1, . . . , il) with ij ∈ {1, . . . , n}, j = 1, . . . , l. We
assume that Wn0 = {0}, Wn∞ =
⋃
l0 W
n
l . Let T0 = 1. For α = (i1, . . . , im, j1, . . . , jl) ∈ Wnm+l ,
set Tα = ti1 · · · tim t∗j1 · · · t∗jl .
Let F be the set of all linear combinations of elements of the form TαeT ∗β . It is easy to see
that the closure of F is an ideal of E1n , and F is contained in every ideal containing e. It follows
that the closure of F is the ideal of E1n generated by e, that is I (E1n).
Let X = (TαeT ∗μ)(TνeT ∗β ). It is easy to check that X 	= 0 if and only if μ = ν. Since(
TαeT
∗
μ
)(
TνeT
∗
β
)= δμνTαeT ∗β ,
and (
TαeT
∗
β
)∗ = TβeT ∗α ,
the set {TαeT ∗β } is a self-adjoint system of matrix units generating F . It follows that I (E1n) is
isomorphic to K.
We define τ :On →Q(H) by τ(si) = π(ti). Then τ is a unital essential extension ofOn by K
and m(τ) = k. As in the proof of Theorem 2.1, Ekn is a unital essential extension of On by K
with index k. 
Finally, we construct the trivial extension, that is, the extension algebra with index 0.
Let t1, . . . , tn ∈ B(H) be partial isometries with orthogonal ranges, t∗1 t1 = 1 − e0, t∗i ti = 1 for
i = 2, . . . , n, and ∑ni=1 ti t∗i = 1 − e0, where e0 is a rank 1 projection. Let E0n be the C*-algebra
generated by t1, . . . , tn, I (E0n) be the ideal of E0n generated by e0.
Theorem 2.3. I (E0n) ∼=K, and E0n is a unital essential trivial extension of On by K.
Proof. The proof of I (E0n) ∼=K is the same as in Theorem 2.2 without any further changes.
We define τ :On →Q(H) by τ(si) = π(ti). Then τ is a unital essential extension ofOn by K
and m(τ) = 0. As in the proof of Theorem 2.1, E0n is a unital essential extension of On by K
with index 0, so E0n is a trivial extension by [12, Lemma 1.3]. 
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K-theory for On and E−1n are computed by Cuntz in [7], we now consider K-theory for other
extension algebras.
Theorem 3.1.
(1) If k 	= 0, then K0(Ekn) = Z ⊕ Z(n−1,|k|), K1(Ekn) = 0, where (n − 1, |k|) is the greatest com-
mon divisor of n − 1 and |k|.
(2) K0(E0n) = Z ⊕ Zn−1 and K1(E0n) = 0.
Proof. (1) We only prove the case of E−kn for nonnegative integer k.
Note that K0(K) = Z, K1(K) = 0 and K0(On) = Zn−1, K1(On) = 0. By the six term exact
sequence of K-theory [10], we have K1(E−kn ) = 0 and the following short exact sequence:
0 → Z i∗−→ K0
(
E−kn
) π∗−→ Zn−1 → 0.
It follows that K0(E−kn ) is generated by i∗(Z) and [1], i∗(Z) = Z[e0] and k[e0] = (1 − n)[1],
where 1 is the unit of E−kn .
Let d = (n − 1, k). There are three cases.
(a) 1 < d < n − 1.
Let n − 1 = n1d, k = k1d , then (n1, k1) = 1. There are two integers n2, k2 such that n1n2 +
k1k2 = 1. Let a = (−n1, k2 ), b = (k1, n2 ) ∈ Z ⊕ Z(n−1,k), then
k1a + n1b = (0, 1¯), −n2a + k2b = (1, 0¯)
and ka = (1 − n)b.
Now define
g :Z ⊕ Z(n−1,k) → Zn−1
by
g(x, y¯) = k2x + n1y,
then g is a surjective group homomorphism. Since (k2, n1) = 1, and
ker g = {(x, y¯) ∈ Z ⊕ Z(n−1,k): k2x + n1y = mn1d, m ∈ Z}
= {(x, y¯) ∈ Z ⊕ Z(n−1,k): k2x = n1(md − y), m ∈ Z}
= {(n1x, y¯) ∈ Z ⊕ Z(n−1,k): k2x = md − y, m ∈ Z}
= {(n1x,−k2x ): x ∈ Z}
= {−x(−n1, k2 ): x ∈ Z}
= Z(−n1, k2 ),
the following diagram is commutative:
0 Z
f
α
Z ⊕ Z(n−1,k) g
β
Zn−1
α
0
0 K0(I (E−k))
i∗
K0(E−k)
π∗
K0(On) 0n n
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f (1) = (−n1, k2 ), α(1) = [e0], β(a) = [e0], β(b) = [1], γ (1¯) = [1].
Since α and γ are isomorphisms, K0(E−kn ) ∼= Z ⊕ Z(n−1,k) by the Five Lemma.
(b) d = 1.
The following diagram is commutative:
0 K0(I (E−kn ))
i∗
α
K0(E−kn )
π∗
β
K0(On)
γ
0
0 Z
f
Z
g
Zn−1 0
where α([e0]) = 1, β([e0]) = 1 − n, β([1]) = k, γ ([1]) = k¯, f (1) = 1 − n, and g(1) = 1¯. Then
K0(E−kn ) = Z by the Five Lemma.
(c) d = n − 1.
The following diagram is commutative:
0 Z
f
α
Z ⊕ Zn−1 g
β
Zn−1
γ
0
0 K0(I (E−kn ))
i∗
K0(E−kn )
π∗
K0(On) 0
where f (1) = (−1, 0¯), g(x, y¯) = y¯, α(1) = [e0], β(−1, 0¯) = [e0], β( kn−1 , 1¯) = [1], and
γ (1¯) = [1]. Then K0(E−kn ) = Z ⊕ Zn−1 by the Five Lemma.
(2) Since E0n is trivial, the following short exact sequence is splits:
0 →K i−→ E0n π−→On → 0,
by the property of K-theory, and we have the following splitting short exact sequence of K-theory:
0 → Z i∗−→ K0
(
E0n
) π∗−→ Zn−1 → 0.
Therefore K0(E0n) = Z ⊕ Zn−1. K1(E0n) = 0 is obvious as in (1). 
Remark 3.2. By the proof of Theorem 3.1, we describe the generators of K0(Ekn) as follows for
further applications.
(i) If k is a positive integer and 1 < d  n − 1. Let ni and ki (i = 1,2) be as in the proof
of Theorem 3.1, then K0(Ekn) = Z ⊕ Z(n−1,k) with generators [e0] = (−n1, k2 ) and [1] =
(−k1,−n2 ), K0(E−kn ) = Z⊕Z(n−1, k) with generators [e0] = (−n1, k2 ) and [1] = (k1, n2 ).
We take n2 = 1 − k and k2 = n − 1 for the case of d = n − 1.
(ii) If k is a positive integer and d = 1. Then K0(Ekn) = Z with generators [e0] = 1 − n and
[1] = −k, K0(E−kn ) = Z with generators [e0] = 1 − n and [1] = k.
(iii) For the case of k = 0, K0(E0n) = Z ⊕ Zn−1 with generators [e0] = (1, 0¯) and [1] = (0, 1¯).
Note that n2 and k2 are not unique, but the different choices give rise to isomorphic K-groups.
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Let A be a C*-algebra, we denoted by V (A) the Murry–von Neumann equivalence classes of
projections in the matrices over A. For projection p ∈ Mn(A), we denoted by [p] the Murry–
von Neumann equivalence class contains p. V (A) is a semigroup with the addition defined by
[p] + [q] = [p ⊕ q].
Let P be the set of all projections in Ekn \ I (Ekn).
Lemma 4.1. For any integer k ∈ Z, K0(Ekn) = {[p] ∈ V (Ekn): p ∈ P}. In particular, [p] = [q]
in K0(Ekn) if and only if [p] = [q] in V (Ekn).
Proof. As in the proof of [11, Lemma 2.1], we may prove that P satisfies the conditions be-
fore 1.3 of [7]. Then we complete the proof by [7, Theorem 1.4]. 
Theorem 4.2. Let ni and ki (i = 1,2) be as in Theorem 3.1, d = (n − 1, |k|).
(i) If k 	= 0 and d > 1, then V (Ekn) = Z+ unionsq Z ⊕ Zd , the addition in Z+ and Z ⊕ Zd are the
usual ones, if x ∈ Z+ and (y˜, z¯) ∈ Z ⊕ Zd , then x + (y˜, z¯) = ( ˜−n1x + y, k2x + z).
(ii) If k 	= 0 and d = 1, then V (Ekn) = Z+ unionsq Z, the addition in Z+ and Z are the usual ones, if
x ∈ Z+ and y˜ ∈ Z, then x + y˜ = ˜(1 − n)x + y.
(iii) V (E0n) = Z+ unionsq Z ⊕ Zn−1, the addition in Z+ and Z ⊕ Zn−1 are the usual ones, if x ∈ Z+
and (y˜, z¯) ∈ Z ⊕ Zn−1, then x + (y˜, z¯) = (x˜ + y, z).
Proof. (i) By Lemma 4.1 and the proof in [7], we have
V
(
Ekn
)= {[p] ∣∣∣ p ∈ ∞⋃
m=1
Mm
(
Ekn
)}
=
{
[p]
∣∣∣ p ∈ ∞⋃
m=1
Mm
(
I
(
Ekn
))} unionsq{[p] ∣∣∣ p ∈ ∞⋃
m=1
Mm
(
Ekn \ I
(
Ekn
))}
∼= V (K) unionsq K0
(
Ekn
)
∼= Z+ unionsq Z ⊕ Zd .
So the addition in Z+ and Z ⊕ Zd are the usual ones. If [p] = (y˜, z¯) ∈ Z ⊕ Zd for some projec-
tion p ∈ Ekn \ I (Ekn), then 1 + (y˜, z¯) = [e0] + [p] = [e0 ⊕ p]. Since e0 ⊕ p ∈ Ekn \ I (Ekn), by
Remark 3.2,
[e0 ⊕ p] = [e0] + [p] = (−˜n1, k2) + (y˜, z¯) = (−˜n1 + y, k2 + z )
in Z ⊕ Zd ∼= K0(Ekn). It follows that for x ∈ Z+ and (y˜, z¯) ∈ Z ⊕ Zd ,
x + (y˜, z¯) = ( ˜−n1x + y, k2x + z ).
The proof of (ii) and (iii) are similar to that of (i), we omit the detail. 
Remark 4.3. By Remark 3.2 and Theorem 4.2, it is easy to see that [e0] = 1 in V (Ekn) for
any integer k. For positive integer k, if 1 < d  n − 1, then [1] = (−˜k1,−n2 ) in V (Ekn), [1] =
(k˜1, n2 ) in V (E−kn ). If d = 1, then [1] = −˜k in V (Ekn) and [1] = k˜ in V (E−kn ). In the case of
trivial extension, we have [1] = (0˜, 1¯).
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Proof. The “if” part is trivial. For the “only if” part, suppose that Ekn ∼= Elm, then there is an
isomorphism α :V (Ekn) → V (Elm). Note that α([1]) = [1]. There are three cases.
(1) kl > 0. We only consider the case of k and l are both positive integers, the another case is
similar. It is easy to see that α(Z+) = Z+ and α(Z ⊕ Z(n−1,k)) = Z ⊕ Z(m−1,l), so (n − 1, k) =
(m − 1, l), set d = (n − 1, k) = (m − 1, l).
If d > 1, by Remark 4.3, we have
α(−˜k1,−n2 ) = α
([1])= [1] = (−˜l1,−m2 )
and
α(−˜n1, k2 ) = α
(
1 + (0˜, 0¯))= 1 + (0˜, 0¯) = (−˜m1, l2 ).
Since k(−˜n1, k2 ) = (n − 1)(−˜k1,−n2 ), k(−˜m1, l2 ) = (n − 1)(−˜l1,−m2 ). Therefore m1k1 =
n1l1 in Z. Since (n1, k1) = 1 and (m1, l1) = 1, m1 = n1 and l1 = k1. It follows that m = n and
k = l.
If d = 1, then α(−˜k) = −˜l and α(1˜ − n) = 1˜ − m, and hence k(1 − m) = (n − 1)(−l), there-
fore m1k1 = n1l1 in Z, it follows that m1 = n1 and l1 = k1, and therefore m = n and k = l.
(2) kl < 0. We assume that k > 0 and l < 0. α(Z+) = Z+ and α(Z ⊕ Z(n−1,k)) = Z ⊕
Z(m−1,|l|), so (n − 1, k) = (m − 1, |l|), set d = (n − 1, k) = (m − 1, |l|).
If d > 1, by Remark 4.3,
α(−˜k1,−n2 ) = α
([1])= [1] = (l˜1,m2 )
and
α(−˜n1, k2 ) = α
(
1 + (0˜, 0¯))= 1 + (0˜, 0¯) = (−˜m1, l2 ).
Since k(−˜n1, k2 ) = (n − 1)(−˜k1,−n2 ), k(−˜m1, l2 ) = (n − 1)(l˜1,m2 ). Therefore −m1k1 =
n1l1, this is impossible. The case of d = 1 is similar.
(3) kl = 0. We assume that k = 0. If l 	= 0, we may assume that l > 0. As above, we have
α(0, 1¯) = (−˜l1,−m2 ). Since (n−1)(0, 1¯) = 0 in V (E0n), −l1(n−1) = 0 in Z, this is impossible.
So l = 0. It is easy to see that m = n. 
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