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AbstractDue to the severe conditions of wireless channels,
it is crucial for wireless systems to accommodate some sort
of diversity to achieve reliable communication. Different types
of diversity techniques such as temporal, frequency, code, and
spatial have been developed in the literature. In addition to
the destructive multipath nature of wireless channels, frequency
selective channels pose intersymbol interference (ISI) while
offering frequency diversity for successfully designed systems.
Orthogonal frequency division multiplexing (OFDM) has been
shown to ght ISI very well by converting the frequency selective
channel into parallel at fading channels. On the other hand,
bit interleaved coded modulation (BICM) was shown by Zehavi
and later by Caire et al to have high performance for at
fading Rayleigh channels. It is natural to combine BICM and
OFDM to exploit the common ground of both techniques to
improve overall system performance. In this paper we show both
analytically and via simulations that for L tap frequency selective
fading channels, BICM-OFDM can achieve a diversity order of
min(dfree;L), where dfree is the minimum Hamming distance
of the convolutional code used for BICM.
I. INTRODUCTION
Wireless communication channels suffer from severe atten-
uation due to the destructive addition of multiple paths in the
propagation media and due to interference from other users.
In some cases it is impossible for the receiver to make a
correct decision on the transmitted signal unless some form of
diversity (less attenuated replica of the signal) is used. In order
to ght the severe conditions of wireless channels, different
diversity techniques have been developed. Some forms of
diversity can be listed as temporal, frequency, spatial and code
diversity.
Zehavi [1] showed that the code diversity could be improved
by bit-wise interleaving. Using an appropriate soft-decision bit
metric at a Viterbi decoder, Zehavi achieved a code diversity
equal to the smallest number of distinct bits, rather than
channel symbols, along any error event. On the other hand,
the diversity order of systems based on Ungerboeck's trellis
coded modulation (TCM, [2]) with a symbol interleaver is
the minimum number of distinct symbols between codewords.
Thus, diversity can only be increased by preventing parallel
transitions and increasing the constraint length of the code.
As a result, BICM shows performance improvement when
compared to TCM [1]. Following Zehavi's paper, Caire et al
[3] presented the theory behind BICM. Their work illustrated
tools to evaluate the performance of BICM with tight error
probability bounds, and design guidelines. A brief overview
of BICM is given in Section II for reader's convenience.
In recent years deploying multiple transmit antennas has
become an important tool to improve diversity. The use of mul-
tiple transmit antennas allowed signicant diversity gains for
wireless communications. In general, spatial diversity systems
are called space-time (ST) codes and some important results
can be listed as [4], [5], [6], [7]. In these papers the multi
input multi output (MIMO) wireless channel is assumed to be
at fading. However, when there is frequency selectivity in the
channel, the design of appropriate space-time codes becomes a
more complicated problem due to the existence of intersymbol
interference (ISI). On the other hand, frequency selective
channels offer additional frequency diversity [8], [9]. OFDM
can be used to combat ISI and therefore can simplify the
code design problem for frequency selective channels. Using
a cyclic prex (CP), OFDM converts a frequency selective
channel into parallel at fading channels. Some space-time-
frequency coded systems have been proposed to exploit the
diversity order in space, time and frequency, [10], [11], [12],
[13], [14], [15]. Out of these papers [14] combines space
time block codes (STBC) of [5] and [6] with BICM-OFDM
to achieve diversity in space time and frequency. Reference
[15] uses BICM-OFDM directly with multiple antennas and
without external STBC to achieve higher data rate in the cost
of lower diversity.
In this paper we limit ourselves to single input single
output (SISO) wireless channels. The reader is urged to note
that unlike [14] and [15], we use a SISO system instead
of MIMO and through Section III and IV we will formally
prove that BICM-OFDM systems achieve a diversity order
of min(dfree;L), where dfree is the minimum Hamming
distance of the convolutional code.
In Section V simulation results supporting our analysis are
presented. Finally, we end the paper with a brief conclusion
in Section VI where we restate the important results of this
paper.II. BIT-INTERLEAVED CODED MODULATION (BICM)
BICM can be obtained by using a bit interleaver, ¼, between
an encoder for a binary code C and a memoryless modulator
over a signal set Â µ C of size jÂj = M = 2m with a binary
labeling map ¹ : f0;1gm ! Â. Gray encoding is used to map
the bits onto symbols and plays an important role in BICM's
performance [3]. Gray labeling allows parallel independent
decoding for each bit [16]. If set partition labeling or mixed
labeling is used, then an iterative decoding approach should
be used to achieve high performance [17]. Note that, due to
the ability of independent parallel decoding of Gray labeling,
iterative decoding does not introduce any performance im-
provement [17]. Therefore, non-iterative maximum likelihood
(ML) decoding is considered in this paper.
During transmission, the code sequence c is interleaved by
¼, and then mapped onto the signal sequence x 2 Â. The
signal sequence x is then transmitted over the channel.
The bit interleaver can be modeled as ¼ : k0 ! (k;i) where
k0 denotes the original ordering of the coded bits ck0, k denotes
the time ordering of the signals xk transmitted, and i indicates
the position of the bit ck0 in the symbol xk.
Let Âi
b denote the subset of all signals x 2 Â whose label
has the value b 2 f0;1g in position i. Then, the maximum
likelihood (ML) bit metrics are given by [3]
¸i(yk;ck0) =
8
> <
> :
max
x2Âi
ck0
logpµk(ykjx); perfect CSI
max
x2Âi
ck0
logp(ykjx); no CSI : (1)
where µk denotes the channel state information (CSI) for the
time order k.
Following (1), the bit metrics for the at fading Rayleigh
channels can be calculated using the ML criterion with CSI
as [1]
¸i(yk;ck0) = min
x2Âi
ck0
kyk ¡ ½xk2 (2)
where ½ denotes the Rayleigh coefcient and k(¢)k2 represents
the squared Euclidean norm of (¢).
The ML decoder at the receiver can make decisions accord-
ing to the rule
^ c = argmin
c2C
X
k0
¸i(yk;ck0): (3)
III. SYSTEM MODEL OF BICM-OFDM
The system deploys only one transmit and one receive
antenna (SISO). One OFDM symbol has K subcarriers where
each subcarrier corresponds to a symbol from a constellation
map Â. As given in Section II, constellation size jÂj = 2m.
It is assumed that the interleaver's depth is Km so that bits
are interleaved within one OFDM symbol. By doing so, the
decoder does not need to wait for the arrival of multiple OFDM
symbols to start decoding.
A convolutional encoder is used to generate the binary code
at the transmitter. For k0=n0 rate convolutional code with
given number of states, the one with the highest minimum
Hamming distance, dfree, is picked from tables, e.g., [18].
The output bit ck0 of a convolutional encoder is interleaved
and mapped onto the subcarrier x(k) at the ith location.
Consider a frequency selective channel h =
[h0 h1 ¢¢¢ h(L¡1)]T with L taps. Each tap is assumed
to be statistically independent and modeled as a zero mean
complex Gaussian random variable with variance 1=2L per
complex dimension. The fading model is assumed to be
quasi-static, i.e., the fading coefcients are constant over
the transmission of one packet, but independent from one
packet transmission to the next. It is assumed that the taps
are spaced at integer multiples of the symbol duration, which
is the worst case scenario in terms of designing full diversity
codes [19].
A cyclic prex (CP) of appropriate length is added to each
OFDM symbol. Adding CP converts the linear convolution of
the transmitted signal and the L-tap channel into a circular
convolution. When CP is removed and FFT is taken at the
receiver, the received signal is given by
y(k) = x(k)H(k) + n(k); 0 · k · K ¡ 1 (4)
where x(k) is the transmitted signal at the kth subcarrier,
n(k) is complex additive white Gaussian noise with zero mean
and variance 1=(2¢SNR) per complex dimension making the
variance of n(k) N0 = 1=SNR, and H(k) is given by
H(k) =
L¡1 X
l=0
h(l)W lk
K ; where WK
4
= e¡j 2¼
K : (5)
H(k) can also be written as
H(k) = W
H(k)h (6)
where W(k) = [1 W k
K W2k
K ::: W
(L¡1)k
K ]H is an L£
1 vector. Note that the transmitted symbols are assumed to
have average energy of 1 so that with the channel and AWGN
models described here, the received signal to noise ratio is
SNR.
IV. DIVERSITY ORDER OF BICM-OFDM
In this section we will show that for an L-tap frequency
selective channel, BICM-OFDM can achieve a diversity order
of min(dfree;L) without the use of multiple antennas. Since
dfree of convolutional codes can be high, this is a signicant
result.
Assume the code sequence c is transmitted and ^ c is detected.
Then, the PEP of c and ^ c given CSI can be written as, using
(2) and (3),
P(c ! ^ cjH) = P
0
B
@
P
k0
min
x2Âi
ck0
ky(k) ¡ xH(k)k2 ¸
P
k0
min
x2Âi
^ ck0
ky(k) ¡ xH(k)k2
1
C
A (7)
For a convolutional code with rate k0=n0, and minimum
Hamming distance dfree, the Hamming distance between cand ^ c, d(c ¡ ^ c), is at least dfree. Assume d(c ¡ ^ c) = dfree
for c and ^ c under consideration for PEP analysis, which is the
worst case scenario between any two codewords. Then, Âi
ck0
and Âi
^ ck0 are equal to one another for all k0 except for dfree
distinct values of k0. Therefore, inequality on the right hand
side of (7) shares the same terms on all but dfree summation
points, and the summations can be simplied to only dfree
terms for PEP analysis.
P(c ! ^ cjH) = P
0
B
@
P
k0;dfree
min
x2Âi
ck0
ky(k) ¡ xH(k)k2 ¸
P
k0;dfree
min
x2Âi
^ ck0
ky(k) ¡ xH(k)k2
1
C
A
(8)
where
P
k0;dfree means that the summation is taken with index
k0 over dfree different values of k0.
Note that for binary codes and for the dfree points at hand,
^ ck0 = ¹ ck0, where ¹ (¢) denotes the binary complement of (¢).
For the dfree bits let's denote
~ x(k) =arg min
x2Âi
ck0
ky(k) ¡ xH(k)k2
^ x(k) =arg min
x2Âi
¹ ck0
ky(k) ¡ xH(k)k2 (9)
It is easy to see that ~ x(k) 6= ^ x(k) since ~ x(k) 2 Âi
ck0 and
^ x(k) 2 Âi
¹ ck0 where Âi
ck0 and Âi
¹ ck0 are complement sets of
constellation points within the signal constellation set Â (see
Figure 1 for 16 QAM example). Also, ky(k)¡x(k)H(k)k2 ¸
ky(k) ¡ ~ x(k)H(k)k2 and x(k) 2 Âi
ck0.
For convolutional codes, due to their trellis structure, dfree
distinct bits between any two codewords occur in consecutive
trellis branches. The bit interleaver can be designed such that
consecutive ddfree=n0en0 bits are mapped onto ddfree=n0en0
different symbols. This guarantees that there exists dfree
distinct pairs of (~ x(k); ^ x(k)), and dfree distinct pairs of
(x(k); ^ x(k)). Note that, if there is no bit interleaver following
the encoder, there are only ddfree=me distinct pairs. The PEP
of BICM-OFDM can be rewritten as
P(c ! ^ cjH) = P
0
@
X
k;dfree
ky(k) ¡ ~ x(k)H(k)k2¡
ky(k) ¡ ^ x(k)H(k)k2 ¸ 0
1
A
· P
0
@
X
k;dfree
ky(k) ¡ x(k)H(k)k2¡
ky(k) ¡ ^ x(k)H(k)k2 ¸ 0
1
A
(10)
= P
0
@
2
4
X
k;dfree
k(x(k) ¡ ^ x(k))H(k)k2
3
5 ¡ ¯ · 0
1
A
(11)
where ¯ =
P
k;dfree ¯(k) and ¯(k) = (^ x(k) ¡
x(k))¤H¤(k)n(k) + (^ x(k) ¡ x(k))H(k)n¤(k). For given H,
¯(k)s are independent zero-mean complex Gaussian random
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Fig. 1. Gray encoded 16 QAM constellation
variables with variance 2N0k(^ x(k) ¡ x(k))H(k)k2. Conse-
quently, ¯ is a complex Gaussian random variable with zero
mean and variance 2N0
P
k;dfree k(^ x(k)¡x(k))H(k)k2. Note
that, the upper bound in (10) is tight, since for high SNR
values ~ x(k) = x(k). Following (11), PEP can be found as
P(c ! ^ cjH) ·P
0
@¯ ¸
X
k;dfree
k(x(k) ¡ ^ x(k))H(k)k2
1
A
·Q
0
B B
@
v u u t
P
k;dfree
k(x(k) ¡ ^ x(k))H(k)k2
2N0
1
C C
A
(12)
where Q(¢) is the well-known Q-function. Let's denote
d(k) = x(k) ¡ ^ x(k), which are non-zero for the dfree
points considered for PEP analysis. In order to nd PEP, P
k;dfree kd(k)H(k)k2 has to be calculated. Using (6),
X
k;dfree
kd(k)H(k)k2 =
X
k;dfree
h
HWK(k)d¤(k)d(k)W
H
K(k)h
=h
H
2
4
X
k;dfree
Ak
3
5h = h
HAh (13)
where A and Ak's are L £ L matrices and Ak is given by
Ak = jd(k)j2
2
6
6
4
1 Wk
K ¢¢¢ W
(L¡1)k
K
W¡k
K 1 ¢¢¢ W
(L¡2)k
K
. . .
. . .
...
. . .
W
¡(L¡1)k
K W
¡(L¡2)k
K ¢¢¢ 1
3
7
7
5
L£L
(14)
As can be seen from (14), the rank of each Ak matrix is
one. However, due to the special form of the Ak matrices,
the rank of the matrix A =
P
k;dfree Ak is r = rank(A) =
min(dfree;L) (see Appendix for the proof). Note that each
Ak is also Hermitian with a square root W(k)d¤(k) such
that Ak = W(k)d¤(k)(W(k)d¤(k))H. From linear algebra,
it is known that any matrix with a square root is positive
semidenite [4], [20]. Also, any non-negative linear combina-
tion of positive semidenite matrices is positive semidenite.
It follows that Aks and A are positive semidenite, and the
singular value decomposition of A can be written as [20]A = V H¤V (15)
where V is a L£L unitary matrix and ¤ is a L£L diagonal
matrix with eigenvalues of A, f¸igL
i=1, on the diagonal. Note
that, eigenvalues of any positive semidenite matrix are real
and non-negative. Let's write V h = [v1 v2 ¢¢¢ vL]T,
then
X
k;dfree
kd(k)H(k)k2 = h
HAh = h
HV H¤V h =
L X
l=1
¸ljvlj2
(16)
Since each tap of the channel is modeled as an independent
complex Gaussian random variable with zero mean and equal
variance, vl's are also complex Gaussian random variables.
Then jvlj's are Rayleigh distributed with pdf 2jvlje¡jvlj
2
. Us-
ing an upper bound for the Q function Q(x) · (1=2)e¡x
2=2,
PEP can be upper bounded as
P(c ! ^ c) =E [P(c ! ^ cjH)]
·E
2
6 6 6
4
1
2
exp
0
B B B
@
¡
L P
l=1
¸ljvlj2
4N0
1
C C C
A
3
7 7 7
5
=
1
L Q
l=1
³
1 + ¸l
4N0
´
(17)
For the rank of A, r = min(dfree;L), without loss of
generality we can order the ¸l's such that, ¸1 ¸ ¸2 ::: ¸ ¸r
and ¸r+1 = ::: = ¸L = 0. Using N0 = 1=SNR from Section
III, for high SNR values, PEP becomes upper bounded by
P(c ! ^ c) ·
1
r Q
l=1
¡
1 + ¸lSNR
4
¢ '
Ã
r Y
l=1
¸l
!¡1 µ
SNR
4
¶¡r
(18)
It can be easily seen from (18) that the diversity order of
BICM-OFDM system is r = min(dfree;L). For example, the
industry standard 1=2 rate 64 state (133,171) convolutional
encoder has dfree = 10. Therefore, a BICM-OFDM system
with this convolution code can achieve a diversity order of 10
without implementing any additional antennas, or using any
other diversity technique. In order to even further increase
the diversity order of the system, one can in addition add
multiple antennas using STBC to multiply the diversity order
of BICM-OFDM with the number of transmit and receive
antennas (see [21]). Or, multiple antennas can be used to
increase the throughput of the system, while BICM-OFDM
is used to provide the necessary diversity order. Also, a low
complexity Viterbi decoder can be implemented for BICM-
OFDM systems without any performance degradation [22]
and [23]. Thus, a low complexity, easy to implement, and a
high diversity order system can be easily generated by BICM-
OFDM.
V. SIMULATION RESULTS
In the simulations below we used 64 subcarriers for each
OFDM symbol. One symbol has a duration of 4 ¹s of which
0.8 ¹s is CP. 250 bytes are sent with each packet and the
channel is assumed to be the same through the transmission
of one packet. The maximum delay spread of the channel is
set to be ten times the root mean square (rms) delay spread.
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Fig. 2. BICM-OFDM results using 1/2 rate 64 states dfree = 10 code
Figure 2 shows the simulation results for different rms delay
spread values of the channel. (133,171) 1/2 rate 64 states
convolutional code used in BICM-OFDM and interleaved bits
are modulated using 16 QAM. As can be seen from the gure
as the number of taps for the channel increases, its diversity
increases as well. Another interesting observation is that while
diversity for 50 ns and 75 ns channels reach the maximum
diversity, 75 ns channel shows slightly better coding gain. This
is due to the fact that the product of the eigenvalues in (18) is
higher for higher delay spreads once the maximum diversity
is reached.
VI. CONCLUSION
BICM and OFDM are used widely in many wireless com-
munication systems. In this paper we showed the two can be
combined to achieve a high diversity order. We illustrated both
analytically and via simulations that the maximum diversity
that is inherited in frequency selective channels can be fully
and successfully achieved. If the convolutional code being
used has a minimum Hamming distance of dfree, we showed
that the diversity order of BICM-OFDM is min(dfree;L) for
an L tap frequency selective fading channel. Simulations also
showed that, when L ¸ dfree, as the delay spread increases the
coding gain increases, improving the system performance.
APPENDIX
PROOF OF RANK min(dfree;L)
Note that in general the number of subcarriers K ¸ dfree
and K ¸ L, and these are assumed to be the case in this
paper. In order to have a clearer presentation we will denote
D = dfree and without loss of generality, we can reorder the
D different Ak matrices so that A =
PD
k=1 Ak. Assume for
now, D · L. Then, it is known that [20] rank(A) = r ·
PD
k=1 rank(Ak) = D. Let's denote ak
4
= Wk
K. Note that
a
¡1
k = a¤
k, and aks lie on the unit circle on the complex plane
and ai 6= aj for i 6= j; 1 · i;j · K. Then, Aks becomeAk = jd(k)j2
2
6 6 6
6
4
1 ak ¢¢¢ a
(L¡1)
k
a
¡1
k 1 ¢¢¢ a
(L¡2)
k
. . .
. . .
...
. . .
a
¡(L¡1)
k a
¡(L¡2)
k ¢¢¢ 1
3
7 7 7
7
5
A =
D X
k=1
Ak
=
2
6 6
6 6 6 6 6
4
D P
k=1
jdkj2
D P
k=1
jdkj2ak ¢¢¢
D P
k=1
jdkj2aL¡1
k
D P
k=1
jdkj2a¡1
k
D P
k=1
jdkj2 ¢¢¢
D P
k=1
jdkj2aL¡2
k
. . .
. . .
...
. . .
D P
k=1
jdkj2a
¡(L¡1)
k ¢¢¢ ¢¢¢
D P
k=1
jdkj2
3
7 7
7 7 7 7 7
5
(A.1)
Clearly, if the rank of A is r, then there exists a sub-matrix
within A of size r £ r such that the determinant of the sub-
matrix is nonzero [20]. Consider the sub-matrix AD of size
D £ D of A.
AD =
2
6 6 6 6
6 6 6
4
D P
k=1
jdkj2
D P
k=1
jdkj2ak ¢¢¢
D P
k=1
jdkj2aD¡1
k
D P
k=1
jdkj2a¡1
k
D P
k=1
jdkj2 ¢¢¢
D P
k=1
jdkj2aD¡2
k
. . .
. . .
...
. . .
D P
k=1
jdkj2a
¡(D¡1)
k ¢¢¢ ¢¢¢
D P
k=1
jdkj2
3
7 7 7 7
7 7 7
5
AD = BDCD where
BD =
2
6 6 6 6 6
4
1 1 ¢¢¢ 1
a
¡1
1 a
¡1
2 ¢¢¢ a
¡1
D
a
¡2
1 a
¡2
2 ¢¢¢ a
¡2
D
. . .
. . .
...
. . .
a
¡(D¡1)
1 a
¡(D¡1)
2 ¢¢¢ a
¡(D¡1)
D
3
7 7 7 7 7
5
CD =
2
6 6 6 6
4
jd1j2 jd1j2a1 ¢¢¢ jd1j2a
(D¡1)
1
jd2j2 jd2j2a2 ¢¢¢ jd2j2a
(D¡1)
2
. . .
. . .
. . .
jdDj2 jdDj2aD ¢¢¢ jdDj2a
(D¡1)
D
3
7 7 7 7
5
(A.2)
It is evident that, since a
¡1
k = a¤
k, BH
D is a Vandermonde
matrix of size D. The determinant of a Vandermonde matrix
can be easily calculated by [20]
det(BH
D) =
D Y
i;j
i>j
(ai ¡ aj) (A.3)
which is non-zero, since ai 6= aj for i 6= j; 1 · i;j ·
D · K. Therefore rank(BH
D) = D = rank(BD) and
BD is full rank. Note that, CD is equal to BH
D with each
row multiplied by a positive scalar. Since multiplying rows
of a matrix with nonzero scalars does not change the rank
of a matrix, CD is also full rank with rank D. This shows
det(AD) = det(BD)det(CD) is nonzero, conrming AD is
a full rank matrix with rank D. Since AD is a sub-matrix of A,
then rank(A) ¸ D = dfree, concluding rank(A) = D · L.
If L < D, then A is a sub-matrix of AD. Again from (A.2)
and (A.3), AD is a full rank matrix with rank D due to the
fact that ai 6= aj for i 6= j; 1 · i;j · D · K. Since any sub-
matrix of a full rank matrix is also full rank, then A is full rank
with rank(A) = L. Consequently, rank(A) = min(D;L) =
min(dfree;L).
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