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Cilj diplomskega dela je bil izdelava spletnega priporočilnega sistema (ang. 
recommender systems) za filme in njegovo ovrednotenje. Odločili smo se za pristop s 
skupinskim filtriranjem (ang. collaborative filtering), ki temelji na sodelovanju uporabnikov s 
podobnim okusom. Za aktivnega uporabnika se poišče njemu podobne uporabnike – najbližje 
sosede, ki smo jih poimenovali filmski prijatelji. Le-ti s svojim okusom po metodi utežene 
vsote vplivajo na napoved ocene filma. 
V prvem delu naloga obsega teoretični del, v katerem so predstavljeni osnovni pojmi in 
gradniki priporočilnih sistemov. Osrednji del diplomske naloge se posveča praktični izvedbi, 
kjer je bila izdelana lastna podatkovna baza s 47-imi uporabniki in z naborom 22-ih filmov 
različnih žanrov, ki so jih uporabniki ocenili s pomočjo 7-stopenjske lestvice (ocene od −3 do 
3). Zaradi premajhne zapolnjenosti baze uporabniki : filmi se je sistemu dodalo na spletu 
dosegljivo podatkovno bazo MovieLens, s čimer se je povečal nabor filmov, ki jih 
priporočilni sistem priporoča uporabnikom. Iz MovieLensa je bilo izluščenih 83 uporabnikov, 
ki so ocenili vseh 22 filmov iz nabora. Tako je bilo doseženo zadostno število potrebnih 
podatkov za zagotovitev delovanja priporočilnega sistema in njegovega ovrednotenja. 
MovieLens podatkovno bazo smo izkoristili za priporočanje dodatnih filmov, ki jih je 
omogočil najboljši filmski prijatelj (iz MovieLensa) aktivnega uporabnika (iz naše lastne 
podatkovne baze), vendar tega dela ni bilo mogoče ovrednotiti. 
Za ovrednotenje priporočilnega sistema (83 uporabnikov iz MovieLens baze) sta bili 
uporabljeni dve metodi, in sicer povprečna absolutna napaka MAE (ang. Mean Absolute 
Error) in mera F (ang. F-measure). MAE je pri največji pokritosti 99,95 % dosegla najnižjo 
vrednost 0,77 pri mejah Pearsonove korelacije −0,1 in 0,05. V nadaljevanju smo vzeli 
vrednost števila sosedov pri meji Pearsonove korelacije 0,05 in jo uporabili pri izračunu mere 




(ocena 3), kar je dalo naslednje rezultate: natančnost 0,743, priklic 0,407 in mera F 0,526.  
Bistven podatek za ovrednotenje sistema je natančnost, ki določa delež pravilno 
priporočenih vsebin izmed vseh priporočenih vsebin. Torej sistem pravilno priporoča skoraj 
75 % vseh priporočenih vsebin, kar je zadovoljiv podatek in bi sistem lahko uporabili v 
praksi. Priklic pomeni delež pravilno priporočenih vsebin izmed vseh, ki bi morali biti 
priporočeni, a niso bili zajeti v priporočila. Priklic je dal nižje rezultate, kar je vplivalo na 
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The aim of this thesis was to develop and evaluate an online recommender system for 
movies. We selected a collaborative filtering approach based on the opinion of users with 
similar tastes. First, it was necessary to find users similar to the active user – the nearest 
neighbours, termed the movie's friends. Their preferences influence the prediction of the 
movie rating of the active user according to the weighted sum method. 
The introduction of the thesis presents the theory of the basic concepts and elements of 
recommender systems. The main part focuses on the practical implementation. A database of 
47 users and a set of 22 movies of different genres were created. Users rated movies on a 7-
point scale (rating of -3 to 3). Because the database users : movies was insufficiently filled, 
the Internet-accessible database MovieLens was added to our system, increasing the number 
of films recommended to our users. Furthermore, 83 users who rated all 22 films from our set 
were extracted from the MovieLens database. We thereby obtained sufficient data to ensure 
the proper functioning of the recommender system and its evaluation. The movie’s best friend 
from the MovieLens database also recommended additional movies to the active user from 
our database. However, we were unable to evaluate that function. 
To evaluate the recommender system (83 users from the MovieLens database), we used 
two methods: the average absolute error MAE and the F-measure. At the maximum coverage 
of 99.95 %, the MAE reached the lowest value of 0.77 (Pearson correlation values of -0.1 and 
0.05). The Pearson correlation value of 0.05 (for the number of neighbours) was used to 
calculate the F-measure. It was assumed that the system would recommend only the movies 
with the highest rating to the active user (rating 3), yielding the following results: precision 
0.743, recall 0.407 and F-measure 0.526. The most important information for evaluating the 
recommender system is precision, which determinates the percentage of accurate 




almost 75 % of all recommended movies were accurately recommended to the active users. 
Therefore, this recommender system can be used in practice. However, the recall was lower 
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1  Uvod 
Na spletu je mogoče zaslediti vsak dan večjo količino informacij. Vse pogosteje se 
pojavljajo potrebe po sistemih, ki bi nam prihranili čas za iskanje želenih informacij. Razvila 
so se programska orodja in tehnike, ki jih imenujemo priporočilni sistemi (ang. recommender 
systems), njihov namen pa je uporabniku pomagati pri odločitvi, kateri izdelek ali storitev 
izbrati. Namen pričujočega diplomskega dela je olajšati uporabniku izbiro filmskih vsebin in 
razširiti njegov filmski okus. Cilj je bil izdelati spletni priporočilni sistem za filme na osnovi 
skupinskega filtriranja in ga ovrednotiti.  
Od leta 1992, ko je David Goldberg s sodelavci zasnoval prvi tovrstni sistem [1], pa do 
danes je bilo razvitih mnogo različnih vrst sistemov. Odločili smo se, da na področju izbire 
filmov uporabimo sistem, ki se je v literaturi največkrat pojavljal, to je priporočilni sistem na 
osnovi skupinskega filtriranja (ang. collaborative filtering). 
Diplomska naloga se najprej posveča pregledu priporočilnih sistemov, kjer je kot prvo 
predstavljeno vsebinsko filtriranje (poglavje 2.1). Več pozornosti je bilo namenjeno 
skupinskemu filtriranju (poglavje 2.2), na katerem temelji praktična izvedba priporočilnega 
sistema. Med omenjenima pristopoma je bila narejena tudi kratka primerjava (poglavje 2.3) in 
primer združitve obeh sistemov v hibridni pristop (poglavje 2.4).  
V osrednjem poglavju (poglavje 3) je opis zasnovane lastne podatkovne baze in njej 
priključene baze MovieLens [2]. V nadaljevanju je predstavljena praktična izvedba 
skupinskega filtriranja, ki mu sledi ovrednotenje sistema. V zadnjem delu so opisana tudi 
orodja, uporabljena pri praktičnem delu diplomske naloge. 
V diplomski nalogi se beseda uporabnik nanaša na vsakega, ki ocenjuje predmet ali 
predmete v sistemu, aktivni uporabnik pa je tisti, ki sistem trenutno uporablja (ocenjuje in 
prejema priporočila). Izraz predmet pomeni iskani artikel, ki je lahko knjiga, film, zgoščenka, 




našem primeru so uporabniki ocenjevali filmske vsebine. Za delovanje priporočilnih sistemov 
so potrebni tudi uporabniški modeli oziroma uporabniški profili. Njihov glavni namen je 
beleženje preteklih interakcij uporabnika z vsebinami, s čimer uporabnik pokaže svoje želje, 
potrebe in navade [3]. Z uporabniškim modelom dosežemo, da postopka ni treba vedno znova 
opravljati ob vsakokratni prijavi uporabnika v sistem, ampak se podatki v sistemu shranijo 
[4]. Navadno je uporabniški model sestavljen iz splošnih podatkov, kot so ime in priimek, 
vzdevek, starost in spol, elektronska pošta; beležijo pa se tudi podatki, ki so potrebni za 





2  Pregled priporočilnih sistemov 
Priporočilne sisteme lahko uporabljamo kot spodbudo, da bi uporabniki kupili določen 
predmet ali da bi si – kot v našem primeru – ogledali določen film. Lahko jih uporabljamo 
tudi pri soočenju z veliko količino informacij (ang. information overload), pri čemer nam 
sistem iz večje množice izbere najbolj primerne vsebine [5, 6]. 
Raziskave priporočilnih sistemov imajo svoje korenine na področjih informacijskega 
poizvedovanja (ang. information retrieval) in informacijskega filtriranja (ang. information 
filtering) [7]. Na teh področjih je pogled usmerjen predvsem na razločevanje med 
relevantnimi in nerelevantnimi dokumenti v nasprotju s tradicionalnimi področji spletnih 
trgovin, kjer se priporočajo na primer knjige ali digitalni fotoaparati. Veliko tehnik, razvitih 
na tem področju, za razvrstitev dokumentov izkorišča informacije, ki izvirajo iz njihovih 
vsebin [5, 6]. 
Številne spletne trgovine s pridom uporabljajo priporočilne sisteme, diplomsko delo pa 
se osredotoča na sisteme, ki priporočajo filmske vsebine. Sorodne sisteme na primer 
uporabljajo: IMDb, MovieLens, Netflix, LDOS recommender system, Flixster in Rotten 
Tomatoes, Criticker, AllMovie, Monigo.com, FilmAffinity, TasteKid in Suggest Me Movie. 
Namen naštetih sistemov je isti (priporočiti uporabniku film, ki naj bi mu bil všeč), se 
pa med seboj razlikujejo po načinu podajanja priporočil, možnostih personalizacije priporočil 
filmov, značilnostih ocenjevanja in po drugih elementih priporočilnih sistemov [8]. Metode 
iskanja vsebin pri priporočilnih sistemih so si različne po algoritmih, podatkovnih strukturah, 
iskalnih postopkih, po oblikah uporabnikovih povratnih informacij o ponujeni vsebini in po 






2.1  Vsebinsko filtriranje 
Naloga priporočilnega sistema je, da določi predmete, ki se najbolj ujemajo z 
uporabniškim profilom. Pri vsebinskem filtriranju potrebujemo podroben opis karakteristik 
predmetov in uporabniški profil, ki opisuje pretekle interese uporabnika [4, 5, 9], saj pri 
tovrstnem filtriranju vsebino primerjamo z uporabnikovimi preferencami. Lastnosti 
predmetov lahko poimenujemo na različne načine, in sicer kot atributi, karakteristike ali profil 
predmetov. Pri priporočilnem sistemu za knjige bi kot atribut predmeta lahko uporabili žanr, 
avtorja ali založnika, te podatke pa bi shranili v relacijsko bazo (ang. relational database 
system) (tabela 2.1) [5]. Vsebinsko filtriranje za svoje delovanje potrebuje ročno vnesene ali 
avtomatično kreirane opise iskanih predmetov (ang. item description), kot so žanr, naslov, 
avtor. Potrebujemo tudi uporabniški profil (tabela 2.2), v katerem so opisane preference 
uporabnika, do katerih pridemo implicitno (z analizo obnašanja uporabnika, kjer sistem 
avtomatično izlušči preference iz predmetov, ki jih je uporabnik spoznal v preteklosti) ali 
eksplicitno (s spraševanjem uporabnik ročno vpiše svoje preference) [3, 4, 5]. 
 
 Naslov  Žanr  Avtor  Tip vezave Cena  Ključne besede  
The Night of 
the Gun  
biografija  David Carr  mehko vezana  29.90  tisk in novinarstvo, 
odvisnost od drog, 






Brunonia Berry  trdo vezana  49.90  ameriška sodobna 
fantastika,  
detektivski roman, 
zgodovinski roman  
Into the Fire  romanca Suzanne 
Brockmann  
trdo vezana  45.90  fantastika, umor, 
neonacizem  
Tabela 2.1:  Podatkovna baza knjig 
 
 Naslov  Žanr  Avtor  Tip vezave Cena  Ključne besede  
. . .  fantastični 
roman 
Brunonia Barry, 
Ken Follett  
mehko vezana  25.65  detektivski roman, 
umor, New York  




Na tem mestu se pojavljajo vprašanja, kako naj sistem pridobi in posodablja uporabniški 
model, kako dobiti skupne točke med opisom predmetov ter preferencami uporabniškega 
modela in katere tehnike uporabiti za avtomatiziranje karakteristik predmetov [5]. 
Vsebinsko filtriranje deluje tako, da še nepoznane predmete primerja s predmeti, ki so 
bili v preteklosti aktivnemu uporabniku všeč. Podobnost se lahko izračuna na različne načine. 
Na primeru knjige sistem lahko preveri, ali se žanr ujema z uporabnikovimi želenimi žanri v 
uporabniškem profilu; tako je v tem primeru podobnost 1 (se ujema) ali 0 (se ne ujema). 
Možno je tudi izračunati podobnost med ključnimi besedami [5].  
Tehnike vsebinskega filtriranja se nanašajo predvsem na priporočanje tekstovnih 
dokumentov, kot so na primer novičarske skupine, sporočila in spletne strani. Tu 
karakteristike predmetov avtomatično izluščimo iz vsebine dokumentov. Tipični primeri 
vsebinskega filtriranja so sistemi, ki priporočajo časopisne članke, in sicer s primerjanjem 
glavnih ključnih besed obravnavanega članka s ključnimi besedami člankov, ki jih je 
uporabnik v preteklosti označil za priljubljene [5, 10]. 
 
2.1.1  Tehnika TF-IDF 
Priporočilni sistem med seboj primerja metapodatke o predmetu in podatke iz 
uporabniškega modela. Na primeru knjige je to lahko primerjava med naslovi, založniki, 
avtorji in podobno. Metapodatkovni opisi so lahko zelo pomanjkljivi, zato je pogosto 
primernejši standardni pristop, ki uporablja seznam ključnih besed iz tekstovnega dokumenta. 
Ideja je, da seznam omenjenih ključnih besed generiramo avtomatično iz vsebine dokumenta. 
Vsebina dokumenta je lahko kodirana v seznam ključnih besed na različne načine. Naredili bi 
lahko seznam vseh besed, ki so v vseh dokumentih in opisujejo vsak dokument, kot Boolov 
vektor (ang. Boolean vector), kjer 1 nakazuje, da dokument vsebuje besedo, in 0, da besede ni 
v dokumentu. Uporabniški profil lahko opišemo s podobnim seznamom, kjer 1 označuje 
interes uporabnika za ključno besedo. Primerjanje med dokumenti je lahko narejeno z 
merjenjem prekrivanja uporabnikovega interesa z vsebino dokumenta [3, 5].  
Omenjeni pristop ima določene pomanjkljivosti. Preprosto kodiranje temelji na 
domnevi, da ima vsaka beseda v dokumentu enako pomembnost, čeprav je logično, da beseda, 
ki se pogosteje uporablja, dokument bolje opisuje. Težava je tudi, ker so pri daljših 
dokumentih večja prekrivanja uporabniškega profila in dokumenta; kot rezultat torej 





Da presežemo težave Boolovega pristopa, so dokumenti tipično opisani s TF-IDF 
kodirnim formatom. TF-IDF tehnika izvira s področja informacijskega poizvedovanja in 
pomeni term frequency-inverse document frequency. Tekstovni dokumenti so TF-IDF 
kodirani kot vektorji v multidimenzionalnem evklidskem prostoru. Dimenzije prostora so 
odvisne od ključnih besed v dokumentu. Koordinate danega dokumenta so v vsaki dimenziji 
izračunane kot produkt dveh mer: pogostost besede ali izraza (ang. Term Frequency, TF) in 
inverzna pogostost v dokumentih (ang. Inverse Document Frequency, IDF) [3]. TF opisuje, 
kako pogosto se določen predmet pojavlja v dokumentu, kjer predvidevamo, da se 
pomembnejše besede uporabijo pogosteje. Ker želimo preprečiti, da bi daljši dokumenti dobili 
večjo težo, uvedemo normalizacijo dolžine dokumentov. Relativno preprosta shema je lahko 
opisana kot razmerje med številom pojavov besede v dokumentu in med maksimalno 
frekvenco pojavljanja vseh preostalih ključnih besed v dokumentu. Iščemo normalizirano 
vrednost TF(i, j), pri čemer je i ključna beseda in j dokument. Freq(i, j) pomeni absolutno 
število pojavljanj ključne besede i v dokumentu j, otherKeywords(i, j) označuje nabor ostalih 
ključnih besed v dokumentu j, maxOthers(i, j) izračunamo kot max(freq(z, j)), z ∈ 
otherKeywords(i, j) [5]. To lahko zapišemo z naslednjo enačbo: 
 , = ,� ℎ ,  (2.1) 
 
IDF je druga mera, ki je kombinirana z mero TF. Njen namen je zmanjšati utež ključnih 
besed, ki se zelo pogosto pojavljajo v vseh dokumentih. Navadno nam te besede niso v večjo 
pomoč pri razlikovanju med dokumenti; več teže bi moralo biti na besedah, ki se pojavljajo v 
samo nekaj dokumentih. Naj bo v enačbi 2.2 N število vseh dokumentov, ki so na razpolago, 
in naj bo n(i) število vseh dokumentov od N, kjer se pojavlja ključna beseda i. To lahko 
zapišemo z naslednjo enačbo [5]: 
 � = �  (2.2) 
 
Ključna beseda, ki se uporablja v manj dokumentih, ima večjo težo kot tista, ki se 
uporablja v več dokumentih. Na primeru to pomeni, da imamo določeno število dokumentov, 




ta beseda manjšo težo oziroma je manj povedna kot beseda, ki se redkeje uporablja (na primer 
strokovni izraz). Priporoča nam dokument z največjim številom TF-IDF uteži. 
Kombinacija TF-IDF uteži za ključno besedo i v dokumentu j se izračuna kot produkt 
teh dveh mer [5], kar prikazuje enačba 2.3:  
 
TF-IDF(i, j) = TF(i, j) × IDF(i)  (2.3) 
 
V modelu TF-IDF dokument ni predstavljen kot vektor Boolovih vrednosti za vsako 
ključno besedo, ampak kot vektor izračunanih TF-IDF uteži [5].  
Omenjeni pristop TF-IDF je sicer zelo uporaben, vendar ima določene pomanjkljivosti. 
Besede namreč obravnava kot samostojne in med seboj neodvisne, poleg tega sopomenke in 
pomensko podobne besede pojmuje kot besede z različnim pomenom [3]. 
 
2.1.2  Prednosti in slabosti vsebinskega filtriranja 
Vsebinsko filtriranje ima dve prednosti. Za napoved ocene predmeta ne potrebuje velike 
skupine uporabnikov (dovolj je že en sam uporabnik) in predmete lahko priporoča takoj, ko 
so njihovi opisi na razpolago. Najprimernejši so tekstovni dokumenti, kjer lahko opise 
izluščimo avtomatično, v nekaterih domenah pa je karakteristike težko avtomatično določiti, 
ker so bolj subjektivne narave, kot je na primer okus. Opise za takšne predmete je treba ročno 
vnašati, kar sam postopek oteži [5, 11]. 
Pomanjkljivost vsebinskega filtriranja je, kako pridobiti subjektivne kvalitativne 
značilnosti predmetov. Razlog, da je uporabniku neki predmet všeč, ni vedno povezan s 
samimi karakteristikami predmeta, ampak lahko temelji na subjektivnem vtisu [5], ki je 
včasih povezan z nekim spominom, čustvom, okusom in podobno. Slaba stran vsebinskega 
filtriranja je tudi prevelika specializacija oziroma prekomerno prileganje, zaradi katerega se 
priporočajo podobni predmeti, izpadejo pa tisti, ki iskalni poizvedbi dobesedno ne ustrezajo, a 
so kljub temu za uporabnika relevantni. Težava nastane tudi pri novem uporabniku, ki še nima 






2.2  Skupinsko filtriranje 
Skupinsko filtriranje je proces filtriranja ali ocenjevanja predmetov s pomočjo mnenj 
drugih ljudi, njegov namen je izkoristiti informacijo o preteklem vedenju in mnenjih 
obstoječe skupine uporabnikov; gre za napoved, kateri predmeti bodo aktivnemu uporabniku 
sistema uporabni in relevantni. Ta vrsta filtriranja aktivnemu uporabniku poišče njemu 
podobne in mu na podlagi njihovih ocen priporoča predmete ter napove ocene za predmete, ki 
jih aktivni uporabnik še ni ocenil [3, 5, 10, 12, 13]. 
Skupinsko filtriranje ima svoje začetke v pogovorih, ko so si ljudje medsebojno 
izmenjavali mnenja. Še danes se ob kavi pogovarjamo o filmih, ki smo jih videli, o 
restavracijah, ki smo jih obiskali, o knjigah, ki smo jih prebrali, pa so se osnovali celo bralni 
klubi. Na podlagi takšnih pogovorov in srečanj pa tudi filmskih kritik, knjižnih recenzij in 
podobnih podajanj mnenj so si ljudje oblikovali lastna stališča o predmetu, izdelku ali storitvi. 
V nasprotju z resničnim svetom nam računalniško okolje omogoča, da izkoristimo mnenja 
tisočih in tako naše mnenje ne temelji zgolj na mnenjih in okusih manjše množice (na primer 
prijateljev). Sodobni računalniki nam omogočajo, da ta mnenja pridobimo v realnem času [5, 
12]. Za apliciranje skupinskega filtriranja torej ne potrebujemo nobenega drugega podatka kot 
samo ocene uporabnikov. Osnovna ideja je, da uporabniki, ki so imeli podoben okus v 
preteklosti (so kupili ali pregledovali iste knjige), bodo imeli podoben okus tudi v prihodnosti. 
Če se uporabnika A in B v preteklih ocenah močno prekrivata in je uporabnik A pred kratkim 
pogledal film, ki ga uporabnik B še ni poznal, se posledično ta film priporoči uporabniku B 
[5, 13]. 
Skupinsko filtriranje deluje na več predpostavkah, in sicer [4, 12]: 
 za vsakega uporabnika obstajajo drugi uporabniki s podobnimi potrebami in okusi. 
Skupinsko filtriranje deluje, ker imajo ljudje podobne potrebe in okuse. V kolikor ima 
oseba tako specifičen okus, da ni primerljiv z nobenim drugim, potem skupinsko 
filtriranje ne zagotavlja dobrih rezultatov, 
 potreben je oseben okus (mnenje) uporabnika, na katerem temeljijo ocene predmetov 
(na primer filmov in knjig), 
 potrebna je istovrstnost predmetov, kar pomeni, da so si predmeti objektivno podobni 
(vrsta predmeta, cena, način nakupa). 
Skupinsko filtriranje je najbolj uspešno v domenah, kjer se okus uporabnikov ne 




spreminja (na primer pri oblekah, kjer je okus izpred nekaj let drugačen kot današnji), potem 
stare ocene niso več uporabne. Prav tako mora ostajati isti nabor predmetov. Skupinsko 
filtriranje je uporabno pri vedno aktualnih predmetih, kot so knjige ali filmi, medtem ko pri 
predmetih, ki so zanimivi le krajše časovno obdobje (na primer novice), uporabniku sistem ne 
more priporočati zanj uporabnega predmeta. Za skupinsko filtriranje je potrebno, da 
posamičen predmet oceni veliko število uporabnikov, prav tako je zahtevano, da uporabniki 
ocenijo isti nabor predmetov [7, 12]. 
 
Na nekaterih spletnih straneh skupinsko filtriranje deluje v ozadju, kar pomeni, da 
uporabniku prilagodi vsebino. Ker čisto skupinsko filtriranje ne potrebuje nobenega znanja o 
predmetu (priporočilnemu sistemu za izbiro filmov ni treba vedeti njegovega žanra, avtorja, 
igralcev ali česarkoli o njegovi vsebini), ampak so pomembne samo ocene uporabnikov, 
podrobno in ažurno opisovanje predmetov ni potrebno. V primeru, da bi se uporabniku 
predmeti priporočali le na podlagi uporabnikovih preferenc in karakteristik predmetov, bi bilo 
primernejše vsebinsko filtriranje oziroma kombinacija obeh sistemov [4, 5]. Skupinsko 
filtriranje je smiselno, ko je na razpolago veliko predmetov, v nasprotnem primeru je sistem 
nepotreben, saj si uporabnik lahko sam izbere predmet, ki mu ustreza [12]. 
Ker se pri tej vrsti filtriranja združi veliko uporabnikov in ker med seboj sodelujejo, ga 
z angleškim izrazom imenujemo collaborative, slovenski izraz skupinsko pa pomeni, da za 
napoved ocene predmeta potrebujemo pomoč skupine uporabnikov. Z izrazom filtriranje (ang. 
filtering) pa želimo povedati, da filtriramo najprimernejše predmete iz velike množice. 
Uporablja se tudi izraz izbiranje s sodelovanjem [5, 13]. Tovrstni sistemi se pogosto 
uporabljajo in so bili predmet študija v zadnjih dveh desetletjih. 
Pri obravnavi skupinskega filtriranja se soočamo z naslednjimi nalogami: 
 pomoč aktivnemu uporabniku poiskati nove predmete, ki mu bodo po vsej verjetnosti 
všeč, 
 svetovanje aktivnemu uporabniku o določenem predmetu, 
 pomoč aktivnemu uporabniku pri iskanju podobnega uporabnika/uporabnikov, ki se 
lahko med seboj povezujejo in si izmenjujejo mnenja, 
 pomoč skupini različnih uporabnikov najti predmet, ki bo vsem všeč, 
 pomoč pri iskanju kombinacije poznanih in nepoznanih predmetov. Sistem predlaga 





nakupovalne košarice sistem uporabniku poleg novih artiklov ponudi tudi spisek 
predmetov, s katerimi je bil v preteklosti že zadovoljen [12]. 
V zvezi s skupinskim filtriranjem se postavljajo tudi nekatera vprašanja [5, 7], kot so na 
primer: 
 kako aktivnemu uporabniku najti uporabnike s podobnim okusom, 
 kako izmeriti podobnost, 
 kaj storiti z uporabniki, ki še niso kupili/ocenili nobenega artikla, 
 kaj storiti s predmeti, ki jih ni še nihče kupil/ocenil, 
 kaj narediti, če je na voljo le nekaj ocen, ki jih je mogoče izkoristiti, 
 katere druge tehnike poleg iskanja podobnih uporabnikov bi še lahko uporabili pri 
napovedi, katera vsebina bo aktivnemu uporabniku všeč, 
 kako izboljšati natančnost napovedi, 
 kako razločiti med uporabnikovimi kratkotrajnimi in dolgoročnimi zanimanji, 
 kako ovrednotiti priporočilni sistem. 
V splošnem sistem aktivnemu uporabniku pokaže seznam predmetov glede na njihovo 
uporabnost. To pomeni, da sistem najprej napove oceno za predmet, kot bi ga ocenil 
uporabnik, in potem predmet razvrsti (rangira) glede na napovedano oceno. Nekatere uspešne 
spletne strani, kot je Amazon [14], pa ocen sploh ne napovedujejo, ampak predlagajo 
predmete po sistemu »kupci, ki so kupili te artikle, so kupili tudi«. Pomembneje kot 
napovedati oceno za vsak artikel je priporočati nekaj predmetov. Napovedati oceno je 
zahtevnejši proces kot podati priporočilo; pri priporočanju predmetov mora sistem ponuditi le 
nekaj alternativ ne pa vseh možnosti [5, 12]. Skupinsko filtriranje včasih kot rezultat ponudi 
za uporabnika bolj nepričakovane in različne predmete, ki pa so kljub temu prav tako 
relevantni [12]. Na tem mestu ločimo novost (ang. novelty) in nepričakovanost (ang. 
serendipity). Novost pomeni zmožnost priporočilnega sistema, da uporabnikom predstavi 
predmete, ki jih še niso preizkusili, medtem ko nepričakovanost pomeni, da sistem ponudi 
tudi predmete, na katere uporabnik ne bi nikoli pomislil in izbral. Kot posledica 
nepričakovanost razširi uporabnikov okus [7, 10, 12, 15]. Če govorimo o nepričakovanosti, 
hkrati govorimo tudi o novosti, medtem ko obratno vedno ne velja. 
Tovrstni sistemi služijo kot orodje na spletnih maloprodajnih mestih, da približajo 
ponudbo potrebam posameznega uporabnika. Cilj je povečati prodajo s promocijo dodatnih 




sabo že dolgo zgodovino raziskav; znane so njihove prednosti in slabosti. Skozi leta so bili 
predlagani različni algoritmi in tehnike, ki so bili uspešno implementirani tudi v resničnem 
svetu.  
Pri skupinskem filtriranju je kot vhodni podatek potrebna matrika ocen uporabniki : 
predmeti. Sistem proizvede dve možnosti, in sicer napoved, kako močno bo določen predmet 
všeč aktivnemu uporabniku, in seznam priporočenih predmetov [5], na kar se osredotoča in 
zajema tudi pričujoča diplomska naloga. 
Za uspešno delovanje sistema mora biti za določen predmet na razpolago veliko ocen. 
Malo ocen namreč lahko privede do napačne napovedi ocene za predmet ali do neustreznega 
priporočila; veliko ocen pa lahko zagotovi le veliko uporabnikov.  
Za milijon uporabnikov lahko sistem zagotovi priporočila za na primer 100.000 
predmetov, ampak za zanesljivo priporočanje pa samo 10.000 ali manj, odvisno od 
distribucije ocen za predmete. Distribucija ocen je zelo nesimetrična, kar pomeni, da le malo 
predmetov dobi veliko ocen. Večina predmetov (ang. long tail) dobi malo ocen, kar vodi do 
nezanesljivih priporočil. Za uspešno delovanje sistema je treba tudi, da uporabniki ocenijo 
veliko predmetov [12]. 
Najpogostejši načini ocenjevanja v skupinskem filtriranju so [9, 12]: 
 skalarne ocene, ki so lahko sestavljene iz številčne vrednosti (na primer od 1 do 5 ali 
od –3 do 3 v našem sistemu) ali pa so opisne (od »katastrofalen« do »fantastičen«), 
 binarne ocene, kjer izbiramo med dobrimi in slabimi predmeti (všeč, ni všeč), 
 unarne ocene indicirajo, da je uporabnik videl ali kupil določen predmet oziroma ga 
je kako drugače pozitivno ocenil. 
Od skale je odvisno, koliko in katere informacije dobimo o preferencah uporabnika. Če 
je skala preveč natančna, kot na primer od 1 do 100, uporabnik zelo težko predmete oceni 
enako v različnih časovnih obdobjih, s tem pa se povečuje negotovost v oceno [12]. 
Kot je že bilo omenjeno v poglavju o vsebinskem filtriranju, ocene lahko zberemo 
eksplicitno, implicitno ali na oba načina. Eksplicitne ocene so tiste, kjer je uporabnik vprašan 
za mnenje glede določenega predmeta, implicitne pa so tiste, ki temeljijo na uporabnikovih 
dejanjih. Veliko večje zanimanje ima namreč nekdo, ki je določen predmet kupil, kot nekdo, 
ki je ta predmet le pregledoval na spletni strani [4, 12]. 
Eksplicitne ocene, ki jih poda uporabnik, ponujajo najnatančnejši opis uporabnikove 
preference. Takšen način od uporabnika zahteva čas in napor, tako da zbiranje takšnih 





prevladovalo mnenje, da uporabniki ne bodo pripravljeni vložiti svojega časa in truda za 
ocenjevanje predmetov, se je kasneje izkazalo, da ta ovira ni tako velika. Eden od razlogov je, 
da za uspešno napoved sistem potrebuje relativno malo število uporabnikov, ki pogosto in 
redno ocenjujejo, drugi razlog pa je motivacija uporabnikov. Uporabnik namreč dobi občutek, 
da je prispeval k skupnosti, je zadovoljen, ker se njegovo mnenje upošteva, obenem pa se 
beleži tudi njegova osebna evidenca okusa. Vzdrževalci sistemov včasih ocene zamenjajo za 
točke, ki jih je mogoče unovčiti in si z njimi pridobiti simbolično nagrado [12]. 
Implicitno zbiranje ocen je za uporabnika nezahtevno, ampak je lahko nenatančno. Če 
predvidevamo, da je uporabnik veliko časa porabil za pridobivanje informacij o nekem 
predmetu, lahko sklepamo, da ga predmet zanima, toda dolgo odprta spletna stran lahko 
pomeni tudi, da je uporabnik vmes šel na kavo [12]. Pri implicitnem načinu zbiranja ocen 
sistem potrebuje več časa za pravilno delovanje, saj je treba dejanja uporabnika pravilno 
interpretirati [4]. 
Skupinsko filtriranje delimo v dve kategoriji, in sicer na spominske algoritme in 
algoritme na osnovi modela. Spominski algoritmi (ang. memory-based algorithms), katerih 
tipičen predstavnik je metoda k-najbližjih sosedov (ang. k-nearest neighbours), za svoje 
delovanje potrebujejo v spominu ohranjene vse ocene, predmete in uporabnike. Algoritmi na 
osnovi modela (ang. model-based algorithms) iz matrike ocen zgradijo model, ki pripomore k 
hitrejšim in boljšim priporočilom. Čisti spominski algoritmi se v realnosti ne obnesejo dobro. 
Skoraj vsi praktični algoritmi uporabijo neko obliko predhodnega računanja za zmanjšanje 
kompleksnosti ob zagonu. V praksi se uporablja ali samo čisti modelirni algoritem ali hibrid, 
pri katerem se uporablja predhodno računanje z ocenami, ki so bile shranjene v spomin 
sistema [3, 12, 13, 16]. 
 
2.2.1  Skupinsko filtriranje na osnovi uporabnika 
Metoda skupinskega filtriranja na osnovi uporabnika (ang. user-based nearest 
neighbour recommendation) je ena najzgodnejših metod skupinskega filtriranja. Ideja je 
preprosta. Kot vhod v sistem podamo bazo ocen in identiteto (ID) aktivnega uporabnika, 
sistem nato identificira ostale uporabnike, ki imajo iz preteklosti podobne preference (želje, 
navade) kot aktivni uporabnik; te uporabnike zaradi podobnosti z aktivnim uporabnikom 
imenujemo najbližji sosedje, ustvari se soseščina. Prvi sistemi GroupLens [17] so v soseščino 




primerjavo med vsemi uporabniki. Pri tem sta pomembna čas in spomin, ki se linearno 
povečujeta s številom uporabnikov in številom ocen [12]. 
V naslednji in hkrati zadnji fazi sistem za vsak predmet, ki ga aktivni uporabnik do 
sedaj še ni poznal, napove oceno za ta predmet; napovedana ocena temelji na ocenah 
najbližjih sosedov. Predvidevanje te metode je, da če so imeli uporabniki podoben okus v 
preteklosti, bodo imeli podoben okus tudi v prihodnosti [5, 6, 12]. 
V izračun pa ne vzamemo vseh sosedov, temveč uporabimo samo tiste, ki imajo 
pozitivno korelacijo z aktivnim uporabnikom. Seveda so ti sosedje ocenili predmet, za 
katerega iščemo oceno za aktivnega uporabnika. Če bi za izračun podobnosti vzeli vse 
uporabnike, bi to precej podaljšalo čas postopka. Prav tako bi to negativno vplivalo na točnost 
priporočil, saj bi tu upoštevali ocene uporabnikov, ki dejansko niso primerljive z aktivnim 
uporabnikom (imajo negativno korelacijo). Ena od možnosti za zmanjševanje števila 
uporabnikov v soseščini je postavitev minimalne meje podobnosti z aktivnim uporabnikom, 
druga možnost pa je omejitev števila sosedov na neko končno število [5, 12]. 
Način delovanja skupinskega filtriranja je prikazan na sliki 2.1 [3]. Zadevo lahko 
prikažemo na naslednji način: v prvi fazi sistem na podlagi zgodovine ocen poišče najbližje 
sosede (podobne uporabnike) tistemu na sredini slike. Izkaže se, da sta pregledala iste vsebine 
(zelene vsebine) dva uporabnika (levi spodaj in desni zgoraj). V naslednji fazi najbližji 
sosedje sredinskemu uporabniku priporočajo ustrezno vsebino (moder dokument). 
 
 
Slika 2.1:  Princip delovanja skupinskega filtriranja 
 
Za računanje podobnosti med uporabniki se uporablja več različnih metrik, kot sta na 





koeficient korelacije (ang. Spearman's rank correlation coefficient). Empirične analize so 
pokazale, da je za skupinsko filtriranje na osnovi uporabnika najprimernejša metrika 
Pearsonov koeficient korelacije [5, 10], ki je uporabljen tudi v pričujočem diplomskem delu.  
 
Postopek izračuna napovedane ocene ponazarjamo v treh korakih [10]:  
1. Določanje podobnosti aktivnega uporabnika z ostalimi uporabniki v sistemu. Podobnost 
se izračunava na prekrivajočih oziroma soležnih predmetih (ang. co-rated items), kar 
pomeni, da se primerjajo ocene za predmete, ki sta jih ocenila tako aktivni kot tudi 
primerjani uporabnik [4, 10]. Podobnost je izmerjena s Pearsonovo korelacijo med 
vektorji ocen:  
 � , = ∑ , − ̅ × , − ̅=√∑ , − ̅ ×∑ , − ̅==  (2.4) 
 
kjer so: 
 Pa,u  je podobnost med uporabnikoma a in u, 
 ra,i  je ocena filma i od aktivnega uporabnika a, 
 ru,i  je ocena filma i od določenega uporabnika u v bazi,  
 r̅a  je povprečna ocena vseh ocenjenih filmov od aktivnega uporabnika a, 
 r̅u  je povprečna ocena vseh ocenjenih filmov od določenega uporabnika u, 
 m  je končno število filmov, ki sta jih ocenila oba uporabnika a in u. 
 
2. Ko so podobnosti vseh uporabnikov izračunane, imamo dve možnosti. Lahko izberemo 
n uporabnikov (najbližjih sosedov), ki imajo največjo podobnost z aktivnim 
uporabnikom, ali pa postavimo mejo Pearsonove korelacije. Vsi uporabniki nad to mejo 
določajo soseščino. V pričujoči diplomski nalogi je uporabljena slednja možnost. 
Uporabnike v soseščini smo poimenovali filmski prijatelji. Višje, kot je nastavljena meja 





3. Napoved ocene filma i, ki ga aktivni uporabnik a še ni ocenil, njegovi najbližji sosedje 
pa so ga [10]: 
 
, = � +  ∑ , − =  × ,∑ ,=   (2.5) 
 
kjer so: 
 pa,i  je napoved ocene filma za uporabnika a za film i, 
 Pa,u  je podobnost med uporabnikoma a in u, 
 r̅a je  povprečna ocena vseh ocenjenih filmov od aktivnega uporabnika a, 
 r̅u je  povprečna ocena vseh ocenjenih filmov od določenega uporabnika u, 
 ru,i  je ocena filma i od določenega uporabnika u v bazi, 
 n  je število sosedov aktivnega uporabnika. 
 
Pearsonova korelacija se giblje v rangu od 1 za uporabnike s popolno podobnostjo in –1 
za uporabnike s popolno raznolikostjo. Ker negativne korelacije ne pripomorejo k izboljšanju 
napovedi ocene predmeta aktivnega uporabnika, jih ne upoštevamo [12]. Pearsonova mera 
podobnosti ne upošteva dejstva, da ima soglašanje dveh uporabnikov na bolj kontroverznih 
predmetih večjo vrednost kot soglašanje na splošno všečnem predmetu. Predlagana je bila 
transformacijska funkcija ocenam predmetov, kar zmanjšuje relativno pomembnost splošno 
všečnim predmetom (ang. inverse user frequency) [5]. Herlocker in sodelavci ponujajo drugo 
rešitev za isto težavo, kjer povečujejo vpliv predmetov z veliko varianco (razhajanjem) v 
ocenah (ang. variance weighting factor) [10]. Pearsonova korelacija ne upošteva, ali se dva 
uporabnika prekrivata v nekaj predmetih (po naključju), ali se prekrivata na velikem številu 
predmetov [3]. Omenjena težava se lahko rešuje z utežitvenim faktorjem (ang. weighting 
factor). Možna rešitev težave je lahko tudi linearna redukcija uteži podobnosti (ang. similarity 
weight), kjer je manj kot 50 soležnih predmetov; z dodano linearno redukcijo se tako poveča 
točnost pri napovedi ocene predmetov [5, 10]. V primeru, da se dva uporabnika prekrivata 
samo v treh predmetih in je podobnost med njima popolna, to kazi rezultat napovedi ocene 
predmeta, saj da preveliko težo temu sosedu aktivnega uporabnika in s tem dominira 
soseščino. Da bi preprečili popačene rezultate, naj se primerjana uporabnika prekrivata v 





Če je meja Pearsonove korelacije nastavljena previsoko, bo velikost soseščine majhna, 
kar pomeni, da za veliko predmetov v realnosti ne bo možno napovedati ocene. Posledično to 
pomeni, da se zmanjša pokritost (ang. coverage) [5, 7]. Pokritost je odstotek vseh predmetov, 
za katere lahko sistem napove oceno. Treba je paziti, kako izberemo primerno vrednost števila 
sosedov. Ko je število sosedov previsoko, veliko od teh sosedov prinese dodaten šum v 
napoved ocene predmeta. Ko je število sosedov premajhno (na primer pod deset), se kakovost 
napovedi ocene predmeta zmanjša. Kot primerna izbira je med 20 in 50 sosedov [5]. 
Raziskovalci so s številnimi tehnikami poskušali zmanjšati čas procesiranja in spominske 
zahteve. Pri eni od tehnik (subsampling) so pred napovedovanjem ocen predhodno oblikovali 
podmnožico uporabnikov, pri čemer čas izračunavanja soseščine ostane konstanten. Za drugo 
tehniko (clustering) je značilno zelo hitro lociranje sosedov. Tu se aktivnega uporabnika 
primerja s skupinami uporabnikov in ne vsakega z vsakim. Najbližje sosede se tako izbere 
izmed najbolj podobne gruče [12]. 
Uporabniki lahko različno obravnavajo ocenjevalno lestvico. Isti predmet lahko en 
uporabnik oceni z višjo oceno kot drugi, čeprav imata oba o predmetu enako dobro mnenje 
(slika 2.2). Za izravnavo teh odstopanj v enačbi za napoved ocene predmeta uporabimo 
povprečne vrednosti [12]. 
 
2.2.1.1  Primer izračuna napovedane ocene  
 
Naslednja tabela (2.3) prikazuje matriko filmov in uporabnikov. Matriko ocen sestavlja 
tabela, kjer vsaka vrstica predstavlja uporabnika, vsak stolpec pa določen film. Številka v 
preseku vrstice in stolpca pomeni oceno uporabnika za določen film. Matrika je zapolnjena z 
ocenami, manjka le ocena uporabnika Janeza za Film5, ki jo iščemo. 
 
  Film1 Film2 Film3 Film4 Film5 
Janez 1 1 2 2   
Uporabnik1 –1 –1 0 0 1 
Uporabnik2 2 1 1 1 1 
Uporabnik3 1 0 –2 3 2 
Uporabnik4 –2 2 3 2 1 





Izračun podobnosti med Janezom in Uporabnikom1 (Pearsonova korelacija): 
 �� �, = ∑ �,  − �  × � , − �  =√∑ �, − �  × = √∑ � , − �   =  (2.6) 
 �̅� � = ,  �̅ = − ,  
 �� �, = − , × − + , + − , × − + , + − , × + , + − , × + ,√ − , + − , + − , + − , × − + , + − + , + + , + + ,  = 1(2.7) 
 
Pearsonova korelacija med Janezom in Uporabnikom1 je maksimalna, čeprav ocene 
obeh uporabnikov niso popolnoma identične. Na sliki 2.2 je vidno, da je Uporabnik1 
ocenjeval filme podobno kot Janez, vendar za dve oceni nižje. Dobra lastnost Pearsonove 
korelacije je torej, da upošteva različne ocenjevalne lestvice, slaba pa je, da ni razvidno, ali se 
uporabnika ujemata, recimo, v petih ali stotih filmih.  
 
Izračun preostalih podobnosti je enak: �� �, = − ,  �� �, = ,  �� �, = ,  
 
Slika 2.2:  Potek Pearsonove korelacije dveh uporabnikov 

















Odločimo se, da izberemo filmske prijatelje nad mejo Pearsonove korelacije 0,5. 
Ugotovimo, da pogoju zadovoljita Uporabnik1 in Uporabnik4. Sledi algoritem za napoved 
ocene filma: =  (število filmskih prijateljev; Uporabnik1 in Uporabnik4) �̅ = − ,  �̅ = ,  
� �,� =  �� � +  ∑ ( �. ,� −  �. )× �,�.�. = ∑ �.�.�. =  (2.8) 
 
� �,� = , +   + ,  ×  +  − ,  × , + , = ,   (2.9) 
 
Iz enačbe 2.9 lahko razberemo, da ocena Uporabnika1 bolj vpliva na končni rezultat. To 
je zaradi tega, ker se njegove ocene bolj prekrivajo z Janezom (Pearsonova korelacija = 1), 
poleg tega pa je ocena Uporabnika1 (1) za Film5 večja od njegove povprečne ocene (–0,5), kar 
pomeni, da Film5 zelo priporoča. Ocena Uporabnika4 manj vpliva na končni rezultat 
(Pearsonova korelacija = 0,651). Njegova ocena (1) je pod njegovim povprečjem (1,25), kar 
pomeni rahlo negativen dodatek h končni oceni.  
 
2.2.1.2  Prednosti in slabosti skupinskega filtriranja 
 
Skupinsko filtriranje ima tako pozitivne kot negativne strani. Pohvali se lahko s tem, da 
vključuje subjektivnost uporabnikov, kar pomeni, da ocene uporabnika niso omejene s 
karakteristikami predmetov, ampak so pomembna tudi čustva, spomini in drugi subjektivni 
elementi, ki jih uporabnik upošteva pri ocenjevanju predmetov. Poleg okusa aktivnega 
uporabnika so pomembni tudi okusi ostalih uporabnikov (najbližjih sosedov), ki mu vsebine 
priporočajo. Pogosto je slabost vsebinskega filtriranja prednost skupinskega, kar velja tudi za 
specializacijo. To pomeni, da ne priporoča zgolj ozkega nabora predmetov, temveč ponudi 
širši izbor predmetov in s tem razširi okus uporabnika (nepričakovanost). 
Tudi pri skupinskem filtriranju se srečujemo z nekaterimi slabostmi. Ena od njih je 
redkost podatkov, kar pomeni, da je matrika vnesenih ocen v realnosti skoraj prazna (ang. 




Ker je premalo podatkov, sistem ne more ustvariti soseščine in posledično izračunati napovedi 
ocen ter podati priporočil [4, 13, 16].  
Druga težava (ang. scalability) se pojavlja pri metodi k-najbližjih sosedov. V kolikor se 
povečuje število uporabnikov in predmetov, se lahko sistem hitro preobremeni in posledično 
postane prepočasen za praktično uporabo [6, 13, 16]. 
Pri skupinskem filtriranju je treba omeniti tudi problem hladnega zagona (ang. cold 
start), ki opisuje situacije, ker sistem ne more dati primernih priporočil zaradi premalo ocen. 
Imamo tri različne scenarije, in sicer novega uporabnika, nov predmet in nov sistem [4, 6, 12, 
18]. 
Ko imamo novega uporabnika in se ta prvič prijavi v sistem, zanj na voljo še ni nobene 
ocene, zaradi česar mu tudi ni mogoče dati priporočila. Možne rešitve te težave so lahko, da 
uporabnik oceni nekaj začetnih predmetov, lahko se mu podajo povprečne ocene, dokler ni 
dovolj uporabnikovih lastnih ocen, uporabnika se lahko naprosi, da opiše svoj okus (na primer 
»rad imam kriminalke«), lahko se ga povpraša po demografskih podatkih, na podlagi česar se 
nato aktivnemu uporabniku poiščejo podobni uporabniki in se njihove ocene uporabijo za 
priporočilo. 
Dokler se za nov predmet ne pojavi nobena ocena, le-ta ne more biti uporabljen kot 
priporočilo. 
Največji problem hladnega zagona je pojav novega sistema, saj sistem brez ocen ne 
more delovati. Možnosti za rešitev te težave je več, ena od njih je na primer, da se na začetku 
namesto skupinskega uporabi druga vrsta filtriranja. 
 
2.2.1.3  Zaupanje uporabnikov 
 
Za zaupanje uporabnika v sistem je dobrodošla obrazložitev, zakaj mu je bil neki 
predmet priporočan. Paziti je treba, da ne posredujemo preveč podatkov, ki bi obremenile 
uporabnika [12]. Možnost je histogram ocen sosedov aktivnega uporabnika (slika 2.3). 
Histogram prikazuje, koliko sosedov aktivnega uporabnika je dobro ocenilo priporočan 







Slika 2.3:  Histogram ocen sosedov za priporočen film 
 
Obstajajo sistemi, ki aktivnemu uporabniku omogočajo vpogled v uporabniški profil 
tistega uporabnika, ki mu je priporočal neki predmet. Aktivni uporabnik si tako lahko izdela 
seznam uporabnikov, ki jim zaupa, in si s tem ustvari socialno mrežo. Sistem tako 
nadgradimo, saj ne le da priporoča, temveč tudi združi ljudi s podobnimi interesi, ki se lahko 
med seboj družijo na diskusijskih skupinah, v klepetalnicah ali preko elektronske pošte; tako 
se lahko družijo ljudje s podobnimi okusi [12]. 
Sistem lahko izgubi zaupanje uporabnikov, če zlonamerni uporabniki podajajo ocene, ki 
ne ustrezajo realnemu okusu. Lahko se zgodijo napadi na sistem z vsiljevanjem pozitivnih 
ocen predmetom, kar bi privedlo do neustreznega priporočanja teh predmetov uporabnikom 
sistema. Napadi na sisteme so izziv raziskovalcem, ki se še vedno trudijo za uspešne metode, 
s katerimi bi zlorabe lahko preprečili [12]. 
 
2.2.1.4  Varovanje osebnih podatkov 
 
Da lahko sistem ponudi personalizirana priporočila, mora imeti podatke o uporabniku; 
več, kot sistem ve o uporabniku, boljša priporočila lahko ponudi. Ob tem pa se pojavlja skrb, 
katere informacije so zbrane, kje ter kako so shranjene in kako so uporabljene. Pri običajni 
arhitekturi skupinskega filtriranja se shranijo vse ocene, ki jih je uporabnik podal, v kolikor 
pride do zlorabe centralnega strežnika, lahko pride do kršenja varstva osebnih podatkov. 
Uporabnik mora zaupati, da bo ponudnik storitve varoval osebne podatke in jih bo uporabljal 
izključno za napovedi ocen in priporočil [3, 12], ponudnik pa se mora potruditi, da 





2.2.1.5  Vrednotenje sistema s povprečno absolutno napako MAE in mero F 
 
Z vrednotenjem se meri, kako uspešno je skupinsko filtriranje pri doseganju svojih 
ciljev. Na žalost nimamo splošno sprejete metrike, s katero bi lahko ocenili vsa pomembna 
merila, povezana z delovanjem skupinskega filtriranja. Izbira primerne metrike je odvisna od 
vrste predmetov, zahteve uporabnika in od namena sistema. Poznamo mere, kot so: povprečna 
absolutna napaka (ang. Mean Absolute Error, MAE) in mera F (ang. F-measure), ki sta 
podrobneje predstavljeni v nadaljevanju, koren povprečne kvadratne napake (ang. Root Mean 
Squared Error, RMSE), krivulja karakteristike delovanja sprejemnika (ang. Receiver Operating 
Characteristic Curve, ROC) [4, 6, 8, 13]. 
Najpomembnejše vrednotenje je merjenje natančnosti. Lahko se meri kot odstopanje 
med napovedano in dejansko oceno. Standardna metoda za izračunavanje natančnosti 
napovedi je povprečna absolutna napaka. Njena prednost je, da je enostavna in dobro 
razumljena; zdi se, da MAE intuitivno zajame kakovost sistema. Avtorji sistemov želijo čim 
bolj natančne napovedi ocen. Uporabniki želijo natančnejša priporočila na vrhu seznama 
priporočil kot na dnu, MAE pa ne razlikuje med napako na vrhu in napako na dnu seznama 
[12, 13, 16]. 
Povprečno absolutno napako lahko izračunamo po naslednji enačbi [5]: 
 ��  =  ∑ ∑ | , − , |∈∈� ∑ | |∈�   (2.10) 
 
kjer so: 
 U  je množica uporabnikov vključenih v izračun, 
 pu,i  je priporočena (napovedana) ocena uporabnika, 
 ru,i  je dejanska ocena uporabnika u, 
 testset  je testna množica (število ocen posameznega uporabnika vključenih v 
izračun). 
 
Uspešnost sistema lahko merimo tudi z natančnostjo P (ang. precision) ter deležem 





score, F1 metric). Pri navedenih merah preverjamo skladnost napovedanih in dejanskih ocen [4, 
19].  
Omenjene mere izračunamo po naslednjih enačbah: 
 
natančnost: � =  +�  (2.11) 
 
priklic: = +�  (2.12) 
 
mera F: � = +  (2.13) 
 
kjer so: 
 TP  je število pravilno sprejetih vsebin (ang. True Positive), kar pomeni, da je sistem 
priporočil vsebine, ki so uporabniku dejansko všečne. 
 TN  je številno pravilno zavrnjenih vsebin (ang. True Negative), kar pomeni, da je 
sistem pravilno zavrnil vsebine, ki v resnici uporabniku ne bi bile všeč. 
 FP  je število napačno sprejetih vsebin (ang. False Positive), kar pomeni, 
da so bile uporabniku predlagane napačne vsebine, torej vsebine, ki mu ne bi bile všeč. 
 FN  je število napačno zavrnjenih vsebin (ang. False Negative), kar pomeni, da so bile 
vsebine zavrnjene, čeprav bi bile uporabniku dejansko všeč. 
Iz zgornjih enačb (2.11–2.13) ugotovimo, da je natančnost P delež pravilno priporočenih 
vsebin izmed vseh priporočenih vsebin, priklic R pa je delež pravilno priporočenih vsebin 
izmed vseh, ki bi morale biti priporočene; pri priklicu torej preverjamo ali se je sistem odzval 
v celoti ali le delno. 
 
2.2.2  Skupinsko filtriranje na osnovi predmeta 
Čeprav so se skupinska filtriranja na osnovi uporabnika (ang. item-based nearest 
neighbour recommendation) uspešno aplicirala, so ostali izzivi predvsem pri velikih spletnih 
trgovinah, kjer imamo opravka z več milijoni uporabnikov in več milijoni različnih 




predmetov lahko izračunali v realnem času. Velike spletne trgovine so se zato odločile za 
drugačne tehnike, imenovane skupinsko filtriranje na osnovi predmeta. Ta sistem veliko dela 
opravi brez povezave (ang. offline) in omogoča napovedi v realnem času tudi za večje 
velikosti ocen matrik [5, 6].  
Pri skupinskem filtriranju na osnovi uporabnika generiramo napovedi ocene glede na 
podobnost med uporabniki, pri skupinskem filtriranju na osnovi predmeta pa generiramo 
napovedi ocene glede na podobnost med predmeti. Z drugimi besedami povedano, ta vrsta 
filtriranja je transponiranje skupinskega filtriranja na osnovi uporabnika [5, 6, 12, 16]. 
Napoved za oceno predmeta lahko izračunamo po naslednji enačbi: 
 
 � , = ∑ ,  ∙ ∈∑ ,∈  (2.14) 
 
kjer so: 
 pred(u,i)  je napoved ocene uporabnika u za predmet i, 
 itemSim(i, j)  je podobnost med predmetoma i in j, 
 rui  je ocena uporabnika u za predmet i, 
 j ∈ratedItems(u)  je predmet j, ki pripada naboru ocen predmetov, ki jih je ocenil 
uporabnik u in so najbolj podobni predmetu i. 
 
Najpogostejša tehnika za izračunavanje podobnosti med predmeti je prilagojena 
kosinusna podobnost. Tako kot pri Pearsonovi korelaciji potekajo vrednosti od –1 do 1. 
Podobnost med predmetoma izračunamo po enačbi [12]: 
 
 , = ∑  − ( − )⊂�� ,√∑ −  ⊂�� ,  ∙ √∑ ( − )⊂�� ,   (2.15) 
 
kjer so: 
 itemSim(i, j)  je podobnost med predmetoma i in j, 
 RBi,j  predstavlja nabor uporabnikov, ki so ocenili oba predmeta i in j, 
 rui  je ocena uporabnika u za predmet i, 
 ruj  je ocena uporabnika u za predmet j, 





Skupinsko filtriranje na osnovi predmeta je pri napovedi ocene natančnejši kot 
skupinsko filtriranje na osnovi uporabnika [16].  
2.3  Primerjava vsebinskega in skupinskega filtriranja 
Skupinsko filtriranje predvideva, da bodo ljudje s podobnim okusom podobno 
ocenjevali predmete, vsebinsko filtriranje pa predvideva, da bodo podobno ocenjeni predmeti 
s sorodnimi karakteristikami; če je uporabniku všeč ena komedija, mu bo sistem priporočal še 
več komedij. Pri vsebinskem filtriranju se zgradi uporabniški profil lastnosti iz predmetov, ki 
jih je v preteklosti uporabnik ocenil. Sistem v nadaljevanju ta uporabniški profil primerja s 
profilom predmeta, katerega karakteristike so bile pridobljene. Vsebinsko in skupinsko 
filtriranje se dopolnjujeta. Vsebinsko filtriranje za razliko od skupinskega ne potrebuje ocen 
novih predmetov, potrebuje le njihove opise in analizo vsebine, kar je v veliko domenah težko 
doseči (filmi, glasba, knjige …) [10, 12]. 
Vsebinsko filtriranje uporabniku priporoča podobne predmete, kot so v iskalni 
poizvedbi, medtem ko skupinsko filtriranje kot priporočilo lahko ponudi tudi bolj 
nepredvidene predmete (nepričakovanost), ki pa so za uporabnika vseeno uporabni. Druga 
prednost skupinskega filtriranja je filtriranje predmetov, ki jih je težko analizirati z 
avtomatiziranimi procesi. Tukaj so ljudje tisti, ki s svojo subjektivnostjo določajo 
pomembnost in kakovost predmetov; do izraza pridejo ideje in občutki [7, 10, 12]. 
2.4  Hibridni sistemi 
Vsebinsko in skupinsko filtriranje se kombinirata v hibridni pristop (ang. hybrid 
recommender system), s katerim se skušajo odpraviti pomanjkljivosti obeh sistemov. Sistemi, 
ki temeljijo na vsebinskem filtriranju, v splošnem uporabljajo analizo vsebine pri 
identificiranju predmetov za takojšnjo zadovoljitev uporabnika, skupinsko filtriranje pa se 
uporablja pri kvalitativnih opisih, ki jih ne moremo avtomatično analizirati [12]. Prednost 
hibridnih sistemov je večja prilagodljivost in ker združujejo več različnih pristopov, zmorejo 
podati rezultat tudi v primeru, če eden od teh pristopov odpove. Poznamo več pristopov, med 
njimi naslednje: uteženi pristop (ang. weighted), kaskada (ang. cascade), mešani (ang. mixed) 




Primer hibridnega sistema je sistem, ki ga je v okviru doktorske naloge predstavil 
Matevž Kunaver [4]. Izdelan je bil nov sistem, ki aktivnemu uporabniku s pomočjo žanrskih 
preferenc oblikuje vsebinski profil uporabnika. Za vsakega od 23-ih izbranih žanrov se 
izračuna preferenco aktivnega uporabnika, ki lahko zavzame tri možnosti: 1 (uporabnik žanr 
sprejema pozitivno), 0 (uporabnik žanr sprejema negativno) in 0,5 (uporabnik ni opredeljen). 
Na osnovi ocenjenih vsebin se izračuna povprečna ocena. V kolikor je le-ta višja od določene 
mejne vrednosti, se žanr sprejme kot všečen uporabniku. Sledi primerjanje vsebinskih 
profilov, kjer se pogleda, v koliko vrednostih se uporabnika ujemata. Za sosede se izbere tiste, 
ki imajo večje število ujemanj. Za iskanje primernih vsebin se uporabi metoda Bayesovega 







3  Implementacija priporočilnega sistema 
V pričujočem poglavju je prikazano delovanje priporočilnega sistema, ki je nastalo v 
okviru diplomske naloge. Na začetku praktičnega dela se je izdelalo lastno podatkovno bazo, 
ki se jo je kasneje dopolnilo s priključitvijo že obstoječe MovieLens podatkovne baze. Ko je 
bilo zbrano dovolj uporabnikov in ocen, se je izvedlo ovrednotenje priporočilnega sistema. V 
3. poglavju so na koncu predstavljena tudi orodja za izdelavo sistema. 
3.1  Lastna podatkovna baza 
Lastno podatkovno bazo smo izdelali s pomočjo ankete na domačem strežniku 
www.cibernetika.org, kjer smo postavili spletno stran za ocenjevanje 22-ih izbranih filmov. 
Filmi so izbrani glede na žanr, in sicer po dva največkrat (ne najvišje) ocenjena filma v 
filmski bazi IMDb [20] iz nabora 17-ih žanrov. Ker je vsak film klasificiran z več žanri in so 
nekateri največkrat ocenjeni filmi v več različnih žanrih, privede do končnega števila 22-ih 
namesto logičnih 34-ih filmov (dodatek A). Filme se je izbiralo na podlagi žanrov, ker smo 
želeli zajeti čim širši okus uporabnikov. Če bi izbrali, na primer, večinoma ali samo 
kriminalke, bi bil sistem uporaben samo za ljubitelje kriminalk. V teoretičnem delu smo 
omenili (poglavje 2.2.1), da je primerna izbira števila predmetov 50. Ker nismo želeli 
preobremeniti uporabnikov, smo število predmetov znižali. V nadaljevanju bomo videli, da so 






Slika 3.1:  Primer filma v fazi ocenjevanja 
 
Aktivni uporabnik se na spletni strani najprej prijavi v sistem in prične z ocenjevanjem 
filmov. Po opravljeni anketi uporabniku aplikacije sistem ponudi nabor desetih priporočenih 
filmov (slika 3.2) in dodatno možnost vpogleda v priporočene (napovedane) ocene za še 
neocenjene filme, spisek filmskih prijateljev, ki so filme ocenili podobno kot aktivni 
uporabnik, nabor priporočenih filmov in statistiko ocen (minimalna, maksimalna in povprečna 
ocena za posamezne filme). 
Filme je na podlagi ankete ocenilo 47 uporabnikov. Ker smo želeli povečati število 

















3.1.1  Uvožena podatkovna baza MovieLens 
Zaradi problema hladnega zagona (majhno število uporabnikov in ocen) se je uporabilo 
še drugo podatkovno bazo. Primerna baza za izbiro je bila podatkovna baza MovieLens [2], ki 
jo je osnovala raziskovalna skupina GroupLens univerze v Minnesoti. Omenjena baza je ena 
izmed trenutno šestih obstoječih baz MovieLens in vsebuje preko 70 tisoč uporabnikov, 10 
milijonov ocen in preko 10 tisoč filmov [21]. GroupLensove baze so pogosta tema raziskav in 
so zato tudi večkrat omenjane v strokovni literaturi [6, 7, 8, 12, 16, 22, 23, 24]. 
Algoritem (sql poizvedba) je izluščil 83 uporabnikov, ki so ocenili iste filme kot 
uporabniki v anketi (22 filmov). Tako je skupno število uporabnikov naraslo na 130. Težava 
se je pojavila, ker je imel sistem v anketi drugačno ocenjevalno lestvico kot MovieLens 
podatkovna baza. 10-stopenjsko lestvico baze MovieLens je bilo treba pretvoriti v 7-
stopenjsko lestvico, ki smo jo uporabili v lastni podatkovni bazi. Ocenjevalno lestvico smo 
priredili simetrično, kar je prikazano v tabeli 3.1. 
 
 MovieLens  
podatkovna baza 
Lastna 












Tabela 3.1:  Pretvorba ocenjevalne lestvice podatkovne baze MovieLens  



























Slika 3.4:  Osnovna shema sistema za priporočanje vsebin 
 
Osnovno shemo sistema za priporočanje vsebin (slika 3.4) smo prevzeli po literaturi [4]. 
Čeprav gre za spominski algoritem, smo delovanje sistema prikazali s pomočjo uporabniškega 
modela. Celoten postopek je razdeljen v dve fazi, in sicer v fazo učenja, kjer izdelamo 
uporabniški model, in v fazo uporabe, kjer filtriramo vsebine, ki jih nato priporočimo 
uporabniku. 
3.3  Praktična izvedba skupinskega filtriranja 
Sliki 3.5 in 3.7 prikazujeta delovanje obravnavanega spletnega priporočilnega sistema. 
Za osnovo je bila vzeta že omenjena slika 3.4. Uporabnik oceni 22 izbranih testnih filmov. 
Aktivnega uporabnika v algoritmu za izbiro filmskih prijateljev (najbližjih sosedov) 
primerjamo s preostalimi uporabniki MovieLens podatkovne baze in lastne podatkovne baze, 
ki smo jo izdelali na podlagi ankete. Tako v fazi učenja zgradimo uporabniški model, nato v 
fazi uporabe aktivnemu uporabniku izmed vseh filmskih vsebin, ki so na voljo, izberemo 
(filtriramo) tiste, ki jih je najboljši filmski prijatelj ocenil z najvišjo oceno, in mu jih 









Slika 3.5:  Poenostavljena shema za napoved ocene filma s spominskim algoritmom 
 
Združevanje baze anketiranih uporabnikov (lastna podatkovna baza) in podatkovne baze 
MovieLens je predstavljeno na sliki 3.6. Z anketo smo pridobili 47 uporabnikov, podatkovna 
baza MovieLens pa je dodala 83 uporabnikov, ki so ocenili vseh 22 filmov. Združeni bazi (130 
uporabnikov) smo s pomočjo izračuna podobnosti vseh uporabnikov z aktivnim uporabnikom 
uporabili za napoved ocene filmov, ki jih aktivni uporabnik ni gledal (izmed 22-ih).  
Administrator ima vpogled v informacijo o napovedani oceni filma za vsak testni film 
(za ocenjene in neocenjene filme), prav tako ima na voljo tudi podatek o povprečni absolutni 
napaki MAE za vsak ocenjeni testni film ter mero F. 
Iz baze MovieLens (83 uporabnikov) uporabimo tudi preostale ocenjene filme. 
Aktivnemu uporabniku iz naše lastne podatkovne baze poiščemo najboljšega filmskega 
prijatelja in priporočamo filme, ki jih je ocenil z najvišjo oceno – v poštev tu pridejo filmi 
















































Slika 3.6:  Združevanje baze anketiranih uporabnikov in podatkovne baze MovieLens 
 
Slika 3.7 predstavlja zgradbo implementiranega spletnega priporočilnega sistema za 
filmske vsebine. Shema je bolj podrobno razdelana, vsi glavni sklopi so bili predstavljeni na 

















3.4  Ovrednotenje priporočilnega sistema 
Priporočilni sistem smo ovrednotili s povprečno absolutno napako MAE in z mero F. 
MAE je bila izbrana, ker je zelo enostavna za uporabo in tudi v literaturi zelo pogosto 
uporabljena. Z mero F pa smo želeli simulirati izbiro filma, ki ga sistem priporoča 
uporabniku. V nadaljevanju besedila so predstavljeni rezultati za obe meri. 
Zelo pomemben del praktične izvedbe naloge je bilo priporočanje najbolje ocenjenih 
filmov najboljšega filmskega prijatelja (iz MovieLens podatkovne baze) aktivnega uporabnika 
(iz lastne podatkovne baze 47-ih uporabnikov). Ker v kratkem času ni bilo mogoče dobiti 
povratne informacije aktivnega uporabnika, izračuna napake nismo izvedli. 
 
3.4.1  Ovrednotenje s povprečno absolutno napako MAE 
Pri izračunu MAE po vseh uporabnikih so uporabljene samo ocene iz MovieLens 
podatkovne baze, torej za 83 uporabnikov. Vsi omenjeni uporabniki so ocenili vseh 22 filmov, 
torej je baza uporabniki : filmi polna. Nato smo izbrali metodo leave one out, kar pomeni, da 
smo pokrili dejansko oceno uporabnika in izračunali napovedano oceno. Z drugimi besedami 
povedano smo za učno množico (ang. train set) uporabili 21 filmov in za testno množico (ang. 
test set) 1 film. Vsako odstopanje dejanske ocene od napovedane je absolutna napaka. 
Slika 3.8 in tabela z rezultati MAE v dodatku B prikazujeta rezultate, ki smo jih dobili po 
izračunu enačbe 2.10. Najmanjša vrednost MAE in s tem najmanjša absolutna napaka 0,77 je 
pri mejah Pearsonove korelacije pri −0,1 in 0,05. Tu je tudi največja pokritost (1825 od 1826 
napovedanih ocen, torej 99,95 %), ki nam pove, za koliko filmov od vseh možnih je mogoče 
napovedati ocene (slika 3.9). Pri vzeti pozitivni meji 0,05 smo poiskali povprečno število 
najbližjih sosedov, ki znaša 46 uporabnikov; pri isti meji znaša najmanjše število najbližjih 
sosedov 17 in največje 69 uporabnikov. Ker je matrika uporabniki : filmi polna, bi pričakovali, 
da bo pokritost od Pearsonove korelacije −1 navzgor 100 % (1826 napovedanih ocen), vendar 
se v enačbi za napoved ocene filma (2.5) vrednosti v imenovalcu približujejo 0, kar teži k zelo 
visokim vrednostim. Zaradi tega smo jih izločili in s tem zmanjšali pokritost. Ko se vrednost 
Pearsonove korelacije približuje vrednosti 1, se število najbližjih sosedov zmanjšuje – vse, 
dokler jih ne zmanjka. Če uporabnik nima nobenega najbližjega soseda, ocen ni možno 





Prej izračunana vrednost MAE 0,77 je zadovoljiv rezultat in je dosegel naša pričakovanja, 
saj je primerljiv z nekaterimi drugimi raziskavami – na primer Herlocker [7] je pri meji 
Pearsonove korelacije 0,05 in pri 99,7 % pokritosti izračunal MAE 0,7533. 
 
Slika 3.8:  Potek MAE po uporabnikih 
 
 
Slika 3.9:  Celotna pokritost 
 
3.4.2  Ovrednotenje z mero F 
Z mero F smo želeli preveriti, v kolikšni meri sistem pravilno priporoča uporabniku 
všečne vsebine. Za primerjavo dejanskih in napovedanih ocen smo tako kot pri izračunu MAE 
uporabili 83 uporabnikov iz MovieLens podatkovne baze. Pri izbiri sosedov je bila 
upoštevana najmanjša vrednost napake, to je pri pozitivni vrednosti Pearsonovega koeficienta, 




meri, ki temeljita na primerjavi ocen. V resničnosti gre za priporočilni sistem, ki naj bi 
uporabniku priporočal njemu najbolj všečne filmske vsebine, torej filme, ki bi jih uporabnik 
ocenil z najvišjo oceno ocenjevalne lestvice; v našem primeru je to ocena 3. Primerjava 
dejanskih in napovedanih ocen (skupno 1826 primerjav ocen) je dala naslednje rezultate: 
 
TP = (napovedana ocena = 3) in (dejanska ocena = 3)  359 zadetkov 
TN = (napovedana ocena < 3) in (dejanska ocena < 3)  819 zadetkov 
FP = (napovedana ocena = 3) in (dejanska ocena < 3)  124 zadetkov 
FN = (napovedana ocena < 3) in (dejanska ocena = 3)  524 zadetkov 
 
Iz dobljenih rezultatov smo izračunali natančnost: 
  � =  +� =  99+ = ,  (3.1) 
 
Izračunali smo tudi priklic: 
 = +� = 99+ = ,  (3.2) 
 
Rezultata smo nato vnesli v enačbo za izračun mere F: 
 � = + = × , × ,, + , = ,  (3.3) 
 
Natančnost je dokaj zadovoljiva, saj pravilno napove 74,3 % ocen filmov. Priklic je dal 
slabše rezultate, saj je sistem uporabniku pravilno našel le 40,7 % vsebin, medtem ko jih je 
velik del spregledal (FN = 524 zadetkov). Visok delež spregledanih vsebin vpliva na končni 
rezultat mere F, ki je 52,6 %. 
Za vse tri mere je idealen rezultat 100 % oziroma 1, medtem ko je 0 najslabši rezultat. 
Na prvi pogled se naši rezultati morda zdijo slabi, vendar moramo upoštevati dejstvo, da smo 
s 7-stopenjske lestvice kot pozitiven rezultat vzeli samo najvišjo oceno 3. Nekateri avtorji [4] 
so kot pozitivno reakcijo sistema vzeli večji del ocenjevalne lestvice − na primer zgornjih 30 
%. Na primeru naše ocenjevalne lestvice bi 30 % pomenilo oceni 2 in 3. S tem bi bile 





večja možnost, da sistem uporabniku priporoči filme, ki mu morda niso najbolj všeč oziroma 
niso po njegovih pričakovanjih. Uporabnik od sistema pričakuje, da mu priporoča le najboljše 
filme.  
3.5  Orodja za izdelavo priporočilnega sistema in podatkovna množica 
MovieLens 
Stran je bila postavljena na domačem strežniku www.cibernetika.org. Sprva smo 
uporabili program MS Visual Web Developer 2005 Express Edition, kasneje pa MS Visual 
Web Developer 2010 Express Edition. Pri delu smo uporabili programski jezik Visual C#, za 
delo s podatkovnimi bazami pa MS SQL Server 2008 R2 Express Edition in MS SQL Server 
2008 R2. Slika 3.10 prikazuje uporabniški vmesnik MS Visual Web Developer, kjer sta v 
pogled (ang. view) združeni tabeli filmi ter ocene in relacija med njima. Sistem dopolnjujejo 
še druge tabele, med njimi sta poglavitni Pearson in MAE. Tabela Pearson zajema 149.732 
vrstic podatkov o vrednostih Pearsonove korelacije, tabela MAE pa zajema 73.040 vrstic 
podatkov o povprečni absolutni napaki. Omenjene tabele so združene v bazo moja_baza.mdf. 
Za prijavo v priporočilni sistem 47-ih anketiranih uporabnikov smo uporabili še bazo 
aspnet.mdf, kjer so zbrani podatki o uporabniškem imenu, geslu, času zadnje prijave v sistem 
in podobno.  





V sami aplikaciji je v programskem jeziku Visual C# okrog 2.000 vrstic programske 
kode. Pri izračunu Pearsonove korelacije smo si pomagali s programsko kodo nastalo v okviru 
Alglib projekta [25]. Programska koda je priložena v prilogi diplomske naloge na zgoščenki. 
Ker je bila lastna podatkovna baza 47-ih uporabnikov premajhna, smo se odločili za 
priključitev dodatne podatkovne baze. Izbrali smo MovieLens podatkovno bazo, ki vsebuje 
10.000.054 ocen, 95.580 značk (ang. tags), 10.681 filmov in 71.567 uporabnikov. Podatki so 






4  Zaključek 
V diplomskem delu smo se osredotočili na izdelavo spletnega priporočilnega sistema za 
filmske vsebine. Izbrali smo pristop skupinskega filtriranja in ga preizkusili. Sistem smo na 
koncu ovrednotili z dvema merama, in sicer z MAE in mero F. 
Praktični del diplomske naloge je obsegal izdelavo lastne podatkovne baze, kjer smo 
pridobili 47 uporabnikov, ki so ocenili 22 izbranih filmov v 17-ih različnih žanrih. Izkazalo se 
je, da je bila baza uporabniki : filmi premalo zapolnjena z ocenami, da bi lahko dobili 
oprijemljive rezultate. Tako smo se odločili za vpeljavo na spletu dostopne baze MovieLens. 
Njeno 10-stopenjsko ocenjevalno lestvico smo prilagodili naši 7-stopenjski lestvici (–3 do 3). 
Znotraj baze MovieLens smo izločili 83 uporabnikov, ki so ocenili vseh 22 filmov iz našega 
osnovnega nabora. Večina teh uporabnikov je ocenila še številne druge filme, kar smo s 
pridom uporabili za priporočanje dodatnih filmskih vsebin našim 47-im uporabnikom. Da 
smo omogočili ta priporočila, smo vsakemu posameznemu uporabniku poiskali njemu 
najboljšega soseda oziroma filmskega prijatelja. 
Pri ovrednotenju sistema je izračun MAE pokazal najnižjo vrednost 0,77 pri mejah 
Pearsonove korelacije –0,1 in 0,05, kjer je tudi največja pokritost (99,97 %). Za nadaljnjo 
obravnavo smo uporabili pozitivno možnost – torej mejo 0,05, pri kateri povprečno število 
najbližjih sosedov znaša 46. Pri meji 0,05 smo izračunali tudi vrednost mere F (52,6 %), ki jo 
sestavljata natančnost (74,3 %) in priklic (40,7 %). Te vrednosti smo dobili s predpostavko, 
da sistem priporoči le tiste filme, ki so bili najvišje ocenjeni, to je z oceno 3. Priporočil, ki jih 
nudi najboljši filmski prijatelj iz baze MovieLens aktivnemu uporabniku naše lastne 
podatkovne baze, nismo mogli preveriti, ker povratne informacije ni bilo možno pridobiti v 
tako kratkem času.  
Narejena aplikacija omogoča aktivnemu uporabniku, da svoj okus (uporabniški model) 




prijatelj iz nabora 83-ih uporabnikov (MovieLens). S tem se lahko izognemo problematiki 
zlorabe osebnih podatkov. 
Za samo izvedbo praktičnega dela smo uporabili orodja MS Visual Web Developer 
2010 ter za operiranje z bazami MS SQL Server 2008 R2. Pisali smo v Visual C# 
programskem jeziku. Programska koda obsega približno 2.000 vrstic. 
V nadaljevanju bi želeli preizkusiti vsebinsko filtriranje, kjer pa bi potrebovali opise 
filmskih vsebin. Opisi bi vsebovali podatke, kot so žanr, igralci, režiserji, leto nastanka, 
nagrade, ki jih je film prejel. Glede na dosežene rezultate bi lahko preklapljali med obema 
sistemoma, torej bi že izdelani sistem s skupinskim filtriranjem nadgradili v hibridni 
priporočilni sistem.  
Kot izziv bi bila tudi nadgradnja sistema, kjer bi bilo mogoče združevanje uporabnikov, 
ki bi si skupaj ogledali kakšen film. V tem primeru bi bilo treba združiti okuse teh 
uporabnikov, na podlagi tega bi jim nato sistem priporočal filme. Skupni okus bi lahko 
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A  Seznam filmov 
štev. 
filma naslov 
ža r, v katere  film zaseda 1. ali 
2. esto po številu glasov 
1 The Dark Knight akcija, kriminalka, triler 
2 The Lord of the Rings: The Fellowship of the Ring akcija, pustolovski, fantazijski 
3 The Shawshank Redemption drama 
4 The Godfather drama, kriminalka, triler 
5 The Matrix pustolovski, znanstvena fantastika 
6 Star Wars znanstvena fantastika 
7 Forrest Gump ro a tič i, ko edija 
8 Eternal Sunshine of the Spotless Mind ro a tič i  
9 Back to the Future komedija 
10 The Lord of the Rings: The Return of the King fantazijski 
11 Shrek druži ski, risa i 
12 Finding Nemo druži ski, risa i 
13 Schindler's List biografski, zgodovinski, vojni 
14 BraveHeart biografski  
15 No Country for Old Men vestern 
16 Buono, il brutto, il cattivo.. II vestern 
17 Alien grozljivka 
18 The Shinining grozljivka 
19 Gladiator zgodovinski 
20 Saving Private Ryan vojni 
21 The Lion King mjuzikl 












število oce  
–1 0,89 1685 
–0,95 0,89 1685 
–0,9 0,89 1685 
–0,85 0,89 1685 
–0,8 0,89 1685 
–0,75 0,89 1685 
–0,7 0,89 1685 
–0,65 0,89 1685 
–0,6 0,89 1684 
–0,55 0,89 1684 
–0,5 0,89 1682 
–0,45 0,9 1693 
–0,4 0,89 1708 
–0,35 0,84 1711 
–0,3 0,82 1759 
–0,25 0,78 1772 
–0,2 0,78 1804 
–0,15 0,77 1821 
–0,1 0,77 1825 
–0,05 0,78 1825 
0 0,78 1825 
0,05 0,77 1825 
0,1 0,78 1825 
0,15 0,78 1825 
0,2 0,79 1825 
0,25 0,78 1826 
0,3 0,79 1823 
0,35 0,81 1814 
0,4 0,83 1786 
0,45 0,85 1683 
0,5 0,87 1563 
0,55 0,86 1396 





0,65 0,78 938 
0,7 0,89 550 
0,75 1,01 241 
0,8 1,01 82 
0,85 0,85 52 
0,9 1,5 4 
0,95   0 
 
  
 
 
