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Thermalization of generic closed quantum systems is well described by the Eigenstate Thermaliza-
tion Hypothesis (ETH). One expects, however, that the presence of conservation laws may somewhat
alter the adherence to the ETH. Here we see that in the presence of a single conservation law, for
given physical initial states, thermalization occurs without the system fulfilling many predictions
of the ETH. We find that certain local physical observables behave non-ergodically, even for non-
integrable Hamiltonians, and yet an ETH-like relation, with non-random off-diagonals, is derived
for observable matrix elements. This leads to a scaling law for equilibrium fluctuations that differs
from that expected by the ETH. Further, we analytically compute the time-dependence of the decay
to equilibrium, showing that it is proportional to the survival probability of the initial state. We
further discuss (the lack of) scrambling of quantum information in this regime, and calculate the
long-time limit of the out-of-time-ordered correlator. Relating our results to previous numerical
observations of initial state dependent scrambling, we uncover the mechanism behind this feature.
I. INTRODUCTION
The thermalization of closed quantum systems has seen
a large amount of interest in recent years[1–5], inspired
by the modern experimental capability to observe their
unitary evolution in the laboratory [6–12]. For non-
integrable systems, the Eigenstate Thermalization Hy-
pothesis (ETH) has become the leading contender for a
physical mechanism for thermalization [1, 3, 13–17]. The
ETH can be written as a condition for the matrix ele-
ments of observables of a quantum many-body system.
This conjecture can actually be motivated from random
matrix theory by assuming that a non-integrable quan-
tum Hamiltonian can be expressed as a perturbation of
a non-interacting or integrable model. As shown by J.M.
Deutsch in [13], this random matrix approach can be used
to prove that time-averages of a typical observable are
equivalent to microcanonical averages, which is one of the
conditions required for a quantum system to thermalize.
The second requirement for quantum thermalization is
that observable fluctuations decrease exponentially with
system size. This is also guaranteed by the ETH in the
form of Srednicki’s ansatz [14, 18].
The ETH implies that generic closed chaotic quantum
systems display many universal behaviours, independent
of any particular form of the Hamiltonian. These uni-
versal behaviours are closely linked with the behaviours
of random matrix models [13, 19–22]. One may ex-
pect, however, that the presence of conservation laws
may cause deviations from quantum chaos, with the most
obvious example being integrable systems, with an ex-
tensive number of conserved quantities [23]; what is not
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obvious is the possible effect of one, or a few, conserva-
tion laws on the route to equilibrium and other markers
of thermalization.
We will see that for given realistic initial states and
observables a single conserved quantity has a profound
effect on dynamics, causing a departure from the ex-
pected behaviors implied by the ETH, even in the case of
non-integrable system. This departure happens in three
key ways: i) fluctuations from equilibrium, ii) ergodic-
ity, iii) scrambling of quantum information. We further
study the time-dependence of observables after a quan-
tum quench - a topic which has seen significant recent
interest [21, 22, 24–28]. We obtain an explicit form for
the time-dependence in terms of the survival probability
of the initial state.
This article is arranged as follows. First, we review
some generic properties of non-integrable systems implied
by the ETH, that are to be studied later in the pres-
ence of conservation law. We then outline a very simple
case where such generic properties can be seen to differ
from the ETH prediction, giving an intuition for the main
physical mechanism behind non-ergodic thermalization.
We then apply this approach to more general observables,
and show that it leads to a scaling of time fluctuations
that violates the ETH prediction. We then use the same
approach developed for long-time fluctuations to under-
stand both the equilibration in time of observables, and
the scrambling of quantum information. Throughout, we
present exact diagonalization calculations to demonstrate
our analytical arguments.
II. PROPERTIES OF CHAOTIC QUANTUM
SYSTEMS
In this section we review some generic properties of
non-integrable systems that are assumed to abide by the
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Consider a many-body Hamiltonian, H, with eigen-
states and eigenvalues |ψµ〉 and Eµ, respectively. The
ETH can be written as an ansatz on observable ma-
trix elements, Oµν := 〈ψµ|O|ψν〉 in the energy eigenbasis
[14, 18]:
Oµν = O(E)δµν + 1√
D(E)
f(E,ω)Rµν , (1)
where E =
Eµ+Eν
2 , ω = Eµ − Eν , f and O are smooth
functions of their respective parameters. The function
f(E,ω) has a energy width that determines the energy
window under which two energy eigenstates have a non-
negligible observable matrix element. D(E) is the density
of states at energy E, and Rµν is a stochastic variable
of zero mean and unit variance. It was recently shown
by us that the full form of Eq. (1) can be derived form
random matrix theory (RMT) [20].
A. Quantum ergodicity as measured by two-time
correlation
The concept of ergodicity originated in the description
of the phase space of classical systems [29]. This obvi-
ously has no clear quantum analogue, and thus multiple
definitions of quantum ergodicity are possible [13, 30–32].
In the current text, we use the definition of ergodicity
in the quantum regime as the fulfilment of the equality
[33–35],
〈O(t)O〉 = 〈O〉2MC , (2)
where the overbar denotes the time average · :=
limT→∞ 1T
∫ T
0
dt·, and 〈O〉MC is the microcanonical en-
semble average of the observable O. This definition can
be shown to follow from the ETH [35].
We note that another possible definition of ergodicity
in the quantum context is [13],
〈O(t)〉 = 〈O〉MC , (3)
which is a part of the conditions for quantum equilibra-
tion to take place in a closed quantum system. We will
prove below that, remarkably, there are initial states for
which condition (2) is not fulfilled, whereas (3) is satis-
fied.
B. Long-Time Fluctuations
We define the long-time fluctuations of an observable
O as
δ2O(∞) := lim
T→∞
[
1
T
∫ t
0
dt〈O(t)〉2 −
(
1
T
∫ t
0
dt〈O(t)〉
)2]
.
(4)
Assuming that there are not an extensive number of de-
generacies, we use the the diagonal ensemble (DE) result
[3, 23, 36],
δ2O(∞) =
∑
µν
µ6=ν
|cµ(α0)|2|cν(α0)|2|Oµν |2, (5)
where we have an initial state, |φα0〉 =
∑
µ cµ(α0)|ψµ〉,
and Oµν = 〈ψµ|O|ψν〉 are the matrix elements of some
observable O in the eigenbasis {|ψµ〉} of the many-body
Hamiltonian, H.
Indeed, the size of fluctuations at long-times has been
well studied in the ETH regime[3, 18, 20, 21, 37, 38],
and in early works Reimann [19] and Short [39] provided
bounds for the fluctuations in terms of some effective
dimension of the state of the system. Here we use a sim-
ilar effective system size, the Inverse Participation Ratio
(IPR), defined by
IPR(|ψ(0)〉) =
∑
µ
|〈ψµ|ψ(0)〉|4, (6)
which can be seen to have reasonable properties, as for
a totally localized state, with cµ(α) = δµα, we have,
IPR(|φα〉) = 1, and for a maximally delocalized state,
with cµ(α) =
1√
N
, we have IPR(|φα〉) = 1N . The (inverse
of) the IPR is also often referred to as the ‘number of
principle components’ [27, 38, 40] for this reason.
Recently [20], the current authors have obtained a re-
lationship between the DE fluctuations and IPR from a
RMT approach, finding that for observables that are di-
agonal in the basis of eigenstates of the non-interacting
part of a chaotic Hamiltonian (which are our focus in the
current work),
δ2O(∞) ∝ IPR(|ψ(0)〉). (7)
Indeed, both Reimann and Short’s bounds can be under-
stood in terms of the IPR, and Eq. (7) can be seen to
follow the same scaling implied by a saturation of their
bounds. This scaling of the fluctuations with system size
has also been argued as a direct consequence of the ETH
in (the supplemental material of) Ref. [12].
C. Scrambling of Quantum Information
The out-of-time-ordered correlator (OTOC) is com-
monly used to observe the degree of information scram-
bling in a quantum system[40–47]. The OTOC is defined
as
OTOC(t) := 〈|[W (t), V ]|2〉
= 2 (1− F (t)) , (8)
where
F (t) = 〈W (t)VW (t)V 〉. (9)
3FIG. 1. Idealised scenario of a correlated quench where Nˆ =∑N
i σ
(i)
z . Initial state with only system spin in excited state,
at later times, system spin is in ground state, and a single
bath spin is excited.
Generally, this is taken at some inverse temperature β,
such that 〈· · · 〉 = tr(ρ · · · ), with ρµν ∼ e−βEµδµν . Here,
however, we focus on initial pure states, and thus use
〈· · · 〉 = 〈ψ| · · · |ψ〉 for some state |ψ〉.
Here we limit our attention to the long-time average,
defined by F := limT→∞ 1T
∫ T
0
dtF (t), which is expected
to be equal to zero for scrambling systems. F may be
written as,
F = 〈φα0 |W (t)VW (t)V |φα0〉
=
∑
µν
cµ(α0)cν(α0)〈ψµ|W (t)VW (t)V |ψν〉, (10)
for an initial state |ψ(0)〉 = |φα0〉 =
∑
µ cµ(α0)|ψµ〉. This
value can be expected to decay to zero (up to finite size
corrections) in chaotic quantum systems[46], and indeed,
the ETH can be seen to play a vital role in this behaviour
[47].
We note that it has been previously observed that
scrambling is somewhat state-dependent [45], even in
non-integrable systems, and here we provide the mecha-
nism behind this observation.
III. NON-ERGODIC QUANTUM
THERMALIZATION IN A SIMPLE SCENARIO
In this section we describe, and give examples of, a sce-
nario in which we observe a discrepancy from the markers
of chaoticity in quantum systems outlined above. We will
show this as a simple example of where one expects the
scaling of fluctuations to differ from Eq. (7), and outline
more formally conditions where we expect this behaviour
generally.
A. Simple Example
We consider first a simple case of N two level sys-
tems (qubits) with a Hamiltonian in the form H =
HS +HB +HSB , that conserves the total number of ex-
cited qubits, Nˆ =
∑N
i σ
(i)
z , where σ
(i)
{x,y,z} are the Pauli
matrices acting on site i. We initialize the system in the
state |ψ(0)〉 = | ↑〉S
∏NB
i | ↓〉B,i. We thus see that the
time evolution is restricted to the manifold of a single
excitation only, as depicted in Figure 1.
A following measurement of σ
(S)
z is thus the same as
a measurement of the survival probability P0 of the ini-
tial state, as if the qubit is found to be excited, it is
known that there are no excitations present in the bath,
and vice versa. It can easily be seen that this does not
extend to a local observable of the bath, and thus the re-
lation between the local system observable and the global
observable P0 is due to correlations between the initial
state and local observable. It is precisely these correla-
tions that we are concerned with in this work.
The survival probability can be written as,
P0 = |ψ(0)〉〈ψ(0)|
=
∑
µ,ν
cµ(α0)cν(α0)|ψµ〉〈ψν |, (11)
where |ψµ〉 is an eigenstate of H, and |ψ(0)〉 = |φα0〉,
is the initial state, which may be written as |φα0〉 =∑
µ cµ(α0)|ψµ〉. We thus have that (P0)µν = cµ(α)cν(α),
such that the fluctuations, Eq. (5), can be written as
δ2P0(∞) =
∑
µν
µ6=ν
|cµ(α0)|2|cν(α0)|2(cµ(α0)cν(α0))2
=
∑
µν
|cµ(α0)|4|cν(α0)|4 −
∑
µ
|cµ(α0)|8
≈ IPR(|ψ(0)〉)2,
(12)
where in the last line we have used that many-body eigen-
states of the systems of interest have a large number of
principle components, and thus max cµ(α) 1.
One can thus see that for the survival probability, and
thus for a class of observables related by a conservation
law, we do not observe the ergodic scaling of fluctuations
of Eq. (7), predicted by RMT and the ETH. Indeed,
it has recently been been shown that the survival prob-
ability is not ‘self-averaging’ [48], such that it may not
be expected to follow RMT behaviour at any time scale.
Our results here give further context to this result.
B. Formal Conditions
In the following, we focus on models that may be de-
scribed by a Hamiltonian of the form H = HS + HB +
HSB , where HS is a 2× 2 Hamiltonian of a single qubit,
with eigenstates {| ↑〉S , | ↓〉S}. We discuss in Appendix
C how these ideas scale to larger system Hamiltonians,
noting that this is non-trivial, but can be expected in
some generic settings. In the following we use subscripts
S and B to refer to the system and bath respectively
4The subscript SB denotes coupling terms between these
subspaces.
One can see that a key condition of the discussion in
the previous section is the presence of some conserva-
tion law [H, Nˆ ] = 0. We further require that the op-
erator Nˆ = NˆS + NˆB is the sum of at least two local
operators defined separately on the system and bath.
The local operators are conserved separately the system
and bath prior to any interaction between them, such
that [HS , NˆS ] = 0, and [HB , NˆB ] = 0. The ‘number
of excitations’ Nex = NS + NB , for some state |ψ〉, is
then 〈ψ|Nˆ |ψ〉 = Nex. This quantity is conserved dur-
ing time evolution, though NS and NB are not con-
served individually by the coupling term HSB . We study
the behaviour of a local observable OS that is diagonal
in the basis of the local excitation number, such that
[OS , NˆS ] = [OS , HS ] = 0.
The second key condition is that of the initial state.
We require that the initial bath state is a non-degenerate
state of the quantity NˆB , in the sense that there is a single
state with the eigenvalue B〈ψ(0)|NˆB |ψ(0)〉B = NB . The
system is initialized in the excited state of NˆS (and thus
of HS). This ensures that, after measurement of OS ,
if the system is found to be in the initial state, there
is only a single excitation configuration possible for the
bath state. This is guaranteed by choosing an initial state
where there is a single excitation, localized to the system
qubit.
To summarize, then, we focus on the behaviour of
generic non-integrable systems under the following con-
ditions: i) A conserved charge or excitation number, ii)
The local system observable is diagonal in the basis of
the local excitation number, iii) The initial state has a
single excitation localized to the system. We will see be-
low that these conditions are enough to identify a local
observable with the survival probability (up to some con-
stant factor), and thus ensure that the behaviour of the
observable violates that predicted by the ETH, yet still
thermalizes for systems with a large effective dimension.
In the following, we will refer to the thermalization
under the above conditions as a ‘correlated quench’.
IV. FLUCTUATIONS AND OBSERVABLE
ELEMENTS
Here we focus on the case where the system is a single
qubit with Hamiltonian HS with eigenstates {| ↑〉S , | ↓
〉S}, and treat a generic bath with some conserved quan-
tity NˆB . Applying, then, the conditions outlined above,
we initialize our system in the state,
|ψ(0)〉 = | ↑〉S |k0〉B , (13)
where |kα〉B denote eigenstates of NˆB , and |k0〉B specifies
a particular non-degenerate eigenstate of the conserved
quantity NˆB , such as that with zero excitations, NB = 0.
We thus have 〈Nˆ〉 = 1. Now, we have for an arbitrary
eigenstate of the interacting Hamiltonian, H,
|ψµ〉 =
∑
α
cµ(α)|φα〉, (14)
where |φα〉 = |sα〉S |kα〉B , with sα = {↑, ↓}, is an eigen-
state of the conserved quantity Nˆ . For example, if in a
system of N qubits
∑
i σ
(i)
z is conserved, then we may
have |φα〉 = | ↑, ↓, · · · 〉, and the conserved quantity is the
total number of qubits in the up and down states. One
may then, for example, define the number of excitations
as Nˆ =
∑
i
1
2 (σ
(i)
z + 1), equal to the number of qubits in
the | ↑〉 state.
We separate the sum over α into two parts, those la-
belling the states with the system in each state | ↑〉S and
| ↓〉S , such that each part is a sum over the bath states
k (writing cµ(α) := cµ(kα, sα)),
|ψµ〉 =
∑
k
cµ(k, ↑)| ↑〉S |k〉B+
∑
k
cµ(k, ↓)| ↓〉S |k〉B , (15)
where we have dropped the subscript α. Now, for a local
system observable O = OS ⊗ 1B we have, for example,
that B〈k|S〈↑ |O| ↑〉S |j〉B = O↑↑δkj , where O↑↑ := S〈↑
|OS | ↑〉S , and O↓↓ := S〈↓ |OS | ↓〉S . Thus, the matrix
elements Oµν may be expressed as
Oµν =
∑
k
cµ(k, ↑)cν(k, ↑)O↑↑ +
∑
k
cµ(k, ↓)cν(k, ↓)O↓↓
+
∑
k
cµ(k, ↑)cν(k, ↓)(O↑↓ +O↓↑).
(16)
We can further use that∑
k
cµ(k, ↓)cν(k, ↓)
:=
∑
k
〈ψµ|
(
| ↓〉S |k〉BB〈k|S〈↓ |
)
|ψν〉
= 〈ψµ|
(
1−
∑
k
| ↑〉S |k〉BB〈k|S〈↑ |
)
|ψν〉
= δµν −
∑
k
cµ(k, ↑)cν(k, ↑),
(17)
where we have used the completeness relation∑
α |φα〉〈φα| = 1, to obtain, for the case of an ob-
servable that commutes with the local excitation number
(such that O↑↓ = 0),
Oµν = ∆O
∑
k
cµ(k, ↑)cν(k, ↑) +O↓↓δµν , (18)
where we have defined ∆O := O↑↑ −O↓↓.
To gain an understanding of the effect of the conserva-
tion law, we can estimate the value of time-fluctuations
assuming that the system is in the initial state (13),
δ2O(∞) =
∑
µ,ν
µ6=ν
|cµ(↑, k0)|2|cν(↑, k0)|2
×∆O2|
∑
k
cµ(k, ↑)cν(k, ↑)|2.
(19)
5FIG. 2. DE Fluctuations versus IPR for Hamiltonian (25), (26). Bx = 0.05, J = 1, J
′ = 0.8. Observables are σ(S)z for a), c)
and P0 for b). Initial bath states are all qubits up for a), and the Neel state for b), c).
One could naively assume that wave function components
cµ(k, ↑) and cµ(k0, ↑) are just independent random vari-
ables and carry out the summation. However, if we as-
sume that the coupling term conserves the total number
of excitations, Nex, then the sum over µ, ν, must run over
values with Nex = 1. Thus, the components cµ(k, ↑) can
only take non-zero values if k, ↑ corresponds to a total
excitation value Nex = 1. Thus, the sum is restricted to
k = k0.
Concretely, then, we can see that the summation
η =
∑
k
cµ(k, ↑)cν(k, ↑), (20)
may be restricted simply to the term,
η = cµ(k0, ↑)cν(k0, ↑) := cµ(α0)cν(α0), (21)
where we have defined α0 = (k0, ↑) as the indices of the
initial state.
This then leads us to the form for observable matrix
elements,
Oµν → ∆Ocµ(α0)cν(α0) +O↓↓δµν . (22)
In-fact, one can see that this recovers the form of Sred-
nicki’s ansatz [18] if cµ(α0)cν(α0) is taken to be a suit-
ably small stochastic variable, however, Eq. (22) allows
for correlations between the wave function coefficients
cµ(k, ↑), to be included.
In understanding Eq. (22) it is important to stress that
the observable matrix elements are indeed still in reality
described by Eq. (18), however, due to the conserved
quantity Nˆ and correlated initial state the dynamics are
restricted to a subset of the Hilbert space. It is precisely
this restriction that allows us to make the substitution
(22).
Applying Eq. (22) to the long-time fluctuations, we
thus obtain,
δ2O(∞) = ∆O2
∑
µν
µ6=ν
|cµ(α0)|2|cν(α0)|2(cµ(α0)cν(α0))2
= ∆O2
∑
µν
|cµ(α0)|4|cν(α0)|4 −∆O2
∑
µ
|cµ(α0)|8
≈ ∆O2IPR(|ψ(0)〉)2,
(23)
where we have once more assumed that the eigenstates
have a large number of principle components, and hence∑
µ |cµ(α0)|8  (
∑
µ |cµ(α0)|4)2. We thus recover the
same scaling of fluctuations as that seen in general for
the survival probability. From here on, we refer to this
as ‘non-ergodic’ scaling, as we will see below that Eq.
(22) also leads to non-ergodic behaviour of the system.
We numerically show this non-ergodic scaling in a
quantum spin-chain model, described below, in Fig. 2,
where it is contrasted to the behaviour of a different ini-
tial state that is a highly degenerate eigenstate of HB .
We observe that the system observable scales as expected
by (7) in this case, whereas the survival probability fluc-
tuations scale non-ergodically for all initial states. In Ap-
pendix A we study the Spin-Boson model, and see that
the non-ergodic scaling can be derived for this model in
the rotating wave approximation.
Further, in Appendix D we show a case where this
non-ergodic scaling is obtained without the conservation
of excitation number when the initial state is the ground
state of a non-interacting Hamiltonian prior to a quan-
tum quench. Intuitively, this can be seen as a by-product
instead of conservation of energy; in cases where addi-
tional excitations require an additional energy cost, such
transitions only contribute weakly, and Eq. (22) holds
approximately.
6V. NON-ERGODICITY
In this section we will see that the correlated quench
procedure is indeed non-ergodic, in the sense that the
equality of Eq. (2) is not satisfied. For the case in
question, for the ergodicity condition to be satisfied, we
would expect 〈O(t)O〉 = O2↓↓. We can simply see that
this equality is not satisfied using Eq. (22):
〈O(t)O〉 =
∑
µν
cµ(α0)cν(α0)OµµOµν
=
∑
µν
cµ(α0)cν(α0)(∆Ocµ(α0)cν(α0) +O↓↓)
× (∆Ocµ(α0)cν(α0) +O↓↓δµν)
= ∆O2IPR(|φα0〉) +O2↓↓
+ ∆OO↓↓(1 + IPR(|φα0〉)
≈ O↑↑O↓↓
6= O2↓↓,
(24)
where in the penultimate line we have assumed a large
effective dimension. Therefore, we observe that the er-
godicity condition is not fulfilled. Interestingly, when
IPR(|φα0〉 is  1, for the observable σ(S)z we obtain that
〈O(t)O〉 = −1 = −O2↓↓. This can be intuitively seen,
as in this case, rather than the initial and final observ-
able value being uncorrelated (ergodic), they are anti-
correlated.
We note that a key aspect of the ETH condition is the
assurance of ergodicity in the sense of Eq. (2) [14, 35].
In this sense, despite the resemblance of Eq. (22) to
Srednicki’s ansatz, one can see that a vital implication
does not apply to observables in this case. We note,
however, that the system here does indeed satisfy the
weaker definition of ergodicity, Eq. (3), which can be
seen to be a consequence of the adherence to the diagonal
part of the ETH.
VI. NUMERICAL MODEL
For our numerical calculations we use a non-integrable
spin-chain model, where the bath is given by the XXX
chain with nearest and next-nearest neighbour couplings
(NN-XXX). Our system ion is ‘biased’ with a small Bz
component. The Hamiltonian is written in the form H =
H0 +HI , with
H0 = B
(0)
z σ
(0)
z +
∑
〈α,β〉>0
Jσα · σβ , (25)
where we set the system index equal to zero, such that
HS = B
(0)
z σ
(0)
z , and,
HI = Jσ0 · σ1 +
∑
〈〈α,β〉〉
J ′σα · σβ , (26)
where σα = (σ
(α)
x , σ
(α)
y , σ
(α)
z ), and 〈· · · 〉 and 〈〈· · · 〉〉 in-
dicate summations over nearest neighbours and next-
nearest neighbours of the respectively. H0 thus describes
a system ion placed at one end of the chain, uncoupled
from an XXX chain with nearest-neighbour interactions
only. The action of HI is to couple the system ion to
both it’s neighbour and next-nearest neighbour, as well
as include next-nearest neighbour interactions through-
out the chain. The system is thus homogeneous, except
for a small ‘bias’ field on the system ion only, acting to
ensure that the initial state is an excited eigenstate of
the conserved quantity NˆS = σ
(S)
z . The total conserved
quantity is the total magnetization
∑
i σ
(i)
z , such that the
number of excitations is given by Nˆ =
∑
i
1
2 (σ
(i)
z + 1).
This model is chosen for it’s resemblance (up to the
system Bz field) to that used in Ref. [45], where the
lack of scrambling of quantum information was observed
for states with such a conservation law. We argue that
Eq. (22) can be seen as the mechanism behind this ob-
servation, seeing that scrambling is not violated simply
due to a confined subspace by the conservation law, but
rather that the mixing of eigenstates in time evolutions
is restricted, and thus off-diagonal observable matrix ele-
ments may not be treated as random. In Appendix D, we
provide similar numerics on a different spin-chain model
that breaks this conservation rule.
Our numerical results are shown in Fig. (2), where we
have investigated the NN-XXX model for the observable
σ
(S)
z , with initial bath states as the correlated initial state
| ↓, ↓, · · · 〉B (All down), Fig. (2a), and both the survival
probability, P0 and σ
(S)
z for a highly degenerate product
state, | ↑, ↓, · · · 〉B (Neel), Fig. (2b), (2c), respectively.
Here we observe that for the correlated initial state the
local observable σ
(S)
z follows the non-ergodic scaling of
Eq. (23) as expected from the arguments above. We
further see that the survival probability follows the non-
ergodic scaling for even the mid-energy product state.
VII. TIME EVOLUTION
The time dependence of an observable O of a closed
quantum system initialized in state |φα0〉 = | ↑〉S |k0〉B
may be written as
〈O(t)〉 =
∑
µν
cµ(α0)cν(α0)e
−i(Eµ−Eν)tOµν
= ∆O
∑
µν
|cµ(α0)|2|cν(α0)|2e−i(Eµ−Eν)t
+O↓↓
∑
µ
c2µ(k0, ↑),
(27)
where in the second line we have applied Eq. (22). We
thus obtain
〈O(t)〉 = ∆OP0(t) +O↓↓, (28)
7FIG. 3. Dynamics of observable σ
(S)
z (blue) and P0 (orange)
for the NN-XXX model (Eqs. (25), (26)), for a correlated
quench procedure. We see that the dynamics after a cor-
related quench closely follows the survival probability, and
decays to an equilibrium value ∼ O↓↓ = −1, as expected by
Eq. (28). Bz = 0.05, J = 1, J
′ = 0.8, N = 15.
where P0 = |〈ψ(0)|ψ(t)〉|2 =∑
µν |cµ(α0)|2|cν(α0)|2e−i(Eµ−Eν)t is the survival
probability.
This is corroborated in Fig. (3). Note that the case
of the correlated quench follows the survival probability
dynamics strikingly closely, even faithfully reproducing
its fluctuations.
VIII. LONG-TIME OTOC
Exploiting Eq. (22), the long time OTOC, may be ob-
tained by calculation of Eq. (10). This is a somewhat
tedious calculation, shown in full in Appendix B. We ob-
tain,
F (t) = W 2↓ V
2
↓ +W
2
↓∆V V↓ +W
2
↓∆V
2 +W 2↓∆V V↓
I4[4∆WW↓∆V V↓ + 2∆WW↓V 2↓
+ 2∆W 2W↓∆V 2 + ∆W 2V 2↓ + ∆W
2∆V V↓]
+ I24 [2∆W 2∆V V↓ + 2∆W 2∆V 2]
− I8[∆W 2∆V 2 + ∆W 2∆V V↓],
(29)
where In :=
∑
µ c
n
µ(α0), and thus I4 = IPR(|φ0〉). In
the limit of large system size, where the IPR is small,
this thus simplifies to
F (t) ≈W 2↓ V 2↓ +W 2↓∆V V↓ +W 2↓∆V 2 +W 2↓∆V V↓,
(30)
which is equal to unity for W = V = σ
(S)
z , implying that
the information on this local observable is not-scrambled,
even for large non-integrable Hamiltonians.
FIG. 4. Long time average F given in Eq. (10) for the NN-
XXX model (Eqs. (25), (26)) for varying number of spins
N using exact diagonalization (blue squares). Theory values
given by Eq. (29) (orange circles). We note that, unsurpris-
ingly, for the Neel state |ψ(0)〉 = | ↑, ↓, ↑, · · · 〉 scrambling is
observed, such the F → 0 for increasing N . Inset shows time
evolution of F (t) for N = 14.
In Fig. (4) we observe the behaviour of the long time
value F for the initial correlated state. We see that, in-
deed, F does not indicate the scrambling of information,
and is exactly in agreement with Eq. (29).
IX. DISCUSSION
In this article we have observed and obtained the mech-
anism behind a scenario in which quantum thermaliza-
tion occurs non-ergodically. The scenario in question we
have called a ‘correlated quench’, where the bath is ini-
tially in a non-degenerate state with respect to some con-
servation law. We observe that for given local system ob-
servables, thermalization occurs without the full ETH,
as the off-diagonal observable elements can be seen to
be non-random, as correlations dominate both long and
short time behaviour of the observable. Indeed, from the
derived expression for off-diagonal observable elements,
we have analytically obtained the long-time fluctuations
and time evolution of observables, as well as the long
time value of the out-of-time ordered correlator.
The time evolution of observables after a correlated
quench follows that of the survival probability closely,
which provides a potential method of measuring the sur-
vival probability itself. This is useful, for example, as it’s
Fourier transform is the so-called linear density of states
(LDOS), or strength function. We see that this may be
measured using such a correlated quench protocol.
The arguments outlined above rest on the behaviour
of the parameter η, Eq. (20). This parameter dictates
the available states that may mix with the initial state
8in time evolution. It is thus an important quantity in
dictating the ergodicity of the system, or it’s ability to
scramble quantum information.
We acknowledge funding by EPSRC grant no.
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X. APPENDIX
Appendix A: Relation to the Rotating Wave
Approximation - The Spin-Boson Model
In this section we give an example of the non-ergodic
scaling of time-averaged fluctuations. This model serves
to provide intuition on the origin of the non-ergodic scal-
ing, which will carry over in a straight-forward manner
to more general systems. We will see here that the ex-
citation conservation law is equivalent to the Rotating
Wave Approximation (RWA) in the familiar model of a
single spin coupled to a Bosonic bath.
The model we discuss is the Spin-Boson Model, which
we may write as
H = HS +HB +HSB , (A1)
with
H0 = HS +HB =
ωz
2
σz +
∑
n
ωna
†
nan, (A2)
and
HSB =
∑
n
gn(an + a
†
n)(σ+ + σ−), (A3)
where σi i = x, y, z are the Pauli operators, σ± =
1
2 (σx ± iσy), and a†n(an) are creation (annihilation) op-
erators of a boson in state n. Making the rotating wave
approximation, and thus ignoring counter rotating terms
anσ− and a†σ+, we obtain
HSB =
∑
n
gn(anσ+ + a
†
nσ−). (A4)
We can thus see that the total Hamiltonian conserves the
total number of excitations Nˆ = 12 (σz + 1) +
∑
n a
†
nan.
We thus initiate a correlated quench, such that the ini-
tial state is given by | ↑〉S
∏
n |0〉n := | ↑, 0〉. As the
interaction Hamiltonian with the RWA preserves exci-
tation number, we thus have, that at any later time
the state must be some superposition of | ↑, 0〉 and
| ↓, 1n〉 := | ↓〉S |1〉n
∏
m 6=n |0〉m. This model is exactly
solvable using the Wigner-Weisskopf method [49, 50] for
gn = g = constant, which gives
c
(µ)
↑,0 =
g
(g2 + γ
2
4 + E
2
µ)
1
2
, c
(µ)
↓,1n =
g2/(Eµ − ωn)
(g2 + γ
2
4 + E
2
µ)
1
2
,
(A5)
FIG. 5. DE Fluctuations versus IPR for Spin-Boson model
Eq. (A1) with Γ = 2pig
2
ω0
= 0.1, ωn = nω0 =
n
N
. gn is a
random number with mean zero and variance g.
where γ = 2pig
2
ω0
is the decay rate. Now, the fluctuations
and IPR may be easily calculated for this model in the
limit N →∞. Here we can write ∑µ → ∫ dEµω0 , and as in
the continuum limit the level spacing ω0 → 0, with γ =
constant, we have g2 = γω02pi → 0. We thus have
IPR(|ψ(0)〉) = γ
2ω0
4pi2
∫
dEµ
ω0
1
(γ
2
4 + E
2
µ)
2
=
ω0
piγ
. (A6)
Now, the fluctuations can be found from Eq. (5). We
pick as our observable σz, for which we have (σz)µν =
c
(µ)
↑,0c
(ν)
↑,0 −
∑
n c
(µ)
↓,1nc
(ν)
↓,1n = 2c
(µ)
↑,0c
(ν)
↑,0 − δµν . Thus, Eq (5)
may be similarly evaluated to obtain
δ2σz (∞) = 4
ω20
pi2γ2
− 10 ω
3
0
pi3γ3
≈ 4IPR(|ψ(0)〉)2.
(A7)
In Fig. 5 we plot the DE fluctuations against the IPR for
the case where gn is given by a random number of mean
zero and variance g, observing that the obtained scaling
is still correct for the non-integrable case with random
couplings. In Fig. 6 we plot the time dependence and
long-time average of F (t), for constant couplings gn = g.
We further note that this case is also exactly fulfilled by
the tight-binding model, which may be similarly solved
by the Wigner-Weisskopf approach.
Appendix B: Time average of F (t)
Here we calculate the long-time average of F (t), given
by
F = 〈↑, k0|W (t)VW (t)V | ↑, k0〉
=
∑
µν
cµ(k0, ↑)cν(k0, ↑)〈ψµ|W (t)VW (t)V |ψν〉. (B1)
9FIG. 6. F (t) for N = 100 (left) and F (t) (right) for the Spin-Boson Hamiltonian, Eq. (A1). Theory labels the correlated
quench condition result of Eq. (29). Note that ‘revivals’ in F (t) significantly contribute to the time average result. ωz = 0.6,
ωn =
n
N
,Γ = 2pig
2
ω0
= 0.2
We first obtain Fµν := 〈ψµ|W (t)VW (t)V |ψν〉, which can
be seen to be equal to
Fµ0ν0 =
∑
µ
Wµ0µ0Vµ0µWµµVµν0
+
∑
µ
Wµ0µVµµWµµ0Vµ0ν0 −W 2µ0µ0Vµ0µ0Vµ0ν0
:= F
(1)
µ0ν0 + F
(2)
µ0ν0 − F
(3)
µ0ν0
(B2)
Now, using that Oµν = ∆Ocµ(↑, k0)cν(↑, k0) + O↓δµν ,
we may write, using the shorthand cµ(↑, k0) := cµ,
F
(1)
µ0ν0 =
∑
µ
(∆Wcµ0cµ0 +W↓)(∆V cµ0cµ + V↓δµµ0)
× (∆Wcµcµ +W↓)(∆V cµcν0 + V↓δµν0).
(B3)
Performing the expansion in full, we obtain
F
(1)
µ0ν0 =
∑
µ
[
W 2↓ V
2
↓ δµµ0δµν0 +W
2
↓∆V
2c2µcν0cµ0
+ ∆W 2V 2↓ c
2
µc
2
µ0δµµ0δµν0 + ∆W
2∆V 2c4µcν0c
3
µ0
+ ∆WW↓∆V V↓(cµc3µ0δµν0 + c
2
µcν0δµµ0
+ c3µcµ0δµν0 + cµcν0c
2
µ0δµµ0)
+ ∆WW↓∆V 2(c4µcν0cµ0 + c
2
µc
3
µ0cν0)
+ ∆WW↓V 2↓ (c
2
µδ
2
µδµµ0δµν0 + c
2
µ0δµµ0δµν0)
+ ∆W 2∆V V↓(c3µc
2
µ0cν0δµµ0 + c
3
µc
3
µ0)
+W 2↓∆V V↓(cµcν0δµµ0 + cµcµ0δµν0)
]
(B4)
similarly,
F
(2)
µ0ν0 =
∑
µ
(∆Wcµ0cµ +W↓δµµ0)(∆V cµcµ + V↓)
× (∆Wcµcµ0 +W↓δµµ0)(∆V cµ0cν0 + V↓δµ0ν0)
=
∑
µ
[
W 2↓ V
2
↓ δµ0ν0δµµ0 +W
2
↓∆V V↓c
2
µδµ0ν0δµµ0
+ 2∆WW↓V 2↓ cµcµ0δµ0ν0δµµ0
+ 2∆WW↓∆V V↓(c3µcµ0δµ0ν0δµµ0 + cµc
2
µ0cν0δµµ0)
+W 2↓∆V V↓cµ0cν0δµµ0 +W
2
↓∆V
2cµ0cν0δµµ0
+ ∆W 2V 2↓ c
2
µc
2
µ0δµ0ν0 + ∆W
2∆V 2c4µc
3
µ0cν0
+ 2∆WW↓∆V 2c3µc
2
µ0cν0δµµ0
+ ∆W 2∆V V↓(c2µc
3
µ0cν0 + c
4
µc
2
µ0δµ0ν0)
]
(B5)
and,
F
(3)
µ0ν0 = (∆Wcµ0cµ0 +W↓)(∆V cµ0cµ0 + V↓)
× (∆Wcµ0cµ0 +W↓)(∆V cµ0cν0 + V↓δµ0ν0)
= W 2↓ V
2
↓ δµ0ν0 +W
2
↓∆V V↓cµ0δµ0ν0
+ 2∆WW↓V 2↓ cµ0δµ0ν0 +W
2
↓∆V
2c3µ0cν0
+ 2∆WW↓∆V V↓(c3µ0cν0 + c
4
µ0δµ0ν0)
+ ∆W 2V 2↓ c
4
µ0δµ0ν0 + 2∆WW↓∆V
2c5µ0cν0
+ ∆W 2∆V V↓c5µ0cν0 + ∆W
2∆V V↓c6µ0δµ0ν0
+ ∆W 2∆V 2c7µ0cν0
]
(B6)
Now, using that,
F (t) =
∑
µ0ν0
cµ0cν0Fµ0ν0 , (B7)
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and defining
In =
∑
µ
cnµ, (B8)
we thus obtain (noting that In = 1),
F (t) = W 2↓ V
2
↓ +W
2
↓∆V V↓ +W
2
↓∆V
2 +W 2↓∆V V↓
I4[4∆WW↓∆V V↓ + 2∆WW↓V 2↓
+ 2∆W 2W↓∆V 2 + ∆W 2V 2↓ + ∆W
2∆V V↓]
+ I24 [2∆W 2∆V V↓ + 2∆W 2∆V 2]
− I8[∆W 2∆V 2 + ∆W 2∆V V↓],
(B9)
which is the result shown in the main text. We note
that terms in In can be seen as finite size effects, which
become negligible as N → ∞. Indeed I4 is equal to the
inverse participation ratio. For large system sizes, we
thus expect,
F (t) ≈W 2↓ V 2↓ +W 2↓∆V V↓ +W 2↓∆V 2 +W 2↓∆V V↓
(B10)
We use the full Equation in the numerics, however, as
the finite size effects can be seen to be important in the
system sizes studied.
Appendix C: Discussion of larger system sizes
In the main text we focused on the case where HS
is a 2 × 2 Hamiltonian matrix. Here we show that in
certain conditions the main arguments similarly follow
for larger systems, of Hilbert space dimension NS , with
eigenstates {|s〉S}s=1,...,NS . We now write the initial
state as |ψ(0)〉 = |si〉S |k0〉B , where |k0〉B is again a non-
degenerate state of some conserved quantity, and |si〉S is
the initial (excited) system state.
We can show this simply by deriving Eq. (22) for an
arbitrary size HS . Indeed, we can do this by following
the same approach as the main text, with some additional
requirements. Writing instead
|ψµ〉 =
∑
k
cµ(k, si)|si〉S |k〉B +
NS∑
s6=si
∑
k
cµ(k, s)|s〉S |k〉B .
(C1)
Now, once again, if the system observable is diagonal in
the non-interacting basis, we haveOss′ := 〈s|O|s′〉 ∼ δss′ ,
such that
Oµν =
∑
k
cµ(si, k)cν(si, k)Osisi
+
∑
s6=si
∑
k
cµ(s, k)cν(s, k)Oss
=
∑
k
cµ(si, k)cν(si, k)Osisi
+
∑
s 6=si
Oss〈ψµ|
∑
k
|s〉S |k〉BB〈k|S〈s|ψν〉
=
∑
k
cµ(si, k)cν(si, k)Osisi
+
∑
s6=si
Oss〈ψµ|(1−
∑
s′ 6=s
∑
k
|s′〉S |k〉BB〈k|S〈s′|)|ψν〉
= cµ(si, k0)cν(si, k0)Osisi −Osisiδµν
−
∑
s 6=si
Oss
∑
s′ 6=s
∑
k
cµ(s
′, k)cν(s′, k),
(C2)
where we have used that O may be taken as traceless,
such that
∑
s6=si Oss = −Osisi . Now, we see that the
same form is recovered up to a correction given by the last
term. We see that this term is dictated by the quantity∑
k cµ(s, k)cν(s, k). Assuming conservation of excitation
number, and thus this summation is given by∑
s′ 6=s
∑
k
cµ(s
′, k)cν(s′, k) =
∑
∆s6=0
cµ(s0 −∆s, k0 + ∆s),
(C3)
where ∆s = si− s′ is the change in excitation number of
the system. Note that ∆s is always positive when |k0〉B
is initialized with zero excitations, or if the si = max s.
We then have the correction term as equal to
−
∑
s6=si
Oss
∑
s′ 6=s
cµ(s
′, k0 +si−s′)cν(s′, k0 +si−s′). (C4)
For high NS , then, this term can dominate the off-
diagonal contribution, and lead to a diminishing con-
tribution of the non-ergodic term. We note, however,
that for transnationally invariant eigenstates, as expected
for a many-body quantum system away from the edges
(which we note the total system + bath state fulfils, given
that the initial system energy is large enough), we can
write cµ(s, k) ≈ cµ(s + k), and thus the correction term
becomes,
Osisi(NS − 1)cµ(k0, si)cν(k0, si), (C5)
where we have once again used that O may be taken as
traceless. We then have,
Oµν ≈ OsisiNScµ(k0 + s)cν(k0 + s)−Osisiδµν , (C6)
which is of the form of Eq. (22).
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FIG. 7. DE Fluctuations versus IPR for Hamiltonian Eqs. (D1), (D2), and (D3). B
(S)
x = 0, B
(B)
x = 0.3, B
(S)
z = 0.8, B
(B)
z =
0, J
(B)
x = 1, J
(B)
z = 0.1. Coupling strengths: J
(SB)
x = 0.8, 1.0 for circles and squares respectively. Initial state is | ↑〉S |ψα0〉B ,
where |ψα0〉B is the ground state of the bath Hamiltonian HB . Nm = 5, such that the chain is non-integrable.
FIG. 8. Dynamics of observable σ
(S)
z (blue) and P0 (orange)
for Hamiltonian Eqs. (D1), (D2), and (D3). B
(S)
x = 0, B
(B)
x =
0.3, B
(S)
z = 0.8, B
(B)
z = 0, J
(B)
x = 1, J
(B)
z = 0.1. Coupling
strengths: J
(SB)
x = 0.8, 1.0 for circles and squares respec-
tively. Initial state is | ↑〉S |ψα0〉B , where |ψα0〉B is the ground
state of the bath Hamiltonian HB . Nm = 5, N = 14.
Appendix D: Robustness to multiple excitations
In this section we show that in some cases Eq. (22)
may be applied outside the regime where it is exact, that
is, to the case where there is no conservation law that
we may use as our excitation number. We will see that
when the initial bath state is the ground state of HB ,
Eq. (22) is approximately fulfilled due to the energy cost
associated to an excited state of the bath.
We will observe this using a different Spin-Chain
Hamiltonian, of the form H = HS +HB +HSB , with
HS = B
(S)
z σ
(1)
z (D1)
where {σ(n)i } i = x, y, z are the Pauli operators act-
ing on site n. The bath Hamiltonian is a spin-chain of
length N , with nearest-neighbour Ising and XX interac-
tions subjected to both Bz and Bx fields
HB =
N∑
n>1
(B(B)z σ
(n)
z +B
(B)
x σ
(n)
x +
N−1∑
n>1
Jzσ
(n)
z σ
(n+1)
z + Jx(σ
(n)
+ σ
(n+1)
− + σ
(n)
− σ
(n+1)
+ )).
(D2)
The interaction part of the Hamiltonian is given by,
HSB = J
(SB)
x (σ
(1)
+ σ
Nm− + σ
(1)
− σ
Nm
+ ), (D3)
where we use Nm = 5 throughout, such that the bath is
described by a 1-D chain with indices 2, · · · , N , and the
system (site 1) is coupled to a single spin at site 5.
In this case, we have that there is no conservation of
excitation number, so Eq. (22) is at best approximate. In
Fig. 7 we plot the scaling of fluctuations for this Hamil-
tonian for two initial states. In the first, we have the
system initialized in the excited state | ↑〉S , and the bath
initialized in the ground state of HB , and for the sec-
ond, we choose the same system state, and a random
mid-energy eigenstate of the bath. We observe that for
the bath ground state initial state, Fig. 7a), the non-
ergodic scaling is still a good approximation, however
this gets worse as the systems size increases, due to the
presence of more states that are close to the ground state
with multiple excitations, that are able to be excited. As
above, we see that the fluctuations in survival probabil-
ity scale non-ergodically, Fig. 7b), for all initial states,
and the random mid-energy eigenstates scale ergodically,
Fig. 7c).
We thus observe that the implied non-ergodic scaling
is robust in some cases to the presence of non-excitation
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number conserving terms. This can be attributed to a
similar mechanism, where due to conservation of energy,
if the system is measured to be in the excited state, the
bath is (at least likely to be) in the ground state, and thus
the system observable is equivalent to the survival proba-
bility. This can be seen in the case of time evolution, see
Fig. 8, where we see that the description of diagonal local
systems observables in terms of the survival probability
remains a good approximation.
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