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1 Introduction
Let Ω ⊂ R3 be an open set. For any T < ∞, set QT = Ω × (0, T ). The
motion of a homogeneous, incompressible fluid through Ω is governed by the
following equations

∂tu− divS + (V · ∇)u+∇π = f, in QT
∇ · u = 0, in QT
u|t=0 = u0(x), in Ω,
(1.1)
∗This research is partially supported by NSFC(11201411) and Natural Science Funds
of Jiangxi Science and Technology (20122BAB211004)
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where u is the velocity, π is pressure and f is the force, V is chosen a solenoid
vector function and tangential to the boundary of Ω, u0 is initial velocity and
S = (sij)
n
i,j=1 is stress tensor. The above system (1.1) has to be completed
by boundary conditions except that Ω is the whole space and by constitutive
assumptions for the extra tensor. Concerning the former we can impose the
following Navier slip boundary conditions
u · n = 0, (S · n)τ − αuτ = 0, on ∂Ω× (0, T ), (1.2)
where α is the frictional constant.
Many extra tensors are characterized by Stoke’s law S = νD(u), where
D(u) is the symmetric velocity gradient, i.e.
Dij(u) =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
.
Assume that ν is a constant and V = u, (1.1) is called incompressible Navier-
Stokes equations.
However, there are phenomena that can be described by ν = ν(|D(u)|)
with power-law ansatz to model certain non-Newtonian behavior of the fluid
flows, and they are frequently used engineering literature. We can refer the
book by Bird, Armstrong and Hassager [15] and the survey paper due to
Ma´lek and Rajagopal [30]. Typical examples for this constitutive relations
are
S(D(u)) = µ(δ + |D(u)|)q−2D(u)
S(D(u)) = µ(δ + |D(u)|2)
q−2
2 D(u),
(1.3)
with 1 < q <∞, δ ≥ 0, and µ > 0.
The mathematical analysis of these models started with the work of
Ladyzˇhenska [33], [34], [35]. She investigated the well-posedness of the initial
boundary value problem with non-slip boundary conditions, associated with
the stress tensor (1.3). In 1969, J.L. Lions [36] proved some existence results
for p−Laplacian equation with p ≥ 1 + 2n
n+2
and the uniqueness for p ≥ n+2
n
under no-slip boundary conditions. In those papers, the authors applied the
properties of monotone operator and Minty trick theory for the stress tensor
satisfies the strict monotonicity and coercivity.
Over these years, Ladyzˇhenska’s and Lions’ work were improved in several
directions by different authors. In particular, for the steady problem, there
are several results proving existence of weak solution in bounded domain [22,
25,26], interior regularity [1,37] and very recently regularity up to boundary
for the Dirichlet problem [5–11, 19, 20, 40]. Concerning the time-evolution
Dirichlet problem in a 3D domain, J. Ma´lek, J. Nec˘as, and M. Ru˚z˘ic˘ka [29]
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study the weak solution for p ≥ 2. Later, L. Diening et.al have recent
advances on the existence of weak solutions in [22] for p > 8
5
and in [23] for
p > 6
5
. There are also many papers dealing with regularity of for evolution
Dirichlet boundary problems and we refer instance to [3, 4, 8–11, 16, 17]. In
the three-dimensional cube with space periodic boundary conditions, there
are a lot of literatures for the well-posedness of this model, we refer to the
monograph [28] and papers [14, 21].
It should be emphasized that theoretical contributions mostly concern the
homogenous boundary condition and space periodic boundary conditions.
However, many other boundary conditions are important for engineer exper-
iment and computation science. Commonly used boundary conditions are
Navier-type boundary conditions, which were introduced by Navier in [38].
Newtonian fluid under Navier slip boundary conditions was studied by many
mathematician, [12, 13] and [42]. However, there are not too many results
for non-Newtonian fluid. In [5,24], the authors investigated the regularity of
steady flows with shear-dependent viscosity on the slip boundary conditions.
M. Bul´ıcˇek, J.Ma´lek and K.R. Rajagopal [18] obtained the weak solution
for the evolutionary generalized Navier-stokes-like system of pressure and
shear-dependent viscosity on the Navier-type slip boundary conditions in
the bounded domain.
In this paper, we consider the problem (1.1) with stress tensor S induced
by p−potential as in Definition 2.1, when Ω = R3+, under the following slip
boundary conditions
u · n|x3=0 = 0, ((S(D(u)) · n)− (n · S(D(u)) · n)n)|x3=0 = 0. (1.4)
In fact, this problem corresponds to the free boundary problem for the non-
Newtonian fluids with free surface supposed invariable.
Since we choose the stress tensor induced by a p−potential, and then we
will obtain the equivalent conditions:
u3|x3=0 =
∂ui
∂x3
∣∣∣∣
x3=0
= 0 (i = 1, 2). (1.5).
From these conditions, we extend to the external force term f and initial
velocity u0 to whole space by mirror reflection method and change (1.1)
into a Cauchy problem. Hence, we can focus on the regularity estimates,
uniqueness and existence of this Cauchy problem. Then one can obtain the
existence of the solution by Galerkin Method in the half space.
The paper is organized as follows. In section 2, after recalling the no-
tation and presenting some preliminary results, we give the definitions of
the p−potential and weak solutions. We also present the existence of the
3
divergence-free base with boundary conditions (1.5) in W 2,2. In section 3,
we show some theorems for the existence, regularity and uniqueness of weak
solutions for the system (1.1) with boundary conditions (1.5).
2 Preliminaries
In this section, we will give some assumptions, function spaces and definitions
for weak solution. We will show the Korn-type inequalities for unbounded
domain and construction of the basis with boundary conditions (1.6). Let
Mn×n be the vector space of all symmetric n × n matrices ξ = (ξij). We
equip Mn×n with scalar product ξ : η =
∑n
i,j=1 ξijηij and norm |ξ| = (ξ : η)
1
2 .
Definition 2.1. Let p > 1 and let F : R+
⋃
{0} → R+
⋃
{0} be a convex
function, which is C2 on the R+
⋃
{0}, such that F (0) = 0, F ′(0) = 0.
Assume that the induced function Φ : Mn×n → R+
⋃
{0}, defined through
Φ(B) = F (|B|), satisfies
∑
jklm
(∂jk∂lmΦ)(B)CjkClm ≥ γ1(1 + |B|
2)
p−2
2 |C|2, (2.1)
|(∇2n×nΦ)(B)| ≤ γ2(1 + |B|
2)
p−2
2 (2.2)
for all B,C ∈ Mn×n with constants γ1, γ2 > 0. Such a function F , resp. Φ,
is called a p−potential.
We define the extra stress S induced by F , resp. Φ, by
S(B) = ∇2n×nΦ(B) = F
′(|B|)
B
|B|
for all B ∈Mn×n \{0}. From (2.1), (2.2) and F ′(0) = 0, it easy to know that
S can be continuously extended by S(0) = 0.
As in the [21] and [28], one can obtain from (2.1) and (2.2) the following
properties of S.
Theorem 2.2. There exist constants c1, c2 > 0 independent of γ1, γ2 such
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that for all B,C ∈Mn×n there holds
S(0) = 0, (2.3)∑
i,j
(Sij(B)− Sij(C))(Bij − Cij) ≥ c1γ1(1 + |B|
2 + |C|2)
p−2
2 |B − C|2,
∑
i,j
Sij(B)Bij ≥ c1γ1(1 + |B|
2)
p−2
2 |B|2, (2.4)
|S(B)− S(C)| ≤ c2γ2(1 + |B|
2 + |C|2)
p−2
2 |B − C|,
|S(B)| ≤ c2γ2(1 + |B|
2)
p−2
2 |B|. (2.5)
In the following part of this section, we will give some function spaces
and the definition of weak solutions for the system (1.1).
D(R3+) = {u ∈ C
∞
0 (R
3
+) : u3 = 0 on x3 = 0}, Vp(R
3
+) = {u ∈ D(R
3
+) : ∇ · u = 0}
‖∇·‖Lp
,
H = D(R3+)
‖·‖
L2
.
Denote ΩR = {x ∈ R3+ : |x| ≤ R} for R > 0 , then we have the corresponding
spaces for domain ΩR as follows,
D(ΩR) = {u ∈ C
∞
0 (ΩR) : u3 = 0 on x3 = 0}, Vp(ΩR) = {u ∈ D(ΩR) : ∇ · u = 0}
‖∇·‖Lp
,
H(ΩR) = D(ΩR)
‖·‖
L2 .
Let Γ1R = BR ∩ {x3 = 0}, Γ
2
R = ∂BR ∩ R
3
+ and Q = R
3
+ × [0, T ], Q
R
T =
ΩR × [0, T ].
Definition 2.3. Let 6
5
≤ p <∞, under the assumption of Definition 2.1. Let
f ∈ H or f ∈ V ∗p , which is the dual space of Vp, and u0 ∈ H with ∇ · u0 = 0
in the sense of distribute. A vector function u ∈ L∞(0, T ;H) ∩ Lp(0, T ;Vp)
is called a weak solution to (1.1) if the following identity
−
∫
QT
(u · ∂tφ)dxdt+
∫
QT
(S(x, t,D(u))− V ⊗ u) : D(φ)dxdt
=
∫
QT
f · φdxdt +
∫
R3
+
u0 · φ(0)dx
(2.6)
holds for all φ ∈ C∞(R3+ × [0, T ]) with divφ = 0, φ3|x3=0 = 0, and suppφ ⊂
R3+ × [0, T ).
We need to recall the following Korn-type inequality (see Theorem 3-2
in [32].)
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Theorem 2.4. Let K be cone in Rn and p > 1. If
∫
K
|D(u)|pdx < +∞,
then there is a skew-symmetric matrix A with constant coefficients such that∫
K
|∇(u(x)−Ax)|pdx ≤ C
∫
K
|D(u)|pdx
where the constant C does not depend on u.
The previous result leads to the following.
Corollary 2.5. There exists a constant C depending only on p such that
‖∇u‖p ≤ C‖D(u)‖p
for all u ∈ C∞0 (R
3
+).
Proof. Since the domain R3+ is a special cone in R
3, therefore, along the proof
Corollary 1 in [27], it is easy to get the result by Theorem 2.5.
To construct the basis in W 2,2(ΩR) with the boundary conditions (1.5),
we consider the following problem

−∆u+∇p = f, in ΩR
∇ · u = 0, in ΩR,
u3 = 0,
∂u1
∂x3
=
∂u2
∂x3
= 0 on Γ1R,
u = 0 on Γ2R,
(2.7)
The following definition 2.6, Lemma 2.7 and its proof will be found in [31].
Definition 2.6. By a weak solution of the problem (2.7) we mean a function
u(x) ∈ V2(ΩR) such that
(D(u), D(v)) = (f, v), ∀v ∈ V2(ΩR)
Lemma 2.7. Assume f ∈ H(ΩR), then there exists a unique solution (u(x), p(x))
to problem (2.7) such that u ∈ V2(ΩR) ∩W
2,2(ΩR). Moreover, the following
estimates hold:
‖D(u)‖L2(ΩR) ≤ C‖f‖H(ΩR)
‖∇2u‖L2(ΩR) + ‖∇p‖L2(ΩR) ≤ C
(
‖f‖H(ΩR) + ‖u‖V2(ΩR)
)
‖∇u‖L3(ΩR) ≤ C
(
‖f‖
1
2
H(ΩR)
‖∇u‖
1
2
L2(ΩR)
+ ‖u‖V2(ΩR)
)
,
(2.8)
where C is independent of u, f .
6
With the aid of previous lemma, one can prove the following proposition
Proposition 2.8. The eigenvalue problem


−∆u+∇p = λu, in ΩR
∇ · u = 0, in ΩR,
u3 = 0,
∂u1
∂x3
=
∂u2
∂x3
= 0 on Γ1R,
u = 0 on Γ2R,
λ ∈ R, u ∈ V2(ΩR) admits a denumberable positive eigenvalue {λi} clustering
at infinity. Moreover, the corresponding eigenfunctions {ai} are inW
2,2(ΩR),
and associate pressure fields pi ∈ W
1,2(ΩR). Finally, {ai} are orthogonal and
complete in H(ΩR) and V2(ΩR).
Proof. The mapping A : f −→ u defined by Lemma 2.7 is linear and
continuous from H(ΩR) onto V2(ΩR), into W
1,2(ΩR). Since ΩR is bounded,
by Rellich Theorem, we know thatW 1,2(ΩR) →֒ L
2(ΩR) is compact. It is easy
to know that operator A is a positive symmetric and self-adjoint operator on
L(ΩR). Therefore, A possess an sequence of eigenfunctions ai:
Aai = λiai k ≥ 0, λi > 0, λi →∞ as k →∞
(ai, aj)L2 = δi,j , (D(ai), D(aj))L2 = λkδi,j.
By Lemma 2.7, we can get for each i, there exists pi with the estimates
(2.8).
3 Main results and their proofs
To study the well-posedness of problem (1.1), we define a reflection as follows
u∗(x) =


(u1(x1, x2, x3), u2(x1, x2, x3), u3(x1, x2, x3)) if x3 ≥ 0;
(u1(x1, x2,−x3), u2(x1, x2,−x3),−u3(x1, x2,−x3), if x3 < 0.
(3.1)
Next, we will show the existence, uniqueness of strong solutions to the
problem (1.1). We give the definition of the strong solution for the problem
(1.1) as follows
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Definition 3.1. We say a couple (u, π) is a strong solution to problem (1.1)
if
u ∈ L∞(0, T ;W 1,2loc (Ω)) ∩ L
p(0, T ;W 2,ploc (Ω)) ∩ L
p(0, T ;Vp) ∩ L
∞(0, T ;H)
∂u
∂t
∈ L2(0, T ;L2loc(Ω)); π ∈ L
p′(0, T ;Lp
′
loc(Ω).
(3.2)
where p′ = p
p−1
and satisfies the weak formulation∫
Ω
∂u
∂t
ϕdx+
∫
Ω
S(D(u)) : D(ϕ)dx+
∫
Ω
(V · ∇)u · ϕdx
=
∫
Ω
πdivϕdx+
∫
Ω
fϕdx.
(3.3)
holds for all ϕ ∈ C∞0 (Ω) and almost all t ∈ (0, T ), at same time, the boundary
conditions hold in the sense of trace.
At first, we provide the definition of difference and recall a well-known
result. Fixed any domain Ω ⊂ R3+,Ω
′ ⊂⊂ Ω, and we put δ(Ω′,Ω) =
dist(Ω′, ∂Ω \ {x3 = 0}).
Definition 3.2. For g : Ω −→ R3 we set
(∆λ,kg)(x) = g(x+ λek)− g(x), x ∈ Ω
′, 0 < λ < δ(Ω′,Ω), k = 1 · · ·3.
where e1, e2, e3 is the canonical base of R3. We shall omit the dependence on
k where the meaning is clear.
Lemma 3.3. For any u ∈ W 1,p(Ω) and 0 < |λ| < δ(Ω′,Ω) it holds
‖∆λ,ku‖p,Ω′ ≤ |λ|‖u,k‖p,Ω.
For above Ω,Ω′ and δ(Ω′,Ω), then the following theorem and lemma show
that the regularity and uniqueness of the weak solutions to the problem (1.1).
Theorem 3.4. Let 9
5
< p < 2, f ∈ Lp
′
(QT ), V ∈ L
∞(0, T ;W 2,2(Ω)), u0 ∈
V2 ∩H satisfy the boundary conditions (1.5), and S be given by a p-potential
from Definition 2.1. If u ∈ Lp(0, T ;Vp)∩L
∞(0, T ;H) is the weak solution for
problem (1.1), then this solution is also a unique strong solution to problem
(1.1) such that
‖u‖L∞(0,T ;W 1,2(Ω′))∩Lp(0,T ;W 2,p(Ω′)) ≤ C(|Ω
′|, u0, f, T, ‖V ‖L∞((0,T )×Ω)), (3.4)∫ T
0
∫
Ω′
(1 + |D(u)|)p−2|∇D(u)|2dxdt ≤ C(|Ω′|, u0, f, T, ‖V ‖L∞((0,T )×Ω)).
(3.5)
‖
∂u
∂t
‖2L2((0,T )×Ω′) + ‖Φ(D(u))‖L∞(0,T ;L1(Ω′)) ≤ C(δ(Ω
′,Ω), |Ω′|, u0, f, T, ‖V ‖L∞((0,T )×Ω)).
(3.6)
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Proof. Firstly we extent the u0 and force term f to the whole space by
the reflection defined in (3.1), however, since V ∈ W 2,2, we need apply the
extension of Theorem 5.19 in [2], Denote these functions by u∗0, f
∗, V ∗
respectively.
We begin to consider the Cauchy problem as follows


∂tv − divS(D(v)) + (V
∗ · ∇)v +∇π = f ∗, in R3 × (0, T )
∇ · v = 0, in R3 × (0, T ),
v|t=0 = u
∗
0(x), in R
3.
(3.7)
From [39], There exists a weak solution u ∈ Lp(0, T ;Vp(R3))∩L∞(0, T ;L2(R3))
to problem (3.7), then by interpolation inequality, one follows that u ∈
L
5p
3 ((0, T ) × R3). If p > 9
5
then p′ < 5p
3
, and V ∗ ⊗ u ∈ Lp
′
((0, t) × Ba),
since V ∗ ∈ L∞. Along the proof of Theorem 2.6 in [41], we know that
‖π‖Lp′((0,t)×Ba) ≤ C(‖u‖Lp′((0,t)×Ba) + ‖S + f
∗‖Lp′((0,t)×Ba) + 1)
where Ba is any ball of R3 with radius a, C only depends on p, T, f, u0, a.
For any ρ > 0 such that 0 < ρ < δ(Ω′,Ω), Set Ωρ = {x ∈ Ω; dist(x,Ω
′) <
ρ}. Now fix r < 1
4
δ(Ω′,Ω), there exists a ball Ba, such that Ω ⊂ Ba Let
us choose a cut-off function η such that η ≡ 1 on Ωr, η ≡ 0 in R3 \ Ω2r,
0 ≤ η ≤ 1 and |∇η| < C
r
, |∇2η| < C
r2
in Ω2r, where the constant C depends
only on the geometry of ∂Ω.
If |λ| < r, it results that ∆−λ(η
2∆λu) ∈ L
2((0, T )×Ω3r)∩L
p(0, T ;W 1,p0 (Ω3r)),
but it is not divergence free. Take ∆−λ(η
2∆λu) as a test function in the first
equation of (3.7), we obtain
〈ut,∆−λ(η
2∆λu)〉+ (S(D(u)), D(∆−λ(η
2∆λu))) + (V
∗ · ∇u,∆−λ(η
2∆λu))
= (π, div(∆−λ(η
2∆λu))) + (f,∆−λ(η
2∆λu)).
Set
J1 = 〈ut,∆−λ(η
2∆λu)〉,
J2 = (S(D(u)), D(∆−λ(η
2∆λu))),
J3 = (V
∗ · ∇u,∆−λ(η
2∆λu)),
J4 = (π, div(∆−λ(η
2∆λu))),
J5 = (f,∆−λ(η
2∆λu)).
Clearly, J1 =
d
dt
‖η∆λu‖
2
L2(Ω2r)
. Let Iλ(u) =
∫
Ω2r
(1 + |D(u)(x + λek)| +
|D(u)|)p−2|η∆λD(u)|
2dx.
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J2 = 2
∫
Ω3r
S(D(u))∆−λsym(∆λu⊗ η∇η)dx−
∫
Ω2r
η2(∆λ(S(D(u)))∆λD(u))dx
:= J21 − J22.
Since (2.3),
J22 ≥ C1γ1
∫
Ω2r
(1 + |D(u)(x+ λek)|+ |D(u)|)
p−2|η∆λD(u)|
2dx = C1γ1Iλ(u),
|J21| ≤ c‖S(D(u))‖Lp′(Ω3r)‖∆−λsym(∆λu⊗ η∇η)‖Lp(Ω3r),
Thus
‖∆−λsym(∆λu⊗ η∇η)‖Lp(Ω3r) ≤ |λ|‖∇sym(∆λu⊗ η∇η)‖Lp(Ω3r),
≤ |λ|
[
‖∇η|sym(∆λu⊗∇η)|‖Lp(Ω3r) + ‖ηsym(∆λ∇uxk ⊗∇η)‖Lp(Ω3r)
+‖sym(∆λu⊗∇ηxk)|‖Lp(Ω3r)
]
≤ 4C
λ2
r2
‖∇u‖Lp(Ω3r) +
2C|λ|
r
(∫
Ω2r
|η∇(∆λu)|
pdx
) 1
p
.
Since η∇(∆λu) = ∇(η∆λu)− (∇η) ·∆λu, thus
(∫
Ω2r
|η∇(∆λu)|
pdx
) 1
p
≤
C|λ|
r
‖∇u‖Lp(Ω3r) + Cp
(∫
Ω2r
|ηD(∆λu)|
pdx
) 1
p
However, by Ho¨lder’s inequality we have
(∫
Ω2r
|ηD(∆λu)|
pdx
) 1
p
≤ Iλ(u)
1
2
(∫
Ω2r
(1 + |D(u)(x+ λek)|+ |D(u)|)
pdx
) 2−p
2
.
Hence
J2 ≤ ‖S(D(u))‖Lp′(Ω3r)
(
Cλ2
r2
‖∇u‖Lp(Ω3r) + CIλ(u)
1
2 (1 + ‖∇u‖
2−p
2
Lp(Ω3r)
)
)
− Cγ1Iλ(u)
≤ (1 + ‖∇u‖p−1
Lp(Ω3r)
)
(
Cλ2
r2
‖∇u‖Lp(Ω3r) + CIλ(u)
1
2 (1 + ‖∇u‖
2−p
2
Lp(Ω3r)
)
)
− Cγ1Iλ(u)
≤ λ2C(|Ω3r|, r, ǫ)
(
1 + ‖∇u‖p
Lp(Ω3r)
)
− (C1γ1 − ǫ)Iλ(u).
|J5| = |(f,∆−λ(η
2∆λu))| ≤ ‖f‖Lp′(Ω3r)|λ|‖∇(η
2∆λu‖Lp(Ω2r)
≤ C(r, p)λ2‖f‖Lp′(Ω3r)‖∇u‖Lp(Ω3r) + |λ|‖η
2∆λ∇u‖Lp(Ω2r)
≤ |λ|Iλ(u)
1
2 (1 + ‖∇u‖
2−p
2
Lp(Ω3r)
)‖f‖Lp′(Ω3r) + C(
1
r2
+
1
r
)λ2‖f‖Lp′(Ω3r)‖∇u‖Lp(Ω3r)
≤ C(p, |Ω3r|)λ
2
(
‖f‖p
′
Lp
′(Ω3r)
+ ‖∇u‖p
Lp(Ω3r)
+ 1
)
+ ǫIλ(u).
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From the estimate for pressure, divergence-free and the method above, we
have
|J4| ≤ 2
∣∣∣∣
∫
Ω3r
π∆λ(ηηi∆λui)dx
∣∣∣∣
≤ C|λ|‖π‖Lp′(Ω3r)‖
∂
∂xk
(ηηxi∆λui)‖Lp(Ω3r)
≤ C
1
r2
|λ|2‖π‖Lp′(Ω3r)‖∇u‖Lp(Ω3r) +
C|λ|
r
|λ|2‖π‖Lp′(Ω3r)‖η∇∆λu‖Lp(Ω2r)
≤ C
1
r2
|λ|2
(
‖π‖p
′
Lp
′(Ω3r)
+ ‖∇u‖p
Lp(Ω3r)
+ 1
)
+ ǫIλ(u).
Now we estimate the term J3. In fact,
J3 =
∫
Ω3r
η2∆λV
∗ · ∇u∆λudx− 2
∫
Ω3r
ηV ∗ · ∇η|∆λu|
2dx
:= J31 + J32
Since 9
5
< p ≤ 2, then 2 < q = 6p
5p−6
< 3p
3−p
= p∗, by Ho¨lder inequality, we
have
J31 = ‖η∆λV
∗‖L6(Ω3r)‖∇u‖Lp(Ω3r)‖η∆λu‖Lq(Ω3r)
≤ C|λ|‖∇u‖Lp(Ω3r)‖∇V
∗‖L6(Ω3r)‖η∆λu‖Lq(Ω3r)
≤ C|λ|‖∇u‖Lp(Ω3r)‖V
∗‖W 2,2(Ω3r)‖η∆λu‖Lq(Ω3r)
≤ C|λ|‖V ‖L∞((0,T )×Ω)‖∇u‖Lp(Ω3r)‖η∆λu‖Lq(Ω3r)
J32 ≤
C
r
‖V ∗‖L6(Ω3r)‖η∆λu‖Lq(Ω3r)‖∆λu‖Lp(Ω3r)
≤ C|λ|‖V ‖L∞((0,T )×Ω)‖∇u‖Lp(Ω3r)‖η∆λu‖Lq(Ω3r).
It is implies
|J3| ≤ C(
1
r
, |Ω3r|)|λ|‖V ‖L∞((0,T )×Ω)‖∇u‖Lp(Ω3r)‖η∆λu‖Lq(Ω3r)
Since 2 < q < p∗, from the following interpolation inequalities
‖u‖Lq ≤ ‖u‖
θ
Lp
∗‖u‖1−θ
L2
;
‖u‖Lq ≤ ‖u‖
θ1
Lp
∗‖u‖1−θ1Lp ,
where θ = 6−2p
5p−6
, θ1 =
12−5p
2p
. We obtain
|J3| ≤ C(
1
r
, |Ω3r|)|λ|‖V ‖L∞((0,T )×Ω)‖∇u‖Lp(Ω3r)‖η∆λu‖
(1−α)(1−θ1)
Lp(Ω3r)
‖η∆λu‖
(1−θ)α
L2(Ω2r)
‖η∆λu‖
αθ+(1−αθ1)
Lp
∗(Ω3r)
≤ C‖V ‖L∞((0,T )×Ω)|λ|
1+Q3‖∇u‖1+Q3
Lp(Ω3r)
‖η∆λu‖
Q1
L2(Ω2r)
‖η∆λu‖
Q2
Lp
∗(Ω2r)
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where
Q1 = (1− θ)α =
7p− 12
5p− 6
α, 0 < α < 1,
Q2 = αθ + (1− αθ1) =
6− 2p
5p− 6
α +
12− 5p
2p
(1− α)
Q3 = (1− α)(1− θ1) =
7p− 12
2p
(1− α).
Since
‖η∆λu‖Lp∗(Ω2r) ≤ C‖∇(η∆λu)‖Lp(Ω2r) ≤ C‖D(η∆λu)‖Lp(Ω2r) ≤ CIλ(u)
1
2 (1+|∇u|
2−p
2
Lp(Ω2r)
).
It infers that
|J3| ≤ C‖V ‖L∞((0,T )×Ω)|λ|
1+Q3‖∇u‖1+Q3
Lp(Ω3r)
‖η∆λu‖
Q1
L2(Ω2r)
Iλ(u)
1
2
Q2
(
1 + |∇u|
2−p
2
Q2
Lp(Ω2r)
)
≤ C‖V ‖L∞((0,T )×Ω)|λ|
1+Q3
(
1 + ‖∇u‖
1+Q3+
2−p
2
Q2
Lp(Ω3r)
)
‖η∆λu‖
Q1
L2(Ω2r)
Iλ(u)
1
2
Q2
By Young’s Inequality, we get
|J3| ≤ C‖V ‖L∞((0,T )×Ω)|λ|
(1+Q3)δ′
(
1 + ‖∇u‖
(1+Q3+
2−p
2
Q2)δ′
Lp(Ω3r)
)
‖η∆λu‖
Q1δ
′
L2(Ω2r)
+ǫIλ(u).
Then choose δ and δ′ satisfy the following identities
Q2
2
δ = 1, (1 +Q3 +
2− p
2
Q2)δ
′ = p, and
1
δ
+
1
δ′
= 1.
From these identities, we can obtain α = (5p−6)(2−p)
7p−12
. Since p > 9
5
, thus
0 < α < 1, (1 +Q1 +Q3)δ
′ = 2 and Q1δ
′
2
< 1. Therefore,
|J3| ≤ C‖V ‖L∞((0,T )×Ω)|λ|
(1+Q3)δ′
(
1 + ‖∇u‖p
Lp(Ω3r)
)
‖η∆λu‖
Q1δ
′
L2(Ω2r)
+ ǫIλ(u).
Combined these relations of J1, · · · , J5, we can conclude that
d
dt
‖η∆λu‖
2
L2(Ω2r)
+ (C1γ1 − 4ǫ)Iλ(u)
≤ Cλ2
(
1 + ‖∇u‖p
Lp(Ω3r)
+ ‖π‖p
′
Lp
′ (Ω3r)
+ ‖f‖p
′
Lp
′(Ω3r)
)
+ C‖V ‖L∞((0,T )×Ω)|λ|
(1+Q3)δ′
(
1 + ‖∇u‖p
Lp(Ω3r)
)
‖η∆λu‖
Q1δ
′
L2(Ω2r)
(3.8)
Since (1 +Q1 +Q3)δ
′ = 2 and set
r(t) = C‖V ‖L∞((0,T )×Ω)
(
1 + ‖∇u‖p
Lp(Ω3r)
)
,
h(t) = C
(
1 + ‖∇u‖p
Lp(Ω3r)
+ ‖π‖p
′
Lp
′(Ω3r)
+ ‖f‖p
′
Lp
′(Ω3r)
)
.
(3.9)
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where C does not depend on λ, u. Hence (3.8) can be rewritten
d
dt
‖
η∆λu
λ
‖2L2(Ω2r) + (C1γ1 − 4ǫ)
Iλ(u)
λ2
≤ h(t) + r(t)‖
η∆λu
λ
‖Q1δ
′
L2(Ω2r)
.
Since p > 9
5
,it is easy to know that Q1δ
′
2
< 1. From Young’s inequality, we
have
d
dt
‖
η∆λu
λ
‖2L2(Ω2r) + (C1γ1 − 4ǫ)
Iλ(u)
λ2
≤ (h(t) + r(t)) + r(t)‖
η∆λu
λ
‖2L2(Ω2r).
By Gronwall’s inequality, it follows
‖
η∆λu
λ
‖2L2(Ω2r)(t) + (C1γ1 − 4ǫ)
∫ t
0
Iλ(u)
λ2
≤
[
‖
η∆λu
λ
‖2L2(Ω2r)(0) +
∫ t
0
h(s) exp
(
−
∫ s
0
r(τ)dτ
)
ds
]
exp
∫ t
0
r(s)ds.
Assume that u0 ∈ V2, then it implies that for all t ∈ [0, T ]
‖
η∆λu
λ
‖2L2(Ω2r)(t) + (C1γ1 − 4ǫ)
∫ t
0
Iλ(u)
λ2
≤
[
‖∇u∗0‖
2
L2(R3+)
+
∫ 1
0
(h(s) + r(s)) exp
(
−
∫ s
0
r(τ)dτ
)
ds
]
exp
∫ t
0
r(s)ds.
(3.10)
Choose ǫ = C1γ1
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and from (3.9),(3.10), we conclude for any t ∈ [0, T ]
‖∇u‖2L2(Ωr)(t) +
∫ t
0
I(u) ≤ C. (3.11)
where I(u) =
∫
Ωr
(1+2|D(u)|)p−2|D(∇u)|2dx and C depends on ‖V ‖L∞((0,T )×Ω), p, a, u0, f, T, r.
Since ∫ t
0
‖∇2u‖p
Lp(Ωr)
dx ≤
∫ t
0
I(u) +
∫ t
0
‖∇u‖p
Lp(Ωr)
for all t ∈ [0, T ], thus ‖u‖Lp(0,T ;W 2,p(Ωr)) ≤ C. Multiply the first equation of
(3.7) by η2ut and integrate on the Ω3r, one obtains
‖ηut‖
2
L2(Ω3r)
(t) +
d
dt
‖η2Φ(D(u))‖L1(Ω3r)
≤ 2
∫
Ω3r
|∇ηS(D(u))ηut|dx+
∫
Ω3r
V ∗ · ∇uη2utdx
+ 2
∫
Ω3r
π∇η · ηutdx+
∫
Ω3r
f · η2utdx.
(3.12)
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Since 1
2
+ 1
p′
< 1, by Ho¨lder inequality, one can
∫
Ω3r
|∇ηS(D(u))ηut|dx ≤ ‖∇η‖Lq(Ω3r)‖S(D(u))‖Lp′(Ω3r)‖ηut‖L2(Ω3r)∫
Ω3r
V ∗ · ∇uη2utdx ≤ C‖V ‖L∞((0,T )×Ω)‖η∇u‖L2(Ω2r)‖ηut‖L2(Ω3r)∫
Ω3r
π∇η · ηutdx+
∫
Ω3r
f · η2utdx ≤ C‖∇η + η‖Lq(Ω3r)‖π + f‖Lp′(Ω3r)‖ηut‖L2(Ω3r).
Thanks to Young’s inequality, we can obtain that
‖ηut‖
2
L2(Ω3r×(0,t))
+ ‖η2Φ(D(u))‖L∞(0,t;L1(Ω3r)) ≤ K
where K depends only on p, a, u0, f, r, ‖V ‖L∞((0,T )×Ω), ‖∇u‖Lp(R3×(0,T )).
In fact, from this proof, we can see that the bound depends on the
measure of Ω and Ω′. Hence, if the radius of the ball B is fixed, then
‖∇2u‖Lp(0,T ;LpB) ≤ C, consequently, u ∈ C
γ(B). We use the following argu-
ment ( see [27]) to know that u(x, t)→ 0 for almostt ∈ (0, T ), as |x| → ∞. Let
the radius B be one, suppose that there exist ǫ > 0 and a sequence {xn} ⊂ R3
with limn→∞ |xn| → ∞, such that for almost t ∈ (0, T ), u(xn, t) ≥ ǫ. By the
continuity of u(x, t), then we get that if |x − xn| ≤ δ = min{1, (
ǫ
2C
)
1
γ } then
u(x, t) ≥ ǫ
2
. Without loss of generality, we assume that |xi−xj | > 2 provided
that i 6= j thus
∫ T
0
(
∫
R3
|u|p
∗
dx)
p
p∗ dt ≥
∑
j
∫ T
0
(
∫
B(xj )
|u|p
∗
dx)
p
p∗ dt = +∞.
and this contradict with the fact u ∈ Lp(0, T ;Vp(R3)).
From the fact u(x, t)→ 0 a.e. t ∈ (0, T ), as |x| → ∞ and estimate (3.13),
we can conclude that the weak solution is unique. Actually, assume that u, v
are that weak solutions of problem (3.8), then set e = u−v and multiply the
difference of the equations of u and v by e. After integrate over R3, we have
(∂te, e) + (S(D(u))− S(D(v)), D(u)−D(v)) = 0.
It reduces to
d
dt
‖e‖2L2(R3) + (S(D(u))− S(D(v)), D(u)−D(v)) = 0 (3.13)
Use Gronwall’s inequality in (3.14), we have e = 0, i.e. u = v. Define
u∗ = (u1(x1, x2,−x3), u2(x1, x2,−x3),−u3(x1, x2,−x3)
π∗ = π(x1, x2,−x3), ∀x ∈ R3.
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Then by the method in [13], the couple (u∗, π∗) is also a solution to problem
(3.4) a.e. in R3+ × (0, T ). Hence by the uniqueness, we know that u
∗ = u.
From the regularity of u, and Theorem 7.1 of [13] and Sobolev imbedding
theorems, we know the solution u(t) to problem (1.1) is simply the restriction
of u∗(t) to the half-space R3+, and ‖∇u
∗‖Lp(R3×(0,T )) ≤ C‖∇u‖Lp(R3
+
×(0,T )),
‖u∗‖L∞(0,T ;L2(R3)) ≤ C‖u‖L∞(0,T ;H), and u(x) is a continuous function on
Br for any r > 0. So that from u3(x) = −u3(x1, x2,−x3) we know that
u3|x3=0 = 0. Analogously ui(x) = ui(x1, x2,−x3), ∀x ∈ R
3(i = 1, 2), satisfy
the conditions (1.5) in the sense of trace.
The theorem is completely proved.
By the minor modification of the proof in theorem above, we can obtain
the regularity results in the case p ≥ 2.
Lemma 3.5. Let p ≥ 2, f ∈ Lp
′
(QT ) ∩ L
2(QT ), u0 ∈ V2 ∩ H satisfies the
boundary conditions (1.6) , and S given by a p-potential from Definition 1.
If u ∈ Lp(0, T ;Vp)∩L
∞(0, T ;H) is the weak solution for problem (1.1), then
this solution is also a unique strong solution to problem (1.1) such that
‖u‖L∞(0,T ;W 1,2(Ω′))∩L2(0,T ;W 2,2(Ω′)) ≤ C(δ(Ω
′,Ω), |Ω′|, u0, f, T, ‖V ‖L∞((0,T )×Ω)),∫ T
0
∫
Ω′
(1 + |D(u)|)p−2|∇D(u)|2dxdt ≤ C(δ(Ω′,Ω), |Ω′|, u0, f, T, ‖V ‖L∞((0,T )×Ω)).
‖
∂u
∂t
‖2L2((0,T )×Ω′) + ‖Φ(D(u))‖L∞(0,T ;L1(Ω′)) ≤ C(δ(Ω
′,Ω), |Ω′|, u0, f, T, ‖V ‖L∞((0,T )×Ω)).
‖π‖L2((0,T )×Ω′) ≤ C(δ(Ω
′,Ω), |Ω′|, u0, f, T, ‖V ‖L∞((0,T )×Ω)).
Remark 3.6. Since divV = 0, thus if u is a weak solution of problem (1.1),
then we can obtain the following estimates
‖u‖2L∞(0,T ;H) + ‖u‖
p
Lp(0,T ;Vp)
≤ C(‖u0‖
2
H + ‖f‖
p′
Lp
′(R3
+
)×(0,T )
). (3.14)
It is easy to see that C does not depend on a, r, |Ω′|, u0, f, ‖V ‖L∞((0,T )×Ω).
From these regularity estimates presented in Theorem 3.4 and lemma 3.5,
we can obtain the existence of unique weak solution to problem (1.1) stated
by the following theorem.
Theorem 3.7. Let p > 9
5
, f ∈ Lp
′
(QT )∩L
2(QT ), V ∈ L
∞((0, T ),W 2,2(R3+)), u0 ∈
V ∩H, and S given by a p-potential from Definition 2.1. Then there exists
a unique weak solution for problem (1.1), u ∈ Lp(0, T ;Vp)∩L
∞(0, T ;H) and
satisfies the inequality (3.14).
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Proof. From the proof in Theorem 3.4, it is easy to see that the weak solution
is unique. We will use standard Galerkin method to prove its existence.
Let
R3+ =
∞⋃
R=1
ΩR =
∞⋃
R=1
{x ∈ R3+ : |x| ≤ R}.
Fix R > 0, we consider the auxiliary problem (2.7) for the initial uR0 =
P (χΩR(x)u0(x)) and external force term f
R = χΩR(x)f .
As Lemma 3.5 in [31], we construct a sequence of solenoidal vector func-
tions VR defined in ΩR such that VR → V in L
p(0, T ;Vp(R3+)) as R → ∞,
‖VR‖L∞(0,T ;W 2,2(ΩR)) ≤ C, here C depends only on the Geometry of ΩR, but
does not depend on the measure of ΩR. We also know that u
R
0 → u0 in V2∩H
andfR → f in Lp
′
(Q), as R→∞.
Choose the sequence {aRk } is the eigenvector of the operator A as in
Proposition 2.8, then {aRk } is a basis W
2,2(ΩR) ∩ V2(ΩR). We look for the
weak solution to the following problem


∂tu− divS(D(u)) + (u · ∇)u+∇π = f, in ΩR × (0, T )
∇ · u = 0, in ΩR × (0, T ),
u3 = 0,
∂u1
∂x3
=
∂u2
∂x3
= 0 on Γ1R × (0, T ),
u = 0 on Γ2R × (0, T ),
u|t=0 = u0(x), in ΩR.
We find the approximation solutions with the form
uRm(x, t) =
m∑
k=1
cRk,m(t)a
R
k (x).
For simplicity, in the clear meaning setting, we omit the superscript R.
Therefore, ck,m(t) solve the following system of ordinary differential equa-
tions
d
dt
(um, ak) + (S(D(um)), D(ak))− (V ⊗ um,∇ak) = (f, ak). (3.15)
Due to the continuity of S, V , the local-in-time existence follows from Caratheodory
theory. The global-in-time existence will be established by the following a-
priori estimates.
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Multiply the equations (3.15) by ck,m, then sum over k and integrate on
(0, t). We easily obtain
‖um‖
2
L2(ΩR)
+
∫ t
0
(S(D(um)), D(um)) = (f, um) + ‖u0‖L2(ΩR). (3.16)
Hence
sup
0≤t≤T
‖um‖
2
L2(ΩR)
(t) + ‖um‖
p
Lp(0,T ;Vp(ΩR))
≤ ‖u0‖
2
H + ‖f‖
p′
Lp
′(R3)×(0,T )
:= M.
(3.17)
From (3.15) and (3.17), we infer that ‖u′m‖Lp′(0,T ;(Vp(ΩR))∗) ≤ C(R,M).
From these estimates, and Aubin-Lions Lemma, we have
u′m ⇀ u
′, weakly in Lp
′
(0, T ;Vp(ΩR)
∗); (3.18)
um
∗
⇀ u, weakly∗ in L∞(0, T ;L2(ΩR)); (3.19)
um ⇀ u, weakly in L
p(0, T ;Vp(ΩR)), ; (3.20)
um −→ u, strongly in L
q(0, T ;Lq(ΩR)) q ∈ [1,
5p
3
); (3.21)
S(D(uRm)) ⇀ S˜
R, weakly in Lp
′
(ΩR × (0, T )). (3.22)
It is easy to see that
〈 ut, ak 〉+ (S˜
R, D(ak))− (V · ∇ak, u) = (f, ak). (3.23)
Multiplying both sides of (3.23) by ck,m and summing over k we find
〈 ut, um 〉+ (S˜
R, D(um))− (V · ∇um, u) = (f, um). (3.24)
Let us pass to the limit for m → ∞ in to (3.24). By the convergence prop-
erties (3.18), (3.20) and (3.22), we know that as m→∞∫ T
0
〈 ut, um 〉 →
∫ T
0
〈 ut, u 〉 = ‖u‖
2
L2(ΩR)
− ‖u0‖
2
L2(ΩR)
,
∫ T
0
(f, um)→
∫ T
0
(f, u),
∫ T
0
(S˜R, D(um))→
∫ T
0
(S˜R, D(u)).
Since
(V · ∇um, u)− (V · ∇u, u) =
∫
ΩR
(uη(ε) ⊗ u) · ∇(um − u)dx
From (3.20) and (3.21), we know that V ⊗ u ∈ Lp
′
(ΩR × (0, T )) whenever
p > 9
5
. Hence
∫ T
0
(V · ∇um, u) → 0 as m → ∞, since (V · ∇u, u) = 0.
Subtracting (3.24) by (3.15) and passing to limit as m→∞, we get
lim
m→∞
∫ T
0
(S(D(uRm)), D(um))dt =
∫ T
0
(S˜R, D(u))dt (3.25)
17
By the monotonicity property (2.4), we can write the following inequality
∫ T
0
(S(D(uRm))− S(D(Ψ)), (D(um)−D(Ψ)))dt ≥ 0, (3.26)
For any Ψ ∈ Lp(0, T ;Vp(Ω)). Thus, pass to the limit as m goes to infinity
into this relation and using (3.20), (3.22)and (3.25), we have
∫ T
0
(S˜R − S(D(Ψ)), D(u)−D(Ψ))dt ≥ 0. (2.27)
For all Ψ ∈ Lp(0, T ;Vp(Ω)), Take Ψ = u− ǫϕ, ǫ > 0 and ϕ ∈ L
p(0, T ;Vp(Ω)),
we have that ∫ T
0
(S˜R − S(D(u− ǫϕ)), D(ϕ))dt ≥ 0,
Letting ǫ→ 0 and using the continuity of S, we arrive at
∫ T
0
(S˜R − S(D(u)), D(ϕ))dt ≥ 0, ∀ϕ ∈ Lp(0, T ;Vp(Ω))
Choose −ϕ in place of ϕ, we get
∫ T
0
(S˜R − S(D(u)), D(ϕ))dt ≤ 0, ∀ϕ ∈ Lp(0, T ;Vp(Ω))
This implies that S˜R = S(D(u)) a.e. ΩR× (0, T ). Thus the existence of weak
solution uR to problem above is proved.
Next we must consider the limits as R tend to ∞. Now we choose a
sequence of real number {RN : N ∈ N} increasing to infinity. We set uN =
uRN and extend uN to zero outside ΩRN to obtain a function still denote
uN ∈ L
∞(0, T ;H) ∩ Lp(0, T ;Vp) and satisfies the following apriori estimate
sup
0≤t≤T
‖uN‖H(t) + ‖uN‖Lp(0,T ;Vp) ≤ ‖u0‖
2
H + ‖f‖
p′
Lp
′(R3)×(0,T )
:= M. (3.28)
Clearly, M is independent of N . From (3.28) and interpolation inequality
we have ‖VN ⊗ uN‖Lp′(R3
+
×(0,T )) ≤ C(M). let Y = Vp, Therefore, from the
equations (3.23) we obtain
‖u′N‖Lp′(0,T ;Y ∗) ≤ ‖S(D(uN))‖Lp′(Q) + ‖VN ⊗ uN‖L2(Q) ≤ C(M).
By the Aubin-Lions Lemma, we know that there exists a subsequence uNk →
u in Lp(ΩR × (0, T )), thus uNk → u a.e. in R
3
+ × [0, T ].
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We choose φ ∈ C∞0 (R
3
+× [0, T )) with divφ = 0, φ3|x3=0 = 0, and suppφ ⊂
R3+ × [0, T ). There exists a number K = K(φ) > 0 such that G = suppφ $
ΩNK × [0, T ) for k > K. From the formula (2.6), we can obtain the following
identity
−
∫
Q
(uNk · ∂tφ)dxdt+
∫
Q
S(x, t,D(uNk)) : D(φ)dxdt
−
∫
Q
(VNk ⊗ uNk) : D(φ)dxdt =
∫
R3
+
u0 · φ(0)dx.
(3.29)
From the estimate (3.28), we know that uNk ⇀ u in L
2(Q), S(x, t,D(uNk) ⇀
S˜ in the space Lp
′
(Q) and |VNk ⊗ uNk |L2(Q) ≤ C‖u0‖H‖V ‖L∞(G). By Vitali’s
theorem, we have as k →∞∫
Q
(uNk · ∂tφ)dxdt→
∫
Q
(u · ∂tφ)dxdt,
∫
Q
(VNk ⊗ uNk) : D(φ)dxdt→
∫
Q
(VNk ⊗ u) : D(φ)dxdt.
From these convergence and the formula (3.29), we know that∫
Q
(S(x, t,D(uNk)) : D(φ)dxdt→
∫
Q
(S˜ : D(φ)dxdt.
One must check that S(x, t,D(u)) = S˜ a.e. in R3+ × [0, T ]. It suffices to
prove that∫
Q
(S(x, t,D(uNk)) : D(φ)dxdt→
∫
Q
(S(D(u)) : D(φ)dxdt.
Indeed, observing that for any RN > RNK the solutions uN satisfies the hy-
potheses of Theorem 3.4 and lemma 3.5 with Ω = ΩNK and fixed a domain Ω
′
such that G ⊂ Ω′×(0, T ) ⊂⊂ Ω×(0, T ), we get that uN ∈ L
p(0, T ;W 2,p(Ω′))
and
‖u′Nk‖L2((0,T )×Ω′) + ‖∇uNk‖L∞(0,T ;L2(Ω′))
+ ‖∇2uNk‖Lp(Ω′×(0,T )) ≤ C(δ(Ω
′,Ω), |Ω′|, u0, f, T, ‖V ‖L∞(G)), in the case
9
5
< p < 2;
‖u′Nk‖L2((0,T )×Ω′) + ‖∇uNk‖L∞(0,T ;L2(Ω′))
+ ‖∇2uNk‖L2(Ω′×(0,T )) ≤ C(δ(Ω
′,Ω), |Ω′|, u0, f, T, ‖V ‖L∞(G)), in the case p ≥ 2.
From the boundedness above and the Aubin-Lions lemma we obtain that
∇uNk →∇u in L
p(Ω′ × (0, T )), ∇uNk → ∇u a.e. in G.
19
Therefore, S(x, t,D(uNk)) → S(x, t,D(u)) a.e. in G, then by Vitali’s theo-
rem, we obtain as k →∞∫
Q
((S(x, t,D(uNk))− (S(D(u))) : D(φ)dxdt =∫
G
((S(x, t,D(uNk))− (S(D(u))) : D(φ)dxdt→ 0.
Whence, this proves the theorem.
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