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Abstract—The implementation of multidimensional systems
in embedded devices is a major design challenge due to the high
algorithmic complexity of the applications. The authors suggest
a novel application-level synthesis methodology for those parts
of the embedded application which are characterized by being
Lebesgue measurable (the computation involved in signal and
image processing systems is Lebesgue measurable). The synthesis
methodology, based on perturbation analysis, supports the design
of analog, digital, or mixed implementations at the very high level
of the system design cycle. The outputs of the methodology are
quantitative indications regarding the maximum performance
loss tolerable by the subsystems composing the application. Such
information, augmented with a stochastic description of the
tolerated perturbations, can be related to lower synthesis levels
and guide the designer toward the final implementation of the em-
bedded device. The perturbation analysis is based on randomized
algorithms for an effective evaluation of the performance loss of
the computational flow once affected by behavioral perturbations
and a Tabu-search-inspired optimizing algorithm for distributing
the tolerable performance loss at the system output along the com-
putational subsystems composing the possibly multidimensional
processing.
Index Terms—Application-level synthesis, multidimensional
systems, randomized algorithms, robustness analysis, tabu search,
yield maximization.
I. INTRODUCTION
T
HE STEADY growth of applications embedding mul-
tidimensional signal/image processing systems and
the need to make the system design cycle automatic to face
time-to-market and economical constraints are requiring the
development of sophisticated high-level synthesis tools to ease
the designer’s task. The main difficulty of the design phase is
associated with the presence of a complex computation whose
implementation is constrained by technological and application
requirements; mixed analog/digital technologies can be further
envisioned and represent an effective additional complexity to
the design cycle.
To ease the designer’s task computer-aided design (CAD)
tools have been developed to support the design cycle and pro-
vide effective guidelines for subsequent architectural and tech-
nologicaldecisions[1],[2].Application-levelinformationabout
the computational flow representing the solution can be of in-
valuablehelptoguidethedesignertowardthefinalarchitecture.
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In this direction, robustness, defined as the ability of an al-
gorithm to tolerate a given class of perturbations, is a main
high-levelpropertywhichcanberelatedtolow-levelimplemen-
tation aspects [3], [4]. In fact, if an application is robust enough,
we can reduce the resolution needed to represent the quantities
involved in the computation. In a digital implementation this
implies wordlength reduction for interim variables with an im-
mediate impact on silicon area, cost, and power consumption.
In analog implementations robustness is related to the device
cost (a robust parameter does not require a costly production
process) and the ability to tolerate, up to a degree, aging and
thermal effects. In a sufficiently robust computation a floating
pointrepresentationisnotnecessaryandwecanenvisionexecu-
tion of the application on a fixed-point digital signal processor
(DSP).
An application-level synthesis methodology based on the ac-
curacy-robustness relationship can be intuitively formulated as
follows: given the maximum tolerable accuracy loss (or error)
for a system, compute the optimal distribution of this accuracy
loss among the subsystems composing the system so as to max-
imize the perturbation space. The larger the perturbation space,
the more robust the system is and the lower its cost.
Whateverthefinalarchitecture,circuitandtechnologywillbe
chosen to implement the computation of a subsystem, we must
only guarantee that the impact of errors/uncertainties, aging,
and thermal effects introduced during its realization or arising
during the lifetime will belong to the identified perturbation
space.
We can iterate the synthesis phase in a hierarchical way by
applying the same synthesis problem at the subsystem under in-
vestigation and iterating the procedure until the designer is sat-
isfied (the volume of the perturbation space can be immediately
related to low level synthesis aspects as it happens when the
subsystem is a linear filter (or operator) to be implemented in
a digital realization [5]–[8] or a digital/analog macrocell [9], or
itscomputationmustbeexecutedinafixed-pointrepresentation
DSP [10], [11]).
The application-level accuracy-robustness synthesis method-
ology presented in this paper shows strong affinity with the
integrated circuits yield maximization problem (which re-
quires maximization of the yield subject to design constraints
[12]–[15]). To some extent, the two problems, which are
clearly on separate abstraction levels, can be formally cast
in a similar optimization framework provided that “yield” is
suitably substituted with “perturbation space volume” and “de-
sign constraint” with “accuracy constraint,” respectively. This
high-level affinity refers only to the optimization framework
which, for both cases, requires a solution to a maximization
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problem boundedby aconstraintverificationone.Nevertheless,
we feel that contrasting what is suggested in this paper with
methods and techniques presented in the yield maximization
literature is beneficial for both fields. For comparison purposes
only, we adopt here the yield maximization nomenclature.
Briefly, the yield maximization problem is constituted of two
subproblems:yieldestimationandyieldimprovement.Yieldes-
timation accounts for estimating the expected yield at the cur-
rent design point (in the multidimensional synthesis case, esti-
mationofthesystemaccuracy)whileyieldimprovementaimsat
obtaining a new design point with higher yield (higher volume
of the perturbation space). In general, yield estimation (see [12]
and [13] for an exhaustive review) is carried out either with a
MonteCarlosamplingoftheparameterspaceandtheassociated
optimal experiment design methods for reducing the number of
samples (response surface methods [13], [16], [17]) or by con-
sidering sophisticated boundary methods aimed at generating
a description for the yield acceptability frontier (boundary and
surface integrals [12], [14], [15]). Subsequent yield improve-
menttechniquesmovethecircuitparametersfromaninitialcon-
figuration toward a new point which maximizes some figure of
merit(e.g.,thedistancefromthepointtotheacceptabilityregion
border or its approximation [12]–[15]). Yield improvement is
an optimization problem and is solved with linear programming
techniques(see[18]forareview)orwithgradientdescent-based
techniques [12]–[15], [19].
Due to its generality, in this paper, we adopt a “yield esti-
mation” method related to Monte Carlo analysis and based on
randomized algorithms [20]–[22]; the Chernoff bound is con-
sidered to reduce the number of samples needed for accuracy
estimation. This allows the methodology to be considered for
the very large class of multidimensional systems characterized
by a Lebesgue measurable mathematical formulation (see Sec-
tionII).Lebesguemeasurabilityisbasicallysatisfiedbyallmul-
tidimensional signal/image processing systems, hence granting
the applicability of the proposed synthesis methodology to a
very large class of applications (filters, fast Fourier, discrete co-
sine and wavelets transforms, neural networks are examples of
Lebesgue measurable functions).
As far as the “yield improvement” problem is concerned, in
the paper, we suggest a novel optimization approach based on
tabu search [23] which permits all assumptions assumed in the
specific yield literature to be weakened. In particular, the op-
timization method can be applied to any Lebesgue measurable
figure of merit (hence, comprising the yield one) without as-
suming the continuity and/or differentiability hypotheses as re-
quired by gradient descent methods [12]–[14] or the memory-
less approximating functions assumption requested by surface
response techniques methods [13], [16], [17]. In addition, the
optimization procedure does not suffer from the presence of
local minima in the “yield maximization” figure of merit which
is a critical issue in local optimization methods based on gra-
dient estimates.
The structure of the paper is as follows. Section II formal-
izes the synthesis problem at application level, as seen by the
embedded system designer. The synthesis problem requires so-
lution to a performance verificationproblem (based ona robust-
ness analysis) which is addressed in Section III while the Tabu
Search optimization problem is suggested in IV. Experiments
are finally given in Section V, where the methodology has been
applied to the design of two embedded multidimensional sys-
tems.
II. SYSTEM-LEVEL FORMALIZATION OF THE SYNTHESIS
PROBLEM
In the following, we assume that the reference computation
associatedwiththemultidimensional systemis describedbythe
Lebesgue measurable function1 , ,
; a filters bank, a fast Fourier transform (FFT), a dis-
cretecosinetransform(DCT),waveletstransform,andageneric
circuit response function are some examples of Lebesgue mea-
surable functions. We point out that no functions generated by
a finite-step algorithm, such as the engineering-related mathe-
matical computations, can be Lebesgue nonmeasurable.
Indeed (see, e.g., [24]), the only way to produce nonmeasur-
able functions is to invoke the Axiom of Choice over an un-
countable family of sets. This procedure is purely theoretical,
and the objects obtained in this fashion are necessarily noncon-
structiblesincetheconstructionprocedurewouldinvolvean un-
countable number of arbitrary choices.
We consider the application partitioned by the designer
in error-free and error-affected subsystems. In general, a sub-
system is associated with an operator, a macrocell, or a com-
plete self-contained part of the computation. An error-free sub-
system is a computational module whose implementation does
not introduce an accuracy loss (e.g., the internal processing is
carried out in a full precision/floating point and the error at the
subsystem output is null/negligible). Conversely, error-affected
subsystems are modules whose implementation will introduce
a loss in accuracy at the subsystem output (e.g., due to the pres-
ence of finite precision representations or aging effects). Any
error-affectedsubsystemlocallyintroducesanerrorwhichprop-
agates through subsequent subsystems up to the system output.
It is, therefore, obvious that error-affected subsystems are re-
sponsible for the final loss in accuracy at the system output.
Since error-free subsystems do not influence the perturba-
tion/accuracy loss analysis, in the sense that they do not in-
troduce additional uncertainty, we focus the attention on the
error-affected ones. Denote by the computation associ-
ated with the th error-affected subsystem.
Implementation and physical errors transform the reference
computation into the perturbed one so that
, being a suitable error function, not
necessarily additive. In fact, in general, is charac-
terized by a complex strongly nonlinear dependency on ,
the perturbation nature, its placement in the computational flow
, and the input . Characterization of in a closed form
can be obtained only in very simple cases by assuming strong
hypotheses about the nature and placement of the error and the
input distribution [6], [25]–[28].
1We say that a function y = f(x) is Lebesgue measurable with respect to X
when its generic step-function approximation S (obtained by partitioning X
in N arbitrary domains) grants that lim S = f(x) holds on set X ￿ ￿, ￿
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Fig. 1. Partition of the application in subsystems.
In our analysis, we abstract all physical, technological, and
architectural uncertainties and errors by means of independent
and identically distributed perturbation variables, a perturba-
tionforeacherror-affectedsubsystem.Therandomperturbation
variable hides all unknown low-level implementation error-in-
ducing aspects so that simply becomes a particular
realization of the perturbation variable.
In the following, we denote by the perturba-
tion-affected computation where is the -dimen-
sional perturbation vector grouping the mutually independent
perturbations; as mentioned, the th perturbation abstracts the
equivalenterroraffectinglocallytheoutputofthe thsubsystem
while represents the dominion of the perturbation vector.
Since the formalization of the synthesis problem is not very
intuitive, we focus on a toy example to show, during the presen-
tation of the different entities involved in the study, the rationale
behind them.
Example: Suppose we wish to address the synthesis issue
for an application whose solution can be modeled as the
function. For ease of understanding
we assume here that a subsystem coincides with a mathematical
operator. The designer wishes to test and synthesize a candi-
date high-level architecture where he/she assumes that log,
multiplication, and division operators are error-affected while
the addition is not (at this level we do not say anything about
the particular implementation of the operator being a low-level
implementation aspect). The outcome system is, therefore,
partitioned as in Fig. 1; subsystems are indicated with black
boxes and the presence of a perturbation at a subsystem output
abstracts the local error associated with its implementation. We
have that for the Fig. 1 case study.
Since error can be modeled as a random vari-
able, the perturbation domain can be characterized in statis-
tical terms by means of the probability density function .
From their nature, perturbations are mutually independent; as
such, the multidimensional is simply characterized by the
set of all , each of which associated with a component of
. The gaussian distribution, the uniform one or their combi-
nations, are common examples of functions which can be
immediately related to implementation aspects.
More accurate can be generated by suitably profiling the
application. In some cases, the profiling phase is not necessary
and wecan obtaina niceapproximation ofthe directlyfrom
the theory. For instance, if we are considering a subsystem im-
plementing a linear filter with quantized inputs and/or coeffi-
cients, the propagated error at the subsystem output will re-
semble, from the central limit theorem, a gaussian distribution,
provided that the number of coefficients of the filter is suffi-
ciently large, e.g., see [5], [6], and [29]. Conversely, if the error
on a variable is introduced by truncation, rounding or jamming,
a uniform distribution should be considered instead, e.g., with
bounds defined by [8]. Furthermore, if we have to model fluctu-
ations of analog parameters (e.g., a resistor) due to the produc-
tion process then a gaussian is the right choice.
Inthosecaseswherewedonothaveanyideaaboutwhich
should be considered to model the uncertainty, we can simply
consider a uniform distribution. The uniform model implicitly
assumes perturbations to be equally probable and constitutes a
rather conservative scenario covering a large class of distribu-
tions, as explained in [30]–[32]. Of course, if we have a more
precisemodelfortheerrordistribution,asithappenswitha pro-
filing phase, we will obtain more accurate, lessconservative, re-
sults.
The designer must choose the structure of the family but,
in general, not its parameters which will be identified by the
synthesis procedure.
We group the parameters characterizing a in the param-
eter vector which defines the nature of the distribution (and,
therefore,the“intensity”of theperturbation). Forinstance, both
uniform and gaussian distributions are defined by
where isthemeanand thevarianceofthedistribution.Con-
versely, if we consider unbiased gaussian and uniform distribu-
tionswehavethatthestandarddeviationistheuniqueparameter
needed to fully characterize the . In the following, without
loss of generality, we assume unbiased distributions (the mean
values can be related to the deterministic part of the computa-
tion and, hence, removed from ).
Denote by the vector grouping all relevant parameters of
, which becomes .
In our example, by assuming that we do not have a priori
information about the , we can select an unbiased sym-
metrical uniform distribution for each perturbation domain
having as the extreme of the distribution interval (e.g.,
). As a consequence, for each
perturbation and, therefore, .
To measure the discrepancy between the reference and the
perturbed computationat thesystem output we consider thedis-
crepancy loss function
(2.1)
which we assume to be Lebesgue measurable w.r.t. .
Common loss functions are the noise to signal ratio
( , with
unbiased) [6], [7], [33], the expected square error
, , and perceptive norms
[34], but more complex loss functions can be envisaged to
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Denote by the set composed of the input samples
extractedfrom accordingtotheprobabilityden-
sity function . To make the mathematics more amenable
we consider (2.1) evaluated over instead of having an ex-
plicit dependency on . The final accuracy loss function eval-
uated over the set becomes
(2.2)
Examples are the noise to signal ratio
and the mean square error
Equation (2.2) is not a restriction. In fact, when is large
enough we can guarantee an arbitrarily accurate coverage of
the input space [35]; on the other hand, by considering optimal
experiment design techniques [36], we can identify the most
relevant inputs to be considered for . Moreover, a limited
set is a common case in those applications where a finite
numberoftestpatterns(orbenchmarks)isgiven[33],[37],[38].
Finally, denote by the maximum tolerated loss in ac-
curacy for the application evaluated with (2.2), i.e., rep-
resents the maximum loss in accuracy we can tolerate at the
system output.
Since the loss in accuracy at the system output is due to the
presence ofperturbationsassociatedwiththeimplementationof
the computation in an embedded device, we must grant that the
performance loss is below for all perturbations within
(2.3)
We “loosely” define to be the volume of , namely
the statistical volume induced by . The volume is re-
lated to the “energy” of the perturbation and, in general, to the
standard deviation of the (it is intuitive that stronger pertur-
bations will be associated with larger volumes). As an example,
if we consider identical zero mean uniform distributions of ex-
treme forthe perturbationsof ,thentheperturbationspace
is the -dimensional hypercube of volume ;
stronger perturbations characterized by a larger will have a
larger perturbation space. By increasing the variance we in-
crease the statistical volume and, hence, the statistical strength
of the perturbations. In our example, by increasing the sw e
have larger perturbations affecting the error-affected subsys-
tems.
The volume of is the key element in the application-level
synthesis since it can be immediately related to lower abstrac-
tion synthesis levels.
To shed light on the rationale behind the mapping we can
consider some limit cases. For instance, if we wish to truncate
the output variable of the subsystem, which becomes the unique
source of error within the subsystem, we simply have to repre-
sent the output with a resolution: the larger the , the
lower the number of bits required to represent it. If the sub-
systemisalinearfilter,wecanusethenoisetosignalratio-based
dimensioning technique suggested in [5]–[7] and based on the
perturbationvariance.Conversely,inanalogcircuits,thevolume
of the perturbation space can be used to identify the accuracy
of the component and the tolerated deviations from nominal
values.
An efficient method for mapping a generic subsystems asso-
ciatedwithanaloganddigitalcircuitsmacrocellsfromtheappli-
cation/behavioral level down to the device level space has been
suggested in [39].
If our interest is the execution of a subsystem in a fixed point
DSP we have first to identify the tolerated perturbation volume
andthengeneratethefixed-pointinstructionsbymeansofasim-
ulator such as the FRIDGE design and simulation environment
developed at RWTH Aachen [10], [11], [40].
It is clear that the volume of the tolerable perturbation pro-
vides a fundamental information for the subsequent implemen-
tation of the error-affected subsystems and its maximization is
the key point of the synthesis problem.
Finally, the synthesis problem can be intuitively modeled
as searching for the perturbation space characterized by the
largest volume, hence determining its parameter vector ,
still providing a performance loss below a tolerable maximum
value . To be more general, so that all distributions and
“volume-based” functions can be considered, we extend the
analysis to a more generic function. For instance, we
could be interested in weighting the subvolumes of different
subsystems, hence guiding the synthesis algorithm toward more
interesting solutions. The application-level synthesis problem
can be formalized as the optimization problem
(2.4)
Going back to our toy example, (2.4) states that we have to
determine the solution for which the s
are as large as possible according to still yielding a
performance loss at the application output (and evaluated with
not greater than the tolerated loss . As we already
discussed, the larger the the more robust the subsystem.
Whichever the subsystem implementation will be, the designer
has to grant that the implementation error belongs to the
interval. Now, the process can be hierarchically iterated
by applying the synthesis problem to the not final subsystems.
Despite its nice compact formulation, solving the optimiza-
tion problem (2.4) is an extremely difficult task. Difficulties
arise due to the following.
1) is a priori continuous.
2) We are not assuming restricting—nonacceptable—hy-
potheses (e.g., the small perturbation hypothesis) on the
perturbation space.
3) We are considering an extremely large class of applica-
tions (we only require Lebesgue measurability for
and ).
4) We are not assuming any hypotheses about the dimension
of the input, output, and perturbation spaces (e.g., , ,
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Problem (2.4) can be solved only by means of iterative di-
rect algorithms sampling the solution space [41]. Candidate op-
timizing procedures are simulated annealing [42]–[44], genetic
algorithms [41], [45], [46], and tabusearch [23], [47], [48] (gra-
dient-based algorithms cannot be applied, since we do not even
require continuity for and ). All these direct tech-
niques need to generate feasible candidate solutions and
evaluate their fitness values .
The choice for the final optimizing algorithm depends on the
specific nature of the application and the confidence we have
with a specific optimizing technique. Nevertheless, we feel that
simulated annealing techniques are somehow cumbersome and
depend strongly on the choice of the temperature parameters
while genetic algorithms require too complex genetic operators
to guarantee that the candidate solution is feasible and need to
compute the fitness function over a population of individuals.
We, therefore, resolve for a tabu search-inspired heuristic for its
simplicity and contained computational burden.
The solution to (2.4) requires a solution to an ad-
ditional complex problem: given a feasible candidate
solution , we have to evaluate whether the performance
loss , is satisfied or not. This veri-
fication problem requires the solution to a robustness analysis
problem [4], [20], [21], which, by itself, is extremely hard to
solve due to the weak hypotheses assumed. Nevertheless, the
verification problem can be solved by removing all hypotheses
assumed in the robustness analysis literature and resorting to
randomized algorithms as suggested in [3] and [4] and briefly
summarized in the next section.
III. PERFORMANCE VERIFICATION BY RANDOMIZED
ALGORITHMS
The solution to the optimization problem defined in (2.4)
requires, in turn, a solution to the performance verification
problem
(3.1)
which aims at estimating the impact of the perturbation on the
system accuracy and verifying whether the actual accuracy loss
is smaller than or not. The verification problem contains
the robustness problem as a core
(3.2)
which requires us toestimate the robustnessdegree of theper-
turbedcomputationwithperturbationsdefinedinagiven .
The evaluation of (3.2) overthe continuous multidimensional
space is intractable from the computational point of view
in most of applications; a closed-form solution can be obtained
only in trivial applications and standard robustness techniques
cannot be applied to the general class of Lebesgue measurable
functions.
Theverificationproblemcanbesolvedanywaywiththesame
hypotheses assumed in the synthesis one and by considering the
robustness evaluation methodology based on randomized algo-
rithms [20]–[22], [49].
Randomized algorithms are strictly related to the Monte
Carlo method and allow the robustness problem to be solved
with a poly-time algorithm, provided the evaluation of is
carried out in polynomial time. Results are valid in probability,
anyway, with accuracy and confidence degrees that can be
made arbitrarily close to zero and 100%, respectively. Wide
evidence for the effectiveness of such approaches can be found
in the control theory community where great efforts have been
taken in the analysis and design of robust controllers [21], [22],
[49]–[52]. We point out here that resorting to randomization is
necessary, since the curse of dimensionality would occur for
any grid sampling on [53].
The first step in solving the robustness problem is to generate
a dual probabilistic problem. To this end, by following the anal-
ysis provided in [4], we say that a computation is robust at level
when is the minimum value, granting that is sat-
isfied with probability one
(3.3)
Denote by the probability that the verifi-
cationproblem issatisfiedforagenericpositivevalue
. The true unknown probability can be estimated with the
empirical distribution , obtained by extracting indepen-
dent and identically distributed samples , , from ,
according to the probability density function
where is the indicator function
if
if
.
Once a small approximation error is chosen, we need that
to grant that is an accurate estimate of .
isarandomvariable,whichdependsontheparticularrealization
of the samples. In fact, if we extract a different set of
samples, we will obtain a different estimate . By introducing
a confidence degree we finally require that
(3.4)
Equation (3.4) is satisfied with arbitrary accuracy and confi-
dence degrees provided that the number of sampling to be
drawn from satisfies the Chernoff inequality [35]
(3.5)
The Chernoff bound is the key point to solve the robustness
analysis. Interestingly, is independent from the dimension of
and, hence, from the number of envisaged perturbations .I n
addition, is linear in and .I f is computed
in polynomial time, then the robustness problem, and, conse-
quently,theverificationproblem,canbesolvedwithapoly-time
algorithm with arbitrary accuracy and confidence levels. In par-
ticular, the estimate for needed in (3.2) is the minimum value
so that , from (3.3).
The final procedure for solving the verification problem is
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Fig. 2. Procedure for solving the verification problem.
IV. TABU SEARCH-BASED OPTIMIZATION ALGORITHM
The section presents a tabu search-inspired algorithm for
solving the optimization problem defined in Section II
(4.1)
A. Model for the Synthesis Function
It is common, in a synthesis phase, to encounter situations in
whichthedesignerwishestodifferentiatetheerror-affectedsub-
systems with respect to their local performance/accuracy loss.
In fact, we might search for a synthesis solution minimizing the
resources needed to implement the most complex subsystems,
i.e., those largely accounting for the system circuit size, cost,
and power consumption while less attention is devoted to mini-
mization of less complex subcircuits.
As we have pointed out in Section II, this synthesis require-
ment is strictly related to a robustness aspect since a robust
subsystem will tolerate larger perturbations and, hence, support
more severe design actions. Therefore, the choice of a suitable
function guiding the synthesis algorithm toward the
most interesting distribution of accuracy loss over the applica-
tion subsystems plays a relevant role in the application-level
synthesis. The candidate functions must be monotonically in-
creasing with the volume of the perturbation, i.e., by increasing
the components so f (stronger perturbations) thefunction
must increase.
Thesimplestfigureofmerit wecanthinkofislinear
w.r.t the volume controlling parameters
(4.2)
where is a penalty term associated with . Despite its
natural characterization, in general, (4.2) is not a suitable syn-
thesisfunction.Infact,givenagenericapplication,anoptimiza-
tion procedure applied to (4.2) might end up with a feasible but
useless solution (e.g., we could obtain a trivial solution maxi-
mizing only one with all , close to zero, i.e., the
tolerated performance loss is associated with the th subsystem
while the others basically cannot support any perturbation).
This side effect can be avoided by requiring that the whole
perturbation space must grow during the optimization proce-
dure, e.g., by considering the function
(4.3)
A vast amount of literature can be found in technical papers
and books addressing several types of monotonically increasing
functions maximizing the volume of a multidimensional space.
All these functions can be considered instead of (4.3) to be used
in (4.1).
B. Tabu-Search-Inspired Application-Level Synthesis
Algorithm
The tabu search algorithm [23], [47], [48] can be defined as
a direct “search with memory” optimizing procedure which in-
tegrates a set of heuristics to successfully explore the research
space, avoid the generation of cyclic trajectories, and reexplore
already investigated solutions.
A tabu search procedure relies on two actors, the moving op-
erators and the Tabu list.
• Moving operators: A tabu search exploration of the search
space is carried out through a sequence of moving oper-
ators. A moving operator, starting from a feasible solu-
tion point,identifiesthenextpoint (or candidatesolution).
For such a new point, we have to check feasibility, i.e.,
solve the verification problem of Fig. 2 to test whether
, is satisfied or not.
• Tabu list: A tabu list is a data structure storing previously
visited solutions. The use of a tabu list avoids retracing
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Fig. 3. Tabu-search-inspired optimization procedure.
Since our goal is to develop an effective optimization algo-
rithmwemustrequirethattheproblemsolutionisgiveninarea-
sonable (polynomial) time. This constraint, already possessed
by the verification problem, must be also satisfied by the opti-
mization procedure. To grant that the computational complexity
ofthesynthesisalgorithm istractable weconsider,startingfrom
a generic point in the continuous search space, a finite set of
moving directions and, along them, finite steps. This assump-
tion has an immediate impact on the two moving operators.
• Forward operator: Starting from point at iteration
it provides the next point by increasing at least
one component of . Since (4.3) is monotonically in-
creasing, willbecharacterizedbyanincreased
value, i.e., .
• Backward operator: Starting from point the operator
providespoint bydecreasingatleastonecomponent
of and increasing at least another one. The backward
operator is fundamental to avoid being trapped in local
minima but it tends to provide worse solutions. Anyway,
a basic rule of tabu search states “do not accept a worse
solution unless it avoids to consider already investigated
trajectories” [23].
We note that each application of a moving operator is associ-
ated with a change in (the change is null only in particular
cases). Once in point , we generate a set of candidate points
byapplying themovingforward operator to .For instance,
ifweconsiderafixedincrementforeachcomponentof ,then
will be composed of points . As such, the forward op-
erator implements some sort of partial discrete gradient ascent
algorithm. A gradient-based algorithm applied to could
also be considered to provide an additional valued point to .
Points in are then ranked according to their
values; the next point to be selected is the first feasible
point with the highest value in and not already
visited (i.e., not present in the tabu list).
Thefeasibleinvestigatedpoint istheninsertedinthetabulist.
When does not contain any feasible—not yet visited—point,
the backward operator must be applied. The backward operator
is somehow similar to the forward operator. It generates a set
of backwarding points and selects the feasible nonvisited one
characterizedbytheminimumdecrementinlossfunction.From
such a new point we apply again the forward operator; if is
empty, we resort to a backward operator.
It is obvious that the tabu list is fundamental to avoid the
algorithm entering in loops or previously visited paths. Without
a tabu list and with operators that are ordered according to their
performance the search would become cyclic.
Inexceptionalcases,weendinsituationsinwhichneitherfor-
ward nor backward moving steps can be considered being the
set empty for both operators. Only in these cases an emergency
move is considered, which applies a backward operator to each
component of .
The synthesis algorithm starts from a feasible solution pro-
posedbythedesigner,e.g., whiletheterminationcondi-
tionisuniquelybasedonamaximumnumberofiterationsortol-
eratedexecutiontime.Obviously,thebestsolutionfoundduring
the optimizing procedure is the one solving the application.
The final application-level optimization algorithm activating
theverificationproblemroutineofFig.2isgiveninFig.3.Even1464 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 22, NO. 11, NOVEMBER 2003
if other optimization algorithms can be envisaged to solve the
synthesis problem, up to now, and to the best of our knowledge,
the verification problem can be solved only with probabilistic
techniques such as the suggested one based on randomized al-
gorithms.
V. EXPERIMENTAL RESULTS
Thissectionpresentstworealapplicationsexplaininghowthe
application-level synthesis procedure can be used to guide the
designertowardtheconfigurationofthefinalembeddedsystem.
The first application refers to a copper on copper spot laser
welding carried out at the Philips R&D centre, Eindhoven, The
Netherlands: images of the spot welding are processed by a dig-
ital wavelets bank to provide image compression. The second
experiment refers to a mixed analog/digital signal processing
systemcomposedofalow-passfilter(fromtheapplicationspec-
ifications the designer wishes to implement it with an analog
solution), an A/D converter followed by a FFT module (to be
implemented with a digital solution). The specific application
is the core of a quality analysis system being developed with
the Fiat Research Centre, Turin, Italy and refers to the laser cut
of steel/stainless steel for the automotive industry.
A. Image Processing With a Wavelets Bank
Two thin layers of copper must be welded together with a
laser spot welding. Quality control of welding requires analysis
of a set of multidimensional signals provided by the sensors
mounted on the optical head. Among the others, a compact
camera is envisaged, which retrieves the images of the welded
parts with a 256 256 grayscale pixel resolution. The camera
constitutes the principal critical sensor for the large bandwidth
required to transmit the information. An embedded solution
mounted on the optical head could be considered to directly
extract the image features and hence reduce the bandwidth.
The complex multidimensional processing system identified
for feature extraction, compression, and transmission is a
two–dimensional (2-D) discrete wavelets transform (DWT)
algorithm [54] applied to the image pixels.
The 2-D DWT coefficients can be obtained by considering a
2-D filter bank with decimation [55] and biorthogonal wavelets,
associated with seven and nine tap filters for the high-pass and
the low-pass subbands, respectively.
The 2-D computation can be therefore carried out through
separable one–dimensional (1-D) low-pass and high-pass filters
[54], [55] whose coefficients are given in Table I. In more de-
tail, the pixels of the image are first processed by rows with the
1-D filter and the outcoming output is processed columnwise
throughanidenticalfilter.Decimationisdirectlyincludedinthe
filtering algorithm by computing only the required coefficients
[54]–[56].
A five-level multiresolution analysis has been envisaged for
the application (the filtering procedure must be logically iter-
ated five times). For each iteration the low-pass approximation
subband, whose size is reduced to one-fourth of the previous
iteration by the decimation operator, is fed back to the filter
bank input. At system level, we can therefore model the ref-
TABLE I
COEFFICIENTS OF LOW- AND HIGH-PASS MONODIMENSIONAL FILTERS
FOR THE 2-D DWT
erence computation as a forward computation replicated five
times (we are assuming full pipelinability for the final device
to maximize throughput) to generate further approximation and
detail features.
The core computation is shown in Fig.4 in low-pass(LP) and
high-pass (HP) filters, respectively (do not consider the terms
of the figure at this stage).
The input image matrix is filtered by rows (left
segment of the computation) and the output is subsampled
with a decimation factor 2:1 (the downwards arrows in the
figure). The processed and decimated image can therefore
be stored in the same memory. The extra samples,
associated with the convolution of the filter with pixels close
to the border, can be neglected with a little loss of information
[56]). Likewise, the transformed image is filtered columnwise.
The first iteration of the complete processing operates directly
on the original image, while during subsequent iterations the
processing is applied to the approximation subbands (i.e.,
to the submatrices corresponding to the low-pass filtering both
by rows and columns).
Adigitalsolutionisexpectedandweassumethatthedesigner
alreadypossessesamacrocelllibrarycontainingdifferentfilters.
Thedesigneridentifies,foreachstep,fourindependent,pipelin-
eable, subsystems in the reference computation each of which
implements a filter and a decimation processing. The subsys-
tems are evidenced in Fig. 4 with dashed rectangles. An alter-
native design could envisage a folded architecture, composed
of a unique functional unit receiving different weights; in such
acaseasinglesubsystemshouldhavebeenconsidered.Thefirst
solution is more suitable when throughput is the main concern,
the second when area is the main issue. In the following, we
consider the former, more complex model.
At the output of each subsystem the designer injects a per-
turbation variable which takes into account and abstracts all
the error contributions originated within the—not yet identi-
fied—filter implementation. A uniform distribution is consid-
ered for its conservative nature as explained in Section II.
In reality, since the core computation must be iterated five
times, and each transformation level requires four elementary
filtering operations, a total of independent subsystems
and, hence, sources of perturbation, must be considered. With
respecttoFig.4,theperturbationspace is,therefore,char-
acterized as
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Fig. 4. Reference computation, identified subsystems, and perturbations.
where
considered transformation level;
considered 1-D filter;
generic independent perturbation ex-
tracted from a zero-mean and symmet-
rical uniform distribution of extreme
.
The designer has to identify the performance loss function
and the synthesis optimizing function as required by
the synthesis problem (4.1).
A mean square error (MSE) function has been considered as
to measure the performance loss induced by perturbations
on the reference computation (perceptual-based metrics could
have also been considered [34]). Equation (4.3) has been con-
sidered a function with all weights set to one (the designer
is giving the same relevance to all subsystems).
Additional information required by the verification problem
algorithm and the synthesis one are as follows.
Verification problem (Fig. 2 algorithm):
Accuracy: ; confidence: from which
samples are needed from the Chernoff bound.
From tests we identified that a loss in
was tolerable.
Synthesis problem (Fig. 3 algorithm): The considered
moving operators are as follows.
• Forward_1: all components (i.e., the perturba-
tion extremes ) are incremented by the same fixed
step (in this experiment 0.5).
• Forward_2: only one is incremented by
(since , we can consider 20 different moves).
• Backward: one component is incremented by
, another decremented by the same quantity. Out
of the possible 380 different moves we considered
only 10 of them, randomly selected.
• emergency move: all components are decre-
mented by .
The synthesis algorithm evolved for 520 iterations. The
output of the optimization algorithm represents the appli-
cation-level synthesis solution to the perturbation problem
and provides . Since an independent unbiased uniform
Fig. 5. 20 extreme ￿ characterizing the tolerated perturbation space.
distribution has been considered for each component of the
perturbation vector, is characterized by the 20 extremes of
the uniform interval , .
Such values are depicted in Fig. 5. We can see that the
first filter, i.e., the LP filter processing the image rows,
can tolerate a uniformly distributed perturbation space
while all the others tolerate a smaller
perturbation space (values around [ 13,13]).
To show how can be used in lower levels of the CAD envi-
ronment to dimension the filters at the bit level, we assume that
theinternal computation providedby eachfilter is error freeand
that the source of error comes from the truncated filter output.
This assumption is reasonable since we are interested in com-
puting the features provided by the wavelet transforms (i.e., the
filter outputs) and store them in the smallest memory required.
Of course, by reducing the number of bits to represent the out-
puts, we can also reduce the number of bits involved in the in-
ternal computation.
We considered the variable dimensioning methodology pro-
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Fig. 6. Mixed A/D signal processing system.
Fig. 7. Analog circuit implementing fourth-order Butterworth filter. Passive components are subject to errors (dashed arrows).
also consider the variant suggested in [7]). We discovered from
the application profiling that the integer part of the signal (the
error free output) can be represented with nine bits in a two’s
complement notation, while the optimization procedure results
(Fig. 5) show that the dimension of the tolerated perturbation
space reaches integers values. In particular, the dimension of
the perturbation space allows us to remove four bits in the first
filter and three bits in the other ones. If we wish all filters to
be implemented with the same number of bits we can consider
only the six most significant bits to dimension the output vari-
able wordlength.
We could also wish to execute the wavelets algorithm in
a fixed-point DSP. Again, the perturbation extremes given in
Fig. 5 represent the tolerated performance losses for the filter
subsystems.Thisinformationcanbeexploitedbyfloating-point
to fixed-point code conversion environments (e.g., see [10] and
[11]) which, during conversion, have to guarantee that the in-
duced computation error introduces an equivalent performance
loss at the filter output belonging to the identified interval
space.
B. Mixed A/D Processing System
The second application refers to a nontrivial mixed A/D
monodimensional signal processing system. The system
receives an analog signal, filters and digitizes it and finally
extracts its frequency components for subsequent usage. This
processing core is typical in several signal processing systems
and has a large industrial impact, for instance, in embedded sys-
tems developed for the automotive and the speech processing
fields.
In particular, the envisaged system is composed of a low-pass
analog filter (LPF) followed by an A/D converter (ADC) which
includes a sampler and a 12-bit quantizer. The digital output
sequence is then processed in blocks of 16 samples by a digital
FFT module. Of course, different sample windows and digital
transformations could have been considered, e.g., those leading
tocepstralcoefficientsforspeechprocessing-basedapplications
[57].
In the following experiments data come from a photodiode,
which investigates the temperature of the melted material asso-
ciated with a laser cut of steel/stainless steel. Once processed,
the signal provides features to a classifier which solves the sub-
sequent quality analysis problem (the quality of the local cut
associated with the window frame is classified as good or not).
In developing the dedicated embedded system the designer
wouldliketoknowwhethertheFFTmodulecanbemounteddi-
rectly on the optical head—possibly integrated with the analog
andtheADCsubsystems,ornotand,hence,mustrunoff-board.
Among other architectural constraints, the answer strongly de-
pendsontheneedforafloatingpointoratruefixed-pointrepre-
sentationoftheFFT,whichrepresentsthemostcomplexmodule
to be implemented.
The application-level scheme of the system is depicted in
Fig. 6 where the LPF and FFT error-affected modules are sub-
ject to behavioral perturbations associated with the synthesis
phase.
The low-pass filter is implemented as an active fourth-order
Butterworth, here designed to attenuate the frequency compo-
nents above ; the analog circuit is given in Fig. 7
and the nominal values assumed by the passive components in
TableII.Theoperationalamplifiersarenotconsideredtobecrit-
ical in this application. Conversely, errors due to the productionALIPPI et al.: APPLICATION-LEVEL SYNTHESIS METHODOLOGY FOR MULTIDIMENSIONAL EMBEDDED SYSTEMS 1467
TABLE II
NOMINAL VALUES FOR PASSIVE COMPONENTS
Fig. 8. Butterfly module and the perturbation injection points.
process of analog parameters and their stress during operational
time inevitably affect all passive components (resistors and ca-
pacitors).Sucherrorshaveastrongimpactonthefilterresponse
and, consequently, on the subsequent computation.
The optimization phase will provide the designer the fol-
lowing:
1) production tolerances to be considered for the passive
components of the LPF;
2) identification of the maximum error tolerated by each
error affected module composing the FFT (from which
the decision about the representation to be envisaged for
the FFT module).
The digital FFT is applied to nonoverlapping windows (of 16
samples size) of the input signal coming from the ADC. In
particular, for the generic th block we apply the transformation
with and
Theapplication-levelFFTarchitecturesuitablefordigitalim-
plementation is derived directly from the FFT definition by ob-
serving that the Fourier transform of an -samples block can be
obtained by combining the two -samples transforms
and are the FFT transforms of the sample se-
quences that occupy even (and, respectively, odd) positions in
theoriginalsignal.Byiteratingtheprocedureweendinidentical
modules (or butterflies) operating on only two samples. Since
the window size is composed of 16 samples, four stages, each
containing eight butterflies, are required to implement the FFT.
The structure of a single buttefly module is given in Fig. 8 (we
do not consider perturbations and at this level).
During the synthesis phase we decompose the FFT in but-
terfly modules and we consider an equivalent error affecting
the output of each module. In other words, the error contribu-
tion originated during the multiply-and-accumulate operations
within each butterfly is abstracted by the designer with a behav-
ioral perturbation variable injected at the output of the summing
node.
Fig. 8 shows the th butterfly associated with the th stage
affected by the additive perturbations and . Since the
signal in the FFT module is formed by complex values, each
perturbation is a complex variable, whose real and imag-
inary components are extracted from a uniform distribution (we
do not have a priori information about the real distribution and
we consider the uniform one for its conservative properties as
we mentioned in Section II). Each FFT stage has, therefore,
32 independent perturbations; for simplicity, we consider the
same extremes for all the independent perturbations injected
within the th stage, i.e.,
with
and
Conversely, perturbations affecting the passive elements of
the analog filter are modeled as gaussian distributions centered
in the nominal value of the parameters.
• with zero mean and variance
, .
• with and variance ,
.
In this case, the gaussian distribution for the passive com-
ponents is derived directly from the nature of the production
process.
The perturbation space , which groups all be-
havioral perturbations associated with the synthesis
phase, is finally characterized by the synthesis vector
, where
standard deviation of , which is
subject to a zero-mean gaussian dis-
tribution and is additive to the nom-
inal value of resistors;
standard deviation of , which is
subject to a zero-mean gaussian dis-
tribution and is additive to the nom-
inal value of capacitors;
extremes of the uniform distribu-
tion characterising all perturbations
in the th butterfly stage.
We selected the performance loss function based on the
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TABLE III
EXTREMES CHARACTERIZING THE TOLERATED PERTURBATION
SPACE (ANALOG FILTER)
where
perturbation-affected power spectrum for
the th component of the power spectrum;
maximum coefficient calculated in the
th subband, considering the entire input
signal (i.e., the entire set of 16-sample
blocks);
DC coefficient of the FFT is not consid-
ered.
In other words, the loss function addresses the maximum rel-
ative variation of the magnitude of the frequency component.
From application requirements we decided to give more rele-
vance to the optimization of the FFT subsystem. To implement
this constraint the weight associated with the LPF was set to
one and that of the FFT component to five with a consequent
different balance of the two subsystems in the function.
We have to observe that the standard deviation of a re-
sistor in the range is several orders of magnitude larger than
the standard deviation of a few capacitance. For this
reason, all weights in were normalized also with respect to
the starting point .
Verification problem (Fig. 2 algorithm): The selected values
for accuracy and confidence are and .
The tolerable performance loss for the application was set to
, in the sense that we can tolerate only a 5% devi-
ation between the ideal frequency component and the perturbed
one. The accuracy requirement is very strict.
Synthesisproblem(Fig.3algorithm):Weconsideredthesame
set of moving operators chosen in experiment A and we run the
synthesis procedure of Fig. 3. After 270 epochs we identified
an interesting solution . The components related to LPF are
given in Table III, those related to the FFT are in Table IV.
More in detail, Table III presents the nominal values and the
standard deviations ( or ) of the tolerated perturbation
TABLE IV
EXTREMES ￿ CHARACTERIZING THE TOLERATED PERTURBATION SPACE
FOR THE FFT
spaces (ruled by a gaussian distribution). The tolerance param-
eter computed according to
identifies the production process tolerance for the passive
component ( in the gaussian distribution refers at least to
the 99% of the distribution). Therefore, during the implemen-
tation of the device we have to consider the class of production
tolerances defined in Table III. The application-level synthesis
procedure has provided indications about lower level design
aspects.
Weobservethattheanalogcomponentsmustberealizedwith
an accuracy which could be too high for the realization of the
passive components; this is a consequence of the fact that the
tolerated performance loss at the system output was extremely
small (below 5%) and that we required the FFT module to be
highly robust (to reduce its complexity). As a consequence, the
analog parts have been penalized once compared to the digital
ones.
Table IV presents the extremes of the intervals associated
with the uniform perturbation spaces affecting the FFT module.
To shed light on how to read the table we focus the attention on
stage number 1 of the FFT module. Table IV states that, inde-
pendently from the final digital architecture chosen by the de-
signer to implement the butterfly modules, the maximum tol-
erated error at the butterfly output must be below 2.81 10 .
Please note that nothing is said about the architecture and the
technology to be considered for the butterfly implementation.
The information about the maximum tolerated error at each
butterfly of the FFT will be used by the designer to select an
architecture satisfying the accuracy constraint.
As a simple example, we can assume that the inner compu-
tation of the butterfly is error free and that the unique source of
error is associated with the truncation of the stage output value.
In such a case, can be used to dimension the number of bits
required to store the results produced by each stage of the FFT
module. Again, by referring to stage 1, the fractional part of the
output value must be below 2.81 10 from which nine bits
are necessary to represent such a value in a fixed point repre-
sentation. By profiling the application the dimensioning of the
output variables for the FFT’s stages are those given in Fig. 9,
where we indicated with int the number of bits necessary to rep-
resent the integer part of the output.
We observe that, for the specific embedded application,
floating point representations are not necessary and the em-
bedded system can be implemented with a fixed point notation.
Of course,if we can consider more bits toimplement the FFT
modulewe couldrerun thesynthesis procedure by searchingfor
a solution less demanding, in term of tolerances, for the pas-
sive components of the analog filter. This can be obtained byALIPPI et al.: APPLICATION-LEVEL SYNTHESIS METHODOLOGY FOR MULTIDIMENSIONAL EMBEDDED SYSTEMS 1469
Fig. 9. Word dimension required by the FFT module.
weighting differently the analog and the digital contributions in
the function,saytwoandfiveinsteadofonetofiveaswedid
in the experiment. Obviously, by requiring that the analog com-
ponents can be less accurate the digital part will require more
bitstorepresentthebutterflyoutput.Intheextremecase,afixed
point representation will not be enough and we should opt for a
floating point one.
VI. CONCLUSION
Implementation of multidimensional systems in embedded
devices can be effectively tackled at a high description level
for the large class of applications characterized by a mathe-
matical formulation. This aspect has been studied in the paper
where a synthesis methodology for multidimensional systems
has been suggested. The synthesis methodology and the derived
optimizationproblemallowthetoleratedperformancelossatthe
systemoutputtobedistributedalongthesubsystemscomposing
the computational chain. Such information can then be used in
lowdesignlayerstocharacterizeanddimensionthesubsystems.
To grant wide applicability of the methodology we basically re-
quiredonlyaweakhypothesis—Lebesgue measurabilityfor the
functions associated with the computation and the performance
loss. Randomized algorithms have been used for testing feasi-
bility of a candidate solution while an ad hoc tabu search opti-
mizing algorithm has been developed to solve the optimization
problem.Anyway,themethodologyisgeneralandanyotherop-
timizing algorithm can be considered instead.
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