Phase I dose-finding studies aim at identifying the maximal tolerated dose (MTD). It is not uncommon that several dose-finding studies are conducted, although often with some variation in the administration mode or dose panel. For instance, sorafenib (BAY 43-900) was used as monotherapy in at least 29 phase I trials according to a recent search in clinicaltrials.gov. Since the toxicity may not be directly related to the specific indication, synthesizing the information from several studies might be worthwhile. However, this is rarely done in practice and only a fixed-effect meta-analysis framework was proposed to date. We developed a Bayesian random-effects meta-analysis methodology to pool several phase I trials and suggest the MTD. A curve free hierarchical model on the logistic scale with random effects, accounting for between-trial heterogeneity, is used to model the probability of toxicity across the investigated doses. An Ornstein-Uhlenbeck Gaussian process is adopted for the random effects structure. Prior distributions for the curve free model are based on a latent Gamma process. An extensive simulation study showed good performance of the proposed method also under model deviations. Sharing information between phase I studies can improve the precision of MTD selection, at least when the number of trials is reasonably large.
Introduction
Phase I dose-finding studies are carried out during early stages of the clinical development, and aim at estimating the maximum tolerated dose (MTD) of a drug or a combination of molecules. The MTD is defined with reference to the occurrence of treatment-related adverse events, so-called dose-limiting toxicities (DLTs). The MTD then is reached once the rate of DLTs exceeds an acceptable level. Phase I studies are usually done on small numbers of healthy volunteers, except in oncology, where, due to the potentially high toxicity of drugs, phase I trials are commonly performed on patients (Chevret, 2006) .
In oncology, identifying the correct or reasonable dose or set of doses is a crucial objective in the drug development process: selecting too high a dose means exposing patients to an unacceptable toxicity profile, while selecting a dose of too low toxicity increases the likelihood that the treatment provides insufficient efficacy (Bretz et al., 2005) . The dose escalation paradigm in phase I (or I/II) trials thus generally aims to avoid recommending too toxic doses of an agent while maintaining an acceptable toxicity. Due to limited sample sizes, conventional statistical methods are often inaccurate, so that adaptive sequential analyses have been proposed, as these can potentially find the MTD sooner and limit the number of exposed subjects (Le Tourneau et al., 2009; Neuenschwander et al., 2015) .
When combining data across trials, two sources of potential heterogeneity need to be considered. Firstly, these are differences in the outcomes of the control groups. In the context of dose-escalation studies, there might be differences in the (true) toxicity probabilities due to variations in e.g. the study populations or in the definition and assessment of toxicities. Secondly, the (true) treatment effects, even if defined on a relative scale, might vary across trials. In standard meta-analysis models, the former is addressed by stratification for study. In so-called random-effects meta-analyses, the latter is addressed by inclusion of random study-by-treatment interactions. In fixed-effect or common-effect metaanalysis, a homogeneous treatment effect across trials is assumed. For a recent discussion of the various statistical models we refer here to Jackson et al. (2018) . As evidenced by large-scale empirical investigations, some level of between-study heterogeneity is not unlikely to occur (Turner et al., 2012) . However, estimation of the corresponding variance component and accounting appropriately for the uncertainty in estimation in inference of relevant model parameters can be challenging, if the number of studies included in the meta-analysis is small (Friede et al., 2017) . In the context of meta-analyses of dose-escalation trials, we are still lacking an understanding as well as empirical evidence how the various forms of between-trial heterogeneity can be appropriately accounted for. Zohar et al. (2011) proposed a meta-analysis approach for phase I clinical trials in oncology. Phase I data were pooled while accounting for the sequential nature of such trials in order to better estimate the overall MTD. However, this method did not deal with several important characteristics associated with phase I features. Firstly, data were pooled under several different administration schedules, which may imply different toxicity profiles. Secondly, between-trial heterogeneity was not taken into account, which may lead to inaccurate inference. Thirdly, as the pooled analysis was done retrospectively, it would have been possible to take into account cycles, dose-modifications and long term toxicities in order to better investigate the maximal dose regimen, but these complexities were not addressed. Thomas et al. (2014) reported the results of a meta-analysis based on doseresponse studies conducted by a large pharmaceutical company between 1998 and 2009. Data collection targeted efficacy endpoints, but safety data were not extracted. The goal of this meta-analysis was to identify consistent quantitative patterns in dose-response across different compounds and diseases. The metaanalysis excluded oncology trials as these have different dosing objectives and methods.
In this manuscript, we develop a novel meta-analysis approach for phase I clinical trials in oncology, which takes into account the different features described above to better suit the requirements in estimating MTDs. We generalized the binomial-normal hierarchical model (BNHM), which is most commonly used in the literature for meta-analysis of studies involving a single dose. In the following section, two motivating examples are described. In Section 3, the methodology is presented, along with prior distributions and different variations of MTD definitions. In Section 4 we describe model variations and simulation settings that we used to test the developed method and its sensitivity to varying circumstances. Finally, in Section 5, the new methodology is applied to the motivating case studies and some limitations are discussed in Section 6.
Motivating examples
Some might believe that there are more phase III than phase I studies, and so meta-analyses have largely focused on late-stage trials whereas opportunities in pooling phase I results have rarely been investigated. Furthermore, as phase I studies usually have small sample sizes and are mostly algorithm-based and only lately model based designs, methodologists have been less inclined to embrace this issue. The first illustration concerns sorafenib which is a kinase inhibitor approved for the treatment of advanced renal cell carcinoma, hepatocellular carcinoma, and radioactive iodine resistant advanced thyroid carcinoma. A search of the clinicaltrials.gov registry of clinical trials at the end of June 2019 revealed that there are at least 833 studies using sorafenib (at any recruitment stage and type of study) of which 248 studies were labeled as "phase I" or "phase I/II" and 99 studies were labeled as "phase III" or "phase II/III". Of 248 phase I or phase I/II studies using sorafenib, 29 studies used it in phase I as monotherapy (median sample size 22, range 2-158).
Today, the dose recommended by the European Medicines Agency (EMA) is 400 milligrams (mg) twice a day. Several phase I studies on sorafenib monotherapy have been performed, and some of their results are summarized in Table 1 . Within these 14 trials, a total of 7 doses were tested, with most of these studies targeting solid tumors or leukemia. DLT definitions were comparable, and most of sorafenib schedules followed a 28-day cycle or similar.
Applying the common-effect approach proposed by Zohar et al. (2011) (in the following referred to as the ZKO approach) to the sorafenib data (Table 1) and using (0.05, 0.1, 0.2, 0.3, 0.45, 0.6, 0.65) as skeleton, that is the set of prior toxicity probabilities for the doses (chosen in a reasonable shape according O'Quigley and Zohar (2010) and Zohar et al. (2011) ), the following estimated toxicity probabilities are obtained: (0.012, 0.033, 0.093, 0.169, 0.308, 0.471, 0.53) . Following the ZKO approach, and assuming a toxicity threshold of 0.33, a dose of 600 mg is estimated as MTD, while for a threshold of 0.2, the MTD is at 400 mg.
The second example concerns a combination therapy of irinotecan and S-1 (S-1 refers to a combination of three pharmacological compounds, namely tegafur, gimeracil, and oteracil potassium). Irinotecan is a topoisomerase 1 inhibitor. It has proven effective in combination with 5-fluorouracil (5-FU) but was associated with many adverse events. This is why the association with S-1 instead of 5-FU was evaluated. In this case 11 studies were used (Table 2) in which 10 doses were evaluated across all trials. Applying the ZKO method on the S-1 data (Table 2 ) and using (0.005, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.65, 0.70) as skeleton we obtain the following estimated toxicity probabilities: (0.002, 0.026, 0.061, 0.141, 0.231,0.328, 0.43, 0.537, 0.592, 0.648) . Assuming a toxicity threshold of 0.33, dose 90 mg/m 2 is estimated as MTD, while for a threshold of 0.2, the MTD is at 80 mg/m 2 . In the two examples given above, not all trials shared the same doses, dose ranges and sample size. The ZKO method was applied to estimate the overall MTD. However, this is a simplistic way of pooling several adaptive sequential phase I data sets and it can be seen as a fixed-effect meta-analysis method. In the next section will be detailed our proposition taking into account these specificities as well as inter and intra trial heterogeneity by developing a nonparametric random-effects approach.
Methods

The dose-response model
In case of studies concerned with only a single dose, the binomial-normal hierarchical model (BNHM), or an approximation, is most commonly used in the literature (Jackson et al., 2018; Günhan et al., 2019) . When moving to several doses in the same study, we propose an extension of the BNHM that is adapted to the dose-finding context, and that is able to also account for the ordering and spacing among doses.
Let k ∈ {1, . . . , K} be the study index, and i ∈ {1, . . . , I} be the dose level index, where all doses d i used in all trials are indexed in increasing order. Especially with data combined from several studies, the dose steps, that is the "spacing" between neighbouring doses d i , may be rather different (see e.g. the Table 2 : The results of 10 studies on combination therapy of irinotecan and S-1 (tegafur/gimeracil/oteracil). For each dose considered in each trial, the numbers of patients experiencing dose-limiting toxicities events, and the total numbers of exposed patients are given.
Dose ( (2010) 0/6 2/3 Nakafusa et al. (2008) 7/39 2/3 Shiozawa et al. (2009) 1/6 2/6 2/6 2/3 Yoda et al. (2011) 0/3 3/6 Komatsu et al. (2010) 1/9 1/9 0/3 irinotecan example in Table 2 ) and needs to be accounted for in the model. We define δ i,j as the metric, specifying the spatial proximity or distance between doses. This may simply be defined as the plain difference (
However, in many cases it may make sense to rather consider relative differences between dose levels on the logarithmic scale (
. Another option may be to assume unit increments for neighbouring doses.
The number of patients in study k allocated to dose i is given by n ik , while X ik is the number of patients experiencing a DLT. We then propose the following model:
where p ik is the probability of toxicity of dose i in the kth study. The probabilities p ik here are modelled on the logit-scale, with logit(x) = log x 1−x . The fixed effects µ 1 ∈ R and µ i ∈ R + (for i > 1) are common across all studies; the summation in (2) ensures non-decreasing overall mean probabilities of toxicity with increasing dose. The random effects accounting for between-study heterogeneity are represented by the (study-specific) vectors b k ∼ N (0, Σ), where 0 represents the zero vector of dimension I and Σ = {σ i,j } i,j=1,...,I the variance-covariance matrix. In order to meaningfully generalize from the BNHM for a single dose to a joint model for multiple doses, we specify the fixed and random effects accounting for the corresponding dose levels (d i ) and their ordering and proximity.
Gaussian process for the random effects
For the random effects, we specify a model that accounts for the position of dose d i on the dose continuum. We do not impose monotonicity here and we rely on a relatively simple class of Gaussian processes. Two interesting special cases are encompassed by the model, namely independent and identical residuals at all doses. In between these extremes, we utilize a stationary Ornstein-Uhlenbeck process (OUP) with covariance
where σ 2 m is the marginal variance, and > 0 is a smoothness parameter determining how quickly the autocorrelation decays and residuals become less dependent, depending on the spatial separation of doses. On small scales (relative to ), the OUP behaves like a Wiener process (or Brownian motion); this nicely corresponds with the notion that if we knew the residual at a certain dose, we knew less about the neighbouring residual the further we moved away from that dose, where increments behaved (approximately) additively, as for the fixed effects model introduced below. For the limiting cases of → 0 and → ∞ it yields independent or identical residuals across doses, respectively (Uhlenbeck and Ornstein, 1930; Doob, 1942) . Prior distributions for the random effect's marginal variance σ 2 m and the OUP's spatial scale need to be specified.
Gamma process for fixed effects prior distributions
The definition of the common effect via a sum of unknown increments in (2) places the model into the class of stochastic processes, which are commonly used as nonparametric models for unkown functions (Gelman et al., 2014, Ch. 21) . Therefore, the prior distributions on the unknown increments may be inspired by a stochastic process. A natural and convenient class of models is defined via infinitely divisible probability distributions (Steutel, 1979) ; that means that we stay within the same distribution class for the increments (i.e., if we sum two increments, the sum's distribution again is within the same distribution class), which results in an overall consistent model. Since in the present case we are considering strictly positive increments for increasing doses, the Gamma process is an obvious choice here (Lawless and Crowder, 2004) .
The Gamma distribution is defined through two parameters, namely the shape k > 0 and the scale θ > 0; its expectation then is kθ and the variance is kθ 2 . Choosing the first dose (d 1 ) as the reference dose, we can specify the prior distributions as a Gamma process with
To note, δ * can be equal to δ (used in the specification of the random effects), or it can use another underlying metric. The parameter µ 1 serves as an "intercept" term, and hyperparameters µ * and σ * then need to be specified with reference to the expected toxicity at the reference dose. The Gamma process hyperparameters κ and θ also need to be pre-specified. For a sensible choice, it is convenient to consider their effect on the conditional distribution for a unit increment:
which suggests a re-parametrisation in terms of slope a = κθ and (8)
From this, we can see that for small c, the (logit-) toxicity behaves approximately linear, while larger c values allow for departures from linearity. In the limiting case of linearity, the model simplifies to a logistic model, which, in the special case of dose increments defined on the logarithmic scale as suggested above, again is a special case of the Emax model (Schwinghammer and Kroboth, 1988) .
Prior effective sample sizes for fixed effects
In order to assess how informative certain choices of priors and hyperprior parameters for the fixed effect are, the notion of the effective sample size (ESS) can be used for the final calibration of the prior distributions and/or hyperprior parameters (Morita et al., 2008) . In the present case, we suggest to compute the approximate ESS as follows: (i) set the desired hyperparameters, (ii) simulate from the resulting set of prior distributions, (iii) for each simulated vector value, compute each p i using (2) without random effects, (iv) approximate each p i 's distribution by a Beta(a i , b i ), (v) compute the approximate ESS as
, that is, the average of the ESS at each dose level.
MTD estimation
A range of rules have been proposed for estimating MTDs; several examples are given in the following. The most popular way uses the posterior mean estimates of the parameters in (2) and selects the MTD as the dose whose estimated DLT probability is closest to the pre-specified target τ ∈ [0, 1] (Cheung, 2011) . In the meta-analysis context, we may focus on the overall fixed effect; inverting from (2), we hence define
where the inverse logit is given by logit −1 (x) = (1 + exp(−x)) −1 . From this, we may then derive
and where E[π i |y] denotes the posterior expectation of π i . The MTD is hence defined as the dose with estimated overall mean response closest to the targeted one. Alternatively, the posterior median may also be used instead of the mean in (11) (Ursino et al., 2019) . In situations where investigators are particularly interested in overdose control, the classical escalation with overdose control (EWOC) principle may also be applied, so that the MTD d i is chosen as the largest dose satisfying that is, the dose whose posterior probability of exceeding the toxicity threshold τ is less than a pre-specified threshold τ o (Babb et al., 1998; Neuenschwander et al., 2015) . More complex rules, involving loss functions, such as the one applied for the Bayesian Logistic Regression Model, can be also used (Neuenschwander et al., 2008) .
Simulations
We performed an extensive simulation study to evaluate the operating characteristics of the proposed method. The aim was to compare the percentages of correct MTD selection to the ones of the ZKO method in several scenarios. A total of nine scenarios are proposed, with variations in the position of the MTD, the heterogeneity structure and/or the design of the simulated trial. Details are given in Section 4.1. Then we performed a sensitivity analysis aiming at checking the impact of prior distribution/hyperparamter choices and of random-effects model misspecification; details are shown in Sections 4.2 and 4.3.
Data generation scenarios
For each scenario, we simulated 1000 sets of completed trials that were subsequently meta-analyzed. Motivated by the sorafenib example (see Table 1 ), overall seven doses between d 1 = 100 mg and d 7 = 1000 mg were used. We first set the true probabilities of toxicity of the scenario for each of the I = 7 doses involved, p = (p 1 , . . . , p I ). Four different sets of p were considered in total; these are illustrated in Figure 1 . Then, the between-trial heterogene-ity was added on the dose-transformed scale, in order to set the probabilities of toxicity used to generate each single trial. However, since in our proposed model we used the logit transformation, in order to not generate data from the very same model, we opted for the probit function in data generation. Therefore, for the kth trial of the jth meta-analysis run, we first generated p 
100 mg . This means that we used two related scales for δ and δ * , and that we utilise 100 mg as the measure unit for the fixed effect.
The number of doses used for each trial is a random integer between 3 and 7 (sampled according to a uniform discrete distribution), and in all cases we have the true MTD (whose probability of toxicity equals the target of τ = 0.33) among the set of doses. Then, complete patients' responses are drawn at each dose from a Binomial distribution (1). Depending on the scenarios and on the total number of trials used in the meta-analysis, some of the trials followed a CRM design while others used the traditional "3+3" design (O'Quigley et al., 1990; Le Tourneau et al., 2009 ). For the CRM trials, the maximum sample size per study was sampled as an integer between 18 and 24 patients and the number of patients at each cohort between 2 and 3 (then, the maximum number of patients is automatically adjusted).
The (estimated) MTD is defined as the dose whose probability of toxicity is closest to the target of τ = 0.33 and we adopted the posterior median variant of (11) as estimation rule. The skeleton, that is the prior guesses, was chosen to be (0.01, 0.05, 0.1, 0.15, 0.25, 0.38, 0.45), where only the probabilities linked to the doses in the trial panel are used, and we selected the empirical working model. Finally, the CRM trials adopted the "no skipping" rule, that is, a higher dose is proposed to the next cohort only if all previous dose levels have already been given, while no stopping criteria were set.
In Scenarios 1-4 the true MTD is shifted from dose level 3 to dose level 6, while keeping the same σ = 0.3. This allows us to test the impact of the number of doses and MTD position in the meta-analysis run. Scenarios 5 and 6 have the same p of Scenario 2, but we double the heterogeneity parameter in Scenario 5 and we allow for dose-specific heterogeneity in Scenario 6. Then, Scenario 7 was added to check the impact of generating data under another Gaussian process. We evaluated the performance of the proposed model in case of 10 trials (made by 5 CRM and 5 3+3) and 5 trials (3 CRM and 2 3+3) at each meta-analysis run. In the last two scenarios, that is, Scenarios 8 and 9, we evaluate the results given if all studies used an algorithm design (i.e. 3+3) or model based design (i.e. the CRM), respectively. The simulation scenarios are summarised in Table 3. Table 3 : Settings and parameters in the 9 different simulation scenarios.
Scenario
Fixed 
Prior settings
When running a single meta-analysis, the user knows in advance the number of doses in the analysis and it is natural to select prior distribution which suggest the MTD in the second half part of the dose panel. However, during simulations, depending on the scenarios, the number of doses in the panel and the related number of increments can vary considerably. Therefore, even if it is not strictly necessary in a single run, we used a variation of the empirical Bayes approach to adaptively select the prior parameters of the Gamma prior process, taking care about the number of dose increments in the actual run. Specifically, we compute the empirical probability of toxicity of each dose by summing all DLTs reported on all studies at the same dose level and dividing it by the total number of patients treated at this dose level (in all studies). A linear order isotonic regression, which uses the pool adjacent violators algorithm, was then applied to assure the non-decreasing behaviour of the dose-toxicity curve. Finally, the empirical MTD was selected as the dose whose empirical probability of toxicity is closest to the target, set as 0.33 in this simulation study. The set of parameters was chosen looking at the difference between the selected MTD and the first dose in the panel: if the difference is less or equal to two units, we select µ * = −2, σ * = 5, a = 0.667 and c = 0.5 which gives the induced prior probability of toxicities shown in Figure 2 ; otherwise, we select µ * = −4, σ * = 3.5, a = 0.642 and c = 0.5 which gives the induced prior probability of toxicities shown in Figure 3 . These values were chosen in order to have a good trade-off between ESS (lower numbers are desirable to have weakly informative prior) and the prior MTD placed at second and fifth increment, respectively.
Finally, a half-Normal distribution was chosen as prior distribution for σ m and an inverse Gamma distribution with shape and scale equal to 1 for .
The resulting model will be referred as MADF from now on.
Sensitivity analyses
We performed sensitivity analyses to check the impact of prior distributions and/or random-effects model misspecification. We considered four model modifications, changing the prior distribution for the fixed effect, or changing the correlation structure for the random effects (or both). Let MADF1 denote the model MADF where (5) is substituted by
that is, the process assumes identical dose increments and all µ i>1 have the same prior distribution. In particular, we chose κ = 3 and θ = 2 which led to very "pessimistic" prior probabilities of toxicities, that is, the prior probabilities of toxicities tends to be close to 1 for all doses larger than the first one. MADF2, instead, denotes the model MADF with Σ as the variance-covariance of a heterogeneous first order autoregressive process, that is,
. . . In MADF3, Σ = σI, where I I represents the identity matrix of I × I dimensions. In this case, random effects are uncorrelated and each dose has a proper scalar value. Again, σ ∼ Halfnormal(0, 1).
Finally, MADF4 shares the same model of MADF3 except for the Gamma prior distribution, which is µ * = −2, σ * = 7, a = 3 and c = 0.5 if the increment is less or equal to two units; otherwise, µ * = −4, σ * = 10, a = 3 and c = 2. Table 4 shows the results in terms of percentage of correct MTD selection (PCS) of the proposed method, MADF, versus the ZKO, when 10 studies are included in each meta-analysis run. MADF has higher PCS, ranging from 0.61 to 0.92, while ZKO performs well in the range from 0.50 to 0.72. This could be expected, since ZKO does not take into account heterogeneity between trials. ZKO tends to select overdoses more often than MADF, for example in Scenario 1, where the MTD is at dose level 3, MADF suggests 34% over toxic doses versus 41% of ZKO. PCS percentages decrease as σ increases, as in Scenario 5, and are stable for random-effects misspecification, as in Scenarios 6 and 7. These percentages decrease when only 5 studies are incorporated in the metaanalysis. The results are shown in Table 5 , where MADF has still higher PCS, ranging from 0.5 to 0.82, while ZKO has performance ranging from 0.38 to 0.61. Figure 4 resumes the results of the sensitivity analysis in terms of percentage of correct selection when 10 studies are adopted in each analysis. MADF1 has the best performance in Scenarios 1 and 6, while MADF3 is the best method in Scenario 4. MADF4 has the lowest PCS in all scenarios. Full results are given in Table 6 in the Appendix. We can see the same trend for 5 studies, except in Scenario 4, where MADF1 gets the lowest PCS (full results given in Table 7 in Appendix).
Results
5 Application to case studies
The sorafenib example
We applied the MADF method, with the same setting and prior distributions as described in the previous section, to both examples introduced in Section 2. Regarding the sorafenib example, Figure 5 shows the posterior distribution obtained for the probability of toxicity associated to each dose panel level. Using the posterior median variant of (11), we obtain the following estimates (0.032, 0.058, 0.085, 0.123, 0.307, 0.556, 0.834) . This leads to selecting dose 600 mg as MTD if τ = 0.33 or τ = 0.25, while 400 mg is chosen when τ = 0.20. Adopting the EWOC rules as in (12), that is computing P π i ≥ τ y , we obtain (0, 0, 0, 0, 0.369, 0.991, 1), (0, 0, 0, 0.002, 0.832, 1, 1) and (0, 0, 0.001, 0.016, 0.964, 1, 1) for τ = 0.33, τ = 0.25 and τ = 0.20, respectively. Setting τ o = 0.25, we select dose 400 mg in all cases. 22 (18, 26) 22.5 (18, 28) 27 (20, 33.25) 30 (23, 38) 45 (36, 54) 12 (6, 18) 6 (3, 12) 24 (18, 27) 24 (18, 27) 24 (18, 27) 24 (18, 27) 30 (24, 36) 9 (3, 12) 3 (0, 6) 10 (7, 13) 11 (8, 16) 14 (9, 21) 18 (11.75, 25) 30 (22, 38) 7 (2, 13) 3 (0, 10) 
The irinotecan / S-1 example
Results of the irinotecan + S-1 example are shown in Figure 6 . Differently from before, here δ * i,j = di−dj 10 mg m −2 , while δ has the same specification as before. Again, using the posterior median variant of (11), we obtain the following estimates (0.022, 0.039, 0.070, 0.114, 0.194, 0.292, 0.413, 0.625, 0.678, 0.884) . This leads to selecting dose 90 mg/m 2 as MTD if τ = 0.33 or τ = 0.25, while 80 mg/m 2 is chosen when τ = 0.20. Adopting the EWOC rules as in (12), we obtain (0, 0, 0, 0.004, 0.061, 0.349, 0.773, 0.990, 0.996, 1), (0, 0, 0.002, 0.027, 0.238, 0.677, 0.944, 0.998, 1, 1) and (0, 0.001, 0.008, 0.082, 0.466, 0.866, 0.984, 1, 1, 1) for τ = 0.33, τ = 0.25 and τ = 0.20, respectively. Setting τ o = 0.25, we select dose 80 mg/m 2 in the first two cases and 70 mg/m 2 in the last one.
Discussion
We proposed a new methodology for random-effects meta-analysis of phase I dose-finding trials, based on a Gaussian process for the random effect structure, and a Gamma process as a prior distribution for the fixed effects. The Gaussian process permits to share more information when doses are closer and less information when they are distant. In this way, for example, regarding a dose panel, dose level 3 and 4 are more correlated than dose level 1 and 4. And the amount of correlation depends on the distance, that seems more logical than assuming a constant value for the correlation. The Gamma prior process preserves the monotonicity assumption of toxicity. We do not suggest to add the full process to be estimated, since, in our experience, even if in meta-analysis more data are available than a single dose-finding trial, data are still not sufficient for a good estimation of the process parameters (results not shown in the paper). To note, we focused on modelling toxicities exactly at the doses d i that had also been investigated in the analysed trials. In general, in case of rich data and when the estimation of the underlying Gamma process is feasible, the full model actually also allows to interpolate or extrapolate across the continuum of doses. In this case, guidance on how to set the prior distributions can be found in Gelman et al. (2008) . Since the two metrics used in the fixed effect prior and random effect, that is δ * and δ, respectively, are linked to each others via linear transformation, one can also consider to use the same metric and scaling the prior distributions accordingly.
With the above model specifications, we have generalized the BNHM, as an obvious approach for the single-dose case, to the case of several adjacent doses. Note that for the special case of a single dose, we actually again recover the BNHM with the parameters µ 1 and σ m corresponding to the overall mean and heterogeneity parameters.
In our results, ZKO had lower PCS performance. This is expected, since this method does not take into account the heterogeneity between trials. Also as expected, PCSs decrease when heterogeneity increases and when only 3+3 dosefinding trials are incorporated in meta-analysis (scenario 5 and 8, respectively). MADF showed to be stable to models misspecification, as we can see in the results of scenario 6 and 7 compared to scenario 2 and 3, respectively. On the other hand, prior specification and simpler models, as MADF3 and MADF4 can give different operating characteristic. A conservative Gamma process prior, as MADF1, has better PCS when the MTD is located at the beginning of the dose panel. Actually, this situation is not very realistic, since it would imply that really few safe doses where repeatedly tested in several clinical trials. 
