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Abstract
From a research of several recent papers, in the first part, we are
concerned with domination number in cubic graphs and give a sufficient
condition of Reed’s conjecture. In the second part, from a perspective,
we study the structure of a minimum dominating set in 3-connected
graphs. It is derived from a collection of cycles with length 0 mod 3.
keywords: cubic graph, 3-connected graph, minimum dominating set,
ear decomposition
1 Introduction
In this paper, a graph G is simple and undirected with a vertex set V and
an edge set E. We follow [5], [8] for notations and properties. For v ∈ V ,
the open neighborhood is denoted by NG(v) and the closed neighborhood
is denoted by NG[v] (or, N(v) and N [v] respectively), also for W ⊆ V ,
NG(W ) =
⋃
v∈W
NG(v) and NG[W ] =
⋃
v∈W
NG[v] (or, N(W ) and N [W ] re-
spectively). A dominating set X ⊆ V is such that every vertex of V \ X
is adjacent to a vertex of X. A minimum dominating set is called a d-set.
The minimum cardinality taken over all minimal dominating sets of G is the
domination number denoted by γ(G). The minimum cardinality taken over
all maximal independent sets of G is the independent domination number
denoted by i(G). For a d-set X and a set R, X(R) denotes X ∩ R. For
a set of graphs S and m ≥ 1, mS denotes the vertex-disjoint union of m
members. The vertex-disjoint union of S is denoted by
⊕
S.
For the domination number of a graph, in decades the research on cubic
graphs has intensively studied that show several important results. The
complexity of minimum dominating set (MDS) in cubic graphs is NP-hard
[1]. A random 3-regular graph asymptotically almost surely has no 3-star
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factors [3]. Reed indicated that almost all cubic graphs are Hamiltonian,
also the upper bound of the domination number of a connected cubic graph
G is conjectured as d|G|/3e [9]. Then the counterexamples that exceed the
bound have shown, for example, there is an extremal graph of the domina-
tion number 21 over 60 vertices following the series of cubic graphs beyond
the boundary [7] [6].
In the first part, we show that the connected cubic graphs that have the
domination number above the bound have a minimum dominating set as an
independent set. Otherwise, the conjecture is true.
A sufficient condition for γ(G) = i(G) was represented for a general graph G
as an induced subgraph isomorphic to K1,3, also called 3-star, free [2]. Then
an induced subgraph, say I, is defined as N [v1] ∪ N [v2] on two adjacent
vertices v1 and v2 with degree at least three we call core. We observe I as
a forbidden subgraph for γ(G) = i(G) with the simplest proof.
Proposition A ([2]). If G does not have an induced subgraph isomorphic
to K1,3, then γ(G) = i(G).
Proposition B ([4]). For a graph G, if I 6⊆ G then γ(G) = i(G).
Proof. Let X be a d-set of G and E(X) be minimal. For x, y ∈ X such that
xy ∈ E(G), let dG(x) = 2 and NG(x) \ {y} = {x′}. For all z ∈ NG(x′) \ {x},
if z /∈ X then (X \ {x}) ∪ {x′} = X ′ that is a d-set. ||X|| − 1 ≥ ||X ′||
contrary to the minimality of E(X). If there is z ∈ NG(x′) \ {x} such that
z ∈ X then X \ {x} = X ′′ that is a d-set and contrary to the minimality of
V (X).
A 3-connected cubic graph was conjectured as the difference between the
independent domination number and the domination number is one, but it
was disproved as taken in infinity.
Proposition C ([10]). For any c ∈ {0, 1, 2, 3} and any integer k ≥ 0 there
exist infinitely many cubic graphs with connectivity c (say one as G) for
which i(G)− γ(G) = k.
The next statement is suggested and has been widely discussed.
Conjecture D ([9]). Every connected cubic graph G contains a dominating
set of at most d|G|/3e vertices.
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It has some counterexamples in cubic graphs with connectivity one and two.
A graph H4 in [7] is observed as it has a minimum dominating set as an
independent set.
In the second part, we refine the structure of path covers used in the proof of
cubic graph domination by Reed [9]. According to the proof, a cubic graph
is almost covered by paths of length 0 mod 3. By finding cycles of length 0
mod 3 in a 3-connected graph, we reveal the structure of 3-connected graphs.
As for a 2-connected graph, its structure is common to us.
Proposition E ([5]). A graph is 2-connected if and only if it can be con-
structed from a cycle by successively adding H-paths to graphs H already
constructed.
Let CG be a collection of cycles with length 0 mod 3 for a graph G. Two
cycles are connecting without seam if and only if one of them is constructed
by adding one ear (not a cycle) to the other. Let CSG be a maximal subset
of CG such that cycles are connecting without seam. Let DSG be a maximal
subset of CSG such that cycles are connecting without seam but dropped
when no exclusive vertex is contained. Let
>
CSG be a graph composed of
members in CSG. X-3-paths are assigned to CSG or DSG if and only if every
cycle of CSG or DSG has a vertex of X ⊆ V at every three vertices.
2 A sufficient condition of Reed’s conjecture
Theorem 2.1. For a connected cubic graph G, if γ(G) > d|V |/3e then
γ(G) = i(G).
It is central for this proof how the edges and vertices are deleted from a
cubic graph to preserve its dominating set. By deleting a vertex of G, some
path is broken. A substitution is needed to connect them and preserve an
original set of vertices of the dominating set.
Lemma 2.1. For a graph G with ∆(G) ≤ 3 and a d-set X with E(X) min-
imal and nonempty, if v1, v2, w ∈ X and v1v2 ∈ E(X) then NG[{v1, v2}] ∩
NG[w] = ∅.
Proof. For x1, x2 ∈ V (X), let x1x2 ∈ E(X). Suppose N(x1)\{x2} = ∅ then
X \{x1} is a d-set, contrary to the minimality of V (X). For N(x1)\{x2} =
{v1}, let v2 ∈ N(v1) \ {x1}. Suppose v1 ∈ X or v2 ∈ X then X \ {x1} is a
d-set, contrary to the minimality of V (X). Otherwise, (X \{x1})∪{v1} is a
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d-set, contrary to the minimality of E(X). For N(x1) \ {x2} = {v1, w1}, let
v2 ∈ N(v1) \ {x1} and w2 ∈ N(w1) \ {x1}. Suppose v1 ∈ X or v2 ∈ X then
w2 /∈ X by the minimality of V (X). (X \ {x1}) ∪ {w1} is a d-set, contrary
to the minimality of E(X). Thus, v1, v2 /∈ X.
Definition 2.1. For a graph G, v1, v2 ∈ V and X ⊆ V , if v1v2 ∈ E is
(i) v1, v2 /∈ X or
(ii) v1 ∈ X, v2 /∈ X, (N(v2) \ {v1}) ∩X 6= ∅ or
(iii) v1, v2 ∈ X
then a set of v1v2 is denoted by UG(X), or U(X).
Fact 2.1. For a graph G, a d-set X and U ′ ⊆ U(X), X is a d-set of G−U ′.
Definition 2.2. For a graph G and Y ⊆ V , if t1 ∈ Y has a set of vertices
B(t1) such that for all b ∈ B(t1), b ∈ N(t1) and (N [b] \ {t1}) ∩ Y = ∅, take
B(t1) maximal.
⋃
t1∈Y B(t1) is denoted by TG(Y ), or T (Y ).
Definition 2.3. For a graph G, Y ⊆ V and v1 ∈ T (Y ), let t1 ∈ N(v1)∩ Y .
Delete the edge v1t1. For each t2 ∈ N(v1) \ {t1}, subdivide the edge v1t2 by
a new vertex w2 respectively. For a set of v1 applied this replacement, say
S, the resulting graph is denoted by G(S).
Fact 2.2. For a graph G, Y ⊆ V and T ′ ⊆ T (Y ), if Y is a d-set of G− T ′
then Y ∪ T ′ is a d-set of G(T ′).
Proof of Theorem 2.1. Let G be a connected cubic graph and X be a d-set.
Let E(X) be minimal. Let ||X|| > 0. For T ′ ⊆ T (X), let X ′ be a d-set of
G−T ′. We construct a graph G(T ′) where the sequences of two close vertices
of X (P = a1a2 such that a1, a2 ∈ X or Q = b1b2b3 such that b1, b3 ∈ X) are
on the same path if possible and |X| − |X ′| is maximum (as condition (0)).
We show by induction for |X| − |X ′|. First let |X| − |X ′| = 0. By ||X|| ≥ 1
there exists a path P = a1a2 and a1, a2 ∈ X, which is P ⊆ G. Suppose
there exists a path Q = Q1 or Q2, where Q1 = b1b2b3 and b1, b3 ∈ X, and
Q2 = c1c2 and c1, c2 ∈ X, which is Q ⊆ G. Now we construct a graph G′′
from G. For T ′ ⊆ T (X), let G(T ′) = G′. By Fact 2.2, X ∪ T ′ = Y is a d-set
of G′. For U ′ ⊆ UG′(Y ), let G′ − U ′ = G′′. By Fact 2.1, Y is a d-set of G′′.
Suppose there exists R = P · · ·Q in G′. Suppose also R ⊆ G′′ as a path
component. Even for a path R′ = αRβ such that α, β /∈ Y , Y (R′) is not a
d-set of R′, also for R, a contradiction. So R 6⊆ G′. Since G is connected,
Q2 6⊆ G. If Q1 ⊆ G then there exist Y -3 paths P · · · b2b1 and P · · · b2b3 in G.
By Lemma 2.1, |NG(b1) \NG[X \ {b1}]| = 2 and |NG(b3) \NG[X \ {b3}]| =
2, so |X| ≤ d|V |/3e. Suppose |X| − |X ′| ≤ k and |X| ≤ d|V |/3e. Let
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|X| − |X ′| = k + 1. For a1, a2 ∈ X, let a1a2 ∈ E(X). For v ∈ X \ {a1, a2},
v ∈ S ⊆ N [v] with |S| ≥ 3 and m ≥ 1, let G −mS = H. Let Z be a d-set
of H and for T ′H ⊆ TH(Z), let Z ′ be a d-set of H − T ′H . We construct a
graph H(T ′H) = H
′ which satisfies condition (0) for the corresponding sets.
That is, H ′ contains a path component R that makes |Z| − |Z ′|. It is not
difficult to verify that ||Z|| ≥ 1, |Z| = |X| − m and |Z| − |Z ′| ≤ k by so
taking mS about R. By induction, |Z| ≤ d(|V | −m|S|)/3e, which implies
3(|X| −m) ≤ |V | − 3m + 2. Thus, |X| = d(3|X| − 2)/3e ≤ d|V |/3e. This
completes the proof of Theorem 2.1.
3 Domination structure in 3-connected graphs
Theorem 3.1. For a 3-connected graph G, DSG corresponds to its d-sets.
Proof of Theorem 3.1. Let G be a 3-connected graph. Let R be a component
of G−⋃>CSG. First, we assume that CSG is unique, otherwise consider one
by one. Suppose that R 6= ∅. Note that NG(R)∩>CSG has at least 3 vertices
since G is 3-connected. Let U = NG(R)∩>CSG. Let t0, u0, v0 ∈ R be adjacent
to t, u, v ∈ U respectively.
Claim 3.1. There exist a path from t0 to u0 and a path from t0 to v0 in R
which are internally disjoint.
Proof. It is assumed that t0, u0 and v0 are distinct. Let t1, t2 ∈ N(t0) ∩ R.
Let P be a path between t1 and u0 in R and Q be a path between t2 and v0
in R. Suppose that P ∩Q 6= ∅. Let x be the first vertex of P ∩Q from t0.
Since G is 3-connected, G− x− t0 is connected. Without loss of generality,
there exists a path from a vertex of Px˚ to a vertex of U which avoids x.
Claim 3.2. CSG 6= ∅.
Proof. Take any vertex x ∈ V . Since G is 3-connected, x is adjacent to at
least 3 vertices. Let t0, u0, v0 ∈ NG(x). By Claim 3.1, there exist a path
P1 from t0 to u0, a path P2 from u0 to v0 and a path P3 from v0 to t0 in
G − x which are internally disjoint. It suffices to show that there exists a
path Q of length 2 mod 3 with two ends of {t0, u0, v0}. If |P1|, |P2| or |P3|
is of length 2 mod 3 then the proof is complete. Let |P1| ≡ 0 and |P2| ≡ 0
mod 3. Then |P1P2| ≡ 2 mod 3. Otherwise, without loss of generality, two
cases arise.
(I) |P1| ≡ 0, |P2| ≡ 1 and |P3| ≡ 1 mod 3.
(II) |P1| ≡ 1, |P2| ≡ 1 and |P3| ≡ 1 mod 3.
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Note that the inner vertices of P1, P2 and P3 have paths between them,
otherwise adjacent to x. Let Si be a set of paths which have an inner vertex
i as an end (1 ≤ i ≤ p). For the cases (I) and (II), the followings must be
confirmed.
Step 1. Confirm that we obtain Q which contains the path S ∈ S1.
Step 2. If all S have Q, stop the steps. Otherwise let T1 be a set of S which
does not have Q, and ∅.
Step 3. For S2, · · · ,Sp, apply Step 1 and Step 2.
Step 4. Confirm that we obtain Q which contains the paths in T ∈ T1 ×
T2 × · · · × Tp.
Step 5. If all T have Q, stop the steps.
By these steps, we obtain Q.
Claim 3.3. If Y -3-paths are assigned to CSG, any two vertices of
>
CSG have
at least two Y -3-paths between them which have distinct penultimate vertices
from both ends.
Proof. For two cycles of CSG which connect without seam, say C1 and C2,
let C2 be obtained from adding the ear v1C2v2 = P1 to C1. Let x1 ∈ V (C1)
and x2 ∈ V (P1). There exist the Y -3-paths x1C1v1C2x2 and x1C1v2C2x2.
Let x1 ∈ V (C1) and x2 ∈ V (C2−P1). There exist the internally disjoint Y -
3-paths x1C1x2. Let two cycles Ck and Ck+1 of CSG connect without seam
(k ≥ 1). Applying the same argument, xk ∈ V (Ck) and xk+1 ∈ V (Ck+1)
have at least two Y -3-paths between them. It is not difficult to verify that
any two vertices xi, xj ∈ >CSG are contained in Ci and Cj respectively, which
are in the sequence of cycles connecting without seam in CSG. We obtained
the claim.
Let X-3-paths be assigned to CSG. The vertex u ∈ >CSG is two types,
u ∈ X or u ∈ V \X. If r ∈ R is such that NG(r) ⊆ {s} ∪ U for some s ∈ R
then let R′ be a set of r. Let O =
>
CSG ∪ R′. Let M be a component of
G − O. Now, let t0, u0, v0 ∈ NG(O) ∩M . A cycle obtained from a path
from t0 to u0, a path from u0 to v0 and a path from v0 to t0 in M which are
internally disjoint is denoted by N. Let t, u, v ∈ O be adjacent to t0, u0 and
v0 respectively. The vertex o ∈ {t, u, v} is four types (∗1).
(a) o ∈ >CSG and o ∈ X
(b) o ∈ R′ and (NO(o) ∩>CSG) ∩X = ∅
(c) o ∈ R′ and (NO(o) ∩>CSG) ∩X 6= ∅
6
(d) o ∈ >CSG and o ∈ V \X
Note that for (c), (NO(o) ∩>CSG) ⊆ X, otherwise o ∈ >CSG. If there exists
a path Q between two vertices of {t, u, v} (through the vertices in M) of
specific length and types then CSG is not maximal. Twenty cases arise (∗2)
by simple case analysis. For example, a path Q of length 2 mod 3 between
types (a) and (a) is.
length types
(1) 2 mod 3 (a) and (a)
(2) 0 mod 3 (a) and (b)
(3) 2 mod 3 (a) and (b)
(4) 1 mod 3 (a) and (c)
(5) 0 mod 3 (a) and (d)
(6) 1 mod 3 (a) and (d)
(7) 1 mod 3 (b) and (b)
(8) 2 mod 3 (b) and (b)
(9) 0 mod 3 (b) and (b)
(10) 1 mod 3 (b) and (c)
length types
(11) 2 mod 3 (b) and (c)
(12) 0 mod 3 (b) and (d)
(13) 2 mod 3 (b) and (d)
(14) 1 mod 3 (b) and (d)
(15) 0 mod 3 (c) and (c)
(16) 0 mod 3 (c) and (d)
(17) 2 mod 3 (c) and (d)
(18) 2 mod 3 (d) and (d)
(19) 0 mod 3 (d) and (d)
(20) 1 mod 3 (d) and (d)
Note that, by Claim 3.3, two vertices of (a), (b), (c) and (d) have a X-3-path
in
>
CSG but the same pair may have a different connection, which appears in
(∗2). Also, that all of {t, u, v} are type (c) is exceptional. Because we have
a desired path Q or M itself forms another CSG. Note that disjoint sets of>
CSG have common neighbors x ∈ V (G) \
⊕>
CSG such that NG(x) ⊆ X.
Claim 3.4. If M has N then M = ∅.
Proof. Suppose that M 6= ∅. It suffices to show that there exists Q as in
(∗2). Let P1 be a path from t0 to u0, P2 be a path from u0 to v0 and P3 be
a path from v0 to t0 in M which are internally disjoint. According to the
types (∗1) of t, u and v, if |P1|, |P2| and |P3| are specified as (∗2) then we
obtain Q. Suppose otherwise. Note that the inner vertices of P1, P2 and P3
have paths between them, otherwise adjacent to O. Let Si be a set of paths
which have an inner vertex i as an end (1 ≤ i ≤ p). Then the followings
must be confirmed.
Step 1. Confirm that we obtain Q which contains the path S ∈ S1.
Step 2. If all S have Q, stop the steps. Otherwise let T1 be a set of S which
does not have Q, and ∅.
Step 3. For S2, · · · ,Sp, apply Step 1 and Step 2.
7
Step 4. Confirm that we obtain Q which contains the paths in T ∈ T1 ×
T2 × · · · × Tp.
Step 5. If all T have Q, stop the steps.
By these steps, we obtain Q.
Claim 3.5. |R| ≤ 1.
Proof. By Claim 3.4, it suffices to consider that |R| ≤ 2. Suppose that
R = {u, v}. From the definition of R, u, v 6∈ >CSG. (i) Let u′ ∈ (NG(u) ∩>
CSG)∩X 6= ∅ and v′ ∈ (NG(v)∩>CSG)∩X 6= ∅. Then by Claim 3.3, u′>CSGv′
and u′uvv′ form a closed X-3-path, a contradiction. (ii) Let (NG(u)∩>CSG)∩
X 6= ∅ and (NG(v) ∩>CSG) ∩X = ∅. It is assumed that NG(u) ∩>CSG ⊆ X,
for otherwise u ∈ >CSG. By Claim 3.3, for p, q ∈ NG(v)∩>CSG, p and q are in
a closed X-3-path, say R. Let p′ ∈ (NG(p)∩>CSG)∩X, p′′ ∈ (NG(p)∩>CSG)∩
(V \X), q′ ∈ (NG(q) ∩>CSG) ∩X and q′′ ∈ (NG(q) ∩>CSG) ∩ (V \X). If R
is composed of pp′Rq′q and pp′′Rq′′q then pp′′Rq′′q and pvq forms a closed
X-3-path, a contradiction. Thus, R is composed of pp′Rq′′q and pp′′Rq′q.
If p′ and q′ form a X-3-path S between them distinct from R then q′Rp′′p,
pvq, qq′′Rp′ and p′Sq′ form a closed X-3-path, a contradiction. By Claim
3.3, it suffices that NG(p
′) \ R ⊆ X. Since we assume that CSG is unique,
for X ∪ {v} = X ′, X ′ is a d-set of G[V (>CSG) ∪ R]. Since a graph has a
d-set Y such that E(Y ) is minimal, if E(X ′) is not minimal then CSG is
not unique. Since NG(p
′) \ R ⊆ X ′, E(X ′) is not minimal, a contradiction.
(iii) Let (NG(u) ∩ >CSG) ∩ X = ∅ and (NG(v) ∩ >CSG) ∩ X = ∅. By the
same argument of (ii), a contradiction follows. Let R = {u}. (iv) Let
p ∈ (NG(u) ∩ >CSG) ∩ X 6= ∅ and q ∈ (NG(u) ∩ >CSG) ∩ (V \ X) 6= ∅. Let
q′ ∈ (NG(q) ∩ >CSG) ∩ X and q′′ ∈ (NG(q) ∩ >CSG) ∩ (V \ X). Then by
Claim 3.3, p
>
CSGq
′q and puq form a closed X-3-path, a contradiction. (v)
Let NG(u) ∩>CSG ⊆ V \X. By the same argument of (ii), a contradiction
follows. Thus, if |R| = 1 then x ∈ R satisfies NG(x) ⊆ X.
By Claim 3.5, a d-set X of G is obtained by assigning X-3-paths to DSG.
Because if C ∈ CSG does not have a X-3-path then C ∩X = ∅. Let CSG be
not unique. Let D be a set of ⊕>DSG. For D1 ∈ D, if V (G) = D1 then D1
is a desired one. Otherwise, a set of V (G) \⊕>DSG is pairwise disjoint so
that |D| ≤ |V (G)|. This completes the proof of Theorem 3.1.
Note The abstract of this paper appeared in 15th Cologne-Twente Work-
shop on Graphs and Combinatorial Optimization.
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