The Ostrovsky-Hunter equation governs evolution of shallow water waves on a rotating fluid in the limit of small high-frequency dispersion. Sufficient conditions for the wave breaking in the Ostrovsky-Hunter equation are found both on an infinite line and in a periodic domain. Using the method of characteristics, we also specify the blow-up rate at which the waves break. Numerical illustrations of the finite-time wave breaking are given in a periodic domain.
Introduction
The nonlinear evolution equation (1.1) (u t + uu x − βu xxx ) x = γu, with β, γ ∈ R and u(t, x) : R + × R → R, was derived by Ostrovsky [16] to model smallamplitude long waves in a rotating fluid of a finite depth. This equation generalizes the Korteweg-de Vries equation (that corresponds to γ = 0) by the additional term induced by the Coriolis force. Mathematical properties of the Ostrovsky equation (1.1) were studied recently in many details, including the local and global well-posedness in energy space [6, 10, 22, 25] , stability of solitary waves [8, 11, 12] , and convergence of solutions in the limit of the Korteweg-de Vries equation [9, 12] .
We shall consider the limit of no high-frequency dispersion β = 0, when the evolution equation (1.1) can be written in the form (1.2) (u t + uu x ) x = γu, t > 0, u(0, x) = u 0 (x), where x is considered either on a circle or on an infinite line. In this form, the main equation (1.2) is known under different names such as the reduced Ostrovsky equation [17, 21] , the Ostrovsky-Hunter equation [1] , the short-wave equation [5] , and the Vakhnenko equation [15, 23] . We shall use the name of the Ostrovsky-Hunter equation for convenience. We also consider γ > 0 since the other case γ < 0 is covered by the reflection x → −x and u → −u of the solutions for γ > 0.
According to the method of characteristics, the simple-wave equation u t + uu x = 0 (that corresponds to γ = 0) develops wave breaking in a finite time for any initial data u(0, x) = u 0 (x) on an infinite line or in a periodic domain if u 0 (x) is continuously differentiable and there is a point x 0 such that u ′ 0 (x 0 ) < 0. More precisely, we say that the finite-time wave breaking occurs if there exists a finite time T ∈ (0, ∞) such that In view of the result for γ = 0, we address the question if the low-frequency dispersion term with γ > 0 in the Ostrovsky-Hunter equation (1.2) can stabilize global dynamics of the simple-wave equation u t + uu x = 0.
Hunter [5] found a sufficient condition for wave breaking of the Cauchy problem (1.2) in a periodic domain and provided numerical evidences of the finite-time wave breaking for the sinusoidal initial data u 0 (x). To be precise, the main result of [5] can be formulated as follows.
Theorem 1 (Hunter, 1990) . Let u 0 (x) ∈ C 1 (S), where S is a circle of unit length and define inf If m 3 > 4M (4 + m), a smooth solution u(t, x) of the Cauchy problem (1.2) with γ = 1 breaks down at a finite time T ∈ (0, 2m −1 ).
We shall study wave breaking of the Cauchy problem (1.2) in more details. First, the Cauchy problem is shown to be locally well-posed if u 0 ∈ H s , s ≥ 2 both on an infinite line R and on a unit circle S. The blow-up alternative is derived to claim that the solution u(t, x) blows up in a finite time in the H s norm with s ≥ 2 if and only if inf x u x (t, x) becomes unbounded from below. Using the integral estimates and the method of characteristics similar to analysis of the Camassa-Holmes equation in [2, 3] and the Degasperis-Processi equation in [13, 14] , we find various sufficient conditions for the wave breaking, which are sharper than Theorem 1. Moreover, we also obtain the blow-up rate at which the waves break in a finite time.
We note that, unlike the Ostrovsky equation (1.1), the Ostrovsky-Hunter equation (1.2) is integrable using the inverse scattering transform method [23] . This method allows us to solve the initial-value problem (1.2) formally by working with the spectral theory for a third-order differential operator, which is similar to the Lax operator for the HirotaSatsuma equation [19] . As a particular property of an integrable model, the OstrovskyHunter equation (1.2) has a hierarchy of conserved quantities, which follows from results of [24] and [19] after exchanging densities and fluxes. This hierarchy includes the first two conserved quantities
where the anti-derivative operator is defined by the integration of u(t, x) in x subject to the zero-mass constraint udx = 0. Higher-order conserved quantities of the Ostrovsky-Hunter equation (1.2) involve higher-order anti-derivatives, which are defined under additional constraints on the solution u(t, x). Therefore, conserved quantities of the Ostrovsky-Hunter equation are not related to the H s -norms and hence are not so useful in the study of global well-posedness in the energy space, in a sharp contrast with very similar short-pulse and Hirota-Satsuma equations studied in [18] and [4] , respectively. Our analysis does not rely, therefore, on integrability properties of the Ostrovsky-Hunter equation (1.2). We also emphasize that integrability of the nonlinear evolution equations does not prevent a finite-time blow-up, see [2, 3, 13, 14] for analysis of wave breaking in other integrable equations.
The other problem related to the subject of this paper is the existence and stability of spatially periodic and localized traveling-wave solutions u(t, x) = ϕ(x − ct) with speed c ∈ R. Function ϕ(x) is defined by solutions of the differential equation
where x is considered either on a circle or on an infinite line. Bounded 2π-periodic solutions ϕ(x) were shown in [1] to exist for the wave speeds
where c = γ corresponds to the small-amplitude sinusoidal wave and c = π 2 9 γ corresponds to the large-amplitude crest wave (called the parabolic wave) which is given by the piecewise continuous quadratic polynomial in x
with a discontinuous slope at the crests located at x = ±π. Analytical and numerical approximations of the periodic wave solutions can be found in [1] and [5] . Our results on wave breaking in a periodic domain S do not exclude possibility of global well-posedness of the Cauchy problem for small initial data u 0 (x) and stability of periodic wave solutions satisfying (1.5). The latter problems are left, however, beyond the scopes of this paper.
No localized solutions ϕ(x) were found on a real line R, except for multi-valued loop solitons [15] and other exotic solutions [17, 21] that do not belong to H s (R) with s ≥ 2. In Appendix A, we prove that no classical solutions ϕ(x) ∈ C 2 (R) with decay
exist. Again, global well-posedness of the Cauchy problem on an infinite line for small initial data u 0 (x) is not excluded by our results.
The paper is organized as follows. Section 2 gives a sufficient condition for the wave breaking in a periodic domain. The blow-up rate of the wave breaking is studied in Section 3 based on the method of characteristics. Similar results on an infinite line are reported in Section 4. Section 5 gives numerical evidences of wave breaking in a periodic domain. Appendix A contains results on non-existence of localized traveling-wave solutions.
Wave breaking in a periodic domain
Let γ > 0 and S denote a circle of a unit length. Local well-posedness of the Cauchy problem (1.2) with initial data u 0 ∈ H s (S), s ≥ 2 can be obtained using the work of Schäfer & Wayne [20] who studied a very similar short-pulse equation
on an infinite line. More precisely, we have the following local well-posedness result.
Then there exist a maximal time T = T (u 0 ) > 0 and a unique solution u(t, x) to the Cauchy problem (1.2) such that
with the following two conserved quantities
Moreover, the solution depends continuously on the initial data, i.e. the mapping u 0 → u :
Proof. Existence, uniqueness, and continuous dependence in H s (R), s ≥ 2 were proven in [20] in the content of the short-pulse equation (2.1). The same method based on modified Picard's iterations works in H s (S), so that the first part of Lemma 1 is an extension of the main theorem of [20] to a periodic domain. To prove the zero-mass constraint, we note that u t ∈ C([0, T ); H 1 ) and uu x ∈ C([0, T );
To prove conservation of the L 2 -norm, we consider the balance equation
where
Integrating the balance equation, we obtain
This completes the proof of Lemma 1.
Remark 1.
The assumption S u 0 (x) dx = 0 in Lemma 1 on the initial data u 0 is necessary. In fact, the zero-mass constraint on u 0 can be derived from the following estimate
Note that S u(t, x) dx = 0, for all t ∈ (0, T ) and u ∈ C([0, T ); H 2 (S)). Hence the above estimate implies in the limit t ↓ 0 that S u 0 (x)dx = 0. Note that no zero-mass constraint on u 0 is necessary on an infinite line [20] .
and
with the same T ′ = T . See Yin [26] for an adaptation of the Kato method [7] to the proof of this statement.
By using the local well-posedness result in Lemma 1 and energy estimates, one can get the following precise blow-up scenario of the solutions to the Cauchy problem (1.2). Proof. Assume a finite maximal existence time T ∈ (0, ∞) and suppose there is M > 0 such that
Applying density arguments, we approximate initial value u 0 (x) ∈ H 2 (S) by functions u n 0 (x) ∈ H 3 (S), n ≥ 1, so that lim n→∞ u n 0 = u 0 . Furthermore, write u n (t, x) for the solution of the Cauchy problem (1.2) with initial data u n 0 (x) ∈ H 3 (S). Using the regularity result proved in Lemma 1, it follows from Sobolev's embedding that, if u n (t, x) ∈ C([0, T ); H 3 (S)), then u n (t, x) is a twice continuously differentiable periodic function of x on S for any t ∈ [0, T ). It is then deduced from the Ostrovsky-Hunter equation (1.2) that
where we have used the uniform bound (2.2). The Gronwall inequality then yields
Since u n 0 H 2 converges to u 0 H 2 as n → ∞, we infer from the continuous dependence of the local solution u on initial data u 0 that the norm in H 2 (S) of the solution u in Lemma 1 does not blow up in the finite time T < ∞ and therefore either T is not a maximal existence time or the bound (2.2) does not hold as t ↑ T . Since T is independent on s ≥ 2 by Remark 2, the norm in H s (S) for any s ≥ 2 of the solution in Lemma 1 blows up in a finite time T ∈ (0, ∞) if and only if the bound (2.2) does not hold as t ↑ T .
The main result of this section is the following sufficient condition for the wave breaking in the Ostrovsky-Hunter equation (1.2). Proof. Let T > 0 be the maximal time of existence of the solution u(t, x) in Lemma 1. Then, we obtain the a priori differential estimate
where we have used the Cauchy-Schwarz inequality and the L 2 -norm conservation. An application of Hölder's inequality yields
and assume that
so that the a priori differential inequality is closed at
where the right-hand-side is negative at t = 0. By the continuation argument,
We need to prove that T is finite and lim t↑T V (t) = −∞. Let y = |V | 1/3 and obtain that
where the right-hand-side is positive at t = 0. By the comparison principle for differential equations y(t) ≥ y + (t) for all t ∈ [0, T ), where y + (t) solves the differential equation
, there is a finite time T + ∈ (0, ∞) such that lim t↑T + y + (t) = +∞ and therefore, there is a time T ∈ (0, T + ) such that lim t↑T + y(t) = +∞.
To prove the second sufficient condition (2.4), we note that since S u(t, x)dx = 0, for each t ∈ [0, T ) there is a ξ t ∈ S such that u(t, ξ t ) = 0. Then for any x ∈ [ξ t , ξ t + 1 2 ], we have
Combining it with a similar estimate on [ξ t + 1 2 , ξ t + 1] thanks to periodicity of u(t, x) in x for all t ∈ [0, T ), we have
Therefore, continuing the a priori differential inequality above, we obtain
> 0 by the assumption. By the same Hölder's inequality, we obtain
where V (t) = S u 3 x (t, x) dx for all t ∈ [0, T ) and V (0) < 0 is assumed. Then, by the comparison principle, V (t) ≤ V − (t) for all t ∈ [0, T ), where V − (t) solves the differential equation
Since V (0) < 0, there is a finite time T − ∈ (0, ∞) such that lim t↑T V − (t) = −∞ and therefore, there is a finite time T ∈ (0, T − ) such that lim t↑T V (t) = −∞. In both cases, we have inf
which implies immediately that
This completes the proof of the theorem.
which reminds us the sufficient condition in Theorem 1 for γ = 1 given by
If u 0 L 2 (and then u 0 L ∞ ) is large, the slope of u ′ 0 (x) has to be steep enough to lead to the wave breaking. In a contrast, the second sufficient condition (2.4) in Theorem 2 shows that any smooth initial profile with S (u ′ 0 (x)) 3 dx < 0 and sufficiently large u 0 L 2 breaks in a finite time.
3 Blow-up rate of wave breaking
We shall investigate here the blow-up rate of the wave breaking for solutions of the Cauchy problem (1.2), which we rewrite here as
where ∂ −1 x is the mean-zero anti-derivative in the sense of
We use the method of characteristics, which is also used in a similar context by Hunter [5] . Let T > 0 be the maximal time of existence of the solution u(t, x) of the Cauchy problem (3.1) in Lemma 1 with the initial data u 0 ∈ H s (S) for s ≥ 2. For all t ∈ [0, T ) and ξ ∈ S, define x = X(t, ξ), u(t, x) = U (t, ξ), ∂ −1
where dots denote derivatives with respect to time t on a particular characteristics x = X(t, ξ) for a fixed ξ ∈ S. Applying classical results in the theory of ordinary differential equations, we obtain the following two useful results on the solutions of the initial-value problem (3.3).
Lemma 3. Let u 0 (x) ∈ H s (S), s ≥ 2 and T > 0 be the maximal existence time of the solution u(t, x) in Lemma 1. Then there exists a unique solution X(t, ξ) ∈ C 1 ([0, T ) × S) to the initial-value problem (3.3). Moreover, the map X(t, ·) : S → R is an increasing diffeomorphism with
Proof. Consider the integral equation
where u(t, x) ∈ C([0, T ); H s (S)) ∩ C 1 ([0, T ); H s−1 (S)) for s ≥ 2, according to Lemma 1. By the ODE theory, there exists a unique solution X(t, ξ) ∈ C 1 ([0, T ) × S) of the integral equation above. Using the chain rule, we obtain
so that ∂ ξ X(t, ξ) > 0 for all t ∈ [0, T ) and ξ ∈ S.
Lemma 4. Let u 0 (x) ∈ H s (S), s ≥ 2 and T > 0 be the maximal existence time of the solution u(t, x) in Lemma 1. Then the solution u(t, x) satisfies
Proof. By Lemma 3, the function x = X(t, ξ) is invertible in ξ ∈ S for any t ∈ [0, T ). Then, we have sup
is the mean-zero periodic function of x for each t ∈ [0, T ), there exists a ξ t ∈ S such that ∂ −1 x u(t, ξ t ) = 0. Then for any x ∈ S and t ∈ [0, T ), we have
where we use the Cauchy-Schwarz inequality and the L 2 norm conservation. Using the integral equation
and the lemma is proved.
Using the method of characteristics, we obtain a sufficient condition for the wave breaking in the Cauchy problem (3.1) that is different from the sufficient conditions of Theorem 2.
Theorem 3. Let ε > 0 and u 0 (x) ∈ H s (S), s ≥ 2. Let T 1 be the smallest positive root of
and assume that there is a x 0 ∈ S such that
Then the solution u(t, x) in Lemma 1 blows up in a finite time T ∈ (0, T 1 ) in the sense of Lemma 2.
Proof. Define V (t, ξ) = u x (t, X(t, ξ)). By Lemmas 1 and 3, V (t, ξ) is absolutely continuous on [0, T ) × S and almost everywhere differentiable on (0, T ) × S, so thaṫ
By Lemma 4, we obtain the apriori differential estimate
Since u ′ 0 (x) is a continuous, mean-zero, periodic function of x on S and assumption (3.5) is satisfied for fixed ε > 0, there existsx 0 such that
Thanks to the apriori estimate (3.6), V (t) := V (t,x 0 ) satisfies
By the comparison principle for ODEs, we have
where V + (t) solves the equation
Equation (3.8) admits an implicit solution
If T 1 is the smallest positive root of (3.4), then By Theorem 3, we have the following two corollaries.
Corollary 1.
Assume that u 0 (x) ∈ H s (S), s ≥ 2 is even and non-constant. Then for sufficiently large n, the corresponding solution u(t, x) to the Cauchy problem (3.1) with initial data u 0 (nx) blows up in finite time.
Proof. Take x 0 ∈ S such that u ′ 0 (x 0 ) = inf x∈S u ′ 0 (x). Since u 0 ∈ C 1 (S) is even and periodic, it follows that u ′ 0 (x 0 ) ≤ 0 and sup x∈S u ′ 0 (x) = −u ′ 0 (x 0 ) ≥ 0. Thus, we deduce that
Letũ 0 (x) = u 0 (nx) for a positive integer n. Thanks to 1-periodicity of u 0 (x), we have
From the above inequality, we see that the assumption of Theorem 3 for any ε > 0 is satisfied by the initial datã u 0 (x) = u 0 (nx) provided n is large enough.
Then for sufficiently large n, the corresponding solution u(t, x) to the Cauchy problem (3.1) with initial data u 0 (nx) blows up in finite time.
Proof. The assumption and the mean value theorem imply that there is a point x 0 ∈ S such that
Thus, we can obtain the desired result in view of the proof of Corollary 1.
Our final result specifies the rate at which the wave breaks in the Cauchy problem (3.1). We use again the fact that the blow-up time T is independent of s ≥ 2 for the solution u(t, x) in Lemma 1, so that the initial data u 0 (x) can be considered in H 3 (S).
Theorem 4. Let u 0 (x) ∈ H 3 (S) and T ∈ (0, ∞) be the finite blow-up time of the solution u(t, x) in Lemma 1. Then we have
Proof. Let m(t) := inf x∈S u x (t, x). By the assumption of T < ∞ and Lemma 2, we have lim t↑T m(t) = −∞. By Theorem 2.1 in Constantin & Escher [3] , for every t ∈ [0, T ), there exists at least one point ξ(t) ∈ S such that m(t) := u x (t, ξ(t)) and u xx (t, ξ(t)) = 0. Moreover, m(t) (and ξ(t)) is absolutely continuous on [0, T ), almost everywhere differentiable on (0, T ), and satisfies
. By Lemma 4, we obtain
Let us now choose ε ∈ (0, 1). Since lim t↑T m(t) = −∞, one can find t 0 ∈ [0, T ) such that
By the continuation of solutions of (3.12) and the absolute continuity of m(t), it follows that m is decreasing on [t 0 , T ) so that
Integrating the above relation on (t, T ) with t ∈ [t 0 , T ) and noticing that lim t↑T m(t) = −∞, we deduce that
Since ε ∈ (0, 1) is arbitrary, in view of the definition of m(t), the above inequality in the limit ε ↓ 0 implies the desired result (3.9).
Now let M (t) := sup x∈S u x (t, x). By the same Theorem 2.1 in Constantin & Escher [3] , for every t ∈ [0, T ), there exists at least one point η(t) ∈ S such that M (t) = u x (t, η(t)) and u xx (t, η(t)) = 0. Repeating the same arguments, we have
Since u(t, x) is periodic on S for all t ∈ [0, T ) and belong to C([0, T ); H 3 (S)), there exists ξ 0 (t) ∈ S for every t ∈ [0, T ) such that u x (t, ξ 0 (t)) = 0. Therefore, M (t) ≥ u x (t, ξ 0 (t)) = 0 for all t ∈ [0, T ), so that bound (3.13) yields the desired result (3.10). This completes the proof of the theorem.
Wave breaking on an infinite line
To extend our results on wave breaking in the Ostrovsky-Hunter equation (1.2) from a circle S to an infinite line R, we are going to use an additional conserved quantity of the Ostrovsky-Hunter equation. Consider the Cauchy problem in the form
where γ > 0 and ∂ −1
The local well-posedness result is given by the following lemma.
Lemma 5. Assume that u 0 (x) ∈ H s (R) ∩Ḣ −1 (R), s ≥ 2. Then there exist a maximal time T = T (u 0 ) > 0 and a unique solution u(t, x) to the Cauchy problem (4.1) such that
with the following three conserved quantities
By the main theorem in [20] in the context of the short-pulse equation (2.1), existence, uniqueness and continuous dependence of the solution
Because f ∈ H 1 (R) implies lim |x|→∞ f (x) = 0, the zero-mass constraint (4.2) holds. Let us define γ∂
By uniqueness of the strong solution u(t, x) satisfying the constraint (4.2) on [0, T ), we obtain lim
Using balance equations for the densities of Q and E, we write
Integrating the balance equation in x on R for any t ∈ (0, T ), we obtain conservation of Q and E. Their initial values as t ↓ 0 are computed from the initial condition u 0 (x) thanks to the fact that u 0 (x) ∈ H s (R) ∩Ḣ −1 (R).
The blow-up alternative in Lemma 2 holds on an infinite line thanks to Sobolev's embedding H 3 (R) into C 2 (R) and the density arguments. Since the application (2.5) of the Hölder inequality is not valid on R, Theorem 2 can not be extended on an infinite line. However, we can still use the method of characteristics and extend Theorems 3 and 4 from S to R.
For all t ∈ [0, T ) and ξ ∈ R, we define
so that the same system (3.3) is considered. Lemma 3 holds on R, while Lemma 4 is replaced with the following lemma. 
Proof. From conserved quantities (4.3) and (4.4), we obtain
, from which the bound on S(t) is proved after algebraic manipulations.
Theorem 3 is extended to the infinite line in the following theorem.
Theorem 5. Let ε > 0 and u 0 (x) ∈ H s (R) ∩Ḣ −1 (R), s ≥ 2. Let T 1 be the smallest positive root of the equation
where C is defined in Lemma 6. Then the solution u(t, x) in Lemma 5 blows up in a finite time T ∈ (0, T 1 ).
Proof. The proof is similar to that of Theorem 3.
Finally, Theorem 4 remains valid on an infinite line since the proof does not depend on the definition of K(T ).
Numerical evidence of wave breaking
We consider the Cauchy problem (3.1) on S for γ = 1 and the initial data
where (a, b) are parameters. Using elementary calculus, we compute Figures 2,3 , and 4 show two dynamical evolutions for three cases b = 0, a = 2b, and a = 0. In all cases, no wave breaking occur for sufficiently small values of (a, b) (far below the lower bound on Figure 1 ) but the wave breaking does occur if the values of (a, b) are selected to be larger (still below the lower bound on Figure 1 ). Thus, we conclude that none of the wave breaking criteria is sharp.
Right panels of Figures 2,3, and 4 show the behavior of inf x∈S u x (t, x) versus t. When the wave breaking occurs (bottom panels of each figure), we compute the linear regression B +Ct of −(inf x∈S u x (t, x)) −1 , where (B, C) are constants. According to Theorem 4, B ≈ T and C ≈ −1 near the singularity, so that B can be taken as an approximation for the blowup time T and |C + 1| can be taken as an estimate for the error of the linear regression. The numerical values on Figures 2,3 , and 4 show that C is close to −1 by the errors in 1%, 4%, and 6%, respectively. Finally, Figure 5 shows the blow-up time T estimated by the above technique versus parameters a for b = 0 and parameter b for a = 0. We can clearly see that the wave breaking holds for (a, b) in the shaded area of Figure 1 . The blow-up time T becomes smaller for larger values of (a, b). 
