Hydrofoils operating in a stable super-cavitating regime present great promise in designing high-performance marine vehicles with cruising speeds exceeding 100 knots. Due to the inherent complexity and multi-phase nature of the turbulent flow, assessing the performance of such hydrofoils for a wide range of operating conditions becomes a formidable task. Here we address this challenge by putting forth a data-driven multi-fidelity framework that is able to combine simplified computational models with a small number high-fidelity simulations and/or experimental data. The compositional synthesis of these variable fidelity information sources leads to significant computational expediency gains, and enables the construction of accurate predictive surrogates for a given hydrofoil performance metric. Using a Bayesian nonparametric approach based on Gaussian process priors, the resulting multi-fidelity surrogates can also naturally quantify uncertainty due to noisy or incomplete data. We demonstrate the effectiveness of the proposed framework by building stochastic response surfaces for the lift over drag ratio of a wedge-shaped super-cavitating hydrofoil operating in different flow regimes, as controlled by the angle of attack to the incoming flow and the cavitation index. In particular, we consider three information sources: 2D RANS simulations (low-fidelity), a 2D RANS solver corrected for spanwise effects through a reformulated lifting line theory (intermediate fidelity), and a fully 3D RANS solver (highfidelity). We also show how noisy experimental data can be seamlessly incorporated in the workflow, and we validate our predictions against the cavitation tunnel experiments of Kermen et al.
I. Introduction
It is well known that hydrofoils operating at very high speeds develop highly negative pressure peaks on their suction surface. This negative pressure distribution may lead to water vaporization at ambient temperature: small vapor cavities generated on the hydrofoil back significantly reduce the hydrofoil lift, and when transported downstream they condensate, leading to local temperature increase that may potentially be harmful for the operation and the integrity of the hydrofoil. When the operating conditions enable cavitation, the hydrodynamic efficiency of the hydrofoil can be ensured only if a stable cavity enveloping the entire hydrofoil surface and extending aft of the trailing edge can be maintained. Acosta, 1973 Super-cavitation has been successfully used in many engineering applications such as torpedo and propeller designs. Recently, a DARPA project known as Underwater Express program was announced with the goal to investigate the possibility of exploiting cavitation to increase the speed of submarines up to 100 knots. The intricacy in the prediction of such a complex flow regime has often represented a limit in the design of marine devices operating in cavitating conditions. The most remarkable complexity lies in the strong instability of partially cavitating flows: relatively small perturbations of the angle of attack or the flow velocity (cavitation index) might lead to sudden changes in lift and drag forces eventually causing dras-tic failures of the marine device. A Simulations Based Design approach (SBD) is indeed required in order to ensure hydrofoil performance via maintaining a stable cavitating regime over a wide range of operating conditions.
Many non-linear potential flow-based models based on Boundary Element Methods have been formulated in the past, both in 2D, Kinnas and Fine, 1991Kinnas and Fine, 1994 and 3D. Fine and Kinnas, 1993 Young et al. Young and Kinnas, 2001 studied the problem of flow instability using a surface panel method to predict cavitating flows in unsteady conditions. Recovering viscous effects in the context of a non-linear method has considerably improved the analysis of the unsteady characteristics of cavitation: a simplified viscous model based on boundary layer theory have been proposed by Kinnas, Kinnas and Fine, 1994 but the applicability of simplified theories often bounds the reliability of prediction models to a narrow region of the operating conditions space.
At very high speeds, the turbulent flow in the boundary layer interacts with the cavity interface, affecting its development. Ji et al., 2015 Moreover, at high angles of attack, vortex shedding due to separation introduces additional complexity that needs to be addressed with a more realistic modeling of the underlying physics. To this end, we have developed a series of fluid dynamic models that are capable of addressing the prediction of turbulent, super-cavitating flows around conventional hydrofoils. Our overall goal is to increase the accuracy in predicting the hydrofoil performance in cavitating conditions and to identify the operating conditions in which a stable super-cavitating regime is guaranteed.
In this paper we introduce a computationally efficient multi-fidelity framework for predicting the performance of marine hydrofoils subject to turbulent multi-phase flows. Specifically, we leverage recent advances in probabilistic machine learning to construct predictive surrogate models that enable blending of information from different fidelity sources, and allow us to efficiently construct accurate response surfaces that quantify hydrofoil efficiency in terms of lift over drag at different angles of attack and cavitation indexes. In this work, we consider a wide range of flow regimes including non cavitating, partially cavitating and super-cavitating flows, and exploit the enabling concept of multi-fidelity information fusion to dramatically expedite our analysis. The complexity of the unstable cavitating regime experienced at higher cavitation indexes and lower angles of attack requires an unsteady viscous turbulent solver with multi-phase capabilities.
The constant span-wise hydrofoil section allows for three variable fidelity numerical solvers to be used, namely a purely 2D Reynolds averaged Navier-Stokes solver (URANS), a viscous super-cavitating lifting line model based on 2D URANS flow predictions, and a fully 3D URANS solver. Moreover, the availability of a significant set of experimental results at different flow regimes allows us to select a sub-set of the experiments to be implemented in the multi-fidelity framework as a fourth higher fidelity source, using the remaining sub-set for validation purposes.
II. Numerical solvers
Three different fluid dynamics solvers have been used for computing the hydrodynamic performance of a conventional super-cavitating hydrofoil. The prediction tools employed in the present study have been validated against experimental results performed at the Caltech cavitation tunnel by Kermen. Kermeen, 1960 The conventional super-cavitating hydrofoil presented in Figure 1 features a sharp pointed leading edge designed to induce cavity detachment at high angles of attack α and low cavitation indexes. The blunt trailing edge ensures face cavity detachment when the hydrofoil operates at higher α, while triggering base cavitation and separation when working at very low α or high cavitation indexes.
Hydrofoil performance is quantified by the resulting lift and drag forces at different operating conditions. Here, our performance metric will be the ratio between lift and drag forces (L/D). In the following we describe three different numerical models, namely a 2D URANSE model for the unsteady solution of turbulent multiphase flow around 2D sections, a reformulated non-linear lifting line for the span-wise integration of 2D viscous flow solutions, and a fully 3D URANS model with multi-phase capabilities. Under this setup, flow predictions are characterized by different fidelity levels. In fact, the constant span-wise section of the selected hydrofoil allows us to use 2D results as a low-fidelity information source. The span-wise integration of 2D sectional coefficients by means of the viscous lifting line serves as an intermediate fidelity information source. Lastly 3D URANS simulations have been used as the highest prediction tool, able to rigorously take into account 3D effects in the flow solution. 
A. Unsteady Reynolds Averaged Navier-Stokes Model
A viscous solver based on the solution of the Reynolds Averaged Navier-Stokes Equations (URANSE) for an incompressible fluid has been used to solve the unsteady multi-phase flow around super-cavitating hydrofoils. Continuity and momentum equations are solved in a Cartesian reference frame for the pressure and velocity unknowns:
The turbulent flow is solved applying a Reynolds averaging technique to the continuity and the momentum equation. The averaging process introduces additional unknowns: two transport equations need to be included to properly close the problem. In the present study we selected the k-turbulence model formulated by. Launder and Spalding, 1974 The particular geometry of conventional cavitating hydrofoils and the high operating velocities are responsible for negative pressure peaks leading to water vaporization at ambient temperature. Vapor cavities triggered on the hydrofoil surface interact with the boundary layer turbulent flow, eventually creating strongly time-dependent flow patterns. The inherent complexity in cavitating flows is indeed the the unsteady nature of the multi-phase flow. Cavitation is here solved for an incompressible fluid with the assumption of complete thermodynamic equilibrium between phases. The unsteadiness of the cavitation process and the strong interaction between the cavity interface and the boundary layer represent major fluid-dynamic challenges which require high fidelity flow solutions capable to take into account the key physical aspects of the underlying phenomena. The multi-phase flow solution is here solved through a surface capturing technique which results in an additional transport equation for a scalar function γ indicating the relative vapor content with respect to liquid. The URANS equations are therefore written for a fluid mixture of variable density and kinematic viscosity. The VOF equation has to be solved together with URANS equation as in: Hirt and Nichols, 1981 
The cavitation process is intrinsically unsteady in nature and characterized by a strong interaction between the cavity interface and the boundary layer (especially during the cavity development). One of the main challenges is the modeling of the source term of the VOF equation in (2). A closure set of equations is in fact required for the prediction of the instantaneous mass transfer from vapor to liquid (vaporization V ) and vice-versa (condensation C). An accurate prediction of mass transfer between vapor and liquid is crucial for the determination of the unsteady cavity shape which strongly influences the pressure field around cavitating hydrofoils. Homogeneous cavitation models are formulated around physical considerations correlating the mass transferred to pressure and velocity flow fields. The barotropic mass transfer model relies on empirical coefficients that need to be tuned according to the particular fluid dynamic problem. Considering the mass transfer as a net balance between the vapor production and destruction (ṁ =ṁ + −ṁ − ), it is possible to express the source term using the model formulated by Kunz, Kunz et al., 2000 based on four parameters regulating the production and the destruction of vapor:
In (3) the two parameters U ∞ and t ∞ are selected according to the undisturbed flow field, while values for the two empirical coefficients C C and C V , respectively regulating the destruction and production of vapor, have been selected according to previous validation studies performed on similar hydrofoils.
Bonfiglio and Brizzolara, 2015
Two Dimensional Approach
Low fidelity data are provided by the solution of the 2D multi-phase flow around the wing section of the selected hydrofoil. The fluid domain around the span-wise section has been discretized using a hybrid unstructured mesh specifically conceived for the solution of super-cavitating flows. The domain has been subdivided in three different regions: hexahedral elements have been used in the boundary layer to increase the accuracy of the flow prediction where strong velocity and pressure gradients affect the numerical solution. Two nested grids of tetrahedral elements are used for the near-body and the far flow fields. A more refined internal grid composed by tetrahedral elements is used downstream the leading edge close to the hydrofoil and extends many chord aft the trailing edge to properly capture the development of the cavity at low cavitation indexes. The details of the mesh generation have been accurately described by Bonfiglio et al. Bonfiglio and Brizzolara, 2015 Figure 2 presents the contour for the scalar function indicating the vapor content within the fluid region,. Each panel presents time-averaged results over a transition free period for different angles of attack. At negative angles of attack the cavity detaching from the sharp leading edge develops on the hydrofoil face and merge a second cavity detaching from the blunt trailing edge on the hydrofoil back. At this small cavitation indexes (σ = 0.2) a single closure point is experienced aft from the trailing edge. The small cavitation index and the blunt trailing edge trigger base cavitation at low angles: sharp edges enhance flow separation which in turns is responsible of a pressure drop downstream the blunt trailing edge. At higher angles of attack the leading edge causes flow separation which triggers the detachment of a cavity on the suction side (back) of the hydrofoil. Cavity length and thickness increases with the angle of attack as a result of flow separation from the leading edge and from the blunt trailing edge. It is well known that the stability of the flow pattern as well as the hydrofoil performance strongly depend on the cavity length. Acosta, 1955 
Lifting Line Model
A new computational procedure based on a reformulated lifting line theory has been developed to represent the span-wise circulation distribution of super-cavitating hydrofoils. The new formulation of the vortex lattice method allows for the nonlinear hydrodynamic behavior of the hydrofoil 2D sections (given as input), ranging from fully wetted or base cavitating regimes to partial cavitating or super-cavitating conditions. The traditional lifting line method has been reformulated to be mathematically consistent with the variable nonlinear slope of the sectional lift curve (see Figure 3 ). A fully numerical lifting line model is used for the three dimensional calculation of the induced velocity by each vortex segment through the Biot-Savart law. Katz and Plotkin, 2001 As shown in Figure 4 the hydrofoil is represented by a finite number of horseshoe vortex elements. Those vortex elements are bounded together to represent the span-wise circulation as well as the vorticity shed in the wake. Each of them has a constant and is composed by one segment aligned with the span-wise direction (the lifting line) which bends backward, continuing far behind the hydrofoil trailing edge and closing by means of a starting vortex to be consistent with Helmoltz theorem. Since steady flow is assumed, the starting vortex is considered far enough in the wake hence excluding its influence on the solution. The lifting line method targets the solution of the unknown distribution of circulation Γ(y) over the span of a submerged hydrofoil for which the geometry and the operating conditions are known (direct problem). This numerical technique is developed under the hypothesis of irrotational and inviscid flow. The novelty of the reformulated lifting line lies in the definition of the viscous non-linear sectional characteristics of the super-cavitating hydrofoil by 2D URANS predictions. This makes the model able to predict lift and drag coefficients modeling cavitating flow and partially recovering viscous effects. Accounting for the non-linear sectional characteristics of the hydrofoil requires an iterative computational approach to the solution of the problem, a complete description of this numerical method can be found in Vernengo al. Vernengo et al., 2016 3. Three Dimensional Approach A three dimensional simulation framework has been specifically conceived for the solution of multi-phase flows around hydrofoils operating at different cavitation indexes. A computational domain is generated around the hydrofoil according to the flow conditions (velocity, cavitation index). The fluid domain is divided in different regions with the goal to refine its discretization where pressure, velocity and volume of fluids gradients are higher. Figure 5 presents the computational grid employed for a particular combination of angle of attack and cavitation index. The robustness of the CFD framework is tested through an extensive verification study targeting hydrofoil performance predictions sensitivity for different settings of the URANS solver. An extensive study has been performed in order to verify consistency, stability and convergence of the numerical method. Time and space discretization procedures as well as physical model settings have been investigated at constant operative conditions in terms of angle of attack α and cavitation index σ. Since the main goal of the high fidelity solver is to serve as objective function predictor in super-cavitating hydrofoils shape optimization problems a low cavitation index of σ = 0.126 has been selected to prove the validity of the numerical model in super-cavitating conditions. A one at the time approach has been used to extensively verify the complex fluid dynamic model on a series of numerical experiments performed under different conditions, in terms of geometry design, operations and numerical setting. The final goal is to increase the robustness of the simulation framework improving the reliability of hydrofoil performance predictions. An example of this verification study is given in Figure 6 where the refinement region downstream the hydrofoil (CDR) has been successively enlarged with the goal to characterize its influence in the lift and drag coefficient prediction. The simulation framework has been conceived with the goal of automatically predicting quantity of interest realizations given a specific design problem. Kermen's Kermeen, 1960 experiments proved that at this particular cavitation tunnel operating pressure a stable cavity detaching from the sharp leading edge envelops the entire hydrofoil surface eventually closing many chords beyond the blunt trailing edge. An angle of attack of α = 15 deg has been tested.
B. Solver validation
In this section we present a validation study for the aforementioned solvers by setting up a direct comparison between performance predictions at different operating conditions and the corresponding values reported in the experiments by Kermen. Kermeen, 1960 The aforementioned solvers have been validated in a wide range of angles of attack for different cavitation indexes. Results are shown in Figure 7 respectively in terms of lift and drag coefficients and efficiency at σ = 0.1, and in Figure 8 at σ = 0.4. The agreement among lifting line, 3D RANSE and experimental results is extremely satisfactory at both cavitation indexes, hence confirming its application in the proposed multi-fidelity framework as an additional information source characterized by very low required computational effort. (c) Efficiency attack. The two dimensional solvers overestimate performance at higher angles of attack, where the influence of a finite span is more evident. The lifting line approach is partially able to recover 3D effects but the closest match with experiments have been obtained using the three dimensional viscous solver. the different computational effort required to predict quantities of interest we could rank the numerical solvers accordingly.
III. Multi-fidelity modeling

A. Nonlinear regression with Gaussian processes
We employ a Bayesian non-parametric regression framework to model N scattered observations y of a quantity of interest Y (x) as a realization of a Gaussian process (GP) Z(x), x ∈ R d . The observations could be deterministic or stochastic in nature and may well be corrupted by modeling errors or measurement noise E(x), which is thereby assumed to be a zero-mean Gaussian random field, i.e E(x) ∼ N (0, σ 2 I). Therefore, we have the following observation model
The prior distribution on Z(x) is completely characterized by a mean µ(x) = E[Z(x)] and covariance κ(x, x ; θ) function, where θ is a vector of hyper-parameters. Typically, the choice of the prior reflects our belief on the structure, regularity, and other intrinsic properties of the quantity of interest Y (x). Throughout this work a Matern 5/2 kernel is used. Rasmussen, 2006 However, our primary goal here is not just drawing random fields from the prior but to incorporate the knowledge contained in the observations y in order to reconstruct the field Y (x). This can be achieved by computing the conditional distribution π(ŷ|y, θ), whereŷ(x ) contains the predicted values for Y (x) at a new set of locations x . If a Gaussian prior is assumed on the hyper-parameters θ then π(ŷ|y, θ) is obviously Gaussian, and provides a predictive scheme for the estimated valuesŷ. Once Z(x) has been trained on the observed data via maximum likelihood estimation, Rasmussen, 2006 its calibrated meanμ, varianceσ 2 , and noise varianceσ 2 are known and can be used to evaluate the predictionsŷ, as well as to quantify the prediction variance v 2 as (see Jones Jones, 2001 for a complete derivation),
where R = κ(x, x ; θ) is the N × N correlation matrix of Z(x), r = κ(x, x ; θ) is a 1 × N vector containing the correlation between the prediction and the N training points, and 1 is a 1 × N vector of ones. Note, that for σ 2 = 0 the predictor exactly interpolates the training data y, returning zero variance at these locations.
B. Multi-fidelity modeling via recursive Gaussian processes
Multi-fidelity modeling introduces a probabilistic regression framework for seamlessly blending variable fidelity information sources. Efficient information fusion from diverse sources is enabled through recursive GP schemes Le Gratiet and Garnier, 2014 combining s levels of fidelity and producing outputs y t (x t ), at locations
by increasing order of fidelity, and modeled by GPs Z t (x), t = 1, . . . , s. Our starting point is the auto-regressive scheme of Kennedy & O 'Hagan Kennedy and O'Hagan, 2000 which reads as
where R t = κ t (x t , x t ;θ t ) is the N t × N t correlation matrix of Z t (x), δ t (x) is a Gaussian field independent of {Z t−1 , . . . , Z 1 }, and distributed as δ t ∼ N (µ δt , σ 2 t R t (θ t )). Also, {µ δt , σ 2 t } are mean and variance parameters, while ρ(x) is a scaling factor that quantifies the correlation between {Z t (x), Z t−1 (x)}. The set of unknown model parameters {µ δt , σ 2 t , ρ t−1 , θ t } is typically learned from data using maximum likelihood estimation.
The key idea of Le Gratiet
Le Gratiet and Garnier, 2014 is to replace the Gaussian field Z t−1 (x) in Eq. 7 with a Gaussian fieldZ t−1 (x) that is conditioned on all known observations {y t−1 , y t−2 , . . . , y 1 } up to level (t − 1), while assuming that the corresponding experimental design sets D i , i = 1, . . . , t − 1 have a nested structure, i.e. D 1 ⊆ D 2 ⊆ · · · ⊆ D t−1 . This essentially allows to decouple the s-level auto-regressive problem to s independent kriging problems that can be efficiently computed and are guaranteed to return a predictive mean and variance that is identical to the coupled Kennedy and O'Hagan scheme. Kennedy and O'Hagan, 2000 To underline the advantages of this approach, note that the scheme of Kennedy and O'Hagan requires inversion of covariance matrices of size s t=1 N t × s t=1 N t , where N t is the number of observed training points at level t. In contrast, the recursive approach involves the inversion of s covariance matrices of size N t × N t , t = 1, . . . , s.
Once Z t (x) has been trained on the observed data {y t , y t−1 , . . . , y 1 }, the optimal set of hyper-parameters {μ t ,σ 2 t ,σ 2 t ,ρ t−1 ,θ t } is known and can be used to evaluate the predictionsŷ t , as well as to quantify the prediction variance v 2 t at all points in x t (see Le Gratiet
Le Gratiet and Garnier, 2014 for a derivation),
where R t = κ t (x t , x t ;θ t ) is the N t × N t correlation matrix of Z t (x), r t = κ t (x t , x t ;θ t ) is a 1 × N t vector containing the correlation between the prediction and the N t training points, and 1 t is a 1 × N t vector of ones. Note that for t = 1 the above scheme reduces to the standard GP regression scheme of Eq. 5, 6. Also, κ t (x t , x t ; θ t ) is the auto-correlation kernel that quantifies spatial correlations at level t.
IV. Predicting the performance of super-cavitating hydrofoils
The proposed multi-fidelity framework has been applied to predict the performance of a conventional blunt trailing edge super-cavitating hydrofoil characterized by a constant span-wise section. The probabilistic prediction scheme has been formulated through information fusion from different fidelity sources s i . The final result is a stochastic response surface in the α/σ (angle-of-attack/cavitation-index) domain able to predict realizations of the quantities of interest, as well as quantify uncertainty due to modeling errors or measurement noise.
The extensive experimental campaign performed by Kermen Kermeen, 1960 allows us to include a very high fidelity information source (s 4 ) coming directly from (potentially noisy) measurements but also to validate the framework through comparison between the multi-fidelity surrogate model predictions and experimental values.
Our goal here is the efficient and accurate prediction of the hydrofoil lift-over-drag ratio (L/D) at different operating conditions using observations coming from four different fidelity levels and characterized by a nested structure:
At the lowest fidelity level s 1 we employ the 2D RANSE solver presented in the previous sections. The re-formulated lifting line theory coupled with the 2D lift and drag predictions from the URANS solver is used as a low-intermediate fidelity level (s 2 ). Lastly, the full 3D URANS solver is consider to produce results of higher fidelity (s 3 ) than the two aforementioned methods, albeit lower fidelity than the direct measurements from Kermen's experiments (s 4 ).
First, let us analyze the flow characteristics for different operating conditions have been analyzed in terms of α and σ, as predicted by the full 3D URANS simulations. As seen in Figure 11 , at low cavitation indexes (low cavitation tunnel working pressure) a longer cavity is experienced: in particular when the hydrofoil is operating at higher angles of attack the cavity entirely covers the hydrofoil extending several chords aft the blunt trailing edge. The flow unsteadiness characterizing this particular condition influences mainly the cavity closure and hardly propagates close to the hydrofoil surface. In contrast, when the hydrofoil is operating at low α and high σ, the cavity shrinks and the pressure recovery experienced at the cavity closure propagates upstream creating highly unsteady flow at the hydrofoil surface. This is evident in Figure 10 , where an unstable base cavitation is experienced. This type of cavitation is also experienced for α = 0 deg at σ = 0.1 (see Figure 9) ; in this case a longer cavity sharply detaches from the blunt trailing edge. A highly unstable condition has also been presented in Figure 12 representing the hydrofoil operating at high α and low σ. Flow unsteadiness is evident from a very irregular cavity shape which strongly enhances the three dimensional characteristics of the flow. Streamlines are shown in Figures 9-10 to better visualize the flow pattern. ). The cavity shape is represented through a surface contour for the VOF variable at γ = 0.5. Now our goal is to construct a response surface for predicting the hydrofoil performance for different angles of attack and cavitation indices. We first start by considering results only from URANS simulations. In particular 255 low-fidelity 2D simulations (s 1 ) have been combined with 225 data-points from the intermediate fidelity lifting-line-corrected 2D runs (s 2 ), and 35 high fidelity observations from the 3D URANS framework (s 3 ). The 45 experimental measurements of Kermen are only used here for validation purposes. The resulting multi-fidelity prediction is shown in Figure 13 together with the set of observations previously ). The cavity shape is represented through a surface contour for the VOF variable at γ = 0.5.
described. The variance map that is a direct output of the proposed methodology quantifies the uncertainty associated with those predictions, and is shown in the top left corner of Figure 13 .
In order to asses the accuracy of the multi-fidelity predictor as the number of high-fidelity observations is increased, we have performed three validation tests. Figure 14(a) shows the first test in which the predicted QOI is compared against the QOI measured in Kermen's experiments. Note that we have used a randomly selected subset of experimental data (s 4 ) to train the multi-fidelity model, and the remaining data to validate the model predictions. Figure 14 (a) demonstrates the effectiveness of the proposed framework: with only 10 s 4 and 10 s 3 observations, the 255 low fidelity data can be successfully used to build a prediction model which reproduces the experimental results with less that 5% of relative error.
A second validation test is presented in Figure 14 (b), where an additional fidelity level has been included in the predictor framework, namely the 2D RANS simulations corrected using the lifting line theory (s 3 ). Figure 14 (b) demonstrates that including 255 s 2 2D URANS simulations integrated with the re-formulated non-linear lifting line leads to a significant reduction of the relative error of the predictor (now characterized by a relative error below 1%). Figure 14 (c) presents results obtained in terms of relative error between the response surface and experimental data, evaluated at 35 different realizations in the σ-α domain. In this final step, 25 additional 3D URANS simulations (s 3 ) have been included in the information fusion. This further improvement leads to an almost perfect matching with the selected experimental validation data.
V. Conclusions
We have presented a Bayesian nonparametric framework based on Gaussian process priors that enables the construction of accurate multi-fidelity surrogates using a small number of high-fidelity training data in conjunction with a larger number of less expensive medium-and low-fidelity observations. The resulting response surfaces can accurately predict a quantity of interest with quantified uncertainty, at a fraction of the computational cost required using approaches that solely utilize high-fidelity data. The effectiveness of the proposed multi-fidelity framework has been demonstrated for a particularly challenging engineering application involving unsteady super-cavitating and partially cavitating flow. By synergistically combining 2D simulations, empirical model corrections, 3D simulations, and noisy experimental data we were able to accurately predict the lift over drag ratio of a hydrofoil operating in a wide range of angles of attack and cavitation indices. Our results were successfully validated against the experimental findings of Kermen et al., Kermeen, 1960 and open the path to the efficient performance assessment and design of unconventional and high-performance engineering structures. 
