Lossless compression is studied for a countably infinite alphabet source with an unknown, off-centered, two-sided geometric (TSG) distribution, which is a commonly used statistical model for image prediction residuals. In this paper, we demonstrate that arithmetic coding based on a simple strategy of model adaptation, essentially attains the theoretical lower bound to the universal coding redundancy associated with this model. We then focus on more practical codes for the TSG model, that operate on a symbol-by-symbol basis, and study the problem of adaptively selecting a code from a given discrete family. By taking advantage of the structure of the optimum Huffman tree for a known TSG distribution, which enables simple calculation of the codeword of every given source symbol, an efficient adaptive strategy is derived.
Introduction
A traditional paradigm in data compression is that sequential lossless coding can be viewed as the following inductive statistical inference problem. At each time instant t, after having observed past source symbols x t = (x 1 , x 2 , · · · , x t ), but before observing x t+1 , one assigns a conditional probability p(·|x t ) to the next symbol x t+1 , and accumulates a loss (i.e., code length) measure as a function of n,
where E ψ denotes expectation w.r.t. P ψ , X n = (X 1 , ..., X n ) is a random source vector drawn by P ψ , and logarithms here and throughout the sequel are taken to the base 2. The left-hand side of (1) represents the unnormalized coding redundancy associated with lossless coding according to Q while the underlying source is P ψ . The right-hand side represents the unavoidable cost of universality when the code is not allowed to depend on ψ. This inequality tells us that if Q is chosen under a pessimistic assumption of an overly large K, then each unnecessary degree of freedom would cost essentially 0.5 log n extra bits beyond the necessary model cost. Thus, the choice of K plays a fundamental role in modeling problems. By (1) , it is important to keep it at the minimum necessary level whenever possible, by use of available prior information on the data to be modeled, so as to avoid overfitting. In the above example of the context model, K is given by the product of the number of contexts and the number of parameters per context.
Thus, reducing the latter (e.g., by utilizing prior knowledge on the structure of images to be compressed) allows for a larger number of contexts without penalty in overall model cost.
The discussion thus far applies to general parametric classes of information sources. Motivated by the application of lossless image compression, in which prediction [8] is a very useful tool to capture expected relations (e.g., smoothness) between adjacent pixels, our focus henceforth will be confined to the class of integer-valued sources with a distribution given by the two-sided geometric (TSG) model. It has been observed [9] that prediction errors are wellmodeled by the TSG distribution (TSGD) centered at zero, henceforth referred to as centered TSGD. According to this distribution, the probability of an integer value x of the prediction error (x = 0, ±1, ±2, ...), is proportional to θ |x| , where θ ∈ (0, 1) controls the two-sided exponential decay rate. When combined with a context model as in [4, 5] , the TSG model is attractive also because there is only one parameter (θ) per context, although the alphabet is in principle infinite (and in practice finite but quite large, e.g., 8 bits per pixel). This allows for a modeling strategy based on a fairly large number of contexts at a reasonable model cost.
Motivated by the objective of providing a theoretical framework for recently developed lossless image compression algorithms (e.g., [5] , see also [10] ) 1 , we shall study lossless compression for a model that is somewhat more general than the centered TSG in that it includes also a shift parameter d for each context. This parameter reflects a DC offset typically present in the prediction residual signal of context-based schemes, due to integer-value constraints and possible bias in the estimation part. Non-integer values of d are also useful for better capturing the two adjacent modes often observed in empirical context-dependent histograms of prediction errors. The more general model is defined next. First, notice that the outcomes of a source are conditionally independent given their contexts. Therefore, according to the context model, one can view the subsequence of symbols that follow any given fixed context, as if it emerged from a memoryless source, whose TSGD parameters correspond to this context. Thus, although the TSG model in image compression is well-motivated [4, 5] when combined with the context model, for the sake of simplicity, we shall consider the parametric class of memoryless sources
where 0 < θ < 1 as above, 0 ≤ d < 1, and
is a normalization factor. This limited range of d, which corresponds to distribution modes at 0 and −1, can be obtained by a suitable adaptive predictor with an error feedback loop [5, 6] .
The centered TSGD corresponds to d = 0, and, when d = In general, the TSG model (2) is used without prior knowledge of the parameters (θ, d).
Thus, a coding strategy based on arithmetic coding requires a sequential probability assignment scheme. As discussed in Section 2, the bound (1) applies (with K = 2), so the goal of a universal probability assignment for the TSG model is to achieve a coding redundancy of (log n)/n bits per symbol, simultaneously for all models in the class. One such simple strategy of model adaptation, derived by the method of mixtures, is demonstrated in Section 2. To this end, the parametric family {P (θ,d) } is modified so as to make probability assignments given by mixture integrals have closed form expressions that are implementable in a sequential manner.
In many situations, however, symbol-by-symbol coding is more attractive than arithmetic coding from a practical point of view [5] , despite incurring larger redundancy. This approach is especially appealing when the Huffman codes for the targeted class of sources (for known parameters) form a structured family, which enables simple calculation of the codeword of every given source symbol. Based on the observed sequence x t , one can select a code in the family sequentially, and use this code to encode x t+1 . Unlike in Section 2, the set of available coding strategies for each symbol is discrete, and the adaptation approach is inherently "plugin." The performance of this on-line algorithm is measured by its average code length (under the unknown model parameters), and the objective is to perform essentially as well as the best fixed strategy in the family for the unknown parameter values. A structured family of codes relaxes the need of dynamically updating code tables due to possible variations in the estimated parameter ψ (see, e.g., [12] ).
The analogy between the TSG distribution, and the one-sided geometric (OSG) distribution of nonnegative integers, for which the well-structured Golomb codes [13] are optimal [14] , suggested ad hoc approaches to adaptive symbol-by-symbol coding of centered TSG distributions [15, 16] . The complete characterization of minimum expected-length prefix codes for the TSG sources in (2) for known values of θ and d, presented in the companion paper [17] , makes it possible to approach in a more comprehensive way the design of low complexity adaptive strategies for encoding TSG models. In Section 3, we provide optimal adaptation criteria (in a well-defined sense) for a further simplified, sub-optimal family of codes used in practice [15, 5] and analyzed in [17] .
Universal Probability Assignment for TSG models
Consider the class of sources defined in (2) , where ψ = (θ, d) is unknown a-priori. Since
Rissanen's lower bound on the universal coding redundancy (1) applies (as will be shown in the sequel), and since K = 2, this redundancy essentially cannot fall below (log n)/n bits per symbol, simultaneously for most sources in Ψ = (0, 1) × [0, 1).
In view of this, our goal is to devise a universal probability assignment strategyQ that essentially achieves this lower bound. Moreover, we would like to avoid the dependence of the per-symbol probability assignment at each time instant t on future data as well as on the horizon n of the problem, which may not be specified in advance.
It is well known that for certain parametric classes of sources, e.g., finite-alphabet memoryless sources parametrized by the letter probabilities, these objectives can be achieved by the method of mixtures (see, e.g., [18, 19, 20] ). The idea behind this method is to assign a certain prior w(ψ) on the parameter set Ψ, and to define the probability assignment aŝ
where {P ψ } is the targeted parametric class of sources. SinceQ(x t ) = P x t+1Q (x t+1 ) and
, it is guaranteed that instantaneous probability assignments do not depend on future outcomes. If, in addition, w does not depend on n, then neither do the probability assignmentsQ(x t+1 |x t ) for t < n. In this respect, the method of mixtures has a clear advantage over two-pass methods that are based on explicit batch estimation of ψ, where these sequentiality properties do not hold in general. The goal of attaining Rissanen's lower bound can be also achieved for certain choices of the prior w. In some cases (see, e.g., [21] ), there is a certain choice of w for which the lower bound is essentially attained not only on the average, but moreover, pointwise for every x n . In other words,
for every x n and every ψ ∈ Ψ, where O(1) designates a term that is upper bounded by a constant uniformly for every sequence.
Unfortunately, in contrast to the well-studied finite-alphabet case, where there is a closedform expression for the mixture integral (4) for every x n , and the instantaneous probability assignments are easy to derive, the TSG model does not directly lend itself to this technique.
The simple reason is that there is no apparent closed-form expression for mixtures of the parametric family {P ψ } in (2). Nevertheless, it turns out that after a slight modification of the TSG model, which gives a somewhat larger class of distributions, the method of mixtures becomes easily applicable without essentially affecting the redundancy. Specifically, the idea is the following. Let us re-define the parametric family as {Q ϕ }, where now ϕ = (θ, ρ) and
with θ ∈ (0, 1) as above, and ρ ∈ [0, 1]. Clearly, the new parameter ρ designates the probability that a random variable drawn according to the distribution (5) be nonnegative. By the relations
definition of the TSG model (2) corresponds to some source in the modified TSG model (5), with the same value for the parameter θ and with the parameter ρ given by
However, while the original TSG model allows only for ρ ∈ (θ/(1 + θ), 1/(1 + θ)] for a given θ, the model (5) permits any ρ ∈ [0, 1]. It follows that the modified TSG model (5) is strictly richer than the original model (2), but without increasing the dimension K of the parameter space, and hence without extra model cost penalty. Therefore, it will be sufficient to devise a universal probability assignmentQ for the modified TSG model.
We will also use the modified TSG model to prove the existence of a √ n-consistent estimator and hence the applicability of Rissanen's lower bound. This is valid because of the following consideration: Since the Lebesgue measure occupied by the set of sources that correspond to the original TSG model is a fixed fraction (larger than 25%) of the set of sources in the modified model (5), then a lower bound that holds for "most" sources (Lebesgue) in the modified class, still holds for "most" sources (Lebesgue) in the original class. Thus, it will be sufficient to prove √ n-consistency of a certain estimator for the modified model.
In order to construct a universal probability assignment for the modified TSG model, we will consider the representation of an arbitrary integer x as a pair (y, z), where
and
Since the relation between x and (y, z) is one-to-one, no information is lost by this representation. The key observation now is that if X is a random variable drawn under distribution (5), then Y = y(X) and Z = z(X) are independent, where Y is binary {0, 1} with parameter
, and Z is OSG with parameter θ, that is,
Accordingly, given a memoryless source X 1 , X 2 , ... with a distribution given by (5), one creates, using y(·) and z(·), two independent memoryless processes,
where the former is Bernoulli with parameter ρ, and the latter is OSG with parameter θ.
The independence between {Y t } and {Z t } and the fact that each one of these processes is parametrized by a different component of the parameter vector, significantly facilitate the universal probability assignment (and hence also universal arithmetic coding) for this model class, since these processes can be encoded separately without loss of optimality. To encode y t+1 = y(x t+1 ), we use the probability assignment [19] 
where
and for t = 0, y t = y 0 is interpreted as the null string with N 0 ∆ = 0. This probability assignment is induced by a mixture of type (4) using the Dirichlet(1/2) prior on ρ, that is, the prior which is inversely proportional to p ρ(1 − ρ). Similarly, the probability assignment for z t+1 given z t is the result of a Dirichlet(1/2) mixture over θ, which giveŝ
and S 0 ∆ = 0 (cf. derivation in Equation (22) below). Finally, the sequential probability assignment associated with x n is defined aŝ
whereQ
Our main result in this section is summarized in the direct part of the following theorem.
(a) (Converse part): Let Q(x n ) be an arbitrary probability assignment. Then, for every ² > 0,
except for points in a subset whose Lebesgue measure tends to zero as n → ∞.
(b) (Direct part): LetQ(x n ) be defined as in equations (10)- (15) . Then, for every (θ, ρ) ∈ (0, 1) × [0, 1], and for every n-vector of integers x n ,
where C is a constant that does not depend on n or x n .
Discussion. Several comments regarding Theorem 1 are in order. 
except in a set of Lebesgue measure zero.
Pointwise redundancy and expected redundancy. Strictly speaking, the minimum pointwise redundancy is not attained uniformly in x n since S n /n is arbitrarily large for some sequences.
However, if the data actually has finite alphabet (which is practically the case in image compression), then S n /n is uniformly bounded by a constant, and the minimum pointwise redundancy (w.r.t. the best model in the infinite alphabet class) is essentially attained. In any case, even if the alphabet is infinite, as assumed by the TSG model, the minimum expected redundancy is always attained since the expectation with respect to θ of log(S n /n + 1) is bounded by
which is a constant.
Maximum likelihood estimation and the plug-in approach. For the class of finite-alphabet memoryless sources, parametrized by the letter probabilities, it is well-known that the mixture approach admits a direct "plug-in" implementation, where at each time instant, the parameter vector is first estimated by (a biased version of) the maximum likelihood (ML) estimator and then used to assign a probability distribution to the next outcome (see, e.g., the assignment (10)). It is interesting to observe that this plug-in interpretation does not exist with the OSG class, where the ML estimator for θ at time t, as well as for model (5), is given bỹ
for sequences such that S t 6 = 0 (when S t = 0 there is no ML estimator of θ in the range (0, 1)).
Nonetheless, an indirect plug-in mechanism is valid here: since the expression in (9) can be interpreted as the probability of a run of z zeros followed by a one under a Bernoulli process with parameter θ, then encoding an OSG source is equivalent to encoding the corresponding binary sequence of runs. In universal coding, while the biased ML estimator of [19] is used to update the estimate of θ after every bit, a direct, naive plug-in approach would correspond to updating the estimate of θ only after occurrences of ones, and hence may not perform as well.
To summarize, optimal encoding of x t+1 as per Theorem 1 and the ensuing discussion, can be realized with a sequence of |x t+1 |−y(x t+1 )+2 binary encodings. First, we encode y t+1 , which determines whether x t+1 is negative. Then, we encode |x t+1 | − y t+1 by first testing whether it is zero; in case it is positive, we proceed by inquiring whether it is one, and so forth. The corresponding probability estimates are based on S t and N t , which serve as sufficient statistics for the distribution (5).
The remaining part of this section is devoted to the proof of Theorem 1.
Proof of Theorem 1.
We begin with part (a). According to Rissanen's lower bound [7] , it is sufficient to prove the existence of √ n-consistent estimatorsρ andθ for ρ and for θ, respectively, such that the probabilities of the events { √ n|ρ − ρ| > c} and { √ n|θ − θ| > c} are both upper bounded by a function σ(c) for all n ≥ n c , where σ(c) and n c do not depend on either θ or ρ, and σ(c) tends to zero as c → ∞.
For the parameter ρ, consider the estimatorρ = 1 − N n /n, calculated from the n observations of the Bernoulli process y 1 , ..., y n . Using the fact [24] that for α, β ∈ [0, 1],
the Chernoff bounding technique gives
As for the parameter θ, consider the estimatorθ = 1 − M n /n, where M n is the number of zeros in z 1 , ..., z n . 2 Since the random variable given by the indicator function 1 {zt=0} is Bernoulli with parameter θ, then similarly to the derivations in (17) and (18), we again obtain
, independently of ρ and θ, in this case. This completes the proof of part (a).
Turning now to part (b), we shall use the following relation, which confines [19, Equation (2.
3)] to the binary alphabet case. For the Dirichlet(1/2) prior given by
and for nonnegative integers j and J (j ≤ J) we have:
Applying Stirling's formula, one obtains − log
where C is a constant that does not depend on j and J, and h(u)
is the binary entropy function.
Consider, first, universal coding of a binary string y n using the Dirichlet(1/2) mixture over the class of Bernoulli sources with parameter ρ. Then, according to Equation (19) the mixture distribution is given bŷ
which can be written in a product form as
, where each term is given as in Equation (10) . According to Equation (20),
Consider, next, universal coding of z n using the Dirichlet(1/2) mixture over the class of OSG distributions with parameter θ, that is,
, where each term is given as in Equation (12) . Again, (20) implies
On the other hand, for every (θ, ρ),
where the last step follows from plugging the ML estimator (16) in the OSG distribution (9), with the equality holding trivially for S n = 0. Combining equations (21), (23) , and (24), we get
for any x n and (θ, ρ). This completes the proof of Theorem 1. 2
Low complexity adaptive codes
In Section 2, we presented an optimal strategy for encoding integers modeled by the extended TSGD (5). This strategy is also optimal for the TSG model (2), and requires arithmetic coding. In this section, we consider adaptive coding of the distribution (2) on a symbol-bysymbol basis, which normally incurs larger redundancy but is attractive from a practical point of view, e.g., in image-coding applications. 3 Even though, in general, adaptive strategies are easier to implement with arithmetic codes, the structured family of Huffman codes for TSG sources with known parameters introduced in the companion paper [17] provides an appealing alternative for low complexity adaptive coding of TSG models.
More generally, for a countable family of symbol-wise codes C = {C (1) , C (2) , · · · , C (j) , · · ·}, consider an on-line algorithm that encodes x t+1 by selecting a code C t ∈ C, based on x t .
The performance of this on-line algorithm is measured by its average code length (under the unknown model parameters), and the objective is to perform essentially as well as the best fixed strategy in C for the unknown parameter values. This setting is akin to the sequential probability assignment problem studied in Section 2. However, unlike in Section 2, here the set of available coding strategies for each symbol is discrete, and the approach is inherently "plug-in." For a fixed code C * ∈ C, let ∆λ(j) denote the expected per-symbol code length difference between C (j) and C * . Then, it can readily be verified that the expectation of the code length difference ∆Λ(x n ) over the entire sequence x n is given by
A particular plug-in approach, which relies on parameter estimation, is based on partitioning the parameter space into classes and assigning to each class a code in C. Given a parameter estimate based on x t , C t is chosen as the code assigned to the corresponding class. Thus, (25) motivates the following on-line strategy for adaptive coding of a TSG model: Given an estimate of θ and d based on the sufficient statistics S t and N t (as defined in equations (11) and (13)), select C t as the corresponding optimal prefix code prescribed by [17] . In this case, C is the family of Huffman codes from [17] , the classes are the optimal decision regions for codes in C for given parameter values, and hence C * in (25) is chosen as the actual Huffman code for the unknown parameters. If the probability Pr{C t = C (j) } decays rapidly enough for C (j) 6 = C * as the estimates converge to the true parameter values, and the average code length differences ∆λ(j) are suitably bounded, then the per-symbol expected code length loss will be O(1/n).
An advantage of this strategy is that it depends only on S t and N t , as opposed to the popular plug-in approach of selecting the code that would have performed best on x t . The latter approach was used in [25] to encode OSG distributions.
Code family. The family of optimal prefix codes from [17] is based on Golomb codes [13] , whose structure enables simple calculation of the codeword of every given source symbol, without recourse to the storage of code tables, as would be the case with unstructured, generic Huffman codes. In an adaptive mode, a structured family of codes further relaxes the need of dynamically updating code tables due to possible variations in the estimated parameters (see, e.g., [12] ). In [17] , the parameter space (θ, d) is partitioned, and a different optimal prefix code corresponds to each class in the partition (d ≤ an integer x is encoded either by applying a class-dependent modification of G m to a function of |x|, followed by a sign bit whenever x 6 = 0, or as G m (M (x)), where
( 2 6 ) is a one-to-one mapping onto the nonnegative integers (the indicator function y(x) is defined in (7)). The mapping (26) gives the index of an integer in the interleaved sequence 0, −1, 1, −2, 2, . . . and was first employed in [15] . Under the assumption d ≤ 1/2, M (x) orders integers by probability. For d > 1 2 , the relevant mapping is M 0 (x) = M (−x−1). Notice that the codes G m (M (x)) are asymmetric, in that x and −x yield different code lengths for some integers x. In contrast, the codes based on |x| and a possible sign bit are symmetric.
The on-line strategy suggested by (25) can be demonstrated with this family. However, even though arithmetic coding is avoided, both the region determination in order to find the optimal code for the estimated pair (θ, d), and the encoding procedure, may be too complex in some applications. For that reason, [17] considers a sub-family of codes used in practical lossless image compression schemes such as LOCO-I [5] , which is based on Golomb codes for which the code parameter is a power of 2. Given an integer parameter r ≥ 0, the code G 2 r encodes a nonnegative integer z in two parts: the r least significant bits of z, followed by the number formed by the remaining higher order bits of z, in unary representation. Furthermore, this sub-family uses only the asymmetric codes based on the mappings M (·) and M 0 (·), for which we denote G 2 r (M (x)) ∆ = G r (x). The mapping M 0 (·) is relevant only for r = 0, since G r (x) = G r (−x − 1) for every integer x and r > 0. We further denote G 0 0 (x) = G 1 (M 0 (x)). It is shown in [17, Corollary 1] that the average code length with the best code in C is within less than 5% of the optimal prefix codes for TSG distributions, with largest deterioration in the very low entropy region. 4 Adaptive coding. In this section we follow the above practical compromise, and we consider adaptive coding for the reduced family of codes C = {G r } S G 0 0 . Similar derivations are possible with other sub-families, e.g., the one in [26] or the entire family of Huffman codes from [17] . In [26] , some of the symmetric codes are included, leading to a more complex analysis for class determination. Theorem 2 below states that, in a probabilistic setting, an online strategy based on ML parameter estimation for the distribution (5) and a partition of the parameter space into optimal decision regions corresponding to codes in C, performs essentially as well as the best code in C. As in Theorem 1, the result is proved for the extended class (5),
although the family C is motivated by the optimal prefix codes for the model class (2). The code selection for x t+1 is based on the sufficient statistics S t and N t .
. Encode x t+1 , 0 ≤ t < n, according to the following decision rules:
Let Λ(x n ) denote the code length resulting from applying this adaptation strategy to the sequence x n . Let Λ * (θ, ρ) denote the minimum expected per-symbol codeword length over codes in C for the (unknown) parameters θ and ρ. Then,
Discussion.
Other code families. Theorem 2 involves the decision regions derived in [17, Lemma 4] for
C in the case of known parameters, substituting the estimates S t /t and N t /t for the parameters S ∆ = θ/(1 − θ) and 1 − ρ, respectively. However, a similar result would hold for any code family and partition of the parameter space, provided that mild regularity conditions on the difference between the expected code lengths for any pair of codes are satisfied.
Relation to prior work. A result analogous to Theorem 2 is proved in [25] for the alternative plug-in strategy of encoding x t+1 with the code that would have performed best on x t , under an OSG distribution. There, the deviation from optimality is bounded as O(1/ √ n). Moreover, this alternative approach was analyzed for individual data sequences (as opposed to the probabilistic setting adopted here and in [25] ) in the broader context of the sequential decision problem [27] .
Specifically, this problem is about on-line selection of a certain strategy b t , at each time instant t, depending on past observations x t , so as to minimize a cumulative loss function P t l(b t , x t+1 ) in the long run, for an arbitrary individual sequence x n . It was shown in [27] , that by allowing randomized selection of {b t }, it is possible to approach optimum performance (in the expected value sense) within O(1/ √ n), uniformly for every sequence, provided the alphabet is finite. Here, adaptive coding is clearly a special case of the sequential decision problem, where the alphabet is, in practice, finite, b t is a code C t in the family C, and l(b t , x t+1 ) is the corresponding code length for x t+1 . In this context, randomization would be applicable under the assumption that both encoder and decoder have access to a common random sequence. (A similar assumption is imposed in lossy compression schemes based on dithered quantization.) It should be pointed out that, in our case, there is indeed a difference between the two plug-in strategies, i.e., the one in [25] and the one proposed herein. For example, for the sequence x 6 = 022222, S 6 /6 = 10/6 > φ, so the approach based on ML estimation encodes x 7 with the code G 2 , whereas direct inspection reveals that the best code for x 6 is G 1 . In addition, notice that data compression as presented in Section 2 is clearly also a special case of the sequential decision problem, where b t is a conditional probability assignment p(·|x t ) for x t+1 and l(b t , x t+1 ) = − log p(x t+1 |x t ). The sequential probability assignment problem differs from the adaptive coding problem treated in this section in that the set of available strategies is not discrete, and, hence, the results in [27] do not apply.
Low complexity approximation. The decision region boundaries (27) admit a low complexity approximation, for which it is useful to define the functions S(r) and γ(r), r > 0, by
It can be shown that γ(r) is a decreasing function of r, that ranges between φ + (27) , a good approximation to the decision rule of Theorem 2 for encoding x t+1 is:
a. If S 0 t ≤ 2t, compare S t , N t , and t − N t . If S t is larger, choose code
This simplified rule is used in LOCO-I [5] and it can be implemented with a few shift and add operations.
Proof of Theorem 2.
We apply (25) to the family of codes C, with C t chosen by the proposed on-line selection rule, and C * denoting a code with minimum expected code length Λ * (θ, ρ) over C for the (unknown) parameters θ and ρ. It suffices to prove that the right-hand side of (25) and r * denote the minimum and maximum integers, respectively, satisfying
By [17, Lemma 4] , the optimal codes for (θ, ρ) are indexed by r * and r * , where either r * = r * −1 and (θ, ρ) lies on a code selection boundary, or r * = r * is the only possible index for C * . We divide the outer sum on the right-hand side of (25) in two parts, one corresponding to codes G r such that r > r * , which yields a sum ∆ 1 , and one for the other non-optimal codes in C (codes G r such that r < r * , and, if not optimal, G 0 0 ), which yields a sum ∆ 2 . Thus, (25) takes the form
We first upper-bound ∆ 1 . Clearly, if r > r * then the code length difference between G r and a code indexed by r * can be at most r − r * bits per encoding, due to a longer binary part using G r (r > r * cannot increase the unary part). Thus,
where r(t) satisfies G r(t) = C t . With N * t ∆ = max{N t , t−N t }, the proposed on-line selection rule is such that Pr{r(t) > r} = Pr{S t > tS(r)} , r > 0 ,
First, assume r > 0, and define
which is also an increasing function of r. By (29), we have 1 > θ(r) > θ for all r ≥ r * . In addition, the process {z i } defining S t in Equation (13), Section 2, is distributed OSG (Equation (8)).
It can be then seen that the Chernoff bounding technique gives
where D(θ(r)||θ) denotes the informational divergence between OSG sources with parameters θ(r) and θ, respectively, which is positive for r ≥ r * .
Next, for r = r * = 0 and any real number S 0 , we have
By (29), S < S(0). If S ≥ 1 2 , choose any S 0 satisfying S < S 0 < S(0); otherwise, let
Clearly, (34) applies also for r = 0, but substituting S 0 for S(0) on the left-hand side, thus bounding the first probability on the righthand side of (35). Since N * t ≥ t/2, the second probability is zero in case S < 
where the informational divergence D B (·||·) for Bernoulli processes is defined in Equation (17) 
where the first inequality follows from (17), the second holds for every r > r * , and κ(θ, ρ) is a positive constant that depends only on θ and ρ. In addition, it follows from (33) and (28) that for all r ≥ 1 1 1 − θ(r) = S(r) + 1 > 2 r−1 ln φ .
Clearly, (38) and (39) imply
As for the sum ∆ 2 , we consider two cases: r * > 0 and r * = 0. In the first case, codes indexed by r, 0 ≤ r < r * , encode an integer x with at most M (x) bits more than G r * , due to a longer unary part (the binary part decreases at least by one). Thus, the expected code length increase in (25) is uniformly upper-bounded for all codes that contribute to ∆ 2 , implying
Pr{r(t) < r * } where r(t) is the index of C t . Since M (x) = 2z+y, with z defined in Equation (8) and distributed OSG with parameter θ, and y defined in Equation (7) and Bernoulli with Pr{Y = 0} = ρ (see Section 2), we have E (θ,ρ) [M (x)] = 2S +1−ρ. For r * > 1, r(t) < r * if and only if S t ≤ tS(r * −1).
Since, by (29), we have θ > θ(r * − 1), using again the Chernoff bounding technique we obtain
For r * = 1, the case r(t) = 0 arises if and only if 
