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With rapid growth of information sources, 
it is essential to develop methods that re-
trieve most relevant information according 
to the user requirements. One way of im-
proving the quality of retrieval is to use 
more than one retrieval engine and then 
merge the retrieved results and show a sin-
gle ranked list to the user. There are studies 
that suggest combining the results of mul-
tiple search engines will improve ranking 
when these engine are treated as independ-
ent experts. In this study, we investigated 
performance of Persian retrieval by merg-
ing four different language modeling meth-
ods and two vector space models with 
Lnu.ltu and Lnc.btc weighting schemes. 
The experiments were conducted on a large 
Persian collection of news archives called 
Hamshari Collection. Different variations 
of the Ordered Weighted Average (OWA) 
fuzzy operators method, called a quantifier 
based OWA operator and a degree-of-
importance based OWA operator method 
have been tested for merging the results. 
Our experimental results show that the 
OWA operators produce better precision 
and ranking in comparison with weaker re-
trieval methods. But in comparison with 
stronger retrieval models they only produce 
minimal improvements1. 
                                                 
1 This work was partially supported by Iranian Tele-
communication Research Center (ITRC) contract No. 
500/12204. 
1 Introduction 
The need for effective methods of automated in-
formation retrieval has increased because of the 
proliferation in amount of unstructured text data. 
Many approaches and methods have been devel-
oped to exhibit better retrieval engines (Witten et 
al., 1999; Singhal et al., 1996; Yates and Neto, 
1999; Rijsbergen, 1997). In ad-hoc information 
retrieval many factors affect the effectiveness of 
methods, such as collection features, the method’s 
algorithm and many other features. If we consider 
each one of retrieval systems as an expert to find 
related information, we can achieve better results. 
In this research we considered retrieval as a fu-
sion problem and we used a fuzzy OWA operator 
as a soft operator to merge the results of different 
ad-hoc retrieval engines. Moreover, we confirmed 
the previous results on Persian language that indi-
cated the Lnu.ltu vector space method as one of the 
best retrieval engines on Persian text (Oroumchian 
and Garamalek, 2002; Garamalek, 2002). In this 
study, we considered four different language mod-
eling methods proposed by Hiemstra (2001) and 
two vector space models for the fusion. The litera-
ture shows that these methods have good perform-
ance on TREC collections and outperform some 
other ad-hoc methods (Hiemstra, 2001; Ponte and 
Croft, 1998; Hiemstra, 2004; Larkey and Connell, 
2002). The two vector space models use Lnu.ltu 
and Lnc.btc weighting schemes. The definitions of 
the used methods and the OWA operators are 
given in the subsequent sections. 
The collection that is used in this study is a 
standard test collection of Persian text which is 
called Hamshahri (Darrudi et al., 2004). To merge 
the results of the retrieval engines and obtain a 
higher precision we have used two Ordered 
Weighted Average (OWA) fuzzy operators, a 
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quantifier based OWA operator and a degree-of-
importance based OWA operator. In quantifier 
based OWA operator, some linguistic quantifiers 
such as All, Most, Few and At-Least-One were 
used by OWA operator to merge the results. In de-
gree-of-importance based OWA operator we used 
the position of the documents in the retrieved lists 
to construct the weighting vector of OWA operator. 
Our experimental results show that the best OWA 
operator, quantifier based OWA operator, im-
proves the overall precision on average only by 
0.003 over the best retrieval engine, the fourth 
model of Hiemstra (2001) , and 0.245 over the 
worst retrieval engine, the third model of Hiemstra 
(2001). 
In section 2 we explain the two vector models 
and four Hiemstra’s language modeling methods. 
In section 3 we define the OWA operators and the 
weighting schemas that are used in this research. 
The experimental results and comparisons are pre-
sented in section 4. Finally, the paper ends with the 
conclusions provided in section 6.  
2 Definition of Retrieval Systems  
This section provides a detailed description of the 
retrieval methods. Section 2.1 describes the vector 
space models with Lnu.ltu and Lnc.btc weighting 
schemes. Section 2.2 describes four different 
language modeling methods proposed by Hiemstra 
(2001).  
2.1 Vector Space Models  
Two vector space models used in the experiments 
are explained in this section. The first is the typical 
implementation which is also called Cosine Simi-
larity. This model computes the cosine of the angle 
between the query and the document vector ac-
cording to the following formula (Witten et al., 
1999; Rijsbergen, 1997; Taghva et al., 2004). 
)log(1L ,tdtfnc += . (1) 
)1log(
n
Nbtc += . (2) 
In Lnu.ltu weighting schema, documents are 
weighted with Lnu and queries are weighted with 




























In the Equation 3 and 4, Avg(tfd) is the average fre-
quency of terms in the document and Slope is set 
to 0.25. This value is the best known tuned value 
for the slope parameter in vector models for Per-
sian retrieval (Aleahmad, et al., 2007). Pivot is the 
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Where Wi is the raw tf*idf weight for each term 
(Singhal et al., 1996). 
2.2 Language Modeling Method- Hiemstra 
Method 
In this section we describe four different language 
modeling methods proposed by Hiemstra (2001). 
Considering P(D=d) as the prior probability of 
relevance of the document d, the document that the 
user has in mind, to the query q with query terms 
t1,...,tn. The document d will be ranked by calculat-














Lambda (λi ) is a smoothing parameter for each 
query term i (Hiemstra, 2001; Hiemstra, 2002). 
Hiemstra proposed four ways to specify the prob-
abilities and parameters in Equation 6. He empha-
sizes in (Hiemstra, 2001) if there is no previous 
relevance information available for a query, i.e. 
none of the relevant documents have been identi-
fied yet, each query term that is not in the stop list, 
will be considered equally important. Hence, in 
this case the model has only one unknown parame-
ter as λi will be equal for each position i in the 
query. The unknown parameter will simply be 
called λ in the new equation. So Equation 6 will be 














Hiemstra proposed four different language model-
















































































λ . (11) 
In the above equations, ),( dttf i is the frequency 
of query term t in the document d and cf(t) is col-
lection frequency of query term t. ∑t dttf ),( is 
the total number of terms in document d or length 
of document d, and ∑t tcf )(  is total number of 
terms in the collection or collection length. df(t) is 
document frequency of query term t and ∑t tdf )(  
is defined by sum of document frequency for all 
terms in the collection which has a constant value 
(Hiemstra 2001). The differences between the four 
methods can be summarized as follows: Document 
frequencies are used instead of collection frequen-
cies in LM 2 and LM 4. Document length correc-
tion is also added to LM 3 and LM 4. Hiemstra 
determined in a series of experiments that the LM 4 
was optimal for English text (Hiemstra 2001). We 
have implemented all of these four models on Per-
sian text. For these experiments λ is considered 
0.0485, the value that Taghva et al. (2004) deter-
mined as the optimal value of λ for Persian docu-
ments with no stemming and no stop word removal 
(Taghva et al., 2004). 
3 OWA Fuzzy Operator 
This section describes the Order Weighted 
Average (OWA) operator and two weighting 
schemas, quantifier-based weighting and degree-
of-importance weighting.  
3.1 OWA Definition  
This section introduces the merge operator that we 
used for fusion. At first let us formalize the entities 
involved in the fusion problem. In the fusion prob-
lem the user query is indicated by q and n retrieval 
engines are indicated by R1,R2,…,Rn. The ordered 
lists of documents produced by the retrieval en-
gines for the query q are indicated by L1,q, L2,q,…, 
Ln,q. the purpose of the fusion is fusing the ordered 
lists and producing a unique ranked list for query 
q: 
Lq=Merge-Operator (L1,q, L2,q,…, Ln,q). (12) 
In Equation 12 Lq is constituted by a set of 
documents D, indicated by d1, d2, ..., dk ordered by 
their degree of relevance to the query q. 
In this research we used OWA operator as the 
merge operator. The OWA operator with n dimen-
sions is a nonlinear aggregation operator OWA: [0, 
1]n [0, 1] with a weighting vector 







1  with wi in [0, 
1]. The OWA weight of each document d is de-
fined as: 
),...,,()( 21 nxxxOWAdOWA = . (13) 
where xi indicated the score of document d in the 
ith list. Each score xi is assigned by Ri to document 
d. If d is not present in the ith list then xi=0 (Bor-
dogna and Pasi, 2004; Callan, 2000). The OWA 



















in which  WT is the transpose vector of W that de-
fines the semantics of associated with the OWA 
operator and B=[b1,b2,..,bn] is the vector X=[ x1, 
x2,…, xn] reordered so that bj=Minj(x1, x2,…, xn), 
that is the jth smallest element of all the x1, x2,…, 
xn. The values produced as a result of OWA opera-
tor aggregation lie between those produced by the 
AND (Min Operator) and those produced by the 
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OR (Max Operator) (Bordogna and Pasi, 2004; 
Yager, 1998; Yager and Kreinovich. 2002; Bor-
dogna, et al., 2003). 
As mentioned before the scores {xi, i=1,…,n} are 
assigned by the retrieval engines R1,R2,…,Rn to the 
document d, but there is a problem. These scores 
are not in the same scale. To address this problem 
we have used below function to bring the scores 














i . (15) 
in which Min(Li,q) and Max(Li,q) are the mini-
mum and maximum scores in the ith retrieved list 
for query q, Li,q. This normalization normalizes the 
scores into the range [0, 1]. The value of c is set to 
0.0001 to prevent µi =0 when xi= Min(Li,q). For all 
µi>1 we set µi=1.  
Hence we can consider the new scores, {µi, 
i=1,…,n }, as a membership degree of the docu-
ments in the retrieved lists for the queries. By this 
definition, the retrieval engines play the role of 
experts, the documents are the alternatives that are 
evaluated based on the user query and the decision 
function is a soft aggregation operator. 
The OWA weight of a document d is computed 
using µi and the weighting schema discussed in the 
next section. Having OWA weights computed for 
all documents in the lists, we sort the documents 
according to their OWA weights and select top 20 
of the merged results for each query. 
3.2 Weighting Methods 
In this section we discuss the weighting schemas 
that are used to merge the lists.  
3.2.1 Quantifier Based Weighting 
We used the linguistic quantifiers All, Mostn, Fewn, 
and At-Least-One as the weighting schemas, to 
compute the overall performance judgment for 
each document with respect to a query. The quanti-
fier All corresponds to the rigorous majority. This 
quantifier requires retrieving documents appearing 
in all retrieval engines’ lists. This quantifier is suit-
able when the user is looking for precise answer 
since the set of results is formed by calculating the 
intersection of the retrieval engines lists (Bordogna 
and Pasi, 2004). The quantifier Mostn is a fuzzy 
majority operator that assumes the retrieval by the 
most of the engines to be sufficient for inclusion in 
the fused list. The parameter n indicates the mini-
mum number of retrieval lists sufficient for inclu-
sion in the merge process. The quantifier Fewn is a 
weaker weighting schemas in which it is enough 
for a document to be retrieved by a few number of 
retrieval engines. The At-Least-One quantifier is 
the weakest weighting schemas in which it is 
enough for a document to appear in only one re-
trieval engine’s list to be included in the fused list. 
This quantifier is suitable when the user wants to 
consider any potentially relevant document (Bor-
dogna and Pasi, 2004). Hence the All quantifier has 
an AND semantic and the At-Least-One quantifier 
has an OR semantic (Bordogna and Pasi, 2004; 
Bordogna et al. 2003). The Mostn and Fewn quanti-
fiers have the semantics in between an AND and an 
OR operators.   
3.2.2 Degree of Importance Based Weighting 
As the second weighting schema we use the posi-
tion of the documents in the retrieved lists to pro-
duce the weighting vector W= [w1, w2,…, wn]. The 








= . (16) 
in which Ni is the number of elements in the ith 
list, Li,q,  and  POSi is the position of document d in 
Li,q. With this definition we can think each wi indi-
cates the importance degree of a document with 
respect to a retrieval engine. This value decreases 
as the position of the document in the list goes 
from the top to the bottom of the list. We can use 
this degree to adjust the scores of the documents: 
)w-,1Max(µµ iii = . (17) 
Using above equation to compute µi, the low score 
documents take a chance to contribute in the 
merged list especially if they are retrieved with the 
most of the retrieval engines. Hence the OWA 








*)( μ . (18) 
4 Experimental Results 
This section describes the results of applying the 
quantifier based and the degree-of-importance 
based OWA operators on the defined six retrieval 
engines and merger of their results. In this study 
we used a standard test collection of Persian text 
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which is called Hamshahri (Oroumchian and Dar-
rudi, 2004). Hamshahri collection is the largest test 
collection of Persian text. This collection is pre-
pared and distributed by University of Tehran. The 
third version of Hamshahri collection is 600MB in 
size and contains more than 160,000 distinct tex-
tual news articles in Persian. This collection has 
about 60 queries and relevance judgments for top 
20 documents for each query. Older versions of 
this collection were used in other Persian informa-
tion retrieval experiments (Garamalek, 2002; Bor-
dogna and Pasi, 2004). 
The Document Cut-Off criterion is selected to 
evaluate the precision of the six retrieval engines 
and the merge operators. Document cut-off dia-
gram shows the precision after 5, 10, 15 and 20 
documents have been retrieved. The values aver-
aged over all queries. For the experiments we used 
the standard TrecEval tool which is provided by 
NIST (National Institution of Standards and Tech-
nology, 2006). Table 1 shows the precision of the 






ltu.25 LM1 LM2 LM3 LM4 
5 0.342 0.556 0.488 0.559 0.329 0.570 
10 0.375 0.593 0.498 0.563 0.358 0.588 
15 0.388 0.599 0.513 0.575 0.361 0.606 
20 0.389 0.604 0.505 0.571 0.355 0.604 
AVG 0.373 0.588 0.501 0.567 0.351 0.592 
Table 1 Performance of Retrieval Engines at differ-
ent Document Cut-Offs 
 
Figure 1 shows the document cut-off diagram. The 
X-axis represents the 4 document cut-offs and Y-
axis shows the precision. The lowest precision 
value is 0.329 which belongs to LM3 model at 5 















Lnc.btc Lnu.ltu .025 LM1 LM2 LM3 LM4
 
Figure 1 Document Cut-Off diagram of Retrieval 
Engines 
 
The LM4 and the Lnu.ltu with slope 0.25 methods 
are better than the other systems. The LM3 is the 
worst method and the Lnc.btc is the second worst 
method.  
As we mentioned before we used the OWA opera-
tor with two weighting methods to merge the re-
trieval engines’ results. In quantifier based weight-
ing schema each quantifier is described with a 
weighting vector W=[w1,w2,…,w6] in witch wi is 
the weight of the ith smallest element of all the 
scores {µk, k=1,…,n } assigned to a document.  
Table 2 shows these vectors. 
 
Method Weighting Vector Orness Degree 
All W=[1,0,0,0,0,0] 0.00 
Most2 W=[0,.5,.5,0,0,0] 0.30 
Most3 W=[0,.33,.33,.33,0,0] 0.40 
Most4 W=[0,.25,.25,.25,.25,0] 0.50 
Few3 W=[0,0,.33,.33,.33,0] 0.59 
Few2 W=[0,0,0,.5,.5,0] 0.70 
At-Least-
One W=[0,0,0,0,0,1] 1.00 
Table 2 Quantifier Based Weighting Vectors 
 
In the above table the Orness Degree column is 
interpreted as an estimation of optimism of the 
weighting vector that is used by the OWA opera-
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The orness degree is the maximum for the quanti-
fier At-Least-One and is minimum for the All quan-
tifier. The orness degree for the other quantifiers is 
a value in the range of (0,1) . 
The weighting vectors are computed based on the 
definition of the quantifiers described in section 
3.2.1. The weighting vector of quantifier All is 
W=[1,0,0,0,0,0]. This means the merge operator, 
OWA, is the AND operator that requires retrieving 
documents appearing in all retrieval engines’ lists, 
hence the lowest score should be selected. The 
weighting vector of quantifier Most2 is 
W=[0,.5,.5,0,0,0], in witch we average the 2th and 
3th lowest µ’s {µk, k=1,…,n } for each document. 
Hence in Most2 only the 2th and 3th lowest scores 
are contributing to the merge operator. For the 
Fewi quantifiers it is sufficient that a document is 
retrieved by at least a minority of retrieval engines, 
hence we consider the high scores for each docu-
ment. The weighting vector of quantifier At-Least-
One is W=[0,0,0,0,0,1], in which for each docu-
ment the highest score is considered as its weight. 
Table 3 shows the results of OWA with quantifier 
based and degree of importance based schemas.  
 




5 0.53 0.60 0.57 0.55 0.56 0.55 0.47 0.58 
10 0.42 0.60 0.60 0.60 0.59 0.59 0.49 0.60 
15 0.34 0.55 0.60 0.60 0.59 0.59 0.48 0.58 
20 0.28 0.50 0.59 0.60 0.59 0.59 0.48 0.57 
AVG 0.39 0.56 0.59 0.59 0.58 0.58 0.48 0.58 
Table 3 Performance of the Quantifier Based 
Weighting Schemas at different Document Cut-offs 
 
As it is shown in Table 3, using OWA operator 
with the All quantifier produces a bad result, it is 
supposed to be bad and it is bad. The same is true 
for the At-Least-One quantifier. The better results 
are produced by the Most3 and Most4 operators. 
The precision of the degree of importance based 
schema, DOI, is one of the highest for cut-off 5 
and 10 but it slightly decreases after retrieving 
more than 10 documents. Figure 2 shows the 
document cut-off diagram. The results of the 
methods that produced a precision value less than 
0.5 are not depicted in Figure 2. Those are the All 








5 10 15 20
Most2 Most3 Most4 Few2
Few3 DOI  
Figure 2 Document Cut-Off diagram of Quantifier 
Based Weighting Schema 
 
In Figure2 the Most3 and Most4 quantifiers are bet-
ter than the other systems at cut-off 10, 15, 20. The 
Most2 has very good precision at cut-off 5 but its 
precision decreases afterwards. The Few quantifi-
ers have low precision. We compared the results of 
Most3 and Most4 quantifiers with the LM4 and the 
Lnu.ltu 0.25 methods. We considered the LM4 and 
the Lnu.ltu with slope 0.25 methods because they 
demonstrate better performance than the other sys-








5 10 15 20
Most3 Most4 LM4 Lnu.ltu .025  
Figure 3 Document Cut-Off Diagram, Comparison 
of Method's Effectiveness 
 
The Most3 has the best precision at cut-off 5, 10 
and 15, but its precision decreases for cut-off 20. 
Both LM4 and the Lnu.ltu have the highest preci-
sion at cut-off 20. Table 6 at Appendix A. summa-
rizes the empirical result.  
Two significance tests, namely T-Test and Wil-
coxon Signed Rank Test have been performed  on 
the results of Most3, Most4, LM4 and Lnu.ltu 0.25 
methods in order to determine if the observed dif-
ference are the result of chance or not. For each of 
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the four methods the query by query precision has 
been calculated and compared (Sanderson and  
Zobel, 2005) and then the significance tests have 
been conducted to see whether the null hypothesis 
that states the two groups do not differ, is rejected 
or not. Table 4 shows the result of the Wilcoxon 
Signed Rank Test.   
 
Method Most3 Most4 LM4 
LM4 0.861 0.894 --- 
Lnu.ltu 
0.25 0.081 0.077 0.444 
Table 4 Wilcoxon Signed Rank SignificanceTest 
 
Since the results are above 0.05 then the null hy-
pothesis is rejected. Therefore the Mos3 and Most4 
methods are better than the best single methods 
LM4 and Lnu.ltu with slope of 0.25. We then con-
ducted a T-Test on the same models and the result 
of the T-test is depicted in Table 5. 
 
 
Method Most3 Most4 LM4 
LM4 0.456 0.383 -- 
Lnu.ltu 
0.25 0.028 0.027 0.147 
Table 5 T-Test Statistical Significance Test Result 
 
According to T-Test, if the t value is above the 
threshold chosen for statistical significance (usu-
ally the 0.05 level), the null hypothesis is rejected. 
Based on Table 5, both Mos3 and Most4 methods 
are significantly better than LM4 method which is 
a confirmation of The Wilconxon Signed Rank 
test. However, with the T-Test we can not confirm 
the significance of the Mos3 and Most4 methods 
over the Lnu.ltu with slope of 0.25 method. 
5 Conclusion  
In this study we looked at the Persian retrieval as a 
fusion problem. We used a fuzzy OWA operator as 
a soft operator to merge the results of different ad-
hoc retrieval engines. For this purpose we consid-
ered four different language modeling methods 
proposed by Hiemstra (2001) and two vector space 
models, with Lnu.ltu and Lnc.btc weighting 
schemes that we know work well with Persian text. 
The collection that is used in this study is a stan-
dard test collection of Persian text which is called 
Hamshahri (Darrudi et al., 2004). To merge the 
results of the retrieval engines, we used Ordered 
Weighted Average (OWA) operators with quanti-
fier based fuzzy weighting and degrees-of-
importance based fuzzy weighting. In quantifier 
based OWA operator, some linguistic quantifiers, 
such as All, Most, Few and At-Least-One are used 
by OWA operator to merge the results. In degree-
of-importance based OWA operator we used the 
position of the documents in the retrieved lists to 
construct the weighting vector of OWA operator. 
Our experimental results show that the best OWA 
operator, quantifier based OWA operator  Most3 
and Most4, only marginally improve over the best 
retrieval method on Persian text the LM4 methods. 
However seems they produce better ranking since 
they push the relevant documents to higher ranks. 
The significant tests we conducted seem to confirm 
that Most3 and Most4 are significantly better than 
all other methods but Lnu.ltu with slope of 0.25. 
However, the superiority over the Lnu.ltu with 
slope of 0.25 was not confirmed by T-Test. 
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Appendix A. Glance View of the Empirical Re-
sults 
Each row in Table 6 shows the number of relevant 
documents (of top 20) for each query and method. 
The average number of relevant documents for 
Most3 and Most4 is 12 and 12.05 respectively. 
These values are higher than those for LM4 (the 
best method), Lnu.ltu method and LM3 (the worst 
method). It shows that the Most operators retrieve 
more relevant documents in their retrieved lists. 
Additionally, Figure 3 shows that the Most3 opera-
tor ranks relevant documents higher. So we can 
conclude that the Most3 operator ranks more rele-
vant documents in higher places in the final result.  
QID LM4 Lnu.ltu LM3 Most3* Most4 
1 6 6 7 6 6 
2 12 9 9 9 10 
3 12 15 3 15 12 
4 15 17 6 15 16 
5 14 14 9 12 12 
6 7 9 1 8 8 
7 18 18 17 18 18 
8 10 13 6 10 11 
9 2 2 1 2 2 
10 13 12 13 12 13 
11 18 19 10 19 19 
12 7 2 3 2 2 
13 19 18 16 18 18 
14 17 17 16 18 18 
15 17 11 7 14 14 
16 13 14 1 13 14 
17 16 18 10 17 16 
18 11 10 4 11 11 
19 12 15 6 12 12 
20 7 12 7 11 11 
21 8 7 7 8 7 
22 18 13 1 14 16 
23 19 16 15 16 14 
24 5 10 3 9 9 
25 11 11 7 13 14 
26 16 14 14 14 14 
27 17 13 5 15 16 
28 10 13 6 14 14 
29 18 17 17 19 19 
30 12 12 4 15 13 
31 18 12 4 12 13 
32 10 11 7 12 12 
33 19 18 4 18 18 
34 17 13 6 13 15 
35 15 15 8 16 15 
36 14 10 4 10 13 
37 11 8 1 10 11 
38 15 14 5 19 18 
39 19 16 4 17 17 
40 13 11 11 12 12 
41 9 8 7 8 7 
42 10 5 4 9 8 
43 11 12 5 11 11 
44 8 10 3 8 7 
45 16 16 8 16 16 
46 12 11 9 12 13 
47 10 8 6 9 10 
20
48 9 10 11 10 10 
49 7 7 5 7 7 
50 14 15 9 14 15 
51 6 8 8 8 8 
52 9 11 1 15 16 
53 4 6 4 6 6 
54 7 6 6 7 7 
55 4 6 3 6 5 
56 7 6 2 6 7 
57 9 12 9 12 12 
58 9 11 9 12 10 
59 14 12 12 14 13 
AVG 11.97 11.61 6.88 12.00 12.05 
Table 6 Empirical Results at a Glance 
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