Abstract: For spatial-spectral classification of hyperspectral images (HSI), a deep learning framework is proposed in this paper, which consists of convolutional neural networks (CNN) and Markov random fields (MRF). Firstly, a CNN model to learn the deep spectral feature from the HSI is built and the class posterior probability distribution is estimated. The CNN with a dropout layer can relieve the overfitting in classification. The CNN is utilized as a pixel-classifier, so it only works in the spectral domain. Then, the spatial information will be encoded by MRF-based multilevel logistic (MLL) prior for regularizing the classification. To derive the correlation of both spectral and spatial features for improving algorithm performance, the marginal probability distribution in HSI is learned using MRF-based loopy belief propagation (LBP). In comparison with several state-of-the-art approaches for data classification on 3 publicly available HSI datasets, experimental results have demonstrated the superior performance of the proposed methodology.
Introduction
Hyperspectral remote sensing, a technology of acquiring remote sensing image in high-resolution spectrum, is capable of simultaneously collecting spectral and spatial information for earth observation, especially land cover analysis [1] . As an emerging field, hyperspectral remote sensing has been introduced in a wide range of scenes increasingly. Even for hyperspectral image (HSI)-based classification and target detection, the technology has been successfully applied in aerospace, agriculture, forestry, mineral, atmospheric sciences, military and so on [2] [3] . Apart from these conventional applications, HSI also has great potential in health and pharmaceutical areas for its nature of non-intrusive inspection [4] [5] .
Due to the 3D hypercube it contains, image classification with HSI is always challenging [6] . The first reason is from the large volume and 3D data structure, where a high degree of redundancy in both spectral and spatial domain can be found. Another key drawback is the lack of sufficient training samples. Other issues may affect the classification include the spectral mixture, noise and so on. As a result, it is not straightforward to apply conventional machine learning approaches for HSI classification.
The support vector machine (SVM), capable of dealing with dataset in high-dimensional feature spaces, is found suitable for HSI classification [7] , especially under a limited number of training samples for learning [8] . As an alternative, a multinomial logistic regression (MLR) [9] model, represented as modelling the conditional probability directly, doesn"t need to care about joint probability distribution in dataset, yielding a good performance in hyperspectral image classification. For dealing with the high-dimensional classifications, sparse representationbased classifier (SRC) is another useful solution [10] . Based on learning an over-complete dictionary, the highdimensional data can be represented as a sparse expression which contains a large amount of zero coefficients, and hence it is discriminative to make a significant classification [11] [12] .
Recently, lots of novel methods about feature extraction and dimensionality reduction are employed in HSI data, for pre-processing the contiguous spectral bands with high redundancy in HSI [13] . Through preserving the discriminative features in low-dimensional space, it leads to a significant performance in HSI classification. In experiments, the traditional classifiers, generally which is SVM classifier, combined with some feature extraction methods, such as PCA, can obviously outperform previous methods [14] - [17] .
The approaches mentioned above merely consider the spectral classification. However, the spatial information is also significant for spatial-spectral processing of HSI [18] . For example, the Morphological Profiles of HSI are important features for spectral-spatial classification, thus a number of methods about utilizing Morphological attribute Profiles or extended morphological profile (EMP) in classification of HSI are carried out in recent years [19] - [21] .
Among many other approaches such as morphological filtering [22] , maximum noise fraction (MNF) [23] and Nonnegative Matrix Factorization (NMF) [24] , Markov random fields (MRF) is particularly useful as it helps to extract the spatial dependency in a Bayesian method for HSI classification. In [6] , a novel MRF-based MLR classifier is proposed. And a SVM-MRF method for spectral-spatial classification is introduced in [25] , where spatial information is used for refining the pixelwise classification from SVM.
In recent years, deep learning has been widely used in many applications such as image processing, natural language understanding, speech recognition and artificial intelligence [26] . Recently, in the field of remote sensing image analysis, classification and target detection, deep learning has also been introduced [27] - [30] , because of its powerful capacity of unsupervised deep features selflearning. Ref. [31] introduced the Convolutional Neural Networks (CNN) for HSI classification based on pixel vector, i.e., only using the spectral features. Later, 2D-oriented CNN in [32] encoded the spectrum by PCA and classified each pixel with its spatial neighbouring pixels as 2D input. On this basis, 3D-CNN can reserve the whole spectral bands [33] , which sufficiently exploit both the spectral and spatial features through a large-scale network. However, as the network being more complex and highdimensional, it takes longer runtime for computation. Stacked Auto-Encoders (SAE) also can perform well in the spectral-spatial classification [34] . More CNN-based methods are explored in [40] [41] . Furthermore, Ref. [42] proposed the Mugnet using limited samples. Ref. [43] used RNN for hyperspectral image processing. Ref. [44] proposed a deep feature fusion network. Semi-supervised network using pseudo labels was presented in [45] . Gabor filtering based deep network was proposed in [46] . And residual network is utilized in [47] .
In this paper, a deep learning framework with MRFbased model is proposed for spectral-spatial classification of HSI. As shown in Fig. 1 , this framework consists two key parts: CNN classifier and MRF, which are used for spectral classification and spatial regularization, respectively. The characteristics of the proposed approach can be highlighted as follows. 1) A deep CNN model is built to learn the deep features and the classification of HSI. In this step, the input of the CNN is the pixel vectors in HSI containing the spectrum, so the CNN will be a pixel-classifier.
2) Markov random field is employed to utilize the spatial information. The MRF-based multilevel logistic (MLL)
prior, which forces a smooth segmentation, encodes the spatial information to regularize the classification result obtained in CNN. In addition, to derive the correlation of both spectral and spatial features for improved algorithm performance, MRF-based loopy belief propagation (LBP) is adopted to learn the marginal probability distribution in HSI. 3) Compared with the traditional 3D-CNN model, the propose method not only can learn the deep features from HSI itself, but also can save large amount of computation because of its simple structure for feature learning in pixel level. Furthermore, spectral-spatial information from all pixels of HSI in MRF is utilized, while the 3D-CNN merely takes advantage from neighbouring pixels. Extensive experiments demonstrate the outperforming performance of the proposed CNN-MRF approach. The remainder of this paper is organized as follows. Section 2 formulates proposed deep learning framework. Section 3 demonstrates the experimental results in benchmarking with state-of-the-art approaches. Finally, Section 4 summarizes the conclusions.
Proposed Deep Learning Framework Based on MRF

Convolutional neural networks for classification
In the proposed deep learning framework, CNN is employed to extract deep features and make classification result. As shown in Fig. 2 , the network structure of the proposed CNN can be divided into five layers, including an input layer, a convolutional layer, a max pooling layer, a dropout layer and a fully connected layer [31] . Therefore, it Generally, the input of CNN is a 2D image. In fact, hyperspectral image classification is to consider each pixel as an input signal. For the HSI, a pixel represents the reflection in all bands on a geospatial point, shown as a continuous spectrum. In our proposed method, each HSI pixel can be regarded as 2D image whose length is n (n denotes the number of channels) and height is equal to 1, thus each pixel can be as the input of the CNN. Assume that the number of pixels is in HIS. . There is no parameter in our max pooling layer. The dropout layer D4, outputs units and there are ( ) trainable parameters in layer D4. Architecturally, the dropout layer has a same structure as fully connected layer, but it works differently in the training process, which we will introduce later. The fully connected layer F5, which is also the output layer, outputs units, where denotes the number of classes. There are ( ) trainable parameters in layer F5. In the proposed structure, layer C2 and layer S3 can be viewed as the feature extraction of the input data, while layer D4 and layer F5 make up a classifier of the features. As [35] recommended, the weighs set is in the
, where denotes the units"
number outputted from previous layer, and all the bias vector set as 0. The training process consists 2 iterative steps: forward propagation and back propagation, which are mentioned as follows.
1) Forward propagation
Forward propagation is aimed at obtain the classification result of the input according to the current parameters.
Assuming is the input data of i-th layer, then its output data is also the input data for the next layer, denoted as . The expression of each layer can be written as
and ( ) is an activation function, denotes weight matrix and denotes bias vector. Since the sparseness of linear model is not strong enough, the activation function is recommended as non-linear model.
Specifically, hyperbolic tangent function is chosen in the convolutional layer ： ( ) ( ) . Lots of experiments have proved it has the best performance [30] . The maximum function is used in pooling layer ： ( ) ( ), so it also called max pooling layer. The layer D4 still choose the hyperbolic tangent function ： ( ) ( ) . Since it is a multiclass classification, softmax function is adopted in output layer F5: ( ) ( ) The final output denotes the classification result with the current parameters in CNN. Obviously, the densities ( | ) is determined by the CNN.
2) Back propagation
Back propagation is employed to update the parameters of CNN for minimizing the error between the training model output and the desired classification result. We employ the gradient descent method to update network parameters in the back propagation stage.
Since the output layer F5 adopts softmax function as its activation function, for softmax regression model, the error is given by ∑ ∑ * + (3) where denotes the number of training samples, denotes output units in output layer which is equaled to the number of class, and are the desired target output and the current output response to the m-th input data, respectively, and is the c-th element of the . If the sample belongs to class c, the k-th element of is positive and the rest of will be zero. * + is an indicator function and * + means, if c is equal to , the value of the desired output of m-th sample is 1, otherwise its value is 0. A minus sign added to the front of the equation can make the computation more convenient.
For the other layer hyperbolic tangent function is chosen as their activation function, we consider error by the squared-error loss function ∑ ∑ ( ) (4) where is the number of output units.
The error propagate backwards through the network can be viewed as the "sensitivities" of each unit. Here, we compute derivatives of E with respect to as its sensitivities in i-th layer. It is given by ( )
where ° denotes element-wise multiplication. And the sensitivities of output layer is given by * + .
It can be obtained by calculated that
As , we have ,
.
Then the trainable parameters are updated by ,
where is the learning rate.
With the increase of the number of iteration, the output of CNN will be increasingly closer to the desired label output. Specially, we should pay more attention to the back propagation in convolutional layer. Because of subsampling, the number of sensitivities in pooling layer is not match the convolutional layer so that it cannot implement (5) directly. Actually, each unit in pooling layer corresponds to a block of units in convolutional layer"s output maps.
Therefore, for calculating the sensitivities in convolutional layer, we should up-sample the sensitivity maps in pooling layer to make it as large as the one in convolutional layer, which means just multiply the activation derivative ( ) at current layer element-wise
where ( ) denotes an up-sampling operation. A simple method is to copy the sensitivity maps times, where is the sampling factor in pooling layer.
Finally, the gradients for the bias is equal to the sensitivities as (9) implemented. But in consideration of the convolutional layer having same sharing weights, if calculate the gradient for a given weight, we just need to multiply a patch of the input connected to the weight with the corresponding sensitivities ( )
where denotes a parameter of the weights matrix , denotes the patch of input connected to the weight , and ( ) denotes the sensitivity map corresponded to the in the position ( ) .The parameter update is still implemented as (10) and (11).
3) Dropout
Adding dropout layer in CNN is useful to relieve the overfitting by preventing the complex co-adaptations in training processing [36] . As we mentioned above, the dropout layer has a same structure as fully connected layer, but it works differently in the training process. In fact, it can be view that dropout layer is the fully connected layer using "dropout".
As shown in Fig. 3 , in each training iteration, the units in dropout layer will randomly "dropout". The dropout probability is set to 0.5 as recommended in [36] . It makes some weights in the network sometimes not work but still exists. It can be seen that we have trained lots of different network like Fig. 3(b) , and obtain an ensemble learning network at last.
After the training process, we need to multiply the dropout rate (0.5) with the weights in dropout layer in order to keep the magnitudes have no change.
MRF-based MLL prior for spatial features regularization
Given the input , the trained CNN can extract the deep features from spectral features and make classification result. It means that CNN models the densities ( | ).
However it means only spectral information is considered in classification, while spatial information is wasted. Therefore, the spatial information is incorporated by using multilevel logistic prior, which belongs to the Markov Random Fields.
In the Bayesian approach, classification results is generally given by maximizing the posterior distribution [6] . The maximum a posterior (MAP) ( | ) estimates the class result, which means that given input X, it estimates result y when maximizing ( | ). Under Bayes" theorem, MAP estimate can be written as ( | ) ( | ) ( ) (14) where ( ) denotes the prior over the labels in y, and ( | ) is a likelihood function which means the probability of input data given the labels.
Assuming in conditional independence prior will be used as the prior ( ) to encode the spatial information. To solve this problem, MRF-based loopy belief propagation (LBP) algorithm is used, which can also learn the correlation of both spectral and spatial features. According to the Hammersley-Clifford Theorem, the Gibbs" distribution expresses the probability of the relevance in MRF [6] . So the MLL prior is given by ( )
where denotes the normalizing constant, is the parameter controlling the smoothness, denotes a set which consists of pair of neighbouring pixels, and ( ) is a unit impulse function, where ( ) and ( ) . The MLL prior encourages that it is with a high probability for the neighbouring pixels having a same label, and hence it promotes piecewise smooth classification. Combined (17) with (18), the MAP estimation is finally given by
Minimization of the equation in (19) refers to a complex combinatorial optimization problem, and thus LBP algorithm is put forward to solve this problem [18] .
Loopy belief propagation for learning marginal probability
As Fig. 4 shown, in the MRF"s model, the hidden nodes and the observed nodes appear pairwise, i.e., each label is related to an respective input . LBP algorithm can not only solve the problem in (19) but also learn the marginal probability ( ) for each label [37] .
The classification in this model amounts to infer the hidden information via observe the information . Each node has a hidden nodes and an observed nodes . In the square lattice, ( ) denotes the statistical relation between input and label , and ( ) ( | ) , which is learned by CNN in above. ( ) represents the interaction potential, which reflects the continuity of the neighbouring labels, i.e., penalizes dissimilar pair of neighbouring labels. Thus the MLL prior is proposed to urge a smooth label image.
LBP is an iterative algorithm that propagates message through the nodes to update the state of MRF constantly until being convergence [37] . In each iteration, the spectral message and spatial message are propagated to the neighbour and go on in next iteration. Finally, LBP will learn the marginal probability which contains both the spectral and spatial probability. As shown in Fig. 4 , the message sent from label to its neighboring label is defined as (
where denotes the normalization constant, and ( ) denotes all the neighboring labels of label except the label .
In each iteration, all the labels send message to and receive message from their neighbours, as shown in Fig. 5 . The belief in each label is given by all the incoming messages, therefore, the belief of label , i.e., the marginal probability ( ) is estimated by the joint probability distribution (
where ( ) denotes all the neighboring labels of label .
The details of LBP algorithm is given in Algorithm LBP. The details of the proposed framework are summarized in Algorithm HSI.
Algorithm LBP
1:Initialize all the labels" belief ( ) 2:For iter = 1 to Training iteration do Select a pair of neighbouring labels randomly; Label propagate message to label , (20) ; Update the belief of label , i.e., ( ), (21); End 3:Compute the posterior probability :
Algorithm HSI 
Experimental Results
Hyperspectral data sets description
To validate the feasibility of proposed deep learning framework and test its performance, 3 different publicly available remote sensing datasets are used in the experiments.
1) Indian Pines data set
The first hyperspectral dataset is gathered by AVIRIS sensor over Indian Pines test site in North-western Indiana, and consists of 145x145 pixels with a spatial resolution of 20m per pixel, and 224 spectral bands in the wavelength range from 0.4 to 2.5 . Due to the noise and water absorption phenomena, bands covering the region of water absorption ([104-108], [150-163], 220) are abandoned, leaving 200 channels employed in experiments. This dataset has a size of 145x145x200. The ground truth map of Indian Pines HSI is shown in Fig. 6(a) , which contains 10249 labeled pixels belongs to 16 classes. The training set will randomly select almost 10% from the dataset, and the remaining data makes up the testing set. The training set"s samples in each class is quite unbalanced. Table I lists the details of the number of pixels and classes.
2) Pavia University data set
The second hyperspectral dataset is acquired by ROSIS optical sensor over University of Pavia, Italy, and consists of 610x340 pixels with a spatial resolution of 1.3m per pixel. This image comprises 103 spectral channels and a data size of 610x340x103. The ground truth map of Pavia University HSI is shown in Fig 7(a) , which contains 42776 labelled pixels belongs to 9 classes. The training set will randomly select 200 pixels per class from the dataset, and the remaining data makes up the testing set. Table II lists the details of the number of pixels and classes.
3) Salinas Scene data set
The third hyperspectral dataset is gathered by 224-band AVIRIS sensor over Salinas Valley, California, and consists of 512x1217 pixels with high spatial resolution of 3. Fig 8(a) , which contains 52322 labelled pixels belongs to 16 classes. The training set will randomly select almost 1% from the dataset, and the remaining data makes up the testing set. The training set"s samples are quite small. Details of the number of pixels and classes are listed in Table III .
Configuration for CNN
Since the three data sets have different spectral channels, it needs to set different parameters for them. As recommended in [22] , is better to be , -, and .
can be any number between 30 and 40, and . is better to be set to 100. These choices might not be the best but are effective for general HSI data. Therefore, for the Indian Pines dataset with 200 bands (after preprocessing) in 16 classes, we set the layer parameters of CNN:
, , ,
. For the Pavia University dataset with 103 bands in 9 classes, we set the layer parameters of CNN: , , , , , , . For the Salinas Sense dataset with 204 bands in 16 classes, we set the layer parameters of CNN: , , , , , , The learning rate is set to 0.03. The effect of several parameters will be discussed later.
The classification performance is illustrated by overall accuracy (OA), average accuracy (AA) and Kappa statistic. To validate whether those proposed configuration for our CNN is appropriate, we analyse the effect of the layer parameters, layer depth, units of dropout layer and filter numbers here. The control variable method is employed in this experiment, where the Indian Pines dataset is used.
From the experimental results shown in Table IV , among different kernel size of convolutional layer (16, 21, 26 and 31) , the better accuracy is obtained when the is closer to be , -, i.e. , when the other parameters is unchanged. Then we discuss the size of the pooling layer . As shown in Table V , when and is between 30 and 40, the useful information is kept furthest.
Similarly, it can be seen that higher hidden layer depth (2 and 3) or number of units in dropout layer (200 and 300) is not necessarily to improve the classification performance, as Table VI and Table VII show. In fact, a low depth or a few number of units may give rise to under-fitting, but the proposed network is enough satisfied with solving this problem. Under the limited number of training samples, more complex networks may be faced with overfitting. In addition, a simple CNN with low layer depth can reach a fast speed in training iterations, which will save more training time.
The number of filters is shown in Table VIII . It can be seen that 20 filters is adequate to extract the required deep features in our framework.
Experiments with Indian Pines dataset
State-of-the-art methods for HSI classification will be applied in the experiments as comparison, which include: SVM [8] , EMP [21] , SVM-composite kernel (SVM-CK) [38] , LORSL-MLL [6] , sparse representation-based classification (SRC) [10] , SVM-MRF [25] , CNN [31] , 2DCNN [32] and 3DCNN [33] , [39] . The SVM only considers the spectral information, implemented by the Gaussian kernel. On this basic, the spatial information is exploited by the EMP, composite kernel and MRF respectively for EMP [21] , SVM-CK [38] and SVM-MRF [25] . LORSL-MLL is a classical method with MLL prior. As mention above, the CNN, 2DCNN and 3DCNN are the deep learning method but deal with the HSI classification in different dimensional of input data.
Table IX illustrates the experimental results by different classification algorithms with the Indian Pines data set. From the experimental results, the SVM and the CNN classifier, which only consider the spectral features, obtain bad classification results. While taking advantage of the spatial information, the other methods have a superior performance. What"s more, the 3DCNN and the proposed method, which extract the deep features from the original data, achieve higher accuracy. Compared to the 3DCNN, the experimental results illustrate the better performance of the proposed deep learning framework, because the 3DCNN merely takes advantage from neighboring pixels, while the proposed method exploits spectral-spatial information from all pixels of HSI in MRF. The superior performance of the proposed CNN-MRF makes a strong contrast with the SVM-MRF and CNN. It can be seen that both the CNN and MRF play a key role in the framework, and none is dispensable. Fig. 6(b) shows the classification map.
Experiments with Pavia University dataset
Table X reports the experimental results by different classification algorithms in the Pavia University data set, and the proposed method performs better than those compared classification algorithms. Fig. 7(b) shows the classification map.
Experiments with Salinas Scene dataset
Table XI reports the experimental results by different classification algorithms in the Salinas Scene data set, and the proposed method performs better than those compared classification algorithms. Fig. 8(b) shows the classification map 
Effect of fewer number of training set
In last experiments, we attempt to reduce the number of training set to exam the proposed method in Indian Pines, Pavia University and Salinas Scene data sets: from 3% to 10% for Indian Pines, from 50 to 200 per class for Pavia University and from 0.4% to 1% for Salinas Scene.
Table XII, XIII and XIV illustrate the experimental results. It can be seen that classification accuracies increase with the number of training set in accordance with expectation. The proposed method still achieves a superior performance when there are less training samples provided.
3.7．Processing Time
The experiments are implemented using MATLAB on a normally configured computer with Inter(R) Core(TM) i5-4460 CPU at 3.20 GHz and 8-GB RAM. The testing time of these experiments based on Table I, II, III are shown in  Table XV . It should be noting that since the spatial information of all pixels is needed, the testing time is proportional to the total number of pixels including both labelled and unlabelled pixels.
Conclusion
This paper mainly introduces a deep learning framework for spatial-spectral classification of HSI. The framework consists of two parts: CNN and MRF, respectively acting on classification with spectral features and regularization with spatial information. To derive the correlation of both spectral and spatial features for improving algorithm performance, the marginal probability distribution in HSI is learned using MRF-based loopy belief propagation (LBP). In the experiments, three widely used remote sensing datasets are utilized. Compared with several state-of-the-art approaches, the proposed framework achieves superior performance.
Although the proposed framework has satisfied performance, there are still some challenges, such as the parameter optimization, the cost of training time and so on. Therefore, our future work may focus on the parameters" adjustment and the computational time optimization. 
