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ABSTRACT
The regulation of Lake Ontario water level began on April 20, 1960. In recent years,
there have been many Lake Ontario residents dissatisfied with the erosion damage to their
properties. Many believe that the increase in erosion has been caused by the International
St. Lawrence River Board of Control maintaining a water level which is too high. The
scope of this thesis was to first identify what the actual change in the lake level has been
since regulation began and then to determine how much of this difference could be
attributed to regulation and how much should be attributed to the supply change. The
results indicate that the major cause is the increase in supplies.
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1.0 Introduction
The regulation of Lake Ontario water level, which began on April 20, 1960, is carried out
by controlling the outflows of the lake through the St. Lawrence River. In recent years.
Lake Ontario residents, along with many others, have been dissatisfied with the erosion
damage to their properties. Many believe that the increase in erosion has been caused by
the International St. Lawrence River Board of Control purposely maintaining a water
level which is too high. The purpose of this thesis is to first identify what the actual
change in the lake levels has been since the regulation began and then to determine how
much of this difference can be attributed to the supply change and how much can be
attributed to regulation. Since the regulation plan of Lake Ontario was first put into
operation in 1960, the term
"pre-regulation"
will refer to prior to 1960 and the term "post-
regulation"
will refer to 1960 and after.
1.1 Description ofGreat Lakes Basin
Croley and Hunter [1993] give a detailed description of the Great
Lakes'
physical system.
The Great Lakes contain approximately 5,500 cubic miles (23,000 km3) of water,
representing approximately 95% of the nations fresh water supply and about 20% of the
world's fresh surface water. The surrounding basins include approximately 300,000
mi2
(770,000 km2). From the western most end of Lake Superior to the Moses-Saunders
Power Dam on the St. Lawrence River, the basin spans nearly 2,000 miles (3,200 km).
While there are many other lakes and inlets throughout the entire basin, the five largest
lakes in order from west to east are Lake Superior, Lake Michigan, Lake Huron, Lake
Erie and Lake Ontario.
The water that flows through each Great Lake can be classified into two main groups:
(1) interbasin flows and (2) net basin supplies. The interbasin flows represent any water
which flows into or out of the basin via natural connecting channels or man-made
diversions. Net basin supply is a derived quantity which accounts for all other methods
by which water may enter or leave a lake including over-lake precipitation, evaporation
and local basin runoff.
The levels of the Great Lakes fluctuate over time as a result of the difference in the
amount of water entering the lake and the amount leaving the lake. The Great Lakes have
an enormous capacity to store water. Due to the large surface area of the lakes, a great
supply or discharge of water is needed to cause a noticeable change in the water level. A
detailed description of the fluctuations in lake levels is given by the US Army Corps of
Engineers (June, 1994). Ways in which water enters a lake include precipitation, runoff
from surrounding land, inflows from the upstream lake, groundwater discharge and
inflows from natural or man-made diversions. Precipitation in the forms of rain, snow
and condensation, are the primary sources of input water to the Great Lakes basin. The
amount of precipitation that falls in a given area over a given time period varies with the
climate of the basin. Runoff is the precipitation that falls on the surrounding land and
slowly flows into the lakes via streams and other tributaries or through the ground.
Inflows from the upstream lake or from diversions can vary depending on the
precipitation that has fallen on the upstream lakes and surrounding land as well as on the
possible flow restrictions in the connecting channels. These channel restrictions can be
caused by ice jams in the winter and early spring as well as by excessive plant growth in
the summer.
Conversely, water may leave a lake through evaporation, outflow to the downstream lake
or outflow through natural or man-made diversions. Diversions out of the lakes
obviously tend to lower the lake level by taking water for such things as sanitation,
irrigation, power production and navigation. Dredging in the connecting channels also
tends to decrease the lake levels by allowing more water to be carried out of the lake. As
with the precipitation, the evaporation is dependent on the climate of the area. Outflows
to the downstream lake are subject to the same possible flow restrictions as are the
inflows. The outflows from Lake Superior and Lake Ontario have been regulated for
some time (Superior since 1921 and Ontario since 1960) through control works (dams)
constructed in their outlet rivers.
Lake level fluctuations are categorized by the time scale for their occurrence; long-term,
short-term and seasonal. Long-term level fluctuations are caused by persistent high or
low water supply conditions throughout the entire Great Lakes basin. They tend to result
in extreme levels such as the low levels during the mid 1890's, 1930's and 1960's and the
high levels during the 1950's, 1970's and the 1980's. Due to the limited discharge
capacity of the Great
Lakes'
outflow rivers, high or low levels may persist for several
years after the high or low supply conditions have ceased. More than 100 years of water
level records have been recorded and there does not appear to be any regular, predictable
cycle for the long-term fluctuations. In addition, it is postulated that global climatic
changes, such as global warming, may affect long term supplies and water levels.
Seasonal fluctuations on the other hand have a very noticeable cycle. During the summer,
the hotter temperatures and lower precipitation combine with wind and dry air to increase
evaporation and plant transpiration, and decrease runoff and groundwater supplies
resulting in a drop in the water levels which lasts through to their early winter minimum.
In the early spring, the melting snow and heavy rains combine with reduced evaporation
and plant transpiration to raise the water levels toward their early summer peaks.
There are also other very short-term water level fluctuations which usually last for a day
or so. The predominant short-term fluctuations are caused by strong winds (wind setup)
or changes in barometric pressure, generally across the east and west ends of the lake.
The strong winds create a frictional force over the surface of the lake, in effect pushing
the water towards one end, while the changes in pressure cause the lake to act as a large
balance, tilting up at the low pressure end. Since Lake Erie is aligned with the prevailing
winds and is relatively shallow, it tends to show the effects of wind setup more frequently
and in a more pronounced manner than the other lakes. The wind and pressure variations,
along with human interaction such as
recreation and navigation, cause waves which
create very short term level fluctuations. Intense rain storms and constrictions in
connecting channels due to ice or weeds may also cause some short-term fluctuations.
Since short-term changes in local water level only last for a day or so, they are averaged
out and do not significantly affect the monthly average of lake levels obtained from gauge
readings.
1.2 Interests Affected by Lake Levels
The Great Lakes-St. Lawrence River system is a major freshwater resource in eastern
North America. Along with their many recreational uses, the lakes are also used for
commercial navigation, hydropower and water supply for sanitation and consumption.
They also have immense environmental significance. The section of the Great Lakes
Basin which this study is concerned with is referred to as the Lake Ontario-St. Lawrence
River System, which includes all of Lake Ontario and the St. Lawrence River. The St.
Lawrence River extends from the eastern end of Lake Ontario to the beginning of the
Gulf of St. Lawrence near Quebec City, Quebec.
There are many property owners along the shores of Lake Ontario as well as the banks of
the St. Lawrence River. The waters and surrounding lands are used for year-round
homes, summer recreation in the forms of beaches and cottages, and businesses such as
commercial navigation, marinas and hydroelectric plants. Even if it were possible to set
and control the water level, there would be no one level of water that would please
everyone. For example, those who own homes and cottages along the shores of Lake
Ontario would prefer to have the water level relatively low in order to reduce the erosion
and water damage to their property. Conversely, the numerous industries which use the
lake and river system for navigation to and from the Atlantic Ocean and people engaged
in recreational boating would like the water level as high as possible to ensure that they
don't risk damaging their vessels by running aground.
Other affected interests in the system are the protection of the wetlands Lake St. Louis
and flood protection of agricultural lands around Lake St. Pierre. Even if the residents
and industries could agree on a given level for the lake that would suit both needs, there
would be problems down stream. If there was a dry spell during the summer that caused
the level of Lake Ontario to begin decreasing, the only way to maintain the given level
would be to stop the outflow of water to the St. Lawrence River. A significant drop in the
outflow would upset the hydroelectric plants, which depend on continuous flows, and
upset the Montreal Harbor and recreational boaters in this area which require a certain
water level for safe navigation.
1.3 History and Operation of the Current Regulation Process
Before understanding the current plan used for regulating Lake Ontario water levels, it is
important to review its history, as well as the history of the St. Lawrence Seaway.
Eberhardt [1990] has written a detailed history of the current plan, which is referred to as
Plan 1958-D.
While the development of the St. Lawrence River system for navigation and hydropower
was considered in the early 1800's, most of the significant events leading to this
development didn't occur until the 1900's. In December of 1903 the governments of
Canada and the United States established the International Waterways Commission
(TWC) in order to observe the use of the Great Lakes. The Commission made the United
States and Canada realize that there would need to be some sort of agreement between the
two countries regarding disputes in boundary waters which, thus, led to the Boundary
Waters Treaty between the United States and Great Britain in 1909. One of the results of
this treaty was the establishment of the International Joint Commission (JJC), which
currently guides the regulation of Lake Ontario, along with other trans-boundary
waterways.
While the Treaty was aimed primarily at creating free and open navigation for commerce,
a study in 1921 by the Corps of Engineers and Department of Railways and Canals of
Canada showed that the development of the St. Lawrence Seaway would not be
economically viable without also developing the capability of power generation. This
study report, known as the Wooten-Bowden report, spurred decades of discussion until
finally, in 1942, the Corps of Engineers submitted a report which formed the basis for the
ultimate planning and construction of the Seaway in the 1950's.
The Seaway was constructed by both the U.S. and Canadian governments. The U.S.
portion of the Seaway was constructed by the St. Lawrence Seaway Development
Corporation, which was created shortly after Congress authorized the participation of the
United States. The construction was completed in June of 1959, extending approximately
45 miles from Ogdensburg, NY to Cornwall, Ontario. Included in the Seaway are the
Moses-Saunders powerhouse, the Long Sault Dam, the Iroquois Lock and Dam, and the
Eisenhower and Snell Locks. The Long Sault Dam is used for releasing water when the
outflow must exceed the maximum flows of the Moses-Saunders powerhouse.
The first regulation plan specified eight ideal requirements that should be fulfilled by a
lake regulation method. It was developed by the Department of Transport Canada in
September 1940 and was referred to as Method No. 5. The plan was designed to allow
for maximum flows for power generation and to maintain the natural levels on Lake
Ontario and the St. Lawrence River, without creating any difficulties downstream of the
project around Montreal Harbor.
As a result of the high lake levels in the early 1950's, the U.S. and Canadian governments
requested the DC to work on investigating a method of regulating the lake level which
could provide some form of flood control. This request came after the discovery that the
Gut Channel Dam, constructed in 1903, adversely impacted Lake Ontario residents by
raising the water level as much as 4 or 5 inches. The dam was removed in January of
1953. In response to the
governments'
request, the IJC established the International Lake
Ontario Board of Engineers in April of 1953. On May 5, 1955, the Board presented Plan
12-A-9 which provided for flood control at the expense of power generation by
maintaining the range of levels on Lake Ontario to between 242.77 feet (73.996 meters)
and 246.77 feet (75.215 meters) as referenced to the International Great Lakes Datum
(IGLD) 1955. The plan was approved only for the purposes of calculating critical profiles
and designing channel excavations. This formed the basis for the existing channel
configurations and capacities.
On November 16, 1953 the IJC created the International St. Lawrence River Board of
Control which conducted all subsequent regulation studies after the one performed by the
International Lake Ontario Board of Engineers. Realizing that future revisions may be
necessary, the International St. Lawrence River Board recommended an initial plan for
operating the regulation of the outflows of Lake Ontario. Plan 1958-A, as it was called,
was recommended on May 14, 1958 but not put into operation until April 20, 1960.
As expected, Plan 1958-A was revised into Plan 1958-C, which was aimed at decreasing
the number of times the Montreal Harbor was at a level below its low water datum. This
plan was put into operation on January 3, 1962. This plan was revised to form Plan 1958-
D in October of 1963, which is the current Lake Ontario level regulation plan. Plan
1958-D succeeded in improving the Montreal Harbor level without reducing the
minimum winter flows. Since 1963, the control of Lake Ontario has been carried out by
utilizing Plan 1958-D along with some
authorized deviations.
Table 1.1 shows a list of the eleven criteria on which Plan 1958-D was based [Eberhardt
(1996)]. Criteria (a) through (e) are essentially a combination of the eight requirements
from Method Number 5 developed in 1940. Criterion (f) was added with Plan 12-A-9
(1955). Plan 1958-D finalized Criterion (g) through (j) in October of 1963 in order to
improve the Montreal Harbor levels without reducing the minimum winter flows of Plan
1958-C Criterion (k) was included in order to allow the specified limits to be exceeded
for protecting the riparians upstream and downstream in times of high supplies and for
maintaining adequate flow for navigation and power generation in times of low supplies.
10
TABLE 1.1 Criteria of Regulation from UC Orders of Approval (195J
A "The regulated outflow from Lake Ontario from 1 April to 15 December
shall be such as not to reduce the minimum level ofMontreal Harbour below
that which would have occurred in the past as
adjusted"
B "The regulated winter outflows from Lake Ontario from 15 December to 31
March shall be as large as feasible and shall be maintained so that the
difficulties of winter operations are
minimized"
C "The regulated outflow from Lake Ontario during the annual spring break-up
in Montreal Harbour and in the river downstream shall not be greater than
would have occurred assuming supplies of the past as
adjusted"
D "The regulated outflow from Lake Ontario during the annual flood discharge
from the Ottawa River shall not be greater than would have occurred
assuming supplies of the past as
adjusted"
E "Consistent with other requirements, the minimum regulated outflows from
Lake Ontario shall be such as to secure the maximum dependable flow for
power"
F "Consistent with other requirements, the maximum regulated outflow from
Lake Ontario shall be maintained as low as possible to reduce channel
excavation to a
minimum"
G "Consistent with other requirements, the levels of Lake Ontario shall be
regulated for the benefit of property owners on the shores of Lake Ontario in
the United States and Canada so as to reduce the extremes of stage which
have been
experienced"
H "The regulated monthly mean level of Lake Ontario shall not exceed
elevation 247.29 feet (75.37 meters) with the supplies of the past as
adjusted"
I "Under regulation, the frequency of occurrences of monthly mean elevations
of approximately 246.29 feet (75.07 meters) and higher on Lake Ontario shall
be less than would have occurred in the past as
adjusted"
J "The regulated level of Lake Ontario on 1 April shall not be lower than
elevation 243.29 feet (74.15 meters). The regulated monthly mean level of
the lake from 1 April to 30 November shall be maintained at or above
elevation 243.29 feet (74.15
meters)"
K "In the event of supplies in excess of the supplies of the past as adjusted, the
works in the International Rapids Section shall be operated to provide all
possible relief to the riparian owners upstream and downstream. In the event
of supplies less than the supplies of the past as adjusted, the works in the





The data files used for this report were obtained from the U. S. Army Corps of Engineers
and the National Oceanic and Atmospheric Administration (NOAA). Since the Great
Lakes - St. Lawrence River system extends over such a large area and is affected by the
Earth's crustal movement, lake level observations from one gauge may change relative to
another gauge over long periods of time. After this phenomenon was discovered, it was
determined that there needed to be a single datum on which all observation sites could
base their readings. The International Great Lakes Datum (IGLD) (1955) was
implemented in 1962 and used for 30 years [Coordinating Committee on Great Lakes
Basic Hydraulic and Hydrologic Data (1995)]. Due to the effects of the crustal
movement, it has been found that the datum should be updated approximately every
25-
30 years. The current datum is IGLD (1985). All of the level data used in this report was
either obtained in reference to or converted to IGLD (1985).
2.1 Level Data
The main data file used was the monthly average Lake Ontario level in meters as obtained
from NOAA's gauge number 2030 located in Oswego, NY. The Oswego gauge was
selected because its records date back to 1860. The data recorded at the Rochester gauge
also began in 1860, but had no recordings between 1907 and 1953. The other two US
gauges, located at Cape Vincent, NY and Olcott, NY, didn't begin recording data until
1916 and 1967, respectively. While an average of these four gauges around the lake
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would certainly give a more accurate representation of the actual lake level, the single
Oswego gauge is sufficient for the statistical analysis in this report.
Figure 2.1 shows the time series plots of the monthly average Lake Ontario water level
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month period in the middle of 1935, there are only as many as two data points for any
given month. Between 1953 and 1966 there are three gauges with recorded data. All four
gauges have recorded data only after 1966.
The average level of the available gauges was calculated on a monthly basis from 1860
through 1994 by using as many gauge data points as were available for each month.
Figure 2.2 shows the Oswego values plotted against these average values. A line was fit
to the paired data points using the least squares method. If there was no difference
between the Oswego gauge data and the four gauge average, then all of the points on the
plot would be in a perfectly straight line. The fitted line had a correlation of R=0.998 1
and a coefficient of determination equal to R2=0.9962. The coefficient of determination
represents the fraction of the total variation which is explained by the line. Therefore, if
FIGURE 2.2
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the coefficient of determination is equal to one, then all of the variation in the data would
be explained by the line, and the data would all lie on the fitted line. Since the coefficient
of determination is nearly 1, it is reasonable to use the Oswego data as a representative
descriptor of the monthly Lake Ontario water levels.
2.2 Supply Data
There were three data files used to represent the water supplies to Lake Ontario. These
three supplies to Lake Ontario are known as the Erie flow, the local supply and the total
supply. The supplies are recorded or calculated on a quarter-monthly basis as shown in
TABLE 2.1. The monthly supply averages are the averages of the four quarter-monthly
supply averages.
Table 2.1 Days of theMonth Used To Calculate Quarter-Monthly Supply Averages





The Erie flow supply is the water which enters Lake Ontario from Lake Erie via the
Welland Canal and the Niagara River. This supply data is recorded by flow meters and
has units of cubic meters per second (cms). Throughout this report, various graphs of the
supplies will show units of (xlO cms). This is done to make the axes of the graphs easier
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to read and the data files easier to manage. For example, the June, 1960 monthly average
Erie supply is 6,296.5 cms and it appears on graphs as 629.65 (xlO cms).
The local supply, which also has the units of cubic meters per second, is a calculated
value representing the average volumetric flow rate of water entering or leaving the lake
by any means other than the Erie Flow supply or the regulated outflow. Some of these
other supplies include groundwater, streams, canals, overtake precipitation, runoff and
evaporation. Since there may be long periods of dry weather, there are frequently local
supply data that are less than zero indicating that for the given time period there were
more local supplies leaving the lake than entering it.
Since the primary inlet and outlet of Lake Ontario are both gauged, the change in volume
of the Lake due to these two factors is known, and an expected level of the Lake can be
calculated. Comparing the expected level of the Lake with the actual level of the Lake
will show how much more water has been let into, or taken out of the Lake. The local
supply is then calculated by dividing this difference in volume ofwater by the time of the
period under evaluation. Croley and Hunter [1993] state that this change in storage
method of calculating the local supplies, also known as the residual method, does not
account for thermal expansion, consumptive use or groundwater contributions. Another
error associated with this residual method is the miscalculation of the change in storage
due to storm-biased beginning of month and end of month level readings. Inflow and
16
outflow gauge readings are also not without error, especially during the winter months
when there is ice retardation.
Croley and Hunter [1993] state that a more accurate local supply may be obtained by
estimating the precipitation, evaporation and runoff individually, and then adding them
together. This method of local supply calculation, also known as the component method,
has sources of error associated with the estimation of the individual components. Over-
lake precipitation estimates may vary depending upon which land-based meteorological
station is used. Evaporation estimates can be reasonably accurate, however theymay only
be calculated for years after 1950 because wind speed and humidity data only exist since
1948, and 2 years of data are required for model initialization.
The residual method of calculation for the local supply was chosen because it could be
used to calculate the local supply as early as the year 1900. While there may be a slightly
greater error associated with this method of calculation, the local supply itself is only a
small percentage (approximately 14%) of the total supply. The local supply data file was
calculated and compiled by the U. S. Army Corps ofEngineers, Buffalo District.
17
3.1.1 Lake Ontario Water Level
A summary of the basic statistics of the monthly average Lake Ontario water level is
shown in Table 3.1 (in units of meters as referenced to IGLD 1985) for both the pre-
regulation (1860-1959) and post-regulation (1960-1994) periods.
TABLE 3.1 Lake Ontario MonthlyWater Level Statistics in meters (1860 - 1994)
N Minimum Mean Maximum Standard Deviation
Pre-Regulation 1200 73.750 74.775 75.770 0.358




Pre- and Post-regulation level data
(1860-1959 & 1960-1994)
Monthly max's, means, mins
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TABLE 3.2 Lake Ontario MeanMonthlyWater Level in meters (1860 - 1994)
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Pre-Regulation 74.58 74.61 74.69 74.88 74.99 75.03 75.00 74.91 74.78 74.67 74.60 74.58
Post-Regulation 74.61 74.64 74.70 74.93 75.08 75.12 75.07 74.95 74.79 74.66 74.57 74.57
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As can be seen in Table 3.1, the mean water level has been somewhat higher during
regulation than it was for the 100 years before regulation began. The mean level has gone
up approximately 3 centimeters from 74.775 m to 74.807 m, the maximum has decreased
from 75.770 m to 75.720 m, and the minimum has increased from 73.750 m to 73.850 m
since regulation began. This can also be seen in Figure 3.1.
These differences, however, were calculated using the entire recorded water level data
from 1860 to 1994. Unfortunately, the data set of supplies to Lake Ontario used for this
report only extends back to 1900 and ends in 1992. Since there will be many
comparisons between the water level and supplies in this report, the level data will have
to be truncated to match the supply data. Table 3.3 shows some descriptive statistics of
this truncated data set. Since we have truncated all of the data collected in the 1800's out
of the data set, the mean pre-regulation water level has decreased from 74.775 m to
74.730 m while the post-regulation level has decreased from 74.807 m to 74.802 m. This
obviously shows that the data truncated from the pre-regulation data (1860
- 1899) was
higher than the average of the remaining pre-regulation data (1900
- 1959).
TABLE 3.3 Lake Ontario MonthlyWater Level Statistics in meters (1900 - 1992)
N Minimum Mean Maximum Standard Deviation
Pre-Regulation 720 73.750 74.730 75.770 0.365
Post-Regulation 396 73.850 74.802 75.720 0.298
19
FIGURE 3.2
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Aside from the levels being numerically different for the two periods, there are other
differences which are worth noting. Figure 3.2 is a plot of the standard deviations of the
monthly averages for both the pre-regulation and post-regulation periods. It shows that
the variability of the levels, on a monthly basis, has decreased significantly since
regulation began. This decrease in variability is evidence that the control has smoothed
out much of the extreme high and low levels. More evidence of this smoothing effect is
obtained by observing that the minimum value has increased while the maximum value
has decreased (Figure 3.1).
The plot of the monthly maxima, means and minima for
pre- and post-regulation (Figure
3.1) illustrates how the range of levels varies and has been affected throughout the year.
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The monthly mean has increased slightly over the first 3/4 of the year (January to
September) and only decreased a small amount over the last 1/4 of the year. With the
exception ofApril, all of the months have shown a decrease in maxima and an increase in
minima. The greatest compression of levels has occurred in the months of July, August
and September.
Using the maximum and minimum values is not always the best method of observing
trends because they are very easily influenced by extreme outliers, or data points which
are well separated from the rest of the data. Figure 3.3 shows a plot of the median levels
(2nd quartiles) along with the 1st and 3rd quartiles. The 1st quartile is the level which is
greater than exactly 25% and less than exactly 75% of the ordered data. Conversely the
3rd quartile is greater than 75% of the data and less than only 25% of the data. The
quartile plot is not as sensitive to extreme outliers and therefore carries with it greater
confidence when two data sets have different values. Since Figure 3.3 shows that each of
the 1st, 2nd and 3rd quartiles have increased for the month of April since regulation







Pre- and Post-regulation level data
(1860-1959 & 1960-1994)
1st. 2nd & 3rd Quartiles
3.1.2 Local Supply
As previouslymentioned, the local supply to Lake Ontario is calculated by subtracting the
expected storage of the Lake from the actual storage of the Lake. A summary of the basic
statistics of the quarter-monthly average local supply data over the period of 1900-1992 is
shown in Table 3.4 and plotted on amonthly average basis in Figure 3.4.
TABLE 3.4 Quarter-Monthly Avg Local Supply to Lake Ontario in cms (1900 - 1992)
N Minimum Mean Maximum Standard Deviation
Pre-Regulation 2880 -1560.00 984.40 6970.0 1161.70
Post-Regulation 1584 -1080.00 1099.40 5890.0 1111.20
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On average, the local supplies have been greater since the regulation began. The supplies
vary over an extremely large range as can be seen by the standard deviations of 1,161.70
cms and 1,111.20 cms which are both greater than their respective means. Since the
supply varies so much within each month, and since there will be many comparisons
made between the local supply data and the monthly Lake Ontario water level data, we
will use the monthly averages instead of the quarter-monthly averages for the supplies































TABLE 3.5 Monthly Avg. Local Supply to Lake Ontario in cms (1900
- 1992)
N Minimum Mean Maximum Standard Deviation
Pre-Regulation 720 -627.50 984.40 4630.0 967.0
Post-Regulation 396 -595.00 1099.40 4432.5 930.2
On average, only January, June and July have shown a decrease in supply since regulation
began. As can be seen in Figure 3.4, all other months have shown an increase in the
mean supply to Lake Ontario since 1960.
Figure 3.5 is a plot of the standard deviations of the monthly local supply means. As seen
in Figure 3.5, the standard deviations of the local supplies have changed slightly since
regulation, but the maximum variability is still in the early spring and the minimum is in
the summer and early fall (Figure 3.5).
FIGURE 3.5
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3.1.3 Erieflow Supply
The Erieflow data basic statistics are shown in Table 3.6. The mean has increased by
nearly 10% since 1960. This rather drastic increase in the supply from Lake Erie during
the late 1960's is clearly evident in Figure 3.6, a plot of the monthly Erieflow data. The
Lake Erie outflow is by far the greatest supplier to Lake Ontario with an average flow rate
of over 5,800 cubic meters per second. This is nearly six times the local supply mean
monthly average of roughly 1,000 cms.
TABLE 3.6 Monthly Avg. Erieflow Supply to Lake Ontario in cms (1900
- 1992)
N Minimum Mean Maximum Standard Deviation
Pre-Regulation 720 4384.0 5830.7 7376.0 535.5




The total supply to the lake is the sum of the Erieflow and the local supply. Since the
post-regulation averages of both the Erieflow and the local supply were higher than their
respective pre-regulation means, it is obvious that the total supply mean has also
increased since regulation began. The descriptive statistics for the Total Supply data is
shown in Table 3.7.
TABLE 3.7 Monthly Avg. Total Supply to Lake Ontario in cms (1900
- 1992)
N Minimum Mean Maximum Standard Deviation
Pre-Regulation 720 4201.5 6815.1 11,185.3 1197.1
Post-Regulation 396 4152.3 7364.4 11,219.0 1338.3
The total supply is comprised, on average, of 86% flow from Lake Erie (Erieflow supply)
and 14% from the sum of precipitation, evaporation and runoff (Local supply). The
Erieflow seasonal variation of monthly averages, however, is much less. Through the
years of 1900 to 1992, the range (difference between maximum and minimum) of the
Erieflow monthly averages was 3495.5 cms and the range of the local supply monthly
averages was 5257.5 cms.
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4.0 Analysis
It has been shown that the Lake Ontario water level has been higher since the regulation
began in 1960. It has also been shown that on the average, more water has been supplied
to Lake Ontario since 1960 through both the upstream lakes and the net local supply. The
focus now is to determine which factor, outflow regulation or supply change, had the
greatest effect on the changing water level. Certainly there could be no argument that the
history ofLake Ontario water levels would have been different without the regulation, but
the question is, how much of the observed increase in level can be attributed to the supply
change and how much could be attributed to regulation?
The following analysis was performed using the software packages Microsoft Excel 5.0
and MuNITAB forWindows. The analysis consists of a curve fitting technique known
as LOWESS (LOcally-WEighted Scatterplot Smoother) as well as some standard Box-
Jenkins time series modeling.
4.1 Scatter Plots of Supplies vs. Levels
One method of examining the relation between supplies and levels is to graph the paired
data points of the monthly average supply and the monthly average level. This will show
a general trend ofwater levels for varying amounts of supply. We expect to see a relation
between high levels and high supplies for each of the two time periods. Due to the fact
that there is not a linear relationship between the supply and level, the scatter plots may
be difficult to interpret without a best fit line of some sort. Figure 4.1 shows a scatter plot
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FIGURE 4.1
Scatter Plot of Total Supplies and Levels
Solid Circles = (1900 -1959)
Open Ci rcles = (1 960 - 1 992)
76
1 1 1 1 1 1 1
400 500 600 700 800 900 1000 1100
Total Supply (x1 0 cms)
of the total supplies and the Lake Ontario water levels from 1900 through 1992. While
there appears to be a correlation between high supplies and high levels, it is very difficult
to ascertain from the figure how similar the slope of the pre-regulation data set is to the
slope of the post-regulation data set.
In order to differentiate the two data sets, a form of curve fitting known as LOWESS
Smoothing was used from MTNITAB Statistical Software. LOWESS stands for
LOcally-
WEighted Scatterplot Smoother. A standard linear regression plot will show a "best
fit"
line which takes into account each set of paired data points and weights them equally. A
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Cleveland (1979) gives a detailed explanation of the procedure which includes four
user-
defined variables; d, the order of the polynomial which is locally fit to each point on the
plot; W, the function used to determine the weights; t, the number of iterations of the
smoothing procedure; and /, the fraction of points used in each smoothing calculation.
Two of these four variables, d and W, are set as constants in MTNITAB, as per the
recommendation of Cleveland. A first degree polynomial (d=Y) was chosen for its
computational ease while still providing adequate flexibility to reproduce patterns in the
data. The weight function which MJNtTAB uses for the initial smoothed value is given
by Equation 4.1. MDNITAB allows the number of iterations (robust steps), t, to vary
between 1 and 10. The default value of 2 works well to limit the influence of outliers on
the results in most situations. For all of the iterations after the first, the weights are
calculated according to Equation 4.2. A good fit has been obtained when the residuals
(the difference between the fitted y-value and the actual y-value) show a generally
horizontal line around y=0.
Figure 4.2 shows the scatter plot of levels vs. total supplies from Figure 4.1 with the
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smoothed lines. In order to determine whether this is a good fit, a plot of the absolute
value of the residuals vs. the fitted values must be generated. Figure 4.3 shows that the
residual plot is close to a horizontal line and very small in magnitude, which is evidence
that the MJJNtTAB LOWESS settings for the number of iterations (f) and amount of
smoothing (/) are sufficient.
Plots similar to Figure 4.2 were created for the monthly water level averages vs. each of
the three monthly supply averages (Erie Supply, Local Supply and Total Supply) for both
the pre- and post-regulation periods. All plots are contained in Appendix A.
The LOWESS plots of the lake level vs. the Erieflow Supply had very similar trends for
each of the months. The pre-regulation LOWESS curves were much steeper than the
post-regulation curves. This indicates that since the regulation began, Lake Ontario has
had higher water levels under below average Erieflow supplies and lower water levels
under above average Erieflow supplies, thus ascertaining that the regulation plan is







LOWESS Plot of Levels vs. Supplies
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LOWESS Plot of Abs(Residuals) vs. Fitted Values
Solid Line / Solid Circle = (1900 - 1959)








The LOWESS plots of the level vs. the Local Supply were not quite as distinctive as the
Erieflow plots. The Local Supply plots did not show a drastic difference in the
level-
supply correlation between the pre-regulation and post-regulation data. The majority of
the plots showed the post-regulation level to be higher for a given supply than the
pre-
regulation level, however the pre-regulation subset was not continually increasing with
increasing supplies, as would be expected. In other words, on many of the plots the
pre-
regulation level would actually be lower than average with a supply which was higher
than average. This characteristic of the LOWESS plots suggests that the Local Supply
does not have as great an effect on the water level as the Erie Supply. Since the average
local supply was around 1000 cms and the average Erie flow supply was around 6000
cms, it is not a surprise that the local supply does not, on average, have a great effect on
the level. These results may also indicate that the regulation plan does not correct for
changes in local supply as well as it does for changes in the Erieflow portion of the
supply.
As expected, the LOWESS plots of the level vs. Total Supply were more similar to the
Level vs. Erie Supply plots than the Local Supply plots. With the exception of January,
April and May, all of the plots indicated a lower post-regulation level for a given above
average supply than the pre-regulation level. It is not surprising that April and May
exhibit high levels with high supplies even after regulation because they are typically the
months with the greatest supplies and there is a limit to the amount of water that can be
let out of the lake for a given time period. Similarly, with the exception of March, the
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post-regulation level was higher for all of the below average supplies than the pre-
regulation levels. This implies that the regulation is generally being effective at reducing
extremes in levels.
While the calculations for the LOWESS plots did have a second iteration specifically
designed to take out the influence of extreme outliers, the weighting procedure tends to
cause the ends of the curve to point towards the extreme values. Since the ends of the
curves (i.e. the minimum and maximum water levels) are the areas of interest regarding
the regulation of water levels, it is important to make sure that the weighting function is
not distorting the appearance of the data.
Simple linear regression plots were created to give supporting evidence that the weighting
function is not in fact distorting the appearance of the LOWESS plots at the ends of the
curves. These plots can also be seen in Appendix A.
The majority of the Total Supply regression plots give supporting evidence to the
LOWESS plots. With the exception ofApril, all of the plots indicated that regulation has
balanced the level by keeping the level higher during low supplies and lower during high
supplies. The linear fit of April's post-regulation level had a slightly greater slope than
the fit for the pre-regulation level. This agrees with the LOWESS plot for only the higher
supplies, which is evidence that the LOWESS curve may have been influenced by a
single high level data point at the low supply end of the plot.
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The scatter plots show that on average, the extreme levels have been brought closer to the
mean levels. This is important because the damage done to lake front property is thought
to be most severe at these extreme high levels. The plots also show that for a given high
supply, most monthly average levels have been lower since regulation than they were
before regulation. This is of particular interest because it shows that since regulation,
Lake Ontario can withstand higher supplies while still maintaining a given level. Neither
of these points give evidence that the regulation has caused an increase in the level of
Lake Ontario.
The scatter plots indicate a compressing of the extremes since regulation began, including
having low levels higher than they were before regulation under low supply conditions. If
the low levels had been raised by a largermargin than the high levels were decreased, this
would result in the mean level being greater. Therefore, the regulation may have resulted
in a higher mean water level while still avoiding many occurrences of the extreme high
water levels.
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4.2 Seasonal Time Series Models
In this section a comparison is made between the pre-regulation and post-regulation level
and supply data using time series models. The comparison of mean levels made in
section 3.1 was in effect a very basic form of time series modeling. For example, if one
was given the Lake Ontario level data and asked to make a prediction of the next month's
level, a quick estimate would be the mean of the time series. Recognizing the
pronounced seasonal variation, a better estimate could be obtained by using the historic
mean for that month instead of the mean for the entire data set. While the monthly mean
would be a better estimator, it would also be a more complicated model.
Regardless of its form, a data set must be analyzed in order to determine a pattern which
can be used to describe it. A forecast would then be made by simply extrapolating this
pattern into the future with the assumption that this pattern will continue. While an
appropriate model may be used as a predictor of future values, it is also inherently a
descriptor of the past data.
The goal of this section is not to obtain a model sufficient for forecasting future values,
but to identify the basic form of both the pre-regulation and the post-regulation time
series. If these models were significantly different, this would be evidence that the
regulation has drastically changed the form of the level time series. Conversely, if the
models are similar, it would be evidence that the regulation did not significantly effect the
level ofLake Ontario.
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4.2.1 Time SeriesModel of the Pre-RegulationWater Level Data
There are four steps involved in the iterative Box-Jenkins modeling methodology
[Bowerman/O'Connell (1993)]. The first step is to use the past data to tentatively
identify a Box-Jenkins model. The second step is to use this same data to estimate the
parameters of the tentative model. Diagnostic checking of the tentative model is then
performed and depending on the outcome of this checking, a new tentative model may be
identified. The final step is to forecast future values. No formal forecasts will be made
using the identified models for either the pre-regulation or post-regulation levels,
however some forecasting will be performed as part of the diagnostic checks.
FIGURE 4.4
Pre-Regulation Monthly Water Levels
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Since the classical Box-Jenkins models describe stationary time series, we must first
transform the data into a series of stationary values. The term stationary refers to a time
series data set in which the statistical properties, such as mean and standard deviation, are
constant with time. Sometimes it is difficult to discern whether a time series is stationary
simply by looking at a time series plot of the data (such as Figure 4.4). In order to
determine whether a time series is stationary, we can examine the Sample Autocorrelation
Function (SAC, also known as the ACF) and the Sample Partial Autocorrelation Function
(SPAC, also known as the PACF) of the values.








The z in Equation 4.3 [Bowerman/O'Connell (1993)] refers to the average of time series
values from Zb through Zn. In most cases, b=l and z is simply the average of all time
series values. This SAC quantity r^ measures the linear relationship between data points
which are separated by a lag of k time units. A value close to 1 for a given lag k,
indicates that the time series values separated by k time units have a strong tendency to
move in the same direction. Conversely, an rk value close to -1 indicates a strong
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tendency for values separated by k time units to move in opposite directions. The
standard error of the rk values is given in Equation 4.4 and is used to determine the







The SPAC, referred to as rkk, is not quite as intuitive to understand as the SAC. Kendall
(1986) defines it as the "correlation within a series after allowing for the influence of
observations within the limits of the lag...Thus the partial serial correlation of lag
2...would be the partial correlation between xt and xt+2 after eliminating their common
dependence on
xt+i."
Using the SAC and SPAC functions, a seasonal time series may be
determined to be stationary or non-stationary.
The terminology used when describing the SAC and SPAC plots refers to the frequency
and location of spikes in the plot (the rk and rkk values which are statistically significant).
If these spikes decrease slowly to the point that they are no longer statistically significant,
they are said to die down. If they suddenly decrease to the point of being statistically
insignificant, they are said to cut off. The SAC and SPAC plots can both die down and
cut off at the seasonal level or the non-seasonal level. The seasonal lags are defined as
those which are integer multiples (or close to them) of L. The non-seasonal level is
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defined by the given function at low lags such as 1, 2 and possibly 3, as well as all other
lags which are not considered seasonal.
Figure 4.5 shows the MTNITAB results of the SAC function for the pre-regulation level
data. The dotted lines on these plots indicate the range of values which are statistically
FIGURE 4.5

































Lag Cot t LBQ Lag Car t LBQ Lag Car t LBQ Lag Cor t LBQ Lag Car t LBQ
1 0.94 3256 106257 16 024 251 5989.40 31 0.07 0.687436.87 46 0.29 2578747.79 61 029 39 9819.15
2 0.82 17.01 1870.45 17 0.15 157 6016.97 32 0.14 1.367462.56 47 0.36 3.19 891242 62 020 1.65 9868.74
3 0.68 11.44241451 18 0.11 1.15 6031.94 33 025 2327537.10 48 0.39 1379099.37 63 0.09 0.72 987826
4 053 8172753.03 19 0.13 1.30 6051.12 34 055 3.287687.38 49 0.35 3.009251.07 64 -0.02 -0.18 9878.83
5 0.42 &132965.X 20 0.19 135 6094.36 35 0.43 3367910.28 50 056 222933528 65 -0.10 -0.849891.78
6 0.36 5073119.84 21 0.28 231 6191.00 36 0.45 4.13 8160.16 51 0.15 1259362.05 66 -0.14 -1.129914.84
7 0.35 4.893270.16 22 0.38 330 636722 37 0.41 1748371.32 52 0.04 0.32 936184 67 -0.12 -0.969931.95
8 0.40 5.433463.16 23 0.46 4.62 6620.77 38 0.33 Z95 850533 53 -0.04 -0.339365.78 68 -0.05 -0.43993529
9 0.48 6.36 3740.63 24 0.48 4.81 6905.61 39 0.22 136 8565.73 54 -0.07 -0579371.39 69 0.04 0.359937.62
10 056 7.224123.15 25 0.45 458 7151.79 40 0.12 1.028582.12 55 -0.04 -0.35937350 70 0.14 1.16 9962.53
11 0.62 7.644539.13 26 0.37 350 7314.18 41 0.04 0.33 8583.80 56 0.03 027 9374.72 71 021 1.761.06*04
12 0.63 7.415071.32 27 0-26 2.42 7393.61 42 0.01 0.05 8583.84 57 0.13 1.11939622 72 024 1.971.0E-IO4
13 058 653 548050 28 0.15 1.42 7421.02 43 0.03 0.25 8584.82 58 023 1.979464.06 73 021 1.701.C&O*
14 0.48 5235762.75 29 0.07 0.70 7427.73 44 0.10 0.85 8596.37 59 0.31 58 958150 74 0.13 1.051.0Bf04
15 0.36 3.815919.62 30 0.05 0.44 7430.43 45 0.19 1.708642.49 60 0.33 2.7597ia77 75 0.03 021 1.0&O4
significant for the given lags. It is quite apparent that the level data is not stationary since
the SAC function does not die down or cut off fairly quickly at the seasonal level. In an
attempt to remove the seasonal dependence of the time series, the first seasonal
differences were taken. This means that a new time series was calculated by subtracting
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each zt-i2 value from each zt value. The SAC of the resulting time series can be seen in
Figure 4.6. The first seasonal differencing did eliminate the seasonal dependence on the
time series, but it is questionable whether the SAC dies down at the non-seasonal level or
not. If the SAC does not die down quickly, then the time series is still considered
non-
stationary. If, on the other hand, the SAC dies down quickly, the time series is considered
to be stationary. The SPAC function is then used to detenriine the appropriate time series
model.
FIGURE 4.6



































Lag Cor t LBQ Lag Cor t LBQ Lag Car t LBQ Lag Car t LBQ Ug Car t LBQ
1 0.93 32.01 1027.11 16 -028 -153 3856.15 31 -0.00 -0.02438139 46 0.00 0.03442530 61 0.03 0.344438.13
2 0.82 1635181721 17 -027 -3.35 3942.07 32 ace 0204381.72 47 -0.01 -0.074425.34 62 0.02 0244438.67
3 0.70 11342391.36 18 -025 -115 401957 33 0.04 0.444383.43 48 -0.01 -0.084425.40 63 0.01 0.16443831
4 058 8352788.90 19 -024 -296 4089.33 34 0.05 0.61 4386.70 49 -0.01 -0.11442550 64 0.00 0.04443833
5 0.46 6.63 3041.78 20 -023 -281 4153.09 35 0.06 0.684390.67 50 -0.02 -021 4425.90 65 -0.01 -0.154439.13
6 0.34 4.703178.46 21 -022 -270 4212.70 36 0.05 0.65439434 51 -0.03 -0.34442630 66 -0.04 -0.41 4440.67
7 022 2393236.88 22 -021 -249 426423 37 0.05 0.634397.75 52 -0.03 -039442827 67 -0.06 -0.68444439
8 0.11 1.463249.87 23 -0.18 -2.17 430186 38 0.06 0.68440132 53 -0.03 -0.33442925 68 -0.08 -0.934452.66
9 0.00 0.023249.87 24 -0.15 -1.83 433211 39 0.07 0.774407.04 54 -0.02 0.18442954 69 -0.09 -1.10446355
10 -0.11 -1.473264.04 25 -0.13 -150 435128 40 0.07 0.81 4412.76 55 -0.00 -0.02442955 70 -0.10 -1224477.07
11 -022 -2353321.43 26 -0.10 -125 436456 41 0.06 0.754417.73 56 0.01 0.164429.78 71 -0.11 -1274491.75
12 -0.30 -4.043430.69 27 -0.09 -1.03 4373.66 42 0.05 0.63442124 57 0.03 0.334430.77 72 -0.10 -1204504.98
13 -0.32 -4.18355033 28 -0.06 -0.77 4378.73 43 0.04 0524423.64 58 0.04 0.484432.85 73 -0.09 -1.084515.67
14 -0.31 -337366268 29 -0.04 -050 438031 44 0.03 0.38442434 59 0.04 053443533 74 -0.08 -0.97452430
15 -029 -171 3763.02 30 -0.02 -024 4381.39 45 0.02 020442529 60 0.04 0.454437.12 75 -0.06 -0.894531.64
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When it is not immediately obvious as to whether a sample autocorrelation function dies
down quickly, it is best to examine the time series twice and then determine which model
better represents the data. First we examine the time series assuming that the SAC
function in Figure 4.6 does not die down quickly and is therefore not stationary. Since
the SAC is assumed not to die down quickly, there must be some autocorrelation at the
non-seasonal level. In order to correct for the non-seasonal dependence demonstrated by
Figure 4.6, the first non-seasonal differences will be taken of the transformed time series
values. This will create a time series which is the first non-seasonal difference of the first
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Lag Car t LBQ Lag Cor t UBQ Lag Cor t LBQ Lag Ctxr t LBQ Lag Cor t LBQ
1 036 1250 156.64 16 -aoo -ao6 585.88 31 aoo an 60194 46 -aos -1.12 63163 61 -0.01 <L32 66827
2 0.04 135 5836 17 -a02 -a47 58632 32 -a03 <L63 604.76 47 -0.06 -1.31 63736 62 -0.01 -0.17 66834
3 -0.03 -038 5935 18 aoo aos 58633 33 0.05 121 60733 48 aoi 027 63752 63 0.03 059 669.13
4 0.00 0.07 159.95 19 ao2 a44 586.72 34 a07 1.70 61333 49 aos 1.14 64034 64 0.05 1.10 67136
5 0.04 1.12 6156 20 aae 059 587.44 35 ace 1.36 617.73 50 aoi 028 64050 65 0.05 1.09 67457
6 -0.02 -0.65 6209 21 -ao6 -1.45 591.71 36 aoo aoi 617.73 51 -aos -1.10 64114 66 0.00 aos 67457
7 -0.06 -132 16637 22 -ao7 -1.79 59822 37 -0.05 -1.19 620.71 52 -ao7 -1.76 649.94 67 -0.02 -a38 67430
8 -0.03 -034 6752 23 -ao2 -054 59181 38 -ace -054 62133 53 -0.06 -1.40 65423 68 -0.05 -1.10 677.66
9 0.02 0.72 6820 24 aoi 023 59192 39 acw 085 62237 54 -aoi -0.14 65427 69 -0.03 -affi 67163
10 -aco -aoo 6820 25 ao4 1.06 60124 40 ace 1.39 62638 55 -0.01 -028 654.45 70 -aos -1.09 68133
11 -020 -6.17 .M7.62 26 ace a62 602.02 41 acw i.oi 629.15 56 aoi 0.16 65451 71 -0.07 -1.69 68739
12 -052-15.15 .535.49 27 -aco -a68 60297 42 -aoi -0.16 62920 57 aoi 029 654.69 72 -0.04 -0.84 68950
13 -020 -133 .58244 28 -aoo -aio 60299 43 002 0.47 629.67 58 0.06 153 65938 73 0.01 020 68959
14 -0.03 -035 .58339 29 -aoo -aoo 602.99 44 0.03 074 63035 59 aos 135 66751 74 0.02 055 69028
15 0.04 039 .585.88 30 0.03 a67 60192 45 -0.01 -022 63035 60 ace 0.49 668.05 75 0.01 0.33 69054
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original time series was given by zt, then the first seasonal differencing transformation
would be given by = zt zt.i2. The first non-seasonal differencing transformation of
the zt time series would then become Equation 4.5. The SAC plot of this second
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Lag PAC t Lag PAC t Lag PAC t Lag PAC t Lag PAC t
1 0.36 12.50 16 -0.03 -1.09 31 -0.04 -1.23 46 -0.06 -1.95 61 0.05 1.86
2 -0.10 -3.50 17 0.02 0.67 32 -0.03 -0.87 47 -0.10 -3.37 62 -0.02 -0.62
3 -O.01 -0.38 18 -0.05 -1.64 33 0.00 0.05 48 -0.16 -5.47 63 0.01 0.24
4 0.03 0.88 19 -0.02 -0.76 34 -0.03 -1.07 49 0.06 2.10 64 0.02 0.56
5 0.03 0.99 20 0.01 0.46 35 -0.11 -3.62 50 -0.04 -1.35 65 0.00 0.10
6 -0.06 -1.90 21 -0.07 -2.30 36 -0.24 -8.19 51 -0.01 -0.21 66 -0.01 -0.44
7 -0.03 -1.20 22 -0.05 -1.77 37 0.06 1.94 52 -0.01 -0.45 67 -0.02 -0.62
8 0.01 0.31 23 -0.16 -5.37 38 -0.02 -0.62 53 -0.04 -1.26 68 -0.03 -1.14
9 0.03 1.10 24 -0.29 -9.79 39 0.03 1.08 54 -0.00 -0.09 69 0.00 0.11
10 -0.03 -1.11 25 0.13 4.56 40 0.02 0.72 55 -0.01 -0.37 70 0.01 0.38
11 -0.22 -7.64 26 -0.03 -1.02 41 0.01 0.35 56 0.02 0.74 71 -0.08 -2.78
12 -0.44 14.99 27 -0.01 -0.42 42 -0.03 -0.89 57 -0.01 -0.20 72 -0.09 -2.95
13 0.16 5.46 28 -0.03 -0.93 43 -0.00 -0.14 58 0.01 0.37 73 0.06 2.13
14 -0.05 -1.65 29 -0.01 -0.45 44 -0.02 -0.77 59 -0.05 -1.64 74 -0.02 -0.71
15 0.04 1 .32 30 -0.01 -0.23 45 -0.01 -0.34 60 -0.13 -4.31 75 0.03 0.86
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The SAC of the new transformation (Figure 4.7) cuts off at both the non-seasonal level
and the seasonal level and may, therefore, be considered stationary. Now that a stationary
time series transformation has been obtained, a tentative model for the transformed
pre-
regulation level data can be determined.
Before developing the time series model for this pre-regulation time series data, it is
important to note the effect of taking the first seasonal and first non-seasonal differences.
In section 1.1 it was noted that the three basic categories of lake level fluctuation are
long-term, short-term and seasonal. The short-term fluctuations are averaged out over the
period of a month, so we are left with long-term and seasonal variations. The seasonal
differencing accounts for the seasonal variation and the non-seasonal differencing
accounts for the long-term variation. The differencing can be used as a model to forecast
future values by assuming that the levels will continue to follow the same trends as they
have in the recent past.
For example, if the variation was due only to the seasonal cycle, a very simple model for
forecasting next month's level would be to use the current month's value from last year.
This would account for the seasonal cycle better than an annual mean estimator, because
it would be more accurately predicting a higher value in the Spring and a lower value in
the Fall. With the lake level data, however, there is both the seasonal variation as well as
a long-term variation. The long-term variation is due to persistent high or low water
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supplies that cause the time series to have temporary increasing or decreasing trends. The
first differencing takes care of these trends by, for example, assuming that the change
observed from January to February will repeat from February to March. Equation 4.5
shows the combined differencing used to account for both the long-term and seasonal
variations.
In Equation 4.5, the zt
*
term has a mean of zero if the combined non-seasonal and
seasonal differences are sufficient to account for all of the variation in the lake level data.




Zt-\ + V^f_i2 ^r-13 )
Equation 4.6 can be used, for example, to forecast this year's March level by taking this
year's February level and adding in the change from February toMarch of last year. This
type of forecasting was performed one month at a time for the entire pre-regulation data
set and a scatter plot was created with the paired predicted and actual levels (Figure 4.9).
Figure 4.9 shows that the best linear relation fit to the data has a coefficient of
determination of R2=0.9116. This is the same as the square of the correlation coefficient,
which is R=0.9548. Since the coefficient of determination is defined as the ratio of the
explained variation to the total variation, the model using just the first and twelfth
differences accounts for 91.16% of the total variation. While the differencing does
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FIGURE 4.9
Scatter Plot of Predicted vs. Actual Pre-Regulation Levels
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account for a large percentage of the variation, it does not account for all of the variation.
This can be seen by the spikes on either side of lag 12 on the SAC plot in Figure 4.7.
Figure 4.7 shows that there is still some autocorrelation among the residuals of the
differenced data. In other words, there is a significant amount of variation in the residuals
which is not explained by the existing model. In order to have a model which does not
have a significant amount of unexplained variation in the residuals, we will have to add
some other terms. These other terms will either be autoregressive terms or moving
average terms. The procedure for identifying these terms is described next.
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Accounting for the fact that the SAC and SPAC of stationary time series values quite
often contain seasonal and non-seasonal characteristics, Bowerman & O'Connell (1993)
suggest a three-step approach to identifying the tentative model. The first step is to use
the SAC and SPAC plots to determine a non-seasonal model, the second is to use the
plots to determine a seasonal model, and the third is to combine the two models to get the
overall tentatively identified model. The overall tentatively identified model will be
comprised of an autoregressive model and/or a moving average model. Figure 4.10
shows an example of an autoregressive model of order 1 and a moving average model of
order 1. For eachmodel, the 0 and 0 terms are unknown parameters and the CI t terms are
random shocks (for past values it is the error of the model for that given data point) which
when not known are assumed to be zero. For the autoregressive model (of order one), the
term 8 is equal to the mean of the stationary data times (l-(})i). For the moving average
FIGURE 4.10
Sample Non- Seasonal Models
Autoregressive (order 1 ) Moving Average (order 1 )
z,
= S+ (fcZt-Y +at
zt=S+at-
Qpt_x
model, the term 5 is equal to the mean of the stationary data.
For step three, there will either be two similar models or two different models to
combine. If the models are different (i.e. one autoregressive model and one moving
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average model), then the two models may be added together. If the models are of the
same form (i.e. both autoregressive or both moving average models) there should be a
multiplicative term used [Bowerman & O'Connell (1993)]. An example of this
multiplicative term is given in Equation 4.7, which shows an overall tentative model for a
non-seasonal moving average model of order 1 vzr
~ o + at -vxat_x) an(j a seasonai
moving average model of order 1 (zt = S+ at - QXA2at_x^).
Recall that we are going to examine first, the time series as if the SAC function in Figure
4.6 does not die down quickly. Figure 4.7 shows that the differenced data is stationary.
While it is obvious that the SAC (Figure 4.7) cuts off at both the seasonal level and the
SPAC (Figure 4.8) dies down at the seasonal level, it is less obvious to see whether the
SAC cuts off more abruptly than the SPAC at the non-seasonal level. Box-Jenkins
guidelines say to use a moving average operator for both the tentatively identified
seasonal and non-seasonal models in this situation. This tells us that we will need to use







TABLE 4.1 Transformed Time Series Descriptive Statistics (from Equation 4.5)
N Minimum Mean Maximum Standard Deviation
Transformed Data 1175 -0.600 0.000 0.470 0.111
Table 4. 1 shows some descriptive statistics of the transformed pre-regulation water level
time series. Recall that the parameter 5 for moving average models is equal to the mean
of the transformed data. We can omit this term from our model since this mean is zero.











Once the tentative model is determined (Equation 4.8), estimations of the parameters
must be calculated. MINITAB calculates these values using a sum of least squares
method on the residuals. Figure 4.11 shows the some of the MINITAB output for the
estimates of the parameters (the remainder of the output can be seen in Appendix A-2).
The non-seasonal moving average parameter estimate is -0.3352 and the seasonal moving
average parameter estimate is 0.9798. The Ljung-Box statistic is related to the
autocorrelations of the residuals. If these values are high, there is some autocorrelation
among the residuals, which shows that the model does not account for all of the
variability in the time series.
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FIGURE 4.11
MINITAB output for Equation 4.8




Modified Box-Pierce (Ljung-Box) chisquare statistic





The time series model for the pre-regulation level is shown in Equation 4.9. The only
difference between this model and the differencing model (Equation 4.6) is the addition
of three error terms. This new model appears to be a better fit than the first model
because it accounts for more of the variation. This can be seen in the scatter plot of the
model fits and the actual level data points in Figure 4.12. The coefficient of
determination of the fitted line for this plot is R2=0.9508 which tells us that the model
accounts for 95.08% of the total variation. While this model is a more accurate model
than the first, the Ljung-Box chisquare statistics are quite high for each of the lags
calculated, and therefore, this model does not appear to be an adequate one. Figure 4.13
shows that there is an autocorrelation of the residuals of this model at lag 11.
EQUATION 4.9
zt =zM +Vi2 "Via -(-0-3352)^ -(0.979%_12 +(-0.3284)af. 13
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FIGURE 4.12
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Lag Cot t LBQ Lag (yxr X LBQ Lag Corr t LBQ Lag Corr t LBQ Lag Corr t LBQ
1 0.02 0.71 050 16 -C .02 -0.66 25.90 31 0.02 0.66 38.05 46 -0.00 0.03 4B29 61 0.00 0.04 61.17
2 0.04 152 00 17 -C .03 -0.95 26.87 32 -0.04 -126 39.78 47 -0.01 0.49 4B.56 62 -0.01 0.48 61.44
3 -0.03 -1.05 3.11 18 C .00 0.01 2657 33 0.03 056 40.80 48 0.00 0-08 4157 63 0.01 0.46 61.69
4 -0.03 -056 4.04 19 -C .01 -0.27 26.94 34 0.02 0.78 41.46 49 0.03 1.10 4 9.94 64 0.01 055 6153
5 0.01 0.21 4.09 20 C .00 0.03 26-95 35 0.03 1.03 42.64 50 -0.01 -053 50.06 65 0.01 0.34 6157
6 -0.04 -1.39 aos 21 -C .05 -1.73 30.13 36 -0.01 -0.45 42.86 51 -0.03 054 50.87 66 -0.01 026 62.05
7 -0.05 -1.85 954 22 -C .05 -1.67 33.12 37 -0.03 -0.98 4351 52 -0.03 056 5156 67 0.01 054 62.19
8 -0.04 -1.44 11.67 23 -C.02 -0.83 3356 38 -0.02 -0.78 44.58 53 -0.04 1.42 5426 68 -0.03 -0.93 6320
9 -0.00 -0.16 11.70 24 -C .03 -1.16 35.32 39 0.01 0.39 44.75 54 0.01 021 5451 69 -0.02 -0.53 6354
10 0.01 0.18 11.73 25 0.01 0-28 35.40 40 0.04 120 46.36 55 -0.00 O-01 5451 70 -0.02 -0.56 6351
11 -0.07 -2.51 1823 26 0 .01 027 35.48 41 0.01 0.18 46.40 56 0.01 056 54.47 71 -0j01 -0.48 64.18
12 -0.06 -1.98 22.31 27 < .01 -0.45 35.70 42 -0.01 -0.39 46.57 57 -0.01 0.45 54.70 72 -0.04 -129 66.16
13 -0.03 -0.99 2334 28 0 .02 0.66 36.18 43 0.03 0.99 47.67 58 0.04 154 5 3.77 73 -0.01 028 6625
14 -0.02 -0.51 23.62 29 < .02 -0.83 35.93 44 0.02 0.72 4825 59 0.06 150 60.94 74 0.00 0.11 6627
15 0.04 1.31 25.44 30 0.02 0.77 3757 45 -0.01 0.19 48.29 60 -0.01 -0-45 61.17 75 0.01 027 6655
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Now that we have found the second model to be inadequate, we will go back to Figure
4.6 and create a model assuming that the SAC of the first seasonal differences does die
down quickly and is therefore a stationary time series. Again, using the three step
approach to the Box-Jenkins methodology as given by Bowerman and O'Connell (1993),
we will determine a non-seasonal model, a seasonal model and then combine the two to
get the overall tentatively identified model.
At the non-seasonal level, the SAC dies down and the SPAC (Figure 4.14) has spikes at
lags one and two before cutting off. The time series model that is identified by these
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0_ i I 1 I I I I I
5 15 25 35 45 55 65 75
Lag PAC t Lag PAC t Lag PAC t Lag PAC t Lag PAC t
1 0.93 32.01 16 -0.10 -3.34 31 -0.04 -1.40 46 -0.03 -0.87 61 0.10 3.36
2 -0.41 -14 08 17 -0.03 -1.05 32 -0.01 -0.32 47 0.03 0.93 62 -0.06 -223
3 0.03 1 00 18 -0.09 -3.00 33 0.02 -056 48 0.07 226 63 -0.01 028
4 -0.06 -2 00 19 -0.02 -0.75 34 -0.05 -1.57 49 0.13 4.51 64 O.02 0.79
5 -0.10 -3 43 20 -0.05 -1.56 35 -0.01 -0.46 50 -0.08 -2.65 65 O.04 -1.39
6 -0.12 -3 96 21 -0.08 -287 36 0.06 2.05 51 0.02 0.52 66 O.03 0.91
7 -0.04 -120 22 -0.01 -0.37 37 021 7.07 52 -0.01 -0.49 67 O.01 O.50
8 -0.05 -1 92 23 -0.02 -0.63 38 -0.08 -2.69 53 -0.01 -0.34 68 O.00 O.05
9 -0.11 -3 67 24 0.09 3.16 39 0.01 -029 54 0.01 0.44 69 0.01 0.43
10 -0.14 -4 97 25 024 824 40 -0.06 -158 55 -0.02 -0.75 70 O.02 O.70
11 -0.10 -328 26 -0.17 -5.70 41 -0.05 -155 56 -0.01 -0.31 71 O.03 -1.18
12 0.11 3 87 27 -0.01 -0.44 42 -0.05 -1.56 57 -0.04 -1.41 72 0.06 221
13 0.38 12 99 28 -0.03 -1.02 43 -0.01 -0.41 58 -0.02 -052 73 0.06 2.02
14 -020 -6 98 29 -0.02 -0.61 44 -0.03 -1.05 59 -0.03 -1.15 74 O.07 -2.43
15 -0.01 -0 33 30 -0.03 -1.07 45 -0.01 -027 60 0.02 0.80 75 O.01 0.18
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spike at lag twelve and the SPAC dies down. Therefore, we tentatively identify the
seasonal moving average model of order one. Since the seasonal and non-seasonal
tentatively identified models are not of the same form, we are able to add them together
with no multiplicative term. The seasonal, non-seasonal and overall tentatively identified
models can be seen in Figure 4.15.
FIGURE 4.15
Non- Seasonal Model Seasonal Model
z,
"






= S+fi^t-i + 02Z*:-2 - "l,12flr-12 + at
Recall that the time series zt in this case refers to the first seasonal difference of the
pre-
regulation level data. Since the mean of these differences is not statistically different
from zero, we can exclude the 8 term from our model. Again, the random shock term, at,
is assumed to be zero when it is not known. Once again, MTNITAB Statistical Software
was used to estimate the parameters of this model. The output of these estimates can be




Final Estimates of Parameters
Type Estimate St. Dev. t-ratio
AR 1 1.3094 0.0274 47.82
AR 2 -0.3480 0.0274 -12.71
SMA12 0.9773 0.0069 142.34
Modified Box-Pierce (Ljung-Box) chisquare statistic
Lag 12 24 36 48
Chi2
14.8(DF=9) 23.7(DF=21) 34.5(DF=33) 41.6(DF=45)
Since the Ljung-Box
Chi2
statistics are rather low for each of the four listed lags, this
model appears to be adequate. Another check of the model would be to look at the SAC
of the residuals. Figure 4.17 shows that there is no autocorrelation among the residuals.
Figure 4. 18, which is a scatter plot of the fits of this model vs. the actual level data points,
shows that the model explains 95% of the total variation in the data. The coefficient of
determination for this model is slightly lower than that of previous model, but this third
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Lag Coir t LBQ Lag
Coo-
t LBQ Lag Goer t LBQ Lag Coir t LBQ Lag Cor t LBQ
1 ace o.66 0.43 16 -0.01 -026 1855 31 O03 054 28.44 46 aoo O05 41.35 61 -aoo -0.13 54.60
2 -0.05 -1.87 353 17 -0.02 -057 19.19 32 O.04 -123 30.08 47 -am -0.43 4156 62 -aoi -oj4 54.73
3 -0.01 -0.23 358 18 1.02 051 19.46 33 0.03 1.00 31.17 48 aoi 018 41.60 63 aoi 0.45 54.96
4 -0.01 -0.18 4.02 19 3.01 0.42 19.64 34 O04 120 32.74 49 104 1.38 4172 64 ace ass 5530
5 0.04 1.40 6.01 20 102 0.69 20.14 35 0.04 126 34.47 50 -aoo -ace 4173 65 0.01 025 5538
6 -0.01 -020 6.05 21 -0.03 -1.15 2154 36 -0.01 -022 3452 51 -O.02 -062 44.16 66 -aoo -0.06 5538
7 -0.03 -1.08 722 22 -0.03 -1.18 23.01 37 -ace -a86 35.34 52 -002 -0.72 44.73 67 aoi 0.40 5557
8 -ace -0.57 756 23 -0.01 -023 23.07 38 -ace -057 35.69 53 -ace -1.12 46.15 68 -ao3 -ass 5640
9 ace 050 859 24 -0.02 -0.75 23.67 39 ace a67 36.19 54 aoi 0.49 4642 69 -ace -o.50 56.70
10 ao4 121 959 25 D-02 0.74 2425 40 O04 150 38.65 55 aoi 0.34 4656 70 -0.01 -021 56.75
11 -ace -1.74 iaoo 26 3.02 0.66 24.71 41 aoi 022 3871 56 aoi 031 46.66 71 -0.01 -033 5687
12 -O04 -1.33 1452 27 -0.01 -0.19 24.75 42 -0.01 -034 3883 57 -002 -0.66 47.16 72 -0.04 - 1.2? 5862
13 -O01 -024 1458 28 3.03 055 2552 43 0.04 1.19 A0.40 58 acw 1.46 49.58 73 -aoi -021 5867
14 aoi 024 1455 29 -0.02 -0.60 2550 44 0.03 052 41.33 59 ao6 2.03 5427 74 aoi 022 5873 |
15 ace 152 18-78 X 3.04 121 27.48 45 -0.00 -0.12 41.35 60 -O02 -0.51 5458 75 aoi 030 5834
The time series model for the pre-regulation level can be seen in Equation 4.10. As
mentioned earlier, the last year of the pre-regulation data was not included in the model
fitting in order to compare the forecasts of the model with actual data points. Figure 4. 19
shows a plot of the monthly Lake Ontario water levels for the year of 1959 along with the
forecasts of the second order autoregressive model. The actual values were well within
the forecasted confidence intervals.
EQUATION 4.10



























Forecasted and Actual Levels
with 95% Confidence Intervals
1959
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4.2.2 Time SeriesModel of the Post-RegulationWater Level Data
A time series plot of the post-regulation monthly water level data for Lake Ontario is
shown in Figure 4.20. This plot shows the data from 1960 to 1994, but the time series




(recorded from Oswego, NY - gauge number 2030)
1960 1965 1970 1975 1980 1985 1990
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FIGURE 4.21
SAC Plot for the Post-Regulation Level





























































































































61 035 151 284236
62 0.19 1.052860.49
63 0.01 0.03286051
64 -0.16 -038 287356
65 -027 -1.47 290954
FIGURE 4.22



























Lag Corr t LBQ Lag Corr t LBQ Lag Car t LBQ Lag Corr t LBQ Lag Corr t LBQ
1 051 18.15 332.02 16 -0.16 -1.22 114834 31 -0.17 -127121051 46 0.04 0271257.71 61 0.05 0361274.16
'
2 0-78 9.47 57330 17 -0-09 -0.72 115155 32 -0.16 -1.19122131 47 0.02 011 125732 62 0.05 037127535
3 0.62 632 729.66 18 -004 -0.30 115259 33 -0.14 -1.04123023 48 -0.02 -0.12125754 63 O05 0.361276.47
4 0.46 426 81515 19 0.01 0.06 1152.61 34 -0.12 -051 1236.64 49 -0.05 -035125857 64 0-05 035127757
5 030 264 85157 20 0.03 0.21 115252 35 -0.09 -0.691240.40 50 -0.06 -0451260.67 65 0.05 035127836
6 0.15 126 859.62 21 0.03 026 115338 36 -0.06 -0.421241.77 51 -0.06 -0.48126258
7 0.01 0.06 859.64 22 0.02 0.18 115362 37 -0.01 -0.041241.78 52 -0.07 -0551265.15
8 -0.10 -050 864.04 23 0.00 0.02 1153.62 38 0.03 022124215 53 -0-08 -0.62126836
9 -020 -1.73 880.47 24 -0.03 -Oil 115355 39 0.05 0341243.07 54 -057 -051 127057
10 -028 -241 91271 25 -0.06 -0.50 115573 40 0.07 0501245.10 55 -0.05 -0371271.76
11 -035 -254 96249 26 -0.10 -0.75 115932 41 0.09 0.651248.49 56 -0.03 -0.19127207
12 -039 -3241025.67 27 -0.12 -0.93 1166.15 42 0.08 0.631251.70 57 -0.01 -0.04127208
13 -036 -238107813 28 -0.15 -1.13 117555 43 0.0B 0581254.46 58 0.00 0.001272.08
14 -030 -237111538 29 -0.16 -1.24 118658 44 0.06 0.471256.23 59 0.02 0.12127221
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i i 1 1 1 1 1
5 15 25 35 45 55 65
Lag PAC t Lag PAC t Lag PAC t Lag PAC t Lag PAC t
1 051 1815 16 -Q03 -052 31 -O08 -151 46 -002 -037 61 002 a46
2 -0.33 -6.58 17 -O10 -201 32 002 034 47 -009 -1.71 62 -053 -064
3 -011 -222 18 -O00 -O07 33 -aoo -a03 48 -007 -132 63 001 022
4 -014 -275 19 aoi OT7 34 -013 -249 49 016 310 64 -003 -0.67
5 -aos -1.65 20 -aOS -154 35 ace 044 50 -005 -1.02 65 aoo 007
6 -O07 -131 21 -a04 -032 36 aoi 013 51 -003 -054
7 -006 -1.24 22 -059 -1.72 37 019 374 52 -005 -1.03
8 aoi 019 23 -058 -1.68 38 -019 -a69 53 -aoi -ai3
9 -an -223 24 -054 -072 39 -aoo -ace 54 ao7 1.45
10 -ace -1.11 25 015 303 40 aos 1.01 55 -004 -078
11 -aio -2.00 26 -055 -058 41 -002 -040 56 aOO 006
12 aoi 012 27 O03 050 42 -006 -120 57 -006 -122
13 038 751 28 -009 -1.75 43 -aa3 -057 58 -005 -1.07
14 -aw -274 29 -055 -056 44 aoo 004 59 004 078
15 aoo 004 30 004 071 45 -aoi -021 60 -002 -044
The seasonal, non-seasonal and overall tentatively identifiedmodels can be seen in Figure
4.24. This is the same overall tentatively identified model as was found for the
pre-
regulation data. Again, since the mean of the first seasonal differences is not statistically
different from zero, we can omit the 8 term from the model. The MTNITAB output for
the estimates of the parameters <j)i, <J)2, and 0ij2 can be seen in Figure 4.25.
FIGURE 4.24
Non- Seasonal Model SeasonalModel
zt
'









MINITAB output for Equation 4.24





Modified Box-Pierce (Ljung-Box) chisquare statistic





The model parameters are very similar to those of the pre-regulation model. This model
has some error around lag 36 as can be seen by the somewhat high Ljung-Box chisquare
statistic and the small spike on the autocorrelation plot of the residuals in Figure 4.26, but
the model is quite adequate for all other lags. Figure 4.27 shows a scatter plot of the
model fits vs. the actual lake levels. The
"200-011"
in the title of the graph is just the
statistical notation for the type of time series model. The first three numbers refer the
model's non-seasonal autoregressive order, non-seasonal differencing order and moving
average order, respectively. The second three numbers refer to the same model
parameters at the seasonal level. Since this model was tentatively fit to the first
seasonally differenced time series with two non-seasonal autoregressive parameters and






SAC of the Residuals of the Model (200-011)


























Lag Corr t LBQ Lag Corr t LBQ Lag Corr t LBQ Lag Corr t LBQ Lag Corr t LBQ
1 -0.02 -a40 0.16 16 0.02 0.42 16.61 31 -0.01 -0.17 35.45 46 0.02 0.40 66.48 61 0-04 0.60 7929
2 0.02 0.42 0.33 17 -0.07 -1.32 185E 32 -0.07 -131 37.65 47 0.05 0.83 6751 62 0.01 0.15 79.33
3 0.03 a63 0.73 18 -0.03 -059 18.97 33 0.03 054 38.02 48 -0.01 -024 67.59 63 0.04 0.66 80.03
4 0.03 0.66 1.18 19 0.08 151 21.61 34 -0.03 -050 38.34 49 -0.02 -0.36 67.79 64 -0.03 -0.55 80.53
5 -0.08 -1-63 3.91 20 -aos -1.02 22s: 35 0.08 1.39 40.88 50 -0.01 -022 67.86 65 0.05 0.88 81.80
6 -0-02 -0.39 4.07 21 0.03 058 232: 36 -0.14 -252 4925 51 0-06 0.97 69.30
7 -0.11 -2.07 854 22 0.03 057 23.61 37 0-11 1.90 5421 52 -0.04 -0.66 69.97
8 0.01 0.14 856 23 0.08 153 26.4C 38 0.09 153 57.49 53 -0.07 -1.17 72.06
9 -0.04 -0.80 925 24 0.02 0.45 26.64 39 -0.05 -0.84 5850 54 0.01 023 72.15
10 0.03 0.65 9.71 25 0.06 120 283S 40 -0.08 -1.45 61.48 55 -0.01 -0.10 72.16
11 0.06 121 1128 26 -0.02 -0.30 28.4S 41 0.06 1.08 63.16 56 0.01 0.12 72.19
12 0.07 1.40 13.42 27 0.04 0.66 29.02 42 -0.02 -0.36 63.34 57 0.02 0.37 72.40
13 0.07 137 15.49 28 -0.08 -1.47 31.67 43 0.05 0.87 64.44 58 -0.06 -1.06 74.19
14 -0.01 -025 1556 29 -0.08 -154 34.64 44 0.01 0.13 64.46 59 -0.05 -0.83 7527
15 -0.05 -0.87 16-41 30 0.04 0.78 35.41 45 -0.06 -1.10 6624 60 0.09 1.47 78.71
Figure 4.27 shows that the model explains more than 84% of the total variation. This
percentage of explained variation is not as large as the 95% explained variation of the
pre-regulation fit (Figure 4.18). The main reason for this difference between explained
variation of the pre-regulation model and the post-regulation model is that the pre-
regulation data set was almost 3 times as large as the post-regulation data set (1 188 points
vs. 408 points). The greater size of the pre-regulation data set is the main reason for the
increased accuracy of the pre-regulation model.
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FIGURE 4.27
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The time series model for the post-regulation level can be seen in Equation 4.11. As
mentioned earlier, the 1994 data was not included in the post-regulation model fitting
such that a comparison could be made between the forecasts of the model and the actual
levels. Figure 4.28 shows a plot of the monthly Lake Ontario water levels for the year of
1994 along with the forecasts of the second order autoregressive model. The actual
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FIGURE 4.28
Forecasted and Actual Levels

























4.2.3 Time Series Model of the Pre-Regulation Total Supply Data
In order to compare the change in levels with the change in supplies, it would be
beneficial to look at the change in their respective models. Figure 4.29 shows a plot of
the monthly total supply time series from the year 1900 through the year 1958. As with
the Lake Ontario level data, the last year of the pre-regulation data has been kept separate
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SAC Plot for the 1st Seasonal Differences
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Lag Corr t LBQ I ag Corr t LBQ Lag Corr t LBQ Lag Corr t LBQ Lag Corr t LBQ
1 0.42 11.11 23.99 16 -0.02 -029 338.55 31 -0.04 -0.80 369.56 46 -0.07 -128 380.17 61 0.05 0.94 426.58
2 024 5.43 64.19 17 -0.03 -0.51 339.08 32 -0.01 -027 369.72 47 -0.05 -0.93 38212 62 0.01 0.12 426.61
3 0.16 339 81.16 18 0.01 027 33923 33 0.01 0.18 369.79 48 -0.03 -0.60 38293 63 0.06 1.09 429.50
4 0.15 3.16 96.42 19 0.02 0.32 339.44 34 0.04 0.66 370.73 49 0.01 020 383.03 64 0.03 0.54 43022
5 0.10 215 ;SX3.69 20 -0.01 -027 339.59 35 0.02 0.37 371.02 50 0.03 0.47 383.53 65 0.03 0.53 430.91
6 0.06 1.30 ;>06.38 21 -0.06 -121 342.55 36 0.04 0.67 372.01 51 -0.03 -0.47 384.03 66 0.01 022 431.03
7 0.03 0.53 !M6.84 22 -0.06 -1.04 344.78 37 -0.01 -0.11 372.04 52 -0.04 -0.65 384.99 67 -0.03 -037 431.81
8 -0.00 -0.10 ;>0685 23 -0.07 -1.34 348.49 38 -0.05 -0.94 37395 53 0.05 -0.92 386.89 68 -aos -1.14 435.00
9 0.01 022 ;>06.93 24 -0.11 -205 357.14 39 -0.01 -0.15 374.00 54 0.04 0.69 387.97 69 -0.04 0.69 436.19
10 -0.07 -1.49 ;>10.55 25 -0.07 -1.33 360.82 40 0.01 026 374.16 55 0.04 0.81 389.46 70 -0.07 -124 440.00
11 -0.12 -258 i21.45 26 -0.05 -0.98 362.85 41 0.02 0.40 374.50 56 0.06 1.04 391.94 71 -0.14 -245 455.00
12 -0.39 -7.99 ;S27.67 27 -0.06 -1.05 36520 42 -0.03 -0.51 375.07 57 O07 1.31 395.92
13 -0.12 -2.30 :S38.10 28 -0.04 -0.68 366.19 43 -0.01 -0.17 375.13 58 0.12 210 406.19
14 0.01 0.15 :08.15 29 -0.01 -024 366.31 44 -0.02 -0.34 375.39 59 0.13 235 41921





























i 1 i i i 1 i
10 20 30 40 50 60 70
Lag PAC t Lag PAC t Lag PAC t Lag PAC t Lag PAC t
1 0.42 11.11 16 0.00 0.10 31 0.00 0.03 46 -0.06 -1.4S 61 0.09 241
2 0.08 200 17 -0.03 -0.78 32 -0.04 -1.02 47 -0.05 -125 62 -0.03 -0.77
3 0.04 098 18 0.04 0.99 33 -0.02 -0.46 48 -0.11 -294 63 0.05 127
4 0.07 1.84 19 -0.00 -0.11 34 -0.02 -0.56 49 0.12 306 64 -0.03 -0.67
5 0.01 0.14 20 -0.06 -1.63 35 -0.05 -1.41 50 0.07 1.89 65 -0.01 -0.38
6 -0.01 -0.18 21 -0.05 -1.19 36 -0.17 -427 51 0.01 035 66 0.01 0.38
7 -0.02 -0.49 22 -0.09 -230 37 0.08 202 52 0.01 032 67 -0.02 -0.65
8 -0.03 -0.75 23 -0.07 -1.89 38 0.07 1.82 53 -0.00 -0.11 68 -0.06 -1.47
9 0.02 030 24 -027 -7.17 39 0.06 1.46 54 -0.01 -020 69 0.01 0.32
10 -0.10 -257 25 0.17 4.49 40 0.02 0.53 55 0.05 1.34 70 -0.03 -0.68
11 -0.08 219 26 0.14 a64 41 0.02 0.57 56 0.03 O90 71 -0.08 -201
12 -0.36 -9.60 27 -0.01 -0.17 42 -0.10 -252 57 -0.01 -027
13 023 5-97 28 -0.00 -0.00 43 0.02 041 58 0.02 063
14 013 334 29 -0.01 -030 44 -0.04 -1.10 59 0.03 074
15 0.02 0.64 30 -0.01 -0.14 45 -0.07 -1.74 60 -0.11 287
Figures 4.3 1 and 4.32 show that we will use an autoregressive model of order two and a
moving average model of order one at the non-seasonal level and a moving average
model of order one at the seasonal level. Since the seasonal and non-seasonal tentatively
identified models have terms of the same form, we need to add in a multiplicative term.
The seasonal, non-seasonal and overall tentatively identified models can be seen in Figure
4.33. Recall that the terms stand for the first seasonally differenced time series. Figure















MINITAB output for Figure 4.33






Modified Box-Pierce (Ljung-Box) chisquare statistic





The rather small Ljung-Box statistics in Figure 4.34 show that this model is quite
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where (j)x
= 1.2406 02 = -0.2751 dx = 0.8210 6XX2 = 0.9707
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To double check the model, 12 month forecasts were calculated and then compared with
the actual supplies from 1959. This comparison, along with the upper and lower 95%
confidence intervals, can be seen in Figure 4.35. The actual values were within the
forecasted confidence intervals.
FIGURE 4.35
Forecasted and Actual Total







































































4.2.4 Time SeriesModel of the Post-Regulation Total Supply Data
Figure 4.36 shows a plot of the monthly total supply time series from the year 1960
through the year 1991. As with the pre-regulation data, the last year of the post-
regulation data has been kept separate for comparing with the model forecasts.
FIGURE 4.36
Post-Regulation Monthly Total Supply Data
1200
1100
Figures 4.38 and 4.39 show that we will use an autoregressive model of order two and a
moving average model of order one at the non-seasonal level and a moving average
model of order one at the seasonal level. The overall tentatively identified model can be
seen in Equation 4.13. The MINiTAB output for the estimates of the parameters is
shown in Figure 4.40 (and Appendix A-2).
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FIGURE 4.37




























Lag Corr t LBQ Lag Corr ( LBQ Lag Corr t LBQ Lag Corr t LBQ Lag Corr t LBQ
1 0.77 15.08 229.33 16 0.15 1.15 1175.40 31 0.05 0.29174651 46 0.27 1.542197.13 61 0.32 1.672659.60
2 0.54 7.18 343.X 17 0.11 0.80 1180.08 32 0.11 0.661750.87 47 0.42 2412275.73 62 0.13 0.67 2667.02
3 0.37 4.34 396.27 18 0.10 0.72 1183.93 33 0.18 1.141764.78 48 0.49 2732380.34 63 0.01 0.042667.04
4 0.25 277 419.95 19 0.12 0.92 1190.16 34 0.32 2.01 1808.37 49 0.38 2092444.37 64 -0.07 -0.37 2669.35
5 0.17 1.86 431.16 20 0.17 1.23 1201.43 35 0.47 291 190222 50 020 1.112462.98 65 -0.12 -0.622675.75
6 0.13 1.44 438.03 21 0.26 1.95 1230.02 36 0.55 3.31 2029.34 51 0.08 0.412465.50
7 0.15 1.64 447.02 22 0.40 91 1295.21 37 0.45 2632114.50 52 -0.00 -0.022465.51
8 0.21 225 464.23 23 0.56 4.00 1424.62 38 0.27 1.562145.53 53 -0.07 -0.402467.91
9 0.30 3.17 499.37 24 0.62 4.28 1585.16 39 0.13 0.742152.69 54 0.09 -0.492471.54
10 0.44 4.59 576.99 25 0.51 3.31 1690.73 40 0.05 0.31 2153.92 55 0.07 -0.35 2473.45
11 0.62 6.13 730.93 26 0.31 1.97 1730.40 41 0.01 0.062153.97 56 -0.01 0.062473.51
12 0.71 6.37 930.44 27 0.17 1.06 174217 42 -0.01 0.06 2154.02 57 0.07 0.372475.65
13 0.61 4.961077.15 28 0.07 0.47 1744.50 43 0.03 0.172154.39 58 0.17 0.912488.48
14 0.40 3.081141.36 29 0.03 0.21 1744.96 44 0.07 0.432156.79 59 0.33 1.782537.83
15 0.25 1.851165.79 30 0.03 0.18 174529 45 0.14 0.81 2165.56 60 0.41 2.182613.90
FIGURE 4.38
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Lag Corr t LBQ Lag Corr t LBQ Lag Corr t LBQ Lag Corr t LBQ Lag Corr t LBQ
1 0.50 9.62 13.32 16 0.00 0.02 299.11 31 -0.14 -1.62 333.55 46 0.09 0.98 372.67 61 0.05 0.57 390.71
2 0.39 6.19 1 1.38 17 0.03 0.31 299.37 32 -0.08 -0.88 335.88 47 0.08 0.91 375.46 62 -0.03 -0.28 391.00
3 0.34 4.95 11620 18 0.04 0.52 300.11 33 -0.09 -1.03 339.10 48 0.03 0.37 375.92 63 0.04 0.41 391.61
4 0.22 3.03 215.23 19 0.05 0.61 301.13 34 -0.05 -0.63 340.33 49 -0.01 -0.13 375.98 64 0.01 0.09 391.65
5 0.15 2.01 224.08 20 -0.02 -0.20 30123 35 -0.11 -1.27 345.30 50 0.03 0.29 376.28
6 0.09 1.13 226.95 21 0.05 0.55 302.08 36 -0.08 -0.87 347.66 51 0.02 0.22 376.44
7 0.05 0.62 227.81 22 0.04 0.49 302.75 37 -0.03 -0.40 348.15 52 0.01 0.13 376.49
8 0.05 0.60 228.61 23 0.05 0.66 303.95 38 0.01 0.12 348.20 53 -0.08 -0.91 379.37
9 -0.05 -0.71 229.76 24 0.01 0.13 304.00 39 -0.01 -0.11 348.24 54 -0.06 -0.65 380.83
10 -0.10 -126 2C8.42 25 -0.04 -0.52 304.77 40 0.04 0.50 349.05 55 -0.08 -0.94 383.92
11 -0.16 -2.02 242.87 26 -0.07 -0.88 306.98 41 0.10 1.19 353.54 56 -0.06 -0.72 385.77
12 -0.36 -4.58 212.83 27 -0.07 -0.85 309.05 42 0.07 0.77 355.43 57 0.01 0.12 385.82
13 -0.09 -1.09 25.96 28 -0.13 -1.59 316.31 43 0.14 1.60 363.77 58 -0.08 -0.91 388.79
14 -0.07 -0.84 27.87 29 -0.12 -1.47 322.60 44 0.10 1.17 36825 59 -0.01 -0.15 388.87
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4 14 24 34 44 54 64
Lag PAC t Lag PAC t Lag PAC t Lag PAC t Lag PAC t
1 0.50 9.62 16 -0.00 -0.03 31 -0.08 -157 46 0.10 1.85 61 0.05 0.90
2 0.19 3.70 17 -0.01 -022 32 0.01 0.15 47 -0.10 -135 62 -0.01 -023
3 0.13 2.42 18 -0.00 -0.03 33 0.02 0.33 48 -0.10 -2.02 63 0.05 0.97
4 -0.03 -0.66 19 0.03 0.49 34 0.03 0.61 49 -0.00 -0.04 64 -0.08 -1.50
5 -0.03 -0.57 20 -0.07 -126 35 -0.11 -2.11 50 0.14 2.64
6 -0.04 -0.83 21 -0.01 -0.11 36 -0.12 -2.39 51 -0.03 -0.67
7 -0.01 -026 22 -0.04 -0.70 37 0.11 17 52 0.01 025
8 0.03 0.57 23 -0.00 -0.03 38 0.03 051 53 -0.05 -0.99
9 -0.11 -2.10 24 -021 -4.01 39 0.02 0.48 54 -0.00 -0.03
10 -0.07 -1.41 25 0.13 2.44 40 -0.03 0.66 55 0.01 0.17
11 -0.10 -1.99 26 -0.06 -1.10 41 0.14 2.62 56 0.00 0.01
12 -0.30 -5.86 27 0.04 0.85 42 0.01 0.13 57 0.06 1.10
13 0.33 6.30 28 -0.08 -1.50 43 0.07 128 58 -0.04 -0.85
14 0.09 1.77 29 0.00 0.06 44 -0.02 -0.31 59 -0.03 -0.66




Vl2 + 01 (Zt-1 ~ Vl3 )+ 02 (Zt-2 ~ Z,-14 )- 01flr-l ~ ^l,12flr-12 + #Al2ar-13
where <px
= 1.0842 (j)2
= -0.1232 6X = 0.6148 6U2 = 0.9262
FIGURE 4.40
MINITAB output for Equation 4.13
















The small Ljung-Box statistics shown in Figure 4.40 indicate that the model is adequate.
In order to double check the model, 12 month forecasts were calculated and then
compared with the actual supplies from 1992. This comparison, along with the upper and
lower 95% confidence intervals, can be seen in Figure 4.41. The November, 1992 actual
total supply was outside the 95% confidence interval. This is not necessarily evidence of
FIGURE 4.41
1100
Forecasted and Actual Total

























an inadequate model since, on average, one out of every 20 points may lie outside of the
95% confidence interval. As it turns out, this total supply in 1992 was 8,735 cms which
is an extremely high supply for November. For the 33 year post-regulation period, the
November average total supply is only 6,990 cms with a standard deviation (of the
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monthly means) of 1,095 cms. A significance test was performed on the November 1992
total supply in order to determine if in fact it was an extreme outlier. Ifwe can show that
this data point is an extreme outlier, then that would be evidence that the model is
adequate and this was just one of the other 5% not included in the confidence interval.
Equation 4.14 shows how the test statistic was calculated. A test statistic of 9.15 is
certainly an extreme outlier. However, since this type of statistical test must be done on









A more accurate test statistic for this supply might be obtained by taking out some of the
dependence of the November total supply time series. Figure 4.42 shows a plot of the 33
post-regulation November total supply means along with a best fit line. This best fit line
shows that there is some increasing dependence in the Novembermeans. The residuals of
this plot wuT form a time series with no linear dependence and will give us a better
estimate of the significance of the 1992 November supply. The residuals of this best fit
line have a mean of zero and a standard deviation of 89.84. The 1992 November supply
residual of 71.11 gives us a test statistic of 4.43 which is still an extreme outlier. Since
the November, 1992 total supply was most likely an extreme outlier, we can be more














4.2.5 Time series model conclusions
Both the pre-regulation and the post-regulation level time series models were of the same
ARTMA form. This fact does not show that the two time series are of identical form,
however it does show that the two time series are not drastically different in form. Since
the time series models were both fit to the first seasonally differenced data, the models
were designed to describe all of the variation other than the seasonal effects. The fact that
the time series model of the pre-regulation level was not significantly different than that
of the post-regulation level shows that the introduction of regulation has not caused the
levels to act in a significantly different manner. In other words, the pattern of high and
low levels is similar for both time periods and therefore is evidence that the regulation did
not have a significant effect on the relationship between past levels and future levels. If
the models were of significantly different form, it would be evidence that the regulation
had caused the Lake Ontario water level to react in a different manner from month to
month than it did before regulation.
The supply time
series'
also had similar models for both the pre-regulation and the post-
regulation time periods. If the post-regulation supply time series was of a different form
than the pre-regulation supply time series, it would have been evidence that the supplies
had been acting differently since 1960, and therefore might have caused the lake levels to
rise.
74
4.3 Cross Correlation Functions
In section 4.2 plots of autocorrelation functions were used to determine whether a time
series was stationary. Autocorrelation plots show a time
series'
dependence upon itself at
various lags. Recall that an autocorrelation value near 1 at a given lag means that the data
points in the time series separated by the given lag have a strong tendency to move in the
same direction. A similar function used to describe the relationship between two separate
sets of data is called a Cross correlation function (CCF).
In section 4.3, a comparison is made between the level time series and the Total Supply
time series for both pre-regulation and post-regulation periods. If the level and supply
interact differently in the post-regulation period than they did in the pre-regulation period,
then the regulation may have affected more than just the compression of the overall range
of levels. Conversely, if there is a similar correlation between the levels and the supplies
for the two periods, then this will be evidence that the regulation has not altered the way
in which the level reacts to the changing supplies.
As with the autocorrelation function, the cross correlation function requires both of the
time series to be stationary. It is best to use the residuals of the time series models since
these residuals represent only the unexplained variation. Figure 4.43 shows the cross
correlation function of the original level and total supply time series. It is obvious that
there is a lot of seasonal dependence affecting the correlation between the supply and
level.
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The time series models are used to explain the seasonal dependence seen in figure 4.43,
hence the residuals of the models will represent the unexplained variation. Figure 4.44
shows the cross correlation function of the model residuals. Both the pre-regulation and
the post-regulation cross correlation functions have spikes at lags zero and 1 . A spike at
lag zero means that there is a strong tendancy for the level to be high during the same
months as the supplies are high. A spike at lag 1 means, for example, that there is a
strong tendency for the level in May, to be high during years when the supplies are high
in April. The closer the cross correlation is to one, the greater the tendency for the two
time series to move in the same direction. The spikes for the pre-regulation correlations

































i is is 9
ii
,
c y t t e ^ t r ;e S c*le i lc ta <c
3iH r
N 03 ^ O ^
Lag
rr-?-*






correlations at lags zero and one are 0.515 and 0.478 respectively.
The fact that the spikes on the CCF plot of Figure 4.44 are very similar for both the
pre-
regulation and the post-regulation periods shows that the relationship between levels and
supplies have not changed drastically since regulation began. The major difference
between the two periods seems to be a decrease in the correlation of levels and supplies
during the same month (lag zero). This decrease in correlation can be explained by the
LOWESS plots of section 4.1 and Appendix A which showed that since regulation began,
the level has not been effected as greatly by the extreme supplies.
The fact that the supplies have increased (section 3.1.4, Table 3.7) and the relationship
between the supplies and levels have not changed drastically is further evidence of the
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Section 3.1 showed that there has been an increase in the average Lake Ontario water
level of roughly three centimeters from the pre-regulation period of 1860-1959 to the
post-regulation period of 1960-1994. This increased to seven centimeters when the level
data set was truncated to match the supply data sets for the pre-regulation period from
1900-1959 and the post-regulation period from 1960-1992. Other changes to the
characteristics of the level included an increase in the monthly minima, a decrease in the
monthly maxima and a decrease in the monthly standard deviations.
During these same time periods, both components of the total supplies to Lake Ontario
have also increased. Since regulation began, the local supply has increased by an average
rate of 115 cubic meters per second (cms) and the Erieflow supply has increased by an
average rate of 434.3 cms. The standard deviation of the local supply has decreased
slightly, but the standard deviation of the Erieflow supply has increased by 187.7 cms.
Section 4. 1 introduced a method of fitting a smoothed line to a paired set of data. These
LOWESS plots showed that on the average, most months have had a decrease in their
range of levels. They also showed that for a given below average total supply, the water
level has had a tendency to be higher since the regulation began. Conversely, when the
supply to Lake Ontario has been above average, the levels have been lower since
regulation began. The linear regression plots of the levels vs. supplies supported the
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evidence found in the LOWESS plots, indicating that the range of levels had been
compressed since the regulation began.
Section 4.2 explained how to determine a time series model for each of the level and
supply time series. Both the pre-regulation and post-regulation level time series were fit
by the same overall ARTMA (200) (Oil) 12 model (Equation 5.1). The parameter
estimates for each of the two models can be seen in Table 5.1. Similarly, both of the total
supply pre-regulation and post-regulation time series were fit to the same ARTMA (201)
(Oil) 12 model (Equation 5.2) and their parameter estimates are shown in Table 5.2.
This showed that since regulation began, neither the level time series nor the supply time
series have acted in a manner which was significantly different than they acted before
regulation.
EQUATION 5.1
z, =2,-12 +5+ 0,(z,_i -z,_n)+ <t>2{z,_2 -z,_l4)-eil2a,_l2 +a,
TABLE 5.1 MonthlyWater Level Time Series Model Parameter Estimates
5 0i <h 01,12
Pre-Regulation 0 1.3094 -0.3480 0.9773
Post-Regulation 0 1.2858 -0.3788 0.9405
EQUATION 5.2
Z, =Z,_i2 +0l(*,-l -Vl3) + 02fe-2 -Zt-u)-eiat-X -0U2flr-12 + 0 fi l,12flr-13
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TABLE 5.2 Monthly Total Supply Time Series Model Parameter Estimates
5 01 02 Bi 01.12
Pre-Regulation 0 1.2406 -0.2751 0.8210 0.9707
Post-Regulation 0 1.0842 -0.1232 0.6148 0.9262
Section 4.3 introduced the cross correlation function. The cross correlation plot of the
levels and the supplies (Figure 4.46) indicates that there was not a large change between
the pre-regulation interaction and the post-regulation interaction. Both time periods
showed the largest correlation at lag zero and the second largest correlation at lag one.
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6.0 Discussion
Once again, the goal of this report was to determine which factor, increasing supplies or
outflow regulation, was the leading cause of the observed increase in water level from the
pre-regulation period to the post-regulation period on Lake Ontario. While the mean
water level was higher during the post-regulation period than it was during the
pre-
regulation period, it was not immediately obvious whether this increase was caused by the
regulation or by the increase in the supplies to the lake.
Section 3.1.1 showed that there was a difference between the mean pre-regulation level
(1860-1959) and the mean post-regulation level (1960-1994). While this is evidence
pointing towards the regulation as the cause of the difference, it is not very strong
evidence. Since the difference was increased when the pre-regulation data was truncated
to match the supply data, this shows that there was also a difference in mean lake level
between the two pre-regulation time periods (1860-1899 and 1900-1959). This difference
is obviously not due to any outflow regulation and therefore suggests that the observed
difference in lake level before and after regulation may be due to natural long term
cyclical variation.
Section 3.1.4 showed a change between the pre-regulation and post-regulation total
supplies. This is evidence in support of the supplies having caused the increase in levels.
However, it is a moot argument because if there were no increase in supplies it would be
obvious that the regulation was the cause of the increased levels.
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Section 4.1 dealt with scatter plots of the mean monthly level vs. the mean monthly total
supply (plots are shown in Appendix A). The LOWESS form of curve fitting was used to
help demonstrate the general trends of the data. These plots showed that for the post-
regulation period, Lake Ontario levels have been higher during conditions of
below-
average supplies and lower under conditions of above-average supplies.
Section 4.2 dealt with determining time series models for each of the level and supply
subsets of data. The intent for these models was to describe the basic form of the time
series in order to compare the pre-regulation and post-regulation forms. The pre-
regulation and post-regulation level time series both had adequate models which were of
the same ARIMA form. While this does not show that the time series are of identical
form, it does show that they are not drastically different in form. The same applies for the
supply time series. If the supply time series models were of drastically different form, it
would have meant that the supplies had changed for some reason and it would have been
evidence supporting the idea that the supplies were the cause for the increased levels.
Just because the post-regulation supply was not of a drastically different form than the
pre-regulation supply, does not mean that the supply is not the cause for the change in
levels. The supplies seem to be following the same seasonal and non-seasonal trends,
only at higher magnitudes since regulation
began. Similarly, the level time series are of
the same basic form, yet they have been higher on average since the regulation began. If
the pre-regulation and post-regulation level models were of a different form, it would
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have been evidence of the regulation changing the level of Lake Ontario. This data,
combined with the LOWESS plots, shows that the level time series has been following
the same seasonal and non-seasonal trends, but the high levels have been decreased and
the low levels have been increased.
The cross correlation plot in section 4.3 (Figure 4.46) shows that the interaction between
the supply and the level has not changed a great deal since regulation began. It is
intuitive that there is a slightly smaller spike at lag zero for the post-regulation period.
The smaller spike indicates that the level does not mirror the changes in the supplies as
much as it did before regulation. This agrees with the scatter plot analysis of section 4. 1
where it was shown that the level has become less sensitive to the extreme high and low
supplies. The similarity between the interaction of the levels and supplies for the two
different time periods is not as much evidence for the supplies causing the increase in
levels as it is evidence against the contrary. In other words, the plot shows that the level
has not been acting significantly different in form relative to the incoming supplies and
therefore the regulation has not significantly affected the form of the interaction between
the level and the supplies.
84
7.0 Conclusions
From the observations discussed in section 6.0 it is clear that the majority of evidence
points to the conclusion that outflow regulation has not caused an increase in the Lake
Ontario water level. It follows that the increase in level has been caused primarily by the
increase in supplies.
The fact that the post-regulation supplies were much greater than the pre-regulation
supplies is the only evidence which directly points to the supplies as the cause of the
increased levels. All of the other findings show evidence which demonstrate that the
regulation has not impacted the levels in a manner which would cause them to be
significantly higher. The time series models of the levels show that the levels still act in a
seasonal form which is quite similar to the way in which they acted before regulation.
The cross-correlation plot shows that a high supply tends to yield a high level and that a
low supply still tends to yield a lower level. The degree to which this correlation holds
true was examined using the scatter plots along with LOWESS fit lines and simple linear
regression fit lines (Appendix A). These plots showed that the regulation has effected the
extreme water levels by bringing them closer to their means. The monthly plots also
showed that since regulation, a given high supply will, on average, produce a lower level
than it did before regulation.
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Non-Seasonal differenced (Figure 4.1 1) 136
1st
Seasonal differenced (Figure 4.16) 137
Post-Regulation Level
lsl
Seasonal differenced (Figure 4.25) 137
Pre-Regulation Supply
1st
Seasonal differenced (Figure 4.34) 138
Post Regulation Supply
1st




Estimates at each iteration
Iteration SSE Parameters
0 14.2018 0.100 0.100
1 1 1 .3968 -0.006 0.250
2 9.5317 -0.099 0.400
3 8.2355 -0.175 0.550
4 7.2923 -0.238 0.700
5 6.5746 -0.290 0.850
6 6.2763 -0.315 0.925
7 6.1432 -0.329 0.962
8 6.0896 -0.335 0.980
Unable to reduce sum of squares
any further
Final Estimates of Parameters
Type Estimate St. Dev. t-ratio
MA 1 -0.3352 0.0276 -12.16
SMA 12 0.9798 0.0053 183.15
Differencing: 1 regular, 1 seasonal of order 12
No. of obs.: Original series 1188, after
differencing 1175
Residuals: SS = 6.02955 (backforecasts
excluded)
MS = 0.00514 DF = 1173
Modified Box-Pierce (Ljung-Box) chisquare
statistic
Lag 12 24 36 48
Chi2




Estimates at each iteration
Iteration SSE Parameters
0 70.6064 0.100 0.100 0.100
1 55.8097 0.250 0.043 0.111
2 43.1050 0.400 -0.015 0.127
3 32.3445 0.550 -0.073 0.150
4 23.5088 0.700 -0.129 0.185
5 16.5793 0.850 -0.183 0.243
6 11.5080 1.000 -0.235 0.345
7 8.6880 1.118 -0.274 0.495
8 7.3990 1.188 -0.297 0.645
9 6.6053 1.243 -0.316 0.795
10 6.0506 1.293 -0.337 0.945
11 6.0161 1.307 -0.347 0.956
12 5.9671 1.308 -0.347 0.973
13 5.9571 1.309 -0.348 0.977
Unable to reduce sum of squares
any further
Final Estimates of Parameters
Type Estimate St. Dev. t-ratio
AR 1 1.3094 0.0274 47.82
AR 2 -0.3480 0.0274 -12.71
SMA 12 0.9773 0.0069 142.34
Differencing: 0 regular, 1 seasonal of order
12
No. of obs.: Original series 1 188, after
differencing 1176
Residuals: SS = 5.89362 (backforecasts
excluded)
MS = 0.00502 DF=1173
Modified Box-Pierce (Ljung-Box) chisquare
statistic







Estimates at each iteration
Iteration SSE Parameters
0 17.5672 0.100 0.100 0.100
1 13.8720 0.250 0.045 0.115 Final Estimates of Parameters
2 10.7284 0.400 -0.011 0.136 Type Estimate St. Dev. t-ratio













AR 2 -0.3788 0.0466 -8.12





























Differencing: 0 regular, 1 seasonal of order 12
No. of obs.: Original series 408, after
differencing 396
Residuals: SS = 2.27268
(backforecasts excluded)






Modified Box-Pierce (Ljung-Box) chisquare statistic
Lag 12 24 36 48
any further
Chi2




Estimates at each iteration
Iteration SSE Parameters
0 6197774 0.100 0.100 0.100 0.100
1 5645052 0.250 0.088 0.187 0.162
2 5247622 0.400 0.065 0.290 0.218
3 4897925 0.550 0.033 0.396 0.279
4 4568948 0.700-0.009 0.502 0.350
5 4247485 0.850-0.062 0.607 0.436
6 3926871 1.000-0.126 0.710 0.544
7 3584825 1.150-0.204 0.810 0.692
8 3289165 1.224-0.253 0.845 0.842
9 3122950 1.228-0.256 0.834 0.985
10 3061 406 1 .239 -0.272 0.823 0.979
11 3045481 1 .243 -0.277 0.822 0.974
12 3043287 1 .241 -0.275 0.821 0.971
13 3043285 1 .241 -0.275 0.821 0.971
Relative change in each estimate
less than 0.0010
Final Estimates of Parameters
Type Estimate St. Dev. t-ratio
AR 1 1.2406 0.0706 17.56
AR 2 -0.2751 0.0578 -4.76
MA 1 0.8210 0.0546 15.04
SMA 12 0.9707 0.0135 71.87
Differencing: 0 regular, 1 seasonal of order 12
No. of obs.: Original series 708,
after differencing 696
Residuals: SS = 3004983
(backforecasts excluded)
MS= 4342 DF = 692
Modified Box-Pierce (Ljung-Box) chisquare statistic
Lag 12 24 36 48
Chi2
4.8(DF= 8) 19.6(DF=20) 23.9(DF=32) 29.2(DF=44)
(FIGURE 4.40)
ARIMA Model



































































Unable to reduce sum of squares
any further





















Differencing: 0 regular, 1 seasonal of order 12
No. of obs.: Original series 384, after
differencing 372
Residuals: SS = 1351536
(backforecasts excluded)




Lag 12 24 36 48
Chi2
6.4(DF=8) 18.1(DF=20) 32.6(DF=32) 41.9(DF=44)
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Additional Level Time Series Plots
Monthly Lake OntarioWater Levels (1860- 1994) 140
Pre-Regulation MonthlyWater Levels (1860- 1959) 141






























































































































Additional Supply Time Series Plots
Monthly Local Supply (1900- 1992) 144
Pre-Regulation Quarterly Local Supply (1900 - 1959) 145
Post-Regulation Quarterly Local Supply (1960- 1992) 146
Pre-RegulationMonthly Local Supply (1900 - 1959) 147
Post-Regulation Monthly Local Supply (1960 - 1992) 148
Monthly Erieflow Supply (1900 - 1992) 149
Pre-Regulation Quarterly Erie Supply (1900- 1959) 150
Post-Regulation Quarterly Erie Supply (1960 - 1992) 151
Pre-RegulationMonthly Erie Supply (1900 - 1959) 152
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