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Root Systems and The Johnson and Hamming Graphs 
PAUL TERWILLIGER 
In [27] we show that any distance-regular graph r containing a cycle {vo, V" v2 , vJ , vo} with 
iJ(vo, v2 ) = iJ(v" vJ ) = 2 was finite, with diameter d, valency k and intersection numbers a" Cd 
satisfying 
with equality holding if and only if 
(I 0;;; i 0;;; d). (I) 
In this graph we give a simplified proof of this fact, and then classify the graphs where the diameter 
bound is attained. 
Not assuming the existence of the above cycle in rbut only that C2 ~ 2, we use the classification 
of the classical root systems to show a distance-regular graph satisfying (I) is either the Johnson 
graph J(d, n), a graph with the intersection numbers of the Hamming graph H(d, q), the Cocktail 
Party graph CP(n), tH(n, 2) (the halved graph of the n-cube), or one of a finite number of 
exceptional graphs, all with d 0;;; 8, a, 0;;; 16, and k 0;;; 28. 
I. INTRODUCTION 
A number of authors have studied distance-regular graphs with 'large' diameter d. They 
are rare, so perhaps they can be classified. The known distance-regular graphs with 
diameter d ~ 13 are discussed by Cohen [9] and Bannai and Ito [2]. Macpherson [19) 
classified all infinite distance-transitive graphs with finite valency, and Ivanov [17] extended 
this result to distance-regular graphs, giving a diameter bound for finite distance-regular 
graphs in terms of the valency and girth g(g > 3) in the process. Cameron [6) proved a 
diameter bound in terms of the valency exists for finite distance-transitive graphs, using the 
classification of finite simple groups. 
In [26) and [29], we found diameter bounds that are functions of the valency and girth 
for a class of distance-regular graphs, including all those with even girth. 
In [27], we showed that if a distance-regular graph r contains a cycle {vo, v" V2 , V3' 
vo}v; E reO ~ i ~ 3) where o(vo, v2 ) = o(v" v3) = 2, then 
with equality if and only if 
d ~ k + Cd 
"'<: a, + 2' (1.1) 
I~i~d, (1.2) 
where k is the valency of rand C j , aj , bj (0 ~ i ~ d) are the intersection numbers of r 
defined in (1.3). In Section 2, we give a simple proof of (1.1) and (1.2). In the remaining 
sections we study graphs where (1.2) is met. Our methods do not require the existence of 
any cycle mentioned above, only that C2 ~ 2. 
One gets equality in (1.2) for the following families of graphs. The Johnson graph 
J(d, n)(2 ~ 2d ~ n < 00) has vertex set consisting of all d-element subsets of an n-element 
set, with vertices adjacent when their intersection has d - 1 elements. We note the graphs 
J(d, n) are sometimes called the graphs of type Td (see Dowling [12)), and are a general-
isation of the triangular graphs (d = 2) and the tetrahedral graphs (d = 3). The Hamming 
graphs H(d, q)(2 ~ d, q < 00) (also called the lattice graphs, graphs of Ld type or 
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hypercubic type) have vertex set consisting of all d-tuples of elements taken from a 
q-element set, with vertices adjacent when they differ in one coordinate. Egawa [13] and 
Shrikhande [25] classified the distance-regular graphs with the same intersection numbers 
as H(d, q). We call them the graphs H*(d, q) of Hamming type. 
For information on the Johnson and Hamming graphs, see Bannai and Ito [2], Delsarte 
(11], and Yamamoto-Fujii-Hamada [31]. 
The Cocktail Party graph CP(n) (2 ~ n < (0) has 2n vertices {+ I, +2, ... , +n}, 
with e;i and e) (ej' ej = + I) adjacent if and only if i -# j. Finally tHen, 2) (4 ~ n < (0), 
the halved graph of the n-cube, has vertex set equal to one of the bipartitions of the n-cube 
H(n, 2), with vertices adjacent in tHen, 2) if they are a distance two apart in H(n, 2). We 
show in Sections 3-7 that the above four families are the only distance-regular graphs 
satisfying (1.2) and C2 ~ 2, except for a finite set of exceptions, all with diameter d ~ 8, 
a, ~ 16, and k ~ 28. We note that what happens if (1.2) holds but C2 = I is an interesting 
open problem. 
Our main idea is that any distance-regular graph r satisfying (1.2) can be represented by 
a set of equi-Iength vectors spanning a Euclidean space E, which also contains a root system 
<P, consisting of an orthogonal union of root systems of type An, Dn, E6, E7, or E8, such 
that vertices are adjacent in r when the difference between the vectors representing them 
is <P. We note this is a modification of an idea used by Cameron, Goethals, Seidel and Shult 
[7] to classify the graphs with least eigenvalue - 2. 
Under the condition C2 ~ 2, we show if <Pis reducible then ris of Hamming type. If <P 
is of type An then ris a Johnson graph, and if <P is of type Dn, ris either t H(n, 2), CP(n), 
or the Shrikhande graph. Exactly what happens if <Pis of type E6 , E7 , E8 is unknown, except 
that r satisfies d ~ 8, a, ~ 16, and k ~ 28. These are the exceptions mentioned in the 
previous paragraph. Our results give the following classification. 
THEOREM 1.1. Let r be any distance-regular graph with diameter d (2 ~ d < (0) satisfy-
ing either condition A or condition B: 
(A) r contains a cycle {vo , v" V2, V3, vo} with o(vo, V2) = o(v" V3) = 2, and 
d = k + Cd. 
a, + 2 
(B) The intersection numbers of r satisfy C2 ~ 2 and 
Ci - Ci _, + bi _ , - bi - a, - 2 = 0, 1 ~i~d. 
Then one of the following occurs. 
(I) C2 = 2 and r is a graph H*(d, q) of Hamming type for some q(2 ~ q < (0). 
(2) C2 = 4 and r is the Johnson graph J(d, n) for some n (2d ~ n < (0). 
(3) C2 = 6 and r is t H(n, 2) where n = 2d or 2d + 1. 
(4) C2 = 2n (n ~ 4) and r is the Cocktail Party graph CP(n + 1). 
(5) d ~ 8, a, ~ 16, and k ~ 28, and k - a, - 2 is an eigenvalue of the adjacency matrix 
of r with multiplicity 6, 7, or 8. 
We note the condition on the cycles in (A) is not very restrictive. As we showed in [27], 
vertex neighborhoods of distance-regular graphs with C2 ~ 2 and not containing any cycle 
as in (A) have a very restricted structure. 
The question of whether the Johnson graph J(d, n) is the unique distance-regular graph 
with its intersection numbers has been studied by Aigner [1], Bose and Laskar [5], Chang 
[8], Connor [10], Dowling [12], Hoffman [15], Liebler [18], Moon [20-22], Rolland [23], 
and Shrikhande [24]. In [30] we resolved all the remaining open cases to show J(d, n) is 
unique if (d, n) -# (2, 8). Theorem 1.1 can be seen as a strengthening of this result: if we 
consider only distance-regular graphs containing a cycle as in (A), for d > 8, J(d, n) 
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is characterised by its diameter and the four intersection numbers a" k, C2, Cd! We also note 
Theorem 1.1 implies t H(n, 2) is the unique distance-regular graph with its intersection 
numbers for n =f 6, 7, 8, apparently a new result. 
For the rest ofthis section we fix our notation and review a few facts about root systems. 
r will refer to a connected, locally finite undirected graph, without loops or multiple 
edges, consisting of a vertex set, which we also denote by 1, and an edge set Er, con-
sisting of a set of 2-element subsets of r. A walk of length n or n-walk connecting vertices 
u, v E ris a sequence {u = Uo, U" ... , Un = v}ui E r(O ::::; i ::::; n) where (u;. ui +,) E Er 
(0 ::::; i ::::; n - 1). The above walk is a path if Ui _, =f Ui +' (1 ::::; i ::::; n - 1). The distance 
o(u, v) between vertices u, v E r is the length of the shortest path connecting them. The 
diameter d of r is the maximal value 0 takes on. A cycle of length n or n-cycle in r is an 
n-path {uo, u" ... , un} where all vertices are distinct except Uo = Un' The girth g of ris 
the length of the minimal cycle. For U E r let r(u) be the set of vertices in r adjacent to 
u. The size of r(u) is called the valency of u. If the valency of every vertex U is k we say r 
is regular with valency k. If X is a subset of 1, we say X induces a subgraph of r, with vertex 
set X and edge set consisting of edges in Er that are contained in X. X is an n-clique in r 
if the subgraph it induces is the complete graph on n vertices. A subgraph X of r is metric 
if distances between vertices in X as measured in X or r are identical. We say a graph r 
with diameter d is distance-regular if for any integers i,}, I (0 ::::; I ::::; d) and any vertices 
u, v E rwith o(u, v) = I, the number Sijl of vertices a distance ifrom U and} from v depends 
only on i,} and I, and not U or v. For convenience we set 
Ci Si-',',i 
ai Si,',i 
bi Si+',',i (0 ::::; i ::::; d). (1.3) 
Note that bo = k, the valency of r, Co = ao = bd = 0, and c, = 1. We call Ci , ai' b i 
(0 ::::; i ::::; d) the intersection numbers of r and present them in the intersection array 
{
o C2 . .. Cd} 
o a, a2 ... ad 
k b, b2 0 
of r. 
Since r is regular with valency k it is immediate that 
k = Ci + ai + bi' o ::::; i ::::; d. (1.4) 
Set 
o ::::; i ::::; d. (1.5) 
Then ko = 1, k, = k, and in general k i is the number of vertices in ra distance i from any 
vertex in r. A simple counting argument [3, p. 135] shows 
1 ::::; i ::::; d. (1.6) 
Let Ii and Ii be any graphs. Then their Cartesian product Ii x Ii is the graph whose 
vertices are the ordered pairs (u" U2)Ui E T;. Vertices are adjacent if they are equal in one 
coordinate and a pair of adjacent vertices in the other coordinate. Finally, throughout this 
paper iln will denote the set {I, 2, ... , n}. E will refer to a real Euclidean space with inner 
product < ). Rn is the Euclidean space of real n-tuples, with standard inner product. 
Bn = {e" e2, ... ,en} will refer to the standard orthonormal basis for Rn. We write 
bn = e, + e2 + ... en' 
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We will need the following standard construction in Section 3. We refer the reader to 
Biggs [3, 4] and Bannai and Ito [2] for details. Let T be a distance-regular graph with n 
vertices and diameter d. The distance matrices Ao = I, AI, ... , Ad for T are the n x n 
symmetric matrices, with rows and columns indexed by the vertices of T, satisfying 
{
I, 
(A;)uv = 0, 
if iJ(u, v) = i, 
(1.7) 
otherwise. 
We call A = AI the adjacency matrix for r. A has d + 1 distinct real eigenvalues [3, p. 136], 
which we call the eigenvalues of r. It is easy to show [3, p. 136] that 
1 ~ i ~ d - 1, (1.8) 
and 
AAd = bd_IAd_1 + adAd' (1.9) 
Let u;(x) (0 ~ i ~ d + 1) be the polynomials of degree i defined recursively by 
uo(x) 1, (1.10) 
kul(x) x, 
XU; (x) C;U;_I(X) + a;u;(x) + b;u;+I(x), 1 ~ i ~ d - 1, 
and 
xuAx) = CdUd_I(X) + aduix) + Ud+I(X). 
From (1.6) and (1.9), and a repeated use of (1.8) we see that 
u;(A) = A;(ki l ), 0 ~ i ~ d, 
and 
Ud+1 (A) = o. 
(1.11) 
(1.12) 
(1.13) 
(1.14) 
(1.15) 
Since A has d + 1 distinct eigenvalues and Ud+ I (x) has degree d + 1, Ud+ I (x) will be a scalar 
multiple of the minimal polynomial of A. 
We will be dealing with the classical root systems, all of whose roots are the same length, 
which we can take to be J2. Following Hiller [14] we call them simply laced root systems. 
They satisfy the following definition. 
DEFINITION 1.2. [16, p. 42]. A subset cP of a Euclidean space E is called a simply laced 
root system if 
(1) cPis finite and spans E (1.16) 
(2) <r, r) = 2, r E cP, 
(3) <r, s) E {O, =+= 1, =+= 2}, r, S E cP, 
(4) r - <r, s)s E cP for all r, S E cPo 
(1.17) 
(1.18) 
(1.19) 
DEFINITION 1.3. A set X of vectors in a Euclidean space S is irreducible if it cannot be 
partitioned into the union of two proper subsets so that each vector in one set is orthogonal 
to each vector in the other. 
We now give some examples of irreducible root systems (see Humphreys [16, p. 63]). 
EXAMPLE 1.4. Let E be the n-dimensional subspace of Rn+ I orthogonal to bn+ I' Then the 
root system An (l ~ n) is the following set of vectors in E. 
An = {e; - ejli, j E ~+I' i # j, e;, ej E Bn+I}. 
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Now set E = R". Then the root system D" (4 :::; n) is the set 
D" = {+ej+ejli,jE-Q"ii'j,ej,ejEB"}. 
Let E = RS• The root system Es consists of Ds and all vectors of the form 
-2
1 
.I !Xjej (!Xj = + I,I !Xj = I, i E ilg , ej E B S ). 
1= 1 1=1 
The root system E7 is the subset of Es orthogonal to anyone of its roots. If rand s are any 
roots in Es with <r, s) = I then E6 is the subset of Eg orthogonal to both rand s. 
As the next lemma shows, this is the complete list. 
LEMMA 1.5 [16, p. 57]. Let $ be any simply laced root system. Then $ decomposes 
uniquely as the orthogonal union of irreducible root systems, each of type An, Dn, E6, E7 or 
Es· 
The next lemma shows we can always embed certain sets of vectors in root systems. 
LEMMA 1.6. Let .,1 be a finite set of vectors that span a Euclidean space E, and suppose 
(I) <u, u) = 2 u E .,1 
(2) <r, s) E {O, + I, + 2} for any r, s E .,1. 
Then .,1 is contained in a simply laced root system $. If .,1 is reducable, so is $. Furthermore, 
for all vEE, <v, r) E Zfor all r E .,1 implies <v, r) E Zfor all r E $. 
PROOF. This is essentially a restatement of Lemma 1.8 in [30]. 
2. THE DIAMETER BOUND 
In this section we show that the graphs J(d, n), H(n, q) and t H(n, 2) are extremal in the 
following sense. 
THEOREM 2.1. Let F be any distance-regular graph with diameter d (2 :::; d :::; (0) and 
intersection array 
(I :::; i :::; d). (2.1) 
In particular 
(2.2) 
with equality in (2.2) if and only if equality holds in (2.1) for all i (1 :::; i :::; d). 
PROOF. For any integers x , y, Z, let N(x, y, z) be the set of vertices in Fa distance x from 
VQ, y from VI' and Z from V2 . Let n(x, y, z) be the number of vertices in N(x, y, z). Then 
for all integers i (I :::; i :::; d) the set 
N(i - I, i, i-I) u N(i - I, i, i) u N(i - 1, i, i + 1) 
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is just the set of Si -I.i, I vertices a distance i-I from Vo and i from VI' so 
n(i - 1, i, i-I) + n(i - 1, i, i) + n(i - 1, i, i + 1) = Si-l.i.I' (2.3) 
Similarly we have, for 1 ~ i ~ d, 
n(i - 2, i-I, i) + n(i - 1, i-I, i) + n(i, i-I, i) 
n(i - 1, i-I, i) + n(i - 1, i, i) = Si-l.i,2 
n(i - 2, i-I, i) = Si-2.i.2 
n(i - 1, i, i + 1) = Si-l,i+I,2' 
Adding equations (2.3) and (2.4) and subtracting (2.5)-(2.7) we obtain 
n(i - 1, i, i-I) + n(i, i-I, i) = 2Si _ l ,i.1 - Si-l,i,2 - Si-2,i.2 - Si-l,i+I,2 
(1 ~ i ~ d) 
The set N(i, i-I, i) contains all vertices V where 
Since there are Si -I,i + 1.2 such vertices we obtain 
n(i, i-I, i) ~ Si-l,i+I.2. 
Likewise N(i - 1, i, i-I) contains all vertices u where 
There are Si -2,i,2 such vertices, so 
n(i - 1, i, i-I) ~ Si-2,i,2' 
From (2.8), (2.9), and (2.10) we obtain 
2Si _ l •i. 1 - Si-l,i,2 - 2Si - 2•i•2 - 2Si _ l ,i+I.2 ~ 0, 
We now evaluate the constants in this inequality. Set 
O~i~d. 
l~i~d. 
Then we see from [28] or an easy calculation, that for all integers i (1 ~ i ~ d), 
Si-l,i,1 
Si-l,i,2 
Si-2,i,2 
Si-l,i+I,2 
ki 
s· 11'-/-,,/ k 
k j 
S 12'-/- , ,/ k2 
mi(ai + a i _ 1 - a l ), 
k i 
S· 22'-/- , ,/ k2 
ki +1 
S· 12' 1-/- , ,/+ k2 
mibi · 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.9) 
(2.10) 
(2.11) 
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Plugging these values in (2.11) and simplifying we get 
I~i~d. 
Replacing -ai - bi' -ai_I - Ci _I ' and 2b l by -k + Ci, -k + bi - I, and 
2(k - al - I), respectively, and simplifying, we get 
l~i~d. (2.12) 
This proves (2.1). Going further we obtain 
d 
= L (c j - Cj _ 1 + bi _ 1 - b;) 
;=1 
~ d(a l + 2), (2.13) 
with equality if and only if equality holds in (2.12) for all i (1 ~ i ~ d). Solving for din 
(2.13) we obtain (2.2), as desired. 
We note Theorem 2.1 is a special case of Theorem 2.1 and Corollary 2.2 in [27], which 
we include here because of its relevance and simple proof. 
3. DISTANCE-REGULAR GRAPHS AND ROOT SYSTEMS 
For the rest of this paper we classify distance-regular graphs r with 
C2 ~ 2 
and 
C j - C j _ 1 + b j _ 1 - b j - a l - 2 = 0, I~i~d. 
(3.1) 
(3 .2) 
We do not assume r contains any cycle as in Theorem 2.1, and note that much of what 
follows is true if r satisfies (3.2) but not (3.1). We start off by simplifying (3.2) . 
LEMMA 3.1. Let r be any distance-regular graph satisfying (3.2). Then for all integers i 
(0 ~ i ~ d) we have 
PROOF. Using (3 .2) we obtain 
k - i(a l + 2) + Cj 
i(a l + 2) - 2c j • 
i(a l + 2) - k, 
from which (3.3) follows immediately. Line (3.4) then follows from (1.4). 
(3.3) 
(3.4) 
Our first goal is to show how distance-regular graphs satisfying (3.2) are related to the 
root systems defined in the introduction. We first prove a general theorem that applies to 
an distance-regular graphs. 
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THEOREM 3.2. Let r be a distance-regular graph with s vertices and diameter d 
(2 ~ d < 00), and let A be any eigenvalue of r. with algebraic multiplicity denoted by m. 
Then there exists a set of unit vectors {v I v E r} spanning a Euclidean space E of dimension 
m such that 
<U, v) = U;(A) where i = 8(u, v), u, V E r (3.5) 
and 
L v = AU for all u E r (3.6) 
(u,v)EET 
where u;(x) (0 ~ i ~ d) are as in (1.10)-(1.12), 
PROOF. Let A be any eigenvalue for r, and set (J( = ,Jm/s. Let 
d 
El = (J( L u;(A)A;, 
;=0 
where A; (0 ~ i ~ d) are given in (1.7), Then by Bannai and Ito [2, pp. 190,204], (J(EI is 
the projection into the A-eigenspace of A in RS, so 
ElA = AEI 
and 
Now for all u E r let u be column u of El in RS. El has rank m so the vectors {u I u E r} 
span a subspace of RS of dimension m, which becomes a Euclidean space E after inheriting 
the standard inner product in R'. Now for all u, v E rwe have 
<u,v) 
so (3.5) holds, and for all u E r, 
L v 
(u,v)EET 
so (3.6) holds. 
(EiEl)uv 
(EDuv 
U;(A) where i = 8(u, v) 
column u of El A 
COROLLARY 3.3. Let r be a distance-regular graph with diameter d (2 ~ d < 00) 
satisfying (3.2). Then there is a set of vectors {u I u E r} spanning a Euclidean space E such 
that 
and 
<u,v) k --2 - 8(u, v), 
a l + 
u, V E r 
L v = (k - a l - 2)u for all u E r. 
(u,v)EET 
PROOF. We first notice that for the number A = k - al - 2, 
( a
l + 2) . U;(A) = 1 - -k- I, O~i~d, 
(3.7) 
(3.8) 
(3.9) 
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and 
Ud+1 (A) = O. (3.10) 
This is verified directly using (1.l0)-(1.13) where hi and ai (0 ::::; i ::::; d) are given by (3.3) 
and (3.4). We conclude from (3.10) and the comment following (1.15) thaU = k - a l - 2 
is an eigenvalue for A. Applying Theorem 3.2 to this eigenvalue and elongating the unit 
vectors obtained by the factor kl/2(al + 2)-1/2 we get vectors {u I U E T} satisfying (3.7) and 
(3.8). 
DEFINITION 3.4. Let Tbe any distance-regular graph and let E be a Euclidean space. A 
representation of r in E is a pair a, (/) = (/)(T), consisting of a function a: T -+ E and a 
simply laced root system (/) such that 
k (1) <a(u), a(v» = --2 - o(u, v), 
a l + 
(2) L a(v) = (k - al - 2)a(u) for all U E 1, 
(U,VlEET 
(3) a(T) and Cl> each span E, 
(4) a(u) - a(v) E (/) if and only if (u, v) E E1, 
(5) <a(u), r) for an integer for all u E 1, r E (/). 
u, V E 1, 
(3.11 ) 
(3.12) 
(3.13) 
(3.14) 
(3.15) 
THEOREM 3.5. Let T he any distance regular graph satisfying (3.2). Then T possesses a 
representation in some Euclidean space E. 
PROOF. Let {u I u E T} and E be as given in Corollary 3.3, and define a by 
a(u) = u, 
Then (3.11) and (3.12) are satisfied. Set 
U E 1. 
A = {a(u) - a(v) I (u, v) E ET}. 
We claim that A spans E. To see this, note that (3.8) implies for any vertex u E 1, 
L (a(u)- a(v» = ka(u) - (k - al - 2)a(u) 
(u,v)EET 
giving 
a(u) = 2 L (a(u) - a(v». 
al + (U,VlEET 
Thus a(T) is in the space spanned by A. Since a(T) spans E this proves the claim. 
(3.16) 
(3.17) 
We now show A satisfies the conditions in Lemma 1.6. (1) is satisfied, for if(u, v) E E1, 
by (3.11) we have 
<a(u) - a(v), a(u) - a(v» 2 --- ---I { k (k )} a l + 2 a l + 2 
2. 
Also (2) is satisfied,for if r = a(u) - a(v) and s = a(w) - a(z)(u, v, w, z E T) are any 
two vectors in A, by (3.11) we have 
<r, s) = o(v, w) - o(u, w) + o(u, z) - o(v, z), 
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an integer. By the Cauchy-Schwartz inequality we have 
<r, S)2 ~ <r, r)<s, s) 
4 
so 
<r, s) E {a, + 1, +2}. 
Lemma 1.6 now says L1 is contained in a root system (/J which clearly spans E since L1 does. 
Thus (3.13) holds. Now (3.14) holds because of how L1 was constructed and the fact that 
if r = cr(u) - cr(v) E (/J for some u, v E r, then <r, r) = 2, forcing 
and putting (u, v) E EF. 
k 
<cr(u), cr(v) = --2-
al + 
To prove (/J satisfies (3.15), let u be any vertex in r and let r be any root in (/J. From 
Lemma 1.6, it suffices to show (5) holds if r E L1. In this case r = cr(w) - cr(z) for some 
adjacent vertices wand z in r, so 
<cr(u), r) 
an integer. 
<cr(u), cr(w) - <cr(u), cr(z) 
iJ(u, z) - iJ(u, w), 
We now give the representations of some of our examples. 
EXAMPLE 3.6. 1. The Johnson graph J(d, n) (2 ~ 2d ~ n < (0). Let E be the n -
dimensional subspace of R n orthogonal to bn • Then r = J(d, n) is represented in E by 
cr(r) = {C~ e) - ~ bnl P a size d subset of {In, ei E Bn} (3.18) 
2. The n-cube H(n, 2) (2 ~ n < (0). The graph r = H(n, 2) is represented in Rn by 
cr(r) = { ~± lXie;llXi = + 1, i E {In, ei E Bn} 
....;2 ,~I 
(/J = the orthogonal union of n copies of AI . 
3. The halved graph of the n-cube t H(n, 2) (4 ~ n < (0). r = t H(n, 2) is represented 
in Rn by 
cr(r) (3.19) 
(/J Dn. 
We omit the representations of the other graphs of Hamming type and the Cocktail Party 
graphs, since we make no explicit reference to them. We now return to our classification 
of distance regular graphs satisfying (3.1) and (3.2), and study how r depends on the root 
system (/J in Defn. 3.4. As the next theorem shows, we get a complete classification, from 
which Theorem 1.1 follows immediately. 
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THEOREM 3.7. Let rhe any distance-regular graph with diameter d(2 :::; d < 00) satisfy-
ing (3.1) and (3 .2), and suppose a , <P is the representation of rUn a Euclidean space E of 
dimension n) obtained in Theorem 3.5. 
(I) If <P is reducible then r is a graph of Hamming type. (3.20) 
(2) If <P = An then r ~ J(d, n + I) for some d (2 :::; d :::; (n + 1)/2). (3.21) 
(3) If <P = Dn then r ~ tH(n, 2)(n ~ 4), CP(n)(n ~ 5), or the Shrikhande 
graph, which is in H*(2, 4). (3.22) 
(4) If <P = En (n = 6, 7, 8), then the diameter d, valency k , and a l satisfy 
d :::; n, k :::; 28, a l :::; 16, (3.23) 
where we recallfrom Theorem 3.2 that n is the multiplicity of the eigenvalue A = k - a l - 2 
of the adjacency matrix of r. 
We prove (I) in Section 4 and (4) in Section 5. In Section 5 we also show that if <P = An 
or Dn , ris either CP(n) or a metric subgraph of J(d, n + I) or tH(n, 2). A detailed study 
in Section 6 of the structure of vertex neighborhoods in rwill be needed to finish the proof 
of (2) and (3). The following lemma will be handy. 
LEMMA 3.8. Let r be the distance-regular graph in Theorem 3.7. Suppose {u, v, w} 
(u, v, W E r) is a path with o(u, w) = 2, and suppose there exists a vertex z adjacent to u 
and w but not v. Then 
a(z) = a(u) + a(w) - a(v) . 
In particular, z is unique if it exists. 
PROOF. Set p = a(z) - a(u) + a(v) - a(w). From (3.11) we get 
<P,p ) = 0 
so p is the zero vector, yielding (3.24). 
(3.24) 
We note that if r = J(d, n) or t H(n, 2), the vertex z mentioned above always exists. 
4. THE CASE WHEN <P IS REDUCIBLE 
In this section r will always refer to the distance-regular graph in Theorem 3.7. We 
assume <P is reducible, that is <P is a union of root systems A and B, that we assume span 
orthogonal subspaces EA and ED of E. 
DEFINITION 4.1. We say a walk 
W = {va' VI, ... ,vr }, V; E r, 0:::; i :::; r, 
has type {C], C2, ... , Cr } (C; = A or B, I:::; i:::; r)ifa(v; _I) - a(v;) E C;(I :::; i:::; r). 
If C; = A (resp. B) for all i (1 :::; i :::; r) we call Wan A (resp. B) walk, and if C; = A, 
~ = B implies i < j, W is an AB walk. 
LEMMA 4.2. Any 2 vertices in r connected by both an A walk and a B walk are identical. 
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PROOF. If vertices u, v E r are connected by an A walk and a B walk, O"(u) - O"(v) can 
be written as a sum of roots in A or B and hence 
O"(U) - O"(v) E EA () EB. 
Since EA and EB are orthogonal the result follows. 
LEMMA 4.3. Any vertices in r a distance r apart (1 ~ r ~ d) are connected by an AB 
walk of length r. 
PROOF. Let u, v E r be given, and set r = o(u, v). The Lemma is vacuously true if 
r = 1 so next assume r = 2. Let U I be adjacent to U and v. There is nothing to prove unless 
the walk {u, UI , v} has type {B, A} so assume this is the case. Since C2 ~ 2, there is another 
vertex U2 adjacent to both U and v. Now the walk {u, U2' v} has type {A, B} or else UI = U2 
by Lemma 4.2. Now assume r ~ 3 and let 
{U = Uo,UI, ... ,U, = v}, (4.1) 
be a minimal path connecting U and v. 
Applying the Lemma in the case r = 2, we replace any vertex U i (1 ~ i ~ r - 1) in (4.1), 
where {Ui~]' U;, Ui+d has type {B, A}, by a vertex u; where {Ui-J' u;, ui+d has type {A, B}, 
repeating the process until no A -edge has to the left of any B-edge. The result is an AB-walk 
of length r connecting U and v. 
LEMMA 4.4. If (/J is reducible then r is a Cartesian product. 
PROOF. Let Pi (i = A or B) be the standard projections 
Set 
i = A or B, 
and let 
r* = {ZA + ZB!Zi E r;, i = A or B}. 
We claim O"(r) = r*. The inclusion ~ is clear. To show the reverse inclusion, let y be in 
r*. Then 
y = pAO"(u) + PBO"(v) 
for some u, v E r. Suppose o(u, v) = r, and let 
{v = V O, VI' ••. ,v, = u}, 
be an AB walk connecting v and u. Set j = 0 if O"(vo) - O"(VI) E B, otherwise let j 
(1 ~ j ~ r) be the largest integer where o"(Vj~l) - O"(vj ) E A. Then 
O"(vJ - O"(v) E EA 
so 
and 
O"(v) - O"(u) E EB 
so 
But then 
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Y PA (l(U) + PB(l( v) 
PA(l(Vj ) + PB(l(V) 
(l(Vj ), 
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an element of (l(T). Now think of ~ as a graph, with vectors in ~ adjacent if their 
difference is in A. Define the graph Tn similarly. It is now straightforward that Tis 
isomorphic to ~ x Tn. 
LEMMA 4.5. If (lJ is reducible then T is a graph of Hamming type. 
PROOF. For any vertices u, v in any graph G let c(u, v) be the number of vertices 
adjacent to v and closer to U than v is. By Lemma 4.4 we have T = ~ x Tn for some 
graphs ~ and TB. Denote the distance functions in ~, Tn, and T by aA, aB, and a, 
respectively, and let x = (uA, UB) and y = (v A, VB) (ui, Vi E T;, i = A or B) be any vertices 
in r. Comparing c(x, y) in the case UA, VA are adjacent and aB(UB, VB) = i-I, to the case 
UA = v A and aB(UB, VB) = i, we find the intersection numbers for T satisfy 
(1 ~ i ~ d) 
where d is the diameter of r. It follows from this and (3.4) that T has the intersection 
numbers 
and 
(0 ~ i ~ d) 
of the Hamming graph H(d, a1 + 2). 
5. THE CASE WHEN (lJ IS IRREDUCIBLE 
In this section Talways refers to the distance-regular graph in Theorem 3.7. We assume 
throughout that (lJis irreducible, and consider the possibilities listed in Lemma 1.5. We first 
make a few observations about the representation of r. 
DEFINITION 5.1. For any vertex U E Tlet 
(lJu = {(leu) - (l(V) Iv E r, (u, v) E ET}. 
(lJu is the set of roots in (lJ representing edges in ET containing u. 
LEMMA 5.2. For any U E T and any distinct vertices v, WET adjacent to u, the roots 
(l(u) - (l(v) and (l(u) - (l(w) in (lJu satisfy 
<(leU) - (l(v), (l(u) - (l(w) 
PROOF. From (3.11), 
<(leu) - (l(v), (l(u) - (l(w) 
This proves the Lemma. 
= {I, 
0, 
if a(v, w) = 1 
if a(v, w) = 2. 
a(U, w) + a(v, u) - a(v, w) 
2 - a(v, w). 
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LEMMA 5.3. Let u be any vertex in r. Then 
(a) + 2)a(u) L. r. 
rE 4>u 
PROOF. This is immediate from (3.17). 
THEOREM 5.4. Let $ = En (n = 6, 7, 8). Then the diameter d, valency k, and a) satisfy 
d ~ n, k ~ 28, and a) ~ 16. 
PROOF. Fix a vertex U E r. The subgraph r(u) of ris regular with valency a), and has 
k vertices. By Lemma 5.2 the graph r(u) is represented in the sense of Cameron et al. [7] 
by the subset $u of $, which in turn is a subset of Eg. However Cameron proves that any 
regular graph represented by a subset of Eg has at most 28 vertices and has valency at most 
16. Furthermore if the diameter d of rexceeds n, let u, v E rsatisfy o(u, v) = n + 1, and 
let {u = Uo, u), ... , un+) = v} U j E r (0 ~ i ~ n + 1) be a minimal path connecting 
them. Then using (3.11) one checks the n + I roots 
{a(u j _)) - a(u;) 1 I ~ i ~ n + I} 
in $ are mutually orthogonal, contradicting the fact that they lie in an n-dimensional space. 
We now consider a special situation that may occur if $ = Dn. 
DEFINITION 5.5. Let a E {I, -I}. We say a pair of roots in Dn are joined if they are of 
the form e j + aej , - e j + aej for some integers i, j E nn. 
We note that if roots r, s E Dn are joined, then <r, s) = 0, and for all roots t E Dn, we 
have 
I<t, r)1 = I if and only if I<t, s)1 = I, (5.1) 
where 1 1 denotes absolute value. 
LEMMA 5.6. Let $ = Dn, and suppose $u contains a joined pair of roots for some vertex 
u E r. Then r is the Cocktail Party graph CP(n). 
PROOF. Fix u E r and let v, W E r be vertices adjacent to u where a(u) - a(v) and 
a(u) - a(w) are joined. By Lemma 5.2 we have o(v, w) = 2. Now the intersection number 
a2 = 0, for otherwise let x E r satisfy 
o(x, w) + I = o(x, v) 
= 2, 
and set p = o(x, u) (p = I or 2). Then by (3.11), 
and 
<a(x) - a(w), a(u) - a(v) o(x, v) + o(w, u) - o(x, u) - o(w, v) 
I-p 
<a(x) - a(w), a(u) - a(w) o(x, w) + o(u, w) - o(x, u) 
2 - p. 
(5.2) 
(5.3) 
Interpreting r, s, and tin (5.1) as a(u) - a(v), a(u) - a(w), and a(x) - a(w), (5.2) and 
(5.3) give us a contradiction no matter whether p = 1 or 2. 
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Next we claim that if the diameter d of T is larger than 2, then 
3~i~d. (5.4) 
To see this, suppose i (3 ~ i ~ d) is the minimum integer where a; "# 0. Let z be any vertex 
with 
o(z, v) o(z, w) + 2 
and let x be any vertex adjacent to z where o(x, v) = i. 
Then o(x, u) "# i-I, or else a; _I "# 0, contradicting the minimality of i or the fact that 
a2 = 0, so by (3.11) 
and 
(O'(u) - O'(v), O'(x) - O'(z) o(u, z) + o(v, x) - o(u, x) - o(v, z) 
-I 
(O'(U) - O'(w), O'(x) - O'(z) o(U, z) + o(w, x) - o(u, x) - o(w, z) 
0, 
contradicting (5.1). Thus (5.4) holds. Now d > 2 implies a l = 0, for if not let x, y, z E T 
be mutually adjacent and let t E T satisfy 
o(x, t) o( y, t) + I 
3. 
Then o(z, t) = 2 or 3, showing that either a2 or a3 is not 0, contradicting our above remarks. 
Thus d > 2 implies 
l~i~d. (5.5) 
In this case (3.4) reduces to 
I ~ i ~ d, (5.6) 
so T has the intersection numbers ofH(d, 2). Now by Egawa [13] we have T ~ H(d, 2) for 
which d>is not Dn. Thus d = 2. Since a l = 0, C2 is the valency k of r, which by (3.4) is equal 
to al + 2. It is now immediate that Tis a Cocktail Party graph. Since by Theorem 3.2 the 
multiplicity of the eigenvalue ° = k - a l - 2 of Tmust equal n, we conclude T ~ CP(n). 
For ease of exposition we now treat the cases d> = An _ I (2 ~ n) and CI> = Dn(4 ~ n) 
simultaneously. We use the following convention. 
DEFINITION 5.7. LetE= Rnifd> = Dn, and E = <5; in Rnifd> = An_I' For all vertices 
U E Twe write 
n 
O'(U) L au(l)e;, (5.7) 
;~I 
where it is understood 
° 
(5.8) 
if d> = An_I' 
We now come to the main theorem in this section. 
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THEOREM 5.8. If l/J = On (4 ~ n), with no joined roots in l/JJor any u E r. then (1(r) can 
be taken to be a subset of the vectors in (3 .19) representing t H(n, 2) (after a suitable 
orthogonal transformation). If l/J = An - t (2 ~ n), then actually n ~ 4, and (1(T) can be 
taken to be a subset of the vectors in (3.18) representing J(j, n)for some integer f(2 ~ f ~ nI2). 
In particular, r is a metric subgraph of tH(n, 2) or J(j, n). 
PROOF. For any vertex u E r, the subgraph of r induced on r(u) is regular with valency 
at. By Lemma 5.2, the vertices in this subgraph are represented by l/Ju, two roots in l/Ju 
having inner product 1 if and only if the vertices they represent are adjacent. Hence each 
root in l/Ju has inner product I with exactly at other roots in l/Ju. For all i E fln let k; (i) be 
the number of roots in l/Ju of the form ei + ej for some j E .Q. , and let k;; (i) be the number 
of roots in l/Ju of the form - e j + ej for some j E fln • By Lemma 5.3 we have 
(at + 2)au(i) = k; (i) - k;; (i) , i E .Q". (5 .9) 
Of course, by Lemma 5.2, at most one of k; (i) and k;; (i) is nonzero for any i E fln • We 
conclude 
lau(i)1 < I, (5.10) 
since otherwise k: (i) or k;; (i) is at least at + 2, forcing any root in l/Ju involving i to have 
inner product 1 with at least at + I other roots in l/Ju, contradicting our remarks above. 
Now assume l/J(T) = On. By (3 .15), 
<(1(u), r) E Z, 
so 
xau(i) + yau(j) E Z, U E r, i, j E fln, x, Y E {I, - I}. 
This means that for any U E r, either au(i) E Z for all i E .Q. or au(i) + t E Z for all i E fln . 
By (5.10), the first possibility implies (1(u) = 0, contradicting (3.11) (with U = v), so it 
cannot occur, and by (5.10) again, the second possibility implies au(i) = + t for all i E fln. 
We conclude (1(u) is of the form 
I n 
(1(u) = 2 i~t + e j 
for all u E r. Set 
~u(i) 2au(i), 
and set 
s(U) U E r. 
Then 
s(u) = +1, U E r. 
Since (1(v) - (1(w) E On for any adjacent vertices v, w E r, av(i) and aw(i) differ for exactly 
two integers i E !In, making s(u) independent of u E r. If this number is I, (1(r) is a subset 
of (3.19) and if this number is - I we apply to E the orthogonal transformation Il defined 
by 
2 ~ i ~ n, (5 .11) 
(5.12) 
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Then /::(a(T) is a subset of (3.19). The fact that Tis a metric subgraph of t H(n, 2) follows 
from the fact that distances between vertices in T, as measured in T or t H(n, 2), are 
determined by the inner product of the vectors in (3.19) representing them, and hence are 
the same. 
Next assume (/J = An _I. From (3.15) 
(a(u), r) E Z, 
so 
au(i) - au(j) E Z, u E r, i, j E fl •. 
This and (5.10) imply that for any u E r, au(i) takes on at most 2 distinct values cc and cc -
for some real number cc (0 < cc < I), as i ranges over fl •. The constant cc does not depend 
on u E T since for adjacent vertices v, wET, 
a(v) - a(w) = ei - ej for some i, j E fl., 
telling us that for all h E fl., av(h) and aw(h) differ by an integer. Now let U E T be fixed 
and letf = I(u) (0 ~ I ~ n) be the number of integers i E nn where au(i) = cc. By (5.8) 
we have 
Icc + (n - I)(cc - 1) = 0 
or 
n - f 
n 
(5.13) cc = 
In particular I does not depend on u E r, and I =F 0 or n by (5.10). Replacing all vectors 
in a(T) by their opposites if necessary, we can assume I ~ n12. If we set 
P(u) = {ilau(i) = cc}, UE T 
we get 
u(U) = ( Ie;) -[ bn , 
iE P(U) n 
UE r 
a(T) is now seen to be a subset of the representation of J(f, n) in (3.18). 
If I = 1, T is a complete graph so we must have I? 2 and n ? 4. From our remarks 
about tHen, 2) we now conclude Tis a metric subgraph ofJ(f, n) for some/(2 ~ I ~ nI2). 
This finishes the proof. 
We spend the rest of the paper showing the distance-regular graph T in Theorem 5.8 
cannot be a proper metric subgraph ofJ (f, n) or t H(n, 2), unless Tis the Shrikhande graph. 
In the next section we prove some technical results. The only thing in that section needed 
in the sequel is Example 6.4, Theorem 6.5 and Definition 6.6. 
6. GRAPHS OF TYPE {t - 1, t} 
In this section we assume all graphs are connected and contain at least 4 vertices. 
DEFINITION 6.1. Let T be any graph. The line graph L(T) of T has vertex set ET and 
edge set 
DEFINITION 6.2. Let T be any graph. Distinct edges J. and h. in ET are said to be 
adjacent if they are adjacent in L(T). An edge h is between nonadjacent edges J. and h. in 
ET if h =F J. or h. but h C J. u h.. 
90 P. Terwilliger 
DEFINITION 6.3. Let P be any subset of {O, 1,2,3, 4}. We say a graph rhas type P if 
the number of edges in Er between any pair of non-adjacent edges is in P. 
In this section we classify the graphs of type {t - I, t} (I ~ t ~ 4) possessing a regular 
line graph. We will be discussing the following examples. 
EXAMPLE 6.4. I. The complete graph Kn (4 ~ n < 00) has type 4. 
2. The complete bipartite graph Kr,s (\ ~ r, s < 00, r + s ~ 4) has a vertex set that can 
be partitioned into a set of size r and a set of size s, such that two vertices in r are adjacent 
if and only if they are not in the same set. If rand s are both at least 2, Kr•s has type 2. 
3. T(r, s) (2 ~ sand r = 3 or 5). Let V;(O ~ i ~ r - I) be disjoint sets, each with s 
elements. Let T = T(r, s) be the graph with vertex set 
r-I 
T = U V;, 
i~O 
where vertices u E V; and v E ~ are adjacent in T if and only if 
i - } == =+= I (mod r). 
The graph T(3, s) has type {2, 3} while the graph T(5, s) has type {I, 2}. 
4. R(m) (m = 2 or 3). Let G = Z j3mZ be the group of integers modulo 3m and let 
.1 E G be given by 
.1 = {m, m + I , . .. , 2m}. 
Then R = R(m) is the graph with vertex set G and edge set 
ER = {(i,J)I;,) E G, i -} E .1}. 
The graphs R(2) and R(3) are of type {I, 2}. Our classification is as follows. 
THEOREM 6.5. Let r be a connected graph with at least 4 vertices and possessing a regular 
line graph. For each of the types below, the possibilities for rare 
Type r is one of 
{3, 4} Kn(4 ~ n), K1,s (3 ~ s) 
{2, 3} T(3 , s) (2 ~ s), Kr•s (I ~ r, s, 4 ~ r + s) 
{l , 2} R(2), R(3), T(5, s) (I ~ s), Kr,s (\ ~ r , s, 4 ~ r + s) 
If r has type {O, I}, then r ~ K1 ,s (3 ~ s) or r has girth ~ 5. 
The rest of this section is devoted to a proof of this theorem. 
We will need the following. 
DEFINITION 6.6. Let rbe any graph. We call a subset P ~ roffour vertices a standard 
4-set if P is the union of two disjoint edges in Er. We say a standard 4-set has type t if it 
contains t + 2 edges of Er. If P is not standard it is deficient. If P is standard we call it 
full , an augmented diamond, a path, or separated, depending on whether P has type 4,3, 
I, or O. If P has type 2 and can be partitioned into two disjoint edges in two ways we call 
it a diamond, otherwise an augmented triangle. 
The following definitions and lemmas will simplify our discussion. 
DEFINITION 6.7. Let r be any graph, and let P ~ r be any set of vertices. Then set 
[P] = {xix E r, x E P or x E T(u) n T(v) 
for some u, v E P with (u, v) E Er}. 
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DEFINITION 6.8. A cycle C in a graph ris said to be split if the subgraph of rinduced 
on the vertices in C is exactly C. 
LEMMA 6.9. Let r be a graph of type {I, 2, 3, 4}. Then either r is bipartite or r contains 
a cycle of length 3 or 5. 
PROOF. If r is not bipartite is contains a cycle of odd length, and we assume 
C = {uo, ut , ••• , Un = uo} Ui E r (0 ::s; i ::s; n) is such a cycle with n minimal. Then Cis 
split, but if n ~ 7 the 4-set {ut , U2' U4' us} is then separated. Thus n = 3 or 5. 
LEMMA 6.10 Let r be a connected graph whose line graph is regular. Then r is either 
regular or bipartite, with all vertices in each bipartition having the same valency. 
PROOF. Denote by k the valency of L(r) and denote by k(z) the valency of any vertex 
z in r. Then k(u) + k(v) = k + 2 for all adjacent u, v E r. Fix adjacent vertices u, v E r 
and for y = u or v set 
Xy = {zlk(z) = k(y)}. 
Then all vertices in Xu are adjacent only to vertices in Xv and vice versa. Thus either 
Xu = Xv = rand r is regular or Xu and X" comprise a bipartition of r. 
We do not assume the graph rin Theorem 6.5 has any standard 4-sets. However, there is 
only one kind of graph that does not. 
LEMMA 6.11. If a graph r contains no standard 4-sets then r ~ Kt,s (3 ::s; s). 
PROOF. Let u be the vertex in r with maximal valency s, and let (u, v) be any edge in 
Er. It is immediate that r = {u} u r(u). For any vertex WE r(u)\{v} and any vertex 
z E r(v)\{u} we require that (u, w) and (v, z) be adjacent, so w = z. It follows that either 
r(v)\{u} is empty for all v E r(u), in which case r ~ Kt,S' or r ~ K3 • Since we assume r 
has at least 4 vertices the result follows, 
We are now ready to prove Theorem 6.5. We first consider the case when ris bipartite. 
LEMMA 6.12. Let rbe a bipartite graph of type {l, 2, 3, 4} where L(r) is regular. Then 
r ~ K"s (I ::s; r, s < 00, 4 ::s; r + s), 
PROOF. Let 
r = v+ u v-
be the bipartition of r. By Lemma 6.10 all vertices in V- have the same valency. Because 
of this, for distinct vertices u, v E V- the existence of a vertex z in r(u)\{r(u) n r(v)} 
implies the existence of a vertex w in r(v)\{r(u) n r(v)}, giving us a separated 4-set 
{u, z, v, w}. Thus r(u) = r(v) for all u, v E V-, and since all vertices in V+ are adjacent 
to something we have 
r(u) = V+, 
It follows r is a complete bipartite graph. 
U E V-. 
We now assume the graph rin Theorem 6.5 is non bipartite (and hence regular) of type 
{t - I, t}, and take the cases t = 4,3,2 one at a time. 
LEMMA 6.13. Let r be a non bipartite regular graph of type {3, 4}. Then r is a complete 
graph Kn (4 ::s; n < ex»). 
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PROOF. Since Fis connected, if Fis not a complete graph than Fcontains non-adjacent 
vertices u and wand a vertex v adjacent to both. Since F is regular, the existence of the 
vertex win r(v)\{r(u) II r(v)} implies the existence ofa vertex z in r(u)\{r(u) II r(v)}. 
Now (v, z) and (u, w) are not in EFso the 4-set {u, z, v, w} has type 2, a contradiction. 
Hence F must be complete. 
LEMMA 6.14. Let F be a non bipartite graph of type {2, 3}. Then F ~ T(3, s) (2 ~ s). 
PROOF. It suffices to show the complement Tof Fis a disjoint union of three isomorphic 
complete graphs. If ris not a disjoint union of complete graphs of all, there exists vertices 
u, v, WE Fwhere (u, w) E EFand (u, v), (v, w) E ET. Now for any x E Fwhere (x, v) E EF 
we must have (x, u) and (x, w) in EF or else {v, x, u, w} is a path or separated. Thus 
r(v) u {w} £:: r(u) 
where adjacency is taken in· F, contradicting the regularity of r. We conclude T is the 
disjoint union of t complete graphs for some integer t (1 ~ t), which, from the regularity 
of F(and n, are isomorphic. We assume Fis not empty so t #- 1, not bipartite so t #- 2, 
and has no 4-sets of type 4 so t ~ 3. Thus t = 3, and the Lemma is proved. 
We now come to the difficult part: classifying the graphs of type {l, 2}. 
LEMMA 6.15. Let F be a graph of type {I, 2}. Then distinct 3-cliques in F are disjoint. 
PROOF. If distinct 3-cliques ..11 and ..12 have two vertices in common, ..11 u ..12 is an 
augmented diamond on full contradicting our assumptions. If they have one vertex v in 
common, either..11 u ..12\{V} is separated or for some vertex u E ..11\{v}, {u} U ..12 is an 
augmented diamond or full. We conclude ..11 and ..12 have empty intersection. 
LEMMA 6.16. Let F be any graph of type {l, 2}, and let C be a cycle in F of length 
I (l = 3 or 5). Then 
[C] = C if I = 3 (6.1) 
and 
I[C]\ CI ~ 2 if I = 5. (6.2) 
PROOF. Lemma 6.15 immediately gives (6.1), and implies adjacent edges in a cycle of 
length 5 cannot be in different 3-cliques, giving (6.2). 
LEMMA 6.17. Let F be a regular graph of type {I, 2} and let C be a split cycle in F of length 
I (l = 3 or 5). Then every vertex in F\[C] is adjacent to exactly (l - 1)/2 vertices in C. 
PROOF. Let k be the valency of F and pick x E F\[C]. If 
Ir(x) II CI ~ [~J + 1 
then x is adjacent to two adjacent vertices in C forcing x E [C], a contradiction. Next 
suppose r(x) II C = 0. If r(x) £:: [C] then we actually have r(x) £:: [C]\ C forcing 
k ~ 2 in view of Lemma 6.16, which in turn forces [C] = C. Thus we can assume x is 
adjacent to a vertex y in F\[C]. Since there is an edge (which must contain y) between 
(x, y) and each of the I edges in C, we must have 
Ir(y) II CI ~ [~J + 1, 
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contradicting our first remark. We are now done if I = 3, and if I = S we must show 
we cannot have r(x) n c = {u} for some vertex u E C. But in this case 
{x} u {C\(r(u) n C)} is separated, contradicting the fact that rhas type {l, 2}. 
LEMMA 6.18. Let r be a regular graph with valency k (2 ~ k) and type {I, 2}. If r 
contains a split 5-cycle then r = T(S, k/2) or R(3). 
PROOF. Let C = {uo, UI' U2' U3' u4 , uo}, Uj E r(O ~ i ~ 4), be a split S-cycle in r, and 
set X = [C]\C. For each integer i (0 ~ i ~ 4) set L(u;) = Uj _ 1 and R(u;) = Uj + l , where 
subscripts are taken modulo 5, and write L2(U) for L(L(u)) etc. For each vertex U E C let 
V(U) = {xix E nX, r(x) n C = {L(u), R(u)}}. (6.3) 
Clearly u E V(u) for all u E C. Now Lemma 6.17 implies 
V(u) n V(v) = 0, u #- v, u, V E C, 
and 
r\x = U V(u). (6.4) 
UEC 
If u is a vertex in C, (u', v') is an Er for any u' E V(u) and v' E V(R(u)), since otherwise 
the 4-set {L(u), u', v', R(R(u))} would be separated. Now let y be any vertex in X. Then y 
is adjacent to u and R(u) for some vertex u E C. Now y is not adjacent to any vertex v in 
(V(u)\{u}) u (V(R(u))\{R(u)}) u V(L(u)) u V(R2(U)), since otherwise Lemma 6.1S is 
violated. On the other hand y must be adjacent to any vertex v in V(L2(U)), since otherwise 
the 4-set {y, u, v, R2(U)} is separated. We observe y cannot be adjacent to any other vertex 
in X, if any, without contradicting Lemma 6.1S, so we conclude that 
r(y) = V(L2(U)) U {u, R(u)}, (6.S) 
when y is any vertex in X adjacent to vertices u and R(u), u E C. 
By Lemma 6.16 the set X contains at most two vertices. We consider the possibilities. 
Case 1. X = 0. 
By (6.3) and (6.4) we have 
r(u) = V(L(u)) u V(R(U)), u E C. 
By the line following (6.4) this gives 
r(u) ~ r(u'), U E C U' E V(u) 
and since r is regular equality holds. We conclude 
Er = {(u, v)lu E V(w), v E V(R(w)), WE C}. 
Also, since r is regular with valency k we have 
I V(L(u))1 + I V(R(u))1 
which immediately implies 
The partition 
IV(u)1 k 2' 
k, 
U E C. 
r = U V(u) 
UEC 
U E C 
now satisfies 3 of Example 6.4 with r = S, so r ~ T(S, kj2). 
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Case 2. IXI = I. 
Let X = {y}, y E r and let y be adjacent to vertices u and R(u) in C. By (6.5) we have 
TCy) = V(L2(U» u {u, R(u)}. 
Now any edge in ETcontaining a vertex in V(u) and a vertex in V(R(u» must contain either 
u or R(u), since otherwise the 4-set containing this edge and (y, L2(U» would be separated. 
In view of the line following (6.4), we conclude V(u) = {u} or V(R(u» = {R(u)}. We can 
assume without loss that V(u) = {u} . It follows that 
TCL(u» = V(L2(U» u {u} 
~ r(y), 
contradicting the regularity of r. Thus r never satisfies Case 2. 
Case 3. IXI = 2. 
We can assume X = {x, y} , x, Y E r, and there is a vertex u E C such that {x, u, R(u)} 
and {y, R2(U), L2(U)} are 3-c1iques. By (6.5), we have 
and 
so 
TCx) = V(L2(U» u {u, R(u)} 
I V(u)1 I V(L2(u»1 
k - 2 
and by the line following (6.4), 
TCL(u» V(u) u V(L2(U». 
It follows that 
k 2(k - 2) 
or 
k = 4. 
Thus there exist vertices wand z in r such that 
V(u) {u, w} 
and 
V(L2(U» = {L2(U), z}. 
Now R(u) is adjacent to w, u, x, and R2(U) and by (6.6) nothing else, so 
V(R2(U» = {R2(U)}. 
Similarly 
V(R(u» = {R(u)}. 
Now the vertex u is adjacent to L(u), y, x, R(u) and by (6.6) nothing else, so 
V(L(u» = {L(u)} . 
We now have 
r = C u {x, y, w, z}. 
(6.6) 
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To make Tregular we require (w, z) E EF. One now checks that in (4) of Example 6.3, the 
map {u, R(u), R 2(u) , L(u), L 2(u), x , y, w, z} -+ {6, 3, 8, 1,5,0, 2, 7, 4} is an isomorphism 
giving T ~ R(3). This completes the proof. 
We now finish the classification of regular graphs of type {l, 2}. 
LEMMA 6.19. Let T be a non bipartite regular graph oj type {l , 2}, containing no split 
5-cycle. Then T ~ R(2). 
PROOF. We denote the valency of Tby k. Since Tcontains no split 5-cycle it is apparent 
from Lemma 6.9 that Tcontains a 3-clique Lt. Let Lt = {u, v, w} (u, v, wET). Since Thas 
at least 4 vertices, T:i= Lt, so we can assume k ~ 3. For z E Lt set 
A(z) = {xix E T \ Lt (x, z) E ET}. 
Clearly 
IA(z)1 k - 2, Z E Lt. 
By Lemma 6.17 we have 
A(z) n A(z') 0, Z :i= z' z, z' E Lt 
and 
T \ Lt = U A(z). 
ZE ~ 
We note Lemma 6.15 implies the subgraphs induced by A(z), z E Lt, are empty. Now let x 
be any vertex in A(u). The vertex x is adjacent to some vertex y besides u, which we can 
assume is in A(v). Now any vertex z in A(w) is adjacent to either x or y, otherwise the 4-set 
{w, z, x, y } is separated, but actually z must be adjacent to both x and y . For if (z, x ) but 
not (z, y ) is an edge in Er, for example, {z , x, y, v, w, z} would be a split 5-cycle. We now 
see IA(w)1 = 1, for distinct vertices z, z' E A(w) would both be adjacent to x and y making 
{x, z, y, z' ) an augmented diamond. Hence k = 3 and by (6.7), ITI = 6. One now readily 
observes T ~ R(2). 
We have now classified all graphs of type {t - I , t} (2 ~ t ~ 4) with a regular line 
graph. All that can be said about the case t = I is the following. 
LEMMA 6.20. Let Tbe a graph oJtype {O, I} where L(T) is regular. Then T ~ k t,s (3 ~ s) 
or T has girth g ~ 5. 
PROOF. We assume Tis not kt,s and show g ~ 5. Tcontains a cycle, but if Tproperly 
contains a 3-clique Lt, then Tcontains a fourth vertex v adjacent to something in Lt, making 
Lt {v} a 4-set of type ~ 2. Since the vertices in any 4-cycle form a 4-set of type 2, we conclude 
g ~ 5. 
7. METRIC SUBGRAPHS OF J(/, n) AND tHen, 2) 
We now return to our classification of the distance-regular graphs T in Theorem 3.7. 
Throughout this section Twill denote such a graph, with representation (1, lP. We study the 
case dealt with in Theorem 5.8, where we assume lP = 0.(4 ~ n) with no joined roots in 
c1{, for any u E r, or lP = A._I (4 ~ n). In view of that theorem and to keep our notation 
simple we suppress the function (1 and view T as a subset of T*, where T* is the set of 
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vectors in (3.18) representing J(j, n) for somef(2 ~ f ~ n12) if (/J = A n _" and the set 
vectors in (3.19) representing t H(n, 2) if (/J = Dn. We view r* as either a graph or a set 
of vectors. Our strategy is to take a vertex u E r* and study the subgraph of rinduced on 
the set of vertices in radjacent to u. We determine all possible structures of these subgraphs 
using Theorem 6.5, and then use our results to determine 1. 
DEFINITION 7. Extending the notation in (5.7) from rto r*, ifu, v E T* are adjacent 
set 
D(u, v) = {ilau(i) #- av(i), i E .Qn}. (7.1) 
D(u, v) is a two element subset of .Qn. Conversely if g is a two element subset of.Qn and u 
is any vertex in r*, let gu denote the vertex in T* (if it exists) where 
D(u, gJ = g. 
DEFINITION 7.2. For each vertex u E r* we define the local graph L1(u) as follows. Let 
.Q(u) ~ .Qn be the set of all integers contained in some D(u, v), (v, u) E ET, v E 1. Then 
L1(u) has vertex set .Q(u) and edge set 
EL1(u) = {D(u, v)lv E r, (u, v) E Er}. (7.2) 
We write 
T.(i) = {jlj E .Q(u), (i,j) E EL1(u)}, U E r*. 
It will turn out that u E rimplies fl(u) = fln, but if u E r*\ T, .Q(u) may be empty. 
DEFINITION 7.3. If r* = J(j, n), for each vertex u E r* we let P(u) be the set of integers 
i E .Qn for which au(i) is positive, and set Q(u) = .Qn\P(u). P(u) and Q(u) have size f and 
n - j, respectively. 
LEMMA 7.4. For any u E T*, the subgraph of r induced on the set of vertices in r adjacent 
to u in T* is isomorphic to the line graph of L1(u) . 
PROOF. That v --. D(u, v) is the desired graph isomorphism is seen by considering (1) 
and (3) of Example 3.6 and noticing that if wand z are any vertices in T* adjacent to u, 
D(u, w) n D(u, z) has size 2, 1, or 0 depending on whether 8(w, z) = 0, 1, or 2. 
We shall call edges h, g in EL1(u) adjacent or nonadjacent depending on whether or not 
hu and gu are adjacent vertices in 1. 
LEMMA 7.5. Let {x, u, v} be a path in r* with 8(v, x) = 2, and let w be the unique vertex 
in r* adjacent to x and v but not u. Suppose x and v are in 1. Set e = 1 if U E r, 0 otherwise, 
and set y = 1 if WE r, 0 otherwise. Then the 4-set {D(u, v), D(u, x)} in L1(u) has type 
C2 - e - y, in the sense of Definition 6.6. Consequently, for any z E r* the graph L1(z) has 
type {C2, C2 - I} ifz ¢ rand type {c2 - 1, C2 - 2} ifz E 1. 
PROOF. Since x and v are in r and a distance 2 apart, there is a set C of C2 vertices in 
T adjacent to both of them. Clearly u and ware in C if they are in 1. Let C, ~ C be those 
vertices in C that are not u or w. Then C, contains C2 - e - y vertices. By Lemma 3.8 all 
vertices in C, are adjacent to u, and by Lemma 7.4 the set of edges in L1(u) representing 
vertices in C, is exactly the set of edges between D(u, x) and D(u, v). This proves the first 
part of the lemma. The second part follows immediately. 
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The next lemma gives information about how the local graphs of adjacent vertices in r* 
are related. 
LEMMA 7.6. Let (u, v) be an edge in Er* with u E r. Suppose 
D(u, v) = (i,j), i, j E nn 
and let r, s be distinct integers in nnW, j). Then 
(a) (r, i) E EL1(u) if and only if(r, j) E EL1(v) and (r, j) E EL1(u) if and only if(r, /) E EL1(v). 
(b) Suppose v E rand (r, s) E EL1(u). Then (r, s) E EL1(v) if and only if the 4-set (i,j, r, s} 
has type C2 - 2 in L1(u). 
(c) Suppose v E 1*\r and that (r, i) and (s, j) are in EL1(u). Then (r, s) is also in EL1(u) if 
and only if the 4-set {i,j, r, s} has type C2 - I in L1(v). 
(d) Suppose v E r*\r and that (r, s) E EL1(v). Then (r, s) E EL1(u) if and only if the 4-set 
{i,j, r, s} has type C2 - I in L1(v). 
PROOF. (a) The edge (r, i) in EL1(u) implies the vertex (r, i)u, which we denote by w, is 
in r and adjacent to v = (i, j)u' But then 
D(w, v) = (r, j) 
putting (r, j) in EL1(v). The other implications are proved similarly. 
(b) Set x = (r, s)u' Let w be the unique vertex in 1* adjacent to x and v but not u. 
Applying Lemma 7.5 to the cycle {u, v, w, x, u} in r, we see the 4-set {D(u, v), 
D(u, x)} = {i, j, r, s} in L1(u) has type C2 - 2 if and only if WE r, which of course occurs 
if and only if D(w, v) E EL1(v). But from Lemma 3.8 
so 
w-v = x-u 
D(w, v) D(x, u) 
(r, s) 
(c) Set w = (r, i)u, Y = (r, s)., and z = (s, j)u ' Applying Lemma 7.5 to the cycle {v, w, 
y, z, v} in rwe find that the 4-set {D(v, w), D(v, z)} = {r,j, s, i} in L1(v) has type C2 - 1 
or C2 depending on whether y is in r or not. But y is in r if and only D(u, y) = (r, s) is in 
EL1(u), so the result follows. 
(d) Similar to (b). 
In the next few lemmas we consider the valencies of vertices in the local graphs L1(u), 
u E r*. 
LEMMA 7.7. Let u be any vertex in r. If r* = J(j, n), L1(u) is bipartite with bipartition 
P(u) u Q(u), with vertices in P(u) and Q(u) having valency (l - fln)(a. + 2) and 
J /n(a. + 2), respectively. If T* = t H(n, 2), all i E iln have valency a. /2 + I in L1(u). In 
either case we have il(u) = iln • 
PROOF. Recall from Lemma 5.3 that 
(a1 + 2)u = L r, u E r. 
re 4>u 
Comparing ei (i E iln ) coefficients on either side, and remembering we assume r £; 
J(j, n) or tH(n, 2), we see that for all i E iln , (a. + 2)lau l is the number of roots in tP" of 
the form =+= ei =+= ej for some j E ~, which is just the number of edges in EL1(u) containing i. 
98 P. Terwilliger 
The result now follows from the fact that u is of the form (3.18) or (3.19) depending on 
whether T* = J(j, n) or tH(n, 2). 
LEMMA 7.8. Let T* = tH(n, 2) and let v be any vertex in T*\T. Then all vertices in L1(v) 
have valency a\ /2 + 2. 
PROOF. Let i be any integer in .Q(v), and let (i,}) E EL1(v) for some} E .Q(v). Then there 
is a vertex u in T adjacent to v where 
D(u, v) = (i, i). 
By (a) of Lemma 7.6 we have 
T,,(i) T.,(J) u {J} 
so by the previous Lemma, 
1T,,(i)1 IT.,(J)I + 
as desired. 
LEMMA 7.9. Let T* = J(j, n) and let v be any vertex in T*\T. Then L1(v) is bipartite, with 
the bipartitions being P(v) n .Q(v) and Q(v) n Q(v). All vertices in theftrst set have valency 
(a\ + 2)(1 - fin) + 1 and all vertices in the second have valency (a\ + 2)(f/n) + 1. 
PROOF. All edges in EL1(v) must connect vertices in P(v) and Q(v), so L1(v) is certainly 
bipartite with the given bipartition. Let i be any integer in P(v) n .Q(v) and let 
(i,}) E EL1(v) for some} E Q(v). Let u be the vertex in T adjacent to v with 
D(u, v) = (i, i)· 
Then 
P(u) = P(v) u {J}\{i}, 
so by Lemma 7.7,} has valency (1 - f/n)(a\ + 2) in L1(u). By (a) of Lemma 7.6, 
T,,(i) = T.,(J) u {J}, 
telling us that i has valency (l - fln)(a\ + 2) + 1 in L1(v). A similar argument shows any 
integer} in Q(v) n .Q(v) has valency f/n(a\ + 2) + 1 in L1(v). 
LEMMA 7.10. L1(u) is connected for all u E T. 
PROOF. Let u be a vertex in Tfor which L1(u) is not connected. Each component must 
contain an edge, and since by Lemma 7.5 L1(u) is of type {C2 - 1, C2 - 2} we conclude 
C2 = 2. Let.Qn = A u B be a partition of .Qn into two non empty sets, such that no vertex 
in A is adjacent in L1(u) to a vertex in B. We claim that for all vertices vET, there is no edge 
in L1(v) connecting vertices in A to vertices in B. Let X ~ Tbe the set of vertices for which 
this is true. Since u E X, to show X = Twe show any vertex Z E Tadjacent to a vertex y 
in X is in X. The set D( y, z) is an edge in EL1( y), so it is contained in A or B. Without loss 
we can assume D( y, z) is in A. Applying (b) of Lemma 7.6 to any edge (r, s) of L1( y) in B, 
interpreting u and v in that Lemma as y and z, respectively, we see that (r, s) is also in EL1(z). 
By Lemma 7.7 the valencies of vertices in B are the same in L1(z) as in L1(y), so we conclude 
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all edges in ELi(z) containing at least one vertex in B are completely contained in B. Thus 
z E X. Recalling that Li is the set of 'edges' in T defined in (3.16), for C = A or B set 
Lie = {rlr E Li and r = =Fe; =F ej , where i,j E C}. 
Then Li is the orthogonal union 
Li = LiA U LiB. 
By Lemma 1.6 the root system (/J(T) is now reducable, contradicting the assumptions of 
this section. 
We now assume T* = tHen, 2). Since T* has C2 = 6, the metric subgraph Tmust have 
intersection number C2 satisfying C2 ~ 6. We consider the cases C2 = 2, 3, 4, and 
5 ~ C2 ~ 6 separately. 
LEMMA 7.11. Let T* = t H(n, 2) (n ~ 4), and let C2 = 2. If there is a vertex v in T*\T 
where Li(v) ~ R(2) (as defined in 4 of Example 6.4) then n = 6 and T is the Shrikhande 
graph. 
PROOF. Suppose p: R(2) -+ Li(v) is a graph isomorphism for some vertex v E T*\T, and 
let u E T satisfy D(u, v) = (p(O), p(3)). By (a) of Lemma 7.6, (p(O), p(l)), (p(O), p(5)), 
(p(3), p(2)), and (p(3), p(4)) are in ELi (u). Applying (c) of Lemma 7.6 to the edges 
(r, i) = (p(2), p(3)) and (s, j) = (p(I), p(O)) of Li(u), we find (p(l), p(2)) must be in ELi(u). 
Similarly (p(4), p(5)) is in ELi(u), so {p(O), p(l), p(2), p(3), p(4), p(5), p(O)} is a cycle in 
Li(u). Since Li(v) has valency 3, by Lemma 7.7 and 7.8 Li(u) must have valency 2. By Lemma 
7.10 Li(u) is connected and hence consists of the above 6-cycle. In particular nand k are both 
6. Since a] = C2 = 2, by Lemma 3.1 we have b2 = 0 and a2 = 4, so Thas diameter 2 and 
the intersection array 
2 
3 
ofH(6, 2). By the classification of Shrikhande [25], we conclude Tis the Shrikhande graph. 
LEMMA 7.12. Let T* = t H(n, 2) (n ~ 4) and let C2 = 2. Then there is no vertex v in 
T*\T where Li(v) ~ R(3). 
PROOF. Suppose p: R(3) -+ Li(v) is a graph isomorphism for some vertex v E T*\T, and 
let u E Tsatisfy D(u, v) = (p(O), p(3)). By (a) of Lemma 7.6, (p(3), p(4)) and (p(3), p(5)) 
are in ELi(u). Applying (d) of that Lemma to (r, s) = (p(l),p(4)) in Li(v), where we interpet 
(i, j) as D(u, v), the fact that the 4-set {p(O), p(3), p(l), p(4)} in Li(v) has type 1 implies 
(p(I),p(4)) is in ELi(u). Repeating the above reasoning for (r, s) = (p(I),p(5)) in Li(v), the 
fact that the 4-set {p(O), p(3), p(l), p(5)} in Li(v) has type 1 implies (p(l), p(5)) is in ELi(u) 
as well. Thus the 4-set {p(3), p(4), p(l), p(5)} has type ~ 2 in Li(u), contradicting Lemma 
7.5. 
THEOREM 7.13. Let T* = tHen, 2) (n ~ 4) and let C2 = 2. Then T is the Shrikhande 
graph. 
PROOF. By Lemma 7.5, for any vertex u E T, Li(u) is a regular graph of type {O, I}. By 
Lemma 7.10, Li(u) is connected. Since Li(u) is regular with at least 4 vertices, Theorem 6.5 
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says Ll(u) has girth::::;; 5. In particular Ll(u) has valency ~ 2. Let {i,j, /} i,j, / En. be a path 
in Ll(u), and set v = (i, /)u . Since (i, I) is not in ELl(u), v is in P \r. Now by Lemma 7.8, 
Ll(v) is regular (with valency::::;; 3), and has type {I, 2} by Lemma 7.5. By (a) of Lemma 7.6 
Ll(v) contains the 3-clique {i,j, l}, so Theorem 6.5 implies Ll(v) ~ R(2) or R(3). The result 
now follows from the two previous lemmas. 
THEOREM 7.14. Let r* = tHen, 2) (n ~ 4). Then C2 '# 3. 
PROOF. We assume otherwise and get a contradiction. Pick a vertex u E r. By Lemma 
7.5, Ll(u) has type {I, 2}. Since n ~ 4 and Ll(u) is regular, by Theorem 6.5 Ll(u) is either R(2), 
R(3), T(5, s), for some integer s, or K,,/> where t = n12. We show that none could occur. 
Let {a, b, c} (a, b, c E n.) be a path in Ll(u) where (a, c) is not in ELl(u), and let v = (a, c)u' 
ELl(v) contains the edge (a, c), and by (a) of Lemma 7.6, (a, b) and (b, c) as well. In 
particular, Ll(v) is not bipartite. From Lemma 7.5, Ll(v) has type {2, 3}, so from Theorem 
6.5 we have Ll(v) ~ T(3, x) (I ::::;; x ::::;; nI3). Since the valency of Ll(v) is Hal + 4) and that 
of T(3, s) is 2x, we must have x = (a l + 4)/4. In particular Hal + 4) is even so by Lemma 
7.8 the valency of Ll(u) is odd. This implies Ll(u) is not T(5, s) or R(3). Since Ll(v) ~ T(3, x), 
let V; (0 ::::;; i ::::;; 2) be the disjoint subsets of n., each of size x, such that 
n(v) = Vo u V. u V; 
as described in (3) of Example 6.4. We can assume a E Vo, bE V., C E V2 • If x = I then 
al = ° so Ll(u) has valency I forcing n = 2, a contradiction, so assume x ~ 2. Now pick 
vertices WE A\ {a} and Z E C\ {c}. Applying (a) of Lemma 7.6 to (i,j) = (a, c), we find 
(a, w), (a, b), (b, c), and (c, z) are in ELl(u), but not (a, c), (a, z) and (w, c). Since the 4-set 
{a, c, w, z} in Ll(u) does not have type 0, (w, z) must be in ELl(u). Applying (d) of Lemma 
7.6 to (r, s) = (w, b) and (z, b), we find (w, b) and (z, b) are not in ELl(u). Since the 5-cycle 
{a, b, c, z, w} in d(u) is now inconsistent with the structure of R(2), and its being bipartite, 
none of the possibilities of Ll(u) could occur, so C2 '# 3. 
THEOREM 7.15. Let r* = tHen, 2) (n ~ 4). Then C2 '# 4. 
PROOF. Let u be any vertex in r. By Lemma 7.5 Ll(u) has type {2, 3}, and by Lemma 
7.7 Ll(u) is regular, so Theorem 6.5 implies Ll(u) ~ T(3, s) (s = n13) or Ll(u) ~ K", 
(t = nI2). We first show Ll(u) ~ T(3, s). Assume p: T(3, s) -+ Ll(u) is an isomorphism of 
graphs. Since n ~ 4 we have I Vo I ~ 2, so let i and j be distinct vertices in p( Vo). Let I and 
m be vertices in p(V.) and p( V2), respectively. The vertex v = (i, j). is in r*\r. The edge 
(i, j) is in ELl(v), and by (a) of Lemma 7.6, so are (i, I), (i, m), (j, /), and (j, m). By Lemma 
7.8 n(v) is regular and by Lemma 7.5 it has type {3, 4}. Thus it is a complete graph by 
Theorem 6.5. Hence (m, /) E ELl(v). Applying (c) of Lemma 7.6 to (r, s) = (m, /) in ELl(v), 
we see {i, j, r, s} has type C2 in Ll(v) but (r, s) is in ELl (u), a contradiction. Thus 
Ll(u) ~ T(3, s), so Ll(u) ~ K,., (t = n/2), for all u E r. We show this cannot happen. Pick 
a vertex u E rand let P ~ n. be one of the bipartitions of Ll(u). After applying a sequence 
of orthogonal transformations of E sending some of the eis to their negatives if necessary 
we can assume 
{ _ -_~1' au(i) = 
2 ' 
if i E P, 
otherwise. 
We claim that if v is any vertex in r, the subset of n. on which av(i) is equal to t is one of 
the bipartitions of Ll(v). Let X ~ r be the set of vertices for which this is true. Since u is 
in X, to show X = rwe show a vertex z in r adjacent to a vertex y in X is in X. Let A u B 
and A' u B' be the bipartitions of Ll( y) and Ll(z), respectively, and assume ay(i) is positive 
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if i E A. D( y, z) is an edge in E..1( y), so denote it by (r, s) for some rEA and s E B. Now 
(r, s) is also in EL1(z), and by (a) of Lemma 7.6, r is adjacent in L1(z) to s and all of A - {r}, 
while s is adjacent in L1(z) to r and all of B - {s}. Thus we can assume A' = A u {s}\{r} 
and B' = B u {r} \ {s}. Since ay(i) and az(i) differ only at i = rand s, it is immediate that 
az(i) is equal to t on A', as desired. We now see all vectors in u(r) are orthogonal to Dn, 
contradicting the fact that u(T) spans E. 
THEOREM 7.16. Let T* = tH(n, 2) (n ~ 4) and suppose 5 ~ C2 ~ 6. Then T = T*. 
PROOF. If T # T*, there are adjacent vertices u, v E T* with u E T and v ¢ r. Then 
Lemma 7.7 implies L1(u) is regular, and Lemma 7.5 implies L1(u) has type {3, 4} (actually 
just type 4 if C2 = 6). By Theorem 6.5 A(u) is the complete graph on nn, contradicting the 
fact that D(u, v) is not an edge in EA(u). Hence T = P. 
Referring to the opening remarks of this section, we now assume T* = J (J, n). Since 
J(j, n) has intersection number C2 = 4, the metric subgraph T must satisfy C2 ~ 4. We 
consider the cases C2 = 2 and 3 ~ C2 ~ 4 separately. 
THEOREM 7.7. Let T* = J(j, n) (2 ~ f ~ n/2). Then T does not satisfy C2 = 2. 
PROOF. Let u be any vertex in r. By Lemma 7.10, L1(u) is connected, and by Lemma 7.5, 
has type {O, I}. Since L1(u) is bipartite, withf > 1 implying each bipartition containing at 
least 2 vertices, Theorem 6.5 implies A(u) has girth ~ 6. Let {i, r, s,j} be any path in L1(u), 
and set v = (i,j)u. Since (i,j) is not in EL1(u), v is in T*/r. Now by Lemma 7.9, L1(v) has 
a regular line graph and is bipartite. By Lemma 7.5, L1(v) has type {I, 2} so Theorem 6.5 
implies L1(v) is a complete bipartite graph. In particular L1(v) has type 2. Now applying (c) 
of Lemma 7.6, the 4-set {i,j, r, s} has type 2 in L1(r) but (r, s) is in EL1(u), a contradiction. 
Hence C2 # 2. 
THEOREM 7.18. Let T* = J(J, n) (2 ~ f ~ n/2) and assume C2 = 3 or 4. Then T = T*. 
PROOF. If T ~ T* there are adjacent vertices u, v E T* where u E T and v ¢ r. By 
Lemma 7.7, L1(u) is bipartite, and by Lemma 7.5 A(u) has type {l, 2} if C2 = 3 and {2, 3} 
if C2 = 4. In either case Theorem 6.5 implies L1(u) is complete bipartite, so by Lemma 7.7 
must be Kj .n _ j . But then D(u, v) is an edge in EL1(u), contradiction. Hence T = T*. 
This completes the proof of Theorem 3.7. Theorem 1.1 is now immediate. 
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