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1. Introduction
Let A = [aij]1 i, j n ∈ Rn×n be a doubly-stochastic matrix, i.e. A 0 and∑nj=1 aij = 1, (1 i n),∑n
i=1 aij = 1, (1 j n). By a classical theorem of Birkhoff [2] a matrix is doubly-stochastic iff it is a
convex combination of permutation matrices. Let Sn denote the symmetric group of degree n. Then
we can rephrase this result as follows:
Theorem 1.1. A non-negative matrix A is doubly-stochastic iff there is a probability distribution p : Sn →[0, 1] such that
aij =
∑
σ :iσ =j
p(σ ) ∀i, j ∈ {1, . . . , n}. (1.1)
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In this casewewill say thatp generatesA. Note thatp is not necessarily uniquely determinedby (1.1).
Werecall that anon-negativematrixA = [aij]1 i, j n ∈ Rn×n is called irreducible if the corresponding
digraph DA = (V, E)with V = {1, . . . , n} and E = {(i, j)|aij > 0} is strongly connected. Similarly, A is
called primitive if DA is primitive.
If we return to the special case of a doubly-stochastic matrix (1.1) and let Γ be the support of p, i.e.
Γ = supp p = {σ ∈ Sn|p(σ ) > 0}, then
(i, j) ∈ E ⇔ ∃σ ∈ Γ : iσ = j,
so DA turns out to be a Cayley digraph (cf. Deﬁnition 2.1). Instead of investigating the primitivity
of doubly-stochastic matrices one can thus alternatively look at the primitivity of Cayley digraphs.
The purpose of this note is to provide a necessary and sufﬁcient group theoretic condition for a Cayley
digraph to be primitive.Wewill apply the results to Cayley digraphs generated by Feistel permutations
(Example 3.4) and to doubly-stochastic matrices (Theorem 3.5, Example 3.7).
2. Cayley digraphs
A digraph (directed graph) is a pairD = (V, E) consisting of a ﬁnite non-empty set V of vertices and
a non-empty set E ⊆ V × V of (directed) edges. A directed path of length l from x to y is a sequence
x = x0, x1, . . . ., xl = y such that l > 0 and (xi, xi+1) ∈ E for i = 0, . . . , l − 1. A directed path from x to
y is called closed if x = y. We call D strongly connected if for each pair x, y of vertices there is directed
path from x to y. In this case let k be the greatest common divisor (g.c.d.) of the length of the closed
directed paths in D. D is primitive if k = 1 and imprimitive if k > 1.
An important class of directed graphs are digraphs generated by permutations acting on a (ﬁnite
and non-empty) vertex set V . Let Sym(V) be the symmetric group on V .
Deﬁnition 2.1. LetΓ ⊆ Sym(V)benon-empty. TheCayleydigraphonV , generatedbyΓ , is thedigraph
CV (Γ ) = (V, EΓ )
with EΓ = {(x, y) ∈ V × V |∃σ ∈ Γ : y = xσ }.
Remark 2.2. In general the term Cayley digraph is reserved for the digraph
X(G, S) = (G, {(g, h) ∈ G × G|g−1h ∈ S}),
where (G, ·) is a group and S ⊆ G is non-empty. If we use the right regular representation
ρ : G  g 	→ ρg : [G  x 	→ xg = xg ∈ G] ∈ Sym(G)
we have X(G, S) = CG(ρ(S)), so Deﬁnition 2.1 embraces this classical notion of Cayley digraph.
The following theorem is immediate from the deﬁnition:
Theorem 2.3. CV (Γ ) is strongly connected iff the group 〈Γ 〉, generated by Γ , acts transitively on V .
We now turn to the question how to characterise the primitivity of a Cayley digraph.
Theorem 2.4. Let 〈Γ 〉 be transitive on V . Then CV (Γ ) is imprimitive iff 〈Γ 〉 admits a system of blocks
 = {Vl|l ∈ Zk}, (Zk = Z/kZ), k > 1, such that
Vσl = Vl+1 ∀σ ∈ Γ , l ∈ Zk. (2.1)
Proof. (i) If CV (Γ ) is imprimitive then there is a k > 1 and a partition = {Vl|l ∈ Zk} of V such that
∀l ∈ Zk∀(x, y) ∈ EΓ : x ∈ Vl ⇒ y ∈ Vl+1, (2.2)
cf. [3, Lemma 3.4.1, p. 69]. We will show that  is actually a system of blocks that fulﬁlls (2.1). Let
l ∈ Zk and σ ∈ Γ . Then (x, xσ ) ∈ EΓ for all x ∈ V . In particular, if x ∈ Vl , then, by (2.2), xσ ∈ Vl+1,
thus
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Vσl ⊆ Vl+1 ∀l ∈ Zk. (2.3)
Furthermore
|V0| |V1| · · · |Vk−1| |V0|,
so in fact we have equality in (2.3) and (2.1) follows.
(ii) Conversely, let 〈Γ 〉 be imprimitive with a system of blocks that fulﬁlls (2.1). Let x ∈ V and let
x = x0, x1, . . . , xm = x be a closed directed path of lengthm in CV (Γ ).W.l.o.g. let x ∈ V0. Thenwe have
xj+1 = xσjj
for suitable σj ∈ Γ (j = 0, . . . , m − 1), and (2.1) shows that xj ∈ Vjmod k for all j. In particular, x =
xm ∈ Vmmod k . Thusmmod k = 0, i.e. k|m. This shows that CV (Γ ) is imprimitive. 
Example 2.5. Letn ≡ 0 (mod 4),V = {1, . . . , n},m = n/2 and considerΓ = {σ , τ }withσ = (1m +
1)(2m + 2) · · · (m 2m), τ = (12 · · ·m)(m + 1m + 2 · · · 2m) ∈ Sym(V) = Sn. Then 〈Γ 〉 is transitive
and imprimitive with blocks
V0 = {1, 3, . . . , m − 1} ∪ {m + 2, . . . , 2m}, V1 = {2, 4, . . . , m} ∪ {m + 1, . . . , 2m − 1}.
Since Vσ0 = Vτ0 = V1, Vσ1 = Vτ1 = V0, CV (Γ ) is imprimitive.
Theorem 2.4 has the disadvantage that it requires the knowledge of a speciﬁc system of blocks. By
using a special permutation group wewill be able to reformulate the result in a more elegant way. We
begin with the following deﬁnition (cf. Remark 2.11 below).
Deﬁnition 2.6. Let (G, ·) be a group and S ⊆ G be non-empty. (i) We deﬁne [S] to be the set of all
products of the form
2l∏
j=1
g
(j)
j (2.4)
with l 1, gj ∈ S and (j) = ±1 such that∑2lj=1 (j) = 0. [S] is a normal subgroup of 〈S〉.
(ii) For r ∈ N let
S[r] = {g1 · · · gr |(g1, . . . , gr) ∈ Sr}.
Remark 2.7. We note that if S[r] ∩ [S] /= ∅ then S[r] ⊆ [S]. Indeed, ﬁx h ∈ S[r] ∩ [S]. If now g ∈ S[r]
then h−1g ∈ [S] so g = h(h−1g) ∈ h[S] = [S]where we have used that h lies in [S], too. In particular,
if r = ord(g) for a g ∈ S, then S[r] ⊆ [S].
Theorem 2.8. Let ρ = min{r|S[r] ⊆ [S]}. Then 〈S〉/[S] ∼=Z/ρZ.
Proof. Let g ∈ S. Then {[S], g[S], . . . , gρ−1[S]}〈S〉/[S]. If x ∈ 〈S〉, say x ∈ S[r] for some r, then xg−r ∈
[S], so x ∈ gr[S] = gj[S] where 0 j < ρ and j ≡ r (mod ρ). This shows that 〈S〉/[S] = {[S], g[S],
. . . , gρ−1[S]}. Finally, the classes gj[S], j = 0, . . . , ρ − 1 are pairwise distinct, for otherwise we
would have gr ∈ [S], i.e. S[r] ∩ [S] /= ∅, for some r < ρ . By Remark 2.7 S[r] ⊆ [S], in contradiction
to the deﬁnition of ρ . Thus {[S], g[S], . . . , gρ−1[S]}∼=Z/ρZ. 
Remark 2.9. (i) From the last part of Remark 2.7 follows that ρ  g.c.d.{ord(g)|g ∈ S}. (ii) Note that
|S[r]| |S[r+1]| |G| for all r ∈ N so there is an r0 ∈ N and a kS ∈ N such that
|S[r]| = kS ∀r  r0.
For r  r0 and x ∈ S[r] letH = x−1S[r]. In [5]Maksimov showed thatH is a normal subgroup of 〈S〉with
〈S〉/H ∼=Z/ρ¯Zwhere ρ¯ = min{r|S[r] ⊆ H}. One can show that [S] = H so Theorem2.8 is nothing but
a reformulation of the corresponding result in [5]. Furthermore |[S]| = kS and |〈S〉| = kSρ .
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We are now able to formulate and prove our main result.
Theorem 2.10. CV (Γ ) is primitive iff [Γ ] acts transitively on V .
Proof. (i) Let CV (Γ ) be primitive and x, y ∈ V . Then there are a k and directed paths of length k
from x to x and from x to y, cf. [3, Lemma 3.4.3, pp. 72–73], i.e. x = xσ1...σk , y = xτ1...τk for suitable
σ1, . . . , σk, τ1, . . . , τk ∈ Γ . Thus y = xσ with σ = σ−1k · · · σ−11 τ1 · · · τk ∈ [Γ ].
(ii) Assume, CV (Γ ) is imprimitive. By Theorem 2.4 there is a k > 1 and a partition with (2.1). By
Deﬁnition 2.6
Vσl = Vl ∀σ ∈ [Γ ], l ∈ Zk,
so [Γ ] cannot be transitive. 
Remark 2.11. The group [S] has been introduced (with different notation) by Behrends [1, p. 160]
who showed that a classical Cayley digraph X(G, S) is primitive iff [S] = G, cf. [1, Lemma 16.20, p.
160]. Since X(G, S) = CG(ρ(S)) this result immediately follows from Theorem 2.10 and the fact that[ρ(S)] = ρ([S]) is transitive iff [S] = G. In particular, if G is Abelian (with composition +), in which
case [S] = 〈S − S〉, the primitivity of X(G, S) is equivalent to 〈S − S〉 = G; cf. Wang and Meng [6]
and [1, Proposition 15.11, p. 137]. The observation that [S] coincides with the group introduced by
Maksimov (cf. Remark 2.9 (ii)) seems to be new.
3. Applications
Weconclude thisnotewith someexamples.Westartwitha theoremwhichprovides somesufﬁcient
conditions for the transitivity of [Γ ] (and therefore for the primitivity of CV (Γ )).
Theorem 3.1. LetV benon-emptyandﬁnite,Γ ⊆ Sym(V)with |Γ | > 1and let 〈Γ 〉be transitive. Suppose
that one of the following conditions is fulﬁlled:
(i) 〈Γ 〉 is simple.
(ii) 〈Γ 〉 is primitive.
(iii) g.c.d.{ord(σ )|σ ∈ Γ } = 1.
(iv) At least one generator σ ∈ Γ has a ﬁxed point.
Then [Γ ] is transitive.
Proof. We recall that [Γ ] /= {id} is a normal subgroup of 〈Γ 〉.
(i) If 〈Γ 〉 is simple [Γ ] = 〈Γ 〉 so the assertion is trivial. (ii) If 〈Γ 〉 is primitive the assertion follows
from a well-known theorem of group theory, cf. [4, Theorem 1.7(b), p. 11]. (iii) If g.c.d.{ord(σ )|σ ∈
Γ } = 1 then Theorem 2.8 and Remark 2.9 (i) imply that [Γ ] = 〈Γ 〉. (iv) Let x be a ﬁxed point of σ . Let
y, z ∈ V . Then there are τ , τ ′ ∈ 〈Γ 〉 such that yτ = x and zτ ′ = x. Because of xσ = x we may assume
w.l.o.g. that τ , τ ′ ∈ Γ [r] for some r. Then yττ ′−1 = z with ττ ′−1 ∈ Γ [r] · (Γ [r])−1 ⊆ [Γ ]. 
The following example will show that the catalogue of cases covered by the preceding theorem is
not complete. We start with a useful observation.
Remark 3.2. If all elements of Γ have the same parity, i.e. if Γ ⊆ An or Γ ⊆ Sn \ An, then [Γ ] An.
In particular, if Γ ⊆ Sn \ An then [Γ ] < 〈Γ 〉.
Example 3.3. Considerσ = (14)(25)(36)(798), τ = (123)(47)(58)(69) ∈ S9 whicharebothoddand
ﬁxed-point-free and have order 6 and set Γ = {σ , τ }. By the preceding remark, 〈Γ 〉 is not simple.
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Furthermore, 〈Γ 〉 is imprimitive on {1, . . . , 9} with blocks {1,2,3}, {4,5,6} and {7,8,9}. Nevertheless,
since σ−1τ = (175394286), both [Γ ] and 〈Γ 〉 act transitively on {1, . . . , 9}.
The next example is taken from the theory of block ciphers.
Example 3.4. Let V = Fn2 × Fn2, K = Fm2 and e : Fn2 → K , s : K → Fn2 be maps. Let the Feistel permu-
tation φk ∈ Sym(V), k ∈ K , be deﬁned by
(x, y)φk = (y, x + s(e(y) + k)) ∀(x, y) ∈ V .
For Γ = {φk|k ∈ K} we consider the Cayley digraph CV (Γ ). To apply Theorem 2.10, we will assume
〈s(K) + s(K)〉 = Fn2.
Then it is easy to show that 〈Γ · Γ −1 ∪ Γ −1 · Γ 〉 (which is a subgroup of [Γ ]) acts transitively on V ,
so CV (Γ ) is primitive by Theorem 2.10.
Finally we return to our starting point: for doubly-stochastic matrices we can summarise the
consequences of the main results (Theorems 2.3 and 2.10) as follows:
Theorem 3.5. Let A ∈ Rn×n be doubly-stochastic and let Γ ⊆ Sn be the support of a probability distribu-
tion that generates A. Then:
(i) A is irreducible iff 〈Γ 〉 acts transitively on {1, . . . , n}.
(ii) A is primitive iff [Γ ] acts transitively on {1, . . . , n}.
Remark 3.6. Part (ii) of Theorem3.5generalisesprior resultsofMaksimov [5]on the limitingbehaviour
of sequences of the form (An)n∈N for doubly-stochastic matrices A.
Example 3.7. Let n be prime and A ∈ Rn×n be a doubly-stochastic and irreducible matrix but not a
permutation matrix. Then A is primitive. Indeed, if Γ is the support of a probability distribution that
generates A it must have at least 2 elements since A is not a permutation matrix. Since n is prime the
transitive group 〈Γ 〉 Sn is in fact primitive. By Theorem 3.1 [Γ ] is transitive, too, so the assertion
follows from Theorem 3.5 (ii).
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