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Abstract 
Massive numbers of meta-analysis studies are being published. A Google Scholar search of the 
phrase “systematic review and meta-analysis” returned ~452k hits since 2014. Citations were not 
included. The search was done Jan 14, 2019. There is a need to have some way to judge the 
reliability of a positive claim made in a meta-analysis that uses observational studies. Our idea is 
to examine the quality of the observational studies used in the meta-analysis and to examine the 
heterogeneity of results coming from those studies. Here we provide background information 
and examples: a listing of negative studies, a simulation of p-value plots, and several examples 
of the use of p-value plots.  
Info 00: Introduction 
This Info collection includes items useful for understanding the reliability of a meta-analysis 
study where the base papers use observational data. It is helpful to see a typical results 
presentation. Figure 1 gives a typical example diagram of the literature selection. The process 
starts with a computer search for possible papers to include. Usually only a small number of 
papers are retained. Figure 2 gives another typical example of analysis results: The papers used 
in the analysis with a pointer to the references along with the year of publication; In this case, the 
type of study; How the studies are weighted in the overall estimated effect (usually inverse 
variance); The risk estimates along with confidence limits; A graphical display of study results 
called a Forest Plot; A p-value that tests the risk level versus no effect. Along the bottom of the 
figure some summary statistics are given. In this case, I2 is given which measures the 
heterogeneity of the results. The Egger regression test, which is a measure of publication bias 
(negative studies are much less likely to be published). 
In environmental epidemiology there are many papers indicating an association between some 
air component and a health effect. There are a relatively small number of published negative 
studies, no association between an air component and a health effect. See Info 01 for a partial list 
of negative papers. Note that if something is causal then there should be no valid negative 
studies. Multiple negative studies call causality into question. 
There are multiple base studies used in a meta-analysis and each provides a risk ratio, RR, and 
lower and upper confidence limits, CLlow and CLhigh, that are expected to contain the RR 95% 
of the time. These (RR, CLlow, CLhigh) can be used to test for a difference from 1.000 (no 
effect) giving one p-value for each base paper. (In some cases, the no effect level is 0.00.) The 
ranked p-values can be plotted against the integers, 1, 2, 3,.. to give a p-value plot. If the p-value 
plot is roughly a 45-degree line, then the p-values are consistent with randomness, no effect. If 
the slope of the line is less than 45 degrees and all the points are on the line, then that is evidence 
for a consistent positive effect. If the pattern is bi-linear (small p-values on the blade of a hockey 
stick and no-effect studies on the handle of the hockey stick, _/, then that is evidence for study 
heterogeneity; the two results are incompatible. The small p-values indicate an effect and the 
larger p-values on the handle of the hockey stick indicate no effect. See Info 02 for a simulation 
of p-values coming from no effect studies. 
An example is helpful. In the late 1990s, there was considerable interest in 2nd hand cigarette 
smoke as a cause of lung cancer. We present data from an EPA meta-analysis as an example of 
various plots useful for the evaluation of a meta-analysis. See Info 03. 
Info 04 examines air quality and cardiovascular effects. 
Info 05 gives a p-value plot for a meta-analysis that examines an association between apathy and 
dementia. 
We are at the point where it is known that many claims made in observational papers do not 
replicate. This background information, Info 05, is in support of a novel point of view: Over time 
a false claim can become the accepted belief. Consider the following scenario:  
1. Random chance or analysis manipulation gives an initial positive result, often surprising 
and attention gathering. 
2. Editors generally accept only papers with a p-value <0.05. 
3. Other researchers join in the hunt for verification of the positive result and eschew 
publication of negative results, Greenwald. 
4. Over time, many more positive than negative papers are published. 
5. A false result becomes established/canonized. 
Several technical things can be used to examine the reliability of observational studies. First, the 
analysis search space can be counted for each paper used in a meta-analysis. Second a p-value 
plot can be used to examine the heterogeneity of papers used in analysis. A volcano plot plots the 
negative log10 of the p-value versus the measured effects and can be used to examine positive 
and negative effects.   
 
There are four key references taken together support steps 1-5 above. Greenwald noted that only 
6 percent of researchers were inclined to publish a negative result whereas 60 percent were 
inclined to publish a positive result, ~10 to 1. Head et al. (2105) noted that p-hacking (testing 
many questions within the same data set) is essentially universal; physics, math, and statistics 
appear to be exceptions. Many researchers consider testing of lots of question as business as 
usual, not cheating. Simonsohn et al. (2014) note that replication of a finding is not necessarily 
support of a claim if there is analysis or data manipulation. Both Head et al. (2105) and 
Simonsohn et al. (2014) use the distribution of p-values to support their claims. Finally, Nissen et 
al. (2016) note that it is possible for a false claim to become established truth under certain 
conditions that relate to the ratio of positive to negative studies. 
 
Info 06 points to a paper by Fraser et al. (2018) on Questionable Research Practices. 
 
Info 07 gives examples of p-value plots for meta-analysis studies. 
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Figure 1. Selection of papers for inclusion. 
 
Figure 2. Listing of studies, Weight used in computing an overall effect, Relative Risk, 
Confidence Intervals, a so-called Forest Plot, and a p-value for RR relative to no effect. 
  
Info 01 Negative papers 
 
https://junkscience.com/2018/06/negative-studies-and-pm2-5/ 
 
Negative papers are important. 
 
Logic: It takes only one valid negative paper to end the claim of causality coming from multiple 
association studies. 
 
 You can get a positive paper in several ways:  
• The reported effect is real. People usually think this is the most likely way. In many areas of 
science, claimed effects only replicate 10-20% of the time.  
• The reported is spurious. A statistical false positive due to chance. This happens rarely if 
there is only one question at issue. In reality, there are often hundreds of questions at issue and if 
that is the case, a finding/claim is much more likely to be false. 
• The reported effect is statistical fraud. A positive due to data and/or analysis manipulation 
(e.g., p-hacking, trying multiple models and selecting the one you like.)  
 
Negative papers are a counterweight to positive papers, but they are more difficult to get 
published: 
• The researcher may give up and not submit a paper – the file drawer problem.  
• Editors don’t like negative papers — publication bias.  
• Referees don’t like papers against what they might have published, human prejudice.  
• Researchers might think it through. If I publish a negative paper, it will be difficult to ask for 
follow up funding on this question!  
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Info 02 Simulated p-value plots 
A p-value plot is constructed by rank ordering the p-values from smallest to largest and plotting 
them against the integers, 1, 2, 3,…. If they fall on a 45-degree line, that is evidence for a 
uniform distribution, complete randomness. We simulate 15 p-values ten times and produce the 
p-value plots, Figure 1. Each of the 10 simulated meta-analysis studies has 15 base papers. Each 
of the base papers has only one question under consideration and any model adjustment is 
specified before the data is examined. The simulation is designed to represent an ideal process. 
The goal is to get an impression of the variability of a p-value plot under ideal conditions where 
there is nothing going on and there is no multiple testing or multiple modeling in the base 
studies. 
We see the general lower left to upper right trend of the p-values. If the p-values were exactly 
uniform, they would be exactly on a 45-degree line. But p-values themselves have variability. 
The smallest p-value in a set should be exactly at the 1.00/15=0.0666 level if there were no 
variability. In these 10 simulations of 15 p-values we see that the smallest p-value can vary up or 
down from 0.0666 as chance is in play. By chance, there could be a p-value smaller than 0.05, 
the usual nominal statistical significance value. 
Here is a listing of the smallest p-values for the 10 simulations. 
 
These numbers give a sense of how the smallest p-value in an ideal study can vary. The smallest 
p-value ranged from 0.0153 to 0.153 in this simulation. 
Note also that although the expectation of the line is exactly a 45-degree line, again variability 
causes the actual data to vary off the 45-degree line. 
We are interested in a hockey stick pattern, a number of small p-values followed by p-values 
falling roughly on a 45-degree line. With nothing going on, we would that pattern to be rather 
unusual. Having said that, the human eye-brain, after the fact, is easily let to claim one sort of 
pattern or another, size of gaps, number of gaps, blade of a hockey stick or plateau at the upper 
right of a figure. 
The p-values, computed from data in a Lancet paper is plotted here in Figure 2, do not appear to 
be from a uniform distribution. Either there are real effects in some studies, or some of the 
studies have analysis manipulation, p-hacking. The right hand side of Figure 2 is consistent with 
randommess. 
Figure 1. Simulation results, 10 samples of 15 p-values. Each sample of 15 represent a single 
meta-analysis. 
 
 
 
 
 
 
 
Figure 2. Plot of simulated p-values from the ten meta-analysis studies, each citing 15 base 
studies. 
 
There can be a tendency to think of a p-value as a fixed, computed item. In fact, if an experiment 
is replicated as closely as possible a p-value will vary from one study to another. Boos and 
Stefanski (2013) make the point that a p-value must be quite small, 0.001, to have high assurance 
that a replicate experiment will have a “significant” p-value. They contend that a p-value of 0.05 
is weak evidence (even under ideal conditions of no multiple testing or modeling).  
Figure 3. p-values from a Lancet meta-analysis. 
 
This figure gives the impression of a two-component mixture: small p-value studies and no 
effect studies, seven of each.  
 
  
Info 03 Tobacco smoke and lung cancer 
Environmental Tobacco Smoke and lung cancer 
Gori and Luik, 1999, consider the EPA position on Environmental Tobacco Smoke (it causes 
lung cancer) to have been based on flawed statistical analysis, among many other problems. The 
EPA relied on a meta-analysis of 11 studies; see our Table 1 below which replicates the basic 
data in their Table 1, which appears on page 17 of the Gori and Luik book. 
The EPA used 90% confidence limits rather than the usual 95% confidence limits thereby 
making one of the 11 CLs, Fontham, not overlap 1.000, the no effect level. None of the p-values 
are less than 0.05. The EPA ended up using p-value <0.10 to declare statistical significance. 
P-value plots are instructive. If p-values are ranked from smallest to largest and plotted against 
the integers give a 45-degree line, then the data is consistent with a uniform distribution, i.e. 
randomness. 
The negative log10 of p-values plotted against the RR is a volcano plot. The y-axis gives the 
credibility of a claim, larger is more unusual. The x-axis gives the magnitude of any effect, RR. 
The volcano plot has several features of interest. There is a gap in the middle of the figure 
around a RR of 1.000 that is consistent with researchers not bothering to publish a no effect 
study. There are more positive studies than negative, which is also consistent with publication 
bias. None of the p-values, expressed as -log10 p, are individually significant (0.05, blue line) or 
multiplicity corrected (0.00455, red line). 
This case went before Federal Judge Osteen and he concluded in 1998 that the EPA had 
overstepped the scientific evidence. 
 
 
 
  
Table 1. The variables: Author, # Cases, RR (Risk Ratio), CLlow and CLhigh (90% confidence 
limits, low and high) are given in Gori and Luik, page 17. From RR, CLlow and CLhigh 
additional statistics, standard error, z-value, p-value and the negative log10 of the p-value were 
computed. 
 
P-value plot.                                                             Volcano plot. 
 
 
  
Info 04 Air quality and cardiovascular effects 
Introduction 
The EPA paradigm of 2016 is that air components, carbon monoxide (CO), nitrogen dioxide 
(NO2), particulate matter less than 10 μm in aerodynamic diameter (PM10), particulate matter 
less than 2.5 μm in aerodynamic diameter (PM2.5) and sulfur dioxide (SO2), and daily 
maximum of 8-hourly running mean of ozone, are causal of serious health effects, death, stroke, 
heart attacks, etc. We examine a paper by Milojevc et al. (2014) that examines these six air 
components and eleven (cardiovascular) health effects for hospital admissions and death. A total 
of 66+66=132 questions are examined. We think that multiple testing is an issue. 
We present graphs to examine the Milojevc results given in their Figures 1 and 2, repeated here 
as our Figures 1 and 4 for hospital admissions and death respectively. 
 
Data 
Over 400,000 myocardial infarction (MI) events from the Myocardial Ischaemia National Audit 
Project (MINAP) database, over 2 million CVD emergency hospital admissions and over 
600,000 CVD deaths. 
The air components were measured at the nearest air pollution monitoring site to the place of 
residence. Pollutant effects were modelled using lags up to 4 days and adjusted for ambient 
temperature and day of week. 
The risk ratios and confidence limits shown in Figures 1 and 4 were digitized and placed in data 
tables. Additional statistics were computed from these three numbers, Standard Error, Z-value, p-
value. These tables are available on request. 
Methods 
When many questions are examined, each question can provide a p-value. The distribution of 
these p-values can be examined using a p-value plot, Schweder and Spjøtvoll (1982). If there is 
no effect p-values should follow a uniform distribution, fall anywhere in the interval 0 to 1. In a 
p-value plot, the p-values are rank ordered from smallest to largest and plotted against the 
integers, 1, 2, 3, …, n. If the p-values form a 45-degree line, then that is evidence for 
randomness, no effect. The shape of the p-value plot can indicate analysis manipulation, 
Simonsohn et al. (2014). 
It is useful to examine p-values in conjunction with effect sizes, a volcano plot, Cui 2003. Here, 
the negative of the log base 10 of a p-value is plotted against the calculated effect size. P-values 
that spew high left and right have small p-values and large effects. The plot facilitates seeing 
important effects in the context of all the comparisons at issue. 
Results 
Figures 1 and 2, repeated from the Milojevic paper, give an impression of randomness with most 
error bars overlapping the no effect value of 1.000. 
Figure 1. Hospital admissions, 6 air components and 11 health effects. 
 
Figure 2. Deaths, 6 air components and 11 health effects. 
 
 
Figure 3 gives a p-value plot for 66 hospital admissions tests. There are many small p-values, 
which imply that hospital admissions are affected by air components. 
  
Figure 3. p-value plot for 66 hospital admissions tests. 
 
Most of the p-values <0.05 indicate a decrease in admissions. The five p-values marked in red 
are for increases. The figure has the appearance of p-hacking, but the authors report all effects 
examined and do not point out the many significant negative effects.   
Figure 4, a volcano plot, shows that most of the significant effects are beneficial (a decrease in 
admissions). This result is surprising and we have no explanation.  
Figure 4. Volcano plot for 66 hospital admissions tests.  
 
Reference line at negative log10 (0.05/66) = 3.12, the Bonferroni adjusted p-value. One outlier 
removed for graphical clarity. In a volcano plot, one expects the small p-values to be associated 
with large positive and negative effects. It seems unusual to see the spike of decreases around 
negative 2.0. 
 
  
Figure 5 P-value plot for 66 deaths.  
 
There are four p-values <0.05, three for increases.  
Figure 6. Volcano plot for deaths. 
 
Reference line at negative log10 (0.05/66) = 3.12.  
Again, it is unexpected to see the spike in small p-values in and around the no effect level of 
zero. For Figures 5 and 6, deaths, there are many more p-values indicating beneficial effects than 
harmful effects.  
Conclusion 
The authors state, “This study found no clear evidence for pollution effects on STEMIs and 
stroke, which ultimately represent thrombogenic processes, though it did for pulmonary 
embolism.” Given the number of tests at issue, the claim of pulmonary embolism could well be 
chance. We conclude that the Milojevic study is essentially negative. 
  
Info 05 Apathy and dementia  
P-value plot for van Dalen meta-analysis 
Van Dalen et al. (2018) present a meta-analysis of studies that examine an association of apathy 
with dementia. We compute a p-value for each of the 12 studies used, rank the p-values from 
smallest to largest and plot them against the integers, 1, 2, …,12. Data taken from van Dalen is 
given in Table 1. P-value calculations are also given in Table 1.  
If there are no effects, the p-value plot will be linear, 45-degree line. If there is a consistent 
effect, the plot will be linear with a slope less than 45 degrees. If the results are heterogeneous, 
then there will be a bilinear response, p-values on the left will have a shallow slope and p-values 
on the right will have a 45-degree line.  
We observe what appears to be a bilinear effect. 
The p-value plot is given as Figure 1. A quadratic fit is substantially better than a simple linear 
fit, p<0.004, Figure 1.  
Comment: The gap in Figure 1 between points 8 and 9 could be chance, but it is also consistent 
with negative studies not being published. 
  
Table 1. Data taken from van Dalen, Figure 1.  
 
 
Figure 1. P-value plot of van Dalen data set. 
 
  
Info 06: Questionable Research Practices 
The paper by Fraser et al. (2018) does not paint a pretty picture of ecology and evolution. 
Fraser et al. (2018) is worth a read. Here is their Abstract (italics added): 
We surveyed 807 researchers (494 ecologists and 313 evolutionary biologists) about their 
use of Questionable Research Practices (QRPs), including cherry picking statistically 
significant results, p hacking, and hypothesising after the results are known (HARKing). 
We also asked them to estimate the proportion of their colleagues that use each of these 
QRPs. Several of the QRPs were prevalent within the ecology and evolution research 
community. Across the two groups, we found 64% of surveyed researchers reported they 
had at least once failed to report results because they were not statistically significant 
(cherry picking); 42% had collected more data after inspecting whether results were 
statistically significant (a form of p hacking) and 51% had reported an unexpected 
finding as though it had been hypothesised from the start (HARKing). Such practices 
have been directly implicated in the low rates of reproducible results uncovered by recent 
large scale replication studies in psychology and other disciplines. The rates of QRPs 
found in this study are comparable with the rates seen in psychology, indicating that the 
reproducibility problems discovered in psychology are also likely to be present in 
ecology and evolution. 
They describe science as transforming “ugly initial results into beautiful articles”. Everyone likes 
a good story. 
There are repeated failures to reproduce a large proportion of results in the published literature. 
What are the ways in which this transformation, ugly to beautiful, process is susceptible to 
confusion and corruption? 
Researchers have a very successful business model: 
1. Ask a lot of questions (p-hacking) (also sculpt data and change statistical models) 
2. Make up a rationalization after the fact (HARKing); tell a good story. 
3. Do not give up their data set to anyone. 
Many researchers have no “skin in the game”. They are using other people’s money and their 
future livelihood does not depend to the validity of claims made. Are they trustworthy? 
 
  
07 Info Examples of meta-analysis p-value plots. 
1. Lancet PM10/PM2.5. 
 
 
2. JAMA paper. 
 
  
3. JAMA Open meta-analysis of RCTs. 
 
 
4. Nutrition study 1, American Journal of Clinical Nutrition. 
Figure 1                                                                                  Figure 2 
 
The authors claim an overall effect, which appears questionable/unreasonable from Figure 1.  All 
but one of the p-values are non-significant. The authors fail to note one extremely small p-value, 
0.00074348, that completely dominates the overall effect. Figure 2 plots the -log10 of the p-
value against its expected value. All the points but one fall on the no effect line. The study with 
the very small p-value merits examination.  
 
5. Nutrition Study 2, food frequency questionnaire study. 
 
The typical food frequency questionnaire study will have 60-200 foods at issue. Common 
practice is to write a paper around a nominally statistically significant result. Here we see the 
typical hockey stick p-value plot but with no p-values above ~0.40. What is going on??? There 
could well be reporting bias in that many studies looked at the food at issue in this study but 
reported on other foods and did not report on the nonsignificant food at issue on this study. The 
smallest two p-values reported were 0.00000859784 and 0.000057423. If those p-values are real, 
then it is very unlikely to get a p-value as large as 0.42265814. We appear to have a mixture. 
  
 6. Example from PLOS 2015, polychlorinated biphenyl (PCB). 
 
The general pattern is of points falling on a 45-degree line indicating no effect. There are two 
very small p-values, 0.00004065 and 0.0066507, which would normally be taken as indicating a 
real effect but for the many non-significant findings. The authors look at various subgroups of 
the studies and conclude “Our meta-analysis based on the selected studies found group II and 
group III PCB exposure might contribute to the risk of breast cancer.” Italics added.  
 
 
 
