We present systematic ab initio calculations of the puddle correlations between adjacent layers of twodimensional materials in the presence of both charged impurity and strain disorder potentials using the examples of monolayer and bilayer graphene. For the first time, our analysis yields unambiguous first-principles quantum corrections to the Thomas-Fermi densities for interacting two-dimensional systems described by orbital-free density-functional theory. Specifically, using density-potential functional theory, we find that quantum corrections to the quasi-classical Thomas-Fermi approximation have to be taken into account even for heterostructures of mesoscopic size. In order for the layer puddles to be anti-correlated at zero average carrier density for both layers, the strength of the strain potential has to exceed that of the impurity potential by at least a factor of ten, with this number increasing for smaller impurity densities. Furthermore, our results show that quantum corrections have a larger impact on puddle correlations than exchange does, and they are necessary for properly predicting the experimentally observed Gaussian energy distribution at charge neutrality.
I. INTRODUCTION
The simulation of two-dimensional (2D) materials and prediction of their properties has become a mainstay of materials science over the past decade, with the promise and realization of valuable applications in both industrial technology and fundamental research [1] . Theoretical advances and computational methods for 2D materials have been advanced into a sophisticated machinery that enables researchers to deal with ever more realistic settings [2] . The widely used Kohn-Sham density functional theory (KS-DFT) [3, 4] presents one particularly popular ab initio approach with the capability of accurately handling hundreds of interacting particles, although the development of functionals for 2D systems has been lagging behind that of their 3D counterparts for various reasons [5] [6] [7] [8] [9] [10] . However, a systematic ab inito methodology that scales favorably with particle number, thereby enabling highthroughput computations of mesoscopic systems, is not yet available -with orbital-free density functional theory (OF-DFT) being the suspected saviour for almost a century [11] [12] [13] [14] [15] [16] . In fact, OF-DFT is still used in its most basic form, the Thomas-Fermi (TF) approximation, for addressing a large variety of systems, where the computational cost of orbitalbased methods like KS-DFT proves prohibitive. For instance, the effect of exchange on large disordered systems with longrange interactions was studied in Ref. [17] using OF-DFT in TF approximation. To what extent then do corrections to the TF approach play a crucial role or dominate over exchange effects in 2D materials? (They do, indeed, for a number of relevant fermionic systems, ranging from atomic Fermi gases to molecules and single atoms.)
The most severe obstacle for OF-DFT in taking over as the workhorse of theoretical chemistry and materials science is the lack of accurate, reliable, systematic, and preferably universal quantum corrections to the quasi-classical TF approximation, in particular for the kinetic energy of low-dimensional systems [18] [19] [20] [21] [22] . While ad-hoc corrections to the quasiclassical limit and heuristic approximations are available for kinetic energy and particle density of low-dimensional systems [23, 24] , successful derivations of systematic and consistent corrections are scarce [21, 22, [25] [26] [27] . One promising route towards systematic orbital-free quantum corrections is provided by density-potential functional theory (DPFT) [21, 22, [27] [28] [29] [30] , a more flexible reformulation of the original Hohenberg-Kohn DFT [4, 31] , which circumvents the need for an explicit kinetic-energy density-functional and provides natural ways for systematic semiclassical expansions.
In this article we explore the applicability of DPFT for 2D materials by assessing quantum-corrections to the TF approximation for double-layer heterostructures of mono-and bilayer graphene. Of particular interest to us are situations that are not easily tackled with orbital-based techniques, for example 2D material sheets of mesoscopic size that are subjected to aperiodic disorder potentials. Such situations are for example of current interest in studies on Coulomb drag [32] where there exists an unsettled controversy as to whether the behavior of drag measured in experiment [33] is due to correlation [34] or anti-correlation [35] between the density fluctuations of the layers.
Our work contributes in several ways to answering some of the questions raised above. Sections II and III provide the computational framework for obtaining quantum-corrected carrier-densities of 2D materials using DPFT. The expressions for the semiclassical particle densities developed here enable us to decide whether or not the quasi-classical TF approximation is sufficient for describing at least conglomerate properties like average inter-layer correlations of heterostructures. Section IV introduces the generic double-layer system, with both layers subjected to one layer of charged impurities, while only one of the layers is strained. Charge and strain disorder potentials are expected to compete in creating correlated (from charged impurities) and anticorrelated (from strain) carrier densities in the two layers. Our model setup is designed to extract the strain strengths required for switching between correlation and anticorrelation. In Sec. V we apply our new approach to double-monolayer graphene and double-bilayer graphene. We discuss whether or not the electron-hole puddles of both layers, interacting electrostatically, require a selfconsistent inter-layer treatment. Finally, we analyse the effects of quantum-corrections and exchange energy on the correlations with the aid of phase diagrams that chart the correlation measures as functions of impurity density, carrier density, and ratios of strain and charge disorder. The appendix gathers background information on the units, system parameters, and correlation measures employed here.
II. DENSITY-POTENTIAL FUNCTIONAL THEORY
Instead of resorting to the computationally demanding orbital-based Kohn-Sham DFT, we make use of orbital-free density-potential functional theory (DPFT) [28, 29] . It is formally equivalent to the Hohenberg-Kohn formulation, but makes systematic improvements upon the TF approximation technically feasible -in particular for low-dimensional systems.
Specifically, by Legendre-transforming the kinetic energy
δn(r) , we recast the total energy of a quantum system,
as the density-potential functional
Here, the external potential V ext (r) yields the external energy E ext [n], and the particle number N is enforced via the Lagrange multiplier µ, viz. the chemical potential. From Eq. (2) we obtain the ground-state solutions of the three variables V , n, and µ by solving
and
self-consistently under the constraint N = (dr)n(r). The noninteracting case aside, we have to approximate the unknown potential functional E 1 [V − µ] and provide the equally important interaction energy E int [n] as an explicit functional of the particle density n(r). Approximate particle densities follow directly from approximations of E 1 [V − µ] (or, rather, its functional derivative) for any given potential V . As is evident from Eq. (4), V constitutes an effective singleparticle potential with interaction effects effectively included for any given density n. Following Refs. [21, 22, 27, 29, 30, and 36] we approximate E 1 by its noninteracting version as the single-particle trace
where H = H(R, P ) = T (P ) + V (R) is a single-particle Hamiltonian [37] with dispersion relation T and potential energy V , while the trace includes the degeneracy factor g. For example, g = 4 accounts for the spin and valley multiplicity of unpolarized charge carriers in the cases of mono-and bilayer graphene. Equations (3) and (5) yield the particle density [38] 
see Refs. [27, [39] [40] [41] [42] , where the time evolution operator U = e − i H t can be approximated systematically via split-operator methods, for example of the Suzuki-Trotter type [27, 43] . The quasi-classical approximation
produces the first quantum-corrected density n 3 in a series of expressions that utilize higher-order factorizations [27] of U . We give the corresponding 2D densities for linear and quadratic dispersion in Table I . In contrast to n TF (r), which is restricted to classically allowed regions of the potential and only depends on the local value V (r), n 3 (r) samples V in an extended region and exhibits evanescent tails beyond the quantum-classical border. We recover the TF densities from their quantum-corrected successors upon replacing K(r + s) and σ(r + s) by their local versions K(r) and σ(r), respectively.
III. SELF-CONSISTENT SIMULATION OF DISORDERED 2D MATERIALS
We target 2D systems with chemical potential in the vicinity of the Dirac point (the point where valence and conduction bands touch) for graphene (effective bilayer graphene). The usual tight binding approach yields noninteracting quasiparticles in a homogeneous (V ext (r) = 0) environment. The single-particle energies, viz. band structure, associated with such quasiparticles is the dispersion relation T (p) whose operator version appears in Eq. (5) . T (p) can be an arbitrary function, but for the purpose of this work we shall restrict ourselves to the analytically more tractable cases of linear and quadratic dispersion [44] . Upon adding external potentials V C (r) and V S (r) that model charged impurites and strain, respectively, we initiate the self-consistent loop of Eqs. (3) and (4) by evaluating the density (denoted n − (r) for the quasiparticles that follow the dispersion of the conduction band) with V − (r) = V ext (r) = V C (r) + V S (r). The density n + (r) of valence quasiparticles, which follow the inverted dispersion, e.g. T (p) = −v F |p| in the case of graphene, is built from the same density expression as n − (r) but takes as an input the inverted potential V + (r) = 2 (µ + ∆) − V − (r), with an optional bandgap ∆. The such obtained carrier density n(r) = n − (r) − n + (r) updates the effective potential via the interaction contribution in Eq. (4).
As an approximate interaction energy E int [n], we employ the regularized Hartree term for the Coulomb energy,
where b is half the lattice constant of the numerical implementation and W = v F r s , with the ratio r s of Coulomb potential energy and kinetic energy for graphene. Upon functional differentiation, Eq. (7) leads to the Hartree potential [45] V
as an approximate interaction contribution in Eq. (4). Eyeing means of comparison and higher accuracy, we may supplement E H with an exchange energy [46] , leading to the exchange potential V X ; see Appendix B for details. The updated effective potential V then determines a new quasiparticle density n − (r) via Eq. (3), thereby closing the self-consistent loop. This process is repeated until a predefined relative precision is reached (we find 10 −6 to be sufficient) when comparing the local densities of subsequent loop iterations. The chemical potential is adjusted in each iteration to enforce a given particle number, viz. average carrier density. Figure 1 highlights the differences in the converged quasiparticle densities n TF and n 3 of a single graphene layer with and without exchange. Both exchange and quantum corrections tend to decrease the peaks of the density landscape. This effect is well-known in the case of exchange [17] , and a smoothening of the carrier density in an external potential V C is to be expected when tunneling starts to play a role with the inclusion of quantum corrections. In fact, when comparing the corresponding densities in Fig. 1 we find that quantum corrections considered in this work can dominate over exchange effects. The analysis of disorder averages reveals a striking instance of this observation. As observed in Fig. 1 for a single disorder realization, n 3 and n TF differ in their density distribution function. For n 3 the integration over a finite region in the disorder landscape, see Table I , tends to result in smoother densities compared with n TF . This effect can be quantified by density histograms compiled from many disorder realizations. The density histograms in Fig. 2 , calculated for a graphene monolayer on SiO 2 withn imp = 10 12 /cm 2 , corroborate the snapshot of one disorder realization in Fig (top). Although exchange also shows visibly less pronounced densities in Fig. 1 , this effect stems from a global reduction in density variance rather than a redistribution of densities from very small towards intermediate values. The distributions of the quantum-corrected densities (including exchange) are captured by their Gaussian ('G') or Lorentzian ('L') fits (with offset) more accurately than the distributions resulting from the TF approximation. This observation is in line with experimental results for graphene that point towards Gaussian distributions of density and energy in the presence of charged disorder [47, 48] . In Fig. 2 we compare our calcu-lations 'n TF (+X)' and 'n 3 (+X)', with their Gaussian fits 'G' and 'G(TF)', directly with the experimental data 'exp.' from scanning tunnelling spectroscopy; cf. Ref. [48] . We find our quantum-corrected approach to predict the experimental data much better than what can be obtained from the TF approximation -in both qualitative and quantitative terms. In view of this stark improvement over the TF approximation, we want to stress again that our quantum-corrected density expressions are based on first principles without adjustable parameters or fits, and rely solely on controlled approximations to quantum mechanics. count/bin
Frequency
Quantum corrections are crucial for obtaining the experimentally observed Gaussian energy distribution function for monolayer graphene on SiO2 at charge neutrality. Left: Density histograms for nTF and n3, with and without exchange (X), for 500 disorder realizations with nj = 0. We choose the bin widths for the densities such that 100 counts per bin are obtained on average. In contrast to the TF approximation, the quantum-corrected density distribution n3 (including exchange) is captured reasonably well by a Lorentzian and even better by a Gaussian fit. Right: Translating local densities into energies ED = sgn n(r) vF π|n(r)|, with the signum function sgn( ), we find that the local quantum-corrected energies ED follow a Gaussian distribution that resembles the Gaussian fit to the experimental data 'exp.' (extracted from Ref. [48] ) remarkably well. This is in stark contrast to the results of the TF approximation. We convert counts/bin into frequencies by renormalizing the histograms with the maxima of the Gaussian fits 'G' and 'G(TF)', respectively.
IV. DOUBLE LAYER SETUP
The treatment of monolayers in the previous section forms our basis for the description of more complicated heterostructures. Figure 3 illustrates a two-layer system, where both layers L1 and L2 are sandwiched between h-BN and subjected to a charged impurity layer from the SiO 2 substrate. We expose L2 to the same charge disorder that affects L1, though at a larger separation, but refrain from adding disorder on L2 in order to avoid confusing inter-layer correlation effects with effects from independent disorder on L2. For the same reason we model the strain of L1 and the charge disorder by the identical type of disorder, albeit in different realizations. The layer separation of 5 nm suffices to justify a merely classical electrostatic interaction between L1 and L2, i.e., inter-layer tunneling of charge carriers can be neglected -in contrast to intra-layer tunneling through the disorder potential landscape. The latter is missed by densities in TF approximation but captured (in part) via the higher-order Suzuki-Trotter factorizations.
In what follows we address the puddle correlations between L1 and L2 as a function of the ratio R between the disorder strength of the strain and that of the charged impurities. Further details are provided in Appendix C. The sum of V C and V S results in electron-hole puddles within the first layer L1, whose electrostatic potential adds to the external potential V C for the charge carriers in the second layer [49] . We expect maximal puddle correlation if R = 0, that is, when no strain can obscure the then dominating effect of the charged impurities on both layers: Owing to the intra-layer Coulomb interaction, the puddles in L1 are much reduced in weight compared with the case of noninteracting carriers. That is, the tendency of a puddle in L1 to electrostatically induce a puddle of opposite charge in L2 is overcompensated by the charge disorder, which exhibits the tendency to induce a puddle of the same charge [50] . Following the same line of reasoning, we expect maximal anticorrelation if R = ∞, with the transition from correlation to anticorrelation occuring at some value R > 1.
In the following section we substantiate these claims with quantitative predictions for graphene and bilayer graphene. For the purpose of revealing the impact of strain and charge disorder on the electronhole-puddle correlations between L1 and L2, we model L2 as an unstrained clean layer. We use the same setup for analyzing both monolayer and bilayer graphene heterostructures.
V. DENSITY CORRELATIONS IN DOUBLE-LAYERS OF MONO-AND BILAYER GRAPHENE
We quantify the inter-layer correlations of electron-holepuddles of the double-layer system described in Sec. IV by solving Eqs. (3) and (4) self-consistently [51] and by comparing the converged carrier densities n 1 = n(L1) and n 2 = n(L2) of layers L1 and L2 locally. To that end we calculate the two correlation measures ξ[n 1 , n 2 ] and ξ c [n 1 , n 2 ], which yield a value of one for perfectly correlated electronhole puddles (i.e., if the density distribution n 2 is proportional to n 1 and their values have the same sign at each position r), minus one for perfect anticorrelation (i.e., if n 2 is proportional to −n 1 ), and are designed for tracking the transition between these two extremes; see Appendix D for details. Figure 4 depicts potentials and densities for graphene, viz. linear dispersion, calculated for mean carrier densities n j = 0 and equal strengths of strain and charge disorder (ratio R = 1). Due to the screening effects of the Coulomb interaction within L1, the effective potential for L1 exhibits less variability then the total external potential, i.e., the sum of the disorder potentials V C and V S . The quasiparticle density n 1 of L1 , which can be viewed as resulting from this effective potential, induces an external electrostatic potential for the carrier density n 2 of L2. However, for R = 1 the charge disorder potential dominates the total external potential for n 2 with magnitudes by a factor of more than 50 larger than those of the electrostatic potential caused by n 1 . For the setting that leads to Fig. 4 , the magnitudes of the total external potential for L2 are smaller than those of L1 by a factor of 3-5. Fig. 3 . The color codes are in units of u for energy and l −2 for density, respectively, and apply to both graphics in each row. Top row: Charged impurity potential VC (left) and strain potential VS (right) for L1 -Second row: Total external potential Vext (left) and converged effective potential V (right) for L1 -Third row: Charged impurity potential VC for L2 (left) and electrostatically induced potential V ind on L2 from the charge distribution n1 of L1 (right, scaled up by a factor of 50) -Fourth row: Total external potential Vext (left) and converged effective potential V (right) for L2 -Bottom row: Converged carrier densities n1 (left, scaled by a factor of 1000) and n2 (right, scaled by a factor of 5000).
As a result, the density fluctuations of n 2 are diminished compared with those of n 1 by a factor of 5-10. It is therefore well justified to refrain from a self-consistent treatment of the electrostatically induced potentials V ind of both layers, and to consider only V ind stemming from n 1 . As is evident from the bottom row of Fig. 4 , the spatial distributions of n 1 and n 2 are correlated rather than anticorrelated for R = 1.
Repeating the calculation which yields the results illustrated in Fig. 4 for different values of R, we find the critical value R 0 at the transition from inter-layer correlation to anticorrelation. The correlation measure ξ signifies inter-layer puddle-correlation (anticorrelation) by taking on positive (negative) values. The corresponding diagram in Fig. 5 , calculated with charged impurities densityn imp = 10 12 cm −2 , exhibits R 0 ≈ 10 ± 2 when n 3 is used, and a similar value in the case of n TF . Here, we take into account exchange effects and report a rough error estimate simply based on our numerical findings from five disorder realizations [52] . Evidently, the disparity in electron-hole puddle landscapes between n 3 and n TF as seen in Fig. 1 does not translate into an appreciable difference between ξ (3)+X (for n 3 ) and ξ TF+X (for n TF ).
Although it is not surprising per se that integrated quantities like ξ are less sensitive to local differences between n 3 and n TF , it cannot be assumed a priori. Our quantitative analysis shows that a quasi-classical approach to inter-layer correlations in monolayer-graphene heterostructures is justified in case of rather large impurity densities like of 10 12 cm −2 used for Fig. 5 . Commonly, however, the TF approximation is less reliable for smaller particle numbers, and quantum corrections can be expected to play a more dominant role as the carrier density is reduced. The disorder potential for smallern imp is less pronounced and gives rise to puddles that exhibit smaller carrier densities on average. Indeed, withn imp = 10 11 /cm 2 employed for Fig. 6 , the quantumcorrected ξ (3)+X can be clearly distinguished from the quasiclassical ξ TF+X . Our data shown in Fig. 6 point to the critical value R TF+X 0 ≈ 15 ± 2 with an error estimate similar to that in Fig. 5 . An increased R 0 at lowern imp can be understood from the following simplified picture. With typical values v C | d and v S of the charge and strain potentials for L1 and neglecting interactions, we have typical values
approximately n TF (L1) ∝ v 2 S at R ≈ 10. Then, the typical TF density in L2 is determined by v ext (L2 
S are roughly equal ifn imp = 10 12 /cm 2 and R = 10. For a scaledn imp = λ × 10 12 /cm 2 and the same R = 10, v ext (L1) scales with λ as well, but the typical values of n TF (L1) then scale like λ 2 v 2 S , such that v ext (L2) = λ v C |d + λ 2 v ind . For the case of λ = 1/10, as represented by Fig. 6 , the strength of v ind , relative to v C |d, is diminished by a factor of ten. As strain feeds into v ind , not into v C |d, (relatively) more strain is required to counteract the effect of v C |d, implying a larger critical R 0 at lower impurity densities. Disregarding the uncertainties for the critical R, one could estimate R Our main result is thus that corrections to the TF approximation can become important even for integrated or averaged observables of 2D materials -given the proper conditions, for example, small carrier densities. At lower values ofnimp, quantum corrections lead to stark differences in the crossover behavior. Here we repeat the plot in Fig. 5 , but fornimp = 10 11 /cm 2 , and an increased sheet size to ensure enough disorder statistics (640 impurities on (800 nm) 2 ). The extended crossover of ξ (3)+X from correlation to anticorrelation contrasts with the pattern observed in Fig. 5 and heralds the emergence of quantum-effects (i.e., major deviations from ξ TF+X ) with decreasing particle numbers.
We briefly turn to the impact of exchange effects in interlayer correlations. Since quantum corrections modify the TF carrier distributions of the individual layers more profoundly than exchange does, cf. Fig. 1 , we expect that exchange plays a minor role in determining carrier correlations of doublelayer systems. This is confirmed with Table II in Appendix B, where ξ is determined in TF approximation for a single disorder realization, with and without exchange. In view of the magnitude of uncertainties displayed in Figs. 5 and 6 we find negligible quantitative differences when omitting or including exchange.
Our results on double bilayer graphene in Fig. 7 show a slight quantitative difference between the transitions of ξ (3) and ξ TF for the here employed density of charged impuritiesn imp = 10 12 cm −2 . However, the overall trend for both approximations is still very similar and the spread of ξ, originating in multiple disorder realizations like in Figs. 5 and 6, still implies R 
0 ≈ 10 ± 3 for the transition from correlated to anticorrelated carrier densities, but a somewhat smaller value R TF 0 ≈ 8 ± 1 in case of the TF approximation. Similar to our observations for doublemonolayer graphene, we find that quantum corrections have little effect in the case of double-bilayer graphene fornimp = 10 12 cm −2 . Figure 8 provides another angle on the transition from correlation to anticorrelation for double bilayer graphene: For fixed n 1 = 0 we chart ξ TF as a function of n 2 and find a qualitative change in the shape of the curves ξ( n 2 ) as R transits across R TF 0 ≈ 8, consistent with our findings in Fig. 7 . The qualitative change in the curves ξ( n 2 ) as R crosses R 0 can be understood from the illustration in Fig. 8  (bottom) : The shaded areas represent the value of the effective potential (height) relative to the chemical potential µ = 0 along a spatial direction (width), while the areas filled with '+/−' symbols depict the situation for µ = −1. Since the TF densities are proportional to (µ − V ) 2 , the correlation measure ξ can be evaluated manually with little effort; roughly speaking, in order to extract ξ, these pictorial 'electron-hole' areas of both layers are simply multiplied pointwise and summed up, with weights appropriate for their spatial extension. Let the effective potential V (L1) at R = 0 be represented by the shaded areas in Fig. 8 (bottom  left) , which are chosen such that n 1 = 0 for µ(L1) = 0. For the sake of the argument we also set V (L2) = V (L1) in the case of R = 0, i.e. n(L1) = n(L2). This model results in ξ = 1 for µ(L2) = 0 and ξ < 1 for µ(L2) = 0, and so reflects the situation in Fig. 8 (top) for R = 0. For R = 8 we suppose that the strain leads to the effective potential V (L2) = V (L1), depicted by the shaded areas in Fig. 8 (bottom right) for µ(L2) = 0. Indeed, for µ(L2) = 0 we find ξ = 0 since n(L1)n(L2) = 0, while ξ < 0 for µ(L2) = −1 (⇔ n(L2) < 0 ) and ξ > 0 for µ(L2) = 4 (⇔ n(L2) > 0 ). This confirms, in a qualitative and intuitive manner, the dependence ξ = ξ(R, n(L2) ) observed in Fig. 8 (top) . 
VI. CONCLUSIONS AND PERSPECTIVES
The main result of this work is thus that both exchange and quantum corrections beyond the Thomas-Fermi approximation are essential for quantitatively reliable density distributions in the context of 2D materials. While exchange plays a minor role for some integrated quantities like inter-layer correlations of double-layer systems, quantum corrections become important for smaller average carrier-densities, viz. cleaner systems. In other words, systems like graphene on boron nitride samples withn imp ≈ 10 10 cm −2 call for a more sophisticated description than the Thomas-Fermi approximation can provide. We showed that the regime of high carrier densities may still be described quasiclassically in the computationally highly efficient Thomas-Fermi approximation. For specific systems, however, quantum corrections have to be taken into account at the quantitative level. In this work we provided one such example when analyzing the crossover from correlation to anticorrelation in bilayer heterostructures of 2D materials. We focussed on describing double-layers of mono-and bilayer graphene via recently developed techniques of calculating quantum corrections, but our approach can be easily adapted for other heterostructures.
Turning to the issue of Coulomb drag [33] , our analysis reveals that the strain potential has to be at least ten times stronger than the impurity potential in order for anticorrelation between the layers to occur in both monolayer and bilayer graphene. Any strain potential weaker than this will result in correlation. The DPFT framework presented here thus provides the following path towards an experimental verification of the nature of correlations in graphene heterostructures, a non-trivial task since it is impossible to directly measure the local densities of encapsulated 2D layers via local scanning tunneling microscopy. The strength of the strain potential [53] may first be extracted from local height fluctuation data obtained via atomic force microscopy [54] , followed by the impurity strength from conductivity measurements [55] . The resulting ratio R may then be compared against Figs. 5 to 7 to determine the nature of correlation between the layers. This would be especially useful for clarifying the source of the unexpected sign changes [56] [57] [58] in Coulomb drag experiments that have been explained by earlier works simply asserting correlation [34, 59] or anti-correlation [33, 35] without proof. In the case of bilayer graphene, Ref. [60] theoretically demonstrated that a multiband mechanism based on the thermal smearing of Fermi energy in both layers explains the unexpected sign changes at high densities where puddles may be ignored. A complete analysis at the double neutrality where both puddles and multiband effects are important is however still lacking. In future, this may be addressed by generalizing the DPFT framework presented here to incorporate multiband effects [60] in the determination of puddle-induced quantities such as the interlayer correlation and density fluctuations.
Finally, the findings of this work are useful in the study of van der Waals heterostructures [1] consisting of a pair of two-dimensional electronic layers separated by thin dielectric spacers. These structures serve as ideal platforms for the study of a range of interesting physical effects such as exciton condensation [61] [62] [63] [64] and strong light-matter interaction [65] [66] [67] and are thus an area of intense research activity. It is likely that the inter-layer puddle correlations calculated within this work plays a role in the above physics. TABLE II. The correlation measure ξ, given in Eq. (D1), as a function of the ratio R between strain and disorder strength (cf. Eq. (C2)) for one disorder realization of double monolayer graphene in TF approximation, with and without exchange (X). In absolute numbers on the relevant scale of [−1, 1] for the correlation measures and regarding the spread of ξ due to different disorder realizations, cf. Fig. 5 , we find exchange effects to be insignificant for investigating correlations between the two layers L1 and L2. We made the same observation for different disorder realizations. We separate the sheet (with optional strain) of the first layer L1 from the plane that holds the charged impurities by d = 1 nm, cf. Fig. 3 . The impurity-induced Coulomb potential in a sheet at distance d reads
where C takes on values c i ∈ {−1, 0, 1} randomly on the grid points i ∈ {1, . . . , Λ}. We employ an average density of charged impurities n imp (e.g., 10 12 cm −2 , corresponding to 400 impurities on L 2 ), with half of the impurities positively charged, such that the net charge in the impurity plane is zero. We model the strain as V S (r) = R W dr C (r )
with R controlling the relative impact of strain and charged impurities, whileC and C represent different disorder realizations of the same type. In case of the double-layer structure, the second sheet is not affected by V S , but only by the charged impurities at a distance ofd = 6 nm, cf. Fig. 3 , and by the electrostatic potential from the converged carrier distribution n 1 on the first sheet:
V ext (L2)(r) = V C (r)| d=d + dr W n 1 (r + r )
(C3)
Appendix D: Correlation measures
In Section V we use a normalized version of the interlayer correlation measure [2] ξ[n 1 , n 2 ] = (n 1 − n 1 )(n 2 − n 2 ) n 1,rms n 2,rms (D1)
to quantify the degree of (anti-)correlation between the density distributions n 1 and n 2 . Here, n j = 1 Λ Λ i=1 n j (i) is the mean of the discretized density of layer j on the grid points i ∈ {1, . . . , Λ}, and the root mean square of the density fluctuations in layer j is n j,rms = (n j − n j ) 2 . Comparison between the correlation measures ξ and ξc for the TF densities, including exchange. As expected, ξc provides more contrast than ξ, but its increased variance renders it less useful for our purposes.
To check for spurious artefacts of the correlation measure ξ in Eq. (D1) and provide an error estimate for the (anti-)correlations, we also consider the alternative measure ξ c [n 1 , n 2 ] = (n 1 − n 1 c )(n 2 − n 2 c ) c n 1,rms,c n 2,rms,c ,
which yields stronger contrast between situations of correlation and anticorrelation -at the expense of larger variance; cf. Fig. 10 . Here we define the average
of a quantity A and the corresponding root mean square n j,rms,c = (n j − n j c ) 2 c . The characteristic function χ c (i) at grid point i equals one if n j (i) / ∈ I j (for both j = 1, 2) and zero otherwise [71] -with the cutoff interval I j = [min i {n j (i)} + c ∆ j , max i {n j (i)} − c ∆ j ] and the den-sity spread ∆ j = max i {n j (i)} − min i {n j (i)}. We choose c = 0.4 to dismiss the fluctuations of correlation at small local carrier density. Owing to its increased variance, we refrain from depicting ξ c in Sec. V.
