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ABSTRACT
We investigate the behavior of a counterflow diffusion flame subject to a flow
field comprising of a first order potential flow superimposed on a weak sec-
ond order correction to the potential flow. An Arrhenius one-step irreversible
reaction model at infinite Damko¨hler number and constant density is consid-
ered. This simplified model is then used to study the distribution of fuel and
oxidizer mass fractions, shape of the reaction sheet, and the temperature
field. The temperature of the reaction sheet for the unity Lewis numbers
is constant and is shown to be equal to the adiabatic flame temperature.
The temperature of the reaction for the unequal Lewis number case is also
shown to be constant and is equal to the stoichiometric flame temperature.
In addition, we also show that the reaction sheet always takes the shape
of the seperatrix, independent of fuel-oxidizers Lewis numbers and mixture
strength.
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CHAPTER 1
INTRODUCTION
Combustion, without any stretch of hyperbole, is the most important reac-
tion known to man. It is also one of the most complex physical phenomenon
known. The governing equations of combustion or chemically reacting flows,
the Navier-Stokes equations supplemented by the mass balance of species
involved in combustion are difficult to solve numerically and probably im-
possible to solve analytically. Thus, the treatment of these equations require
simplifications based on physical reasoning. Fundamental understanding of
the physics of a combustion system is best achieved by making these sim-
plifications. The models built based on these simplifications retain the main
features of combustion and the simplified governing equations thus obtained
can be solved analytically or numerically to gain rich insight into the physical
phenomena occurring at various regions of flow field and their effects on the
system as a whole.
In general, flames are divided into types: Premixed flames in which the
fuel and oxidizer are premixed before ignition occurs, and diffusion flames
where fuel and oxidizer meet coinciding with the onset of combustion. In
this document, we will concern ourselves with diffusion flames.
In diffusion flames, the reaction between occurs at the interface between
the fuel and oxidizer. Further, the rate of burning depends more upon the
rate of mixing than on the rates of the chemical processes involved. Some
of the types of diffusion flames are combustion of a spherical fuel droplet,
jet diffusion flames etcetera. But, the most commonly studied type of dif-
fusion flame is the counterflow diffusion flame. In the classical problem of
a counterflow diffusion flame, a stream of gas containing fuel, usually mixed
with a noble gas emanating at one end impinges against another stream of
gas containing the oxidizer emanating at the opposite end as shown in the
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Figure (1.1). It is assumed that at the far left of the system there is only fuel
and no oxidizer and vice-versa on the far right. The reaction takes place in
a region called the reaction zone.
Theories of diffusion flames find their roots in the seminal work by Burke
and Schumann (1928). This paper provides a mathematical description for
diffusion flames by introducing the infinite rate chemistry limit or the Burke-
Schumann limit. Their paper also hypothesized that the fuel and oxidizer
arriving from opposing ends are instantaneously and completely consumed
along the interface where they meet. It was realized in subsequent works
[Kassoy and Williams (1968)] that the Burke-Schumann limit corresponds to
the asymptotic limit of large Damko¨hler number, D, which represents the
ratio of flow time to the chemical reaction time. Further, it was found that
the interface where the fuel and oxidizer meet is a thin reactive-diffusive layer
of thickness of the order, D−1/3. This thin layer is called the Reaction Sheet.
This reaction sheet divides the combustion system into two regions: the fuel
region, where there is no oxidizer, and the oxidizer region where there is no
fuel. The fuel and oxidizer regions are reaction free and are dominated by
convective-diffusive transport and all the chemical activity is confined to the
reaction sheet.
One of the aspects of counterflow diffusion flames that has not been in-
vestigated yet is how the reaction sheet behaves when it is curved. Thus,
the objective of this article is to investigate the shape and temperature of
the reaction sheet at the Burke-Schumann limit and hence further our un-
derstanding of counterflow diffusion flames. We divide our investigation into
two parts- the first being the case when the Lewis numbers of the fuel and
oxidizer are unity, and the second when the Lewis numbers of the fuel and
oxidizers are unequal. To achieve our objective, we build a lower order model
of the combustion system instead of solving the entire gamut of the governing
equations. The details of this model are given in the subsequent chapters.
2
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Figure 1.1: Combustion System
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CHAPTER 2
MATHEMATICAL DESCRIPTION AND
GOVERNING EQUATIONS
In a classical counterflow diffusion flame, as given in figure (1.1) of the previ-
ous chapter, the velocity field, V˜ as a function of coordinates (x, y) is given
by,
V˜ (x, y) = (u˜, v˜) = (−2γx, 2γy), (2.1)
where γ is the strain rate (with units 1/s). Further, in our problem, the
chemical activity is modeled according to the one step irreversible reaction,
νFF + νOO → {Products}+Q,
where F and O identify the fuel and oxidizer respectively, νF and νO are
the stoichiometric coefficients corresponding to fuel and oxidizer respectively,
and Q is the total heat release in the process. The equation is assumed to
be the Arrhenius type with overall activation energy E and pre-exponential
factor, B. Assuming first order dependence of the rate of reaction on both
the fuel and oxidizer, the reaction rate is of the form,
ω˜ = B
(
ρ˜ Y˜F
WF
)(
ρ˜ Y˜O
WO
)
e−E/RT˜ ,
where ρ˜, T˜ are the density and temperature of the mixture, Wi the molec-
ular weight of species i; R is the universal gas constant. The tilde denotes
dimensional quantities. Let p˜ be the pressure, Y˜F and Y˜O the fuel and oxi-
dizer mass fractions, the governing equations of the system assuming no body
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forces are:
∂ρ˜
∂t˜
+ ∇˜ · ρ˜ V˜ = 0, (2.2)
ρ˜
DV˜
Dt˜
= −∇˜p˜+ µ∇˜2V˜ , (2.3)
ρ˜cp
DT˜
Dt˜
− ∇˜ · (λ∇˜T˜ ) = Q ω˜, (2.4)
ρ˜
DY˜F
Dt˜
− ∇˜ · (ρ˜DF ∇˜Y˜F ) = −νFWF ω˜, (2.5)
ρ˜
DY˜O
Dt˜
− ∇˜ · (ρ˜DO∇˜Y˜O) = −νOWOω˜. (2.6)
The above equations represent the mass, momentum, and energy of the
whole mixture and species equations for fuel and oxidizer respectively. The
operator D/Dt˜, represents the substantial derivative and ∇, the gradient
operator. The mixture properties are identified as thermal conductivity, λ;
specific heat at constant pressure, cp; coefficient of viscosity (µ). These
properties are assumed to be constant with respect to the thermodynamic
quantities. Further, the molecular diffusivities are assumed to be linearly
dependent on temperature such that ρDi are independent of temperature.
The reaction is assumed to be taking place in open space with the character-
istic velocity much less than the speed of sound because of which it can be
assumed that the changes in pressure due to change in momentum as gov-
erned by equation (2.3) are negligible. Under this assumption, the pressure
of the combustion system, P˜ can be assumed to be equal to constant, say
P˜c. Subsequently, the equation of state boils down to
P˜c = ρ˜RT˜ /W, (2.7)
where W is the molecular weight of the mixture which is also assumed to be
constant. Equations (2.2)-(2.7) are non-dimensionalized as follows:
The mass fractions of the fuel and oxidizer at their corresponding inlets
are Y˜Fu and Y˜Ou respectively. The local mass fractions of the fuel and oxidizer
are normalized with Y˜Fu and Y˜Ou respectively and we thus obtain,
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YF =
Y˜F
Y˜Fu
,
YO =
Y˜O
Y˜Ou
.
Length, velocity and time are scaled with respect to (Dth/γ)1/2, (Dthγ)1/2
and 1/γ respectively, where γ is the characteristic strain rate, Dth = λ/ρ˜0cp
is the thermal diffusivity where ρ˜0 is the characteristic density. Pressure
is scaled with P˜0 = λγ/cp; temperature is scaled with T˜−∞, which is the
temperature at the fuel and oxidizer inlets. Density is scaled with ρ˜0 =
λγW/cpRT˜−∞. The rate of reaction ω˜ is scaled with ω˜0 = ρ˜0Y˜Fuγ/νFWF .
After non-dimensionalizing, the following set of equations are obtained:
∂ρ
∂t
+∇ · ρV = 0, (2.8)
ρ
DV
Dt
= −∇p+ Pr∇2V, (2.9)
ρ
DT
Dt
−∇2T = qω, (2.10)
ρ
DYF
Dt
− 1LF∇
2YF = −ω, (2.11)
ρ
DYO
Dt
− 1LO∇
2YO = −φω, (2.12)
ω = Dρ2YFYO exp
{
β(T − Ta)
TTa
}
. (2.13)
In equation (2.13), ω is the non-dimensionalized chemical reaction rate; Ta
is the non-dimensionalized adiabatic temperature. Other parameters in these
equations are: Lewis numbers LF = Dth/DF of the fuel and LO = Dth/DO
of the oxidizer; the heat release parameter q = QY˜Fu/νFWF cpT˜−∞ ; the
activation-energy parameter β = E/RT˜−∞; the Prandtl number Pr = µcp/λ.
φ is called the initial mixture strength which is the ratio of the oxidizer
mass fraction supplied to the oxidizer side and the mass fraction of the fuel
supplied to the fuel side normalized the mass-averaged stoichiometric coeffi-
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cient ratio, ν, hence,
ν =
νOWO
νFWF
,
φ =
Y˜Fu/Y˜Ou
1/ν
=
Y˜Fu/νFWF
Y˜Ou/νOWO
.
The Damko¨hler number, D, is given by
D =
Bρ˜0Y˜OuνOWO
γ
exp
(−β
Ta
)
(2.14)
Because of the non-linear nature of the governing equations, we make certain
assumptions in order to make the problem more tractable. Firstly, we assume
the reaction to occur at the Burke-Schumann limit− this corresponds to an
infinite Damko¨hler number, i.e, the reaction time is much shorter than the
flow time. Under this assumption, all the chemical reactions are confined
to the reaction sheet with no chemical activity in the other regions in the
domain. Further, to decouple the momentum equation from the energy and
species equations, we assume that the density is constant and hence, ρ = 1.
Invoking the aforementioned assumptions and assuming the system to be at
steady state, the governing equations modify into:
∂u
∂x
+
∂v
∂y
= 0, (2.15)
u
∂u
∂x
+ v
∂u
∂y
= −∂p
∂x
, (2.16)
u
∂v
∂x
+ v
∂v
∂y
= −∂p
∂y
, (2.17)
u
∂T
∂x
+ v
∂T
∂y
−∇2T = 0, (2.18)
u
∂YF
∂x
+ v
∂YF
∂y
− 1LF∇
2YF = 0, (2.19)
u
∂YO
∂x
+ v
∂YO
∂y
− 1LO∇
2YO = 0. (2.20)
It has to noted that equation (2.19) is valid in the fuel region and equation
(2.20) is valid in the oxidizer region. Because of the assumption of infinite rate
chemistry and more importantly because of fact that the chemical activity
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is confined to the reaction sheet, the temperature and mass fractions are
continuous across the reaction sheet (whose position is given by xf ), but their
derivatives aren’t and hence we have to supply appropriate jump conditions
to close the problem. They are as follows:
JT Kxf = JYF Kxf = JYOKxf = 0, (2.21)s
∂T
∂n
{
xf
= − qLF
s
∂YF
∂n
{
xf
= − q
φLO
s
∂YO
∂n
{
xf
, (2.22)
where n is the direction of the local normal of the reaction sheet. Further,J.Kxf denotes the jump in the quantity in the brackets across the coordinate
given by the subscript, xf .
Further, in the theoretical treatment of diffusion flames, a parameter
called mixture fraction, denoted by Z in the case when the Lewis numbers
of both the fuel and oxidizer are unity, is used. It is given by,
Z =
φYF − (YO − 1)
φ+ 1
, (2.23)
In the case of the unequal Lewis number case, a parameter Zˆ called the
modified mixture fraction is used. It is defined as follows
Zˆ =
ΦYF − (YO − 1)
Φ + 1
, (2.24)
where,
Φ = φ
LO
LF .
The mixture fractions are useful as we can eliminate the chemical reaction
rate, ω, in the source terms of equations (2.19) and (2.20). Because ω is
zero everywhere but tends to a very large value at the reaction sheet, the
elimination of the reaction rate term in these equations makes their treatment
easier. Under the assumption of infinite rate chemistry, the fuel and oxidizer
are completely expended at the reaction sheet, i.e, YF = YO = 0 at the
reaction sheet. Therefore, at the reaction sheet, Z and Zˆ take the values
denoted as Zst and Zˆst where the subscript ‘st’ refers to the stoichiometric
8
value. These are given by,
Zst =
1
1 + φ
, (2.25)
for the unity Lewis numbers case and,
Zˆst =
1
1 + Φ
, (2.26)
for the unequal Lewis numbers case.
2.1 Boundary Conditions
The boundary conditions for the non-dimensional equations (2.15)-(2.20) are
as follows:
On the left boundary, i.e, x→ −∞,
T = 1, (2.27)
YF = 1, (2.28)
YO = 0. (2.29)
On the right boundary, i.e, x→∞,
T = 1, (2.30)
YF = 0, (2.31)
YO = 1. (2.32)
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CHAPTER 3
WEAKLY CURVED FLAMES
3.1 Flow Field
In this study, we would like to investigate a counter flow diffusion flame when
a flow field given by
V1(x, y) = (x
2 − y2,−2xy), (3.1)
is superimposed on the already existing flow field described by (2.1). We
have chosen this particular flow field because the 2nd degree potential is the
next order correction to potential flow and we intend to study the behavior
of the reaction sheet subject to this flow field. The resulting flow field is
given by V (x, y) = (u, v), where u and v are,
u = −2x+ α(x2 − y2), (3.2)
v = 2y − α(2xy). (3.3)
The resulting stream (ψ) and potential (φ, not to be confused with initial
mixture strength, φ) functions are given by
ψ = −2xy + α
(
x2y − y
3
3
)
, (3.4)
φ = y2 − x2 + α
(
x3
3
− xy2
)
. (3.5)
The solution to V (x, y) = 0 lead us to the conclusion that there are two
stagnation points in the flow field located at (0, 0) and (2/α, 0). The corre-
sponding pressure field, obtained by solving equations (2.15)-(2.17), is
p = −2(x2 + y2) + 2αx(x2 + y2)− α
2
2
(x2 + y2)2 (3.6)
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and
1
y
∂p
∂y
= 4− 4αx+ 2α2(x2 + y2). (3.7)
Sample flow fields for different α are given in Figure (3.1).
(a) α = 0.1 (b) α = 0.2
(c) α = 0.3 (d) α = 0.6
Figure 3.1: Flow Fields for different α
For simplicity, we assume α 1.
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CHAPTER 4
UNITY LEWIS NUMBERS CASE
Let us the consider the unity Lewis number case where LF = LO = 1. Along
the y-direction, since the gradients are small, we introduce η = y such that
 = α1/3 and   1, to magnify these gradients. The velocity components
can thus be written as
u(x, η) = −2x− η2 + 3x2 ∼ −2x− η2 + . . . , (4.1)
v(x, η) =
1

(
2η − 23xη) ∼ 2η

, (4.2)
p(x, η) = − 2
2
η2 − 2x2 + 2xη2. (4.3)
Using equations (2.19), (2.20), and (2.23), and assuming LF = LO = 1, we
obtain,
u
∂Z
∂x
+ v
∂Z
∂y
−∇2Z = 0. (4.4)
The use of mixture fraction while dealing with the species equations elimi-
nates the reaction rate term, ω, thus making the analysis a bit more easier.
The boundary conditions on Z, obtained using (2.28), (2.29), (2.31), and
(2.32) are,
Z → 1, x→ −∞, (4.5)
Z → 0, x→ +∞. (4.6)
Let us assume the following asymptotic expansion for Z,
Z(x, η) = Z(0)(x) + Z(1)(x, η) +O(2), (4.7)
where Z(0) is the O(1) solution and Z(1) is the O() solution. Substituting
this expansion into equation (4.4) using the fact that y = η/ and u, v from
12
(4.1) and (4.2), the following equation is obtained,
2x
dZ(0)
dx
+
d2Z(0)
dx2
+ 
(
2x
∂Z(1)
∂x
− 2η∂Z
(1)
∂η
+
∂2Z(1)
∂x2
+ η2
dZ(0)
dx
)
= 0.
Equating theO(1) andO() components on both LHS and RHS, the following
two equations are obtained:
2x
dZ(0)
dx
+
d2Z(0)
dx2
= 0, (4.8)
2x
∂Z(1)
∂x
− 2η∂Z
(1)
∂η
+
∂2Z(1)
∂x2
= −η2dZ
(0)
dx
. (4.9)
Equation (4.8) corresponds to O(1) solution and equation (4.9) corresponds
to the O() solution. The corresponding boundary conditions on Z(0) and
Z(1) are,
Z(0) = 1, x→ −∞, (4.10)
Z(0) = 0, x→ +∞, (4.11)
Z(1) = 0, x→ ±∞. (4.12)
It can seen that (4.9) is symmetric with respect to the x-axis and we thus
obtain the Neumann boundary condition,
∂Z(1)
∂η
∣∣∣∣
η=0
= 0. (4.13)
But, if we plug in η = 0 in (4.9), and solve it subject to the boundary
conditions (4.12), we get the condition,
Z(1)(x, 0) = 0, (4.14)
which will serve as a Dirichlet boundary condition to solve (4.9). Solving
equation (4.8) for Z(0)(x) subject to (4.10), we get
Z(0)(x) =
1
2
[
1− erf(x)
]
, (4.15)
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where ‘erf(x)’ is the error function defined as
erf(x) =
2√
pi
∫ x
0
e−t
2
dt.
Using (4.9) and (4.15), we get
2x
∂Z(1)
∂x
− 2η∂Z
(1)
∂η
+
∂2Z(1)
∂x2
=
η2√
pi
exp (−x2). (4.16)
To solve the above equation, we assume the solution to be of the form,
Z(1) = g(x) η2, (4.17)
where g(x) is a function to be determined. This is a valid assumption because
equation (4.16) is a linear partial differential equation and hence it must
admit a solution of the form we have assumed. Further, to balance out the
powers of η on both the LHS and RHS, Z(1) should vary as a second degree
monomial in η. Substituting equation (4.17) into (4.16), we get the ordinary
differential equation,
d2g
dx2
+ 2x
dg
dx
− 4g = − exp(−x
2)√
pi
. (4.18)
Looking at the above equation, it can be assumed that the g(x) is of the
form,
g(x) = p(x) + k exp(−x2), (4.19)
where k is constant to be determined and p(x) is a function of x is also
to be determined. p(x) can be viewed as the homogeneous solution and
k exp(−x2) as the particular integral. Substituting (4.19) into (4.18) and
comparing the coefficients of the resulting equation on the RHS and LHS,
we get k = −1/6√pi and the equation,
d2p
dx2
+ 2x
dp
dx
− 4p = 0. (4.20)
subject to the boundary conditions,
p(x→ ±∞) = 0. (4.21)
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The solution of (4.20) can be shown to be,
p(x) = C1 exp(−x2)H−3(x) + C2(2x2 + 1), (4.22)
where Hn(x) is the n
th Hermite polynomial in x. Using the theory of Hermite
polynomials, it can be shown that,
H−3(x) =
1
8
[{√
pi exp(x2)(2x2 + 1)(erfc(x))
}
− 2x
]
. (4.23)
where erfc(x) is the complementary error function defined as,
erfc(x) = 1−
{
2√
pi
∫ x
0
e−t
2
dt
}
.
Clearly for p(x) to be bounded when x → ±∞, C1 = C2 = 0. Hence, the
final solution is,
Z(1)(x, η) =
−η2 exp (−x2)
6
√
pi
(4.24)
The reader is encouraged to go through Appendix A, where the equation
(4.16) has been solved numerically. Figure (A.2) shows the close match be-
tween the numerical and analytical results and thus reinforces the correctness
of the analytical approach used to derive the result (4.24). The position of
the reaction sheet where, YF = YO = 0 is determined by finding (x, η) corre-
sponding to
Z(x, η) = Zst =
1
1 + φ
. (4.25)
This position was identified earlier as xf (η). xf can be expanded as
xf = x
(0)
f + χ, (4.26)
where x
(0)
f and χ are the O(1) and O() components of the position of the
reaction sheet respectively. We determine x
(0)
f and χ(η) as follows:
Using equation (4.7) and (4.26), at a given η we can write,
Z(xf , η) = Z
(0)(x
(0)
f + χ) + Z
(1)(x
(0)
f + χ, η) = Zst. (4.27)
Expanding the terms using their corresponding Taylor expansions about x
(0)
f
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we obtain,
Z(0)(xf ) = Z
(0)(x
(0)
f + χ) = Z
(0)(x
(0)
f ) + χ
dZ(0)
dx
∣∣∣∣
x
(0)
f
+O(2), (4.28)
Z(1)(xf ) = Z
(1)(x
(0)
f + χ) = Z
(1)(x
(0)
f ) + χ
∂Z(1)
∂x
∣∣∣∣
x
(0)
f
+O(2) (4.29)
Substituting the above expansions in (4.27)
Z(0)(x
(0)
f ) + 
{
dZ(0)(x
(0)
f )
dx
χ(η) + Z(1)(x
(0)
f , η)
}
+ . . .
. . .+ 2
{
∂Z(1)(x
(0)
f , η)
∂x
χ(η)
}
= Zst.
(4.30)
Equating the O(1) and O() parts on both the sides and ignoring the O(2),
we obtain,
Z(0)(x
(0)
f ) = Zst, (4.31)
dZ(0)(x
(0)
f )
dx
χ(η) + Z(1)(x
(0)
f , η) = 0. (4.32)
Using (4.15), (4.25), and (4.31), we get,
x
(0)
f = erf
−1
(
φ− 1
φ+ 1
)
(4.33)
Using (4.32), we get,
χ(η) = − Z
(1)(x
(0)
f , η)(
dZ(0)(x
(0)
f )
dx
) (4.34)
Using (4.15) and (4.24) in (4.34), we get,
χ(η) = −η
2
6
. (4.35)
Therefore, the position of the reaction sheet, xf , is given by,
xf = x
(0)
f −
η2
6
. (4.36)
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Using equation (3.5), it can be shown that there are three streamlines passing
through the origin whose ψ = 0. Two of them are trivial and are the x and
η axes. The third streamline is of more interest. Its equation is given by,
x = −η
2
6
. (4.37)
This streamline is called the ‘seperatrix.’ It can be seen that the reaction
sheet takes the exact shape of the seperatrix. Further, the reaction sheet is
at a distance x
(0)
f from the seperatrix.
Under the Burke-Schumann assumption, since there is no fuel in the ox-
idzier region and vice-versa in the fuel region, using (4.7), (4.15) and (4.24),
we can obtain the following distributions for YF and YO ,
YF =

0, Z ≤ Zst
, Z−Zst
1−Zst , Z ≥ Zst,
YO =
Z−ZstZst , Z ≤ Zst,0, Z ≥ Zst.
Alternatively, with the distribution of Z in the domain, the values of Z can
be interpolated to find where Z = Zst occurs and the corresponding xf (η)
are obtained. The xf thus obtained is compared against the xf obtained
using the equations (4.33) and (4.34) in the Figure (4.1) for various .
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Figure 4.1: Comparison of Positions of Reaction Sheet using various ap-
proaches for φ = 1
4.1 Temperature Distribution for Unity Lewis
Numbers
The following method to evaluate the temperature distribution is only valid
for unity Lewis numbers, i.e, only for LF = LO = 1. It is as follows:
Combining equations (2.19) and (2.20) by eliminating ω and molding the
resultant in terms of Z, we obtain
u
∂Z
∂x
+ v
∂Z
∂y
−∇2Z = 0, (4.38)
Consider the energy and species equation of the fuel, (2.18) and (2.19), elim-
inating qω and −ω from them, we obtain,
u(T + qYF )x + v(T + qYF )y −∇2(T + qYF ) = 0, (4.39)
where the subscripts x and y denote the partial derivatives with respect to x
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and y respectively. Substituting hF = T + qYF and hO = T +
qYO
φ
, the above
equation modifies into
u
∂hF
∂x
+ v
∂hF
∂y
−∇2hF = 0, (4.40)
Equations (4.38) and (4.40) are similar but differ only in their boundary
conditions and thus it can be assumed that there is a linear dependence
between hF and Z. Considering their corresponding boundary conditions,
we obtain:
hF = 1 + qZ, (4.41)
hO = 1 +
q
φ
(1− Z). (4.42)
Since YF = 0 on the oxidizer side of the combustion system, hF is essentially
equal to the temperature in this region. Similar argument can be applied to
hO as well and hence the temperature distribution can be obtained as follows:
T =

1 + qZ, Z ≤ Zst
1 + q
φ
(1− Z), Z ≥ Zst.
At Z = Zst, i.e, at the reaction sheet, the temperature is maximum and is
equal to the adiabatic temperature, denoted by Ta. It is given by
Ta = 1 +
q
1 + φ
. (4.43)
Adiabatic temperature decreases with increasing initial mixture strength, φ.
It is interesting to note that this derivation is independent of the nature
of the flow field as long as the assumptions of constant density and infinite
rate chemistry hold. Further, the preceding derivation can be applied to
the case where the Lewis numbers are equal but not necessarily unity with
some modifications. This leads us to the conclusion that the temperature of
the reaction sheet is constant as long as the Lewis numbers of the fuel and
oxidizer are equal. It is to be noted that when the Lewis numbers are equal
to unity, we refer to the temperature of the reaction sheet as the adiabatic
temperature.
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CHAPTER 5
UNEQUAL LEWIS NUMBERS CASE
Equation (2.19) is valid for Zˆ > Zˆst which correponds to the fuel zone while
equation (2.20) is valid for Zˆ < Zˆst which corresponds to the oxidizer zone.
Using (2.24), we can combine (2.19) and (2.20) to get,
u
∂Zˆ
∂x
+ v
∂Zˆ
∂y
=
1
L∇
2Zˆ, (5.1)
where,
L = LF + {LO − LF}H¯(Zˆst − Zˆ)), (5.2)
where H¯(x) is the Heaviside function defined as,
H¯(x) =
1, x > 0,0, x < 0.
We use a similar asymptotic expansion as was used in the equal Lewis number
case and thus obtain,
Zˆ(x, η) = Zˆ(0)(x) + Zˆ(1)(x, η) +O(2), (5.3)
where Zˆ(0) is the O(1) solution and Zˆ(1) is the O() solution. Plugging this
into equation (5.1). Substituting y = η/ and using u, v from (4.1) and (4.2),
we get,
(−2x− η2)∂(Zˆ
(0) + Zˆ(1))
∂x
+
2η

∂(Zˆ(0) + Zˆ(1))
∂y
+ . . .
· · ·+ 1L
{
∂2(Zˆ(0) + Zˆ(1))
∂x2
+
∂2(Zˆ(0) + Zˆ(1))
∂y2
}
= 0.
(5.4)
Using binomial expansion, we can expand the Heaviside function in (5.2) as,
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H¯(Zˆst − Zˆ)) = H¯(Zˆst − {Zˆ(0) + Zˆ(1)}),
=⇒ H¯(Zˆst − Zˆ)) = H¯(Zˆst − Zˆ(0)) +  ˆZ(1)δ(Zˆst − Zˆ(0)),
=⇒ L = LF +
[
(LO − LF ){H¯(Zˆst − Zˆ(0)) +  ˆZ(1)δ(Zˆst − Zˆ(0))}
]
,
where δ(x) is the Dirac-delta distribution, defined as,
δ(x) =
∞, x = 0,0, x 6= 0.
Using the above result in (5.4) and filtering the O(1) and O() components,
we get,
2x
d ˆZ(0)
dx
+
1
L(0)
d2 ˆZ(0)
dx2
= 0, (5.5)
2xZˆ(1)(LF − LO)L(0)δ(Zˆ(0) − Zˆst)dZˆ
(0)
dx
+ 2xL(0)∂Zˆ
(1)
∂x
+ . . .
. . .− 2ηL(0)∂Zˆ
(1)
∂η
+
∂2Zˆ(1)
∂x2
= −η2L(0)(Zˆ(0))dZˆ
(0)
dx
,
(5.6)
where
L(0) = LF + {LO − LF}H¯(Zˆst − Zˆ(0)),
The corresponding boundary conditions on Zˆ(0) and Zˆ(1) are
Zˆ(0) = 1, x→ −∞, (5.7)
Zˆ(0) = 0, x→ +∞, (5.8)
Zˆ(1) = 0, x→ ±∞, (5.9)
Zˆ(1)(x, 0) = 0. (5.10)
While solving (5.6), we run into the trouble in the first term since this turns
out to be a product of a dirac-delta distribution and Heaviside function which
is undefined. To overcome this, we define a boundary condition at x = x
(0)
f
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and split the equation into two parts,2x∂Zˆ
(1)
∂x − 2η ∂Zˆ
(1)
∂η +
1
LF
∂2Zˆ(1)
∂x2 = −η2 dZˆ
(0)
dx , x < x
(0)
f ,
2x∂Zˆ
(1)
∂x − 2η ∂Zˆ
(1)
∂η +
1
LO
∂2Zˆ(1)
∂x2 = −η2 dZˆ
(0)
dx , x > x
(0)
f .
(5.11)
The boundary condition at x = x
(0)
f is derived as follows:
We know that at xf = x
(0)
f + χ,
Zˆ(xf , η) = Zˆst =
1
1 + Φ
, (5.12)
By Taylor expansion, {
Zˆ + χ
∂Zˆ
∂x
}∣∣∣∣
x
(0)
f
=
1
1 + Φ
. (5.13)
Using (5.3) in the above equation, we get,
ˆZ(0)(x
(0)
f ) + 
{
ˆZ(1) + χ
d ˆZ(0)
dx
}∣∣∣∣
x
(0)
f
=
1
1 + Φ
,
=⇒ ˆZ(1)(x(0)f ) = −χ
d ˆZ(0)
dx
∣∣∣∣
x
(0)
f
(5.14)
Considering the fact that the Lewis number distribution is discontinuous, the
boundary conditions have to be supplemented with appropriate jump condi-
tions in Zˆ(0) and Zˆ(1). They are derived as follows:
Consider the jump condition,
JZˆKxf = 0.
Using (5.3) and by expanding the terms using a Taylor expansion about
22
x = x
(0)
f , we get,
JZˆKxf = JZˆ(0) + Zˆ(1)Kxf = 0, (5.15)
=⇒ JZˆKxf = sZˆ(0) + {Zˆ(1) + d ˆZ(0)dx
}
+ 2
∂ ˆZ(1)
∂x
{
x
(0)
f
= 0, (5.16)
Filtering the O(1) and O() components, we get the jump conditions,
JZˆ(0)K
x
(0)
f
= 0, (5.17)
JZˆ(1)K
x
(0)
f
= −χ
s
dZˆ(0)
dx
{
x
(0)
f
. (5.18)
Across the reaction sheet, we have the jump condition,
1
LF
s
∂YF
∂n
{
xf
=
1
φLO
s
∂YO
∂n
{
xf
, (5.19)
The derivative across the normal to the reaction sheet can evaluated as fol-
lows:
∂
∂n
= nˆ.∇, (5.20)
where nˆ is the unit vector along the normal the reaction sheet. Since the
position of the reaction sheet is given by xf = x
(0)
f + χ(η) from (4.26), nˆ is
given by
nˆ =
(
1,−χ′√
1 + 2χ′2
)
, (5.21)
where χ′ = ∂χ
∂x
. Since 2χ′2 is O(2), it can be ignored,
=⇒ ∂
∂n
≈ ∂
∂x
− χ′ ∂
∂η
. (5.22)
The equation (5.19) can be recast as,s
∂Zˆ
∂n
{
xf
= 0. (5.23)
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Using (5.22) in the above equation, we get,s
∂Zˆ
∂x
− χ′∂Zˆ
∂η
{
xf
= 0,
Using (5.3) into the above equation,s
dZˆ(0)
dx
+ 
∂Zˆ(1)
∂x
− 2χ∂Zˆ
(1)
∂η
{
xf
= 0 (5.24)
Ignoring the O(2) component and expanding the terms by a Taylor expan-
sion about x = x
(0)
f ,s
dZˆ(0)
dx
+ 
{
χ
d2Zˆ(0)
dx2
+
∂Zˆ(1)
∂x
}{
x
(0)
f
= 0
Equating the O(1) and O() components to the RHS, we get the jump con-
ditions , s
dZˆ(0)
dx
{
x
(0)
f
= 0, (5.25)s
∂Zˆ(1)
∂x
{
x
(0)
f
= −χ
s
d2Zˆ(0)
dx2
{
x
(0)
f
. (5.26)
We can derive an equation for χ similar to (4.34) for Zˆ which turns out to
be
χ =
−Zˆ(1)(x(0)f )(
dZˆ(0)(x
(0)
f )
dx
) . (5.27)
The solution for (5.5) using the boundary conditions (5.7), (5.8) and jump
conditions (5.25) and (5.17) is
Zˆ(0)(x) =

1−
[
Φ
1+Φ
1+erf(
√LF x)
1+erf(
√LF x(0)f )
]
, x ≤ x(0)f
1
1+Φ
1−erf(√LO x)
1−erf(√LO x(0)f )
, x ≥ x(0)f .
(5.28)
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Using (5.25), we obtain the following implicit equation in x
(0)
f which can be
solved to get x
(0)
f ,
1 + erf(
√LF x(0)f )
1− erf(√LO x(0)f )
= Φ
√LF
LO exp
{
(LO − LF )(x(0)f )2
}
. (5.29)
To solve (5.6), we assume a solution of the form,
Zˆ(1) =
f1(x)g1(η), x ≤ x
(0)
f ,
f2(x)g2(η), x ≥ x(0)f ,
(5.30)
This is a valid assumption because (5.6) is a linear partial differential equation
in Zˆ(1). Further, to balance the terms containing η on the LHS and RHS of
(5.6), g1(η) = g2(η) = η
2. Considering (5.28), we can deduce that
χ = kη2 (5.31)
where ‘k’ is an unknown. We solve (5.6) numerically as shown in Appendix
B. Using a methodology similar to the one used to solve (4.16), we get the
analytical solution for (5.6) to be,
Zˆ1(x, η) =

− 1
3
√
pi
Φ
1+Φ
√LF η2 exp(−x2 LF )
1+erf(
√LF x(0)f )
, x ≤ x(0)f ,
− 1
3
√
pi
1
1+Φ
√LO η2 exp(−x2 LO)
1−erf(√LO x(0)f )
, x ≥ x(0)f
(5.32)
The reader is encouraged to go through Appendix B to explore the numerical
methodology to solve equation (5.11).
Using the above equation, we get,
χ =
−η2
6
. (5.33)
It is to be noted that the k ≈ −0.1667 for the above equation−which matches
the one obtained numerically solving for k using the methodology based on
Appendix B. With information about Zˆ, the individual distribution of YF
and YO can be obtained as follows,
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YF (x, η) =
Zˆ − Zˆst
1− Zˆst
H¯(Zˆst − Zˆ) = Zˆ(1 + Φ)− 1
Φ
H¯(Zˆst − Zˆ), (5.34)
YO(x, η) =
Zˆst − Zˆ
Zˆst
H¯(Zˆ − Zˆst) = {1− Zˆ(1 + Φ)}H¯(Zˆ − Zˆst), (5.35)
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Consider (2.18), under the Burke-Schumann limit, the equation modifies into,
u
∂T
∂x
+ v
∂T
∂y
−∇2T =
0, x ≤ xf ,0, x ≥ xf . (6.1)
Using a similar perturbation approach as was used for Z and Zˆ, we introduce,
T (x, η) = T (0)(x) + T (1)(x, η) +O(2), (6.2)
where T (0) is the solution of O(1) and T (1) is the O() solution. Plugging
this into equation (6.1) and by substituting y = η/ and using u, v from
(4.1) and (4.2) and then filtering the O(1) and O() components, we have
the O(1) and O() equations for T as,
2x
dT (0)
dx
+
d2T (0)
dx2
=
0, x ≤ x
(0)
f ,
0, x ≥ x(0)f .
(6.3)
2x
∂T (1)
∂x
− 2η∂T
(1)
∂η
+
∂2T (1)
∂x2
=
−η2 dT
(0)
dx
, x ≤ x(0)f ,
−η2 dT (0)
dx
, x ≥ x(0)f .
(6.4)
The corresponding boundary conditions on T (0) and T (1) are
T (0) = 1, x→ −∞, (6.5)
T (0) = 1, x→ +∞, (6.6)
T (1) = 0, x→ ±∞, (6.7)
T (1)(x, 0) = 0. (6.8)
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In addition to the boundary conditions, we have to supply jump conditions
in T (0) and T (1) which are derived as follows:
The temperature is continuous across the reaction sheet, hence
JT Kxf = 0. (6.9)
Substituting (6.2) and expanding the above equation about x
(0)
f using Tay-
lor’s expansion as follows :s
T (0) + 
(
χ
dT (0)
dx
+ T (1)
){
x
(0)
f
= 0 (6.10)
Considering only the O(∞) component of the above equation, we have,
JT (0)K
x
(0)
f
= 0, (6.11)
JT (1)K
x
(0)
f
= −χ
s
dT (0)
dx
{
x
(0)
f
. (6.12)
In addition, we know that across the reaction sheet,s
∂T
∂n
{
xf
= − qLF
s
∂YF
∂n
{
xf
, (6.13)
where n is the local normal to the reaction sheet. Further, using (5.22), we
get, s
∂T
∂x
− χ∂T
∂η
{
xf
= − qLF
s
∂YF
∂x
− χ∂YF
∂η
{
xf
(6.14)
Consider,
YF =
Zˆ − Zˆst
1− Zˆst
H¯(Zˆ − Zˆst), (6.15)
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Using YF = Y
(0)
F + Y
(1)
F and (5.3),
Y
(0)
F + Y
(1)
F =
Zˆ(0) − Zˆst + Zˆ(1)
1− Zˆst
H¯(Zˆ(0) − Zˆst + Zˆ(1)), (6.16)
=⇒ Y (0)F + Y (1)F =
{
Zˆ(0) − Zˆst
1− Zˆst
+
Zˆ(1)
1− Zˆst
}{
H¯(Zˆ(0) − Zˆst) + . . .
. . .+  ˆZ(1)δ(Zˆ(0) − Zˆst)
}
,
(6.17)
=⇒ Y (0)F + Y (1)F =
Zˆ(0) − Zˆst
1− Zˆst
H¯(Zˆ(0) − Zˆst) + . . .
. . .+ 
{
Zˆ(1)
1− Zˆst
H¯(Zˆ(0) − Zˆst)
}
+O(2).
(6.18)
We can equate the O(1) and O() components on both sides to get,
Y
(0)
F =
Zˆ(0) − Zˆst
1− Zˆst
H¯(Zˆ(0) − Zˆst), (6.19)
Y
(1)
F =
Zˆ(1)
1− Zˆst
H¯(Zˆ(0) − Zˆst). (6.20)
Now, s
∂YF
∂x
{
xf
=
s
dY
(0)
F
dx
+ 
∂Y
(1)
F
∂x
{
xf
(6.21)
Using the fact that xf = x
(0)
f + χ and doing a Taylor expansion about
x = x
(0)
f , s
∂YF
∂x
{
xf
=
s
dY
(0)
F
dx
+ 
{
∂Y
(1)
F
∂x
+ χ
d2Y
(0)
F
dx2
}{
x
(0)
f
(6.22)
Using (5.28), (5.32), (6.19) and (6.20), we can deduce that,s
∂Y
(1)
F
∂x
+ χ
d2Y
(0)
F
dx2
{
x
(0)
f
= 0. (6.23)
Using (6.2) in (6.14), we get,s
dT (0)
dx
+ 
∂T (1)
∂x
− 2χ∂T
(1)
∂η
{
xf
= − qLF
s
dY
(0)
F
dx
+ 
∂Y
(1)
F
∂x
− 2χ∂Y
(1)
F
∂η
{
xf
(6.24)
Ignoring the O(2) terms,
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s
dT (0)
dx
+ 
∂T (1)
∂x
{
xf
= − qLF
s
dY
(0)
F
dx
+ 
∂Y
(1)
F
∂x
{
xf
(6.25)
Taking the Taylor expansion about x
(0)
f ,s
dT (0)
dx
+
(
χ
d2T (0)
dx2
+
∂T (1)
∂x
){
x
(0)
f
= − qLF
s
dY
(0)
F
dx
+
(
χ
d2Y
(0)
F
dx2
+
∂Y
(1)
F
∂x
){
x
(0)
f
.
(6.26)
Using (6.23) in the above equation, we can derive the jump conditions,s
dT (0)
dx
{
x
(0)
f
= − qLF
s
dY
(0)
F
dx
{
x
(0)
f
, (6.27)s
∂T (1)
∂x
{
x
(0)
f
= −χ
s
d2T (0)
dx2
{
x
(0)
f
(6.28)
. With (6.11) and (6.27), the equation (6.3) is now closed and can be solved
analytically to obtain the following result,
T (0) =

1 + 1+erf(x)
1+erf(x
(0)
f )
(Ts − 1), x ≤ x(0)f ,
1 + 1−erf(x)
1−erf(x(0)f )
(Ts − 1), x ≥ x(0)f ,
(6.29)
where,
Ts = 1 +
q
2
√LF
exp{(1− LF )(x(0)f )2}
1− erf2(x(0)f )
1 + erf(
√LFx(0)f )
.
Using (6.12), (6.28) we can solve (6.4) for T (1) to get,
T (1)(x, η) =

1
3
√
pi
(Ts−1)η2e−x2
1+erf(x
(0)
f )
, x ≤ x(0)f ,
−1
3
√
pi
(Ts−1)η2e−x2
1−erf(x(0)f )
, x ≥ x(0)f .
(6.30)
Now that we know T (0) and T (1), we can find the temperature of the reaction
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sheet, T (xf ) as follows:
T (xf ) = T
(0)(x
(0)
f ) + 
{
χ
dT (0)
dx
∣∣∣∣
x
(0)
f±
+ T (1)(x
(0)
f±)
}
,
=⇒ T (xf ) = Ts (6.31)
Thus, we have shown that the temperature of the reaction sheet for the
unequal Lewis numbers case is constant and is equal to the stoichiometric
temperature.
Alternatively, the equation (6.4) was solved numerically using the Im-
mersed Interface Method (IIM) based on Li and Ito (2006) the algorithm
of which is given in Appendix C. The correctness of analytical solution is
compared against the numerical results by performing a Grid Dependency
Test, the results of which have been shown in Figure (C.2) in Appendix C.
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CHAPTER 7
RESULTS
7.1 Unity Lewis Numbers Case
In this section, the plots of Z(0), Z(1), T (0), and T (1) are presented for the
combinations of LF , LO and φ given in Table 7.2.
LF LO φ q x(0)f
1 1 0.5 6 -0.3046
1 1 1 6 0
1 1 2 6 0.3046
Table 7.1: Combinations of physical parameters considered for the unequal
Lewis numbers case
Further, the dimensions of the domain considered are as follows:
Length of the domain along the x-direction, L=16.
Height of the domain along the η-direction, W= 2.
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Figure 7.1: Variation of Zˆ(0) for LF=1, LO=1 and φ=0.5
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Figure 7.2: Variation of Zˆ(1) for LF=1, LO=1 and φ=0.5
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Figure 7.3: Variation of T (0) for LF=1, LO=1 and φ=0.5
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Figure 7.4: Variation of T (1) for LF=1, LO=1 and φ=0.5
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Figure 7.5: Variation of Zˆ(0) for LF=1, LO=1 and φ=1
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Figure 7.6: Variation of Zˆ(1) for LF=1, LO=1 and φ=1
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Figure 7.7: Variation of T (0) for LF=1, LO=1 and φ=1
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Figure 7.8: Variation of T (1) for LF=1, LO=1 and φ=1
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Figure 7.9: Variation of Zˆ(0) for LF=1, LO=1 and φ=2
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Figure 7.10: Variation of Zˆ(1) for LF=1, LO=1 and φ=2
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Figure 7.11: Variation of T (0) for LF=1, LO=1 and φ=2
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Figure 7.12: Variation of T (1) for LF=1, LO=1 and φ=2
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7.2 Unequal Lewis Numbers Case
In this section, the plots of ˆZ(0), ˆZ(1), T (0), and T (1) are presented for the
combinations of LF , LO and φ given in Table 7.2.
LF LO φ q x(0)f
1.5 0.5 0.5 6 -0.611
1.5 0.5 1 6 -0.2616
1.5 0.5 2 6 0.0652
Table 7.2: Combinations of physical parameters considered for the unequal
Lewis numbers case
Further, the dimensions of the domain considered are as follows:
Length of the domain along the x-direction, L=16.
Height of the domain along the η-direction, W= 2.
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Figure 7.13: Variation of Zˆ(0) for LF=1.5, LO=1.5 and φ=0.5
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Figure 7.14: Variation of Zˆ(1) for LF=1.5, LO=1.5 and φ=0.5
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Figure 7.15: Variation of T (0) for LF=1.5, LO=1.5 and φ=0.5
−3 −2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5 3−2
−1
0
1
2
3
4
x
T
(1
)
η=1
η=0.5
η=0.25
Figure 7.16: Variation of T (1) for LF=1.5, LO=1.5 and φ=0.5
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Figure 7.17: Variation of Zˆ(0) for LF=1.5, LO=1.5 and φ=1
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Figure 7.18: Variation of Zˆ(1) for LF=1.5, LO=1.5 and φ=1
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Figure 7.19: Variation of T (0) for LF=1.5, LO=1.5 and φ=1
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Figure 7.20: Variation of T (1) for LF=1.5, LO=1.5 and φ=1
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Figure 7.21: Variation of Zˆ(0) for LF=1.5, LO=1.5 and φ=2
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Figure 7.22: Variation of Zˆ(1) for LF=1.5, LO=1.5 and φ=2
44
−3 −2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5 3
0
1
2
3
4
x
T
(0
)
Figure 7.23: Variation of T (0) for LF=1.5, LO=1.5 and φ=2
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Figure 7.24: Variation of T (1) for LF=1.5, LO=1.5 and φ=2
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CHAPTER 8
CONCLUSIONS
To observe the fuel and oxidizer mass fraction distribution, shape, and tem-
perature distribution along the reaction sheet of a counterflow diffusion flame
system, we have built a steady, constant density based lower-order model.
We have assumed the chemical activity to occur at an infinite rate and is
confined to the reaction sheet. Further, we have also imposed a flow field
comprising of a first order potential field which is superimposed upon a weak
second order potential flow field. We have divided the analysis into two cases,
the unity Lewis numbers case and the unequal Lewis numbers case. Using
this model, we have shown the following:
• The reaction sheet always takes the shape of the seperatrix, indepen-
dent of the values of LF , LO, φ.
• Although the reaction sheet takes the exact shape of the seperatrix, its
position is determined by the values of LF , LO, and φ. This position
is quantified by x
(0)
f .
• The temperature of the reaction sheet is constant for the unity Lewis
numbers case and is called the ‘adiabatic temperature’, denoted by Ta.
It is given by,
Ta = 1 +
q
1 + φ
.
• It is also shown that for the unity Lewis number case at the Burke-
Schumann limit and constant density, the temperature of the reaction
sheet is always constant irrespective of the flow field.
• The temperature of the reaction sheet is constant for the unequal Lewis
number case as well. This temperature is called the ‘stoichiometric
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temperature’, denoted by Ts. It is given by,
Ts = 1 +
q
2
√LF
exp{(1− LF )(x(0)f )2}
1− erf2(x(0)f )
1 + erf(
√LFx(0)f )
.
This shows that a first order correction to the flow field will not effect
the stoichiometric temperature, at least to the first order.
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APPENDIX A
NUMERICAL METHODOLOGY TO SOLVE
THE O() EQUATION FOR Z
The domain in which equation (4.16) is to be solved is shown in Figure A.1.
It is defined as follows,
−W/2 ≤ x ≤ W/2,
0 ≤ η ≤ L,
where W and L are the lengths along the x and η directions respectively.
In equation (4.16), to eliminate the dependence of the stability of the
solution on grid sizes in x and η directions, ∆x and ∆η respectively, an
implicit scheme was chosen. The domain is discretized as follows:
xi = −W/2 + ∆x(i− 1), i = 1 : N,
ηj = ∆η(j − 1), j = 1 : M,
where N and M are the number of x and η grid points respectively. As can be
seen from equation (4.16), the governing equation is singular at η = 0. This
necessitates the use of a semi-implicit integration scheme. A Crank-Nicolson
scheme was chosen along the η direction while a centered scheme was chosen
along the x direction. To avoid this singularity, equation (4.16) is discretized
midway between any two grid points lying on the same vertical as shown in
Figure (A.1).
From equation (4.16), we have,(
2x
∂Z(1)
∂x
− 2η∂Z
(1)
∂η
+
1
L
∂2Z(1)
∂x2
)
i,j+ 1
2
=
(
−
√
L
pi
η2e−x
2L
)
i,j+ 1
2
. (A.1)
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Figure A.1: Sample Computational Domain
The individual terms can be approximated as:(
2x
∂Z(1)
∂x
)
i,j+ 1
2
=
1
2
{(
2x
∂Z(1)
∂x
)
i,j+1
+
(
2x
∂Z(1)
∂x
)
i,j
}
,(
∂Z(1)
∂x
)
i,j+ 1
2
=
1
2
{(
∂2Z(1)
∂x2
)
i,j+1
+
(
∂2Z(1)
∂x2
)
i,j
}
,(
−
√
L
pi
η2e−x
2/L
)
i,j+ 1
2
= −
√
L
pi
(
η2j+1 + η
2
j
2
)
e−xi
2L,
hence,(
2x
∂Z(1)
∂x
)
i,j+1/2
= xi
(
Z(1)i+1,j − Z(1)i−1,j
2∆x
+
Z(1)i+1,j+1 − Z(1)i−1,j+1
2∆x
)
,
(A.2)
(
2η
∂Z(1)
∂η
)
i,j+1/2
= (ηj + ηj+1)
Z(1)i,j+1 − Z(1)i,j
∆η
, (A.3)
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(
∂2Z(1)
∂x2
)
i,j+1/2
=
1
2
(
Z(1)i+1,j+1 − 2Z(1)i,j+1 + Z(1)i−1,j+1
∆x2
+ . . .
. . .
Z(1)i+1,j − 2Z(1)i,j + Z(1)i−1,j
∆x2
)
.
(A.4)
Substituting equations (A.2)-(A.4) into equation (4.16) and by applying the
boundary conditions (4.11)-(4.14), (4.16) can be solved. To confirm the cor-
rectness of the method, we look at the results of a grid-dependency test. Since
the equation we are solving is parabolic, we define an L1 norm to estimate
the error, ‖e‖1. It is defined as,
‖e‖1 =
N0∑
i=1
N0∑
j=1
∣∣Z(1)ref (xi, ηj)− Z(1)N (xi, ηj)∣∣∆η∆x,
where N0 is the number of grid points in both the x and η directions corre-
sponding to the test case Z1N . Z1ref corresponds to the analytical solution
(4.24). The results of the grid dependency studies shows that the value of
Z(1) approaches the analytical solution with a second order convergence. This
validates the use of the scheme and the correctness of the analytical solution.
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Figure A.2: Results of Grid Dependency Studies
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APPENDIX B
NUMERICAL METHODOLOGY TO SOLVE
FOR O() COMPONENT OF Zˆ
Unlike Z(1), solving for ˆZ(1) requires the consideration of the jump conditions
given in equations (5.18) and (5.26). It is to be noted that since the jump
conditions for ˆZ(1) depend on χ which also depends on ˆZ(1) through equation
(5.27), the equation to be solved for ˆZ(1) is implicit in nature. Therefore, we
use the following algorithm :
1. Since we have ascertained at (5.31) that χ is a second order monomial
in η, i.e, χ = kη2 , we make the initial guesses on k to be equal to k = 1
and k = 2.
2. With both the values of k chosen, we have the value of the boundary
condition at x = x
(0)
f using (5.14).
3. With the boundary condition at x = x
(0)
f and using the boundary
conditions (4.12), we can solve for (5.11) for both the values of k.
4. Using the values of ˆZ(1) thus obtained for each k, define a correction
function, θ(k), as
θ(k) =
s
∂Zˆ(1)
∂x
{
x
(0)
f
+ χ
s
d2Zˆ(0)
dx2
{
x
(0)
f
. (B.1)
5. Find the value of k for which the jump condition is (5.26) satisfied, i.e,
θ(k) = 0 by linear interpolation.
6. Replace one of the initial guesses with the value of the new k obtained
in the step above and iterate steps (1) to (5) till the two values of k are
close enough to each other. In this excersice, a iteration was carried
till the values of k fell within a range of 10−8 of each other.
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APPENDIX C
NUMERICAL METHODOLOGY TO SOLVE
FOR T (1)
C.1 Numerical Methodology
The equation (6.4) is parabolic in nature. Since there is no analytical so-
lution, the equation has to be solved numerically. If solved explicitly, the
presence of a diffusion term makes it harder to get larger step sizes in η.
This necessitates the need for a semi-implicit scheme. Crank-Nicolson is
chosen. The domain is defined as follows
xi = −W/2 + ∆x(i− 1), i = 1 : N,
ηj = ∆η(j − 1), j = 1 : M,
where N and M are the number of x and η grid points respectively. The
domain is discretized in such a way that the vertical x = x
(0)
f lies on a grid
point. Let us call the address of this point as I. The arrangement of the grid
points is as shown in the figure (C.1).
I I+1
x
(0)
f
Figure C.1: Arrangement of the grid points about the postion x
(0)
f
Since the equation (6.4) is singular at η = 0. To avoid this singularity,
equation (6.4) is discretized midway between any two grid points lying on
the same vertical as shown in Figure (A.1).
For any point, xi in the domain satisfying the condition x < xI and
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x > xI+1, equation (3.22) can be discretized as follows,
(
2x
∂T (1)
∂x
− 2η∂T
(1)
∂η
+
∂2T (1)
∂x2
)
i,j+ 1
2
=
(
− η2dT
(0)
dx
)
i,j+ 1
2
. (C.1)
The individual terms can be approximated as:(
2x
∂T (1)
∂x
)
i,j+ 1
2
=
1
2
{(
2x
∂T (1)
∂x
)
i,j+1
+
(
2x
∂T (1)
∂x
)
i,j
}
,(
∂T (1)
∂x
)
i,j+ 1
2
=
1
2
{(
∂2T (1)
∂x2
)
i,j+1
+
(
∂2T (1)
∂x2
)
i,j
}
,(
η2
dT (0)
dx
)
i,j+ 1
2
=
(
η2j+1 + η
2
j
2
)
dT (0)
dx
∣∣∣∣
i
,
hence,(
2x
∂T (1)
∂x
)
i,j+1/2
= xi
(
T (1)i+1,j − T (1)i−1,j
2∆x
+
T (1)i+1,j+1 − T (1)i−1,j+1
2∆x
)
,
(C.2)
(
2η
∂T (1)
∂η
)
i,j+1/2
= (ηj + ηj+1)
T (1)i,j+1 − T (1)i,j
∆η
, (C.3)
(
∂2T (1)
∂x2
)
i,j+1/2
=
1
2
(
T (1)i+1,j+1 − 2T (1)i,j+1 + T (1)i−1,j+1
∆x2
+ . . .
· · ·+ T
(1)
i+1,j − 2T (1)i,j + T (1)i−1,j
∆x2
)
.
(C.4)
But, the points corresponding to I and I + 1 cannot be approximated in the
way mentioned above because of the presence of jumps in T (1) across the
reaction sheet. Since we have jumps or discontinuities in T (1) and ∂T
(1)
∂x
, we
have to use the Immersed Interface Method which will be discussed in the
next section.
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C.2 Immersed Interface Method
From (C.1), at x = x
(0)
f− we have,
x
(0)
f
(
∂T (1)
∂x
∣∣∣∣
x
(0)
f−,j
+
∂T (1)
∂x
∣∣∣∣
x
(0)
f−,j+1
)
− (ηj + ηj+1)∂T
(1)
∂η
∣∣∣∣
x
(0)
f−,j+
1
2
+ . . .
. . .+
1
2
(
∂2T (1)
∂x2
∣∣∣∣
x
(0)
f−,j+1
+
∂2T (1)
∂x2
∣∣∣∣
x
(0)
f−,j
)
= −(η2j+1 + η2j)
dT 0
dx
∣∣∣∣
x
(0)
f−
,
=⇒ ∂T
(1)
∂η
∣∣∣∣
x
(0)
f−,j+
1
2
−
[
x
(0)
f
ηj + ηj+1
∂T (1)
∂x
∣∣∣∣
x
(0)
f−,j
+
x
(0)
f
ηj + ηj+1
∂T (1)
∂x
∣∣∣∣
x
(0)
f+,j+1
+ . . .
. . .+
1
2(ηj + ηj+1)
∂2T (1)
∂x2
∣∣∣∣
x
(0)
f−,j+1,
+
1
2(ηj + ηj+1)
∂2T (1)
∂x2
∣∣∣∣
x
(0)
f −,j
+ . . .
. . .+
(η2j+1 + η
2
j)
ηj+1 + ηj
dT 0
dx
∣∣∣∣
x
(0)
f−
]
= 0.
(C.5)
With this mind, we approximate the O() equation at I assuming the generic
form given below. The coefficients are determined using the method of un-
determined coefficients.
T
(1)
I,j+1 − T (1)I,j
∆η
=
1
2
{
a11T
(1)
I+1,j+1 + a
1
2T
(1)
I,j+1 + a
1
3T
(1)
I−1,j+1 + a1T
(1)
I+1,j + . . .
· · ·+ a2T (1)I,j + a3T (1)I−1,j − fI,j+1 − fI,j − CI,j − CI,j+1
} (C.6)
where ak, a
1
k (k = 1, 2, 3) are the coefficients to be determined. CI,j+1, CI,j
are called the correction terms and fI,j+1, fI,j are source terms. The trun-
cation error, τ , in the above equation is given by,
τ =
T
(1)
I,j+1 − T (1)I,j
∆η
− 1
2
{
a11T
(1)
I+1,j+1 + a
1
2T
(1)
I,j+1 + a
1
3T
(1)
I−1,j+1 + . . .
. . .+ a1T
(1)
I+1,j + a2T
(1)
I,j + a3T
(1)
I−1,j − fI,j+1 − fI,j − CI,j − CI,j+1
} (C.7)
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Using Taylor expansion for T
(1)
I+1,j+1, we have
T
(1)
I+1,j+1 = T
(1)
x
(0)
f+,j+1
+ (xI+1 − x(0)f )
∂T (1)
∂x
∣∣∣∣
x
(0)
f+,j+1
+ . . .
. . .
(xj+1 − x(0)f )2
2
∂2T (1)
∂x2
∣∣∣∣
x
(0)
f+,j+1
+O(∆x3).
Using the jump relations, the above equation can be written as
T
(1)
I+1,j+1 = T
(1)
x
(0)
f−,j+1
+ JT (1)K
x
(0)
f−,j+1
+ . . .
· · ·+ (xI+1 − x(0)f )
(s
∂T (1)
∂x
{
x
(0)
f−,j+1
+
∂T (1)
∂x
∣∣∣∣
x
(0)
f−,j+1
)
+ . . .
· · ·+ (xI+1 − x
(0)
f )
2
2
(
∂T (1)
∂x
∣∣∣∣
x
(0)
f−,j+1
+
s
∂2T (1)
∂2x
{
x
(0)
f−,j+1
)
+O(∆x3).
(C.8)
From (C.1), at x = x
(0)
f+ and x = x
(0)
f−, we have,
2x
(0)
f
∂T (1)
∂x
∣∣∣∣
x
(0)
f+,j
− 2η∂T
(1)
∂η
∣∣∣∣
x
(0)
f+,j
+
∂2T (1)
∂x2
∣∣∣∣
x
(0)
f+,j
= −η2dT
0
dx
∣∣∣∣
x
(0)
f+,j
(C.9)
and
2x
(0)
f
∂T (1)
∂x
∣∣∣∣
x
(0)
f−,j
− 2η∂T
(1)
∂η
∣∣∣∣
x
(0)
f−,j
+
∂2T (1)
∂x2
∣∣∣∣
x
(0)
f−,j
= −η2dT
0
dx
∣∣∣∣
x
(0)
f−,j
(C.10)
respectively. Subtracting (C.10) and (C.9),
2x
(0)
f
s
∂T (1)
∂x
{
x
(0)
f ,j
− 2η
s
∂T (1)
∂η
{
x
(0)
f ,j
+
s
∂2T (1)
∂x2
{
x
(0)
f ,j
+ η2
s
dT 0
dx
{
x
(0)
f ,j
= 0
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=⇒
s
∂2T (1)
∂x2
{
x
(0)
f ,j
= −η2
s
dT 0
dx
{
x
(0)
f ,j
+ 2x
(0)
f
s
∂T (1)
∂x
{
x
(0)
f ,j
− 2η
s
∂T (1)
∂η
{
x
(0)
f ,j
.
(C.11)
Now, s
∂T (1)
∂η
{
x
(0)
f ,j
=
∂T (1)
∂η
∣∣∣∣
x
(0)
f+,j
− ∂T
(1)
∂η
∣∣∣∣
x
(0)
f−,j
=
=
∂
∂η
(
T (1)|
x
(0)
f+,j
− T (1)|
x
(0)
f−,j
)
=
∂
∂η
JT (1)K
x
(0)
f ,j
(C.12)
Using (6.12),
∂
∂η
JT (1)K
x
(0)
f ,j
= − ∂
∂η
s
χ
dT (0)
dx
{
x
(0)
f
= −∂χ
∂η
s
dT (0)
dx
{
x
(0)
f
(C.13)
Using (5.27),
∂χ
∂η
= −∂Zˆ
(1)
∂η
∣∣∣∣
x
(0)
f ,ηj
(
dZˆ(0)(x
(0)
f )
dx
)−1
. (C.14)
Using (C.13), (C.14) in (C.11),
s
∂2T (1)
∂x2
{
x
(0)
f ,j
= −η2j
s
dT 0
dx
{
x
(0)
f ,j
+ 2x
(0)
f
s
∂T (1)
∂x
{
x
(0)
f ,j
+ . . .
· · ·+
{
2ηj
∂Z1
∂η
∣∣∣∣
x
(0)
f ,ηj
s
dT (0)
dx
{
x
(0)
f
(
dZ0(x
(0)
f )
dx
)−1}
.
(C.15)
where ∂Zˆ
(1)
∂η
∣∣∣∣
x
(0)
f ,ηj
can be obtained analytically from (5.32). Further,
T
(1)
l,j+1 = T
(1)
x
(0)
f−,j+1
+ (xl − x(0)f )
∂T (1)
∂x
∣∣∣∣
x
(0)
f−,j+1
+ . . .
. . .
(xl − x(0)f )2
2
∂2T (1)
∂x2
∣∣∣∣
x
(0)
f−,j+1
+O(∆x3) for l = I, I − 1.
(C.16)
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Expanding T
(1)
I,j+1, T
(1)
I,j using a Taylor expansion about T
(1)
I,j+ 1
2
,
T
(1)
I,j+1 = T
(1)
x
(0)
f−,j+
1
2
+
∆η
2
∂T (1)
∂η
∣∣∣∣
x
(0)
f−,j+
1
2
+
1
2
(
∆η
2
)2
∂2T (1)
∂η2
∣∣∣∣
x
(0)
f −,j+1
+O(∆η3),
(C.17)
T
(1)
I,j = T
(1)
x
(0)
f−,j+
1
2
− ∆η
2
∂T (1)
∂η
∣∣∣∣
x
(0)
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1
2
+
1
2
(
∆η
2
)2
∂2T (1)
∂η2
∣∣∣∣
x
(0)
f −,j+1
+O(∆η3).
(C.18)
Substituting (C.8), (C.16)- (C.18) into (C.7), we have,
τ =
∂T (1)
∂η
∣∣∣∣
x
(0)
f−,j+
1
2
− 1
2
[
(a11 + a
1
2 + a
1
3)T
(1)
x
(0)
f−,j+1
+ {a11(xI+1 − x(0)f ) + . . .
· · ·+ a12(xI − x(0)f ) + a13(xI−1 − x(0)f )}
∂T (1)
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∣∣∣∣
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+ . . .
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2
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2
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· · ·+ a13
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2
}∂
2T (1)
∂x2
∣∣∣∣
x
(0)
f−,j+1
− CI,j+1 + η2j+1
dT 0
dx
∣∣∣∣
x
(0)
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+ . . .
· · ·+O(∆x) + a11
{JT (1)K
x
(0)
f−,j+1
+ (xI+1 − x(0)f )
s
∂T (1)
∂x
{
x
(0)
f−,j+1
+ . . .
· · ·+ (xI+1 − x
(0)
f )
2
2
s
∂2T (1)
∂x2
{
x
(0)
f−,j+1
}
+ Γ
]
,
(C.19)
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where,
Γ =
1
2
[
(a1 + a2 + a3)T
(1)
x
(0)
f−,j
+ {a1(xI+1 − x(0)f ) + a2(xI − x(0)f ) + . . .
. . .+ a3(xI−1 − x(0)f )}
∂T (1)
∂x
∣∣∣∣
x
(0)
f−,j
+
{
a1
(xI+1 − x(0)f )2
2
+ . . .
. . .+ a2
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2
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2
}∂
2T (1)
∂x2
∣∣∣∣
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(0)
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+ . . .
. . .+ a11
{JT (1)K
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(0)
f−,j
+ (xI+1 − x(0)f )
s
∂T (1)
∂x
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f−,j+1
+ . . .
. . .+
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∂x2
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+O(∆x)
]
.
(C.20)
For making the truncation error, τ , in the equation (C.7) zero, we can bring
the RHS of (C.19) to the form of (C.5) which is zero by making the imposing
the following conditions,
a11 + a
1
2 + a
1
3 = 0, (C.21)
a11(xI+1 − x(0)f ) + a12(xI − x(0)f ) + a13(xI−1 − x(0)f ) =
2x
(0)
f
ηj + ηj+1
, (C.22)
a11(xI+1 − x(0)f )2 + a12(xI − x(0)f )2 + a13(xI−1 − x(0)f )2 =
2
ηj + ηj+1
, (C.23)
CI,j+1 = a
1
1
(JT (1)K
x
(0)
f−,j+1
+ (xI+1 − x(0)f )
s
∂T (1)
∂x
{
x
(0)
f−,j+1
+ . . .
. . .+
(xI+1 − x(0)f )2
2
s
∂2T (1)
∂x2
{
x
(0)
f−,j+1
)
.
(C.24)
Similar equations can be obtained for a1, a2, a3, CI,j. Also, from (C.5) and
(C.19), we can obtain,
fI,j+1 + fI,j
2
= −(η
2
j+1 + η
2
j)
ηj+1 + ηj
dT 0
dx
∣∣∣∣
x
(0)
f−
. (C.25)
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Similarly, we can write equation (C.5) at x
(0)
f+ as,
∂T (1)
∂η
=
x
(0)
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(C.26)
Further, we can write,
T
(1)
I+1,j+1 − T (1)I+1,j
∆η
=
1
2
{
b11T
(1)
I+2,j+1 + b
1
2T
(1)
I+1,j+1 + b
1
3T
(1)
I,j+1 + . . .
. . .+ b1T
(1)
I+2,j + b2T
(1)
I+1,j + b3T
(1)
I,j − fI+1,j+1 − fI+1,j − CI+1,j − CI+1,j+1
}
.
(C.27)
Using a similar methodology as was done for x = xI , we obtain the following
set of equations,
b11 + b
1
2 + b
1
3 = 0, (C.28)
b11(xI+2 − x(0)f ) + b12(xI+1 − x(0)f ) + b11(xI − x(0)f ) =
2x
(0)
f
ηj + ηj+1
, (C.29)
b11(xI+2 − x(0)f )2 + b12(xI+1 − x(0)f )2 + b11(xI − x(0)f )2 =
2
ηj + ηj+1
. (C.30)
Further,
CI+1,j+1 = −b13
{JT (1)K
x
(0)
f ,j+1
+ (xI+1 − x(0)f )
s
∂T (1)
∂x
{
x
(0)
f ,j+1
+ . . .
. . .+
(xI+1 − x(0)f )2
2
s
∂2T (1)
∂x2
{
x
(0)
f ,j+1
}
,
(C.31)
fI+1,j+1 + fI+1,j
2
= −(η
2
i+1 + η
2
i)
ηi+1 + ηi
dT 0
dx
∣∣∣∣
x
(0)
f+
. (C.32)
Similar equations can be obtained for b11, b
1
2, b
1
3, CI+1,j.
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Figure C.2: Results of Grid Dependency studies on T (1) in terms of the L1
norm, ||T (1)||1 for LF = 1.5, LO = 0.5 and φ = 1 as a function of the
number of grid points, N
Once equation (6.4) has been discretized at all the points, the equations
obtained are solved for T (1). Before the results, the scheme employed is
validated with the help of a grid dependency test for which the L1 norm of
the error, ||T (1)||1, defined as
‖T 1‖1 =
N0∑
i=1
N0∑
j=1
∣∣T (1)ref (xi, ηj)− T (1)N (xi, ηj)∣∣∆η∆x,
is plotted as shown in figure (C.2). Here, N0 is the number of grid points in
both the x and η directions corresponding to the test case T
(1)
N is used. T
(1)
ref
corresponds to analytical solution obtained in equation (6.30) to compute
the error. The results are shown in figure (C.2).
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