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Abstract. This paper reports on change as an indicator that can be provide more focused goals
in studies of development. The paper offers an answer to the question: How might management
gain information from a simulation model and thus influence reality through pragmatic changes. We
focus on where and when to influence, manage, and control basic technical-economic proposals. These
proposals are mostly formed as simulation models. Unfortunately, however, they do not always provide
an explanation of formation changes. A wide variety of simulation tools have become available, e.g.
Simulink, Wolfram SystemModeler, VisSim, SystemBuild, STELLA, Adams, SIMSCRIPT, COMSOL
Multiphysics, etc. However, there is only limited support for the construction of simulation models of
a technical-economic nature. Mathematics has developed the concept of differentiation. Economics
has developed the concept of marginality. Technical-economic design has yet to develop an equivalent
methodology. This paper discusses an,alternative approach that uses the phenomenon of change, and
provides a way from professional knowledge, which can be seen as a purer kind of information, to a more
dynamic computing model (a simulation model that interprets changes as method). The validation
of changes, as a result for use in managerial decision making, and condition for managerial decision
making, can thus be improved.
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tion; decisions; problem solving.
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1. Introduction to the modelling
of change, and a rationale for
it
Technical-economic problems are usually described
by deterministic parameters (drawings, maps, pho-
tos, statistical data, etc.) Many intrinsic problems
are described in [1] p. 139, and they manifest dy-
namic behaviour [4, 5]. With the currently existing
methodologies and models that are used (i.e. based
on statistical data), it is often risky to predict future
developments (see the commentary on Figure 4). The
future and future developments are important in all
exemplary situations - technical changes (variants),
economic measures (management, control, steering),
innovation, development, evaluation of alternative so-
lutions, and the like. In the modern methodology for
managing such situations, it is claimed that expert
knowledge of potential change (mostly based on sim-
ulations) might enable alternative approaches to be
modelled and evaluated. Significant progress on the
topic of change [5, 44] has been achieved through sim-
ulation models [22]. These models have shown their
relevance in project activities, in assisting, for example,
environmental managers, architects, urban planners
and engineers. General possible ways to obtain in-
formation from a simulation model are presented in
section 3.1, and are visualised in Figure 6. A practical
example is shown in Figure 5, and is evaluated in
Table 4. For the sake of brevity, the authors do not
present the simulation curves for the activities (model
elements) referred to in Table 4. The main focus is on
comparing the efficiency of managerial interventions –
changes, see § 4,especially § 4.2.
1.1. Details for long-term change as an
objective – a historical perspective
Figure 1 shows as an illustration the development
of the building stock in Pribram, a town in Central
Bohemia, in the period 1648–1898 (the imagination
of the reader will intuitively find other examples in
his own field). The buildings and the surface plots
are a quantitative indicator of development. However,
for ex-ante information it is important to consider
expected change for determining the upcoming future.
The development in Figure 1 is characterized from
1648 by agricultural farm buildings and craftsmanship,
and later, until 1898, the development is characterized
by buildings for small manufacturing. Figure 1 seeks
to address the questions: a) What method can be used
to compare the development over time, and b) What
model is suitable for addressing the main development
indicators? Development proposals are mostly related
to regional productivity [33], and are a prerequisite for
consistent linear consumption. This precondition was
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FIGURE 1. Growth of Pribram, a town in Central Bohemia, quantitative data AQ  for years 1648, 1798 and 1898.  
Source: from old engravings F. Frýba, Architekt 7-8, 1998. Figure 1. Growth of Pribram, a town in Central Bohemia, quantitative data AQ for years 1648, 1798 and 1898.
Source: from old engravings F. Frýba, Architekt 7-8, 1998.
Built-up area in ha 1948 1958 1967 1982 1996
Continuous built-up area 13.6 29.35 26.73 33.74 34.61
Discontinuous built-up area 10.2 33.78 107.82 121.69 133.36
Family houses 27.78 18.43 48.77 89.23 91.29
Built-up area and greenery 31.68 33.04 110.39 134.74 138.57
Industry 23.03 25.91 97.18 185.47 208.57
Roads 31.43 27.31 43.24 68.79 77.41
Table 1. Evaluation of aerial photos of Pribram, a town in Central Bohemia. Cumulative Values in [ha].
Built-up area in ha 1958 1967 1982 1996
Continuous built-up area 15.75 −2.62 7.01 0.87
Discontinuous built-up area 23.58 74.04 13.87 11.67
Family houses −9.35 30.34 40.46 2.06
Built-up area and greenery 1.36 77.35 24.35 3.83
Industry 2.88 71.27 88.29 23.1
Roads −4.12 15.93 25.55 8.62
Table 2. Evaluation of aerial photos Pribram, Central Bohemia. Differences in Cumulative Values in [ha].
disputed in a paper by Kondratieff [28] in the last cen-
tury. Investment, physical capital and infrastructure
are the main pillars of economic growth in neoclassical
economics, and on this topic Solow’s work [39] has
had a dominant influence. The neoclassical theory
is mostly built on productivity concepts. Economic
development and classical mathematics [47] promoted
change and derivatives as terms stated for quantita-
tive and qualitative model descriptions. The IMD
(Institute for Management and Development) defines
competitiveness as an environment that sustains more
values; and a ranking of states on this is presented in
[50]. The example in Figure 1 presents long-term stag-
nation lasting approximately 250 years, and we are
looking for early indicators of positive development.
The European Community [13], [14] has adopted the
concept of competitiveness as a key indicator for the
ability to generate output and employment as a basis
for long-term economic growth. There is a certain im-
balance in the theory of macroeconomic development,
on the one hand, and individual microeconomic de-
velopments, on the other. Microeconomic units such
as cities, townships and villages (and, in general, all
technical design) have to evaluate actually existing
projects and strategies.
2. Aims
The explicit purpose of this paper is to predict the
impact of technical-economic changes. Subsequently,
simulation is presented as an emulative option in de-
signing new solutions. Most man-made objects are
broken down into a Long memory of quantitative AQ
datasets (presented as knowledge: maps, technical
drawings, statistics, etc., Figure 1. serves as an exam-
ple) and qualitative datasets AQ′, AQ′′, AQ′′′, . . . (to
be understood as sets of changes to previous technical
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FIGURE 2. Quantitative evaluation of aerial photographs. Transfer to cumulative volumes [ha]. 
FIGURE 3. Changes derived from cumulative [ha] volumes of the aerial photographs presented in 
Figure 2. 
If we use models like AR(1), there are uncertainties in the factual description of the modelled 
process, say: innovation, organization, production. Misleading results arise especially when 
applying polynomial forecast functions. Even for short periods of time, prognoses are often 
misleading. If we compare prognosis results of odd or even polynomial degree we see strongly 
disproportional results. In particular, an improper rate of polynomial approximation could lead to 
misleading predictions. 
In fact, without a priori knowledge, it is not possible to estimate the original source data (for 
example given in Fig. 1 or in Fig. 2. The mixing and filtering process is based on formulation (1), 
(3) and application by simulations (e.g. Fig. 5a, Fig. 5 etc.).   
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matters). The current state of knowledge both dis-
plays and gives material substance to past decisions [3].
The aim is to construct such a factual content, with
innovation and new solutions suggesting the nature
of change. According to Schumpeter [40], innovation
is in essence an instig tor of ec nomic change. Th
eminent author deals with th macroec nomic impact
of innovation. His approach harmonizes with Kon-
dratieff wave theory [28]. Our example in Figure 1
relates the first wave to silver mining in the Pribram
region. The second wave was initiated in this region
by lead mining. The third wave was formed on the
basis of uranium mining soon after World War II.
2.1. Misleading data for qualitative
proposals – the case of maps and
aerial photographs
Aerial data analyses of built-up areas (as seen in Ta-
bles 1 and 2) are presented in Figures 2 and 3, and a
prognosis is presented in Figure 4. Essentially, we are
still handling “statistical” ex-post facts. Even mod-
ern aerial and satellite images represent nothing more
than quantitative retrospective data. Converting them
to a time series perspective is very often misleading.
Figure 4 illustrates this mistaken viewpoint. On the
one hand, the coefficient of determination is denoted
by a very high R2; while, on the other, the trend
prognosis is wrong and cannot be confirmed.
The ai of this paper is to conceive a model of
simulation as a construct sufficiently plausible to serve
as a development perspective – in strategic terms.
The distinctive contribution to this will be found in
the work of Palermo and Ponzini [32], which is a
documented critique of the eclecticism and abstraction
characterising the main trends in current planning
theory.
Figure 2 shows resulting data derived from aerial
photo images (see Table 1 and 2) in definite continua-
tion of the development given in Figure 1. Both data
sources, maps and aerial photographs, contain only
quantitative knowledge, such as Gmap(AQ), which is
basic for constructing a node- or edge-oriented graph,
where AQ are sets of relevant quantitative inputs [11].
Details relevant to the construction of a simulation
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FIGURE 4. Misleading trend line forecasts on the basis of aerial data. The situation that 
occurs if there is not a functional model. 
 
3.3. A GENERAL DESCRIPTION OF THE SIMULATION METHOD – MODEL MANAGEMENT  
The methodical interpretation and calculative model of any process passes through the 
formulation phase and can later be formulated at a difference level in the space of 
solutions Ω. The core meta-knowledge basis is mentioned in Table 1 and indicators are 
identified as virtual.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5a Scheme of parameter tracing: knowledge for issue  and creation of changes. 
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Figure 4. Misleading trend line forecasts on the basis of aerial data. The situation that occurs if there is not a
functional model.
model are mentioned in Section 3, and a regional
development interpretation is presented in Figures 5
and 6.
Figure 2 shows the growth performance since 1958,
followed by a sharp increase in built-up areas. Cessa-
tion of growth is evident from the aerial photographs
taken in 1982, and in 1996 a stagnant region is shown,
the data being presented in Appendix Tables 1 and 2.
The cumulative values presented in Figure 2 give a
relatively optimistic impression of the growth, and
send out late warnings about the imminent subsequent
slowdown. The indications on the basis of changes
presented in Figure 3 are significantly comprehensive.
These curves are derived from data for Figure 2 and
provide early warnings of stagnation, already in evi-
dence by 1967. There were exceptions in the industrial
areas, where central planning attempted to stimulate
the regional economy by investment. Despite this in-
vestment, however, the stagnation reappeared in 1982.
This development collapsed definitively in 1996.
The method of forecasting for 1996 visualised in Fig-
ure 4 requires new stimuli to deal with the substance of
the problem. The approach does not indicate changes
at an early stage of information. An understanding
of the problem as dynamic change management has
been proposed by a number of authors as a reasonable
improvement [4, 16–18, 25].
3. Simulation and regional
development methods for
growth
Low annual growth rates can be raised as a planning
question on how to stimulate development. Develop-
ment linked to productivity and trade is presented
in Porter [33], and his hypotheses are supported by
statistics (see the example in Figures 2 and 3). In
his studies, rigorous designation of certain production
resources as innovations, technology and organization
of the production process remain as ex-ante findings.
The deeper qualitative support and ex-ante assertions
are rather restrained [51].
3.1. An approach on the basis of
quan itative data
The problem of development viewed in Figures 2 and 3
from 1996 as a time point requires a dynamic approach
for the construction of an ex-ante perspective. Statis-
tical reviews are not incorporated into the account;
details are mentioned e.g. in the Introduction to [8].
A number of authors have proposed that the problem
should be understood as a problem of dynamic change
management [4, 16–18, 25].
An example for a regional initiative in development
is presented in Figure 5. Any activity has a quanti-
tative interpretation and a qualitative interpretation,
a review being offered in Table 3. It is not easy to
define the parameters for a particular case; let us say,
a specific regional case of desired development [9] and
[21]. This paper embraces methodological evolution;
see the OECD Environmental Outlook to 2030, and
in [30, Table 7.3] or the general presentation in [31].
An extensive description is given in [1]. The quan-
titative data AQ, given in Figure 2, do not enable
the appropriate ex ante view. An example is given in
Figure 4.
3.2. The condition of quantitative and
qualitative knowledge for a
simulation model
Simulation might offer us more inspiring support.
Standing back objectively, we are looking for indica-
tors for quantitative AQ and qualitative AsQ, As2Q,
As3Q, . . . information. We mentioned the quantita-
tive AQ parameters related to Figure 2 above, and the
qualitativeAsQ parameters as a desired interpretation
outlined in Figure 3. The background is well-known
from Isaac Newton’s Philosophiae Naturalis Principia
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Quantities Changes of Quantity
(speed)
Acceleration
(Changes of speed)
Effort, Energy
(necessary resources)
Remarks
AQ AQ
′
AQ
′′
AQ
′′′ Virtual indicators
Table 3. Chain of knowledge sets hierarchy and interpretation.
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Appendix: 
Table A1. Evaluation of aerial photos of Pribram, a town in Central Bohemia. 
Cumulative Values in [ha]. 
Built-up area in ha 1948 1958 1967 1982 1996 
Continuous built-up area 13,6 29,35 26,73 33,74 34,61 
Discontinuous built-up area 10,2 33,78 107,82 121,69 133,36 
Family houses 27,78 18,43 48,77 89,23 91,29 
Built-up area and greenery 31,68 33,04 110,39 134,74 138,57 
Industry 23,03 25,91 97,18 185,47 208,57 
Roads 31,43 27,31 43,24 68,79 77,41 
 
Table A2. Evaluation of aerial photos Pribram, Central Bohemia. Differences in 
Cumulative Values in [ha]. 
Built-up area, [ha] 1958 1967 1982 1996 
Continuous built-up area 15,75 -2,62 7,01 0,87 
Discontinuous built-up area 23,58 74,04 13,87 11,67 
Family houses -9,35 30,34 40,46 2,06 
Built-up area and greenery 1,36 77,35 24,35 3,83 
Industry 2,88 71,27 88,29 23,1 
Roads -4,12 15,93 25,55 8,62 
 
 
Table A3. Interaction matrix A of regional development model, Segment I. - Capital, Segment II. - 
Housing, Jobs, Segment III. – Population and vector Xt=0 of starting conditions. 
 
1 2 3 4 1 2 3 4 4 6 7 1 2 3 4 5
1. Added Value Creation in Region 0 0 0 0,12 0 0 0 0 0,60 0,13 0 0 0 0 0 0 0,71
2. Credit Availability -0,4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,5
3. (+) Capital Mobility 0,22 0 0 0,04 0 0 0 0 0 0 0 0 0 0 0 0 0,58
4. Tech./Eco. Innovations 0 0,02 0,16 0 0 0 0 0 0 0 0 0 0 0 0 0 0,48
1. Housing and Housing Revitalization 0 0 0 0 0 -0,08 0,00 0 0,00 0,00 0 0 0 0 0 0 0,6
2. Total Housing Fund 0 0 0 0 -0,20 0 -0,60 0,10 0 0,16 0 0,05 0,03 0 0 0 0,59
3. Purchasing Power 0 0 0 0 0 -0,11 0 0,00 0,20 0,19 0 0 0 0 0 0 0,77
4. Job Vacancies 0 0 0 0 0 0 0,00 0 0,33 -0,22 0 0 0 0 0 0 0,76
5. Middle Size and Large Enterprises (>200) 0 0 0 0 0 0 0,00 0,21 0 -0,25 0,16 0 0 0 0 0 0,75
6. Small Enterprises 0 0 0 0 0 0,24 0 0,06 -0,37 0 0,12 0 0 0 0 0 0,64
7. Local Infrastructure 0 0 0 0,04 0 0 0 0 0,30 -0,32 0 0 0 0 0 0 0,82
1. Population in Production Age 0 0 0 0 0 0 0 0 0 0 0 0 -0,3 0 0 0 0,73
2. Total Number of Inhabitants 0 0 0 0 0 0 0 0 0 0 0 0,05 0 -0 0,18 0 0,82
3. Current Mortality 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -0,1 0,25
4. Immigration 0 0 0 0 0 0 0 0 0 -0,01 0 0 0 0 0 -0,6 0,2
5. Social Securities 0 0 0 0 0 0 0,08 0 0 0 0 0 0 -0,5 0 0 0,5
I.
II.
III.
X 0Segment     / Set of Activities   /    A ....matrix
Segment I. Segmet II. Segment III.
Table 4. Interaction matrix A of regional development model, Segment I. – Capital, Segment II. – Housing, Jobs,
Segment III. – Population and vector Xt=0 of starting conditions. A more detailed explanation of interaction
calculation is provided in [5]. For an evaluation of changes in this paper, the calculation technique is only informative.
The diagonal of matrix A indicates the main application segments, the sub matrices above the diagonal indicate the
main "forward" linkages, and the submatrix below the main diagonal indicates "feedback" interactions. Segments of
the matrix are A =
(
AI,I AI,II 0
AII,I AII,II AII,III
0 AIII,II AIII,III
)
.
Mathematica, published in 1687, which introduces the
first three individual parameters and their mechan-
ical indicators mass, velocity and acceleration. The
concept of energy was introduced later by Thomson
(1807), and was calculated according to Leibniz as
the product of the mass of an object and its velocity
squared. Let us allow, in relation to Table 3, the
luxury of an example; a) the basic chain of the three
hierarchical parameters has been known for more than
300 years, b) the first models of the Club of Rome
[29]1 were worked out for thousands of variables.
The weak prognosis [51] made on the basis of the
individual quantitative data indicated in Figure 4 is in-
adequate for management strategies. What is required
is actual knowledge transformed into computational
parameters.
If we use models like AR(1), there are uncertain-
ties in the factual description of the modelled process,
say: innovation, organization, production. Mislead-
ing results arise especially when applying polynomial
forecast functions. Even for short periods of time,
prognoses are often misleading. If we compare prog-
nosis results of odd or even polynomial degree we see
strongly disproportional results. In particular, an im-
1The purpose of The Limits to Growth was to explore how
exponential growth interacts with finite resources.
proper rate of polynomial approximation could lead
to misleading predictions.
In fact, without a priori knowledge, it is not possi-
ble to estimate the original source data (for example
given in Figure 1 or in Figure 2. The mixing and
filtering process is based on formulation (1), (3) and
application by simulations (e.g. Figures 6, 5 etc.).
3.3. A general description of the
simulation method – model
management
The methodical interpretation and calculative model
of any process passes through the formulation phase
and can later be formulated at a difference level in the
space of solutions Ω. The core meta-knowledge basis
is mentioned in Table 3 and indicators are identified
as virtual.
In the scheme of Figure 6, the implemented knowl-
edge AQ′, AQ′′, . . . about problem Ω is transferred
to states and changes per time unit. Figure 5 presents
the general scheme Gint(A,X0), which is converted
into detailed interactions i.e. to the matrix A in
Table 4. A detailed explanation is provided in [5].
There exists a starting situation (initial state)2
2In regional or urban development, a complex territory or
region: starting standard of base year solution.
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FIGURE 5. Simulation initiating development attributes for Segment I. Implementation into regional development scheme – Central Bohemia, town of 
Pribram. Segments: I. Capital, II. Jobs and Housing, III. Population; the full structure of matrix A is given in Appendix - Table A3. 
Segment AI,I  of matrix A, 
(see Appendix Table A3) 
Segment AII,II of matrix A  Segment AIII,III of matrix A  
Interactions 
AII,III and AIII,II 
Interactions 
AI,II and AII,I 
Figure 5. Simulation initiating development attributes for Segment I. Implementation into regional development
scheme – Central Bohemia, town of Pribram. Segments: I. Capital, II. Jobs and Housing, III. Population; the full
structure of matrix A is given in Table 4.
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Figure 6. Scheme of parameter tracing: knowledge for issue Ω and creation of changes.
based on quantitative knowledge of elements AQ at
t0 and their selection for Xt=0 process matrix3 A
is based on influencing the intensities of changes aij
(equations (2), (2a)) and matrix B describing accel-
erations bij as changes of matrix A (equation (3)).
The resulting example in Figure 5 is the transforma-
tion of AΩ to calculation basis AΩ as Gint(A,X0).
What is essential is the transformation of knowledge
Ω. There are several methods for transforming exist-
ing data (statistics, professional knowledge, etc.) to
scaled data as aij , for details see [19]. In the calcu-
lation used in this paper, in § 4, preference is given
to min-max normalization. Formula (1) maps data to
the range [xmin, xmax], for example to [0, 1]:
x′i =
xmax − xmin
xmaxΩ − xminΩ (xi − xminΩ) + xmin, (1)
where x′i is the normalized value xi of original data
3Note that we distinguish matrices and vectors, written as
A, and sets, written as A.
attribute Ω mapped to a new range [xmin, xmax].
The transformation provides a conversion of the
original statistical data to comparable data given in
Table 4. The main issue is to characterize the changes
that bring proposed outputs, e.g., innovation, improve-
ments. Attribute Ω is in fact based on knowledge set
A.
The change of Xt for the time period ∆t is defined
(general framework) as
∆Xt+1 = AXt (2)
and the new standard (i.e., prediction technique) after
∆t is given as
Xt+1 = Xt + ∆Xt+1, (3)
where A is a matrix of evaluated interactions for ∆t,
and aij ∈ 〈+1;−1〉 are based on (1), Xt is a state
vector of standards in time period t, selected from
the set of quantitative activities AQ, and ∆Xt is a
296
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Figure 6. The simulation for element 4. T/E innovations based on Table A3 (ORIG), and 
the change in the situation after robust support through a42 and a43 (NEW); difference 
gD=D(• || •) is the bold line. 
 
 
Figure 7. The robust support (increase a42 and a43) for element 4. T/E innovations, and 
its influence on element 7. Local infrastructure (as ORIG) and change (as NEW); the 
influence is recalculated as divergence - bold line. 
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Local infrastructure (as ORIG) a d change (as NEW); h influence is recalculated as divergence – bold line.
vector of changes in the time period t. For more
comprehensive simulation in the formation of changes
it is appropriate to extend formulation (2) to
∆Xt+1 = AXt +B∆Xt +C, (4)
where B is a matrix of acceleration of changes re-
lated to matrix A, quantified as amendment bij ∈
〈−0.1; +0.1〉 for particular aij over time step ∆t and
C is a vector of external influences; further details
are given in [7].
The simulation model - example related to the Fig-
ure 5 is explained, and is divided into segments; the
segmentation of default matrix A is shown in the Note
to Table 4.
4. Results and discussion –
examples of regional
development
The model presented in Figure 5 and the interaction
Table 4 in the Appendix show the development mech-
anism for the region. For simplicity, it is the matrix
B = 0. The simulation calculation uses an approxi-
mation procedure for ascertaining X(t), clarified in
(1), (2) and in Kane (1972) in [25] or Holling (1978)
in [22]. Dynamic simulation (there is more in Forester
[15–18]) supports decision making [38], the compar-
ison of variants, innovation proposals, and regional
development planning. The dynamic modelling tech-
nique [7, 8] provides an understanding of functional
requirements for future (ex-ante) development, and
avoids difficulties already described in the comments
about misleading forecasts presented in Figure 4.
The procedure can improve decision making [34–
36]. The simulation tool helps in decision making
for long run validity, even for long life cycle assets,
which indeed industrial and infrastructural projects
[46] usually are, see [26] or [40]. Modern disputes
about evaluation of decision data are presented in [24]
and in regionally-focused sources [43] and [30]. We
will not address the issue of simulation techniques on
the basis of software that are related to Figure 6 and
Figure 5. Computational methods in this paper have
been presented schematically by relations (2) and (3).
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Sophisticated solutions and various software packages
for simulations are available commercially or as free
SW. The key problem lies in evaluating the output
data that is obtained.
4.1. Divergency
The problem of decision-making mentioned above is
not to be seen as a short-term decision. The implied
decision-making is to distinguish solutions in the con-
text of a relative long time period. This paper states
that we are looking for indicators of change for time
series based on a simulation model as a set of source
signals, i.e. as an economic time series about regional
progress. Creation of variants, alternatives, strategies
or innovations requires comparisons of one simulated
time series with another.
Improvements in proposals (e.g. economic proposals
technical solutions, design solutions) need an evalua-
tion of their potential. We will calculate this differenti-
ation as the divergence between time series e.g. ORIG
p and NEW proposal q. Space Ω is the platform of all
ex-ante simulations of the problem. The divergence
on Ω is a vector, and is given as the function
gD = D(p‖q) : Ω→ R+, (5)
where gD = D(p‖q) is a function describing the dis-
tance of time series (proposals) p to q.
In most situations we are looking for potential
changes that may cause a positive response for further
progress. We are looking for a solution which is able
to compare a new solution with an existing original
as gD = D(ORIG‖NEW).
If divergence has indicated priority over the original
solution as
gDORIG‖NEW(1) ≥ gDORIG‖NEW(2) (6)
then there is a valid preference
NEW(1)  NEW(2). (7)
In other words, we seek the gradient of growth in prob-
lem space Ω. In many fields of technical-economic
applications, we need to compare proposed approaches
and their results, e.g. benefits; states achieved, strate-
gies, functionality of technical details, etc.
In some cases the evaluation may be supplemented
by calculating the degree of similarity. In develop-
ing strategies, we need to compare data series by
telling the degree of difference. In some studies, these
functions are called distance measures or divergence
measures [45].
4.2. Discussion on change proposals –
regional progress example
The calculation of distances for the given example in
Figures 7 and 8 is based on differences. In Figure 6,
we observe that the structure of matrix A is the main
source of changes. The realistic improvements of aij
are potential for improvements (innovations, progress).
Whatever changes are desirable need to be supported
technically, and materially. Our example is about
induced investments, and is focused in Figure 7 on
element 4. Tech./Econ. Innovations. More details are
available in Table 4. Suppose we decide to improve
regional development by escalating Credit availability
(a42) and Capital mobility (a43), as given in Appendix
Table 4. The simulation results for 20 time periods
are (for its own supported element 4. T/E innova-
tions) given in Figure 7, and they decrease over the
long term. Further, it is evident that the idea of
strengthening target element 7. Local Infrastructures
by the proposed change was also not successful. The
increases in Figure 8 are very weak.
The divergence of ORIG and innovation NEW in
Figure 7 and Figure 8 shows that the proposed change
is successful only in the short term, and the long-term
development shows decreasing trends; if we follow
the bold lines of the differences in Figs. 6, 7, we
see that the effect on the target element 7. Local
infrastructure is insignificant and is limited to element
4. T/E innovations. Using this strategy, the rest of
the problem remains uninfluenced.
4.3. Formation of development
strategies
The development of strategy poses a major challenge:
how to (a) formulate; and (b) prove their substantive
efficiency claims and their actual economic perfor-
mance. In this paper, the changes that are applied
are potential – virtual – changes, and indicate ap-
propriate time and factual elements for management
intervention. Change can be understood as a com-
posite of several factors formed by a combination of
positive/negative support actions, or by the suspen-
sion/instigation of a particular action.
The management of microeconomic units is a per-
sistent, rather unwinnable, struggle in bringing real
content to actions. Most institutions develop new
strategies on the basis of statistics – i.e. based on
data characterizing the past. For example the World
Bank [42] presents the structure of macroeconomic
wealth in 124 countries on the basis of ex-post data
[48] and [49]. The essential technical-economic content
of the wealth of is not taken into account in macroeco-
nomics We remain uninformed about the application
of new materials, physical principles, patents, etc.
Note. Moreover, the World Bank study [42] does
not work with terms like: (1) prognosis, forecast, sim-
ulation, optimization, (2) town, village, municipality,
community, (3) business, commerce, transport, store,
etc. Terms of type (1) are future-oriented statements
necessary for the creation of any change. Point (2)
presents localization effects, and point (3) turns our
attention to tools or changes. In other words, much
research work has been dealing with macro retrospec-
tion for large territorial units [48], and discusses the
past in terms of statistical data, etc.
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5. Conclusions
Choosing the right managerial intervention option in
dynamic models (simulations) is a challenging proce-
dure. A particular problem of this topic is that there
often exist several ways of dealing with a particular
problem, and there is a lack of general agreement on
which enjoys management preference. The simula-
tion example offers comparable outcomes, and enables
studies of risk consequences [52] and economic impact
[27]. Most change is subject to an assessment of the
risk impact, and the manager responsible for making a
decision has to make an evaluation and take a decision
within a limited time period. More support has to be
introduced for management decisions, and this paper
has attempted to find a realistic path for the analysis
and support of decision problems [37]. Early recogni-
tion of the positive effects of changes may contribute to
a desired rational management solution. The dynamic
of the difference data (i.e. distance, divergence, etc.)
offers a chance for improvement. Establishing a basis
for modelling and simulation is a maturing discipline,
and now needs to have its own body of knowledge (i.e.
SW tools, standards and mathematical methods).
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List of symbols
A are set of knowledge elements as a general source of
input data where for any A ∈ A there exists a factual
description consisting of a verbal description of activities
UA, timing functions DA, and volumetric descriptions
QA
AQ,AQ
′
,AQ
′′
,AQ
′′′
, . . . sets of knowledge-oriented
quantitative and qualitative descriptions of the knowl-
edge elements
Pinput = [A,B,X0] a model set of the processes and the
structure of input data
Poutput = [Xt,∆Xt] is the structure of the process out-
put data
A = [aij ] ∈ Rm×n a matrix of changes of interactions
per time unit, where aij : A ∈ A
B = [bij ] ∈ Rm×n is a matrix of acceleration of changes,
where bij : B ∈ A
bXt,Ω is a state vector based on knowledge Ω as standards,
where xi : A ∈ A and ξ ≥ 0; Xt,Ω = f(Gint(A,X0)),
i ∈ m, describe standards of problem Ω
∆Xt are changes of a state vector of standards for t =
1, 2, . . . , T , where T is the time horizon
Gmap(AQ) a node-oriented graph that maps knowledge
based on selected activities containing quantitative in-
formation
Gint(A,X0) an edge-oriented graph of changes aij ∈ A
that specify causal interactions int of selected activities
A ∈ A and their starting standards X0 ≥ 0.
D(p‖q) : Ω× Ω→ R data divergence from the starting
solution p and the proposed solution q in space Ω
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