In data-driven parsing with Linear Context-Free Rewriting System (LCFRS), markovized grammars are obtained through the annotation of binarization non-terminals during grammar binarization, as in the corresponding work on PCFG parsing. Since there is indication that directional parsing with a non-binary LCFRS can be faster than parsing with a binary LCFRS, we present a debinarization procedure with which we can obtain a non-binary LCFRS from a previously binarized one. The resulting grammar retains the markovization information. The algorithm has been implemented and successfully applied to the German NeGra treebank.
Introduction
Linear Context-Free Rewriting System (LCFRS), an extension of CFG in which non-terminals can cover more than a single span, can be used to model discontinuous constituents as well as non-projective dependencies (Maier and Lichte, 2011) . It has therefore recently been exploited for direct data-driven parsing of such structures. See, e.g., Maier and Søgaard (2008) , Maier and Kallmeyer (2010) , van Cranenburgh (2011 ), van Cranenburgh et al. (2012 , and Kallmeyer and Maier (2013) .
A major problem with data-driven probabilistic LCFRS (PLCFRS) parsing is the high parsing complexity. Given a binary grammar, CYK parsing can be done in O(n 3k ) where k is the fanout of the grammar, that is, the maximum number of spans that a single non-terminal can cover (Seki et al., 1991) . While for PCFG parsing, k is 1, for PLCFRS, k will typically be ≈ 5. Sentences with lengths around 23 to 25 words require very high, unpractical parsing times (20 minutes and more per sentence) (van Cranenburgh et al., 2011; Kallmeyer and Maier, 2013) .
One possibility to obtain faster parsing is to reduce the fan-out of the grammar by reducing the number of gaps in the trees from which the grammar is extracted. This has been done by Maier et al. (2012) who transform the trees of the German TIGER treebank such that a grammar fan-out of 2 is guaranteed. For unrestricted PLCFRS parsing, other solutions have been implemented. The parser of Kallmeyer and Maier (2013) 1 offers A * parsing with outside estimates (Klein and Manning, 2003a) . With this technique the practical sentence length limit is shifted upwards by 7 to 10 words. Kallmeyer and Maier also propose non-admissible estimates which provide a greater speed-up but also let the results degrade. The parser of van Cranenburgh (2012) 2 also does not maintain exact search. It implements a coarse-to-fine strategy in a more general PCFG is created from the treebank PLCFRS using the algorithm of Barthélemy et al. (2001) . The PCFG chart is then used to filter the PLCFRS chart. While this approach in principle removes the limit 3 on sentence length, it also leads to degraded results.
Yet another solution for obtaining higher speeds could be to turn to parsing strategies which allow for the use of non-binary rules, such as directional CYK parsing or Earley parsing. The reasoning behind this assumption is as follows. Firstly, the longer the righthand side of a rule, the easier it is to check during parsing on a symbolic basis if it is possible to use the rule in a complete parse or not by checking the requirements of the rule with respect to the yet unparsed part of the input such as it is done, e.g., in . 4 A comparable strategy, the F grammar projection estimate (Klein and Manning, 2003a) , has been employed in PCFG parsing. Secondly, practical experience with Range Concatenation Grammar (RCG) (Boullier, 1998) and Grammatical Framework (GF) (Ranta, 2004) parsing points in the same direction. Lazy computation of instantiations in RCG parsing as done in the TuLiPA system ) and the SYNTAXE parser (Boullier and Deschamp, 1988) (Boullier, p.c.) seem to be less effective with shorter right-hand sides of rules because less constraints can be collected at once. Practical experiments with the GF 5 parser (Angelov, 2009) , which implements an Earley strategy, indicate that certain optimizations loose their effect with binary grammars (Angelov, p.c.) .
So why not just do directional parsing with the unbinarized treebank grammar? It is common knowledge that vanilla treebank PCFGs do not perform well. This also holds for PLCFRS. Markovization has been proven to be an effective remedy for both PCFG and PLCFRS parsing. It can be achieved through the probability model itself (Collins, 1999) or by annotating the treebank grammar (Klein and Manning, 2003b; Kallmeyer and Maier, 2013) : Instead of using a unique non-terminal as in deterministic binarization, one uses a single non-terminal and adorns it with the vertical ("parent annotation", see Johnson (1998) ) and horizontal context of the occurrence of the rule in the treebank. This augments the coverage of the grammar and helps to achieve better parsing results by adding a possibly infinite number of implicit non-binary rules.
Our main contribution in this article is a debinarization algorithm with which a non-binary LCFRS can be generated from a previously binarized LCFRS (which fulfills certain conditions). Given a markovized binarized grammar, the debinarized grammar contains non-binary productions obtained through markovization. We furthermore contribute a new compact notation for rules of a treebank LCFRS, i.e., of the variant of LCFRS obtained by treebank grammar extraction, and provide a formulation of deterministic binarization using this notation.
An implementation of the debinarization algorithm has been tested on the German NeGra treebank (Skut et al., 1997) . First experimental results confirm that in practice, the debinarized grammar can perform better than than the plain treebank grammar.
The remainder of the article is structured as follows. In the following section, we define treebank LCFRS and introduce our new rule representation. We furthermore introduce the binarization, resp. markovization algorithm. In section 3, we introduce our new debinarization algorithm. Section 4 presents the experimental evaluation and section 5 closes the article.
LCFRS

Definition
In LCFRS (Vijay-Shanker et al., 1987) , a single nonterminal can span k ≥ 1 continuous blocks of a string. A CFG is simply a special case of an LCFRS in which k = 1. k is called the fan-out of the non-terminal. We notate LCFRS with a syntax of Simple Range Concatenation Grammars (SRCG) (Boullier, 1998) , a formalism equivalent to LCFRS. In the following we define treebank LCFRS, the variant of LCFRS which is obtained by the grammar extraction algorithm of Maier and Søgaard (2008) .
A treebank LCFRS is a tuple G = (N, T, V, P, S) where 1. N is a finite set of non-terminals with a function dim: N → N determining the fan-out of each A ∈ N ; 2. T and V are disjoint finite sets of terminals and variables;
3. S ∈ N is the start symbol with dim(S) = 1;
4. P is a finite set of rewriting rules where all r ∈ P are either (a) rules with rank m ≥ 1 of the form
For all r ∈ P , every variable X that occurs in r occurs exactly once in the left-hand side (LHS) and exactly once in the right-hand side (RHS). Furthermore, if for two variables X 1 , X 2 ∈ V , it holds that X 1 ≺ X 2 on the RHS, then also X 1 ≺ X 2 on the LHS. 6 A rewriting rule describes how to compute the yield of the LHS non-terminal from the yields of the RHS non-terminals. The yield of S is the language of the grammar. See figure 1 for an example.
The rank of G is the maximal rank of any of its rules, its fan-out is the maximal fan-out of any of its non-terminals.
The properties which distinguish a treebank LCFRS from a regular LCFRS are the requirements that 1. all non-terminal arguments are variables except in terminating lexical rules in which the only argument of the LHS consists of a single terminal, and 2. the ordering property. These properties allows us to notate rules in a more compact way. Let (N, T, V, P, S) be an LCFRS. A rule r ∈ P
6 This is the ordering property which Villemonte de la Clergerie (2002) defines for RCGs. LCFRSs with this property are called monotone (Michaelis, 2001) , MCFGs non-permuting (Kracht, 2003) .
can be represented as a tuple (A → A 1 · · · A m , ϕ), where ϕ is a linearization vector which is defined as follows. For all We introduce additional notation for operations on a linearization vector ϕ.
1. We write ϕ/(x, x ′ ) for some x, x ′ ∈ N for the substitution of all occurrences of x in ϕ by x ′ . ϕ/ s (x, x ′ ) denotes the same substitution procedure with the addition that after the substitution, all occurrences of x ′+ in ϕ are replaced by x ′ .
2. We write ϕ \ x for some x ∈ N for the deletion of all occurrences of x in ϕ, followed by the deletion of subvectors which become empty.
3. ϕ ↓ x for some x ∈ N denotes the splitting of all subvectors of ϕ such that a vector boundary is introduced between all
Note that for every LCFRS, there is an equivalent LCFRS which fulfills the treebank LCFRS conditions (Kallmeyer, 2010) . A probabilistic (treebank) LCFRS (PLCFRS) is a tuple N, T, V, P, S, p such that N, T, V, P, S is a (treebank) LCFRS and p : P → [0..1] a function such that for all A ∈ N : Σ A( x)→ Φ∈P p(A( x) → Φ) = 1. The necessary counts for a Maximum Likelihood estimation can easily be obtained from the treebank (Kallmeyer and Maier, 2013) .
Binarization and Markovization
Using the linearization vector notation, deterministic left-to-right binarization of treebank LCFRS can be accomplished as in algorithm 1. The algorithm creates binary top and bottom rules but can easily be extended to create unary rules in these places. Note that the algorithm behaves identically to other deterministic binarization algorithms such as, e.g., the one in Kallmeyer (2010) .
The algorithm works as follows. We start with the linearization vector ϕ of the original rule. In each binarization step, we "check off" from ϕ the information which was used in the previous step. The
Algorithm 1 LCFRS binarization
Let (N, T, V, P, S) be a treebank LCFRS
linearization vectors of the binary rules are obtained from the respective current state of ϕ by attributing all information which will covered by the new binarization non-terminal to exactly this non-terminal.
As an example, consider the binarization of the rule A(X 1 X 2 , X 3 X 4 , X 5 X 6 ) → B(X 1 , X 3 )C(X 2 , X 4 )D(X 5 )E(X 6 ).
The compact representation of the rule is (A → BCDE, 
by attributing all material covered by C 2 to C 2 . In other words, the last subvector can be reduced from [2, 3] to [2] since only in the next and last binarization step we will distinguish between 2 and 3. In the subsequent last step, we again check off the already used material from ϕ and end up with (C 2 → DE, [[1, 2] 
]).
During binarization, a grammar can be markovized by changing the choice of binarization non-terminals. Instead of unique non-terminals C 1 , . . . , C m−2 , we pick a single non-terminal @. At each binarization step, to this non-terminal, we append the vertical occurrence context from the treebank, i.e., we perform parent annotation (Johnson, 1998) , and we append the horizontal context. More precisely, the markovization information for the binarization non-terminal that comprises original RHS elements A i . . . A m are the first v elements of path from A i to root vertically and the first h elements of A i . . . A 0 horizontally.
Debinarization
The goal of the debinarization procedure is to obtain a grammar with non-binary rules from a previously binarized one. Algorithm 2 accomplishes the debinarization. It consists of a function debin, which, assuming a treebank LCFRS (N, T, V, P, S) binarized with algorithm 1, is called on all A ∈ N . During debinarization, linearization vectors must be recombined. This is notated as function lin.
Called on some non-terminal A ∈ N , the algorithm recursively substitutes all binarization non-terminals on the right-hand sides of all binary A rules with the right-hand sides of rules which have the same binarization non-terminal on its LHS. The base case of this recursion are rules which do not have binarization non-terminals on their right-hand side. At each substitution, we recombine the corresponding linearization vectors: When substituting the binarization nonterminal C on the right-hand side of a binary production by the RHS of a debinarized rule r with C on its LHS, roughly, we replace the ith occurrence of 2 in the linearization vector by the ith subvector of the linearization vector of r, adding 1 to all of its elements. 7 The probability of a rule in which a binarization non-terminal on the RHS is substituted by the RHS of a rule with this binarization non-terminal on its LHS is simply the product of both probabilities.
As an example, consider the debinarization of the non-terminal A given the binarized rules from our previous example. We have a single A rule, in which we would recursively substitute the C 1 on the righthand side with C C 2 and in the following as base case C 2 with D E. In the base case, lin is not called, be-cause no linearization vector recombination is necessary. For the substitution of C 2 , we combine the linearization vectors of the C 1 and C 2 rules. For this, we first add 1 to all elements of the C 2 vector, which gets us [[2, 3] ]. We then replace the only occurrence of 2 in the C 1 vector by [2, 3] In the case of deterministic binarization, the algorithm yields a grammar which is equivalent to the grammar before the binarization. With markovization, i.e., with non-deterministic binarization, it is more difficult. Since we do not choose our binarization nonterminals in a unique way, it is possible that a chain of substitutions can lead us in a cycle, i.e., that we reach the same binarization non-terminal again. A cycle corresponds to an infinite number of implicit nonbinary rules. The smaller the binarization context, the more likely it is that such a cycle occurs.
Several strategies are possible to avoid an infinite loop of substitutions. The most obvious one is to use a cache which contains all binarization nonterminals seen during debinarization. If a substitution introduces a binarization non-terminal which is in the cache, the corresponding production is discarded. Another strategy is to discard rules with a probability lower than a certain threshold.
Experiments
We have implemented the grammar extraction algorithm from Maier and Søgaard (2008) , as well as the binarization and the debinarization algorithm. We implement the debinarization algorithm with a probability filter: A substitution of a binarization non-terminal will not take place if the probability of the resulting production falls under a certain threshold. We furthermore implement a filter which excludes rules with right-hand sides that exceed a certain length.
In order to experimentally test the debinarization al-
for all x for all occurrences of s in ϕ do replace occ. of s with the content of ϕ D [c] c = c + 1 return ϕ gorithm, we perform experiments on the NeGra treebank (Skut et al., 1997) using rparse. 8 In a first step, we apply the algorithm for re-attaching elements to the virtual root node described in (Maier et al., 2012) . All sentences longer than 20 words are excluded. For parsing, we split the data and use the first 90% of all sentences for training and the remainder for parsing. We then extract the grammar from the training part (results in 10,482 rules) and binarize them, using deterministic binarization and using markovization with vertical and horizontal histories of 1, resp. 2. The markovized grammar is debinarized, with an experimentally determined logarithmic rule weight of 15 for the filtering and a limit of 15 on the lengths of rule right-hand sides. This results in a grammar with 175,751 rules.
We then parse with the deterministically binarized treebank grammar, with the markovized binary grammar, and with debinarized grammar. Note that rparse currently offers no directional parser. Therefore we rebinarize the debinarized grammar using deterministic binarization. Using bracket scoring (evalb) 9 , we obtain the 75.49 F 1 for the plain treebank grammar, 77.10 for the markovized grammar and 76.37 for the debinarized grammar. This shows that the debinarized markovized grammar can perform better than the plain treebank grammar. However, the large number of productions in the debinarized grammar indicates that the possibilities of filtering must be investigated more closely. This is left for future work.
Conclusion
We have presented a new compact representation for grammar rules of a treebank LCFRS together with a formulation of a binarization algorithm. Furthermore, we have presented a procedure for debinarizing a previously binarized LCFRS. The resulting grammar maintains the markovization information introduced during binarization and can be used with directional parsing strategies. Experiments have shown that the grammar can perform better than the plain treebank grammar. There remains potential for optimization.
We are currently working on the integration of the algorithm into a directional parsing strategy within a data-driven PLCFRS parser.
