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$ommaire
Dans cette thèse, nous nous intéressons au développement de nouveaux générateurs
de nombres pseudo-aléatoires qui utilisent une récurrence linéaire dans un corps fini
de caractéristique 2. Nous utilisons aussi ces récurrences pour définir de nouveaux
ensembles de points qui peuvent être utilisés par les méthodes quasi-Monte Carlo.
Tout d’abord, nous définissons les critères avec lesquels nous choisissons les pa
ramètres de nos générateurs. Parmi ces critères, on retrouve l’équidistribution et la
distance minimale entre deux points d’un ensemble P, de n points dans [O, 1)t Pour
ce dernier, nous développons un nouvel algorithme qui permet de trouver la distance
minimale entre deux points de P, en temps moyen 0(n).
Ensuite, nous définissons de nouveaux générateurs qui utilisent une récurrence
linéaire dans 1F2w, le corps fini avec Z’ éléments. Ces récurrences sont aussi utilisées
pour définir de nouveaux ensembles de points qui peuvent être utilisés dans des ap
plications quasi-Monte Carlo. La grande majorité des projections en deux dimensions
des nouveaux ensembles de points construits avec ces récurrences ont la propriété
d’être parfaites par rapport à l’équidistribution.
Nous développons également une autre famille de générateurs, les générateurs
WELL, qui possèdent d’excellentes propriétés. En effet, l’équidistribution est presque
parfaite pour plusieurs générateurs et le nombre de coefficients non nuls du polynôme
caractéristique est près de k/2 où k est son degré. La vitesse d’exécution de ces
iv
nouveaux générateurs est comparable aux plus rapides des géllérateurs disponibles.
Nous concluons cette thèse en analysant une famille de générateurs proposée par G.
Marsaglia [60]. Nous effectuons une analyse théorique de ces générateurs et cherchons
les meilleurs du point de vue de l’équidistribution. Malgré que ces générateurs ont,
en général, une bonne équidistributioll, la récurrence est trop simple pour produire
de bons générateurs comme le démontrent leurs nombreuses faiblesses aux différents
tests statistiques que nous leurs avons fait passer.
Mots-clés Générateurs de nombres aléatoires, récurrence linéaire, Monte Carlo,
quasi-Monte Carlo, simulation, ensembles de points uniformes, équidistribution, réseau
polyllômial, uniformité.
$ummary
In this thesis, we are interested in the development of new random number gene
rators (RNG) that use a linear recurrence in a finite field of characteristic 2. We also
use these recurrences to define new point sets for quasi-Monte Carlo applications.
We first define the criteria used to choose the parameters of our generators. Among
them, we find the equidistribution and the minimal distance between two points from
a point set. For this last criterion, we developed a new algorithm that computes the
minimal distance in average time 0(n) where n is the cardinality of the point set.
We then define new RNGs that use a linear recurrence in Fw, the finite field with
2” elements. With these generators, we also define new point sets for quasi-Monte
Carlo applications. The vast majority of the two-dimensional projections of these new
point sets have a perfect eqilidistribution.
Also, we define a new family of generators known as WELL RNGs. The equidis
tribution of these generators is almost perfect and the number of non zero coefficients
in the characteristic polynomial is close to k/2 where k is its degree. The speed of
these generators is comparable to other fast generators.
We conclude this thesis by analyzing a family of generators proposed by Marsa
glia [60], known as “xorshift generators”. We analyze their theoretical properties and
look for the best generators. Even though they have, in general, good equidistribution
vi
properties, the recurrence they use is too simple to produce good generators. We show
this by testing many generators empirically.
Keywords : Random number generators, linear recurrence, Monte Carlo, quasi
Monte Carlo, simulation, uniform point sets, equidistribution, polynomial lattice,
uniformity.
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Chapitre 1
Introduction
1.1 Comment imiter le hasard
Lors de simulation de systèmes stochastiques sur ordinateur, il est essentiel de
disposer d’une source de hasard. Celle-ci consiste en une suite de valeurs {u}>0 qui
imite une suite de variables aléatoires uniformes indépendantes dans l’intervalle [0,1).
Souvent, on utilise des algorithmes déterministes afin de produire de telles suites. Les
principales propriétés désirées qui permettent de choisir les méthodes à utiliser sont
expliquées dans [34]. Voici un résumé de celles-ci
1. Bonnes propriétés statistiques t on désire obtenir une séquence de nombres
{ u}>o qui passe avec succès la plupart des tests statistiques raisonnables.
2. Longue période : supposons que l’on ait besoin de N valeurs aléatoires pour une
simulation, alors il fallt que la période (le nombre de valellrs produites avant
que la séquence ne se répète) des valellrs produites soit beaucoup plus grande
que N.
3. Efficacité : le temps nécessaire pour produire les valeurs doit être petit par
rapport au temps de la simulation. Ce facteur devient important dans des si-
2mulations qui prennellt plusieurs jours d’exécution.
4. Répétabilité l’utilisateur doit être capable de reproduire la même séquence de
nombres facilement. Ceci est important pour la vérification des programmes et
certaines techniques de réduction de variance.
5. facilité d’implantation et séparabilité : l’implantation du générateur doit pou
voir être exécutée sur tous les types d’ordinateurs standards. Également, il doit
être possible de « sauter » d’une valeur T1 une autre u9 facilement, même
quand s est grand. De cette manière, on peut utiliser plusieurs sous-séquences de
la séquence {u}> et considérer chaque sous-séquence comme un générateur
indépendant (ceci exige que la période de la séquence {u}> soit assez grande
pour le permettre).
Au critère 1, un test statistique raisonnable est mi test qui peut être effectué
dans ff1 temps raisonnable. Par exemple, s’il faut 200 ans avant de trouver un défaut
sur un générateur à l’aide d’un test statistique, alors on peut dire que le test n’est
pas raisonnable. Il existe plusieurs batteries de tests qui peuvent être utilisées dont
DIEHARD et TestUOl [31, 19, 29, 61].
Il existe deux types de méthodes permettant de reproduire le hasard et qui
tentent de répondre à ces critères. Il y a les méthodes physiques et les méthodes
mathématiques.
Les méthodes physiques produisent des valeurs « vraiment aléatoires ». Par exem
ple, on pourrait utiliser une pièce de monnaie et enregistrer les résultats des tirages
successifs de celle-ci. On obtiendrait alors une suite binaire aléatoire. D’autres métho
des peuvent être utilisées et les résultats observés seraient aléatoires dans le sens que
ceux-ci suivent une distribution de probabilité qui est propre à l’expérience choisie.
Ces méthodes ont plusieurs désavantages qui les rendent inintéressantes pour la
simulation. Le critère 3, l’efficacité, est difficilement respecté puisque le nombre de
valeurs disponibles est limité par le temps nécessaire pour les produire et/ou l’es-
3pace de stockage de l’information. Si le nombre de valeurs produites est trop faible,
alors celles-ci auront vite été utilisées lors d’une simulation. Egalement, ces méthodes
vérifient rarement le critère 1 étant donné la difficulté d’obtenir des valellrs successives
vraiment mdépendantes les unes des autres et aussi par le fait qu’il est difficile de
s’assllrer que les valeurs produites suivent une distribution uniforme dans l’intervalle
[0,1). Ces méthodes ne sont pas souvent utilisées de nos jours pour la simulation. Les
références [3] et [30] traitent plus en détails des méthodes physiques.
Le dellxième type de méthodes, les méthodes mathématiques, permettent de pro
duire une suite de nombres qui ressemble à celle que produirait un système parfai
tement aléatoire. Les nombres produits sont alors appelés nombres pseudo-aléatoires
car ils ne sont pas générés par une méthode aléatoire, mais plutôt par une méthode
déterministe.
Les méthodes mathématiques ont l’avantage de ne pas nécessiter d’espace de sto
ckage permanent et de produire des valeurs pseudo-aléatoires rapidement, ce qi
répond au critère 3. Aussi, le critère 2 est respecté puisque les méthodes actuelles
ont de longues périodes, c’est-à-dire, que les simulations n’utilisent jamais toutes les
valeurs disponibles si le générateur est bon. C’est à cause de leur rapidité et de leur
facilité d’utilisation que l’on utilise des méthodes mathématiques pour la majorité des
simulations. Le modèle mathématique qui permet de produire la séquence de nombres
aléatoires est appelé générateur de nombres pseudo-aléatoires. Afin d’alléger le texte,
on parlera plutôt d’un générateur de nombres aléatoires ou générateur. Une propriété
des méthodes mathématiques est que les séquences qu’elles produisent ont toujours
une période finie.
Idéalement, en plus du critère 1, on voudrait que le générateur soit imprévisible,
c’est-à-dire qu’on voudrait qu’il soit impossible de faire la différence entre une séquen
ce produite par un générateur donné et une suite de variables aléatoires indépendan
tes identiquement distribuées uniformes dans l’intervalle [0,1) avec une probabilité
4significativement supérieure à 1/2 [32]. Évidemment, si on dispose d’un temps in
fini, ceci n’est pas possible puisqu’en examinant la séquence des nombres générés
assez longtemps, il est possible de déterminer de façon exacte la prochaine valeur
du générateur, puisque la séquence est périodique. Pour certains générateurs, il est
même possible de déterminer tous les paramètres du modèle, même si on ne connaît
qu’une petite fraction de la période [27, 89]. Quelques générateurs sont pratiquement
imprévisibles [47, 2], mais ceux-ci sont trop lents pour les besoins pratiques de la
simulation [32].
Une limitation des générateurs de nombres aléatoires est que les valeurs produites
ne sont pas aléatoires, ils ne font qu’imiter des variables aléatoires. Ceci engendre
des structures entre les nombres générés. C’est pour cette raison qu’il faut être très
prudent lorsqu’on conçoit un générateur avec une méthode mathématique. Dans le
passé, des gens ont conçu des générateurs sans en étudier à fond leurs propriétés. Un
générateur célèbre pour ses lacunes est le générateur RANDU qui a été implanté sur
les ordinateurs d’IBM dans les années 1960. Voir [24] et [28] pour plus de détails sur
ce générateur et ses défaillances.
Pour cette thèse, nous développons des générateurs de nombres aléatoires qui ne
sont pas imprévisibles, c’est-à-dire qu’on peut prédire exactement la séquence des
futurs nombres à générer en n’observant que quelques valeurs consécutives. Ainsi,
aucun des générateurs contenus dans cette thèse ne peut être utilisé tel quel dans
une application cryptographique. Par contre, ils sont très utiles pour les besoins de
la simulation numérique à cause de leur rapidité et de leurs bonnes propriétés statis
tiques.
51.2 Définition du générateur de nombres aléatoires
Il existe plusieurs types d’algorithmes déterministes pour la génération de nombres
pseudo-aléatoires. Dans [32], on trouve un excellent compte-rendu des principaux algo
.rithmes de génération de nombres aléatoires. Également, on y explique une structure
commune à tous les générateurs qui se résume à la définition suivante.
Définition 1.1. (L’fcuyer [32])
Soit un espace fini d’états S, une loi de probabilité F qui permet de choisir un élément
de S, une fonction f : $ —* S, appelée fonction de transition, et une fonction g
$ —* U C R, appelée fonction de sortie. On appelle générateur de nombres pseudo
aléatoires un algorithme qui choisit un élément s0 e S, appelé germe, grâce à la loi de
probabilité F, et qui produit une séquence u = g(s) e U, n O, où s = f(s_),
qui tente d’imiter une séquence de variables aléatoires indépendantes et uniformes
sur U. On note ce générateur G = (S, P, f, U, g).
Le générateur produit, à chacune des itérations, un nouvel état s é $ avec f et
une sortie u ê U, obtenue avec g. Pour la très grande majorité des générateurs de
nombres aléatoires, U = [0, 1). Ceci n’est pas une restriction, puisqu’il est possible
d’obtenir n’importe quelle variable aléatoire avec une ou plusieurs variables aléatoires
uniformes dans [0, 1) [28]. Remarquons que, puisque le nombre d’états est fini, la
séquence des nombres en sortie (les u) est périodique. La période d’une séquence
{u}1> est la plus petite valeur de s telle qu’il existe un n0 pour lequel u =
pour tout n n0. La période maximale de la séquence produite par un générateur
est ISI•
Malheureusement, le simple fait de choisir une structure compatible avec cette
définition ne garantit pas que la séquence des valeurs produites soit de bonne qualité,
c’est-à-dire qu’elle imite bien une séquence de nombres vraiment aléatoires. Pour
que la séquence {u}>0 soit de qualité, il faut choisir S, f et g judicieusement. Ce
6choix doit s’appuyer sur des arguments théoriques et empiriques solides. Il existe
des générateurs coiltenus dans des programmes et des bibliothèques informatiques
couramment utilisés qui sont de piètre qualité [38]. La difficulté de trouver de bons S,
f et g justifie de continuer la recherche de bons générateurs et de travailler à mieux
comprendre leurs propriétés théoriques.
1.3 Notation
Dans cette section, nous introduisons la notation qui sera utilisée tout au long
de cette thèse. Tout d’abord, mentionnons que la transposée est notée par T (par
exemple, la transposée de A est AT) Pour représenter un vecteur e k dimensions,
nous utilisons la notation x — (x(°) x(k_1))T. Ainsi, le symbole pour le vecteur
est en caractère gras, mais non ses éléments. L’indexation des éléments d’un vecteur
commence à zéro. Pour les matrices, on utilise une lettre e majuscule, par exemple
A.
Dans cette thèse, nous utiliserons beaucoup la notion de corps fini. Le lecteur peu
familier avec cette notion est invité à lire l’annexe A qui passe en revue les propriétés
de base de ceux-ci. On note le corps fini à b éléments, où b est une puissance d’ull
nombre premier, par lb et l’espace des vecteurs en k dimension dont les éléments sont
dans 1Fb par F. L’ensemble des polynômes à coefficients dans 1Fb est noté Fb[z].
Pour les vecteurs dans 1F, nous définissons les opérations suivantes
opération explication
x « u décalage de u bits vers la gauche
x » u décalage de u bits vers la droite
yEl3x additionbitàbitdeyetx
y & x et-exclusif bit à bit de y et x
7Une séquence infinie de valeurs a1, a2,... est représentée par {a}>i.
1.4 Cadre général des générateurs étudiés dans
cette thèse
Dans cette thèse, on se concentre sur les générateurs de nombres pseudo-aléatoires
qui utilisent une récurrence linéaire modulo 2. L’espace des états est 1F’ et 1111 état
peut être représenté par un vecteur de k bits. La représentation par vecteurs de bits
est utilisée afin de passer d’un état à l’autre, puisque celle-ci est facilement manipulée
par les ordinateurs actuels. Les générateurs connus de ce type sont les générateurs de
Tausworthe ou « linear feedback shift register » (LF$R) [100, 33, 37], les « generalized
feedback shift register» (GF$R) [55, 22], les «twisted GF$R » (TGFSR) [66, 67], les
générateurs à congruence linéaire polynômiaux (GCLP) [45] et les « Mersenne Twis
ter » (MT) [69, 79]. Tous ces générateurs utilisent, sous des formes différentes, le même
type de récurrence linéaire et peuvent être représentés sous une forme matricielle que
nous allons maintenant décrire.
En partant de la définition des générateurs de nombres aléatoires introduite à la
section 1.2, on définit l’espace d’états S, la fonction de transition f et la fonction de
sortie g utilisés pour les générateurs à récurrence linéaire modulo 2.
L’espace d’états $ est JF. Un élément de iF est un vecteur de k bits. Le n-ième
état est noté x, = (x,,. . . ,r’))T. La fonction de transition f : $ —+ S, est
représentée par la matrice X, dans 1F2. La transition se fait par
x7, = Xx_1 (1.1)
où X, qu’on appelle matrice de transition, est une matrice de dimension k x k dont les
éléments sont dans 1F2. Un polynôme important relié à la matrice X est le polynôme
8caractéristique de X qui est défini par Px(z) = det(X —Iz). Ce polynôme sera utilisé
fréquemment tout au long de cette thèse.
Pour obtenir la sortie, on a besoin d’un vecteur de L bits que l’on définit par
= Bx (1.2)
y Yz (1.3)
(O) (k—1) T (O) (L—i) T 7ou z = (z ,. . . ,z7 ) , y, (yn ,. . . ,y, ) , 1 est une matrice L x k, B est
une matrice k x k.
On remarque que y = YBx. Cette décomposition est pratique lorsqu’on désire
appliquer du tempering à la sortie du générateur. Habituellement, la matrice B est
une matrice de plein rang k. La matrice Y est la matrice qui détermine le nombre de
bits de résolution que le générateur aura à sa sortie. Si L < k, alors la matrice Y,
multipliée par un vecteur, tronquera celui-ci pour ne garder que les L premiers bits.
Par contre si L > k, alors la matrice Y aura la forme
Y (1k; C)T
OÙ ‘k est la matrice identité k x k et C est une matrice (L — k) x k quelconque qui
permet d’avoir plus que k bits à la sortie. La sortie u [0, 1) associée à x est
L
(1.4)
La valeur de L est dite la résolution de sortie du générateur. Ce terme est ap
proprié puisque plus la valeur de L est grande plus les valeurs générées pollrront
avoir de la précision, c’est-à-dire qu’elles auront plusieurs chiffres après la virgule. La
résolution représente le niveau de discrétisation de l’ensemble [0, 1). Par exemple, si
L 3, alors l’ensemble des valeurs qui peuvent être produites par le générateur est
{0, 1/8, 2/8, 3/8, 4/8, 5/8, 6/8, 7/8}. Par contre si L est grand, on aura une meilleure
approximation de [0, 1). On pourrait faire une analogie avec la résolution d’une photo
numérisée plus celle-ci est grailde, plus on observe de détails au grossissement.
9Les différents générateurs qui seront traités dans cette thèse ont tous la même
strllcture; seules leurs matrices X, Y et B respectives les différencient. On doit re
marquer que, dans la définition donnée à la section 1.2, la fonction de sortie g $ —+ U
est la combinaison des éqilations (1.2), (1.3) et (1.4).
En examinant les équations (1.1), (1.2), (1.3) et (1.4), on observe que l’on peut
obtenir différentes suites de nombres {nn}n>o avec la même matrice X e utili
sant différentes matrices B. Cette observation se révèle importante lorsqu’on désire
améliorer ou changer les propriétés des générateurs. Souvellt, les conditions qll’on
impose à la matrice X sont plus restrictives que celles imposées à la matrice B, ce qui
rend la matrice B plus facile à changer que la matrice X. Pour une matrice X donnée,
o sélectionnera les matrices B selon un critère qui mesure la qualité du générateur
obtenu. Un des critères qui sert souvent de mesure de la qualité des générateurs de
nombres aléatoires à récurrences linéaires modulo 2 est l’équidistribution, que nous
définissons dans la prochaine section.
1.5 Bref aperçu du critère d’équidistribution
Dans la section 1.1, on énumère différents critères permettant de juger de la qilalité
des générateurs de nombres aléatoires. Le premier critère est que le générateur doit
avoir de bonnes propriétés statistiques et d’uniformité. L’équidistribution est une
mesure de l’uniformité des points générés dans l’hypercube [O, 1)t.
Considérons l’ensemble k,t de toils les points à t dimensions produits par les
valeurs successives d’un générateur, à partir de tous les 2k états initiaux possibles x0,
défini par
k,t = {UO,t (uo,..
.
,Ut_i) x0 C [O, f)t
‘o
Supposoils que l’on partitionne l’hypercube [O, i)t en 2u petits hypercubes de
même grandeur. La plus grande valeur de pour laquelle chacun des petits hypercubes
contient le même nombre de points de est appelée la résolution en dimension t et
est notée 4. Similairement, pour ne résolution L, la plus grande valeur de t telle que
chacun des petits hypercubes contient le même nombre de points de k,t est notée t.
On dit que k,t (et par le fait même, le générateur) est (t, L)-équidistribué si tous les
petits hypercubes contiennent le même nombre de poillts, soit 2te points. Ceci est
possible seulement si k > tL, parce que la cardinalité de 2k,t est au plus 2k La séqueilce
{n}>0 (ainsi que le générateur qui la produit) est dite équidistribuée au maximum
(ou ME, de l’anglais “maximally equidistributed”), si 4 atteint sa borne supérieure
pour toutes les valeurs de t possibles, c’est-à-dire 4 = où min(L, [k/t]) pour
deft 1, . . . , k. On defimt aussi Ï ecart en dimension t par A = 4 — 4. On dit que le
générateur a une résolution maximale en dimension t si A = O. Selon ces définitions,
on peut dire que le générateur est équidistribué au maximum (ME), si A = O pour
t=1,...,k.
Dans la littérature, lorsque vient le temps de vérifier la qualité des générateurs
de nombres aléatoires, il existe deux types de méthodes les méthodes empiriques et
les méthodes théoriques. Dans [35], on conclut qll’il est préférable de considérer les
propriétés théoriques en premier lieu et ensuite, si les résultats sont satisfaisants, de
vérifier les propriétés empiriques. Aussi, on affirme que si un générateur satisfait à
un critère théorique exigeant, les chances d’échouer des critères empiriques diminuent
considérablement. Par contre, étant donné le caractère déterministe des générateurs
de nombres aléatoires, il est toujours possible de faire échouer un générateur à u test
statistique.
L’équidistribution est souvent utilisée pour sélectionner les générateurs à récurren
ce linéaire modulo 2 parce qu’elle est facile à calculer. Les algorithmes de calculs de
l’équidistribution tirent avantage de la linéarité des générateurs. Une description de
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ces algorithmes est donnée dans la section 4.2. Un autre critère, qui s’apparente à
l’équidistribution, est la q-valeur du (q, k, t)-réseau digital que l’ensemble k,t décrit.
Cette notion, et d’autres mesures d’uniformité, seront expliquées plus en détail au
chapitre 4.
1.6 Simulation Monte Carlo et intégration quasi-
Monte Carlo
Beaucoup de simulations numériques sur ordillateur utilisant des variables aléatoi
res uniformes peuvent être considérées comme des intégrations. Soit c, la valeur qu’on
désire estimer par la simulation et f(u), le résultat d’une simulation étant donné le
vecteur de t variables aléatoires uniformes u que l’on donne en entrée à la simulation.
On peut envisager la simulation comme une méthode d’approximation de l’intégrale
d’une fonction réelle f sur l’hypercube unitaire [O, 1)t donnée par
f(u)du.
{O,i)t
De façon générale, la simulation Monte Carlo fonctionne de la manière suivante.
On prend un ensemble de points P = {u1,. . . , u%, un ensemble de n vecteurs u-
indépendants et uniformément distribués sur [O, 1)t et on calcule la moyenne de f sur
tous les points de P,,,,
R =
comme une approximation de 1u. Il est possible de calculer un intervalle de confiance
sur avec cet estimateur à l’aide du théorème de la limite centrale.
Il existe un autre type d’algorithme qui tente d’évaluer la même intégrale, mais
avec un ensemble de points P plus uniforme que l’ensemble de points uniformément
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distribués de la simulation Monte Carlo. Cette technique est l’intégration quasi-Monte
Carlo.
Une manière d’obtenir cet ensemble très uniforme est d’utiliser un générateur de
nombres pseudo-aléatoires qi a un petit ensemble d’états S, par exemple S = 212
(on nomme un générateur qui possède cette propriété petit générateuT) et pour lequel
les points sont distribués uniformément dans l’hypercube. L’ensemble de points est
= {u (uo,u1,.
.
s0 E S}
qui est l’ensemble des vecteurs de t valeurs successives obtenues à partir de tous les
états initiaux.
Les générateurs trouvés et décrits dans cette thèse peuvent être utilisés pour les
deux types d’applications. Les générateurs à longues périodes (ou grands générateurs)
peuvent être utilisés pour la simulation Monte Carlo et les petits générateurs trouvent
leur utilité pour l’intégration quasi-Monte Carlo. On peut choisir les générateurs selon
différents critères d’uniformité de P,. Parmi cellx-ci, on retrouve l’équidistribution.
D’autres critères sont mentionnés au chapitre 4.
1.7 Aperçu de la thèse et principales contributions
Dans cette section, nous décrivons la manière dont cette thèse est divisée et dis
cutons de ses principales contributions.
Au prochain chapitre, nous passons en revue les principaux générateurs de nom
bres aléatoires qui sont les plus utilisés et leurs propriétés de base. Il y a deux sections
qui traitent des techniques utilisées pour déterminer l’irréductibilité ou la primitivité
du polynôme caractéristique de la matrice X de l’équation (1.1). Il s’agit de tech
niques importantes pour déterminer la période d’un générateur. Ces techniques sont
implantées dans la bibliothèque informatique REGPOLY [84] dont une description
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est donnée à la section 4.8. À la fin du chapitre, on explique brièvement comment
vérifier la qualité d’un générateur à l’aide d’un test statistique.
Au chapitre 3, nons discutons des propriétés des réseaux polynômiaux (traduction
de l’anglais « polynomial lattice »). Dans cette section, on définit les deux types de
réseaux que peuvent engendrer les générateurs qui entrent dans le cadre des équations
(1.1)—(1.4), soit le réseau en dimension et le réseau en résolutioll. Pour des raisoils qui
seront expliquées, nous privilégierons l’étude du réseau en résolution et la majeure
partie du chapitre sera consacrée à celle-ci. Nous illustrons ses propriétés à l’aide d’un
exemple concret afin de guider le lecteur vers une meilleure compréhension. Le but
de ce chapitre est d’offrir une base pour l’introduction de théorèmes et de propriétés
dans les chapitres subséquents. Une contribution de ce chapitre est de démontrer
comment trouver une base d’in réseau basé sur le corps fini F2 à partir d’un réseai
basé sur F2. Ceci permettra de démontrer le théorème 5.3 qui donne une borne sur
l’équidistribution pour certains générateurs introduits au chapitre 5.
Au chapitre 4, nous présentons les critères d’uniformité, avec lesquels on jilge in
ensemble de points P C [O, ï)t, qui seront utilisés dans les chapitres subséquents.
Ceux-ci sont l’éqiidistribution, la q-valeur (qui est semblable, dans une certaine me
sure, à l’équidistribition) et la plus coirte distance entre deux points de P7 (qu’on
appelle distance minimale). La principale contribution de cette section est une adap
tation d’un algorithme de Khuller et Matias [23]. Cette adaptation permet de trouver
la distance minimale pour les ensembles de points qui sont construits à l’aide d’un
réseau digital (cette notion est expliquée dans ce chapitre). Elle profite de certaines
propriétés des ensembles de points considérés (les réseaux digitaux) pour accélérer le
calcul de la distance minimale. La méthode est particulièrement efficace quand l’en
semble de points est en deux dimensions. Les ensembles de points ayant une grande
distance minimale sont importants poir certaines applicatiolls, par exemple, en gra
phisme [26]. Finalement, on donne une brève description de REGPOLY [84], qui est
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une librairie de fonctions informatiques qui permet d’évalller l’uniformité de tous
les générateurs avec tous les critères dont il est question dans cette thèse. Bien que
peu de lignes soient utilisées pour décrire REGPOLY, celui-ci est une des principales
contributions de cette thèse. Le développement de REGPOLY a commencé lors de
ma maîtrise et se continue depuis. Au cours de mes études au doctorat, j’ai revu la
conception et beaucoup de choses ont changé depuis la version de la fin de ma maîtrise.
En plus de la conception générale de la bibliothèque, plusieurs algorithmes ont été
améliorés, dont celili qui permet de trouver le plus court vecteur dans un réseau po
lynômial. Six implantations différentes ont été testées afin d’arriver à l’implantation
actuelle dans le but de minimiser le temps de calcul. Pour donner u ordre de gran
deur de l’amélioration de la dernière implantation par rapport à la première, pour
calculer le plus court vecteur du réseau en résolution décrit par le fameux générateur
MT19937 [69], le temps de calcul est passé de plusieurs heures à 2 minutes. En olltre,
plusieurs modules ont été ajoutés pour tenir compte des générateurs introduits dans
cette thèse et des nouveaux générateurs de Marsaglia [60] (voir chapitre 8).
Le chapitre 5 présente une des plus importantes contributions de cette thèse. On y
introduit deux types de générateurs qui sont basés sur des récurrences linéaires dans
le corps F2 : soit le générateur à congruence linéaire polynômial dans 1F2 [z]/P(z) et
le registre à décalage à rétroaction linéaire dans 1F’2. Le théorème 5.3, qui donne une
borne sur l’équidistribution pour certains choix de paramètres, vient généraliser un
résultat déjà connu sur les limitations de l’équidistribution d’un type de TGFSR sans
tempering [67]. À la section 5.6, nous énumérons certaines propriétés qui concernent
l’équidistribution de ces générateurs lorsqu’on ne considère que certaines projections.
Une des contributions importantes de ce chapitre est le corollaire 5.7 (qui découle
du théorème 5.5) qui prédit que seulement une très petite fraction des projections en
deux dimensions ne présentent pas une parfaite équidistribution (jusqu’à une certaine
résolution) quelque soit le choix des paramètres.
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Une recherche pour de bons générateurs a été faite et les résultats sont donnés
sous formes de tableaux. Le critère de la recherche est basé sur l’équidistribution.
Les générateurs pour lesquels nous avons fait des recherches ont des périodes de
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— 1, 2256 — 1, 2416 — 1 et 2800 — Ï. Étant donné que l’arithmétique dans 1F2
n’est pas simple, il a fallu trouver des méthodes efficaces pour implanter ces types
de générateurs sur ordinateur. Nous proposons deux techniques d’implantations ef
ficaces qui utilisent des tableaux de valeurs pré-calculées et donnons également le
code en langage C de générateurs qui utilisent ces techniques. Les temps d’exécution
des générateurs résultants sont semblables à ceux d’autres générateurs courants (par
exemple, le MT19937). Certains générateurs ont été testés à l’aide de batteries de
tests et les ont tous passés avec succès.
Nous avons aussi développé la bibliothèque informatique F2w$treams [83]. Celle-ci
implante les générateurs basés sur des récurrences linéaires dans 1F2. Elle a été écrite
e langage C et peut être utilisée dans n’importe quelle application de simulation sto
chastique. Une caractéristique intéressante de cette bibliothèque est que la séquence
produite par les générateurs implantés peut être séparée en sous-séqueilces, où chaque
sous-séquence représente une source indépendante de nombres aléatoires. Ceci est
très utile pour plusieurs types d’applications où la synchronisation [28] des nombres
aléatoires et la disponibilité de plusieurs sources de hasard sont importantes [49]. Le
guide d’utilisation de F2w$treams peut être consulté à l’annexe C.
Au chapitre 6, nous prenons les récurrences sur lesquelles on a construit les
générateurs du chapitre 5 pour construire des ensembles de points de petite cardina
lité (moins que 218 points) très uniformes dans l’hypercube unitaire [O, i)t Ce type
d’ensembles de points est utile pour l’intégration quasi-Monte Carlo. Pour arriver à
notre but, il a fallu modifier quelque peu la récurrence et la sortie par rapport à ce
qui a été défini au chapitre 5. Ces modifications permettent d’obtenir des ensembles
de points plus uniformes et une sortie qui n’est pas limitée dans sa résolution L qui,
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en principe, pourrait être infinie. Parmi les contributions de ce chapitre, on retrouve
deux théorèmes qui justifient les modifications des récurrences. La justification se fait
cri démontrant une borne sur l’équidistribution de l’ensemble de points produits.
Grâce à REGPOLY, on trouve plusieurs ensembles de paramètres pour de bons
ensembles de points. Les critères de recherche sont basés sur l’équidistribution, la q-
valeur (une généralisation de l’équidistribution) et la distance minimale. Les critères
considérés observent plusieurs projections en faible dimension de l’ensemble de points.
Des tables des meilleurs ensembles de points sont données.
Une implantation des collstructions introduites dans ce chapitre a été programmée
dans $SJ [39, 44]. À partir de celle-ci, on a pu mettre à l’épreuve les ensembles de
points trouvés avec REGPOLY. Pour des fonctions « test » ,on a estimé la variance de
l’estimateur quasi-Monte Carlo randomisé (o) et la variance de l’estimateur Monte
Carlo standard (o). Le rapport uC/JMC, qu’on appelle le facteur de réduction de
variance, est utilisé comme critère de performance. Les résultats obtenus par nos
nouveaux ensembles de points sont comparés avec ceux obtenus par des ensembles
de points de Sobol [98, 99]. Les nouveaux ensembles de points performent mieux que
ceux de Sobol pour certaines fonctions et, pour d’autres, obtiennent des résultats qui
sont semblables. Il arrive rarement qu’un de nos ensembles de points fasse beaucoup
moins bien qu’un ensemble de points de Sobol.
Au chapitre 7, nous introduisons une nouvelle construction de générateurs de
nombres aléatoires. Ces nouveaux générateurs tentent de profiter de l’architecture des
ordinateurs afin de construire des récurrences rapides. Pour la plupart des générateurs
courants, on définit un récurrence sur un corps fini et, ensuite, on tente d’obtenir
une implantation qui soit efficace du point de vue de la vitesse d’exécution et de
la mémoire. Souvent on y réussit en n’utilisant qu’un sous-ensemble de tous les pa
ramètres possibles de la récurrence. Par exemple, pour les générateurs à récurrences
multiples, dans [50], on propose d’utiliser des coefficients de la forme a = +2+2T
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obtenir une implantation rapide. Ainsi, ces restrictions sur le choix des paramètres
peuvent faire en sorte qu’on n’obtient pas les meilleurs générateurs possibles avec le
type de récurrence choisi. Pour les nouveaux génératellrs introduits dans ce chapitre,
on fait plutôt le raisonnement inverse on définit la récurrence à partir des opérations
qui sont rapides sur un ordinateur.
Cette stratégie a été payante. Nous avons trouvé des générateurs rapides et qui
sont d’une qualité exceptionnelle du point de vue de l’équidistribution. Voici quelques
bonnes caractéristiques de ces générateurs.
— Ils sont rapides : la vitesse d’exécution de l’implantation est comparable aux
bons générateurs les plus rapides (MT19937 [69] et TT800 [67]) et est nettement
mieux que celle des générateurs à récurrences multiples (notamment celle du
MRG32k3a [36]).
— Il est possible d’identifier des générateurs qui ont une très longue période
nous avons trouvé des générateurs qui ont des périodes de 219937
— 1, 221701 1
223209
— 1 et même
— 1.
— Ils ont une excellente équidistribution l’équidistribution est quasiment parfaite
et peut le devenir en transformant qilelque peu la sortie du générateur.
— Ils ont réussi tous les tests statistiques qu’on leur a fait passer.
Nous présentons l’implantation d’un générateur dont la période est —1. Nous
avons fait des tests statistiques et des tests de vitesse d’exécution avec ce génératellr
et les résultats démontrent qu’il s’agit, statistiquement, d’un générateur de qualité et
que la vitesse d’exécution de l’implantation est comparable à celle des meilleurs.
Ull défaut important des générateurs comme le MT19937 et le TTSOO est leur
sensibilité à la mauvaise initialisation du générateur. Si l’état initial comporte plu
sieurs bits nuls, alors les états successifs auront aussi cette propriété pour plusieurs
itérations ce qui fait que la sortie, qui est supposée être uniformément distribuée sur
[0, 1), a un fort biais vers 0. Ceci implique que si on génère deux séquences obtenues
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avec deux initialisations très similaires, alors les deux séquences seront très fortement
corrélées (pour ne pas dire identiques) pour un grand nombre de valeurs. La capa
cité d’un générateur de contrer les effets d’une mauvaise initialisation est appelée
ta capacité de diffusion. Il se trouve que les nouveaux générateurs qu’on introduit
au chapitre 7 ont une excellente capacité de diffusion. Une expérience empirique est
conduite et démontre clairement le peu de sensibilité à une mauvaise initialisation de
nos nouveaux générateurs. La capacité de diffusion est importante pour un utilisateur
qui n’a aucune idée de la structure des générateurs de nombres aléatoires. Souvent,
l’utilisateur n’est pas sensibilisé à la nécessité de bien choisir l’initialisation. Si la ca
pacité de diffusion est grande, l’utilisateur néophyte a moins de chance d’être pénalisé
pour le biais dû à la mauvaise initialisation.
Au dernier chapitre, nous analysons une famille de générateurs introduite par
Marsaglia [60]. Ces générateurs utilisent une récurrence très simple : l’implantation
nécessite seulement trois décalages de bits et quelques additions de vecteurs de bits. La
stratégie employée par Marsaglia pour obtenir des générateurs rapides est semblable
à celle des générateurs introduits au chapitre 7 il utilise des opérations rapides pour
définir une récurrence. Nous analysons les récurrences proposées par Marsaglia et
démontrons des relations de similarité entre certaines récurrences qui nous permettent
de déduire l’équidistribution et la période de générateurs « similaires ». Nous trouvons
les meilleurs générateurs possibles à l’aide d’un critère basé sur l’équidistribution
et nous vérifions leurs qualités statistiques avec la batterie de tests TESTUO1 [48].
On montre, par ces tests, que les récurrences sont trop simples pour produire des
générateurs de nombres aléatoires de qualité.
Chapitre 2
Théorie des générateurs utilisant
une récurrence linéaire modulo 2
Dans ce chapitre, il est question de la. théorie des générateurs utilisant des récurren
ces linéaires modulo 2. On discute de différents générateurs qui existent présentement
dans la littérature scientifique les GF$R, les générateurs de type GCL polynômial,
les générateurs de Tausworthe, les TGF$R, les Mersenne twister et les automates
cellulaires. Également, on explique deux transformations linéaires applicables à la
sortie des générateurs qui permettent d’améliorer la qualité des nombres produits du
point vue de l’uniformité.
De plus, nous avons deux sections qui discutent de la détermination de la pri
mitivité du polynôme caractéristique de la matrice X. Finalement, nous discutons
brièvement de la manière de vérifier la qualité d’un générateur de nombres aléatoires
à l’aide de tests statistiques.
20
2.1 Récurrence de base pour les générateurs utili
sant une récurrence linéaire modulo 2
Dans cette section, afin de mieux comprendre les générateurs qui entrent dans le
cadre des équations (1.1)-(1.4), nous examinons plus en détail la récurrence dans 1F2
x (aix_1 + + akxj_k) mod 2, (2.1)
où k est appelé l’ordre de ta récurrence si ak O et a é F2 pour i 1,. . . , k. Cette
récurrence est très utile puisqu’elle nous permettra d’analyser tous les générateurs à
récurrence linéaire modulo 2.
À cette récurrence est associé un polynôme dans F2 [z] qu’on appelle polynôme
caractéristique de la récurrence. Ce polynôme est
P(z) = zk — aizk_l —
— ak. (2.2)
Grâce à celui-ci, on peut déduire des informations importantes sur la récurrence, dont
sa période. En effet, il est bien connu que la récurrence (2.1) est de période maximale
— 1 si et seulement si son polynôme caractéristique est primitif [56].
À une initialisation donnée ra,. . . , de la récurrence (2.1), on associe la Jonc
tion génératrice
G(z) = x0z1 + x1z2 + + xz =
Cette fonction n’en est pas ne au sens propre, mais simplement une expression
formelle. Ce G(z) fait partie du corps des séries formelles de Laurent sur F2. Ce corps
est noté L2 et comprend toutes les séries de la forme
(z) = + _iz1 +
où n é Z et cj é F2,i <n.
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On peut démontrer, en adaptant la preuve du théorème 6.40 de [56], le théorème
suivant.
Théorème 2.1. Soit {x}>o une séquence qui suit ta récurrence (2.1), P(z)
te polynôme caractéristique de cette récurrence et G(z) sa fonction génératrice.
L ‘identité
G(z) = (2.3)
est valide avec
k—1 k—1—j
g(z) = — ak___1xz3 e 1F’ [z]
j=O i=O
où l’on pose a0 = —1. De manière opposée, si g(z) est un polynôme quelconque
sur 1F2 avec deg(g(z)) < k et si P(z) est donné par (2.2), alors ta série de Laurent
G(z) définie par (2.3) est une fonction génératrice de ta récurrence linéaire modulo
2 donnée par (2.1).
Ce théorème 11OUS permet d’associer, pour la récurrence (2.1), à une initialisation
donnée, un polynôme g(z) dans 1F2[z]/P(z), l’anneau des polynômes modulo P(z).1
Il existe donc une bijection entre chacune des initialisations possibles et chacun des
élémellts de 1F2[z]/P(z).
2.2 Propriétés des générateurs utilisant
une récurrence linéaire modulo 2
Dans cette section, nous étudions les propriétés des générateurs qui entrent dans le
cadre défini par les équations (1.1)—(1.4). Le polynôme caractéristique des générateurs
à récurrence linéaire modulo 2 est le polynôme caractéristique de la matrice X. Si on
connaît ce polynôme caractéristique, il est possible de vérifier si la période des états
1Tout comme Z, = Z/p est l’anneau des entiers modulo p.
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visités (les x) par le générateur est maximale. En effet, la période est maximale,
c’est-à-dire de 2k — 1, si et seulement si le le polynôme caractéristique est primitif
dans 1F2 et est de degré k.
Ce qui suit tente de démontrer l’importallce de la récurrence donnée par l’équation
(2.1) pour l’analyse des générateurs de nombres aléatoires qui suivent une récurrence
linéaire modulo 2. Pour ceci, on suppose que la matrice X est de plein rang ainsi que
la matrice B. Dans ce cas, il est trivial de démontrer que la séquence des z, n > O
suit la récurrence
z = BXB’z_1 (2.4)
car x = Xx,_1 et z Bx ce qui implique que x BTz et que B1z =
XB’z_1. Cette dernière implique (2.4).
Soit Px(z) = det(X — zI), le polynôme caractéristique de la matrice X. La pro
position suivante permet de caractériser la récurrence décrite par (2.4).
Proposition 2.1. [76]
Soit {z}>o, une séquence de vecteurs qui suit ta récurrence donnée par l’équation
(2..4). Égatement, soit = {z}>o, ta séquence de bits observée au bit i des vecteurs
z,n O, pour un z0 donné. Chaque séquence 7j, O < i < k, suit une récurrence
linéaire donnée par l’équation (2.1) où te potynôme caractéristique de cette-ci est
Px(z), mais avec une initialisation différente.
Puisque chaque séquence ‘yj, O < i < k, suit une rédllrrence linéaire du type
(2.1), alors il est possible d’associer à chaque fj ue fonction génératrice (z) =
.(z)/Px(z). De plus, si la matrice Y est telle qe chaque ligne est non nulle (comme
c’est le cas tout au long de cette thèse), alors, pour i < L, on a que /3
= {y}n>o suit
également une récurrence linéaire (2.1). On peut aussi associer à chaque séquence /3,
O < i < L, une fonction génératrice G(z) = g(z)/Px(z).
Ainsi, pour une initialisation donnée x0 d’un générateur qui suit le cadre donné
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par les équations (1.1)-(1.4), on peut identifier, à l’aide du théorème 2.1, un unique
vecteur de fonctions géllératrices
(go(z),. . . ,gL;(z))/Px(z)
qui caractérise elltièrement la séquence des vecteurs {yn}n>O. Ce vecteur de fonctions
génératrices sera important pour l’étude du réseau en résolution que décrivellt tous les
générateurs qui elltrent dans le cadre défini par (1.Ï)-(1.4). Cet aspect des générateurs
à récurrence linéaire modulo 2 est vu plus en détails au chapitre 4.
2.3 Générateurs à récurrence linéaire existants
Dails cette section, on décrit les principaux générateurs que l’on retrouve dans la
littérature scielltifique. Principalement, ce qui les différencie est leur matrice X.
2.3.1 Générateur GFSR
Un GFSR [55, 22] suit une récurrence de la forme
vfl=a1v4+••+arvn_r (2.5)
où les v, n > O sont des vecteurs de w bits et les a F2, i = 1, . . . , r. Habituelle
ment, la sortie est donnée par y = v,.
L’état du générateur est le vecteur x (v, ,V_r+i)T. Il est facile de voir
que chaque bit de v (et par le fait même, chaque bit de x) suit la récurrence de
base (2.1) avec k = r et les mêmes valeurs de a.
Aillsi, à la lumière de la section 2.2, on remarque que tout générateur qui suit
le cadre général décrit dans la section 1.4 peut être exprimé par une récurrence de
type GF$R. Soit Px(z) = — aizk_l —•
— ,
le polynôme caractéristique de X et
24
G(z) gj(z)/Px(z)
=
, la fonctioll génératrice du i-ième bit des x, n>
O. En posant r = k, e initialisant les V,-,
= (go,,. . . , gk—1,) pour ii = 0,. . . ,k — 1
et en prellant les coefficients de Px(z) comme valeurs de a dans (2.5), on obtient
V,-, X,-,, n> 0.
Pour un générateur à récurrence linéaire d’ordre k, dont la sortie possède L bits de
résolution, l’état du générateur est de kL bits, si o la représentait par un GF$R. Opti
malement, pour llfl générateur d’ordre k, l’état est de k bits. Ceci fait en sorte que l’im
plantation d’un générateur par un GFSR n’est pas efficace au plan de la mémoire. De
plus, pour des raisons d’efficacité, on doit se restreindre à des GFSR dont le polynôme
caractéristiqile Px (z) est un trinôme ou un pentanôme. Les générateurs basés sr 1111
trinôme sont reconnus pour avoir de mauvaises propriétés statistiques [68, 67, 10]. En
général, pour avoir de bonnes propriétés statistiques, le polynôme caractéristique doit
avoir beaucoup de coefficients non mils [9, 10]. Pour ces raisons, le développemellt de
générateurs implantés par des GFSR n’est pas l’objet de cette thèse.
2.3.2 Générateur de Tausworthe
Le générateur de Tausworthe utilise explicitement la récurrence de base (2.1). Soit
{ une séquence dans F2 qui suit la récurrence (2.1). L’état du générateur de
Tausworthe à la n-ième itération est
f ‘JX = XTj, . .. ,
où s est un paramètre entier. Habitilellement, le vecteur de bits de sortie associé à
cet état du générateur est
yn = (x, x-,+i,. . . ,x+L1) (2.6)
et on utilise la sortie définie par (1.4).
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On peut facilement voir que ce générateur entre bien dans le cadre général défini
antérieurement. La récurrence peut être écrite sous la forme
=
où
1
1
taiis = .
1
ak aki ak2
Pour obtenir la sortie (sans autre transformation linéaire), si L > k, on définit la
matrice Y (I,, C)T où G permet d’obtenir les L — w bits les moins significatifs
de y, sinon Y ‘Lxk, la matrice identité k x k à laquelle on a amputé les k — L
dernières lignes. La matrice B, pour l’instant, est la matrice ‘k
Pour ce générateur, il n’est pas suffisant que le polynôme caractéristique Q(z) de
la matrice Xtau, soit primitif pour obtenir une période maximale. Pour une valeur de
s donnée, il est également nécessaire de satisfaire la condition pgcd(s, 2k —1) = 1 [33].
Ce générateur peut se concevoir comme une récurrence dans le corps L2 des séries
formelles de Laurent [12]. Soit
K(z) = azT’ + _1z1 + (2.7)
un élément de L2 où n est un entier et soient les opérateurs
fracfr(z)) = a1z + c_2z2 + , (2.8)
trunc1 (n (z)) = az’ + + + _1z (2.9)
où t > O est un entier.
Si on initialise correctement le générateur de Tausworthe avec x0 = (O, O, . . . , O, i)T
et si la sortie est donnée par (2.6) et (1.4), alors on peut obtenir la même séquence
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{ n,}1> comme suit
= truncL(frac(a(z)/Q(z) = c1z1 + + n = 0, 1, 2,. . .(2.10)
n 0, 1,2,... (2.11)
où a(z) z mod Q(z) é F [z]/Q(z) et L est le nombre de bits requis à la sortie. Cette
manière de voir le générateur de Tausworthe permet de définir un réseau polynômial
sur u sous-ensemble de L. Ce réseau est utile pour calculer l’équidistribution de ce
type de générateur[12]. Ceci est discuté un peu plus en détail au chapitre 4.
2.3.3 Générateur à congruence linéaire polynômial
Le générateur à congruence linéaire polynômial (ou GCL polynômial) peut être
construit à partir d’une récurrence dans F2[z]/Q(z) où Q(z) = zk — —
— ak
est un polynôme primitif de degré k. L’état du générateur, p(z), est un élément de
F2[z]/Q(z) et suit la récurrence
p(z) = a(z)p_i(z) mod Q(z) (2.12)
où a(z) = z3 est un élément de 1F2 [z]/Q(z). Tout comme le générateur de Tausworthe,
celui-ci est de période maximale si et seulement si pgcd(21c — 1, s) = 1.
À chaque pn(Z) = cizk_l + + Ck, associons le vecteur de bits x = (ck,. . .
La récurrence (2.12) peut maintenant être exprimée sous forme matricielle par
x = X1x_1 (2.13)
où
ak
-
= 1 akl
Xgci 1 ak 2
1 a1
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Fait intéressant à remarquer, gc1 = pour un polynôme Q(z) donné. La
différence entre les deux générateurs se trouve dans la manière de générer le prochain
x quand s = 1. Dans le cas du générateur de Tausworthe, on décale les bits de x_ de
1 position vers la gauche et on met à jour le dernier bit, avec une combinaison
linéaire des bits de x_1. Dans le cas du GCL polynômial, on décale les bits de x_1
de 1 position vers la droite et on modifie plusieurs bits selon la valeur du dernier
bit de Le point important est que dans le cas du générateur de Tausworthe,
on modifie 1 bit en examinant plusieurs bits et dans le cas du GCL polynômial, on
modifie plusieurs bits en tenant compte d’un seul bit. Nous reviendroils sur cette
propriété lorsqu’on présentera les générateurs introduits au chapitre 5. Ces nouveaux
générateurs se veulent une généralisation des GCL polynômiaux et des générateurs
de Tausworthe au lieu d’utiliser le corps fini F2, ils utilisent les corps fini 1F2. Au
chapitre 7, nous introduisons d’autres nouveaux générateurs qui tentent de généraliser
cette propriété. Ces derniers utilisent l’information contenue dans plusieurs bits afin
d’en modifier plusieurs autres. Il en résulte des générateurs de très bonne qualité.
2.3.4 Générateur TGFSR
Le TGFSR [66, 67] est basé sur la récurrence
V, Vn+m_r + AVE_r, (2.14)
où A est une matrice avec ses éléments dans F2, de dimension w x w, et les y- E F
sont des vecteurs colonnes. En choisissant de façon adéquate les valeurs de w, r, ra
et A, il est possible d’atteindre une période de — 1, qui est la période maximale
pour ce type de générateur.
On constate que ce générateur entre dans le cadre général décrit à la section 1.4,
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puisque
vn vn_1
V_ Vn_2
=X (2.15)
Vfl._T+2 Vfl_T+1
vn_T+1 vn_T
où
1 A
‘u
X= (2.16)
‘u
‘w
et l’élément (O, O) de la matrice 1w de la première ligne de X est l’élément (O, (T —
m — 1)w) de X. L’état du générateur est x,, = . La sortie est
habituellement donnée par y = v et L = w.
Les auteurs de [66] décrivent les avantages des TGF$R par rapport aux GF$R.
On y retrouve aussi le théorème suivant sur les conditions nécessaires et suffisantes
pour atteindre la période maximale.
Théorème 2.2. (Matsumoto et Kurita [66])
Soit /A(t), te potynôme caractéristique de ta matrice A. Le générateur a une période
maximale de 2” —1 si et seutement si A(tT +tm) est un polynôme primitif de degré
rw. Dans ce cas, chaque bit du vecteurv suit une récurrence de ta forme (2.1), avec
potynôme caractéristique A(tT + ttm).
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Dans [66], les auteurs utilisent la matrice
ak
1 ak_1
Xgci 1 ak_2 (2.17)
1 a1
comme matrice A.
2.3.5 Générateur Mersenne twister
Le Mersenne twister a été introduit pour la première fois dans [69] et est une
généralisation du TGFSR. La récurrence a la forme
= V_ + A(v_rIv_r+i). (2.18)
Cette récurrence dépend de cinq paramètres : les entiers r et w, un entier p, O <p <
w — 1, un entier m, O < m < r, et une matrice A dont les entrées sont dans 1F2. Les
vecteurs v sont des vecteurs colonnes. Le symbole v_r représente les w —p premiers
bits de Vfl_T tandis que v_1 représente les p derniers bits de L’opération
I représente la concaténation des opérandes. De plus, si p = O, alors la récurrence
(2.18) devient (2.14), d’où la généralisation du TGFSR
On montre maintenant que ce générateur entre dans le cadre général défini à la
section 1.4. L’état du Mersenne twister est représenté sur rw
—
p bits, ce qui implique
que la période maximale de ce type de générateur est de 2Tw_P — 1. L’état est
x, = (v,v_1,. . .
où trunc_((v_+i) ) est le vecteur de w — p bits composé des w — p premiers bits
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de (Vn_r+i)T. La matrice X de dimension (rw
—
p) x trw
—
p) est
‘w
‘u
‘U (2.19)
Iu—p
où
lu_p
\\ ‘P
est une matrice w x w. La sortie est habituellement donnée par y = v, et L = w.
Le polynôme caractéristique de la récurrence dépend de la matrice A et une for
mule permettant de déterminer celili-ci est donnée dans [69]. Dans cette dernière
référence, ils utilisent une matrice de forme (2.17) comme matrice A.
2.3.6 Méthode matricielle à récurrences multiples
La méthode matricielle à récurrences multiples (MMRM) [75, 76, 77] est une autre
généralisation de la récurrence utilisée par les TGF$R. Par abus de langage, on parlera
de génératenr MMRM pour tout générateur qui utilise cette méthode. La récurrence
est
= A1V_1 + A2V_2 +... + ATvfl_T (2.20)
où les v sont des vecteurs de w bits et les matrices A, i = 1,. . . , r, sont de dimensions
w x w. L’état du générateur est x = (va,... , V_r+i)T et la matrice de transition
31
de ce type de générateur est donnée par
A1 A2 Ar1 Ar
‘w
x
=
(2.21)
‘w
La sortie est habituellement donnée par y,, = y,, et L = w. Le théorème suivant
permet de déterminer si un générateur MMRM a la période maximale.
Théorème 2.3. (Niederreiter /75])
N’importe quette séquence générée par (2.20) a une période inférieure ou égate à
2” — 1. De plus, ta période est 2”»
— 1 si et seulement si
det (niw + ziA) (2.22)
est un polynôme primitif sur F2.
Ce type de générateur est allssi une généralisation d’une récurrence décrite au
chapitre 5. Cette dernière est basée sur une récurrence linéaire dans lF2w similaire à
la récurrence (2.1) qui est dans F2.
Mentionnons que, dans [77], on utilise la récurrence (2.20) afin d’obtenir des vec
teurs pseudo-aléatoires dans [0, 1)’», mais dans le contexte où F2 est remplacé par 1F
où p est un entier premier assez grand. Soit la fonction h : 1F’ —* [0, 1)” définie par
h(v) = (v°) . . , v)/p (2.23)
où y = (v(°),... , V(»_l)) et on prend la valeur de chaque coordonnée du vecteur
comme un nombre réel. Le n-ième vecteur en w dimensions est obtenu par
u,, = h(v,,) e [0, 1)’.
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Il s’agit d’une approche bien différente de celle qu’on utilise dans le cadre défini
par les équations (1.1)-(1.4). Dans le cas oùp = 2, avec cette méthode, on ne peut
générer que des vecteurs qui ont pour coordonnées les valeurs O et 1/2. Ceci n’est pas
acceptable pour un générateur de nombres aléatoires, mais si p > 2, cette méthode
est susceptible de construire de bons générateurs.
2.3.7 Générateurs basés sur un automate cellulaire
Un automate cellulaire correspond à un tableau M(n) de dimension p x rn, avec
ses éléments dans F2, et qui évolue dans le temps représenté par n. On appelle chaque
élément mj,j(n), O < i <p, O < j < m du tableau M(n) une cettute. Pour ce système,
le temps évolue de façon discrète et à chaque incrément du temps, la valeur de cha
cune des cellules est modifiée selon la valeur des cellules voisines et selon des règles
préétablies. Ce type de générateurs est surtout utilisé dans la vérification de compo
santes électroniques. Ils sont implantés de façon matérielle plutôt que logicielle.
Dans le cas où p = Ï et n-i = k, on obtient un automate cellulaire en 1 dimension.
Pour les besoins de cette thèse, nous ne considérerons que les règles qui correspondent
à une transformation linéaire et pour lesquelles le prochain état d’une cellule (n+
1)) est déterminé à partir de l’état de ses voisins les plus proches. On spécifie par u
la taille du voisinage. Si o note = m1,(n), ce type d’automate cellulaire suit la
récurrence
(2.24)
où les a,8 E F2 sont fixes, = O pour L {O,1,...,k— 1} et a,8 O si (j,s)
{(j,s) :O<j<k,—u<s<v}.
Par exemple, supposons que u = 1. Dans ce cas, l’état suivant d’une cellule (x1)
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est déterminé à partir de l’état de ses voisins immédiats (xt1 et et de son
état actuel (xf). Il est facile de voir que ce type d’automate cellulaire entre bien
dans le cadre d’un générateur à récurrence linéaire modulo 2 défini à la section 1.4.
L’état de ce générateur est le vecteur de bits x = (x$,... , x1) et la matrice de
transition X est
a0,0
a1,_1 a1,0 a1,1
a2_1 a20 a21
X = (2.25)
ak_2,_1 ak_2,o ak_2,1
ak_1,_1 ak_1,o
qui est de dimension k x k. Le polynôme caractéristique de ce type de générateur est
le polynôme caractéristique de la matrice X.
La manière dont une cellule est mise à jour est appelée règle de mise à jour. Des
exemples de règles linéaires courantes (quand y = 1) sont les règles 90 et 150. Si une
cellule j suit la règle 90, alors celle-ci sera mise à jour par l’équation
fi) — L f+1)xn —xn_l I X_1
donc a,_i = 1, a,o = 0, a = 1 pour cette cellule. Si c’est la règle 150 qui est
appliquée à la cellule j, alors celle-ci sera mise à jour par l’équation
= xZ + + (2.27)
donc a,_i = 1, ai,0 = 1, a,1 = 1 pour cette cellule. Cette manière d’affecter un numéro
à une règle a été introduite par Wolfram [107].
Dans la littérature, il existe beaucoup de types d’automates cellulaires à 1 dimen
sion dont les règles sont linéaires. Certains ont pleine période 2k — 1 [104, 65].
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Dans le cas où p> 1, chaque cellule évolue selon une récurrence de la forme
m,(n) = > —1), 0 i <p,O j <m (2.28)
(v,w)EV
où V = {(0, 0), (0, 1), (1,0), (—1,0), (0, —l)}, les e 1F, m,(n) = 0 pour i
{0, 1,. . .
,
p — 1} oll j {0, 1,.. . , m
—
1} et = O si (j + u) {0, 1,...
,
p — 1}
ou si (j + w) {0, 1,. . . , in — 1}. Dans cette récurrence, la taille du voisinage d’llne
cellule est 5 cellules, soit la cellule de gauche, de droite, du haut, du bas et elle-même.
On appelle ce type d’automate cellulaire automate cettutaire en 2 dimensions [81],
puisqu’il correspond à un tableau de valeurs en 2 dimensions qui évolue dans le
temps.
Plus récemment, on a introduit des automates cellulaires dont la valeur que peut
prendre chacune des cellules n’est pas dans 1F2, mais dans 1F2 pour une valeur de
w > 1 [95, 87, 86].
2.4 « Tempering » permettant d’améliorer
l’équidistribution
À la section 2.3, on a discuté de différents types de générateurs de nombres
aléatoires qui existent dans la littérature (c’est-à-dire de différents types de matrices
X). Lors de l’implantation de ces génératellrs, la matrice B est très souvent la matrice
identité. Dans [67], les auteurs utilisent pour la première fois ne matrice B différente
de l’identité sur leurs TGFSR. Les matrices A des TGFSR qu’ils utilisent sont de la
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forme
1
1 . (2.29)
1 a_i
Le problème avec cette matrice A (avec B = I) est que l’équidistribution est
telle que 4 < 2 pour tout t r, bien loin de la borne supérieure 4 = trw/t].
Afin d’améliorer l’équidistribution, ils introduisent une transformation linéaire, le
tempering de Matsumoto-Kurita. Malgré cette transformation linéaire, l’équidistri
bution de ce type de générateur est bornée par
t r[w/].
On trouve un exemple d’utilisation d’un autre type de tempering dans [691 dans
lequel on applique une transformation linéaire similaire au tempering de Matsumoto
Kurita. Mais encore une fois, les auteurs n’arrivent pas à atteindre la borne supérieure
pour plusieurs valeurs de L.
Dans [82], on applique diverses transformations linéaires sur un générateur de
type GCL polynômial et on obtient un générateur qui est équidistribué au maximum
(ME). Mais ce générateur est deux fois plus lent que la version sans tempering.
2.4.1 Tempering de Matsumoto-Kurita
Le tempering de Matsumoto-Kurita a été introduit dans [671 et a été modifié dans
[69] et [451. Il s’agit d’opérations qui s’effectuent rapidement sur un ordinateur et qui
ont démontré une bonne capacité à produire de bons générateurs. En combinant les
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idées de toutes ces références, on pourrait le définir par les opérations suivantes
= trunc(x7,)
57, =
r7, = s ((si, « s) & b)
t, = r, ((r7, « 82) & c)
z7, = (t7,» t)
où w, u, i, 82 et t sont des entiers et ,, s, r7,, t,, b, c et z7, sont des vecteurs de w
bits. Puisque normalement L Ç w, on obtient le vecteur y7, en tronquant le vecteur
z7, pour ne garder que les L premiers bits.
Dans [67, 69], on donne des recommandations sur les choix de u, 8i, 82 et t. On
décrit également un algorithme qui permet de choisir les vecteurs b et c de façon
à obtenir une bonne équidistribution pour l’ensemble de points 2k,t générés par les
valeurs successives. Cet algorithme est implanté dans REGPOLY [84] et est utilisé
plus loin dans cette thèse pour trouver de bons générateurs.
2.4.2 Permutation de bits
Un autre type de tempering est la permutation de bits [45, 82]. Ce tempering est
défini par les opérations suivantes
= trunc(x7,) (2.30)
= O <j <w (2.31)
y7, = truncLtz7,) (2.32)
où w est un entier, L w et Tt Z, —* Z. est une permutation.
Une permutation qui peut être implantée efficacement pour certains types de
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générateurs (voir [45, 82]) est
7T(i) = pi + q mod w pour O <i < w.
Les deux paramètres p et q sont des entiers. Si p = 1, alors la permutation est en fait
une rotation de bits.
Soit G(z) = (Go(z),. . . , G_i(z)), le vectellr des fonctions génératrices des w pre
miers bits de x et H(z) = (Ho(z),.. . , H_1(z)), le vecteur des fonctions génératrices
des w bits de z. On remarque les vectellrs G(z) et H(z) ont les même composantes,
mais permutées. Cette permutation des fonctions génératrices peut modifier assez
significativement 1 ‘équidistribution d’un générateur donné.
2.5 Détermination du polynôme
caractéristique de X
Le polynôme caractéristique de la récurrence x = Xx_1 peut être déterminé
en calculant le polynôme caractéristique Px (z) e F [z] sur F2 de la matrice X par
Px(z) = det(X — Iz). Si X est de rang k, alors Px(z) est de degré k. Le calcul de
ce déterminant peut s’avérer fastidieux quand k est gralld. La méthode utilisée dans
REGPOLY n’est pas basée sur le calcul d’un déterminant. Elle est plutôt basée sur
l’algorithme de Berlekamp-Massey [62]. Cet algorithme permet de calculer la plus
courte relation linéaire du type (2.1) qui génère une séquence d’éléments dans u
corps fini. Soit Q(z), le polynôme caractéristique de cette plus courte relation linéaire.
Celui-ci s’appelle le polynôme minimal de la séqilence.
Four une valeur de i, O < i < k, considérons la séquence {x}> produite par
la récurrence x = Xx_1 où x0 O. Soit Q(z) e F2 [z], le polynôme minimal de
cette séquence tel que caldillé par l’algorithme de Berlekamp-Massey. On sait que la
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séquence {x }n>O suit aussi une récurrence linéaire dont le polynôme caractéristique
est Px(z). Ceci implique que Q(z) divise Px(z). Si le polynôme Px(z) est irréductible,
alors l’algorithme Berlekamp-Massey donne Q(z) = Px(z) pour j = O,. . . ,k — 1.
Ainsi, pour déterminer si le polynôme caractéristique de la matrice X est primitif
(ou irréductible) ou non, on utilise l’algorithme 2.1 qui suit. Celui-ci détermine si le
(o) . . .polynome minimal de la sequence {x }n>O est primitif (ou irreductible) ou non. Pour
cet algorithme, on suppose que la matrice X est de plein rang.
Algorithme 2.1. Détermination de la primitivité (ou de l’irréductible) du polynôme
caractéristique de X.
1. Fixer une initialisation non nulle x0.
2. Calculer Qo(z), le polynôme minimal de la séquence {x}>0.
3. Si deg(Qo(z)) = k, alors faire un test de primitivité (irréductibilité) complet sur
Qo(z) et retourner le résultat.
4. Sinon retourner que le polynôme minimal n’est pas primitif (irréductible).
Pour 1111 générateur de nombres aléatoires, on désire ue matrice X dont le po
lynôme caractéristique est primitif (ou seulement irréductible dans certains cas). Pour
trouver une telle matrice, il est nécessaire de vérifier que le polynôme minimal de la
séquence {x}>o est de degré k. Si ce n’était pas le cas, ceci signifierait que le
polynôme caractéristique n’est pas irréductible. Dans l’algorithme, on fait référence
à un test de primitivité (irréductibilité) complet. Ce type de test est le sujet de la
prochaine section.
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2.6 Détermination de la primitivité
d’un polynôme
Pour déterminer si un générateur a mie période de 2k — 1, il faut démontrer que
le polynôme caractéristique
Px(z) = zk — e F2[z]
de X est primitif sur F2 où a C F2, 1 <i < k. L’algorithme classique pour déterminer
la primitivité sur F2 d’un polynôme dans F2 [z] est l’algorithme 2.2.
Algorithme 2.2. ([24]) Détermination de la primitivité d’un polynôme Q(z) e F [z]
1. Factoriser r = 2k — 1 en nombres premiers distincts
2. Vérifier si zT 1 mod Q(z). Si ce n’est pas le cas, alors Q(z) n’est pas primitif.
3. Soit r = r/pj, 1 < i < b. Pour chaque r, vérifier si zT 1 mod Q(z). Si ce
n’est pas le cas pour au moins un seul r, alors Q(z) n’est pas primitif.
4. Si Q(z) passe toutes ces vérifications avec succès, alors il est primitif sur F2.
Quand k est grand, les étapes 2 et 3 de cet algorithme sont très coûteuses.
Dans REGPOLY, nous utilisons certaines propriétés des polynômes irréductibles afin
d’éviter d’effectuer les étapes 2 et 3 inutilement. La première propriété utilisée est
que si Px(z) est irréductible, alors ak = 1. Si ce n’était pas le cas, alors Px(z) serait
divisible par z. La deuxième propriété est que le nombre de coefficients non nuls de
Px(z) est impair. Si ce n’était pas le cas, alors P(1) = O ce qui implique que Px(z)
serait divisible par (z + 1). Ces deux propriétés fort simples permettent d’éliminer,
sans grand effort, plusieurs polynômes qui ne sont pas irréductibles.
Le théorème suivant caractérise les polynômes irréductibles d’un degré donné.
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Théorème 2.4. /56, 5] Soit Fd,l(z), tes polynômes irréductibles de degré
d dans 1F2[zj. Alors, pour n 1,
fJ fJ,j(z) = z2’ + z.
dln j
Tester l’irréductibilité d’un polynôme est similaire au test de primauté d’un entier
on doit déterminer si le polynôme a au moins un diviseur. Par le théorème 2.4, on
peut vérifier si un polynôme Q(z) est divisible par un autre polynôme de degré dln en
calculant pgcd(z21 + z, Q(z)). Soit T5 (n), le temps nécessaire pour calculer pgcd(z2’ +
z,Q(z)) et Tf(k), le temps nécessaire pour faire un test d’irréductibilité complet.
L’algorithme 2.3, qui est introduit dans [5], permet de déterminer assez facilement si
Q (z) a des facteurs.
Algorithme 2.3. Détermination de l’irréductibilité de Q(z) E F2[z].
Calculer pgcd(z2’ + z, Q(z)) pour n = 1, 2,... jusqu’à ce qu’une des situations sui
vantes soit rencontrée
1. On trouve un pgcd non trivial. Dans ce cas, Q(z) n’est pas irréductible.
2. nT5(n) Tf(k). Dans ce cas, on applique un test d’irréductibilité complet.
3. n > k/2. Dans ce cas, le polynôme est irréductible.
L’algorithme suppose que Q(z) est un trinôme dans le critère défini à l’étape 2,
mais fonctionne quand même très bien dans le cas où Q(z) a plusieurs coefficients
non nuls (du moins, il a permis de déterminer l’irréductibilité de polynômes de très
grand degré dans nos applications).
L’algorithme calcule pgcd(z2u + z, Q(z)) pour plusieurs valeurs de n jusqu’à ce
qu’il trouve un pgcd non trivial. Dans [5], on a constaté empiriquement que ce test
élimine un polynôme Q(z) sur n, si Q(z) est un trinôme.
Ainsi, pour un trinôme pris au hasard, pour l’algorithme 2.3, on définit le co’ût d’un
test qui détecte la réductibilité d’un polynôme Q(z) par le temps nécessaire pour ef
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fectuer le test multiplié par l’inverse de la probabilité d’éliminer un polynôme qui n’est
pas irréductible. Ainsi, le coût de l’étape n est nT(n) et le coût du test d’irréductibilité
complet est Tf (k). L’algorithme s’arrête lorsque le coût du test d’irréductibilité com
plet est moins grand que celui du test du pgcd (voir [5]).
Si n > k/2, alors Q(z) est nécessairement irréductible puisque s’il ne l’était pas,
alors il faudrait qu’il soit divisible par un polynôme g(z) de degré r > k/2. Dans ce
cas, il serait aussi divisible par k(z) = Q(z)/g(z). On remarque que h(z) est de degré
inférieur à k/2, ce qui amène une contradiction, puisque n > k/2.
Le test d’irréductibilité complet utilisé dans REGPOLY est ccliii de la fonction
ZENPolylsNotlrreducible() de la bibliothèque ZENFact qui est basée sur la bi
bliothèque ZEN [8]. Cette fonction implante l’algorithme de Berlekamp [56].
Une fois qu’un polynôme est prouvé irréductible, alors il faut tester sa primitivité.
Dans le cas où 2k — 1 est premier, l’irréductibilité implique la primitivité [5]. Par
contre, si 2k — 1 n’est pas premier, pour tous les diviseurs premiers pi de 2k — 1, il faut
vérifier si Zn/uj 1 mod Q(z). Dans REGPOLY, on utilise un algorithme présenté
dans [92]. Celui-ci tente de réduire le temps nécessaire pour faire une exp onentiation
en recyclant des résultats déjà obtenus. Cet algorithme remplace l’algorithme 2.2 et
est le suivant.
Algorithme 2.4. ([92]) Algorithme 2.2 amélioré
1. Factoriser r = 2’ — 1 en nombres premiers distincts p’ p.
2. q +— fl1p1 et qb(z) +— mod Q(z).
3. Pour j = b — 1,. . . ,O, qj(z) +— q1(z)P+’ mod Q(z).
4. Pour j = b,. . . ,2, calculer
t(z) +— qj(z)_1>(1 mod Q(z).
5. ti(z) qi(z) et to(z) qo(z).
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6. Si to(z) = 1 et t(z) 1 pour i = 1,.. . , b, alors Q(z) est primitif. Sinon, il ne
l’est pas.
L’algorithme 2.4 est essentiellement le même que l’algorithme 2.2. Par contre l’al
gorithme 2.4 spécifie la manière de faire les exponentiations. À la fin de l’algorithme,
on a t (z) = Znj, donc les deux algorithmes calculent les mêmes valeurs.
Un problème sérieux qui limite souvent la détermination de la primitivité d’un
polynôme est qu’on ne connaît pas toujours la factorisation de 2k — 1. Quand on sait
que k est un exposant de Mersenne, alors le temps de calcul est beallcoup moindre
puisqu’un simple test d’irréductibilité suffit. Si ce n’est pas le cas, alors il faut soit
calculer la factorisation, soit consulter des tables où cette factorisation est donnée.
Quand REGPOLY détermine la primitivité d’lln polynôme de degré k, il consulte une
table pour la factorisation de 2’ — 1. Celle utilisée par REGPOLY provient du site
interilet du projet Cunningham, http //www. cerias . purdue . edu/homes/ssw/dun/
index . html, maintenu par Sam Wagstaff.
2.7 Test statistiques
Nous avons testé la plupart des géllératellrs proposés dans cette thèse à l’aide de
tests statistiques contenus dans les batteries de tests $mallcrush, Crush et Bigcrush de
la bibliothèque TestUOl [48]. Chacun des tests fonctionne sur le même principe. Soit
u0, u1,..., une silite de nombre contenus dans [0, 1) C R produite par un générateur.
On essaie de trouver des argilments qui permettent de rejeter l’hypothèse nulle
u0, ui,... sont des variables aléatoires indépendantes et uniformes sur [0, 1).
Pour ce faire, on conçoit une expérience statistiqile qui produit une variable aléatoire
continue Y (pour le cas où l’expérience produit une variable aléatoire Y discrète,
voir le guide de TestUOl), à partir de variables aléatoires uniformes, pour laquelle o
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connaît la distribution en supposant l’hypothèse nulle. Avec le générateur de nombres
aléatoires à tester, on exécute l’expérience qui donne un résultat y. Avec celui-ci, on
peut calculer la p-valeur qui est
p = Pr[Y >
La distribution de p devrait être uniforme sur [0, 1). Si la p-valeur est trop petite
(par exemple, < 10) ou trop grande (par exemple, > (1 — i0)), alors on rejette
l’hypothèse nulle puisque le générateur a produit une valeur y qui est très peu pro
bable. Lorsque nous reportons les résultats de tests statistiques qui ont été échoués
par certains générateurs, nous donnons la p-valeur afin de donner une idée du degré
de l’échec.
Pour les générateurs qui passent tous les tests statistiques, on n’a aucun argument
qui permettent de rejeter l’hypothèse nulle. Ceci ne prouve pas que les nombres pro
duits sont des variables aléatoires indépendantes et uniformes sur [0, 1), mais nous
réconforte dans notre choix de les utiliser tout comme s’ils en étaient.
Pour les générateurs qui échouent des tests statistiques, nous donnons les pa
ramètres du test et nous faisons référence au guide de TestUOl pour l’explication
des tests. Ceci permettra de présenter les résultats aux tests le plus clairement et
succinctement possible.
Remarque. La batterie Crush contient plusieurs tests statistiques dont celui du rang
de la matrice (smarsa_MatrixRank). Dans ce test, on rempli une matrice de bits g x h
avec les bits produits par le générateur et on calcule le rang de la matrice. Pour les
générateurs qui entrent dans le cadre défini par les équations (1.1)-(Ï.4), la matrice,
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qui est remplie ligne par ligne, est
Sni c-1
M — Yc Yc+i Y2c—i
Y(g—i)c Y(g—1)c+1 Ygc—].
où est trunc(y « r), s et r sont des paramètres du test et c
= fh/sl. Pour les
vecteurs jc—1, on laisse tomber quelques uns des bits les moins significatifs pour que
la matrice ait h colonnes de bits. Si g> k, on remarque que les k
— g dernières lignes
e sont pas linéairement indépendantes des k premières lignes. En effet, on a toujours
= k
pour n > k et pour certains a e F2, 1 < i < k. Cette récurrence peut être facilement
déduite du cadre général défini par (1.1)-(1.4). Ainsi, si g > k, la matrice M n’a
jamais toutes ses lignes linéairement indépendantes.
En supposant que la matrice M est produite de façon vraiment aléatoire où chaque
bit est uniformément distribué sur {O, 1} et indépendant des autres, alors le rang de
la matrice devrait suivre une certaine loi de probabilité connue (voir le guide de
TestUOl). Pour les générateur utilisés dans cette thèse, si mi applique le test avec
g> k, alors, le test échouera toujours parce qu’il n’est pas normal de toujours obtenir
des matrices tels que les g — k dernières lignes ne sont pas linéairement indépendantes
des g premières lignes. Par contre, quand k <g, il n’y a aucune excuse pour que le
test soit échoué (à moins que h > sk, auquel cas, les h — sk derilières colonnes sont
des combinaisons linéaires de k des sk premières colonnes).
Pour un générateur défini par les équations (1.1)-(1.4), à cause de sa structure,
nous ne mentionnerons que les échecs aux tests auxquels il est sensé réussir. Par
exemple, la batterie de tests Crush contient un test smarsa_MatrixRank qui construit
des matrices 300 x 300. Si le générateur testé est tel que k = 128 et que la batterie
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Crush détecte une p-valeur suspecte, nous n’y ferons pas mention, puisque ce test ne
peut pas être réussi. La batterie Crush contient aussi le test scomp_LinearComp, qui
tente de détecter des relations linéaires entre les bits. Puisque chacun des bits produits
par les générateurs dont il est question dans cette thèse sont produits à partir d’une
composition linéaire de bits produits précédemment, on ne s’attend pas non plus que
ces générateurs passent ce test.
Par contre, aucun des autres tests contenus dans $mallcrush, Crllsh et Bigcrush
ne devrait poser de problèmes aux bons générateurs basé sur les équations (Ï.1)-(1.4).
Chapitre 3
Théorie des réseaux polynômiaux
Dans ce chapitre, on définit les réseaux polynomiaux et on explique comment ceux-
ci sont reliés aux récurrences linéaires dans un corps fini. Les résultats rapportés dans
ce chapitre, sauf pour la section 3.4, sont connus car ils sont tous issus des propriétés
des réseaux [96], plus particulièrement des réseaux polynômiaux [40]. Par contre, la
manière de présenter ceux-ci est originale, puisqu’elle prend en considération tous les
types de récurrences linéaires dans un corps fini qui utilisent la représentation matri
cielle. Cette présentation permet d’arriver au résultat de la section 3.4 qui démontre
comment un réseau polynômial basé sur Fq peut en engendrer un autre sur F1 si
q pW pour un entier w > 1 et p est un nombre premier. Ce résultat est important
puisqu’il nous permettra de mieux comprendre la structure des générateurs introduits
au chapitre 5 et de démontrer certaines de leurs propriétés. Tout au long de ce cha
pitre, les propriétés exposées sont illustrées à l’aide d’un générateur « jouet » qu’on
définit à la prochaine section.
Soit Lq, le corps des séries formelles de Laurent sur le corps à q éléments IF’q.
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Défiuissons un réseau potynômiat L sur Lq comme n ensemble de la forme
= {v(z) = qj(z)vj(z) tel que qj(z) E Fq[z] pour chaque
où vo(z),. ,v_1(z) sont des vectellrs arbitraires dans 114, indépendants sur Lq.
L’ensemble {vo(z),. ,Vt_(Z)} est ne base du réseau potynômiat £ et n’est pas
nécessairement uuiqile. Si les vecteurs de la base sont tels que l’ensemble (lFq[z])t de
tous les vecteurs en t dimensions de polynômes dans lFq [z] est inclus dans £, alors
on appelle ce réseau un réseau potynômiat d’intégration. Les réseaux polynômiaux
étudiés dans cette thèse sont tous des réseaux polynômiaux d’intégration.
Soit u(z) = udz° + vd_lzd 1 + E Lq Où Vd O quand v(z) O et v(z) =
(vo(z), . .
. ,vt_i(z)) E 1%. Soit la fonction deg : Lq —+ Z définie par
cl siv(z)Odeg(v(z))
—oc sinon
On définit les normes
O siv(z)=O
qdeg(v(z)) sinon
et
= max
Soit Lq,o, l’ensemble des séries de Laurent v(z) E Lq telles que logq v(z) < O (o
note Lq,o par L lorsque le contexte ne laisse aucune ambigllïté). On définit l’ensemble
= £ n = {v(z) E £ : logq v(z)W <o}. (3.1)
Cette définition sera utilisée un peu plus loin dans ce chapitre.
Soit
VO (z)
v=
vt_i(z)
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où {vo(z),. ,Vt_i(Z)} est une base de £ et soit W, la matrice
( wo(z)T ... wt_i(z)T )
telle que VW = I, la matrice identité. On définit le dual du réseau potynômiat L par
le réseau £ généré par la base {wo(z),. . .
Une base qui est utile pour déterminer l’équidistribution d’un générateur (on
explique comment au chapitre 4) est une base réduite au sens de Minkowski. Pour
définir celle-ci, le théorème suivant nous est utile.
Théorème 3.1. (Mahter /5?])
Soit ho(z),. . . , h_ (z), des points dans te réseau potynômiat £ C 14 avec tes pro
priétés suivantes
1. ho(z) est un plus court vecteur dans £t;
2. pour i = 1,. . . , t — 1, h(z) est un plus court vecteur parmi l’ensemble des
vecteurs h(z) dans £ tel que ho(z),.. . , h_i(z), h(z) sont linéairement indépen
dants surLq.
Les vecteurs ho(z),. . . ,ht_i(z) forment une base de £.
Un système ho(z),.. . ,hti(z) tel que décrit dans le théorème 3.1 est une base
réduite du réseau £ au sens de Minkowski. Ce type de base n’est pas nécessairement
unique. À partir de cette base, on définit les valeurs u = IIhi(z)II qui sont unique
ment déterminées par £ et qui sont appelées minima successifs. Un algorithme de
Lenstra [54] permet de calculer efficacement un ensemble de vecteurs h.(z).
Ce type de réseau dans l’espace des séries formelles de Laurent est utile pour
déterminer l’équidistriblltion. Il existe dellx catégories de réseaux que décrivent les
générateurs à récurrence linéaire modulo 2. Le premier réseau, dit réseau polynômial
en dimension, n’est utile que pour certains types de générateurs, tels les générateurs
de type Tausworthe. La raison étant que pour la plupart des générateurs qui entrent
49
dans le cadre des équations (1.1)-(1.4) le réseau en dimension £ engendré par ces
points est tel que L contient beaucoup plus d’éléments que l’ensemble de points k,t
produit par le générateur, ce qui le rend inutilisable pour nos fins. Le deuxième type
de réseau, dit réseau polynômial en résolution, est produit par tous les générateurs à
récurrence linéaire dans un corps fini et l’ensemble L contient le même nombre de
points que l’ensemble de points k,t• Le réseau en résolution constitue le sujet de ce
chapitre.
3.1 Exemple
Avant d’entrer dans le coeur du sujet de ce chapitre, examinons un générateur
particulier qui est basé sur une récurrence linéaire dans F22. Cet exemple permettra
de mieux comprendre ce chapitre et ses implications.
Soit
00
T= ï o
o ï i+
une matrice 3 x 3, avec ses éléments dans IF4, dont le polynôme minimal est P(z) =
z3 + (1 + C)z2 + cz + , c é F4 et le polynôme minimal de est R(x) = x2 + x + ï.
Soit la récurrence
t7, =
où
t7, = (t),t1),t)) e
= +
et E F2 pour n> 0, j = 0, 1, 2 et j = 0, 1. Ainsi, on peut représenter l’état de la
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récurrence par un vecteur de bits
— (t°’° t°’ t° tt11n
— .n ‘n n ‘n ‘n n
= e lF
Le polynôme P(z) étant primitif sur I’64, ceci indique que la récurrence définie par T
est de période (22)3 — 1 = 63.
Pour illustrer la récurrence, nous donnons les valeurs que prennent t1, t2 et t3 à
partir de l’initialisation arbitraire to = (0, 1, 0) e lF
t1
= ( O , O , 1 )
t2
= ( ( , , 1+ )
t3
= t 1 , 1+( , O )
Dans ce cas, les vecteurs t0, t1, t2 et t3 sont
= (0,0,1,0,0,0)
= (0,0,0,0,1,0)
t2 = (0,1,0,1,1,1)
t3 = (1,0,1,1,0,0)
On peut définir un très petit générateur de nombres aléatoires avec la sortie
= 21 + 1)2_2 + + + +
pour n 0. Bien sûr, la période de ce générateur est beaucoup trop petite pour que
celui-ci puisse être utilisé dans des applications réelles, mais il sera utile tout au long
de ce chapitre pour illustrer les concepts présentés. Ce type de générateur est décrit
plus en détails au chapitre 5.
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Avec l’initialisation t0 = (0, 1, 0), on obtient les sorties
n0 = 2 = 0.125
= 2 0.03125
‘U2 = 2_2 + 2 + 2 + 2_6 = 0.359375
= 2—’ + 2— + 2 = 0.6875
Soit {t}>0, la séquence d’éléments dans 1F4 produit par la (j + 1)-ième coor
donnée de la séquence {t}>0 à partir de l’initialisation to. On verra dans ce chapitre
que cette séquence peut être produite par une fonction génératrice G(z) = g(z)/P(z)
et que le polynôme gj(Z) e F4[z]/P(z) dépend de l’initialisation to. Pour une initiali
sation t0 donnée, on peut définir un vecteur de fonctions génératrices
G3(T,t0) = (Go(z),Gi(z),G2(z)) = (go(z),g,(z),g2(z))/P(z)
où la (j + 1)-ième coordonnée contient la fonction génératrice de la séquence {t}>0.
Nous verrons dans ce chapitre que l’ensemble
L3(T(1F4)) = {G3(T,to) : to é
est un sous-ensemble d’un réseau polynômial d’intégration £3(T(1F4)), que l’on nomme
réseau polynômial en (1F4, 3)-résolution, produit par la matrice T.
De plus, soit Q(z), le polynôme minimal de la matrice T sur 1F2 et {t}>0, la
séquence d’éléments dans 1F2 produite par la (i + 1)-ième coordonnée de la séquence
{f}>0 à partir de l’initialisation o. Soit H(z) = h(z)/Q(z), la fonction génératrice
de cette séquence. Soit le vecteur
H6(T,E0) = (Ho(z),H,(z),H2(z),H3(z),H4(z),H5(z))
= (ho(z),h,(z),h2(z),h3(z),h4(z),h5(z))/Q(z)
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des fonctions génératrices des séquences {t}>0 produites à partir de l’état initial
to. Nous verrons dans ce chapitre que l’ensemble
L6(T(1F2)) = {H6(T,i0) : ;j0 lF}
est aussi un sous-ensemble d’un réseau polynômial d’intégration L6(T(F2)) et qu’il
est possible de l’obtenir à partir de £3(T(1F4)). Le réseau £6(T(F2)) se veut un « raf
finement » du réseau £3(T(F4)) et est appelé réseau polynômial en (IF2, 6)-résolution.
Ceci sera vu à la section 3.4 et constitue la contribution originale de ce chapitre.
Grâce à cette connexion entre les deux réseaux, on réussit, au chapitre , à démontrer
des bornes sur l’équidistribution de certains générateurs.
Afin d’illustrer l’utilité de ces réseaux, considérons la figure 3.1 où on montre tous
les points (no, u1) e [0, 1)2 construits à partir de toutes les initialisations possibles
to E IF. L’ensemble de tous ces points peut être représenté de manière compacte par
6,2 = {(u0, u1) : t0 E IF}.
Comme illustré à la figure 3.1, si on divise [0, 1)2 en 64 carrés disjoints de dimension
x alors on remarque que la moitié des carrés ont deux points et l’autre moitié
n’en ont aucun. Quand on partitionne [0, 1)2 en 16 carrés de dimension 2_2 x 2_2,
on voit que chacun des carrés contient exactement quatre points. Ceci correspond à
dire que le générateur n’est pas équidistribué pour la résolution £ = 3, mais qu’il l’est
pour L = 2, donc £2 = 2.
On peut représenter l’ensemble de points de la figure 3.1 par un réseau en réso
lution. Dans cette représentation, comme il est expliqué dans [101], on inverse les
notions de résolution et de dimension. Par exemple, à une initialisation io E F, on
peut associer un point en £ dimensions qui est donné par les fonctions génératrices
Ho(z),... ,H_1(z) associées à i. Ainsi, le point associé à to est (H0(2),... ,
Le réseau en (IF2, 2)-résolution associé !1,2 est illustré à la figure 3.2. Nous insistons
sur le fait que l’ensemble de points illustré à la figure 3.2 n’est pas Ç262, mais un
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Figure 3.1 — Ensemble de points Q6,2.
ellsembles de points qui nous permet de visualiser le réseau en résolution décrit par
Q6,2. En considérant l’ensemble de points illustré, on peut déterminer la résolution à
laquelle on a la (2, £)-équidistribution. On remarque que si on partitionne [0, 1)2 en
carrés de dimension 2— x 2— (tel qu’illustré), alors il y a un point dans chacun des
carrés et l’ensemble de points illustré est tel que 2 = 3. En se souvenant que pour
le réseau en (IF2, 2)-résolution, on a inversé les notions de dimension et de résolution
par rapport à l’ensemble de points original, on obtient que ce dernier est tel que
t2 = 3. Il existe toute une théorie qui justifie l’utilisation du réseau en résolution et
qui démontre la validité de ce qu’on vient de faire [101].
Quand vient le temps de calculer l’équidistribution de générateurs qui ont un état
très grand (par exemple, l’espace des états est IB°°), il est impraticable de vérifier
de manière visuelle l’équidistribution comme on vient de le faire. Pour y arriver au
trement, on attrait recours au réseau en résolution £(T(IF2)). Un théorème dont on
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Figure 3.2 — Illustration graphique du réseau en résolution décrit par 6,2•
fait mention au chapitre 4 permet de déterminer la valeur de tt à l’aide du réseau en
(1F2, )-résolution et de sa base réduite au sens de Minkowski.
Au chapitre 5, on utilise la notion de réseau en résolution afin de démontrer plu
sieurs propriétés dont celle concernant les bornes sur l’équidistribution des nouveaux
générateurs introduits (pour certains choix de paramètres). Egalement, on démontre
certaines propriétés sur le comportement de séquences de blocs de bits produites par
ces nouveaux générateurs à l’aide des réseaux en résolution.
Ce petit exemple donne un avant-goût de ce dont traite ce chapitre. Le but de ce
chapitre est de jeter de bonnes bases afin de présenter certains théorèmes connus et
d’autres nouveaux résultats qui font appel à la notion de réseau en résolution.
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3.2 Réseau en dimension
Dans le contexte des générateurs de Tausworthe, il est possible de caractériser
l’ensemble
{(uo,u;,...,ut_i) :x0 eF}
par un réseau polynâmial. À la section 2.3.2, on décrit la récurrence du générateur
de Tausworthe par les équations (2.10) et (2.11). Si on considère tous les t-tuplets
(qi, qi+i,. .. , q+t—i) e L, O < j < k — 1, alors ceux-ci font partie d’un réseau £ qui
a pour base
vo(z) (1, a(z), a(z)2 mod P(z),... , a(z)t_l mod P(z))/P(z),
vi(z) (0,1,... ,0),
Vt_i(Z) — (0,0,...,1).
Celui-ci est un réseau polynômial de type Korobov. Pour plus de détails sur ce type
de réseau, voir [53] (en particulier la proposition 3.10). Ce réseau n’est pas utile pour
les besoins de cette thèse puisque seul un ensemble restreint de générateurs, dont
plusieurs sont décrits dans [103], sont tels que l’ensemble de points k,t produit par le
générateur contient le même nombre de points que l’ensemble L généré par l’ensemble
de points. Dans le cas contraire, L ne représente pas nécessairement le comportement
de Par contre, pour tous les générateurs qui entrent dans le cadre des équations
(1.1)-(1.4), le réseau en résolution est très utile. Ce type de réseau est le sujet du reste
de ce chapitre.
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3.3 Réseau polynômial en (IFw, v)-résolution
Dans cette section et celles qui suivent, nous analysons la récurrence
t,., = (3.2)
où T est une matrice non singulière de dimension r x r dont les éléments sont dans
le corps fini lFq et t, = (tv,. . . ,t[)T e IF où q = pW et p est un nombre premier.
Cette récurrence est utile puisque nous l’utilisons afin de définir deux générateurs
au chapitre 5. Dans ce cas précis, on a p = 2 et w est un entier relativement petit
(plusieurs exemples sont donnés avec w = 32). Cette analyse nous permet de définir
ce qu’est un réseau polynômial en (Fpw, v)-résolution. Cette notion a été introduite
par Tezuka [101].
Soit P(z) ZT
— Z=1 oZT_i, OÙ €j é IFq pour i = 1,. . . , r, le polynôme minimal
de la récurrence (3.2). L’hypothèse suivante est utile puisqu’elle garantit que chaque
élément de Fq[z]/P(z) a un inverse multiplicatif.
Hypothèse 3.1. Pour le reste du chapitre, on suppose que P(z) est irréductible sur
Fq.
Il est bien connu que la séquence $ = {t}>0, pour O j < r, avec une
initialisation appropriée, peut être reproduite par une récurrence linéaire de la forme
=
puisque la récurrence (3.2) est linéaire. Ceci signifie qu’on peut associer à $ une
fonction génératrice G(z) [56] pour j = O,.. . ,r — 1. Cette fonction est
G(z) = tz’ + +.
On l’appelle ainsi parce que les coefficients successifs de z génèrent la séquence.
Comme a l’a déjà affirmé au chapitre 2 dans le cas où q = 2, il peut être démontré [56]
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qu’il existe un polynôme unique gj(z) E IF’q[zj/P(z) tel que G(z) = g(z)/P(z). Soit
G(T,to) = (Go(z),...,G_i(z)) = (go(z),...,g_i(z))/P(z) eL,
le vecteur des y r premières fonctions génératrices de la récurrence (3.2) avec état
initial t0 e ]F.
Exemple 3.1. L’exemple de la section 3.1 est repris afin d’illustrer les différents
concepts que nous avons vus jusqu’à présent.
En choisissant l’initialisation arbitraire to = (0, 1,0), on a obtenu certains vecteurs
t1, t2 et t3. On peut voir que, pour cette initialisation, les fonctions génératrices des
séquences S = {t,}>0 relatives à T, pour j = 1, 2, 3, sont
Go(z) = 0z’ + 0z2 + z3 + z4 +
Gi(z) = z + 0z2 + (z3 + (1 + z4 +
G2(z) = 0z’ + z2 + (1 + )z3 + 0z4 +
Les termes en z de G(z) où j > 4 sont déterminés par la récurrence
= (1+ C)t1 + + (3.3)
pour j 1, 2, 3. On peut vérifier, en faisant la division par P(z), que
G3(T,t0) = (Go(z),G1(z),G2(z))
= (go(z), g(z), g2(z))/P(z)
= (, z2 + (1+ z, z)/P(z).
3.3.1 Propriétés de G(T, to)
Le vecteur G(T, t0) est le vecteur des fonctions génératrices de chacune des
séquences $ = {t}>0 à partir d’une initialisation donnée to. Dans cette section,
on donne les propriétés de ce vecteur, ce qui nous mènera, à la prochaine section, à
la définition d’un réseau polynômial. Ces propriétés sont illustrées à l’exemple 3.2.
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Proposition 3.1. Supposons que P(z) soit irréductzbte. Soit
G(T,t0) = (go(z),...,g_i(z))/P(z) ELq
et to, to e F. On a tes propriétés suivantes
1. G,,(T, t0) + G(T, to) = G(T, to + o).
2. Pour un entier m O,
G(T,Tmto) = Gv(T,tm)
= (zmgo(z) mod P(z),.. . , zmgv_i(z) mod P(z))/P(z).
3. Pour tout to O, o O e 1F, il existe un f(z) é IFq[z]/P(z) tel que G(T, o) =
G(T,f(T)t0) = (f(z)go(z) mod P(z),.. . ,f(z)g1(z) mod P(z))/P(z).
Démonstration.
1. Soit {t}>0 et {}>o, les séquences produites par les initialisations t0 et o,
respectivement. Soit
g(z)/P(z) =
n>0
et
(z)/P(z) =
n>0
les fonctions génératrices des séquences {t}>0 et {î}>0 respectivement.
Puisque la récurrence (3.2) est linéaire, alors l’initialisation (t0 + produit
la séquence {t + }>o. D’où on dédilit que la fonction génératrice de {t +
}n>0 est 0(t + )z’ = (gj(z) + j(z))/P(z). Ce qui démontre la
propriété 1.
2. Soit G(z) = g(z)/P(z) = Z>0tz’’, la fonction génératrice de la séqilen
ce {t}n>o produite avec l’initialisation t0. La fonction génératrice de la sé
quence {t}n>m produite avec l’initialisation tm est trivialement
Ô(z) = (z)/P(z) =
n>0
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Puisque
m-1
(z)/P(z) + tzh = zmg(z)/P(z),
h=O
on vérifie directement que (z) zmg(z) mod P(z). Ceci démontre la pro
priété 2.
3. Soit to E 1F. Pour t0 O, les vecteurs t0, Tto,.. . , T’’to sont linéairement
indépendants sur JFq puisque s’ils ne l’étaient pas, il existerait des a é lFq, O
i r — 1 tels que
O = a0t0 + a1Tt0 + + ar_1TT_lto
= (ao+a1T+•+a_iT1)to
= (ao+aiT+...+ar_iTr_l).
Cette dernière équation est une contradiction avec le fait que P(z) soit le po
lynôme minimal de T sur puisque le polynôme P(z) = a0 + a1z + +
ar_izT_l E Fq[Z] est de degré inférieur à r et est tel que P(T) = O. On peut donc
en conclure que les vecteurs t0, Tt0,. . . , Tto sont linéairement indépendants
sur Fq et qu’ils engendrent 1P puisque celui-ci est un espace en T dimensions
et que lFq est un corps. Ceci implique que, étant donné un to O, un élément
t0 E 1F, tel que o O et o to, peut être exprimé par une combinaison
linéaire dans lFq des vecteurs to, Tto,. . . , TT_lto. On obtient
= b0t0 + b1Tt0 + + br_1TT_ltO (b0 + b1T + + br_1TT_l)t0 = f(T)to.
Ceci démontre l’égalité G(T, = Gj,(T, f(T)t0).
L ‘égalité
G(T, f(T)to) = (f(z)gi(z) mod P(z),... , f(z)g(z) mod P(z))/P(z)
est déduite des propriétés 1 et 2.
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Exemple 3.2. Soit to = (0, 1, 0) et o = (0, 0, 1), la matrice T étant la même que
celle de la section 3.1. On sait que G3(T, t0)
= (, z2 + (l+C)z, z)/P(z). On remarque
que = t1 et que, par la propriété 2 de la proposition 3.1, on a que G3(T, o) =
G3(T, f(T)t0) = (Cz, Cz + , z2)/P(z). Le polynôme de la propriété 3 est f(z) = z.
Par la propriété 1, on a que G3(T, (0,1,1)) = G3(T, t0)+G3(T, = (C+Cz, z2+
z + , z2 + z)/P(z).
Lemme 3.1. Supposons que P(z) soit irréductible sur Fq. Pour tout G(T, t0) =
(go(z),. . . ,g_i(z))/P(z) où t0 0, il existe des polynômes Tj(Z),j = 1,... ,v —1,
qui ne dépendent que de ta matrice T et non de l’initialisation to, tets que
gj(z) r5(z)go(z) mod P(z). (3.4)
Démonstration. Pour une initialisation t0 donnée, les polynômes r(z) existent puis
que P(z) est irréductible. Soit
G(T,t0) = (go(z),. . .
et
G(T,o) = (o(z),. . .
Soit, de plus, f(z) E Fq[z]/P(z), un polynôme tel que G(T, f(T)0) = G(T,to). Ce
polynôme existe par la propriété 3 de la proposition 3.1 et l’irréductibilité de P(z).
Ona
f(z)(z) gj(z) mod P(z), O j < y.
On en conclut que
gj(z) rj(z)go(z) mod P(z)
f(z)(z) r(z)f(z)o(z) mod P(z)
r(z)o(z) mod P(z).
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À la troisième équation, l’inverse de f(z) existe puisque le fait que P(z) soit irréducti
ble garantit que l’anneau Fq[z]/P(z) est un aussi un corps. On voit que les polynômes
r(z) ont la propriété désirée pour une initialisation arbitraire o• Ceci implique que
les r(z) ne dépendent pas de l’initialisation. E
Exemple 3.3. Pour la matrice T de la section 3.1, on a ri(z) = (z + (1 + ()z2 et
r2(z) = (1 + ()z. Avec l’initialisation to = (0, 1,0), on obtient
ri(z)go(z) ((z + (1 + z2)(() (1+ z + z2 gy(z) mod P(z)
et
r2(z)go(z) ((1 + z)(() z g2(z) mod P(z).
Le lecteur peut vérifier que
r2(z)go(z) g2(z) mod P(z)
et Ti(z)go(z) g1(z) mod P(z)
avec l’initialisation to = (0, 1, 1) ou t0 = (0,0, 1).
On remarque qe ri(z) z7 mod P(z). La valeur 57 signifie que la séquence
$ est 57 itérations en avant dans la récurrence (3.3) par rapport à la séquence $0.
De plus, r2(z) z mod P(z), ce qui signifie que la séqilence $2 est 43 itérations
en avant par rapport à la séquence 5o On peut en déduire que la séquence $y est
14 itérations en avant par rapport à la séquence $2. À noter que si P(z) n’est pas
primitif, alors r(z) n’a pas nécessairement la forme z5 mod P(z) pour une valeur de
s donnée. Dans ce cas, les séquences S et $ ne sont pas nécessairement la même
séquence avec des points de départ différents.
Lemme 3.2. Supposons que P(z) est irréductible sur IFq. Soit O to e IF,
G(T,t0) = (go(z),. .. ,g_1(z))/P(z)
et
= (1,gi(z)go(z)’ mod P(z),... ,gv_i(z)go(z) mod P(z))/P(z).
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Le vecteur 4(T, t0) est indépendant de l’initialisation to e F.
Démonstration. Soit t0 O et L O, deux initialisations. De plus, soit
G(T,to) = (go(z),. . . ,g_(z))/P(z)
et
G(T,o) (o(z),. . . ,i(z))/P(z).
Par la proposition 3.1, on sait qu’il existe un polynôme f(z) tel que
= f(z)g(z) mod P(z)
pourj=O,...,v—1. Soit
= (1,1(z)(z)’ mod P(z),. . . ,i(z)o(z)’ mod P(z))/P(z).
Ce vecteur est égal à
(1, f(z)gi(z)(f(z)go(z))’ mod P(z),. . . , f(z)gi(z)(f(z)go(z))’ mod P(z))/P(z)
qui, lui-même, est égal à
(T,t0) = (1,gi(z)go(z)1 mod F(z),.. . ,g1,_1(z)go(z)’ mod P(z))/P(z).
Donc, indépendamment de to, t0) est toujours le même vecteur. E
Exemple 3.4. Soit T, la matrice définie à l’exemple 3.1, et les initialisations t0
(0, 1, 0) et o = (0, 1, 1). On sait, à partir des exemples 3.1 et 3.2, que G3(T, t0)
(,z2 + (1 + C)z,z)/P(z) et G3(T,0) = (o(z),1(z),2(z))/P(z) = (C + (z,z2 +
z + (, z2 + z)/P(z). L’inverse de C dans 1F4[z]/P(z) (ou F4, peu importe) est (1 + ().
Calculons (T, t0)
go(z)go(z)’ C(1+() 1 modP(z)
g1(z)go(z)1 (z2+(1+C)z)(1+C) (1+C)z2+(z modP(z)
g2(z)go(z)1 z(1+C) (1+C)z modP(z).
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On obtient T, t0) = (1, (1 + C)z2 + Cz, (1 + )z)/P(z). Vérifions qu’on obtient le
même résultat avec l’initialisation o• Dans ce cas-ci, o(z)’ (1+C)z+z2 mod P(z)
et
o(z)o(z)1
— (C+Cz)((1+C)z+Cz2) 1 modP(z)
(z2+z+C)((1+)z+(z2) (1+C)z2+Cz modP(z)
(z2+z)((1+C)z+Cz2) (l+)z modP(z).
On voit, dans cet exemple, que le vecteur (T, t0) est le même.
Définition 3.1. Puisque t0) est indépendant de t0, définissons (T) par le
vecteur t0) pour une initialisation to $ O é JF arbitraire.
Exemple 3.5. Pour la matrice T définie à l’exemple 3.1 et l’initialisation t0 =
(0, 1, 0), on a calculé (T, t0) à l’exemple précédent. Par la définition 3.1, on a
= (T, t0)
=
(1,(1 + C)z2 + Cz, (1+ C)z)/P(z).
3.3.2 Réseau polynômial construit à partir de G(T)
Dans cette section, on définit le réseau polynômial £(T) engendré par la récur
rence (3.2). On présente à la fin de cette section un résultat démontrant que l’ensemble
F(T) = {G(T,t0) to ê l}
de tous les vecteurs G(T, t0) sont des éléments du réseau polynômial (T) et que
chaque élément de L(T), qui est défini à l’équation (3.1), est contenu dans F(T).
Bref, on montrera que (T) = L(T). Les résultats de cette section sont illustrés à
l’aide de la matrice définie à la section 3.1.
Lemme 3.3. Les vecteurs vo(z),. . . ,v_i(z), où
VO(Z) =
et v(z) est te (j + 1)-ième vecteur de ta base canonique pour i = 1,.. . ,v — 1, sont
tinéairement zndépendants sur Lq.
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Démonstration. Il suffit de démontrer que la première coordonnée de vo(z) est non
nulle. C’est bien le cas, puisque dans le cas contraire, cela signifierait que la première
ligne de T est zéro, ce qui contredirait la non singularité de T. E
Définition 3.2. Soit 4(T), le réseau polynômial généré par la base
{vo(z),... ,vi(z)}
où
V(Z) = 4(T)
et v(z) est le (j + 1)-ième vecteur de la base canonique pour i = 1,. .. , — 1. Ce
réseau est appelé réseau potynômiat en (Fq, u)-résotution généré par T.
Proposition 3.2. Soit (T) = (1,g;(z),.. . ,g_i(z))/P(z). Une base du réseau
duat £,(T) du réseau potynômiat 4(T) est
wo(z) = ( P(z) , O , ... , O )
wi(z) = ( —gi(z) , 1 , . . . , O )
w_i(z) = ( —gv_i(z) , O , ... , 1 )
Démonstration. Ceci est vérifié directement à l’aide de la base donnée à la définition
3.2 et par la définition de la base duale. Le produit scalaire de w(z) et v(z) est tel
qe
1 sii=j
w(z).v(z) =
O sinon
E
Exemple 3.6. Soit T, la matrice définie à l’exemple 3.1. Le réseau polynômial 13(T)
est celui engendré par la base
VO(Z) =( 1 , (1+C)z2+Cz , (+1)z )/P(z)
vi(z) =( O , 1 , O )
v2(z) =( O , O , 1
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Une base possible du réseau dual est donnée par
wo(z) =( z3+(1+)z2+z+ , O , O
wi(z) =( (1+)z2+Cz , 1 , O )
w2(z) =( (+1)z , O , 1 ).
Soit
= {G(T,t0) : to E 1F}
où y < r. Il s’agit de l’ensemble de tous les vecteurs G(T, t0) construits à partir de
toutes les initialisations t0 possibles. L’ensemble cI,(T) est un sous-ensemble du réseau
£(T) qui contient tous les éléments v(z) de £(T) tels que logq IIv(z)I < O. C’est ce
que démontre le prochain théorème. Pour celui-ci, rappelons que = %(T)flLq,o.
Théorème 3.2. On a =
Démonstration. Soit
V(Z) = = (go(z),. ..
où go(z) = 1 et v(z), 1 j <ii, est le (j + 1)-ième vecteur de la base canonique.
Démontrons que )(T) L(T). Soit G(T,o) = (o(z),... ,_i(z))/P(z), un
élément arbitraire de (T). Soit f(z), un polynôme tel que
f(z)g(z) mod P(z),
pour j = O,... , r — 1. Ce polynôme existe par la proposition 3.1. Dans le cas qui
nous concerne, on a f(z) = o(z). Soit C(z) = (gj(z)o(z) mod P(z))/P(z) —
g(z).o(z)/P(z) pour 1 j < y. Notons que C(z) E lFq[z]. Il est facile de vérifier la
validité de l’équation
(o(z),. . . ,_i(z))/P(z) = O(Z)VO(Z) + C;(z)vi(z) + ... + C_i(z)v_i(z).
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Ceci implique que J(T) Ç £(T). Étant donné que tout G(T, o) E (T) est tel
que logq IG(T,o)W < O, il en résulte que M(T) L(T).
À présent, démontrons que L(T) Ç F(T). Soit
G(z) = (Go(z),. . . , G_i(z)) = qo(z)vo(z) + + qv_i(z)vv_i(z),
un élément arbitraire de i(T). Étant donné que G(z) e L(T), alors logq IGj(z)I <
O pour j = O,... ,v — 1. Puisque vo(z) = (1,gi(z),... ,g_i(z))/P(z) et que la
première coordonnée des vecteurs y1 (z),. . . , v,_1 (z) est nulle, il est évident que
qo(z) = P(z)Go(z). Une fois qo(z) déterminé, on peut établir, sans aucune ambiguïté,
que
G(z) = qo(z)g(z)/P(z) + qj(z)
pourj=1,...,v—1.
Sans perte de généralité, posons qj(z) = —qo(z)gj(z) mod P(z) + q(z) où q(z)
est un polynôme dans Fq[z]. Ceci implique que
G(z) = qo(z)g(z)/P(z) — qo(z)gj(z) mod P(z) + q(z).
De plus, puisque
logq Iqo(z)g(z)/P(z) — qo(z)gj(z) mod P(z)I <O
et que q(z) e Fq[z], alors nécessairement q(z) = O. Dans ce cas,
qj(z) = qo(z)gj(z) mod P(z)
et
G(z) = qo(z)g(z)/P(z) — qo(z)gj(z) mod P(z) = (qo(z)gj(z) mod P(z))/P(z).
On obtient
G(z) = (qo(z), qo(z)gi(z) mod P(z),... , qo(z)gv_i(z) mod P(z))/P(z).
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On sait qu’il existe une initialisation to telle que
G(T,t0) = (1,gy(z),.. . ,g_i(z))/P(z) E
Soit l’initialisation o telle que o qo(T)to. À partir de celle-ci, on obtient
G(T,0) = (qo(z),qo(z)gi(z) mod P(z),... ,qo(z)gv_i(z) mod F(z))/P(z) = G(z),
ce qui démontre que G(z) c11)(T). Puisque que G(z) a été choisi arbitrairement
dans L(T), ceci implique que .(T) Ç (T).
Finalement, puisque (T) L,(T) et que L(T) c 4(T), on peut conclure que
E
3.4 Réseau en (I, £)-résolution
Dans cette section, nous partons du réseau polynômial £(T) pour en définir
un nouveau, £e(T(lFp)), qui se veut un raffinement du premier réseau. Les éléments
de ce nouveau réseau sont des vecteurs en £ dimensions de fonctions génératrices
de séquences dans 1Fr. Ce raffinement est utile au chapitre 5 pour démontrer le
théorème 5.3.
Pour pouvoir manipuler les éléments de IFq où q = pfl, w > 1 etp est une puis
sance d’un nombre premier, il est nécessaire de représenter ceux-ci dans une base
prédéterminée de lFq sur 1F (pour le lecteur peu familier avec la notion de base, l’an
nexe B passe en revue cette notion). Soit (i3,... , /3w), une base ordonnée de Fq sur
F. La séquence {t}>0 peut être représentée par une séquence de vecteurs dans
. .
, tn,j,w)}n>0
où = /31t,1 +... + Ainsi, à partir d’une séquence {t}>0, on peut
définir w nouvelles séquences pour j = 1,. .. , w. Ces nouvelles séquences
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suivent une récurrence linéaire de la forme
Tw
= (3.5)
m=1
dans lF OÙ km é 1Fr, pour m = 1,.. . , rw, et définissent chacune une fonction
génératrice
= to,z1 + ti,j,iz2 +
Le polynôme caractéristique de cette récurrence est Q(z) = ZTW
— Z= kmZTw_m. Q
remarque que P(z) divise Q(z), car la séquence {ti’ }n>O suit également la récurrence
(3.5). Le fait que Q(z) soit de degré rw devient évident à lumière de l’équation (3.6).
Ainsi, le vecteur t = (t,... , tT’) e lF peut être représenté par le vecteur
tn,Q,w tn,l,l, . .
. , . . . ,
. .
. , tn,r_i,w)
rw
et les séquences sont caractérisées par les fonctions génératrices
Hj+_i(z) = hj+_i(z)/Q(z) = to,j,jz’ + ti,j,iZ +
On peut également définir la récurrence
t. = T(1F)t,_1 e I’” (3.6)
OÙ T(1F) est une matrice de dimension rw x rw obtenue en remplaçant chaque élément
de T par AT, une matrice w x w, dont ses éléments sont dans lF, qui effectue
la multiplication par mais dans la représentation de la base ,t3). On
remarque que la récurrence (3.6) entre dans le cadre défini par la récurrence (3.2) et
que (3.6) peut engendrer des réseallx polynômiaux £(T(F)) pour L = 1,. . . , rw. La
base du réseau £t(T(F)) est {o(z),. .. ,t(z)} OÙ o(z) = ct(TÇF)) et (z) est le
(j + 1)-ième vecteur de la base canonique pour j = 1,. . . , L — 1. Dans ce qui suit, on
explique comment obtenir 4t(T(lF)) à partir de r(T)
Soit (/3k,. .. , /), une base ordonnée, et {x}>o, une séquence d’éléments dans Fq
avec sa fonction génératrice
G(z) = g(z)/P(z) = XoZ’ + XiZ2 + é Lq
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où x = (xLB1+•••+x!3) E Fq et xjj eL pourj = 1,...,w, i O. Alors G(z)
vérifie les équations suivantes
G(z) = (xo11 + + xo)z’ + (xi11 +••• + xi)z2 +
= + + x)z’
i>O
= xi11z_i_1 + ... + xiwwz—i—1
iO iO
=
où h(z) e IF[z] pour i 1 et O j < w, et Q(z) e 1F,[z] est le polynôme minimal
de la séquence {x}>0 sur 1Fr. Alors, on obtient
g(z)/P(z) = 3iho(z)/Q(z) +•.• + hi(z)/Q(z) (3.7)
où P(z) divise Q(z) dans Fq[z] parce que Q(z) et P(z) sont des polynômes ca
ractéristiques de la même récurrence dans
‘‘q• De cette dernière équation, il est facile
de déterminer les polynômes h(z) e F[z] pour j = O,. . . , w — 1 à partir de g(z).
Exemple 3.7. Soit g(z) = 1 et P(z) = z3 + (1 + C)z2 + z + . On a
G(z) = g(z)/P(z) = 0z’ + 0z2 + z3 + (1’ + z4 + 0z5 + (1 + C)z6 +
Soit (/31,82) = (1,), une base ordonnée de sur IE’2. Dans ce cas, q 4, p = 2 et
w = 2. Avec cette base, on obtient
G(z) = g(z)/P(z) = /3i.(0z’ + 0z2 + z3 + z4 + 0z5 + z6 +.•.)
+ /32(Oz+Oz2+Oz3+z4+Oz5+z6+...)
= /3ihO(z)/Q(z) + /32h1(Z)/Q(Z)
Le polynôme minimal de la séquence 0, 0, 1, (1 + ), 0, (1 + cc),... sur F2 est Q(z) =
z6 + z5 + 1. Ceci est facilement vérifiable en observant que Q(z) est irréductible sur
F2 et que la séquence obéit à la récurrence
x6 = x5 + x. (3.8)
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On remarque que P(z)IQ(z) puisque Q(z) = P(z)(z3 + z2 + (1+ )z + (1+ e)). Les
polynômes h(z), j = 0, 1, sont ho(z) = z3 + z + 1 et hi(z) = z2 + z + 1.
Définition 3.3. On appelle le réseau t(T(IF)) le réseau potynômiat en (F, L)
résolution décrit par T.
Soit (T) = (1,gi(z),. . . ,g_i(z))/P(z). De l’équation (3.7), on voit que
G(T(1F),t0) = (ho(z),... ,h_i(z))/Q(z) (3.9)
pour une certaine initialisation t0 e IÇ où £ t-’w et
g(z)/P(z) = (t3ih(z) + + i3h+_i(z))/Q(z) (3.10)
pour j = 0,... , y — 1. À partir de ces équations, il est possible de construire une base
pour le réseau en (1F,L)-résolution £(T(1F)). Ceci est illustré dans l’exemple 3.8.
Mais avant de passer à cet exemple qui clôt ce chapitre, nous précisons que pour
la plupart des générateurs dont il est question a chapitre 2, on a q = 2 (donc w = 1),
r = k et que la matrice T est la matrice X de transition. Ainsi, le raffinement dont il
est question dans cette section n’est pas possible et les réseaux polynômiaux en (lFq, y)-
résolution et en (1Fr, £)-résolution sont le même réseau quand £ = y. Par contre, ce
raffinement est très utile pour les nouveaux générateurs introduits au chapitre 5.
Exemple 3.8. Soit T, la matrice définie à l’exemple 3.1. Pour représenter les éléments
de IF4, on utilise la base ordonnée polynômiale (t3, /32) = (1, ). Correspondant à la
matrice T, la matrice T(1F2) est
O O 0 0 1
000011
100001
010011
001011
000110
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Soit la récurrence t, = T(IF2)t_1. On pourrait calculer 6(T(JF2)) de la même
manière qu’on a calculé 3(T) dans les exemples 3.1—3.6, mais nous utiliserons plutôt
(3.10). On sait que = (1,(1+)z2+z,(1+)z)/P(z). Pour une initialisation
t0 E 1F non encore déterminée, calculons G6(T(F2), to = (ho(z),. . . , h5(z))/Q(z). A
l’exemple 3.7, avec go(z) = 1/P(z), on a obtenu ho(z) = z3+z+1 et hi(z) = z2+z+1.
En procédant de la même manière qu’à l’exemple 3.7 avec gi(z) et g2(z), on obtient
gi(z)/P(z) = (1 + C)z’ + 0z2 + Z3 + z4 + (1 + ()z5 + (1 + C)z6 +
g2(z)/P(z) = 0z’ + (1 + )z2 + Cz3 + 0z4 + Cz5 + Cz6 +
et
h2(z)/Q(z) = z1 + 0z2 + z3 + 0z4 + z5 + z6 +«
h3(z)/Q(z) = z1 + 0z2 + 0z3 + z4 + z5 + z6 +
h4(z)/Q(z) = 0z’ + z2 + 0z3 + 0z4 + 0z5 + 0z6 +
h5(z)/Q(z) = 0z’ + 1z2 + 1z3 + 0z4 + z5 + z6 +
où
h2(z) = z5+z4+z3+z2+z
h3(z) = z5+z4+z2
h4(z) = z4+z3
h5(z) = z4+z2+z
Soit la séquence R+_1 = pour j = 0, 1, 2 et i = 1, 2. Il est facile de calculer
z21 mod P(z) et de démontrer que hi(z) z21h0(z) mod P(z). Ceci signifie que la
séquence R1 est en avance de 21 itérations sur la séquence R0 dans la récurrence (3.8).
Aussi, on observe que h2(z) z57h0(z) mod P(z), ce qui indique que la séquence R2
est en avance de 57 itérations sur la R0, ce qu’on aurait pu prédire puisqu’on avait
remarqué le même phénomène entre les séquences $ et $o à l’exemple 3.3.
Puisque la même base de 1F4 sur 1F2 est utilisée pour représenter les éléments des
séquences $o, Si et $2, on peut « prédire » que h3(z) z21h2(z) et h5(z) z21h4(z).
On peut également prédire, à partir des résultats obtenus à l’exemple 3.3, que h4(z)
z43h0(z). Grâce à tous ces résultats et le fait que P(z) soit primitif, on peut prédire
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l’avance de chacune des séqilences R, 1 <j <5, par rapport à la séquence R0 dans
la récurrence (3.8). Le tableau 3.4 illustre les séquences Si, $2, $3 ainsi que leurs
séquences dérivées R0,. .. , R5. Pour ce faire, on utilise comme référence la séquence
So dont la fonction génératrice est
Go(z) = 1/P(z) = x0z1 + x1z2 + x2z3 + x3z4 + x4z5 +
où x e F pour n O. Étant donné que Gi(z) = (z57g0(z) mod P(z))/P(z), on a
Gi(z) = l/P(z) = x57z1 + x58z2 + x59z3 + x60z4 + x61z5 +
On peut obtenir G2(z) de la même manière. Dans les premières colonnes du ta
bleau 3.4, on donne les fonctions génératrices Go(z), Gi(z) et G2(z). On peut aussi
considérer la (i + 1)-ième colonne comme la séquence $, pour j = 1, 2, 3.
Soit
Ho(z) = ho(z)/Q(z) = 0z + iZ2 + 2z3 + ï3z + 4z5
On peut se servir de cette fonction génératrice comme référence pour décrire Hi(z),
,IIs(z). Par exemple, puisque Hi(z) = (z21h0(z) mod Q(z))/Q(z), on peut écrire
Hi(z) = 21z + 22z2 + + + 2z5 +..•
On peut exprimer H2(z),.. . , 115(z) de la même manière. Dans le tableau 3.4, on
donne les fonctions génératrices Ho(z),. . . , 115(z) dans les six dernières colonnes. On
peut aussi considérer la (j + 6)-ième colonne comme la séquence R pour j = O,... , 5.
On peut maintenant déterminer 6(T(F2)) en calculant l’inverse multiplicatif
de ho(z) dans F2[z]/Q(z), soit ho(z), et en multipliant h(z) par ho(z)’ dans
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lF2[z]/Q(z),pourj=O,...,5. Onaho(z)’z5+z2+1modQ(z)et
ho(z)ho(z)’
h5(z)ho(z)’ z
Ainsi, le réseau polynômial £6(T(1F2)) a pour base
mod Q(z)
mod Q(z)
vo(z)=(1, z5+z4+z3+1 , z5+z4+1
vy(z)=(O, 1 , O
v2(z)=(O, O , 1
v3(z)=(O, O , O
v4(z)=(O, O , O
v5(z)=(O, O , O
z4+z2+1
‘O
‘O
,1
‘o
‘o
z4+1 ,z)/Q(z)
O ,O)
O ,O)
O ,O)
1 ,O)
O ,1)
et une base du réseau dual J(T(lF2)) est
wo(z)
wi(z)
W2(Z)
W3(Z)
W4(Z)
W5(Z)
= (z6+z5+1
= (z5+z4+z3+1
= (z5+z4+1
= (z4+z2+1
= (z4+1
=(z
,O,O,O,O,O)
,1,O,O,O,O)
,O,1,o,o,O)
,O,O,1,O,O)
,O,O,o,1,O)
,O,O,O,O, 1)
Considérons maintenant le réseau polynômial £2(T(1F2)). En prenant chacun de
ses éléments G(z) e £2(T(1F2)), et en plaçant dans [0, 1)2 les points en deux dimen
sions obtenus en remplaçant z par 2 dans l’expression de G(z), on obtient l’ensemble
de points illustré à la figure 3.2. En calculant le plus court vecteur dans le réseau
£(T(lF2)) (qui ne correspond pas à la plus courte distance entre deux points illustré
hi(z)ho(z’ z5+z4+z3+1 modQ(z)
h2(z)ho(z)’ z5+z4+1 modQ(z)
h3(z)ho(z)’ z4+z2+1 modQ(z)
h4(z)ho(z)’ z4+1 modQ(z)
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Tableau 3.1
— Les fonctions génératrices Go(z), Gi(z) et G2(z) exprimées en fonction
de Go(z), ainsi que les fonctions génératrices Ho(z),. .. H5(z) en fonction de Ho(z).
Gi(z) G3(z) Ho(z) fIi(z) 113(z) 113(z) 114(z) Hs(z)
Z X9 X57 X43 ±0 ±21 ±57 ±15 ±43 ±1
X X58 X44 ±1 ±22 ±58 ±16 ±44 12
r2 X59 X45 ±2 123 ±59 117 ±45 ±3
Z4 X3 X69 X49 ±3 124 160 ±59 146 ±4
X4 X95 X47 ±4 ±25 ±61 ±19 ±47 ±5
X5 X93 X49 ±5 ±26 ±62 ±20 ±48 ±6
X9 X0 X49 ±9 ±27 ±0 ±21 ±49 ±7
X7 Xi X50 ±7 ±28 ±1 ±22 ±50 ±8
X X X5 ±8 ±29 ±2 ±23 ±11 ±9
X9 X3 X53 ±9 ±30 ±3 ±34 ±53 ±10
Z’ X9 X4 X53 ±10 ±31 ±4 ±35 ±53 ±11
z53 X55 X5 X54 ±11 ±33 ±5 ±26 ±54 ±13
X13 X9 X55 ±13 ±33 ±9 ±37 ±55 ±13
X53 X7 X59 ±13 ±34 ±7 ±28 ±59 ±14
X14 X9 X57 ±14 ±35 ±8 ±39 ±57 ±15
XiS X9 X59 ±15 ±36 ±9 ±39 ±58 ±19
X19 X59 X59 ±16 ±37 ±19 ±31 ±59 ±17
X57 Xfl X60 ±17 ±38 ±11 ±33 ±99 ±18
X9 X13 X91 ±18 ±39 ±13 ±33 ±61 ±19
X59 X13 X92 ±19 ±49 ±13 ±34 ±93 ±30
X30 X14 XJ ±39 ±41 ±14 ±35 ±0 ±31
X31 X5 X ±31 ±43 ±15 ±39 ±1 ±33
X33 X9 X3 ±33 ±43 ±19 ±37 ±3 ±33
X33 X57 X3 ±33 ±44 ±17 ±38 ±3 ±34
X34 X59 X4 ±34 ±45 ±19 ±39 ±4 ±35
X35 X59 X5 ±35 ±49 ±19 ±49 ±5 ±39
z27 X39 X39 X9 ±39 ±47 ±39 ±45 ±9 ±37
X37 X3i X7 ±37 ±48 ±31 ±43 ±7 ±38
X39 X33 X9 ±39 ±49 ±33 ±43 ±8 ±39
X39 X33 Xg ±39 ±59 ±33 ±44 ±9 ±39
z31 X39 X34 X9 ±39 ±51 ±34 ±45 ±10 ±31
X31 X35 X15 ±31 ±53 ±35 ±49 ±53 ±33
X33 X39 X13 ±33 ±53 ±39 ±47 ±53 ±33
X33 X37 X13 ±33 ±54 ±37 ±48 ±13 ±34
X34 X38 X14 ±34 ±55 ±39 ±49 ±14 ±35
X35 X39 XiS ±35 ±59 ±39 ±50 ±15 ±39
Z37 X39 X39 X19 ±39 ±57 ±39 ±51 ±16 ±37
X37 X31 X17 ±37 ±58 ±31 ±53 ±17 ±38
X39 X33 XiS ±38 ±59 ±33 ±53 ±18 ±39
X39 X33 X19 ±39 ±99 ±33 ±54 ±19 ±49
X49 X34 X39 ±49 ±61 ±34 ±55 ±39 ±41
X45 X35 X35 ±41 ±93 ±35 ±59 ±21 ±43
X43 X39 X33 ±43 ±0 ±39 ±57 ±33 ±43
X43 X37 X33 ±43 ±5 ±37 ±58 ±33 ±44
X44 X38 X34 ±44 ±3 ±38 ±59 ±34 ±45
X45 X39 X35 ±45 ±3 ±39 ±90 ±35 ±49
X49 X49 X39 ±49 ±4 ±49 ±91 ±39 ±47
X47 X45 X37 ±47 ±5 ±41 ±93 ±37 ±48
X4 X43 X39 ±48 ±9 ±43 ±0 ±28 ±49
Z5° X49 X43 X39 ±49 ±7 ±43 ±1 ±39 ±50
z55 X59 X44 X39 ±50 ±8 ±44 ±3 ±39 ±51
X45 X35 ±51 ±9 ±45 ±3 ±31 ±53
X53 X49 X33 ±53 ±10 ±49 ±4 ±33 ±53
X53 X47 X33 ±53 ±55 ±47 ±5 ±33 ±54
Z55 X54 X49 X34 ±54 ±12 ±48 ±9 ±34 ±55
Z59 X55 X49 X35 ±55 ±13 ±49 ±7 ±35 ±59
Z57 X59 X59 X39 ±59 ±14 ±50 ±8 ±39 ±57
z58 X57 Xii X37 ±57 ±55 ±53 ±9 ±37 ±58
Z59 X59 X53 X38 ±58 ±39 ±53 ±10 ±38 ±59
Z6° X59 X53 X39 ±59 ±57 ±53 ±55 ±39 ±99
z5 X99 X54 X49 ±99 ±18 ±54 ±12 ±49 ±61
Z62 r X55 X41 ±65 ±19 ±55 ±13 ±45 ±93
Z63 X93 X59 X43 ±93 ±39 ±59 ±54 ±43 ±9
z64 X9 X57 X43 ±9 ±21 ±57 ±15 ±43 ±5
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à la figure 3.2), on peut déterminer la valeur t2 par un théorème qui est présenté au
prochain chapitre.
Chapitre 4
Critères d’uniformité
Pour un générateur de nombres aléatoires, la séquence des nombres produits par
celui-ci doit se comporter le plus fidèlement possible comme une séquence de variables
aléatoires {U}>0 indépendantes uniformes sur l’intervalle [0, 1). Bien sûr, comme il
a été dit précédemment, il lui est impossible de remplir son rôle à la perfection étant
donné son caractère déterministe. Malgré cela, on peut parvenir assez près du but
visé pour que les générateurs de nombres aléatoires soient utiles.
Les variables aléatoires uniformes sur [0, 1) de la séquence {U}>o sont indépen
dantes et identiquement distribuées si et seulement si, pour tout entier i > O et
t > 0, le vecteur (Ui, . .
. ,U+_1) est uniformément distribué sur [O, i)t. Pour
un vecteur u uniformément distribué sur [0, i)t on a la propriété suivante.
Proposition 4.1. Un vecteur u [0, i)t est uniformément distribué sur [O, 1)t si et
seutement si ta probabitité que celui-ci soit contenu dans un sous-ensemble mesurable
M de tO, 1)t est égate au volume de ce sous-ensemble.
Par cette propriété, on peut tenter d’évaluer dans quelle mesure la séquence
{ Un}nO produite par un générateur de nombres aléatoires imite bien une séquence de
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variables aléatoires uniformes et indépendantes sur [0, 1). Une manière de faire cela
est par l’équidistributioll.
Pour détermiller l’équidistribution, on divise l’hypercube [O, 1)t en hypercubes
de même taille et de même volume 2. Pour un ensemble de points P de n =
2k points qui sont tous des variables aléatoires uniformes indépendantes sur [O, i)t
par la proposition 4.1, on devrait retrouver, en moyenne, 2—e points dans chaque
hypercube. Pour un ensemble de point P donné, la valeur de A (définie dans la
section 1.5) est une mesure de l’écart entre le comportement moyen d’lln ensemble de
points uniformément distribués sur [O, i)t et le comportement de P. La q-valeur, une
autre mesure d’uniformité définie à la section 4.4, exploite les mêmes idées sauf que
celle-ci ne considère pas seulement les partitions qui divisent [O, f)t en hypercubes,
mais aussi celles qui le divisent en hyper-rectangles de plusieurs formes et volumes.
Une autre mesure d’uniformité considérée dans cette thèse est d*(P), la plus
courte distance entre deux points de P,. Cette mesure est appelée distance minimale.
Dails ce cas-ci, on mesure l’uniformité par le niveau « d’étalement » des points dans
[O, ï)t. Ainsi, si les points de P,-, sont près les uns des autres, ou si certains points sont
concentrés dans une région, intuitivement, on affirmerait que P n’est pas uniforme.
Par coiltre, si les points sont loin les uns des autres et qu’il ne semble pas y avoir
de concentration de points dans aucune région, alors on considérerait P, comme un
ensemble de points uniforme. Plus d*(P) est grand, plus on considère P uniforme.
Dans ce chapitre, on passe en revue ces différentes mesures d’uniformité qui nous
permettront de trouver de bons générateurs de nombres aléatoires, ainsi que de bons
ensembles de points pour l’intégration quasi-Monte Carlo. Les mêmes outils sont
utilisés pour mesurer l’uniformité dans les deux applications. Par contre, certains
critères, dont la distance minimale et la q-valeur, sont très difficiles à calculer pour la
plupart des générateurs de nombres aléatoires à cause du nombre élevé de points à
considérer. Également, pour certains générateurs, comme les générateurs à congruence
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linéaire ordinaires, leur structure se prête bien au calcul de la distance minimale. Les
générateurs dont il est question dans cette thèse n’ont pas une structure qui permet
de déterminer efficacement la distance minimale.
La contribution de ce chapitre est constituée de deux nouveaux algorithmes qui
permettent de calculer la distance minimale. Ces nouveaux algorithmes sont par
ticulièrement adaptés pour les générateurs qui entrent dans le cadre des équations
(1.1)—(1.4). Un avantage de ces algorithmes est qu’ils peuvent détecter rapidement si
la distance minimale est plus petite qu’un certain seuil. Ceci est utile lorsqu’on fait
une recherche pour obtenir un ensemble de points avec une distance minimale élevée.
Si la distance est jugée trop faible, alors on peut rapidement éliminer l’ensemble de
points de notre recherche.
4.1 Définitions de base
Les critères d’uniformité introduits dans ce chapitre utilisent, pour la plupart, la
notion de p-équidissection en base b. Soit p . ,p), un vecteur d’entiers non
nuls qui définit une partition de [O, ï)t telle que l’axe j est divisé en b’ sous-intervalles,
pour j = 1, . . . ,t. Pour un vecteur p et une base b donnés, ceux-ci définissent bPl+,Pt
hyper-rectangles, qu’on appelle boîtes, de même forme et volume. La partition définie
par le vecteur p est appelée une p-équidissection en base b.
Exemple 4.1. En base b = 2, si t = 2, le vecteur p
= (pl,p2) = (1,3) représente la
partition qui sépare en 21 parties la première coordonnée et en 2 parties la deuxième
coordonnée. Cette partition divise le carré [0, 1)2 en rectangles de dimension 2_1 x 2.
L’aire (ou le volume) de chacun des rectangles est 2. La figure 4.1 illustre cette
(1, 3)-équidissection.
Définition 4.1. [40] L’ensemble de n = bk points P7, = {uo,. . . , u7,_1} c [O, i)t est
dit p-équidistribué si chaque boîte contient bS points de P7,, où s = k
— Pi —... — p,.
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Figure 4.1 — La (1, 3)-équidissection en base 2 de [0, 1)2.
Les ensembles de points Ç2tk produits par un générateur qui entre dans le cadre des
équations (1.1)—(1.4) peuvent être construits à l’aide de réseaux digitaux. Un réseau
digital constitue une manière de construire un ensemble de points. Ainsi, pour les
générateurs considérés, si on considère l’ensemble de tous les points (u,2, . . . , u+) é
[0, i)t à partir de toutes les initialisations possibles, alors on peut construire ce même
ensemble de points à l’aide d’lln réseau digital. Par contre, un réseail digital ne définit
pas un générateur de nombres aléatoires puisque, avec ce premier, l’ordre dans lequel
les points sont générés est sans importance et que son utilisation n’a de sens que si
on utilise tous les points du réseau digital. Dans le cas du générateur de nombres
aléatoires, on ne désire pas utiliser tous les points (un,. . . , u+ti) possibles dans une
application de simillation. Malgré ces différences marquées, le réseau digital est utile
pour mesurer l’uniformité d’ensembles de points produits par les générateurs de cette
thèse.
Voici la définition de ce type de construction d’ensemble de points.
Définition 4.2. [74] Soit . , C(t_1), des matrices k x k, dont les éléments sont
dans 1Fb et C = (0(0) ... C(t_1)), une matrice k x kt. De pius, soit l’ensemble de
points
(C, H, L) = {(wo,. . . , wi) x e
où
0<n<t,
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où H est une matrice de tempering L x k et
O n <t.
L’ensemble de bJc points ‘IJ(C, H, L) est appelé réseau digital en base b.
Il est important de remarquer que dans la définition d’un réseau digital de [74],
on considère différentes manières de produire les valeurs w à partir de x, dont cer
taines ne sont pas des transformations linéaires. Dans cette thèse, nous allons nous
restreindre à ce qui est inclus dans la définition 4.2
À partir de cette définition, pour J
=
{j,. ,j5}, un ensemble d’indices tel que
o j’ < ... <j5 <t, on définit l’ensemble
‘P(C,H,L,J) = {(w1,... ,wj t x E 1F}.
L’ensemble I’(C, H, L, J) est aussi un réseau digital. Il s’agit de l’ensemble de points
qui correspond aux projections des points de P(C, H, L) sur les coordonnées définies
par J.
En considérant les matrices = X pour i = 0,... , t, on peut constater que
l’ensemble 2k,t défini dans l’introduction est un réseau digital en base 2. Dans ce
cas, k,t = ‘P(X, H, L) où X = (‘k X t X2 t ...) est une matrice k x oc, t = oc
et H = YB. Tous les réseaux digitaux considérés dans cette thèse sont également
en base 2. C’est pourquoi on définit t(C, H, L) = ‘I’(C, H, L) et iP5(C, H, L, J) =
‘If(C,H,L,J).
C’est dans l’optique que les ensembles de points k,t produits par les générateurs
qui entrent dans le cadre des équations (1.1)—(1.4) sont des réseaux digitaux en base
2 que nous discutons des notions d’uniformité dans les prochaines sections. Notons
que, pour le reste de cette thèse, nous abandonnons la notation Qk,t et la rem
plaçons par ‘I’t(C, H, L). Nous allons aussi considérer l’uniformité de réseaux digitaux
W5(C, H, L, J) où J est un ensemble de s indices.
81
Remarque. Si on désire obtenir un ensemble de points dont la cardinalité n’est pas
fixée à l’avance (ou n’est pas une puissance d’un nombre premier), comme pour les
réseaux digitaux en base b, on peut utiliser une suite digitate en base b. Ce type de
construction s’apparente aux réseaux digitaux sauf que, dans ce cas, les matrices CU)
sont de dimensions L X oc et les points ont un ordre particulier qui est déterminé par
l’expansion en base b des entiers. Soient i
= Z-o aj = (a,o, a,1, . .
= (zo,, . .
. ,Z,t_i) = (C°a, . . . ,C(t_1)aj),
et
w = (wo,, . . . , w_i,) e [O, 1)t
où
w,j =
L’ensemble de points contenant les n premiers points de la suite digitale en base b est
T = {w: 1 <j <n}
Il est intéressant de remarquer que si n = bk pour une certaine valeur de k,
alors l’ensemble de points T,., peut être construit par un réseau digital en base b. Les
suites de Sobol [98], Faure [21], Niederreiter [73] et Niederreiter-Xing[78] sont des
implantations concrètes de ce type de construction.
4.2 Équidistribution
Dans l’introduction, on explique brièvement ce qu’est le critère d’équidistribution.
Comme mentionné, l’équidistribution est une mesure de l’uniformité de points dans
[O, i)t. Dans cette section, nous traitons plus en détails de cette mesure d’uniformité.
Soit ‘I’5(C, H, L, J) où J
= {j’,. ,j}, un réseau digital en base 2. Considérons,
en base 2, l’équidissection Pi = ... = p3 = L. La plus grande valeur de L telle
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que ‘I’(C, H, L, J) est p-équidistribué est appelée la résolution en dimension s de
‘1r5(C, H, L, J) et est notée L(J). Dans ce cas, on dit que ‘I’5(C, H, L, J) est (s, L(J))
équidistribué. Ceci n’est possible que si k> sL(J), parce que la cardinalité de Ir5(C, H,
L, J) est au plus 2k On a la borne supérieure
L(J) L min(L, [k/s]). (4.1)
À partir de cette borne, on définit t’écart en dimension s de la projection J par
A(J) L1 —L(J).
Considérons maintenant le réseau digital H, L). Dans ce cas, on note L,,
L(S) et A = A($) où $t = {O,. .. , t — 1}. L’ensemble 1’(C, H, L) (et le générateur
ou le réseau digital qui le produit) est dit équidistribué au maximum (ME), si 4
atteint sa borne supérieure pour toutes les valeurs de t possibles, c’est-à-dire L =
min(L, [k/tj) pour t = 1,..., k. On peut définir des valeurs te qui s’apparentent aux
valeurs 4. On définit te par la plus grande valeur de t pour laquelle W,(C, H, L) est
(t, L)-équidistribué pour une valeur de L fixée. On a la borne supérieure
tt t min(d, [k/L]) pour L= 1,... ,min(k,L). (4.2)
On définit l’écart en résolution L par
t;
-tt.
On dit que le réseau digital (ou le générateur) a une résolution maximale en dimension
t si A,, = O. De plus, celui-ci est dit de dimension maximale en résolution L, si = O.
Selon ces définitions, on peut dire que le réseau digital est équidistribué au maximum
(ME), si A,, = O pour t = 1,. . , min(k, cl) ou, de façon équivalente, si Le = O pour
L= 1,... ,min(k,L).
Pour évaluer la qualité générale des ensembles de points I’,,(X, H, L), 1 t k,
produits par un générateur, on peut utiliser le critère
V = (4.3)
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Pulls la valeur de V est petite, plus on considérera que le générateur donne de bons
ensembles de points P(X, H, L). Ce critère est utilisé aux chapitres 5, 7 et 8.
Dans les prochaines sections, il est question de différentes façons de calculer l’é
quidistributioll.
4.2.1 Calcul de l’équidistribution par la méthode matricielle
Le calcul de l’équidistribution de ‘P5(C, H, L, J) revient au calcul du rang de la
matrice T5,e qui satisfait l’équation
s = T,txo (4.4)
où s = (trunct(y1),... , trunc(y3)) et la fonction truncj(x) retourne le vecteur de
£ bits (x(°),.
Proposition 4.2. /33] L’ensemble de points 1’5(C, H, L, J) est (s, £)-équidistribné si
et seulement si ta matrice T5, est de ptein rang st.
Dans [33], l’auteur explique comment obtenir la matrice T5,t. La méthode utilisée
pour calculer le rang de la matrice T3, est l’élimination gaussienile.
4.2.2 Calcul de l’équidistribution avec le réseau en résolution
Les générateurs à récurrence linéaire modulo 2 qui entrent dans le cadre défini par
les équations (1.1)—(1.4) définissent des réseaux polynômiaux en résolution
£,(BXB’) C
pour £ = 1,... , L si les matrices X et B sont de plein rang et Y = ‘Lxk Grâce à
ces réseaux, il est possible de calculer l’équidistribution d’un générateur seulement
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pour ‘I’(X, H, L). Pour calculer l’équidistribution du réseau digital 11î5(X, H, L, J)
décrit par un générateur où H = YB, si le générateur n’est pas un générateur de
Tausworthe, il faut se rabattre sur la méthode matricielle puisqu’aucune méthode de
détermination de l’équidistribution des ensembles de points produits par des vecteurs
de valeurs non successives utilisant le réseau en résolution n’est connue.
Les deux théorèmes suivants indiquent comment déterminer l’équidistribution de
1I(X, H, L) à l’aide des réseaux J(BXB) ou des réseaux duaux r(BXB—’)
Théorème 4.1. /101]
L ‘ensemble de points ‘I’(X, 3, L) est tel que tt = ut, où vt = log2 t et Uj est le £-ième
minimum successif du réseau potynomiat en (1F2,e)-résotution, £(BXB—’).
Théorème 4.2. /11]
L ‘ensembte de points ‘J!ttX, H, L) est tet que tt = log2 o où u1 est te premier minimum
successif du dual du réseau polynomial en (1F2, £)-résolution, £(BXB—’).
4.3 Ensemble de points sans collision
Soit p, une équidissection de [O, 1) en base b. On dit qu’un ensemble de points
P, C [O, î)t est p-sans collision si chacune des boîtes de l’équidissection contient
au plus un point de P. Si on considère l’équidissection Pi = = = £ et que
l’ensemble P est p-sans collision, alors on dit que P, est sans collision en résolution
L en base b.
Le théorème suivant permet de déterminer si un ensemble ‘I’(C, H, L, J) est sans
collision en résolution L.
Théorème 4.3. /33]
Soit ‘IJ(C, H, L, J), un réseau digital en base b et p, une équidissection en base b
de [O, 1). Soit T, une matrice (pi + ... + p) x k composée des Pi premières lignes
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de des P2 premières lignes de C(j2), ..., et des Pt premières lignes de C(is). Le
réseau digital ‘I(C, H, L, J) est sans collision si et seulement si T est de rang k.
Pour que ‘P5(C, H, L, J) soit sans collision, évidemment, il est nécessaire que
py + ... + p > k. Pour cette thèse, on n’utilise pas la notion d’ensemble de points
sans collision directement afin de mesurer l’uniformité. Elle est plutôt utilisée da.ns
les nouveaux algorithmes qui sont introduits plus loin dans ce chapitre. Ceux-ci uti
lisent l’information qu’un ensemble de points est sans collision en résolution afin de
déterminer la plus courte distance entre toutes les paires de points de Pi,.
4.4 Réseau digital et q-valeur
Dans cette section, on définit la notion de (q, k, t)-réseau et de la q-valeur qui est
une généralisation de l’équidistribution. Voici une définition d’un (q, k, t)-réseau en
base b.
Définition 4.3. [74, 941
Soit b 2, t 1 et O q k des entiers. Un ensemble de points composé de
bk points de [O, i)t forme un (q, k, t)-réseau en base b si chaque sous-intervalle J =
fl1 = [abPi, (a + 1)bP) de [O, 1) avec les entiers p O et O a < b pour
1 < i <t et de volume b’ contient exactement b points de l’ensemble de points.
Avant de continuer, il est important pour le lecteur de faire la distinction entre
un (q, k, t)-réseall et un réseau polynômial. Les notions sont totalement différentes.
La confusion entre les noms n’est pas présente en anglais où un (q, k, t)-réseau est
appelé « (q, k, t)-net » et n réseau polynômial est appelé « polynomial lattice »
Un réseau digital est appelé « digital net » et plus loin dans cette section, on verra
qu’il existe des (q, k, t)-réseaux digitaux (« (q, k, t)-digital nets » ).
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Soit l’ensemble
t(V) = {p = (pi,.. .,pt) Pi + +p = v,pj >0,1 <i < t}.
Un élément de F(v) représente une équidissection (dans une certaine base b) de l’hy
percube [0, i)t, en (hyper-) rectangles de volume
Un ensemble de points est un (q, k, t)-réseau si et seulement si pour chaque parti
tion (pi, ,Pt) E fI(k — q) on retrouve exactement bt1 points dans chaque rectangle.
On observe que, pour q < k, un (q, k, t)-réseau est également un (q + 1, k, t)-réseau.
Puisque chaque partition (p,. . .
,
p) de (k — q — Ï) est obtenue en prenant une par
tition de (pi, . . . ,pt) de (k — q) et en divisant b fois moins le long d’un axe, ceci fait
en sorte que chaque rectangle de la partition (p,. . .
,
p) est composé de b rectangles
de la partition (Pi,. . . ,pt). Étant donné que chaque rectangle de (pi,. . . ,p) contient
b points, il s’ensuit que chaque rectangle de (pi,.
..
,p) contient q+i points. Ce qui
démontre l’observation.
Voici maintenant la définition de la notion de q-valeur qui peut être utilisée pour
quantifier l’uniformité d’un ensemble de points.
Définition 4.4. La plus petite valeur de q pour laquelle un ensemble de points est
un (q, k, t)-réseau en base b est la q-valeur en base b de l’ensemble de points. Plus la
q-valeur est petite, plus le (q, k, t)-réseall en base b est considéré uniforme.
À mesure que la valeur de k
— q augmente, le nombre d’équidissections contenues
dans (k — q) augmente, ce qui fait en sorte que déterminer si un ensemble de points
est un (q, k, t)-réseau (ainsi que la q-valeur) devient de plus en plus complexe. Ainsi,
déterminer la q-valeur d’un ensemble de points est plus difficile si celle-ci est petite.
Exemple 4.2. La figure 4.2 montre un ensemble de 4 points en 2 dimensions qui
a une q-valeur en base 2 de 0. Pour déterminer celle-ci, il faut vérifier qu’il y ait
toujours 2q points dans chaque rectangle pour chaque équidissection de 2(2) =
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{(O, 2), (1, 1), (2, O)}. Pour montrer que l’ensemble de points est aussi un (Ï, 2, 2)-
réseau et un (2, 2, 2)-réseau, on illustre les équidissections contenues dans I2(O) et
2(1).
q=2
(o)
q=Ï
(Ï)
q=O
l(2)
Figure 4.2 — Un (0, 2, 2)-réseail en base 2.
Pour faire un rapprochement entre la q-valeur en base 2 et l’équidistribution, on
pourrait comparer la q-valeur à la valeur de £. En fait, pour déterminer la valeur de
on considère seulement les partitions telles que Pi = = Pt = L. On donne à L la
plus grande valeur de L telle que chacun des petits cubes partitionnant [0, i)t contient
exactement 2kt points de l’ensemble de points. Il est facile de voir que le nombre
de partitions considéré est beaucoup moins grand pour l’équidistribution que pour la
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q-valeur. C’est pourquoi, on pourrait dire que la q-valeur est un critère d’uniformité
beaucoup plus exigeant que l’équidistribution.
Les ensembles de points ‘Ii(C, H, L, J) sont des (q, k, t)-réseaux en base b. Au
pire, leur valeur de q est k. En fait, un ensemble de points construit de la manière
décrite par la définition 4.2 est appelé (q, k, t)-réseau digital en base b
Remarque. Pour les suites digitales en base b (voir la remarque de la section 4.1),
pour évaluer leur qualité, on utilise le couple (q, t). Ainsi, une (q, t)-suite digitale en
base b est une suite digitale (en base b) en t dimensions tel que, pour tout r O
et k t, les points Wrbk+1,. . . , WTL forment un (q, k, t)-réseau digital en base b.
Fallre [21] donne une construction pour une (O, b)-suite en base b où b est premier et
Niederreiter [73] montre qu’on peut aussi obtenir des (O,p)-suites en base p bT où
b est premier.
4.4.1 Calcul de la q-valeur
Avant d’être capable de calculer la q-valeur, il est utile d’introduire la définition
suivante.
Définition 4.5. (Définition 1.3, [88]) Soit d, un entier tel que O <d < k. Le système
{c e IF : 1 j < k, 1 <i <t} de vecteurs est appelé un (d, k, t)-système sur
si, pour n’importe quels entiers non négatifs pi,.. . ,p, avec =1p d, les vecteurs
1 < j < p, 1 < i < t, sont linéairement indépendants sur 1Fb. (L’ensemble vide
est considéré comme linéairement indépendant.)
Soit
(j)
c
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pour j = 1,. . . ,k où les c, 1 j k, sont des vecteurs de dimension 1 x k.
Le théorème suivant nous indique comment déterminer si un réseau digital est un
(q, k, t)-réseau.
Proposition 4.3. (Lemme 1.1, /88]) Les matrices . . , C( fournissent un (k —
d,k,t)-réseau digitat en base b si et seulement si te système E 1F : 1 j
k, 1 < i < t} de tezzrs vecteurs lignes est un (d, k, t)-système sur
Dans [88], les auteurs donnent dellx techniques qui permettent de déterminer la
q-valeur d’un réseau digital en déterminant la plus grande valeur de d pour laquelle
e F: 1 j k, 1 <i <t} est un (d, k, t)-système sur lFb. Une est basée sur un
code Gray et l’autre sur l’élimination gaussienne. Ils montrent que la méthode par le
code Gray est plus rapide dans le cas où b = 2.
Dans [401, on utilise la notion de réseau gonflé et dégonflé pour déterminer la
q-valeur. Une norme différente est utilisée pour mesurer les éléments du réseau. Mais,
jusqu’à présent, cette théorie n’a donné aucune méthode efficace à cause de la difficulté
de calculer le plus court vecteur avec la norme utilisée.
4.5 Distance minimale
Dans les sections qui suivent, on s’intéresse à la distance minimale de P,- C [0, 1)t,
un ensemble de n points. On définit la distance minimale de P par
d(P) = min{d(x,y): x,y e F,x y}
où d(x, y) est la distance entre les points x et y selon la norme L. On s’intéresse
à cette distance minimale afin de définir des critères d’uniformité sur un ensemble
de points. L’idée vient du fait que l’équidistribution ou la q-valeur ne dit pas tout
sur l’uniformité des points de P. Pour un (0, k, 2)-réseau, deux points peuvent être
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arbitrairement près l’un de l’autre. Par exemple, à la figure 4.3, on affirmerait intuiti
vement que l’ensemble de points de droite est plus uniforme que celui de gauche. Une
plus grande distance entre les points nous pousse à cette affirmation. Pollrtant, les
deux ensembles de points on une q-valeur de 0, la meilleure possible pour ce critère.
Figure 4.3 — Deux (0, 3, 2)-réseaux.
Dails les prochaines sectiolls, nous décrivons l’algorithme de Khuller-Matias qui
calcule la distance minimale d’un ensemble de points P c [0, i)t. Il constitue une base
pour développer deux nouveaux algorithmes. Ces nouveaux algorithmes déterminent
également la distance minimale. Tous ces algorithmes s’exécutent en temps moyen
0(n). Pour un ensemble donné, on considère t comme une constailte, mais en réalité,
le temps d’exécution de ces deux algorithmes est exponentiel e t. Pour nos applica
tions (au chapitre 6), nous n’allons considérer que des ensembles de points en 2 ou 3
dimensions, ce qui fait que le temps d’exécution n’« explose » pas.
Les deux nouveaux algorithmes tirent à profit l’information sur la distributioll des
points donnée par le fait que l’ensemble de points soit sans collision pour certaines
p-équidissections. À partir de ces nouveaux algorithmes, nous définissons des critères
d’uniformité basés sur la distance minimale.
•11
• : :
:•:
:•: : :
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4.5.1 Algorithme de Khuller-Matias
Dans tout bon livre de géométrie computationnelle, par exemple [90] et [97], on
retrouve des algorithmes déterministes qui permettent de calculer Ç(P) en temps
0(nlogn) et des algorithmes probabilistes qui permettent de le faire en temps 0(n)
en moyenne. Parmi les algorithmes probabilistes, il y a celui rapporté dans [23].
On y décrit un algorithme qui permet de trouver d(P) d’un ensemble de points
P,,. C [0, 1)2 et qui s’exécute en temps 0(n) en moyenne. On peut généraliser certains
résultats présentés dans [23] pour le cas où P,., C [0, 1)t C’est cette généralisation que
l’on présente dans cette section.
Les normes utilisées dans cette thèses sont la norme euclidienne (L2), qui est
définie par
_____________
d2(x,y) = — y(5))2
et la norme Lœ, qui est définie par
d(x,y) = max ix _y(s)I.
1<s<t
On peut aussi définir, pour un point x e P,, et une norme donnés, la distance de x
au point le plus proche par
d(x) = min{d(x,y) y e P,,.,y x}.
L’algorithme que nous allons maintenant décrire utilise des grillages de l’hyper-
cube unitaire [0, 1)t. Un grillage est une partition de [0, 1)t où chacune des parties
est cubique et de côté b. Les côtés des cubes sont alignés avec les axes et l’origine se
trouve dans le coin d’un cube. Bien sûr, si b ne divise pas 1, alors certains cubes se
trouveront à chevaucher la frontière de [0, i)t. Dans ce cas, le grillage Gb ne corres
pond pas à une p-équidissection. Dans l’autre cas, le grillage correspond bien à une
p-équidissection en base 1/b telle que Pi = = 1. Dans ce qui suit, on appellera
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chacun des cubes cettute. On représente chacune des cellules par un intervalle
I(ai,...,at)=flb{a3,as+1), Oai,...,at<tl/bJ
où les a, 1 <j t, sont des entiers. Remarquons que l’intervalle est fermé à gauche
et ouvert à droite pour chacune des dimensions.
On dit que deux cellules sont adjacentes si elles ont au moins un coin en commun.
On définit le voisinage d’une cellule C par l’ensemble de toutes les cellules adjacentes
à C. On le note par f4,(C).
Soit P C [O, i)t un ensemble de n points et , un grillage de [O, i)t On note
par Cb(x) la cellule I(ai,. . . , at) telle que x e I(ai,. . . , at). On définit le voisinage de
x par l’ensemble des points x qui sont contenus dans les cellules voisines de b(x).
Celui-ci est
Ib(x)=PflV(Cb(x))
Exemple 4.3. À la figure 4.4, on divise [0, 1)2 grâce au grillage Il y a 36 cellules,
soit I(ai, a2), O a < 6, i = 1,2. Le voisinage de la cellule 1(1,4) est illustré par la
surface hachurée et le voisinage d’un point x est illustré par la zone grise. Le grillage
est une (1, 1)-équidissection en base 6.
Soit ]b(x), le voisinage de x pour le grillage à,. Les propriétés suivantes, énoncées
pour t = 2 dans [23], s’appliquent également dans le cas où t> 2
Propriété 4.1. Tous tes points y dont d2(x,y) > 2bv’ ne sont pas dans Nb(x).
Propriété 4.2. Tous tes points y dont d2(x,y) b sont dans P4(x).
En émettant l’hypothèse que b/(2/) d(F) b, alors on a les propriétés
additionnelles suivantes
Propriété 4.3. Four chaque point x e P, ib(x) contient un nombre de points ptus
petit qu’une constante qui dépend de t.
93
Voisinage ï(i(x))
Voisinage ;(I(1,4))
PointxéP
E1 Limites de 1(1,4)
Figure 4.4 — Grillage à.
Propriété 4.4. Pour chaque paire x,y e P, si d2(x,y) = d(P), alors y
L’algorithme décrit dans [231, utilise ces propriétés et des grillages successifs
de plus en plus fins afin de « filtrer » l’ensemble des points dans P. Ce processus
de filtrage permet d’éliminer les points qui sont loin de leur plus proche voisin afin
d’obtenir une approximation de d(P) telle que b/(2\/) < d(P,) b. Voici en détail
l’algorithme.
Algorithme 4.1. (Algorithme de Khuller-Matias [23])
1. S — P, et i — O.
2. Tant que S+ # 0 faire
ii+1
Choisir un point x de $ au hasard.
Construire un grillage avec , b = U2 (xi) / (2
X 6— {x e SN6(x) = {x}}.
8i+1 — — X.
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3. i — j. (Invariant : = O et d2(x*)/(2v”) < d(P,) <
4. Construire un grillage de grosseur d2(x). Pour chaque point x é P,, calculer
la distance au point le plus près de x dans IJb(x) (si ]b(x) 0). La distance
d(P) est la plus petite des distances calculées.
Dans un premier temps, on initialise $ à P. On choisit au hasard un point x1 de
$ et calcule d2(x1), ce qui se fait en temps 0(n). A la dernière étape de la boucle, on
élimine de $, grâce à la propriété 4.1, tous les points x dont d2(x) > 2b/ = d2(x)
pour obtenir $j+1• Si $ = 0, on sait que d(P) > b = d2(x)/(2v”), puisque $ O
et qu’à la dernière étape de la boucle on aurait éliminé les paires de points x, y telles
que d(P) = d2(x,y). On sait également que d(P) d2(x*) par définition de
d(P). Ceci implique qu’au début de l’étape 4, on sait que d2(x*)/2J < d(P,) <
d2(x*). Par la propriété 4.4, on sait que l’étape 4 va effectivement calculer la distance
d (Pu).
Afin de vérifier le voisinage d’un point, on peut utiliser une table de hachage. On
numérote les cellules de façon à ce que chaque cellule soit identifiée par un numéro
unique. On emmagasine tous les points de l’ensemble de points à considérer, soit Si,
dans une table de hachage. La fonction de hachage utilise le numéro de cellule dans
laquelle le point se trouve. Pour vérifier le voisinage d’un point, on n’a qu’à examiner
dans la table de hachage s’il y a des points dans les cases voisines. En utilisant la
technique du hachage parfait, il est possible de faire cela en temps O(ISI) [23]. Noter
que, pour chaque point, le nombre de cellules voisines à vérifier est
Dans [23], on explique que le processus de filtrage, soit les opérations contenues
dans la boucle, s’effectue en temps moyen linéaire. En choisissant x au hasard, la
moitié des points x é $ sont tels que d2(x) > d2(x) en moyenne, quelque soit
l’ensemble P et la dimension t. Ceci implique qu’à chaque itération on élimine la
moitié des points en moyenne (car, à chaque itération, on élimine les points x tels
que d2(x) > d2(x)). Soit s
=
à l’avant dernière étape de la boucle. Le nombre
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espéré de fois qu’il faut vérifier le voisinage de points pendant tout l’algorithme est
donné par
E
[*
si] <E [ 5l12_i] = /i1 <2n l/2 = 2n.
En tout, on vérifie, e moyenne, au plus 2n voisinages de points. Puisque chaque
cellule a, au plus, 3 voisins, les étapes 1 à 4, toutes itératiolls confondues, se follt dans
un temps dans 0(n) en moyenne. À noter que la moyenne est faite sur l’ensemble de
toutes les décisions possibles pendant l’exécution de l’algorithme et non sur l’ensemble
de tous les ensembles de points P, possibles. L’étape 5, à cause de la propriété 4.3,
se fait aussi dans un temps 0(n). On vient de montrer que l’algorithme de Khuller
Matias s’exécute, en moyenne, en 0(n) opérations.
4.5.2 Propriétés de d(P) quand b = 2V
Dans cette section, nous étudions l’information supplémentaire qu’on peut déduire
sur d(P) ou d(P) quand on sait que P est sans collision pour certaines résolutions
u. Cette information permet de modifier l’algorithme de Khuller-Matias pour obtenir
deux nouveaux algorithmes qui sont particulièrement bien adaptés au cas où P est
un réseau digital en base 2. Pour les réseaux digitaux, déterminer si un ensemble de
points est sans collision est très rapide par le théorème 4.3. Nous reviendrons sur cet
aspect à la section 4.5.6. Ces deux algorithmes sont présentés aux sections 4.5.3 et
4.5.5
Pour ces algorithmes, on ne considère que des grillages où b est de la forme 2 et
u est un entier positif. À noter que ce grillage constitue une p-équidissection en base
2oùp1=...=p1=v.
Une première observation sur ces grillages est que 1/b = 2 est toujours un entier,
ce qui veut dire qu’aucune cellule ne se trouve à chevaucher la frontière de l’hypercube.
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Ceci est un avantage si on veut utiliser un algorithme semblable à l’algorithme de
Khuller-Matias pour calculer la distance entre des points sur le tore défini sur [O, i)t.
Dans le tore, en considérant [O, 1)t comme un hypercube, les paires de points qui sont
près de faces opposés se retrouvent près l’un de l’autre. Dans ce cas particulier, le
voisinage est bien défini puisque qu’aucune cellule ne chevauche la « frontière » du
tore. Dans ce qui suit, on ne considère que les distances sur le tore [O, i)t. Aussi,
lorsqu’il est question de l’hypercube unitaire [O, i)t, on fait implicitement référence
au tore [O, i)t. L’algorithme de Khuller-Matias, tel que présenté, ne permet pas de
calculer les distances sur le tore puisque 1/b n’est pas nécessairement un entier.
Sllpposons que l’on divise l’hypercube unitaire en t dimensions [O, 1)t en 2’ parties
égales le long de chacun des axes pour obtenir le grillage G 2-• Ceci implique
que l’on divise l’hypercube unitaire en 2’ petits hypercubes identiques de volume
2—vt• Appelons le grillage G,, grillage de résolution u en t dimensions. Les cellilles
dans ce cas sont
I(ai,...,at)=fJ2[a5,a5+1)Oai,...,at<2
Pour un grillage G,,, la cellule qui contient le point x est notée C,, (x) = C2-v (x). Soit
P C [O, )t un ensemble fini de n points dans l’hypercube unitaire [O, 1)t. On dit
qu’un ensemble de points PT, est sans collision en résotution u si chacun des points
x E P se retrouve seul dans sa cellule pour un grillage de résolution y. On définit
te voisinage d’un point x e P en résolution y par N,,(x) = et le voisinage
en résotution u d’une cellule C par V,,(C) = _(C). Pour simplifier la notation, on
définit V,,(x) = V(C,,(x)). Un ensemble de points P est sans voisin en résolution y
si N,,(x) = {x} pour tout x e P.
Voici une série de propriétés, avec leurs preuves, concernant ces notions sr le voi
sinage. Ces propriétés seront utiles dans les prochaines sections pour justifier l’exac
titude des deux nouveaux algorithmes.
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Propriété 4.5. V+i(x) C
Démonstration. Soit
x = (x°, . .
. ,
où
=
où e {0, 11, pour j = 0,. . . ,t — 1. Soit s(x, j, y) = On a
V(x)
=
{y e [01)t : s(x,j,v)_2’ <y() <s(x,j,v)+2_v+l pour j = 0,...,t—1}.
si
s(x,j,v) _2_v <s(x,j,v+ 1)— 2’ pourj = 0,...,t— 1
et
s(x,j,v) + 2_v+1 > s(x,j,v + 1) + 2_v pour j = 0,... ,t —1,
alors nécessairement (x) C V, (x). La première inégalité est équivalente à —1 <
ai,,, pour j = 0,. . . , t — 1 et la deuxième à 2 > Les deux inégalités sont toujours
vraies, donc V+i(x) C V(x). E
Propriété 4.6. Si un ensembte de points P est sans cottision en résotution y, alors
il le sera égatement en résolution u + 1.
Démonstration. Soit K, l’ensemble de toutes les cellules en résolution u. L’ensemble
P est sans collision en résolution u, ce qui indique qu’il y a au plus un point par
cellule en résolution u. Puisque chaque cellule de K est partionnée en 2 cellules pour
obtenir K+1, ceci implique qu’en résolution u + 1, chaque cellule a au plus un point
et que P est sans collision. E
Propriété 4.7. Un ensemble de points P,., qui est sans voisin en résolution y est
nécessairement sans collision en résolution y.
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Démonstration. Si N(x) = {x} pour tout x E F,, ceci implique que tous les points
x sont seuls dans leurs cellules. E
Propriété 4.8. Si P7, est sans voisin en résolution y, alors il en sera de même en
résolution u + 1.
Démonstration. Supposons que P7, C [O, i)t soit sans voisin en résolution u. Soit x,
un point arbitraire de P,. Soit V(x), le voisinage de x en résolution u. On sait que
N(x) = {x}. Puisque V+i(x) C V,(x), ceci implique que le nombre de points dans
N+1(x) ne peut pas augmenter et qu’en fait Ni(x) = N(x) = {x}. Pilisqile le
choix de x a été arbitraire, ceci implique que N+i(x) = N(x) = {x} pour tout
xEP7,. E
Propriété 4.9. Si P7, n’est pas sans collision en résolution u, alors
d(P7,) <2-J et d(P7,) <2_v.
Démonstration. Si P7, n’est pas sans collision en résolution u, ceci indique qu’il existe
une paire de points x, y E P, qui sont contenus à l’intérieur d’une même cellule.
La plus grande distance euclidienne possible entre deux points à l’intérieur d’une
même cellule est la longueur de la diagonale de la cellule, soit Nécessairement
d2(x, y) <2’v, ce qui implique que d(P7,) <2—’/ par la définition de d(P7,). De
plus, selon la norme Lœ, la plus grande distance possible entre deux points x, y E P7,
à l’intérieur d’une même cellule est la longueur d’un côté d’une cellule, soit 2’. Ainsi,
d(x,y) <2’ et d(P7,) <2_v. E
Propriété 4.10. Si P7, est sans voisin en résolution u, alors
d(P7,) > 2_v et d(P7,) >
Démonstration. Supposons que P7, soit sans voisin en résolution y. Pour p = 2 et
p = oc, soit x et y, une paire de points de P,, telle que d(x*,y*) = Ç(P,,). Pour
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p = 2 et p = oc, le fait que P, soit sans voisin en résolution u indique que le point le
plus proche de xK, soit se trouve à l’extérieur de V(x*). Également, pour p = 2
et p = oc, la plus courte distance possible entre x et y’ est donnée par la largeur
d’une cellule, soit 2’. Ceci vellt dire qe d2(x*,y*) > 2 et d(x*,y*) > 2’. Lj
Propriété 4.11. Si P,-, n’est pas sans voisin en résolution u, alors
d(P) <2_v+1J et d(P) <2_v+1
Démonstration. Si P,, n’est pas sans voisin en résolution u, alors il existe deux points
x, y e P,, tels que y e N(x). La pius grande valeur possible de d2(x, y) est deux fois
la longueur de la diagonale d’une cellule, soit 2i] x 2. Donc d2(x, y) < 2_v+1,,/ et
d(P,,) <2’’” par la définition de d(P,,). Pour la norme Lœ, la plus grande valeur
possible de dœ(x, y) est deux fois la longueur d’un côté d’une cellule, soit 2— X 2.
Donc d(x,y) <2’’ et d(P,,) <2’’.
Propriété 4.12. Si P,, n’est pas sans collision en résolution u — 1 et est sans collision
en résolution u, alors celui-ci n’est pas sans voisin en résolution u.
Démonstration. En résolution u—1, puisque P,, n’est pa.s sans collision, par définition,
ceci indique qu’il existe une cellule C qui contient plus d’un point. Soit M, l’ensemble
des points contenus dans la cellule C. En résolution u, la cellule C est divisé en
cellules. Les points de M sont distribués de manière que chacune des 2 cellules reçoive
au plus un point puisque P,, est sans collision en résolution u. Mais chacune des 2
cellules sont adjacentes les unes aux autres, ce qui implique que P,, n’est pas sans
voisin en résolution u. LI
Propriété 4.13. Si P,, est sans voisin en résolution u, mais ne l’est pas en résolution
u — 1, alors
2 <d(P,,) <2_2 et 2_v <d(P,,) <2_v+2
Démonstration. Ceci est déduit directement des propositions 4.10 et 4.11. D
100
Propriété 4.14. Soit Ct,2 = min{c E Z : 2C 2J} et ct, 1. Pour p 2 et
p = oc, soient x,y e P, tets d(x,y) = d(P). Soit u0, ta plus petite résotution
à taquette P,, est sans collision. Pour p = 2 etp = oc, on a x E
Démonstration. Puisque P, n’est pas sans collision e résoliltion u0—1, alors d(P) <
2_v0+1\/ et d(P) < 2’°’ par la propriété 4.9. En choisissant un grillage de
résolution u0 — c, chaque cellule est telle que la longueur de ses côtés est
Pour que y ne soit pas dans Nv0_,(x), il est nécessaire que d(x, y) >
Pour p = 2, ceci est impossible car d(P) < 2_v0+l/ et 20+lV?’ < 2—V+C,2 ce qui
montre que xt E N0_,2(y*). Pour p = oc, ceci est aussi impossible car d(P) <
2v0+1 et 2—Uo+1 < 2—Vo+Ct,oo = 2—Vû+l, ce qui montre que x* E N0_,(y*).
Propriété 4.15. Soit Ct,2 = min{c E Z : 2C 2v”} et ct, = 1. Pour p = 2 et
p = oc, soient x,y E P,, tels d(x,y) = d(P,,). Pour p = 2 etp = oc, si P,, est
tel qu’il est sans voisin en résolution u, mais n’est pas sans voisin en résolution v—1,
alors x E Nv_c,p_i(y).
Démonstration. Pour une résolution ‘i et une norme L, pour être absolument certain
que x E N5(y), il faut que d(P,,) < 2. On sait, par la proposition 4.13 que
2” < d(P,,) < 2_v+2/ et 2_v < d,(P,,) < Pour p = 2, si 2_1+2/i < 2,
alors o a x E N(y). Si on pose ‘ii = y — c,,2 — 1, alors la condition est respectée,
ce qui montre que x E N_,2_1(y). Pour p = oc, si 2+2 < 2, alors on a que
x, E N(y,). Si on pose t’ = y
—
C,yD — 1, alors la condition est respectée, ce qui
montre que x, E Nv_c,2_i(Yo). D
4.5.3 Premier nouvel algorithme
Le nouvel algorithme défini dans cette section permet de calculer d(P,,) ou d(P,,)
en temps moyen 0(n). Celui-ci utilise u0, la plus petite résolution pour laquelle P,,
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est sans collision, comme information lui permettant de restreindre le nombre de
distances, entre paires de points, à calculer. Pour cet algorithme, on définit Ct,2 =
min{c E Z : 2C > 2*/} et c,0 = 1. Voici ce nouvel algorithme qui permet de
déterminer d(P) ou d(P).
Algorithme 4.2. Calcul de cÇ(F).
1. Calculer vo, la plus petite résolution pour laquelle l’ensemble de points P est
sans collision.
2. u — vo — c.
3. Pour chaque point x E P, calculer d(x) = min{d(x,y) : y E N(x),y x}.
4. Calculer d(F) = min{d(x) x E P,}.
La justesse de l’algorithme est démontrable par la proposition 4.14. Soit x, et
y,,, les points de P tels qe d(P) = d(x, y,,). La résolution u0 — c3 garantit
que x E N0_,(y) par la proposition 4.14 et que l’algorithme calcule vraiment
la quantité désirée, soit d(P). On remarque que, pour les dimensions t = 2, 3, 4,
Ct,2 = 2.
En dimension t, une cellule a 3’ cellules adjacentes. Puisqu’on sait qu’en résoluti
on u l’ensemble de points P est sans collision, en résolution y0 — c chaque cellule
contiendra au plus points. Dans le pire des cas, le nombre de points à considérer
(et le nombre de distances à calculer) pour le voisinage d’un point est 3t2tCtn, Cette va
leur peut être très grande, même avec t = 2. Dans ce cas, 3222x2 = 144. En supposant
que l’étape 1 se fait en O(g(ri)) opérations, l’algorithme 4.2 s’exécute en O(g(n) + n)
opérations. Si g(n) E O(log4(n)) (c’est le cas, tel qu’expliqué à la section 4.5.6, si P,
est un réseau digital en base 2), alors l’algorithme s’exécute en 0(n) opérations.
4.5.4 Voisinage
Le fait d’avoir 3t2tct distances à calculer en pire cas, pour chaque point dans le
précédent algorithme, peut le rendre peu intéressant. Par contre, celui-ci constitue
une base pour un nouvel algorithme. En effet, il est possible de le modifier afin de
définir un nouveau voisinage qui ne contient que — 2 points. Supposons que P, soit
sans collision en résolution y. En résolution y + 1, pour vérifier le voisinage N+1(x)
pour un point x e P,, il n’est pas nécessaire de vérifier toutes les 3 cellules adjacentes
è Cvi(x). Grâce au fait que P,, soit sans collision en résolution y, on peut éliminer
de l’ensemble des cellules à considérer les 2 cellules en résolution y + 1 qui forment
C(x). Il est certain que ces cellules ne contiennent pas d’autre point que x. Ainsi,
si P, est sans collision en résolution y, alors N+1 (x) contient au plus 3 — 2 points.
Pour tenir compte de ce fait, on définit le voisinage N(x) qui est le même que N(x),
mais en ne considérant pas les cellules en résolution y qui forment C+i(x). Quand
P est sans collision en résolution y, alors N+1 (x) = N+i(x) + {x}.
Exemple 4.4. La figure 4.5 illustre les cellules considérées pour les voisinages N(x)
et N(x) en deux dimensions. Les lignes minces représentent les frontières entre les
cellules en résolution y + 1, tandis que les lignes épaisses représentent les frontières
entre les cellules en résolution y. Soit x, le point illustré. Dans la figure de gauche,
les cellules hachurées sont celles qui sont considérées dans N,, (x) et dans la figure de
droite, les cellules hachurées sont celles qui sont considérées dans ],,(x). Si P est sans
collision en résolution y, alors x se retrouve seul dans les quatre cellules en résolution
u + 1 qui forment C(x) et N(x) = N(x) + {x}.
De plus, il est possible pour certains points x et résolutions u d’avoir la certitude
que N(x) = {x}. Pour ce faire, introduisons v(x, vo), la plus petite résolution u pour
laquelle V(x) C G0(x)
v(x,vo) = min{v: V,,(x) C C,,0(x)}.
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S’il n’existe pas de résolution u pour laquelle V(x) C C0(x) (c’est-à-dire, si x se
trouve sur la frontière de la cellule), on dit que v(x, vo) est non défini et, par conven
tion, on met v(x, vo) = oc. L’utilité de v(x, vo) est illustrée par les prochaines propo
sitions.
Proposition 4.4. Si P est sans collision en résotutwn u0 et v(x, vo) < oc, alors
{x}.
Démonstration. Si P est sans collision en résolution u0, alors ceci implique qu’il n’y
a qu’un seul point dans C0(x) ainsi que dans V(,0)(x), donc que N(,0)(x) =
{x}. D
Proposition 4.5. V(x) c G0(x) pour u > u(x,uo).
Démonstration. Ceci est déduit directement du fait que V+j(x) C V,(x) et de la
définition de v(x,vo). D
Corollaire 4.1. Si P,, est sans collision en résolution u0 et y > v(x, vo), alors
N(x)={x}.
Ce dernier corollaire indique pour quelles résolutions u le voisinage de x ne contient
que x. Cette information peut être fort utile pour réduire l’effort de calcul.
Figure 4.5 — Voisinages N(x) et iV(x).
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Voici un théorème qui indique comment obtenir v(x, vo).
Théorème 4.4. Soit P e [0, i)t, un ensembte de n points. Soit
x= (x(0),...,x(t_1)) e
où
a2’
où e {0, 1}, pour j = 0,... ,t — 1. On a que v(x, vo) est indéfini quand une des
coordonnées de x est exactement de ta forme m2’0 où m e {0, 1,. . . — 1}. Dans
tes autres cas,
v(xvo)=min{v: 1aj,j2v_i_1 2t)_v0_2Pourj=0,...,t_1}.
i=VO
Démonstration. Pour que V(x) C C0(x), il est impératif que y > vo. Si x = m2”0
pour une seule coordonnée j, alors, quelque soit y, le voisinage V(x) croise toujours
la frontière de la cellule C0(x) et il n’y a aucune résolution y pour laquelle V(x) C
C0(x). Dans ce cas, v(x,vo) est indéfini. Dans les autres cas, on obtient ce qui suit.
Soit s(x,j,v) = Z Soient
V(x)
=
{y e [0, i)t s(x,j,v)— 2’ <y() <S(x,j,y)+2_v+l pour j = 0,... ,t— 1}
et
C0(x)
=
{y e [0, 1)t s(x,j,vo) y <s(x, j, vo) + 2)0 pour j = 0,... ,t —1}
À partir de ces définitions, V(x) C C0(x) si et seulement si
s(x, j, vo) < s(x,j,v) —
et
s(x, j, y) + 21 , vo) + 2—DO
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pour j = 0,. . . , t — 1. La première inégalité est équivalente à
1 aj,j2v_t_l
i=vo
et la deuxième, à
aj,i 2v_t_1 2v — 2
i=vo
En combinant ces deux inégalités, on obtient que V(x) C C0(x) si et seulement si
1 aj,j2v_t_l 2v — 2
i=VO
pourj=0,...,t—1.
On a défini v(x, vo) comme la plus petite valeur de y telle que V,(x, vo) C G0(x),
c’est pourquoi v(x, vo) est indéfini quand une seule coordonnée est un mllltiple de
2’° et dans les autres cas
v(x,vo)=min{v:1aj,i2v_i_12v_v0_2pourj=0,...,t_1}.
i=vo
Exemple 4.5. Considérons un ensemble de points P C [0, 1)2 qui soit sans collision
en résolution y0 = 2. Soit x1,x2 e P, où x1 = (2—’ + 2,2’ + 2_2 + 2) et
X2 = (2rn’ + + 2’ + 2_2 + 2g). Les deux points sont illustrés à la figure 4.6.
Pour x1, on a
a = (ao,o, a0,1, a0,2, a0,3, a1,0, a1,1, a1,2, ai,3) = (1,0,0, 1, 1, 1, 1,0)
et v(x,, 2) = 4. La figure 4.6 illustre le voisinage V4(xi). Elle montre aussi que
V4(x,) C G2(x,). On peut concevoir, en observant la figure, que V3(xi) C2(xi).
On peut conclure que v(x,, 2) = 4. Pour x2, on a a = (1,0, 1, 1, 1, 1, 1,0). La figure
illustre les voisinage V3(x2), V4(x2) et V5(x2). On remarque que seul V5(x2) est contenu
dans C2(x2). À partir de la figllre, il est facile de concevoir que V(x2) C C2(x2) pour
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y > 5. Donc, la plus petite résolution y telle que V(x2) est contenu dans C2(x2) est
y = v(x2, 2) = 5.
Puisque v(x2, 2) = 4, par le dernier corollaire, si P,, est sans collision en résolution
2, alors N(x) {x} pour tout y 4. Dans les cas où y <4, on ne peut déterminer
si N(x) = {x} ou non en ne connaissant que v(x2, 2).
Li
n
s
—
II
— —
Voisinage V4 (xi)
Voisinage V3 (x2)
Voisinage ¼(x2)
Voisinage V5(x2)
Limites de
G2(x) et G2(x2)
\\ \\ \\ \\ %\\\\‘
\\ \\ \\ \\ %\\\\•
s_ —
\\ \\ \ \\ \‘\
\\ \\ \\ \\ %\\\\
fl aa _ —
\\ \\
\\ \\
““ “‘
—L
\\ \\ I:
vvv
\\ \\
\\ \\
\\ \\ \\ \\
\\ \\ \\ \\ %\\\‘%•
\\ \\ \\ \\
\\ \\ \\ \\ ¼\%s\\
\\ \\ \\ \\ %\\\
Figure 4.6 — Voisinages des points x1 et x2 définis à l’exemple 4.5.
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4.5.5 Second nouvel algorithme
Voici un nouvel algorithme inspiré de celui de Khuller-Matias. Dans celui-ci, lors
qu’on utilise N(x) ou N(x), on peut appliquer le corollaire 4.1. Pour l’algorithme,
on définit R,(S) = {x E $IN(x) = {x}} où $ Ç P. Cet algorithme permet de
calculer d(P) ou d(P).
Algorithme 4.3. Calcul de
1. Calculer u0, la plus petite résolution pour laquelle l’ensemble de points P est
sans collision.
2. v—vo+1.
3. $—P.
4. Répéter
X
—
$
—
Si X = 0, alors v — u et sortir de la boucle.
Parmi les points x E X, en choisir un au hasard, X’.
y — argmin{dœ(x’,y) : y e N(x’),y x’}.
y — la plus petite valeur de y telle que y N(x’) (voir l’algorithme 4.4).
$v 4—X.
5. (Invariant : 2_v* < d(P) < 2_v*+2/).
6. (Invariant : 2_* < d(P) < 2_v*+2).
7. y —
—
Ct — 1.
8. Si u < y0 + 1, pour chaque point x E P,, calculer d(x) = min{d(x,y) y E
N(x),y x}. La valeur de d(P) est min{d(x) x E P}. Terminer.
9. Sinon, pour chaque point x E P,, calculer d(x) = min{d(x,y) y x,y e
JV(x)}. La valeur de cÇ(P) est min{d(x) t x E P4. Terminer.
108
Ce dernier algorithme exploite l’information que l’ensemble de points soit sans
collision ou non en résolution y — 1 pour déterminer les points dans le voisinage
N(x). De plus, l’information donnée par la résolution v(x, vo) peut être mise à profit
pour accélérer le calcul de N(x).
Analysons ce dernier algorithme et comparons-le à celui de Khuller-Matias. Une
différence majeure est que l’on ne considère que des grillages de la forme 2-v. Le
processus de filtrage est semblable, sauf que dans notre cas, on utilise toujours la
fonction de distance dœ(x, y), indépendamment du fait qu’on veuille calculer d2(P)
ou d(P). Cette fonction est plus appropriée puisque nous utilisons des cellules
cubiques et que le but du filtrage est de trouver la plus grande résolution u telle que
N_i(x) $ {x} et N(x) = {x} pour au moins un x é P,,. Pour ce faire, on choisit au
hasard un point x’ et on détermine son plus proche voisin y contenu dans son voisinage
N(x’). La résolution y choisie pour le prochain grillage est telle que y e N_i(x’) et
y N(x’). La proposition suivante nous aide à trouver cette résolution.
Proposition 4.6. Soient x,y, deux étéments arbitraires de P,, et d = d(x,y).
1. Sid2, atorsyG(x).
2. Si d 2_1, ators y N(x).
3. Si d < 2_v, alors y e N(x).
4. Si 2’ <U < 2_1, alors y e N_i(x) et y N+i(x)
Démonstration.
1. Si U est plus grand que la largeur d’une cellule, alors x et y ne peuvent être
dans la même cellule.
2. Si U est plus grand que deux fois la largeur d’une cellule, alors y ne peut être
dans une cellule adjacente à C(x).
3. Si U est plus petite que la largeur d’une cellule, alors y est nécessairement dans
une cellule adjacente à C(x).
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4. Découle directement des énoncés 2 et 3 de cette proposition. E
Soient deux points x et y qui sont tels que d = dœ(X, y). Soit u, un entier tel que
2 < d < 2—v+1 Cette valeur de u est
min{v é Z: 2_v d} = min{v e Z: u —log2(d)} = f—log2(d)1.
Par le quatrième énoncé de la précédente proposition, on sait que y E Nu_1 (x) et
y N+1(x), mais on ne sait pas si y E N(x). Pour le savoir, il faut vérifier si
C(y) E V,(x) en déterminant la cellule en résolution u qui contient y et celles qui
constituent V(x). Si C(y) e V(x), alors y e N(x), sinon y N(x). Ainsi, la plus
petite valeur de u telle que y N(x’) est calculée par l’algorithme suivant.
Algorithme 4.4. Calcul de la plus petite valeur de u telle que y N(x).
1. ddœ()C,y)
2. v— t—log2(d)J.
3. Si C(y) E V(x), alors retourner u + 1, sinon retourner u.
Dans la boucle de l’algorithme 4.3, on élimine tous les points x E S1, tels que
dœ(x) > dœ(x’) sauf la première fois où on élimine tous les points x E P, tels que
dœ(x) > 20_1. Puisque le point x’ est choisi au hasard, en moyenne, la moitié des
points y E $, sont tels que d(x) > d(x’). Soit s = S, au début de la boucle, et
=
la fraction des points de SV+i qui ont été éliminés au début de la boucle. Si S n’est
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pas défini dans l’algorithme, alors s = 0. On obtient
E [ = + E [ (4.5)vvo+l v=vo+2
n + n/2v_v0_2 (4.6)
v=vo+2
n—vo—2
= n+ ni/2i (4.7)
n+nij1/2 (4.8)
= n(1+2ij) (4.9)
Ceci permet de dire que E[Z0+1 v1 <n(1 + 2i) et puisque 7] < 1, on a
sv] EO(n).
VVo+l
En résolution y, pour vérifier si l’ensemble de point $ est sans voisin, on emma
gasine les coordonnées des points dans une table de hachage. La fonction de hachage
n’utilise que les u bits les plus significatifs pour calculer la clé de chacun des points.
Chaque clé correspond à une cellule en résolution u. Une fois tous les points emma
gasinés dans la table, on vérifie si les points ont un voisin en examinant les entrées
de la table où leurs voisins devraient se trouver.
Un avantage majeur de ce nouvel algorithme par rapport à l’algorithme de Khuller
Matias est que les cellules de différentes résolutions sont imbriquées les unes dans
les autres. Ceci simplifie grandement la vérification du voisinage d’un point. Voici
pourquoi.
Pour construire la table de hachage, on choisit une résolution 3 assez grossière pour
calculer la clé de chacun des points et chaque clé unique correspond à une cellule en
résolution ti. On emmagasine les points dans la table de hachage selon ces clés. Pour
vérifier le voisinage d’un point x en résolution u 7, on calcule les clés des points
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qui se trouveraient dans les 3 cellules voisines et on regarde, avec ces clés, dans la
table de hachage s’ils s’y trouvent. Puisque les cellules de différentes résolution sont
imbriquées les unes dans les autres, pour vérifier s’il y a un point dans une cellule
voisine C de résolution u, on n’a qu’à vérifier dans un seul emplacement dans la table
de hachage, soit l’emplacement qui correspond à la cellule Ô de résolution ti telle que
C C Ô. Si les cellules de différentes résolutions n’étaient pas imbriquées, comme c’est
le cas dans l’algorithme de Khuller-Matias, alors il faudrait vérifier, dans la table de
hachage, tous les emplacements qui correspondent aux cellules Ô, = 1, ..d, telles
que C c U1Ô. Pour une cellule C, déterminer les cellules Ô, = 1, ..d, correspond
à trouver où tombent les coins de la cellule C. De plus, pour certaines cellules C, la
valeur de d peut être, dans le pire des cas, 2, ce qui correspond au cas où le coin d’une
cellule Ô se trouve complètement à l’intérieur de C. Par contre, dans l’article [23],
l’auteur construit une nouvelle table de hachage à chaque fois que la grosseur du
grillage change.
Pour les réseaux digitaux, on peut facilement construire la table de hachage. Pour
ceux-ci, il est facile de calculer la valeur de 4 et de se servir de cette résolution pour
construire la table de hachage. De cette manière, on sait qu’il y a exactement 2tt clés
possibles et 2ktt points qui ont exactement la même clé. Ainsi, on peut adopter un
modèle de table de hachage assez simple qui réserve 2kilt espaces pour chaque clé.
Pour trouver un point dans la table, il suffit de calculer la clé et de faire une recherche
linéaire dans l’espace réservé à cette clé. L’avantage de cette stratégie est que toute
la mémoire allouée pour la table est utilisée. Par contre, si on juge que 2ktt est trop
grand pour la recherche linéaire, alors on peut choisir une résolution ti > 4. et allouer
2tt espaces pour chaque clé. Ainsi, on il y a 2t7 clés possibles et on alloue 2k—tt
espaces pour chaque clé. En choisissant une valeur de i telle que 2kty est plus petit
que 2kt(t on s’assure d’avoir une recherche linéaire plus efficace, par contre la table
de hachage est plus éparse et gaspille, en quelque sorte, plus de mémoire.
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Lorsque l’algorithme arrive à l’étape 7, puisque P est sans voisin en résolution v
et n’est pas sa.ns voisin en résolution v*_1, alors on sait que 2j* < d(P,) <
et que 2’ < d(P) < par la proposition 4.13. Par la propriété 4.15, on sait
que l’étape 8 ou 9 calcule vraiment cÇ(Pn). La différence entre les étapes 8 et 9 est
que si y < u0 + 1, alors on n’a pas la propriété que P est sans collision en résolution
u — 1 et la propriété N(x) = N(x) pour tout x e P, ne tient pas non plus. Ainsi, le
nombre de points dans le voisinage N(x) de x est inférieur ou égal à Par contre,
si u > u0 + 1, alors on a la propriété N(x) N(x) pour tout x E P,. Le nombre de
points dans le voisinage N(x) de x est au plus 3 — 2. Dans les deux cas, le nombre
d’opérations est O(n).
On peut maintenant affirmer, en supposant que l’étape 1 de l’algorithme s’effectue
en O(g(n)) opérations, que l’algorithme 4.3 s’exécute en O(g(n) + n) opérations.
On remarque que pour calculer la distance minimale avec la norme L2, on doit
utiliser, à l’étape 8 ou 9, la résolution y* — ct,2 — 1 < y* — 2. Pour la norme Lœ,
cette résolution est toujours v — 2, quelle que soit la dimension. C’est pourquoi,
pour un point donné on peut s’attendre à ce que le voisinage à considérer dans le
calcul de d(P) contienne beaucoup plus de points que dans le calcul de d(P).
C’est principalement ce qui explique la différence marquée du temps d’exécution de
l’algorithme pour le calcul de d(P) et de d(P).
4.5.6 Déterminer y0 quand P,. est un réseau digital
Dans les deux nouveaux algorithmes présentés dans les sections précédentes, la
première étape consiste à trouver la plus petite résolution u0 telle que P soit sans
collision. Pour les ensembles de points qui nous intéressellt, soit les réseaux digitaux
en base 2, il est possible de le faire dans un temps g(n) e O(log4 n), comme il est
montré dans la démonstration de la prochaine proposition.
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Proposition 4.7. Si P est un réseau digital en base 2, tes algorithmes .2 et .3
s’exécutent, en moyenne, en 0(n) opérations.
Démonstration. Par le théorème 4.3, en utilisant l’élimination gaussienne 51ff la ma
trice T (où p = u), on peut déterminer si un réseau digital en base 2
est sans collision ou non. L’élimination se fait en 0(k3) = 0(log3 n) opérations. Pour
déterminer la plus petite résolutioll u0 telle que P est sans collisioll, o vérifie pour
u = fk/tl,. . . ,k. La résolution fk/t est la plus petite telle que n/2t = 2k—tv < 1,
condition nécessaire pour que P soit sans collision en résolution u. Le nombre de
résolutions, en pire cas, à vérifier est 0(k) 0(logn). Le nombre d’opérations pour
déterminer u0 est donc 0(log4 n) C 0(n). La fonction g(n) qll’on n’a pas encore
définie est g(n) = log4 n si P est un réseau digital en base 2. Puisque g(n) 0(n),
ceci implique directement que les deux algorithmes s’exécutent, en moyenne, e 0(n)
opérations si P,2 est un réseau digital e base 2. D
4.5.7 Modifications possibles à l’algorithme 4.3
Si l’ensemble de points P,, n’est pas un réseau digital en base 2, mais un ensemble
de points quelconque, alors il faut tenter d’obtenir la valeur de u0 par un algorithme
approprié. Si un tel algorithme n’est pas disponible, on peut procéder aux modifica
tions suivantes. Les étapes 1 et 2 sont remplacées par u — flog2 n/tl. Pour qu’un
ensemble de n points soit sans collision, il faut nécessairement que n/2 < 1, d’où
u +— flog2(n)/tJ. Dans la boucle, il faut utiliser le voisinage N(x) au lieu de N(x)
jusqu’à ce qu’on ait la certitude que P,, est sans collision en résolution u — 1. Ceci est
facile à déterminer à cette étape. Une fois qe l’on rencontre une résolution u telle qe
P,, est sans collision, mettre u0 — u. À partir de ce moment, quand u > u0, on peut
utiliser le voisinage N(x), car on sait que P,, est sans collision en résolution u — 1. Le
reste de l’algorithme se déroule tel que décrit à la section 4.5.3. Un point à souligner
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est que si on n’a jamais vérifié le voisinage avec y = — 1 à l’intérieur de la boucle,
il n’y a aucun moyen de déterminer si u0 est la plus petite résolution telle que P est
sans collision. Ceci veut dire qu’il n’est pas impossible qu’on exécute l’étape 8, alors
qu’on aurait pu exécuter l’étape 9 à la place, qui est plus efficace. L’algorithme 4.3
s’exécute quand même en 0(n) opérations si on effectue ces modifications.
4.5.8 Performance de l’algorithme 4.3
Pour comparer la vitesse d’exécution de notre deuxième nouvel algorithme, nous
l’avons comparé avec un algorithme déterministe qui s’exécute en temps 0(n log n).
Il s’agit d’une modification d’un algorithme décrit dans [90]. L’implantation utilisée,
qui est celle du module sn_pair de TestUOl [48], est très générale, mais a été très
optimisée selon l’auteur de [48], Pierre L’Ecuyer. Voir [41] pour plus de détails sur
l’algorithme. Dans cette section, nous nommons l’algorithme utilisé dans TestUOl
« algorithme A ».
Nous avons mesuré la vitesse d’exécution des deux algorithmes dans les cas où on
utilise la norme L2 et la norme Lœ, pour toutes les projections en deux et en trois
dimensions d’ensembles de points en 19 dimensions. La cardinalité des ensembles de
points varie de 210 à 218. On donne aussi le temps pris pour trouver la résolution v à
laquelle une projection est sans-voisin. Les résultats sont exposés dans les tableaux 4.1
et 4.2.
Au tableau 4.1, on remarque que l’algorithme 4.3 devient éventuellement meilleur
que l’algorithme A, en deux dimensions, à mesure que le nombre de points croît pour
les deux normes considérées. Ceci semble confirmer, d’une manière empirique, les
temps d’exécution dans 0(n) et 0(nlogn) des algorithmes 4.3 et A, respectivement.
Le tableau 4.1 montre qu’il faut que la cardinalité des ensembles de points soit
grande avant que l’algorithme 4.3 soit plus rapide que l’algorithme A. Pour la norme
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Tableau 4.1 — Temps, en secondes, pour calculer la distance minimale de 18 projections
bi-dimensionelles d’un ensemble de points en 19 dimensions.
Algorithme 4.3 Algorithme A v
L2 Lœ L2 Lœ
2’° 0.02 0.01 0.02 0.01 0.01
212 0.09 0.06 0.04 0.04 0.03
2’ 0.40 0.25 0.34 0.34 0.16
215 0.85 0.55 0.94 0.94 0.35
216 2.0 1.4 2.5 2.5 1.1
218 9.7 6.0 13 13 5.5
Tableau 4.2 — Temps, en secondes, pour calculer la distance minimale de 153 projec
tions tri-dimensionelles d’un ensemble de points en 19 dimensions.
Algorithme 4.3 Algorithme A v
L2 L00 L2 L00
210 0.86 0.21 0.12 0.12 0.16
212 4.9 0.95 0.50 0.48 0.68
2’ 12 4.1 3.2 3.1 3.6
2’ 30 9.4 7.8 7.5 8.5
216 48 18 19 20 17
218 270 120 120 120 110
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L, l’algorithme 4.3 commence à obtenir des temps semblables à l’algorithme A
quand la cardinalité des ensembles de points est autour de 214 et pour la norme L2,
l’algorithme 4.3 devient meilleur quand le nombre de points dépasse 215.
Le tableau 4.2 montre que l’algorithme 4.3 commence à être compétitif quand la
cardinalité d’ensembles de points en trois dimensions atteint 216.
Si on est intéressé à connaître que la résolution v à laquelle un ensemble de points
en deux dimensions est sans voisin, alors on remarque que celle-ci est généralement
obtenue plus rapidement que la distance minimale avec l’algorithme A. Pour les en
sembles de points en trois dimensions, il faut que la cardinalité de l’ensemble de points
considéré soit au moins de 216.
Il est évident que les résultats obtenils sont très sensibles à l’implantation de
chacun des algorithmes, mais les tendances seraient les mêmes pour d’autres implan
tations.
Nous avons contacté les auteurs de [23] afin d’obtenir une implantation de l’al
gorithme de Khuller-Matias original. Malheureusement, aucune n’est disponible. Un
collègue de Khuller, William Gasarch, a engagé un étudiant pour l’implanter, mais
celui-ci n’a pas réussi à obtenir une implantation très efficace et n’a pas conservé le
code. Cette démarche auprès des auteurs de [23] nous a convaincu du fait que l’al
gorithme 4.3 permet des implantations beaucoup plus efficaces que l’algorithme de
Khuller-Matias original. En voici les principales raisons
— l’algorithme de Khuller-Matias n’est pas utile pour calculer la plus courte dis
tance sur le tore [O, 1)t, l’algorithme 4.3 l’est.
— le fait de choisir des cellules dont la valeur de b est une puissance négative de 2
permet de déterminer rapidement le numéro de la cellule dans laquelle un point
tombe et sou voisinage à l’aide de masques de bits; quand b est une valeur
réelle, il faut diviser les coordonnées d’un point par b pour connaître sa cellule
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et son voisinage. Les opérations sur les bits sont gélléralement plus rapides que
les opérations sur les réels sur un ordinateur.
— le fait que les cellules considérées tout au long de l’algorithme sont toutes im
briquées les unes dans les autres dans l’algorithme 4.3 permet de simplifier
grandement la gestion de la table de hachage. On n’a besoin d’insérer les points
qu’une seule fois dans la table de hachage. Dans l’algorithme de Khuller-Matias,
les cellules considérées e sont pas imbriquées les unes dans les autres et il faut
remplir la table de hachage chaque fois que la grosseur des cellules changent.
Une autre alternative est de remplir une seule fois la table de hachage, mais la
recherche d’un point dans la table de hachage devient plus compliquée, comme
il est expliqué à la section 4.5.5.
Ces raisons permettent de croire qu’il serait très difficile, pour une implantation
de l’algorithme de Khuller-Matias, de faire mieux que notre implantation de l’algo
rithme 4.3.
4.5.9 Critères d’uniformité basés sur la distance minimale
Dans cette section, nous définissons des critères d’uniformité basés sur l’algorithme
4.3 de la section 4.5.5. En général, pour deux ensembles de points donnés, P et P,,
on dira que P est plus uniforme que F, si d(P) > Ç(P,) (par exemple, voir la
figure 4.3).
Le premier critère que nous définissons n’est pas la distance minimale Ç(P) en
tant que telle. C’est plutôt la plus petite résolution v pour laquelle l’ensemble de
points est sans voisin. On sait que cet entier v est tel que
2* <d(P) <2_v*+2/ et 2_v* <d(P) <2_v*+2. (4.10)
Ce v est obtenu à l’étape 7 de l’algorithme 4.3. Ainsi, la valeur de ut nous donne
une bonne idée de l’ordre de grandeur de Ç(P). Pour utiliser ce comme critère
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d’uniformité, on dira que plus la valeur de u est petite, plus l’ensemble de points
est uniforme. Nous savons que la plus petite résolution pour laquelle un ensemble
de points qui a n 2’ points est sans collision est la plus petite valeur i3t telle que
2k—tt < 1, donc t = fk/t. Par la propriété 4.12, on sait que pour une résolution ,
l’ensemble de points ne peut pas être sans voisin. Ainsi, la plus petite résolution pour
laquelle il soit possible que P, soit sans voisin est
Ut tk/tl + 1
À partir de cette valeur, on peut définir
— Ut.
La valeur Ft, qui est toujours positive, représente l’écart entre la meilleure valeur de
u’ possible et celle obtenue. En t dimensions, pour un ensemble de points P, donné,
on dira que plus F est petit, plus l’ensemble de points est uniforme.
Exemple 4.6. Considérons les deux ensembles de points illustrés à la figure 4.3. Il
s’agit de deux ensembles de n = 2 points en t = 2 dimensions. La valeur de u2 est
donc f3/21 +1 = 3. Pour l’ensemble de points de droite, on voit qu’il est sans collision,
mais pas sans voisin, en résolution u = 2. Par contre, il est sans voisin en résolution
u = 3. On obtient donc, pour cet ensemble de points, F2 u2 — 3 = O, ce qui est le
mieux qu’on puisse obtenir pour ce critère.
Pour l’ensemble de points de gauche, on observe qu’il est sans collision, mais pas
sans voisin, en résolution u = 2. On peut facilement concevoir que la résolution u
pour laquelle chacun des points ne se trouvera pas dans le voisinage d’un autre point
sera très élevée. Ceci est dû au fait que certaines paires de points sont extrêmement
rapprochées.
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4.6 Propriétés des projections
Dans cette section, on donne des définitions qui permettent de caractériser un
ensemble de points P, C [O, i)t par rapport à ses projections sur diverses coordonnées.
Soit
P,-, = {u = Quoi,. .. , u_i,) 1 i ni,
et J
= {ji,. . . ,j5} où O j1 < •.. < j5 < t, un ensemble d’indices. Également,
soit P(J) = {(uj,j,. . . , uj3,i) 1 i n}, la projection de P sur les coordonnées
définies par J.
Définition 4.6. [53] Un ensemble de points P C [O, 1)t est stationnaire dans ta
dimension si, pour tout entier s tel que O < s <t et toute projection J = {j1,...
oùOj1<...<j5<t,onaque
pour tout O j t
—
j5.
Pour un ensemble de points, la propriété qu’il soit stationnaire dans la dimension
est très pratique lors de l’analyse de l’uniformité de projections. Quand la dimension
t est grande, il existe une quantité très grande de projections en s dimensions. C’est
pourquoi, il est souvent impraticable d’analyser chacune des projections individuelle
ment. Quand l’ensemble de points à analyser est stationnaire dans la dimension, alors
en analysant une projection J = {ji,...
,
j5}, on se trouve à analyser du même coup
les projections J + j pour j = o,.. . ,t — j. La prochaine proposition nous indique
que les ensembles de points ‘I’t(X, H, L) ont cette propriété, que ne possèdent pas, en
général, les réseaux digitaux.
Proposition 4.8. Soit ‘I’(X, H, L), un réseau digitat défini par tes équations (1.1)—
(1.). Si ta matrice X est non singulière, alors I’(X, H, L) est stationnaire dans ta
dimension.
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DémonstTatiOn. Soient J = {ji,.. , j8}, J + j = {ji + j,. . . , j5 + j} et l’ensemble
‘Ï’(X, J) = {(X5’x,. . . xc I}.
Soit f : 1F’ —+ F, une fonction définie par f(x) Hx, et ç : JF —+ [0, 1), définie
par (y) = y(i_ 1)2_i• Le réseau digital P(J) ‘I’(X, H, L, J) est obtenu en
appliquant f o composante par composante à chacun des points de ‘I’(X, J). Soit
(X,J+j) ={(X’Jx,,...,XJx) : xC IF}.
Puisque la matrice X est non singulière, il en est de même pour X. C’est pourquoi
pour tout x e 1F, il existe un unique x’ e 1F tel que x = X3x’. On peut donc
remplacer x par X3x’ dans la définition de ‘Ï’(X, J) pour obtenir
‘I’(X, J) = {(X3’x,. . . ,Xx) XC ]P}
= {(Xu1+3x! Xx’) : x = Xix’ e
= {(Xit+ix!,. .
. ,Xs+ix1) X’ E lF}
= (X,J+j)
Puisque Ï’(X, J) = ‘Ï’(X, J + j) pour tout j > 0, alors
F(X,H,L,J) = 1I;(X,H,L,J+j)
pour tout j > 0. Ce qui complète la démonstration. D
4.7 Critères d’uniformité tenant compte de diver
ses projections
Les sections précédentes de ce chapitre décrivent des critères qui évaluent un
ensemble de points Pi-, en t dimensions. Dans cette section, en se basant sur ces critères,
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on définit d’autres critères qui examinent l’uniformité de P,. sur ses projections en
faibles dimensions P (J).
Le premier critère est
($, C) = max C(P(J))
où S est est un ensemble de projections et C(.) est un critère tel que défini aux sections
précédentes de ce chapitre. On appelle C(.) le critère sous-jacent à .(S, C). Plus la
valeur de (S, C) est petite, plus l’ensemble de points sera considéré uniforme.
Exemple 4.7. Dans [53], on utilise comme critère C(P(J)) la valeur de A(J) de
l’ensemble de points P(J) et l’ensemble S est
(4.11)
où s,t1,.. . ,t sont des paramètres déterminés par les besoins de l’utilisateur. Ce
critère examine l’équidistribution de toutes les projections de dimensions successives
J = {O,. . . , cl
—
1} pour cl = O,. . . ,ty — 1 et aussi l’équidistribution de toutes les
projections J de dimension qui ne dépasse pas s et pour lesquelles j1 = O et j5 < t..
La valeur de (S, A) retourne l’écart en résolution de la pire projection considérée.
Lorsque l’ensemble de points P est stationnaire en dimension, on se trouve à
vérifier implicitement beaucoup plus de projections que S avec le critère (S, C).
En fait, on vérifie toutes les projections contenues dans
S’={{ji+m,...,j+m} :m>O,J={ji,...,jt} E$}.
Pour un ensemble P,, qui a cette propriété, on a C(P(J)) < z\(S, C) pour tout
J e S’.
Le deuxième type de critère est défini par
e(S,C) C(P(J)).
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Celui-ci fait une sommation de la valeur du critère C(P(J)) sur toutes les projec
tiolls considérées. Plus la valeur de e(s, C) est petite, pius l’ensemble de points sera
considéré uniforme. Une propriété de ce critère est qu’il ll’accorde pas une importance
démesurée à une mauvaise projection, ce qui est le cas pour le critère (S, C). Avec
le critère ($, C), toutes les projections de S, sauf une, pourraient être excellentes
selon C(P(J)), mais cette seule projection pourrait faire en sorte qu’on considère P
comme moins uniforme. Ce type de situation est moins susceptible d’arriver avec le
critère e(s, C).
Exemple 4.8. Dans [53], on définit ce critère avec l’ensemble $ de l’équation (4.11)
et le critère C(P(J)) est l’écart en résolution A(J) de la projection P(J).
Dans cette thèse, on utilise les critères z(S, C) et e($, C) avec les critères sous
jaceuts suivants l’équidistribution (A(J)), la q-valeur et la distance minimale (Fi).
Tous ces critères nous permettront de trouver de bous ensembles de points pour les
applications Monte Carlo et quasi-Monte Carlo aux prochaills chapitres.
Les critères d’uniformité que nous avons définis jusqu’à présent dans ce chapitre
ont tous été implantés dans une bibliothèque informatique qu’on appelle REGPOLY.
Cette bibliothèque, qui constitue une des plus grandes contributions de cette thèse,
est présentée dans la prochaine section.
4.8 Description de REGPOLY
La bibliothèque de fonctions REGPOLY (82, 84] permet de faire des recherches
pour de bons réseaux digitaux en base 2. Le développement de celui-ci a commencé
pendant ma maîtrise et s’est poursuivi tout au long de mon doctorat. Il permet
d’analyser l’uniformité de tous les générateurs dont il est question dans cette thèse.
Il contient aussi des outils qui permettent de détermiller la période de générateurs.
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Les recherches peuvent se faire sur des générateurs combinés ou des générateurs
simples. On peut également chercher de bons (q, k, t)-réseaux avec des matrices 0(i)
quelconques. Différents critères d’uniformité peuvent être utilisés pour la recherche.
Tous les critères utilisés dans cette thèse ont été implantés dans REGPOLY. La
bibliothèque contient également des outils qui permettent de déterminer le polynôme
caractéristique de la récurrence du générateur et déterminer si celui-ci est irréductible
ou primitif. Les fonctions qui analysent des polynômes font appel à la bibliothèque
ZEN [8] qui permet de faire des calculs dans des anneaux finis.
Depuis la version déposée à la fin de ma maîtrise, REGPOLY a subi de nom
breux changements de conception. Dans la version originale, il fallait recompiler la
bibliothèque chaque fois qu’on voulait analyser de gros générateurs. Les vecteurs de
bits avaient une longueur fixe qui était déterminée par une constante. Si l’état du
générateur à analyser dépassait cette constante, il fallait changer la constante et re
compiler la bibliothèque. Dans la version actuelle, les vecteurs de bits peuvent avoir
n’importe quelle longueur et cet inconvénient n’existe plus.
Dans la version originale, il n’était pas possible d’analyser l’uniformité de réseaux
digitaux, d’automates cellulaires, ni des Mersenne twister. On ne pouvait pas analy
ser le polynôme caractéristique de n’importe quelle récurrence linéaire sur F2. Une
attentioll particulière a été donnée aux implantations des algorithmes qui permettent
de déterminer la primitivité d’un polynôme. En combinant plusieurs idées qui sont
présentées à la fin du chapitre 2, on est arrivé à un implantation très efficace. Pour
donner un exemple de l’efficacité de REGPOLY, dans [69], les auteurs affirment que,
selon leurs expériences, il faudrait plusieurs années pour les algorithmes actuels pour
trouver 1111 générateur qui possède un polynôme caractéristique primitif et de degré
supérieur à 10000. REGPOLY a réussi a trouver plusieurs générateurs de période
— 1, 221701 — 1, 223209 — 1 et — 1; ces générateurs sont présentés au cha
pitre 7.
124
riant il y a, en plus de l’équidistribution, la q-valeur et la distance minimale. Pour
ce qui est de l’équidistribution, la méthode basée sur le théorème 4.2 qui consiste à
calculer le plus court vecteur dans le réseau dual du réseau en résolution engendré
par un générateur a été implantée. Celle-ci a nécessité plus de six implantations
expérimentales avant d’arriver à l’implantation finale. Pour donner un ordre de gran
deur de l’amélioration de l’efficacité entre la première version et la dernière, pour
calculer l’équidistribution du MT19937 [69], le temps de calcul est passé de plusieurs
heures à moins de deux minutes.
Cette librairie est l’outil principal de recherche pour cette thèse. Elle a été utilisée
avec succès pour obtenir plusieurs résultats dans le récents [40, 42, 45, 46, 53, 82, 85].
Dans cette thèse, REGPOLY est utilisé pour trouver de bons paramètres pour les
générateurs dont il est question dans les prochains chapitres. Pour en savoir plus sur
REGPOLY, on peut consulter le guide d’utilisation de la librairie [84].
Chapitre 5
Générateurs basés sur une
récurrence dans IL’2
Dans ce chapitre, nous définissons deux récurrences dans le corps fini à 2 élé
ments. Ces récurrences sont inspirées de la récurrence de base (2.1) et du GCL po
lynômial défini à la section 2.3.3. En fait, il s’agit des mêmes récurrences, sauf qll’on
utilise le corps fini F2 au lieu de 1F2. Ces nouvelles récurrences entrent dans la fa
mille des récurrences définies par l’équation (3.2). Les éléments de la matrice T, qui
sont déterminés à partir du polynôme caractéristique de la récurrence, sont choisis
de manière à ce que la multiplication de cette matrice par un vecteur t e IE’, soit
rapide. Le choix du corps fini 1F2 est justifié par le fait que l’analyse du réseau en
gendré par un générateur construit à partir de ces rédllrrence est relativement facile
étant donné l’état des connaissances des réseaux polynômiaux. De plus, il existe des
techniques d’exponentiation qui sont rapides pour le corps fini lF2w et ses extensions
(par exemple, F2/P(z) où P(z) est un polynôme irréductible sur F2w). L’exponen
tiation permet de sauter en avant dans la récurrence d’un grand nombre d’itérations
rapidement. Ceci est utile pour implanter un générateur qui permet l’utilisation de
plusieurs flots de variables aléatoires où chaque flot est construit à partir de la même
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séquence d’éléments dans F2, mais tous espacés d’un grand nombre d’itérations.
C’est ce type d’implantation que nous avons dans notre bibliothèque informatique
F2w$treams dont le guide est présenté en annexe C. Cette bibliothèque sera vue plus
en détail à la fin de ce chapitre.
À partir des deux récurrences qu’on définit, on montre comment on peut pro
duire des nombres aléatoires à l’aide des équations (1.1)-(1.4). De plus, on discute de
l’équidistribution des ensembles de points produits par ces générateurs. Ces généra
teurs ont une propriété vraiment intéressante pour ce qui est des projections en 2
dimensions t la très grande majorité de celles-ci sont parfaitement équidistribuées. De
plus, pour certains choix de paramètres, on déduit une borne sur l’équidistribution de
1’(X, H, L) qui est une généralisation d’une borne sur l’équidistribution des TGFSR
sans tempering qui est rapportée dans [102].
Également, plusieurs paramètres sont trouvés avec le logiciel REGPOLY et on
applique des tests statistiques à ces générateurs. On présente des techniques d’im
plantation de ces générateurs et les programmes en langage C qui les implantent. Des
temps d’exécution sont donnés pour ces implantations et on les compare à ceux de
générateurs courants.
5.1 Registre à décalage à rétroaction linéaire dans
Soit la récurrence
= (5.1)
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dans F2, où m E F2 , n > 0, r est un entier positif et b e 1F2. Cette récurrence est
la récurrence (30) de [75] et peut s’écrire sous la forme décrite par l’équation (3.2) où
1
1
TTGcL .•. . (5.2)
1
b,. b,._1 b2 b
et t, = . . . m) F’. Le polynôme caractéristique sur 1F’2 de cette
récurrence est le polynôme
P(z) = zT
—
(5.3)
La récurrence atteint la période maximale 2” — 1 si et seulement si P(z) est primitif
sur lF2 [75]. Comme dans le cas de la récurrence de base (2.1), 011 peut associer une
fonction génératrice
G(z) = g(z)/P(z) = m0z1 + m1z2 (54)
à la séquence {rn}>o où g(z) e JF2 [z]/P(z), étant donnée une initialisation m0, m1,
,i-n,._1. Il est possible de sauter de j itérations en avant dans la récurrence (5.1) en
effectuant h(z) zig(z) mod P(z). La fonction génératrice H(z) h(z)/P(z) nous
donne explicitement l’état du générateur j itérations en avant. Une autre méthode
est décrite à la section 5.10.
Pour implanter la récurrence (5.1), une base de représentation de 1F’2m doit être
sélectionnée (voir Annexe B). Dans ce cas, la récurrence (5.1) devient
T
(5.5)
où le vecteur v, est le vecteur de w bits représentant m (dans la base choisie) et
la matrice A de dimension w x w permet de multiplier un élément de F2m par b
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(dans la base choisie). Habituellement, on utilise y = v pour produire la sortie. On
appelle ce type de générateur registre à décalage à rétroaction tznéaiTe ou LF$R (de
l’anglais « linear feedback shift register ») dans F2.
Le générateur basé sur cette récurrence utilise la méthode matricielle à récurrences
multiples telle que décrite à la section 2.3.6. Pour définir un générateur de nombres
aléatoires avec (5.5), on utilise les équations (1.1)—(1.4) avec la matrice de transition
Iv)
‘w
(5.6)
‘w
A6 A6 1 A62 A
où T(lF) est la matrice de l’équation (3.6). L’état de la récurrence est
_çT T T\T
x
— Vfl_T+1 V_1,V)
Exemple 5.1. La figure 5.1 illustre de quelle manière l’état du générateur est mo
difié pour un LFSR avec polynôme caractéristique P(z) z7 + b4z3 + b7 E lF’2 [zi.
L’état indiqué est celui à l’itération n. En exécutant les opérations indiquées par les
flèches, on obtient l’état à l’itération n + 1. On voit que toutes les valeurs, sauf ma_6,
sont déplacées d’une position vers la gauche. La valeur de m,y est mise à la valeur
b7m_6 + b47fl3.
Exemple 5.2. Soit A, la matrice donnée par (2.29) et Q(z) det(A—zI) le polynôme
caractéristique de la matrice A. Supposons que Q(z) soit irréductible et que E F2
soit une de ses racines. On observe qu’un TGFSR (voir équation (2.14)) avec cette
matrice A est un cas spécial d’un LfSR dans F2. Effectivement, si on utilise la base
polynômiale et si le polynôme caractéristique P(z) est tel que
1 sii=r—m
( sii=r
O sinon,
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alors le générateur résultant est un TGFSR. Le GCL polynômial de la section 2.3.3 est
aussi un cas spécial car il utilise la récurrence m = avec la base polynômiale
pour représenter lF2w.
Il est à remarquer que lorsqu’on applique un tempering sur ce type de générateur
de la manière suivante y = ((RVn_r+i)T,. , (JV,)T)T où R est une matrice w x w
de plein rang (comme c’est fait pour le TGFSR dans [671), tout ce que l’on fait,
c’est changer la base de représentation des éléments de IF2. Étant donné que le
tempering change l’uniformité de la séquence des nombres produits par le générateur,
ceci suggère que le choix de la base est important pour l’uniformité des ensembles de
points produits par le générateur.
5.2 GCL polynômial dans F2w[z]/P(z)
Soit P(z) e F2m[z], le polynôme de degré r tel que défini à l’équation (5.3) et
lF2 [z]/P(z), l’anneau des polynômes dans lF2w [z] modulo P(z) (si P(z) est irréductible
sur F2, alors 1F’2n [zl/P(z) est aussi un corps fini). Soit la récurrence
Figure 5.1 — Diagramme d’un LFSR.
qn(z) = zq_i(z) mod P(z) (5.7)
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où pour chaque n> 0, qn(z) = q,izT_l+. .+qfl,T_lz+qfl,T E 1F2m [z]/P(z). En divisant
cette récurrence par P(z), on obtient
q(z)/P(z) = zq_i(z)/P(z) mod 1 (5.8)
de laquelle on peut écrire
q(z)/P(z) =
où {x}>i est une séquence qui suit la récurrence (5.1). Dans 1111 sens, ceci signifie que
(5.1), (5.7) et (5.8) sont toutes des représentations différentes de la même récurrence.
La récurrence (5.7) peut s’écrire également sous la forme (3.2) avec
1 bri
T= 1 (5.9)
b2
1 b1
et t (q.,. . . , q) E Pour dédilire cette matrice de transition, examinons
plus en détail comment la récurrence transforme les vecteurs de la base canonique.
Si q(z) = z où O < i < r — 1, alors qni(z) = Z1. De plus, si q(z) = z1, alors
qn+i(z)
=
Ces observations nous permettent de déduire complètement
la matrice T ci-haut. En comparant cette matrice de transition avec (5.2) (celle du
LSFR dans F2w), on remarque que l’une est la transposée de l’autre.
Le polynôme caractéristique sr F2m de chacune de ces récurrences est évidemment
P(z). Pour « sauter » en avant de e itérations dans la récurrence, on effectue
qn+e(z) = zeq(z) mod P(z).
Un algorithme donné à la section 5.10 permet de faire ce calcul efficacement.
Pour implanter un générateur basé sur la récurrence (5.7), une base de représenta
tion de 1F2m doit être choisie, comme pour le LFSR. Soit qn,i, la représentation dans
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la base choisie du coefficient q,j de q(z). Soit x
=
. . .
, q,i), le vecteur d’état
du générateur. En remplaçant b par Ab et 1 par I, dans la matrice T, on obtient
X=T(F2)=
t Ab
Abri
Ab2
lvi A1
On définit un générateur basé sur (5.7) en utilisant les équations (1.1)-(1.4) avec la
matrice X définie ci-haut. Ce type de générateur est appelé générateur à congruence
linéaire (GCL) potynômiat dans F2 [z]/P(z)
On peut implanter la multiplication par la matrice X par
x1 = Xx = (O,
. fl,2) + . . , Ab1)q,l. (5.10)
Exemple 5.3. La figure 5.2 montre comment l’état d’un GCL polynômial est modifié.
Elle illustre un GCL polynômial avec polynôme caractéristique P(z) = z7 + b4z3 + b7
(comme à la figure 5.1). On observe que les valeurs sont décalées vers la droite d’une
position. La valeur de qn+i,7 est mise à b7q,1 et la valeur de qn+i,i, à q,,5 + b4q,1.
Lors d’un atelier sur les générateurs de nombres pseudo-aléatoires, le professeur
Makoto Matsumoto a fait remarquer à l’auteur que dans le cas du LF$R, on observe
‘w
Figure 5.2
— Diagramme d’un GCL polynômial.
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plusieurs valeurs dans F2 de l’état pour n’en modifier qu’une seule. Dans le cas
d’un GCL polynômial, on n’observe qu’une seule valeur dans F2 de l’état pour en
modifier plusieurs. Il a de plus suggéré que l’on pourrait construire des récurrences
qui examinent plusieurs valeurs pour en modifier plusieurs. C’est en partant de cette
idée qu’on a développé les générateurs qui seront proposés au chapitre T.
5.3 Réseau en résolution décrit par les récurrences
dans ‘2’
Dans cette section, on examine les réseaux en (F2, v)-résolution des générateurs
décrits dans les sections 5.1 et 5.2. Ceci prépare la prochaine section où l’on ex
plique comment produire plus d’une valeur aléatoire par itération pour le GCL po
lynômial. Elle permet de mettre en évidence les différences principales entre les GCL
polynômiaux et les LFSR dans lF2.
Les récurrences
et
= (5.11)
q(z) = z qn_i(z) mod P(z), (5.12)
sont des cas spéciaux de (3.2) quand q = 2. Pollr la récurrence (5.11), la matrice de
transition est
1
1
TLFSR = . (5.13)
1
br br_ .. b2 b1
et t, = (mn_r+i,. . . ,m,). Pour (5.12), la matrice de transition, donnée en (5.2), est
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TGCL = TZFSR et t = (q,.. . , q,i).
Pour chacune de ces récurrences, on peut définir des réseaux en (F2, v)-résolution
ou I(TGcL). Par la définition 3.2, une base possible de %(TLFSR) ou de
£1,(TGcL)esttellequev(z) = e pourj = 1,... ,v—1 oùe estle(j+1)-ièmevecteur
de la base canonique. Le vecteur vo(z) pour le réseau £(TLFsR) est (TLFsR) et il
est 4(TGcL) pour le réseau £(TGcL). Les deux théorèmes suivants nous indiquent
leur forme.
Théorème 5.1. $oitT = TLFSR ta matrice définie à l’équation (5.6) dont te polynôme
caractéristique P(z) est irréductibte SUT On a
= (1,z mod P(z),... ,z1 mod P(z))/P(z).
Démonstration. Soit
= (t°, . . . , t’) = (mn_r+1, . . . , ma),
et
G(T,t0) = (go(z),. . .
pour une initialisation to fixée.
En observant la récurrence t, = Tt_1, on remarque que
—
tU+1) (5 14ii+1 — n
pourj=O,...,r—2.Onsaitque
G(z) = g(z)/P(z) = tz’ (5.15)
n>O
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pour j = 1,... ,r —1. En combinant les équations (5.14) et (5.15), on obtient
=
nO n>O
=
71>1
G+i(z) = zG(z) —
g1(z)/P(z) + t = zg(z)/P(z)
gj+;(z) zg(z) mod P(z)
pour j = O,... ,T —2. La dernière équation est valide car deg(g+i(z)) < deg(P(z)).
On obtient de cette dernière équation gj(z) = go(z)zi pour j = 1,... , T — 1. En
divisant gj(z) par go(z) dans lF2w[Z]/P(Z) pour j = O,. . . , r — 1, on obtient
(T) = (1, z mod P(z),. . . , zV1 mod P(z))/P(z).
E
Théorème 5.2. Soit T = TGCL, la matrice définie par t’équation (5.9) dont te po
tynôme caractéristique P(z) est irréductible. Soit
G(T,(qor,..
. ,qo,1)) = (go(z),. . . ,gT_l(z))/F(z).
Les gj(z) sont inter-connectés par tes équations
zgo(z) brgr_i(z) mod P(z) (5.16)
zgr_j(z) bjgr_i(z) + gr_j_i(z) mod F(z) = 1,... , T — 1. (5.17)
Démonstration. Soit
G_(z) = gT_(z)/P(z) =
n>O
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pour j = 1,. . . , T. De la matrice TGCL, on observe que qn+i,r = 1rqn,i pour n O. On
obtient de cela
= q,1z’
n>O nO
qfl,z_fl
= hirGr_i(z)
n>’
+ = brGr_i(z)
n>O
—qo,r + zGo(z) = brGr_i(Z)
—qo,rP(z) + zgo(z) = brgr_i(z)
zgo(z) brg_i(z) mod F(z),
ce qui démontre l’équation (5.16). De plus, de la matrice TGCL, on remarque que
qn+i,j = qn,j+i + bq,y pour n O et j = 1,.. . , r — 1. On obtient
= + b
n)’O n>O n>O
qz = GT_j_l(z) + bjGr_i(z)
n>1
—q,o + zGrj(z) = Gr_j_i(z) + bjGr_i(z)
zgj(z) = gr_j_i(z) + bjgr_i(z) + q,oP(z)
zg_j(z) g_ji(z) + bjgri(z) mod P(z),
ce qui démontre (5.17). E
De ce théorème, il est facile de trouver une base pour le réseau polynômial
£(TGcL). En fixant go(z) = 1, on obtient le vecteur 1(TGcL) à partir des équations
(5.16) et (5.17).
Un réseau potynômiat de Korobou est un réseau polynomial dont une base possible
est définie par {vo(z),. .
. ,v_i(z)} où
vo(z) = (1,a(z),. . . ,a(z)’)/F(z)
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et v(z) est le i-ième vecteur de la ba.se canonique pour i = 2,. . . , y. Il est intéressant
de noter que le réseau £(TGcL) est rarement un réseau polynômial de Korobov et
qe le réseau £U(TLFsR) en est toujours un avec a(z) = z.
Exemple 5.4. Revenons à la matrice T définie à l’exemple 3.1. On remarque que
cette matrice correspond à la matrice T d’un GCL polynômial (voir l’équation (5.9)).
Pour cette matrice, on avait calculé que 43(T) = (1, (1 + C)z2 + z, (1 + ()z)/P(z)
où
P(z)=z3+61z2+b2z+b3=z3+(1+C)z2+Cz+C.
Soit to, l’initialisation telle que G3(T,t0) = (go(z),gi(z),g2(z))/P(z) = 3(T). Dans
ce cas, il est facile de vérifier l’équation (5.16)
zgo(z) b3g2(z) mod P(z)
z (1+C)z modP(z)
z z mod P(z).
On peut aussi le faire pour l’équation (5.17)
zg2(z) b1g2(z)+gi(z) modP(z)
z(1+z (1+C)(1+C)z+(1+C)z2+z mod P(z)
z2+z2 z+Cz+z+(1+C)z+(1+C)z2+Cz modP(z)
z2 + z2 (1+ )z2 mod P(z)
et
zg1(z) b2g2(z)+go(z) modP(z)
z((1 + C)z2 + Cz) C(1 + C)z + 1 mod P(z)
z + 1 mod P(z).
5.4 Générateur à sorties multiples
Il ressort de l’étude du réseau polynômial en (F2, u)-résolution £(TT) que, si
P(z) est primitif sur lF2, les séquences S
= {q,,j}n>o et S = {qn,j}n>o pour j
C 137
sont les mêmes, mais pas leurs points de départs. Dans cette section, on remarque
qu’en fait leurs points de départs sont souvent extrêmement éloignés l’un de l’autre
pour certaines valeurs de i et de j. Nous montrons comment tirer profit de cela pour
produire plusieurs nombres aléatoires à chaque itération d’un GCL polynômial.
Soit Gt(z) = g(z)/P(z), la fonction génératrice de $. On définit le délai relatif
&(i, j) de la séquence $ par rapport à la séquence $ comme le plus petit entier U tel
que qn+d,j = q71,j pour tout n 0, c’est-à-dire
à(i,j) = min{d: d> 0, zdg_j(z) g_(z) mod P(z)}.
On définit le délai absolu o(i,j) par
u(i,j) = min{ô(i,j),ô(j,i)}.
À noter que cette dernière équation implique un logarithme discret dans 1F2r.
Trouver â(i, j) est un problème très difficile à résoudre quand rw est grand. Par
exemple, le record, quant à la taille du corps fini, pour la résolution de logarithmes
discrets (qui soient non triviaux) dans un corps de caractéristique 2 s’est fait dans
lF26o7[1051. Ce record a été effectué après avoir utilisé plus de 19000 MIPS-années,
une quantité énorme d’opérations, pour calculer des tables de pré-calculs. Avec ces
tables, il est maintenant possible d’effectuer n’importe quel logarithme discret dans
F26o7 en moins de trois heures. Pour les générateurs pour lesquels on recherche de bons
paramètres à la section 5.8, trouver le délai u(i, j) implique un logarithme discret dans
F296, 1F2256, F2400 et lF2800, ce qui est évidemment très difficile à calculer.
De l’équation (5.17), on observe que pour un indice j tel que b = 0, on a que
zgr_j(z) Yr_j_i(Z) mod P(z). Dans ce cas, les séquences $ et S+ ont un délai
absolu u(j,j + 1) = 1. Pour un indice j tel que b 0, on a zgj(z) kjgr_i(Z) +
gr_j_i(z) mod P(z). Dans ce cas, le délai u(j + 1,j) est difficile à calculer quand
est grand.
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La difficulté vient du fait qu’il est impossible de prédire la valeur de d telle que
zdg_j(z) g__l(z) mod P(z) à partir des expressions de gr_j(z) et gr_j_i(z).
La sécurité de certains algorithmes d’encryption repose sur la propriété que toutes
les valeurs de d sont équiprobables et qu’il n’existe pas d’algorithme efficace pour
trouver la valeur de U [72]. Dans ce qui suit supposons que U soit choisi au hasard
dans {0,... ,2’’ — 1}. Dans ce cas, si b3 0, on a que u(j + 1,j) est uniformément
distribué dans {0,..., [(2Tw
— 1)/2]} et
Pr[u(j + 1,j) 2h1 2”/2’.
Cette dernière équation indique que la probabilité que le délai entre S est S+i soit
plus petit que est 2hrw+1• Cette valeur est très petite, même pour des valeurs de
h moyennement près de TW. Par exemple, si h = 200 et rw = 256, on a
Pr[o(i, j) 2h] 2200_255 =
ce qui est extrêmement petit. Ainsi, on peut considérer, avec une relative certitude,
que le délai u(j, j + 1) est presque toujours gigantesque quand b 0.
Cette analyse serait juste si U était aléatoire, mais ce n’est pas le cas. Par contre,
si U est prouvé être très grand, alors on peut poursuivre notre analyse.
Soit J = {i1,. . .
, m}, un ensemble d’entiers tels que 1 < i < r pour j = 1,. . . , m.
Soit la fonction
f(h) = 1 si u(i,j)
> 2h Vi,j e J,i j
1% 0 sinon.
Soit J*(h) = arg maxj{IJI : f(J, h) = 1}, le plus grand ensemble d’indices J =
{i1,. .
.
,jm} tel que le délai u(i, ik) > 2” quand j k et 1 <j, k m.
Souvent, ce qui risque de se produire c’est que J*(h)
=
{j b 0}. Quand h est
suffisamment grand, on pourrait considérer chaque séquence de nombres aléatoires
produite par {yn
= qn,j}n>o, où j e {j : b 0}, comme une source de nombres
139
aléatoires uniformes et indépendants. L’indépendance n’est pas nécessairement ga
rantie par Le fait que les points de départ de chacune des séquences sont très éloignés
les uns des autres ne garantit pas l’indépendance, mais nous porte à croire que c’est
bien le cas. Par exemple, si P(z) est un trinôme, le GCL polyllômial correspondant
peut produire 2 nombres aléatoires par itération.
Le fait de considérer deux ou plusieurs séquences de nombres pseudo-aléatoires
provenant d’une même séquence n’est pas nouveau. En effet, dans [49], on segmente la
séquence produite par un certain générateur en sous-séqilences. Les débuts de chaque
sous-séquence sont tellement éloignés les uns des autres que celles-ci sont considérées
indépendantes statistiquement. De cette manière, un seul générateur peut être utilisé
comme étant plilsieurs génératellrs à la fois. Un générateur qi supporte ce type
d’implantation est appelé générateur à plusieurs flots de nombres aléatoires [49] et
un flot est une sous-séquence de la séquence globale produite par le générateur.
Ce qu’il y a de nouveau avec cette approche, c’est qu’on peut produire plusieurs
nombres aléatoires « statistiquement indépendants » à chacune des itérations. Un
GCL polynômial dont le polynôme caractéristique a quatre coefficients non nuls pro
duit, à chaque itération, un vecteur aléatoire llniformément distribué e trois dimen
sion (u,v,w).
Puisque les délais u(i, j) sont inconnus et très difficiles à calculer, il se pourrait que
certains soient relativement petits sans qu’on ne le sache. Pour pallier à cet éventuel
problème, on pourrait appliquer un tempering différent à chaque sortie du générateur.
Ceci ferait en sorte que les séquences produites seraient différentes et qe le risque
d’avoir des corrélations entre les différentes sorties serait minimisé.
Nous jugeons l’idée de générateur à sorties multiples valable, mais le développe
ment de cette idée, dans cette thèse, s’arrêtera à cette section. Il faudrait réfléchir
plus longuement afin de garantir l’indépendance statistique entre les différentes sorties
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(par exemple, en trouvant une méthode pour garantir que les délais a(i, j) soient plus
grallds qu’une certaine valeur ou e trouvant des générateurs dont le vecteur des
différentes sorties soit bien équidistribué). Nous nous réservons ce travail pour plus
tard, une fois cette thèse déposée. Par contre, dans les implantations en langage C
des GCL polynômiaux, nous les donnons pour le cas où on considère des générateurs
à sorties multiples afin de pouvoir mesurer la vitesse d’exécution de ces éventuels
générateurs.
5.5 Limitations sur l’équidistribution
L’équidistribution de l’ensemble de points ‘I’(X, H, L), où H = ‘Lxk, produit
par les LF$R et les GCL polynômiaux dans F2 est déterminée par les coefficients
du polynôme caractéristique P(z) E F2 [z] et la base choisie pour représenter IF’2w.
Pour la base polynômiale, en expérimentant avec des générateurs dont le polynôme
caractéristique P(z) a des coefficients d’une certaine forme, on a observé certaines
limitations sur l’équidistribution de [‘(X, H, L). Dans cette section, on déduit une
borne sur la valeur de t qui dépend des coefficients de P(z) (et non de leur nombre).
Celle-ci est obtenue en examinant les réseaux en (1F’2, £)-résolution produits par le
générateur. Ceux-ci sont £(X) pour £ = 1,. . . , rw.
Soit P(z) E F2 [z], le polynôme caractéristique de la matrice T de l’équation (3.2).
Pour le prochain théorème, on décompose le polynôme P(z) E F2 [z] de l’équation
(5.3) sous la forme
P(z) =po(z) +Cpi(z) + ...+Ç*p7*(z) (5.18)
où pj(z) E F2[z] pour O < i <y et E 1F2 Par exemple, si P(z) = (1 + ) + Cz +
(1 + + 2)z5, alors po(z) = 1 + z5, pi(z) 1 + z + z5, p2(z) = z5 et = 2. Ceci
veut dire que chacun des coefficients b de P(z) est de la forme où c E 1F’2.
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Théorème 5.3. Soit ta récurrence t7 = Tt,_1 où T est une matrice r x r d’étéments
dans F2m et P(z) e F2m [z], son polynôme caractéristique qui est irréductible sur 1F2m.
Soit $°) 1F’’, un vecteur qui représente t° dans ta base potynômiate (1, ,.
. .,
où est ta racine d’un polynôme irréductibte Q(z) e 1F2[z]. Soit te générateur défini
par cette récurrence et ta sortie u,-, où y,,- = i. Soit P(z) =
po(z)+p1(z)+. . .+Çp7(z), une décomposition du polynôme P(z) Oùpj(Z) E F2[z]
pour i = O,... 7*• L’équidistribution de ce générateur est telle que
< r.
Ceci implique que t < r pour L> ‘y’.
Démonstration. L’idée de la preuve consiste à trouver un vecteur dans le réseau dual
dont la norme est illférieure à 2”. Ceci compléterait la démonstration
par le théorème 4.2.
Pour ce générateur c’est la séquence {t$,? }n>O qui nous donne la sortie du généra
teur. Par le lemme 3.2 et la définition 3.1, on sait qe 1(T) = 1/P(z). Soit vo(z)
= (ho(z),.
. .,
h_i(z))/M(z) où M(z) E F[z] est le polynôme minimal de
la séquence {m}>o sur F2. À noter que P(z) divise M(z) dans F2m [z].
Soit ‘, un générateur de 1F2m, dont Q(z) e 1F [z] est le polynôme millimal (dans ce
cas, Q(z) est nécessairement irréductible). On utilise la base polynômiale
pour représenter les éléments de 1F2m. Des équations (3.9) et (3.10), on obtient
1/P(z) = (/3iho(z)+...+5hi(z))/M(z)
M(z) = (ho(z)+hi(z)..•+’h_1(z))P(z). (5.19)
De cette dernière équation, on a
(ho(z) + h1(z) + . + C’h_(z))(po(z) + + Çp7.(z)) O mod M(z)
où (z) h(z)ho(z)’ mod M(z) pour i = 0,. . . , w — 1. On obtient alors
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w-1 j
j=O i=max(O,j_7*)
W+7— w—1
+ p_i(z)Ji(z) O mod M(z). (5.20)
jW =J_7*
Soit
m(z) = pj_j(z)j(Z) E F2[z]
pour j = w,. . . , w + — 1. Également, soit = + + ... + pour
j = w,. . . ,w + 7t — 1. Dans cette dernière équation, les E F dépendent du
polynôme Q(z) E F2[z].
On peut réécrire (5.20) comme
w—1 J
22
j=O i=maX(O,j—7j
W+7*_1
(++. . .+_1Ç’)m(z) O mod ‘i(z).
j=w
Cette dernière équation peut être séparée en w équations, une pour chaque ç’, O <
j <w—1. On peut faire cela puisque 11/1(z) n’a aucune composante en Ç pour j > O et
que les Ç sont linéairement indépendants sur F2 [z]. Chaque ligne du tableau suivant
correspond à une de ces équations et chaque colonne correspond au coefficient de
h(z), O < j w — 1 ou m(z), w < j < w + 7* — 1. Remarquons qu’il s’agit d’lln
système de w équations linéaires homogène dans F2 [zj/M(z).
En sélectionnant quelques des (7* + 1) premières lignes, il est possible d’obtenir une
combinaison linéaire sur F2 des lignes sélectionnées de telle manière que les coefficients
o(Z) i(z) ... z) h7i(z) ... L-i(z) m(z) m+7._i(z) mod M(z)
po(z) O ... O O ... O ... O
pi(z) po(z) . . O O ... O ... O
.. O •. ... O
p. ... po(z) O ... O 5. ... O
O p p1(z) po(z) O ... O
... O
... O
O O O O p7.(z) S_ O
des polynômes m(z) à mw+7*_l soient tous nuls. Ceci est vrai puisque la sous-matrice
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composée des (7* + 1) premières lignes et les ‘y dernières colonnes ne peut contenir
(7* + 1) ligiles linéairement indépendantes. Soit
ro(z)o(z) + r(z)i(z) + + r7*(z)7*(z) O mod M(z),
le résultat de cette combinaison linéaire. Notons que chaque r(z) est une combillai
sou linéaire sur 1F2 des polynômes po(z),. .
. ,p ce qui veut dire que deg(r(z)) <
deg(P(z)) pour i = O,.. . , ‘y.
Par la proposition 3.2, une base possible pour le réseau dual £1(T(F2)) de
£71(T(F2)) est {vo(z),.. . ,v7(z)} où
vo(z) = (M(z),O,...,O)
vi(z) =
v7*(z) = (,O,. .
Soit
w(z) = ri(z)vi(z) +.
La première coordonnée du vecteur w(z) est ro(z)o(z)M(z)t(z) pour une valeur
de t(z) E 1F2[z]. Soit w’(z) = w(z)
— ro(z)ïio(z)t(z)vo(z). Évidemment, w’(z) est
dans le dual. Il est facile de voir que la première coordonnée de w’(z) est zéro et
que les polynômes constituant les autres coordonnées ont des degrés qui n’excèdent
pas r = deg(P(z)). C’est pourquoi, le premier minimum successif du réseau
doit être plus petit ou égal à 2T. Par le théorème 4.2, on a que, pour les
générateurs LFSR dans F2w ou les GCL polynômiaux dans 1F2 [z]/P(z),
< log2 s1,e :1; r
où s1, est le premier minimum successif de £(T(F2)). D
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Ce théorème, qui est très général, peut s’appliquer au GCL polynômial et au
LF$R. Les deux corollaires suivants démontrent ceci.
Corollaire 5.1. En supposant une représentation dans ta base (1, C... , Ci des
éléments de F2w où ( est ta racine d’un polynôme irréductible Q(z) e 1F2[z], t’éqnidis
tribution d’un GCL polynômiat dans F2w[z]/P(z), où P(z) est irréductibte sur 1F2m,
P(z) = po(z) + Cpi(z) + .. . + çy* (z) et pj(z) e F2[z] pour i = O,... , ‘y et ta sortie
est donnée par y = q,,,., est tette que
t7*+1 T.
Ceci imptique que tt T pour £ > -y”.
Corollaire 5.2. En supposant une représentation dans ta base (1, C,... , Ci des
éléments de F2m où C est la racine d’un polynôme irréductible Q(z) E F2[z], l’équidis
tribution d’un LF$R dans F2m, dont le polynôme caractéristique est irréductible sur
F2m et est P(z) = po(z) + Cpi(z) + . . . + C7*p*(z) où pi(z) e 1F2[z] pour i = O,...
et la sortie est donnée par y,. = y,., est telle que
t7*+1 r.
Ceci implique que tt r pour £ > y*
Démonstration. Ces deux corollaires peuvent se démontrer en observant que pour le
LF$R, la matrice T est définie par (5.6) et = y,. et que pour le GCL polynômial
dans F2w[z]/P(z), la matrice T est définie par (5.9) et = q,.,,. E
Ce théorème démontre la limitation observée sur l’éqiiidistriblltion des TGF$R
sans tempering. Pour le TGFSR, P(z) = po(z) + Cpi(z) où po(z) = z’ + ztm et
pi(z) = 1, ce qui implique qe t2 <r. Dans [102], on démontre ce fait, mais par une
autre technique qui est difficilement adaptable à notre cas.
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5.6 Équidistribution pour certaines projections
Dans cette section, on discute des propriétés des LFSR dans lF2u et des GCL po
lynomiaux dans lF2w[z]/P(z) par rapport à l’équidistribution de l’ensemble de points
‘J!t(X, H,L, J) où J
=
{ji,j2,. .
.
,j,} et ji = O. La propriété la plus intéressante
démontrée dans cette section est que la très grande majorité des projections en deux
dimensions, ‘I’(X, H, L, {jl,j2}), quand L = w, affichent une équidistribution par
faite. On donne aussi des résultats pour les projections de dimension plus grande que
deux. Les résultats sont montrés avec la matrice de tempering H = [R O] où R est
une matrice w x w non singulière et H est une matrice w x k. En d’autres mots, la
sortie est produite à partir de y,. = Rv,. ou y,. = Rq,0 dépendemment du type de
générateur.
Pour l’analyse de cette section, on émet l’hypothèse suivante.
Hypothèse 5.1. Pour tous tes résultats de cette section, supposons que P(z) soit
irréductible sur
Pour un ensemble d’indices J = {O,j2,... ,jt}, par la proposition 4.2, on dit que
‘I’(X, H, L, J) est de résolution L si et seulement si l’application linéaire
x0 —* (trunc(yo), trunc(y2) . . . ,trunc(yjj) (5.21)
est de plein rang [33].
Pour les LFSR dans IF2, avec £ = L = w, y,. = Rv,., pour t r, l’application
(5.21) est équivalente à
(mo,mi,. .
. ,mr_i) (mo,m2,. . . ,mjj
quand R est une matrice w x w de plein rang. Pour les GCL polynômiaux dans
F2o[z]/P(z), avec L = L = w, y,. = Rq,.r, pour t < r, (5.21) est équivalent à
(qo,r,... ,qo,) “ (qo,r,qj2,r,. . . (5.22)
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Puisque dans les deux cas (LF$R et GCL), {Rq,,.}>o et {Rv}>o sont la même
séquence, mais avec des points de départ différents, on se concentre sur le GCL p0-
lynômial dans F2 [z]/P(z) pour analyser l’équidistribution dans les deux cas.
Lemme 5.1. L ‘application tinéaire
(qO,r, . . . ,qo,i) (qo,, . . . , q—i,).
est de plein rang pour i = 1,... , r.
Démonstration. Nous allons démontrer qu’étant donné un vecteur (qo,r,... , qo,i) e
IF,, le vecteur (qo,,. . . , q,.1,) e 1F, correspondant est unique et vice-versa.
Étant donné l’initialisation t0
= (qo,,. . . , qo,;), la fonction génératrice G(z) =
qo,jz + + q_y,jz +. correspondante est unique et est déterminée entièrement
par l’initialisation to. D’autre part, si on choisit un vecteur (qo,, . . . E lF
arbitrairement, alors celui-ci est produit par au moins une initialisation to. Sup
posons qu’il y ait deux initialisations to et o qui génèrent la fonction génératrice
G(z) = qo,jz + ... + q_y,jz_T + . Dans ce cas, la fonction génératrice de l’ini
tialisation t0 + o est G(z) = O. Ceci implique que, soit la i-ième ligne de la matrice
de transition est nulle, soit to
=
On sait que la matrice de transition est de plein
rang (car on suppose que P(z) est irréductible), ce qui veut dire qu’il n’y a qu’une
seule initialisation qui produit la fonction génératrice G(z). E
On définit les matrices W, 1 <i r, par celles qui correspondent aux applications
linéaires suivantes (pas nécessairement de plein rang)
,q_;,j)T
= ( .. ,qj,j)T. (5.23)
Lemme 5.2. Les matrices W, pour i = 1,. .. ,r, sont une seule et même matrice W.
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Démonstration. Soient G(z) = q0,jz1+•• On sait qe les coefficients
de G(z) suivent la récurrence linéaire
qn,i
=
b
quelle que soit la valeur de i. Pour une valeur de h fixée, en manipulant cette dernière
équation, on peut obtenir l’équation
= w,OqO,j + + W,_;q_;,j,
OÙ E F2, O < t < r, qui relie à qo,j,. . .
, q—i,• Remarquons que les coefficients
Wh,1, O < t <r, ne dépendent que de j et non de i. Notons également que la matrice
W contient à la première ligne le vecteur (1, 0,.. . , 0) et à la h-ième ligne, 2 < h < r, le
vecteur (Wh,O, . . . , wh,.1). Tous ces vecteurs ne dépendent pas de i, donc, peu importe
sa valeur, W est toujours la même matrice. D
Puisque les matrices W sont toutes la même matrice, dans ce qi suit, on note les
W par une seule et même matrice W. Additionnons les applications linéaires (5.23)
de la manière suivante
W(qo,,. qij)TzT_i = (qoj qj2,i,. . . qji)Tzr_i
Ollf obtenir
W(qo(z),...,q_i(z))T = (qo(z),q2(z),...,q(z))T
OÙ
1 0 ... O w.
W2,0 W2,2 . .
. W2,r_1 — W2.
Wt,O Wt,2 . . . Wt,r_1
et les E 1F2, w. E lP, 1< i <t, O <j r—1.
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Théorème 5.4. L’application (5.22) est de plein rang si et seulement si la matrice
W est de plein rang.
Démonstration. Puisqu’il existe une application de plein rang de (qo,r,. . . , qo,i) vers
(qo,r,. . . ,qr—i,r), pour démontrer que (5.22) est de plein rang, il suffit que
(qo,r, . . . , q—i,) —* (qo,r, qj2,r, . . . , qj,)
soit de plein rang, donc que W soit de plein rang. De même, si (5.22) est de plein
rang, ceci implique directement que W est de plein rang. E
Ainsi, pour déterminer si ‘P(X, H, L, J) est (t, w)-équidistribué, il suffit de cons
truire la matrice W correspondante et de déterminer son rang. Il est (t, w)-équidistri
hué si W est de plein rang.
Soit Jj
=
{(j1,j2,.
.. ,jt) : O = j1 < j2 < ... < jt j}. On définit par j la
valeur maximale de j pour laquelle l’application (5.22) est de plein rang pour tous les
tuplets d’indices contenus dans Jj. Par exemple, en deux dimensions, la valeur de j
est la plus grande valeur de j2 telle que l’ensemble de points ‘I’(X, H, L, {O, J2}) est
(2, w)-équidistribué pour tout j2 < j. Soit le critère ($(a), A) = maxjes(a) A(J)
où $(a) = {{O,j} 1 < j < a}. Pour ce critère, on a que ($(j),A) = O et
($(j + 1), A) > O. Si on cherche des générateurs avec le critère ($(a), A), il
est préférable que la valeur de j soit la plus grande possible. En général, pour un
générateur, on voudrait que soit le plus grand possible pour chacune des dimensions
t qui nous intéressent. Dans ce qui suit, on donne différents résultats sur la manière
dont se comporte j.
Lemme 5.3. On a j j
...
j.
Démonstration. Soit J = {O,j2,..
. ,j3_1,j + 1}, une projection telle que l’ensemble
de points ‘I’5(X, H, L, J) n’est pas (s, w)-équidistribué et s < r. Soit W, la matrice W
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de l’application (5.22) pour cette projection. On sait que Wj n’est pas de plein rang.
Soient J’ = {O,j2,. . . ,j3_1,j+l,j’} oùj’ > j+1 et J” = {O,j2,. .
. ,j”,. . . ,j+1}
où O < j” < j et j” j pour j = 2,. . . , s — 1, deux projections en dimension
s + 1. Montrons que ‘T!+;(X,H,L,J’) et ‘P5+1(X,H,L,J”) ne sont pas (s ± 1,w)-
équidistribués. Soient Wj et W.,», les matrices W de l’application (5.22) pour les
projections J’ et J”, respectivement. Les matrices W et ont les mêmes lignes,
sauf que Wj a une ligne de plus (la dernière de De plus, les matrice W et
ont aussi les mêmes lignes, excepté que Wjn a ne ligne de plus. Puisque W n’est
pas de plein rang et s < r, ceci implique que et ne peuvent pas non plus
être de plein rang. On en conclut que j1 j E
Lemme 5.4. j r — 1 pour t < T.
Démonstration. Soit t < r, un entier. Pour J = {0,j2,... ,j} où jt < r, la matrice
117 est la matrice qui contient à la h-ième ligne le vecteur composé de zéros sauf un
« 1 » à la j-ième coordonnée. Évidemment, cette matrice est de plein rang. Ce qui
montre que j r — 1 pour t r. E
Corollaire 5.3. Pour une valeur de s inférieure à r, si j = r — 1, alors j, = r — 1
pour s <t < r.
Démonstration. Le résultat est obtenu en combinant les lemmes 5.4 et 5.3. E
Proposition 5.1. Soit p, te nombre de coefficients non nuls de P(z). Sip r, alors
=r-1.
Démonstration. Supposons que p r. Soit
P(z) = ZT —
o
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où O = n <n2 <
... <nt_i <r. Soient t = p et J = {0,j1,. .
. ,jt} où j = r. Pour
cette projection, la matrice W est telle que
f’ 1 sik=j,,
Wv,k ‘Ç
O sinon
pourv = 2,... ,t—1, k = 0,... ,r—1, etwk = br_kpourk = 0,... ,r—1, puisquezT
b_zi mod P(z). Pour la projection J = {0, ri2,. .
.
r}, on construit la
matrice W de la manière prescrite ci-haut. On observe que
Wt. = bnr_n1Wi + + br_nt_iWt_i.,
puisque qr(z) = bn_1qn1(z) + . . + b_n 1q_1(z). Pour cette projection, la relation
(5.22) n’est pas de plein rang par le théorème 5.4. Pour les valeurs de jt r — 1, il
est clair que la relation (5.22) est de plein rang, ce qui implique que j
=
< r — 1.
Mais puisque p < T, par le lemme 5.4, on obtient j = r — 1. E
Corollaire 5.4. La valeur de j, est r — 1.
Démonstratwn. Ce corollaire est ne conséquence de la proposition 5.1 et du corol
laire 5.3. E
Le prochain théorème est probablement celui qui donne le plus de valeur aux
LFSR dans 1F2 et aux GCL polynômiaux dans 1F2 [z]/P(z). En effet, celui-ci garantit
que l’équidistribution sera parfaite, jusqu’en résolution w, pour la très grande ma
jorité des projections en deux dimensions que l’on pourrait considérer. Le théorème
est important car cette propriété réduit de façon considérable le risque d’obtenir
des dépendances statistiques entre les paires de nombres (un, u+) pour n’importe
quelle valeur de e. Le théorème est valide pour n’importe quel choix de polynôme
caractéristique P(z) irréductible sur 1F2.
Théorème 5.5. Supposons que P(z) e lF2w[z], un polynôme irréductible sur IF2,
soit te polynôme caractéristique sur 1F2 d’un GCL potynômiat et qu’il soit tel que son
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nombre de coefficients non nuls, p, soit supérieur à 2. Soit g(z), un étément primitif
de F2m [z]/P(z) et q, un entier positif tel que z mod P(z). Pour ce GCL
potynômiat, on a que
(2W — 1)/(pgcd(2wr — 1,q)(2w
—1))— 1.
Démonstration. Soit m, l’ordre de z dans 1F2m [z]/P(z). Par le théorème 1.15 (ii) de
[56], on a m = (2wT — 1)/pgcd(2T — 1, q). La deuxième ligue de W n’est jamais nulle
et, quand t = 2, la seule manière que la matrice W ne soit pas de plein rang est que
w2,oOetw2,=Opourtoutj=1,...,r—1.Danscecas,
qj2(z) = w2,oqo(z)
zi2qo(z) w2,oqo(z) mod P(z)
Z32 w2,o mod P(z)
2m_1 2m_1(Z32) w2,0 mod P(z)
( )(2_1)z32 1 modP(z)
i2(2”l) Omodm
— 1) vm
— 1),
où u est un entier positif. La cinquième égalité est valide puisque w’ = 1 par le
théorème 1.15 (ii) de [56]. La sixième égalité découle du fait que z est d’ordre m dans
F2w [z]/P(z). On veut la plus petite valeur non nulle de 32 possible, qui est m/(2” — 1)
(quand u = 1). On peut conclure que j = m/(2” — 1) — 1. Par contre, si p < 2, alors
par la proposition 5.1, on obtient j = r — Ï. D
Corollaire 5.5. Supposons que P(z) 1F2 [z], un potynôme primitif sur 1F2m avec p
coefficients non nuls, soit te polynôme caractéristique d’un GCL potynômial. Pour ce
GCL potynômiat, si p> 2, alors j’ = (2T — 1)/(2w — 1) — 1.
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Démonstration. En faisant référence au théorème 5.5, si P(z) est primitif, alors g(z) =
z. Dans ce cas, q = 1 et pgcd(2DT — 1 q) = 1. E
Pour les deux prochains corollaires, on suppose que P(z) est primitif.
Corollaire 5.6. Soit J = {O,j}, j > O. L’ensemble de points ‘I’2(X,H,L, J) est
(2, w)-équidistribué si et seulement si j n’est pas un multiple de (2’WT — 1)/(2L
— 1).
Corollaire 5.7. Soit J = {i, i + i} O, j > O. La proportion des ensembles de
points ‘I’2(X, H, L, J) qui ne sont pas (2, w)-équidistribnés est (2w — 1)/(2uT
— 1).
Démonstration. Soit J = {O,j}. Par le corollaire 5.6, on doit compter le nombre de
valeurs de j, où O < j 2”” — 1, telles que j = v(2LT — 1)/(2’ — 1) où y est 1111
elltier. On sait que j < — 1, ce qui implique y — 1. Le nombre de valeurs de
j telles que j = v(2T — 1)/(2’’ — 1) est donc 2W — 1. Puisque le nombre de valeurs de
j possibles est — 1, la proportion des projections J telles que W2(X, H, L, J) est
(2, w)-équidistribué est (2W — 1)/(2T
— 1). Puisqile que ‘I’(X, H, L) est stationnaire
dans la dimension, on obtient le résultat du corollaire. E
Ce dernier corollaire nous dit que presque toutes les projections en 2 dimensions
sont parfaites du points de vue de l’équidistribution quand L = w et P(z) est primitif
sur 1F2n. Ceci réduit de façon considérable le risque de corrélation entre des paires de
valeurs produites par le générateur.
Exemple 5.5. Quand L = w = 32 et r = 25, on a que seulement 1 projection sur 2768
n’est pas parfaite! Même quand r = 2, on obtient un ratio de 1 projection sur 232 qui
n’est pas parfaite. Ceci s’avère être une qualité importante de ce type de générateur.
Cette propriété peut être intéressante pour l’utilisation de ce type de générateurs
pour construire des générateurs de nombres aléatoires parallèles. Ces générateurs sont
utilisés pour effectuer des simulations en parallèle sur plusieurs processeurs. Pour ce
153
type d’applications, on utilise un générateur différent SIIf chacun des processeurs. Sou
vent, on émet l’hypothèse que chacun des générateurs de nombres aléatoires produit
une séquence de nombres aléatoires qui est indépendante des autres séquences pro
duites par les autres générateurs. Une technique courante pour implanter plusieurs
générateurs est d’affecter u segment d’une même séquence aléatoire à chacun des
K processeurs. Soit {u}>, la séquence de base. Les processeurs sont numérotés de
1 à K. Le processeur k utilise la séquence {u+(k—1)z}>o où Z est grand. Puisque
Z est grand, on suppose que les séquences ne se chevauchent pas et qu’elles sont
mdépendantes les unes des autres.
Pour certains types de générateurs, tels les GCL ordinaires, il faut être prudent
quand on choisit la valeur de Z. Dans [14, 15, 16, 13, 17, 18], les auteurs étudient les
corrélations de long délai, c’est-à-dire les corrélations des ensembles de points formés
par les par (un’ u+z) pour les GCL ordinaires. Ils affirment que les corrélations
sont importantes quand les résultats au test spectral de l’ensemble de points sont
insatisfaisants. Le test spectral est un test théorique qui mesure l’uniformité de
générateurs basés sur une récurrence linéaire dans Z ou p > 2 est un nombre premier.
L’équidistribution et le test spectral sont semblables à plusieurs égards [53]. Similai
rement, puisque l’équidistribution des ensemble de points {(u, u+) : n > O} est
parfaite pour presque toutes les valeurs de c, on pourrait conclure que les corrélations
de long délai d’ordre 2 sont pratiquement inexistantes pour les GCL polynômiaux
dans F2 /P(z) et pour les LF$R dans F2. De plus, on peut facilement éviter les
mauvaises valeurs de c, puisqu’on les connaît.
Dans [20], on analyse l’ensemble de points Pt,z
=
{(u, ,u+(t_1)z) : n>
1}, produit par un GCL ordinaire, avec le test spectral. On utilise l’ensemble de
points pour intégrer des fonctions tests. L’auteur démontre de manière empirique,
qu’un biais important est induit à l’estimateur Monte Carlo quand Pt,z n’obtient pas
de bons résultats au test spectral.
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Ce résultat de [20], nous incite à croire que la même chose pourrait se produire si
l’ensemble de points Pt,z = {(u, ‘u+z,... , Un+(t_1)Z) : n 1} produit par un GCL
polynômial ne performe pas bien par rapport à l’équidistribution. Pour utiliser ce
type de générateurs dans des applications de simulation parallèle, il faudrait analy
ser l’équidistribution de cet ensemble de points. Si l’équidistribution de ceux-ci est
satisfaisante pour t = 1,... , wr, alors le générateur est un bon candidat pour être
utilisé comme générateur parallèle. Trouver les paires (P(z), Z) tels que Pt,z est bien
équidistribiié pour t 1,.. . , rw pourrait être une avenue de recherche intéressante
pour la construction de générateurs parallèles.
5.7 Techniques d’implantation
Dans cette section, on discute de deux techniques pour implanter les générateurs
qui utilisent le corps fini F2. La difficulté dans l’implantation de ces générateurs est
d’effectuer les multiplications dans le corps fini iF2w rapidement et efficacement du
point de vue de la mémoire. Afin de surmonter cette diffidlllté, on utilise des tableaux
de valeurs pré-calculées. Les prochaines sous-sections proposent deux techniques.
5.7.1 Récurrences avec coefficients b quelconques
La première technique considère le cas où les coefficients du polynôme P(z) sont
quelconques, c’est à dire qu’ils peuvent prendre n’importe quelle valeur de Soit
b, un de ces coefficients. Pour multiplier un élément u é lF2w par b, il faut multiplier
sa représentation y dans la base choisie par la matrice Ab. Cette multiplication se fait
en 0(w2) opérations, ce qui n’est pas très efficace.
Pour une plus grande efficacité, en termes de rapidité, on pourrait construire une
table de 2 valeurs pré-calculées qui contiendrait toutes les multiplications possibles.
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Ceci devient vite impraticable, sur le plan de la mémoire, quand w est moindrement
grand. Par exemple, si w = 32, alors cette table aurait 232 entrées et occuperait 16
Go de mémoire.
Une façon de pallier au problème causé par la grande quantité de mémoire nécessai
re est d’effectuer la multiplication en un petit nombre c d’accès à la mémoire. Pour
ce faire, on divise la matrice Ab en sous-matrices A A2 . . . , A, chaque matrice
(j)Ab etant de dimension h x w de telle maniere que
(5.24)
et
= w. (5.25)
Ainsi, la multiplication Abv peut être effectuée par +... + Àv(c) où
y = (v(1)T,... , v(c)’) et v() est un vecteur de w bits. Les multiplications par les
matrices sont pré-calculées. Dans ce cas, la mémoire nécessaire pour emmagasiner
les multiplications par les matrices est
w2m2
bits.
Exemple 5.6. Prenons le cas où w 32, c = 2 et w1 = w2 = 16. La mémoire
nécessaire est de 512 Ko et le nombre d’accès à la mémoire pour effectuer la mul
tiplication est 2. On peut voir une nette amélioration de l’utilisation de la mémoire
par rapport au cas où l’on ne fait qu’un seul accès à la mémoire. Dans le cas où
w = 32, c = 3, w1 = w2 = 11 et w3 10, la mémoire nécessaire n’est que 20 Ko.
Ces exemples nous montrent qu’il est possible d’utiliser des tables pré-calculées qui
utilisent peu de mémoire et peu d’accès à la mémoire et ce, pour n’importe quelle
matrice A.
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Un autre problème des tables pré-calculées est le temps nécessaire pour les calculer.
Une estimation optimiste voudrait que l’on puisse effectuer 2 x io multiplications
en 1 seconde sur un ordinateur de table courant. Dans le cas où w = 32 et c = 1,
les 232 multiplications se font en 215 secondes. Mais dans le cas où w = 32, c =
3, w1 = w2 = 11 et w3 = 10, une évaluation pessimiste (où l’on ne fait que i0
multiplicatiolls par seconde) donne que les pré-calculs se font en 5 x 10_2 secondes.
Ce temps est acceptable pilisque cette opération n’est effectuée qu’une seule fois, soit
à l’initialisation du générateur.
Grâce à ce type d’analyse, on peut déterminer s’il est mieux de pré-calculer à
l’exécution ou d’effectuer les pré-calculs une seule fois, d’emmagasiner les résultats
dans un fichier et de les charger à l’exécution.
Un avantage de ce type d’implantation est d’avoir une très grande flexibilité dans
le choix de la matrice de tempering. En effet, si le tempering n’est effectué que sur les
w premiers bits du vecteur d’état, alors il est possible d’intégrer ce tempering dans
les tables de calcul. Voici comment.
Soit
R0••• O
OR•••0 (5.26)
00•R
la matrice de tempering où R est une matrice w x w non singulière. Pour un LFSR
dans 1F2, on produit la sortie avec y = Bx, = ((Rvn)T, ..., (RVn_r+i)T)T. Soit
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w,, = Rv. De la récurrence (5.5), on obtient
Rv =
w
=
RA R’ RV_j
w,,
=
RA6 R’w_.
Ainsi, au lieu de pré-calculer les multiplications par les matrices Ai,,, on pré-calcule
les multiplications par les matrices RAbR’. La sortie devient
_
T T \Ty,, — W,,,. .
. ,Wm_r+1)
Ceci permet de choisir n’importe quel tempering B de la forme (5.26), en autant que R
soit de rang w, et de l’implanter de manière efficace, sans grand coût supplémentaire.
Un développement semblable peut être fait pour le GCL polynômial. Le type de
tempering défini par (5.26) correspond à transformer la base de F2. On pourrait
implanter ce génératellr en remplaçant A1 par RAb R—’ dans la matrice X donnée
par (5.6) et utiliser B = I, puisque le tempering est incorporé dans la récurrence.
Le problème avec une matrice de tempering R compliquée est le temps nécessaire
qui est souvent long pour effectuer la multiplication. Puisque le tempering est inclus
dans les tables de multiplications, alors peu importe la complexité de la matrice R,
le temps d’exécution du générateur ne s’en trouve nullement affecté.
5.7.2 Récurrences avec coefficients b particuliers
Malgré le fait que l’on peut effectuer la multiplication par Ab de façon relativement
efficace sur le plan de la mémoire, la technique décrite dans la section précédente peut
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se révéler peu efficace lorsque les générateurs sont utilisés dans des applications qui
utilisent intensivement la cache de l’ordinateur. Pour pallier à ce problème, on utilise
un polynôme P(z) qui a des coefficients b d’une forme particulière. Les coefficients
considérés sont de la forme
(5.27)
Expliquons comment cette forme permet d’effectuer la multiplication pulls efficace
ment. Soient Q(z) = z”’ + le polynôme minimal de sur 1F2 et
1
1
1 a1
(la matrice (B.1) de l’annexe B), qui permet de multiplier par C dans la base po
lynômiale. Il est facile de voir que, si q < w, alors on a
O O ... O p” ... Plq
O O ... O P21
... P2q
1 0
... O Pql •. Pqq
o 1 0 Pq+1,1 . . Pq+1,q
00...1 Pwi ... ?wq
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On peut exprimer A par Rq + Tq OÙ
00...00».0
00...00...0
Rq = 1 0 ... 0 0 ... 0
01 00...0
00
et
0 0 ... 0 Pu •.. Plq
0 0 ... 0 P21 P2q
0 0 ... 0 Pqi Pqq
0 0 0 Pq+1,1 Pq+1,q
00...0 ?w1 Pwq
La multiplication = (Rq + Tq)v se fait en deux étapes. La première consiste
à décaler vers la droite de q positions le vecteur y et la deuxième consiste à regarder
dans une table le résultat de la multiplication Tqv. Le résultat de cette multiplication
est uniquement déterminé par les q bits les moins significatifs de y. Ceci veut dire
que la table ne contient que 2’ valeurs. Dans le cas OÙ q = 8 et w = 32, alors la table
n’occupe que 1 Ko.
Maintenant, supposons que l’on veuille multiplier par b
=
cj1. Dans ce
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cas, on a
= c(R1+1)
=
c + cT_;
= S
L’implantation de la multiplication Abv se fait aussi en deux étapes. La première
étape, la multiplication cR_y)v, consiste à faire autant de décalages vers la
droite qu’il y a de coefficients c non nuls, O i s. La multiplication (Z=0 cT_1)v
se fait en ne regardant que dans une selle table de valellrs pré-calculées.
Cette technique a l’avantage de permettre l’implantation de générateurs utilisant
le corps fini F2 avec de petites tables de valeurs pré-calculées. Par contre, comme
on a pu le constater à la section 5.5, il y a une limitation sur l’équidistribution
qui peut être obtenue avec un LFSR ou un GCL polynômial dont le polynôme ca
ractéristique P(z) a des coefficients de la forme (5.27). Pour pallier à cette restriction
sur l’équidistribution, nous utilisons un tempering pour obtenir de bons générateurs
à la section 5.8. Également, dans la première étape de l’implantation, le nombre de
c différents de zéros influence la rapidité de la multiplication. Ceci sllggère qu’il fau
drait choisir des coefficients qui ont peu de valeurs de c non nulles, ce qui restreint
davantage la sélection des b.
5.8 Recherche de bons générateurs
Dans cette section, on expose les résultats de recherches de bons générateurs. Dans
un premier temps, on donne les paramètres de générateurs qui utilisent la technique
d’implantation exposée dans la section 5.7.1 et, dans un deuxième temps, on donne
les paramètres de générateurs qui peuvent être implantés par les deux techniques
161
expliquées aux sections 5.7.1 et 5.7.2. Les générateurs trouvés ont des périodes de
296_1, 2256_1, 2416_1 et 2800 1
5.8.1 Paramètres de générateurs
avec coefficients quelconques
Dans les Tableaux 5.1, 5.2, 5.3 et 5.4, on donne les paramètres de générateurs
qui peuvent être implantés par la technique décrite à la section 5.7.1. Le polynôme
caractéristique est de la forme
P(z) = ZT + b_tzt + br_qZ’ + b,. E lF2w[Z]. (5.28)
Le coefficient brq est quelquefois nul. La recherche de paramètres s’est fait en cher
chant les générateurs qui minimisent le critère (4.3) qui fait la sommation des valeurs
de A. pour £= 1,...,32, soit
= 32
où L est l’écart en dimension pour la résolution ?. La recherche a été effectuée à l’aide
de la bibliothèque REGPOLY et s’est restreint à des générateurs de pleine période de
longueur 296 1, 2256 1, 2416
— 1 et 2800
— 1.
Dans les tableaux présentés dans cette section et la prochaine, les coefficients du
polynôme P(z) sont donnés selon la base (1, (,. .. , sous une forme hexadécimale.
Le polynôme Q(z) = z32 — az32’ est le polynôme minimal de C. On utilise la
notation hexadécimale pour représenter le vecteur (a32,. . . , ai). Les vecteurs de 32
bits m1 et m2 sont ceux utilisés pour le tempering de Matsumoto-Kurita. Dans cette
section, les générateurs présentés ne comportent pas de tempering de Matsumoto
Kurita, au contraire de ceux présentés à la prochaine section. Le tempering utilisé est
162
celui défini par les opérations suivantes
f trunc(v) si
zn =
j trunc,,(q,,r) si GCL polynômial
= e ((z « 7) & mi)
y = e ((z « 15) & ru2).
Pour les générateurs dont P(z) peut avoir des coefficients quelconques, on réussit
à trouver de très bons générateurs. Par exemple, on a trouvé plusieurs générateurs
de période 296
— 1 qui sont ME. Egalement, les générateurs de période 2800
— 1 du
tableau 5.4 sont tous tels que / O pour £ = 1,. . . , 15. Au tableau 5.5, nous donnons
les valeurs de
,
pour L = 16,... , 32 pour tous les générateurs du tableau 5.4. Un fait
intéressant à remarquer est que pour ces générateurs, même si nous avions appliqué
du tempering, les gains n’auraient pas été énormes. Par exemple, pour le premier
générateur du tableau 5.4, si on transforme sa sortie avec un tempering de Matsumoto
Kurita, alors la meilleure valeur de V qu’on a pu obtenir est 69, comparativement à
74. Étant donné que les bits les plus significatifs se comportent déjà très bien, on juge
non nécessaire d’appliquer un tempering sur ces générateurs.
Pour les besoins de la comparaison, notons que le TT800 [671, qui est un excellent
générateur de période 2800
— 1, est tel que V = 261 et = O pour seulement
£ = 1, 2, 4, 8, 16, 32. Son équidistribution est donnée au tableau 5.6.
5.8.2 Paramètres de générateurs
avec coefficients b particuliers
Dans cette section, on présente des générateurs qui ont un polynôme caractéristi
que de la forme (5.28) où les coefficients b, 1 i r, sont de la forme Z=0 où
s est petit. Grâce à la technique décrite à la section 5.7.2, il est possible d’implan
ter un LF$R ou un GCL polynômial efficacement sous ces contraintes. On pourrait
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Tableau 5.1
— Générateurs de période 296 — 1, r = 3, w = 32.
r t q br_t br_q br Q(z) m1 m2 V
3 1 — 30a72fa7
— 537a531f ccbO6f34 —
— 1
3 1 — 04a87b98
— 4dd5eO6e ccbO6f34
— 1
3 1 — 25bd9c69
— 5fa987e6 ccbO6f34
—
— 1
3 1 — 45d1259a
— 0907d8a2 ccbO6f34 —
— 1
3 2 1 bbf58bb6 bd0c7735 b7c5019c d53c36b9 —
— O
3 2 1 db3bdlc3 ffbaad94 2f55958b d53c36b9 —
— O
3 2 1 556191da 8c4c7161 8f4aaa6f d53c36b9 —
— O
3 2 1 O4clOdlc 6766b08e lab2lbbl d53c36b9
— O
3 2 1 7e518ac9 4580b6c3 fc64ab9b d53c36b9 —
— O
Tableau 5.2 — Générateurs de période 2256
— 1, r 8, w = 32.
r t q br_t br_q br Q(z) m1 m2 V
8 6 3 fba454a9 045861d5 c5fb7653 ceO23b3b
—
— 4
8 5 2 623a6e23 de6f829f lZ600efO ceO23b3b —
— 4
8 5 2 ff109816 O46abcbO 1a31ec46 ceO23b3b —
— 4
8 6 3 52dZdfZd da3d9$33 505c3b55 ceO23b3b —
— 4
8 5 2 7502f382 b97e4366 lalZlf8c ceO23b3b
— 4
également utiliser la technique décrite à la section 5.7.1. Avec la technique de la sec
tion 5.7.2, la taille des tables de pré-calculs pour chacun des coefficients est de 28
entrées de 32 bits. Dans les tableaux 5.7, 5.8, 5.9 et 5.10, la valeur de s est indiquée
par la mention « taille des tables 2 ». Le format des tableaux est le même que ceux
de la section précédente.
On recherche des générateurs qi minimisent le critère V (voir (4.3)) et dont le
polynôme caractéristique a des coefficients b;,. . .
, br de la forme Z c( avec s 3
et s = 7. Pour les générateurs avec s = 3, la taille des tables est 2 entrées de 32 bits et
pour ceux avec s = 7, la taille des tables est 2 entrées de 32 bits. Pour ces générateurs,
il existe une borne sur la valeur de t par le théorème 5.3. Pour contrer cette borne,
on utilise le tempering de Matsumoto-Kurita décrit à la section précédente. On se
Tableau 5.3
— Générateurs de période 2416
— 1, r = 13, w = 32.
r t q br_t br_q b,. Q(z) m1 m2 V
13 8 — 2be45a08
— b4816b12 f9820db6
—
— 20
13 5 — 7a64a92e
— c0643058 f 9820db6 —
— 20
13 5 — 239eOdeb
— 73c92f6c f9820db6
— — 21
13 8 — bda62l2c
— 22684d7d f9820db6
—
— 21
13 5 — a2f56680
— 5flbdOa9 f9820db6
—
— 21
13 8 — cld4ZafO
-. cfa4a4e8 f9820db6
— — 21
13 10 5 99e34535 f09bf592 9803caf7 9f26eaa3
—
— 9
13 10 5 62a42238 e765704a 2f95dcOe 9f26eaa3
—
— 10
13 9 2 723e9f93 cdb0bf04 49c6606d 9f26eaa3
—
— 11
13 9 6 329e2294 d423ceOe 98e4d109 9f26eaa3
— — 12
13 11 7 Sbed0cd7 7cc178d0 66a3e242 9f 26eaa3 —
— 13
13 11 7 516c29cb 836b3c64 bcballd5 9f26eaa3
—
— 13
13 12 7 7315e8c0 ccffO488 cf4d0331 9f26eaa3
— — 13
13 12 5 cd7bal9e bdl0df 04 0bd46a31 9f26eaa3
—
— 13
Tableau 5.4
— Générateurs de période 2800
— 1, r = 25, w = 32.
r t q b,._, br_q b,. Q(z) m1 m2 V
25 7 — e6a68d20
— 287ab842 fa4f9b3f — — 74
25 18 — 26dc0579
— 88fc8c8a fa4f9b3f —
— 77
25 20 14 000le6fl 1d5e07e3 3e433359 f70211b8
—
— 42
25 24 16 beled999 e21e9910 e09361e8 f70211b8
—
— 54
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Tableau 5.5
— Valeurs de e pour les générateurs du tableau 5.4 pour £ = 16,... , 32.
£ 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
V=74 1 1 5 3 8 6 11 9 8 7 5 4 3 2 1
V=77 1 1 1 3 8 13 11 9 8 7 5 4 3 2 1
V=42 1 1 2 4 4 8 7 5 4 3 2 1
V=54 3 4 9 8 8 7 5 4 3 2 1
restreint à des générateurs de pleine période de longueurs 296
— 1, 2256
— 1, 2416
— 1
et 2800 — 1. Les résultats de la recherche sont exposés dans les tableaux 5.7, 5.8, 5.9
et 5.10. Pour certaines valeurs de s, aucun polynôme primitif n’a. été trouvé. C’est
pour cette raison que, pour certaines combinaisons de paramètres, on ne donne aucun
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Tableau 5.6 — Valeurs de Le pour le TT800 pour L = 1,... , 32.
L 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
L 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
16 10 8 14 13 5 22 16 11 7 3
22 19 17 15 13 11 9 8 7 5 4 3 2 1
Tableau 5.7 — Générateurs de période 296
— 1, r 3, w = 32.
r t q b_ br_q b,. Q(z) m2 V
taille des tables : 2
3 2 — 30000000
— a0000000 f6b5876b 5ccceO8O 71d7800c 3
3 2 — 30000000
— a0000000 f6b5876b 792b3701 9feZOObG 3
taille des tables : 2
3 2 — Oc000000
— 41000000 958357a6 8c5f6000 f00e8066 3
3 2 — a0000000
— 12000000 958357a6 1d768200 dleZOlc2 3
3 1 — 05000000
— 41000000 958357a6 5f226e01 f75181e6 3
taille des tables s 2
3 2 1 90000000 a0000000 50000000 8a81f5f4 24b97381 f 9d98000 O
3 2 1 90000000 30000000 50000000 8a81f5f4 b9b76401 b24b0001 O
3 2 1 60000000 a0000000 50000000 8a81f5f4 cee64401 6aae8000 O
3 2 1 90000000 30000000 50000000 8a81f5f4 a75d4481 a6598000 O
taille des tables : 2
3 2 1 03000000 48000000 18000000 fcb5fZl4 a4dO7cOl be2f800l O
3 2 1 21000000 12000000 Oa000000 f cb5f714 77f22481 57eb8001 O
3 2 1 41000000 30000000 c0000000 fcb5f7l4 b3af7681 bb680001 O
3 2 1 Oa000000 a0000000 11000000 fcb5fZl4 21549901 cf8f800l O
générateur. Par exemple, on n’a trouvé aucun générateur de période 2256_1 avec s = 3
et b,.. = O. Probablement qu’il n’existe pas de tels polynômes étant donné le peu
de paramètres possibles et que la recherche aléatoire de polynômes n’a donné aucun
résultat.
Tous les générateurs contenus dans les tableaux 5.7, 5.8, 5.9 et 5.10 sont excellents
dil point de vue de l’équidistribution. On a pu trouver des générateurs de période
296
— 1 qui sont ME. Pour les générateurs de période 2800 — 1, l’équidistribution est
telle que z = O pour L = 1,. . . ,16. Les autres écarts en dimension , pour les
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résolutions L 17,... ,32, sont donnés au tableau 5.11.
Tableau 5.8 — Générateurs de période 2256
— 1 r = 8, w = 32.
r t q br_t br_q b,. Q(z) ml m2 V
taille des tables : 2
8 5 3 a0000000 c0000000 30000000 d3e9de82 a13a9c81 5e6d801b 4
8 7 3 c0000000 50000000 60000000 d3e9de82 4c0ad481 ebd30053 5
8 7 4 60000000 90000000 c0000000 d3e9de82 b39e2581 36f30072 5
8 7 4 c0000000 90000000 30000000 d3e9de82 98fd4c01 eea3003c 5
taille des tables : 2
8 5 2 03000000 44000000 28000000 ae397b58 05bf4081 eb67000c 4
8 6 3 41000000 05000000 60000000 ae397b58 1360c281 f3eb8004 4
8 5 2 24000000 81000000 30000000 ae397b58 9b6ae201 73ce0002 4
8 6 3 60000000 11000000 41000000 ae397b58 c76a8801 cf2f000l 4
Tableau 5.9 — Générateurs de période 2416
— 1, r 13, w = 32.
r t q b,._ br_q b,. Q(z) m1 m2 V
taille des tables : 2
13 5 — 50000000
— 30000000 aeSbSOel c55b6000 fcbdOOl5 23
13 5 — 50000000
— 30000000 ae8b8Oel 360d4401 eb31803f 23
13 5 — 50000000
— 30000000 ae8b8Oel 9b5c6101 b2cb0058 25
taille des tables 2
13 8 — Oc000000
— 28000000 c65a6fe2 977e1101 facZ8000 20
13 5 — 21000000
— 44000000 c65a6fe2 df850601 e3758001 20
taille des tables 2
13 9 6 06000000 41000000 05000000 92bb39c1 5f9bcaOl fd9d8006 9
13 8 4 24000000 06000000 48000000 92bb39c1 79f85701 3fcb000e 9
13 8 5 11000000 Oc000000 30000000 92bb39c1 b8404581 22e30003 9
13 9 4 24000000 42000000 Oc000000 92bb39c1 41830700 83b50008 9
5.9 Implantations en C
Dans cette section, on présente deux implantations de générateurs. Chacune uti
lise une technique différente pour effectuer les multiplications dans 1F2. Les deux
Tableau 5.10 — Générateurs de période 2800 — 1, r = 25, w = 32.
r t q br_t br_q b,. Q(z) V
taille des tables 2
25 11 — 30000000
— 50000000 e3O7bcOe f7b31a80 af530001 72
25 11 — 30000000
— 50000000 e3O7bcOe fObal6Ol ab4b0000 75
25 14 — 60000000
— 30000000 e3O7bcOe cdlal000 8dc70001 78
taille des tables 2
25 11 — 05000000
— 12000000 f282ea95 a6ea0881 4de58000 67
25 14 — 11000000
— 18000000 f282ea95 e18e4881 2d5f8001 67
25 9
— 09000000
— 28000000 f282ea95 fa3cc98l 6cf88000 68
25 16 — 81000000
— 18000000 f282ea95 f7660f01 3fec0000 69
25 9
— 22000000
— 11000000 f 282ea95 bf f 09280 59ca0000 69
25 9
— 60000000
— 28000000 f282ea95 2e89a401 de278000 69
taille des tables : 2
25 21 6 30000000 c0000000 a0000000 e397e5c4 994aa401 5a9d8001 45
25 13 6 c0000000 30000000 a0000000 e397e5c4 9475ce01 e7ed000l 47
25 19 7 c0000000 60000000 90000000 e397e5c4 b3965001 2b6c8001 49
25 19 4 30000000 50000000 90000000 e397e5c4 366ac280 e7750001 49
25 18 8 60000000 90000000 50000000 e397e5c4 e2171580 9bd98001 52
25 13 11 a0000000 60000000 50000000 e397e5c4 d9769501 6ae58001 54
taille des tables : 2
25 18 13 42000000 21000000 50000000 9f1f0184 cl9ee400 7e778000 36
25 13 5 12000000 28000000 06000000 9f1f0184 9e60e080 736b0000 37
25 21 12 60000000 48000000 09000000 9f1f0184 ce2Ob000 785a8000 37
25 21 12 60000000 48000000 09000000 9f1f0184 68090201 c3cf800l 38
25 16 10 82000000 24000000 48000000 9f 1f0184 26f c4000 69570000 38
25 20 9 05000000 06000000 41000000 9f1f0184 8d868001 505c8001 38
Tableail 5.11 — Valeurs de pour les générateurs du tableau 5.10 pour £ = 16,.. . ,32.
t 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
V=36 2 4 8 7 5 4 3 2 1
V=37 3 4 8 7 5 4 3 2 1
V=37 1 1 1 1 2 5 4 7 5 4 3 2 1
V=38 1 2 5 8 7 5 4 3 2 1
1=38 1 2 2 3 8 7 5 4 3 2 1
V=38 1 1 2 4 8 7 5 4 3 2 1
techniques sont données dans les sections 5.7.1 et 5.7.2 et pour celles-ci, on utilise la
base polynômiale (1,C pour représenter les éléments de 1F2, où Q(z) est
le polynôme minimal de C. Celui-ci est irréductible et de degré 32 (donc, w = 32).
Les éléments de 1F2 sont représentés par des variables de type uns igned int qui
sont considérées comme des vecteurs de 32 bits. Le bit le plus significatif est C° = 1
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et le moins significatif est Ç°’. Par exemple, Ox8000000fUL représente l’élément
1 + 28 + (29 + (30 + 31. Pour représenter le polynôme Q(z) = z32 + Z1 az32, on
utilise le vecteur ta32,... ,ai) qui est emmagasiné dans une variable de type uns igned
int.
Pour chacune de deux techniques, il est nécessaire de remplir des tableaux de
valeurs qui sont utilisés par les générateurs. A cette fin, la fonction multiply() de
la figure 5.3 a été conçue pour multiplier deux éléments de F2. L’argument modPoly
est le polynôme Q(z) et a et b sont les deux éléments de ]F2 à multiplier. La fonction
muit iplyz O, qui est utilisée par muit iply O, retourne la valeur a(k où a est l’élément
de F2 représenté par a. Ces deux fonctions sont montrées à la figure 5.3.
#define W 32
/* Fonction qui retourne a zetak dans GF(232) */
unsigned int multiplyz (unsigned int a, int k, unsigned int modPoly)
{
int j
if (k == 0)
return a;
else {
for (I = O ; i < k; i++) {
if (1UL & a) {
a = (a » 1) modPoly;
I else
a = a » 1
I
return a;
I
I
/* Fonction qui retourne a fois b, dans GF(232) t/
unsigned int multiply (unsigned int a, unsigned int b,
unsigned int modPoly)
{
int i
unsigned int res = 0, verif = 1UL;
for (j = O ; i < w; i++) {
if (b & verif)
res multiplyz (e, w — 1 — i, modPoly)
verif « 1
I
return res
}
Figure 5.3 — Fichier GenF2w.c.
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5.9.1 Implantation en C de générateurs
avec coefficients quelconques
Dans cette sous-section, on présente une implantation en langage C de générateurs
qui utilisent une récurrence linéaire dans F2. Cette récurrence a un polynôme ca
ractéristique P(z) dont les coefficients sont quelconques. Pour celle-ci, le polynôme
caractéristique P(z) e lF2[zj est le trinôme zT + bT_tzt + b,. qui est décrit à la
première ligne de le tableau 5.4 et L = w = 32. Ainsi, on a r = 25, t = 7,
b18 = 1+(+(2+(5+(6+(8+(bo+(13+C14+(16+(20+C21+(23+C26,
b25 = (2 + ( + ( + (10 + (11 + (12 + (14 + (16 + (18 + (19 + + ( + (30 et
Q(z) = 1+z+z2+z3+z4+z6+z9+z’2+z13+z14+z’5+z’6+z’9+z20+z22+z23+
z26 + z27 + z28 + z29 + z30 + z31 + z32. Pour ce générateur, l’équidistribution est telle que
V 74. Nous présentons l’implantation de ce générateur puisque son polynôme ca
ractéristique n’a que deux coefficients non nuls (ce qui économise de l’espace mémoire
et améliore la vitesse d’exécution) et obtient une bonne valeur de V.
L’implantation est donnée à la figure 5.4. Celle-ci utilise la méthode présentée à
la section 5.ZJ et, aux équations (5.24) et (5.25), on utilise e = 3, wy = 10, w2 = 11,
w3 = 11. Ceci veut dire qe la multiplication par b,._ ou b,. nécessite 3 tables qui
prennent chacune 32 x 210, 32 x 211 et 32 x 211 bits, pour un total de 20 Ko. Puisque
Q(z) est un trinôme, il faut en tout 6 tables et elles occupent au total 40 Ko. Elles
sont implantés par les tableaux BRmT1, BRmT2, BRmT3 (pour b,._) et Bri, 3r2, Br3
(pour b,.) qui contiennent des valeurs de type unsigned int.
La fonction InitTables2_32_800 t) remplit les tableaux en utilisant la fonction
muit iply Q. Celle-ci fait les multiplications dans F2 nécessaires afin de remplir cha
cun des tableaux en tenant compte des valeurs de b,._ et b,..
Les macros MultBRminusl et MultBr implantent les multiplications pa.r bT_t et
b,.. L’argument X de chacun des macros représente un élément de F2 dans la base
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polynômiale que l’on veut multiplier.
La fonction F2wLFSR2_32_800() est l’implantation du LF$R dans IF2m. On peut
remarquer que l’implantation ressemble à celle d’un TGFSR [661 sans tempering. La
différence réside dans les macros MultBRminusT et MultBr. Pour obtenir le T800 [66],
il faudrait redéfinir les macros
#define Mult3RminusT(X) X
#define MultBr(X) (X»1) (Ox8ebfdO28UL * (X & Ox0000000UL))
La valeur de t est la même pour le T800.
Dans cette implantation, on calcule, à chaque 25 appels de la fonction, la sortie des
24 prochains appels et la sortie du présent appel de fonction. Ceci est plus efficace du
point de vue de la gestion de la mémoire cache, car l’état du générateur (qui contient
une quantité relativement élevée d’information) est chargé dans la cache seulement
une fois à toutes les 25 itérations.
Pour ce qui est du GCL polynômial, son implantation est donnée par la fonction
F2wPo1yLCG2_32_8000. Dans cette fonction, on utilise un « tableau rotatif » pour
éviter de décaler les valeurs dans le vecteur d’état à chaque itération. Ainsi, à la n
ième itération, le coefficient q.j est représenté par x[(L+i)R], pour j = 1,... , r.
On remarque que la fonction F2wPo1yLCG2_32_800() prend en argument un poin
teur vers une variable de type double. Ce paramètre représente le deuxième flot de
nombres aléatoires qui est produit par le CCL polynômial (comme il est discuté à la
section 5.4). Le deuxième bloc de 32 bits qui est mis à jour, soit x [L÷T] ou x [L+T—RJ,
est utilisé pour produire ce deuxième flot de valeurs aléatoires.
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#include “GenF2w.h”
#include F2w2_32 .h”
#defioe R 25
#define T 7
#define BruiT Oxe6a68d2OUL
#define 8r 0x287ab842Ut
#define modP Oxfa4f9b3fUL
#defioe MultBrmT(X)(BrmTl[(X&Oxffe00000UL)»21] BrmT2[(X&OxOO1ffc0OUL)»10] 8nT3[X& Ox000003ffUL]
#define MultBr(X) (Brl[(X&Oxffe000000L)»21] 8r2[ (X&OxO0lffc0OUL)»l0] Br3[X& Ox000003ffUL])
static unsigned int 8rmTl [2048] , BnT2 [2048], BrmT3 [1024] , 8r1 [2048], 8r2 [2048], 8r3 [1024]
void InitTables2_32_800 (void){
unsigned int j
for (j = O ; j < 2048; j-i-O {
BrmTl[j] = multiply (BruiT, j « 21, modP)
BnT2[j] = multiply (BruiT, j « 10, modP)
Brl[j] = multiply (Br, j « 21, modP)
Br2[j] = multiply (8r, j « 10, modP)
}
for (j = O ; j < 1024 ; j) {
BrmT3[j] = multiply (BruiT, j, modP)
Br3[j] = multiply (Br, j, uiodP)}
}
double F2wLFSR2_32_800 (void){
static int k = 0;
static unsigned int x[R] = { /* ioitial seeds R25 words */
Ox9Sf24dab, 0x0b685215, Oxe76ccae7, Oxaf3ec239, 0x715fad23,
Ox24aS9Oad, Ox69e4bSef, 0xbf456141, Ox96bclb7b, Oxa7bdf 825,
Oxclde7Sb7, 0x8858a9c9, 0x2da87693, Oxb6S7f9dd, Oxffdc8a9f,
0x8121da71, OxBbB23ecb, 0x885d05f 5, 0x4e20cd47, OxSa9adSd9,
0x512c0c03, Oxeaas7ccd, Ox4ccld3Of, 0x8891a8a1, Oxa6b7aadb }
if (k == R) { /* generate R words at one time */
iot kk;
for (kk = 0; kk <R — T; kk++) {
x[kk] = MultBrmT (x[kk + T]) MultBr (x[kk])}
for (; kk <R; kk++) {
x[kk] = MilltBruiT (x[kk + (T — R)]) MultBr (x[kk])}
k = 0;
}
returo ((double) x[k++] * 2.3283064370807974e—10)}
double F2uPolyLCO232800 (double *streem2){
static iot L = R — 1
static unsigned int x[R] = { /1’ initial seeds R=25 words */
Ox9Sf24dab, 0x0b685215, Oxe76ccae7, Oxaf3ec239, Ox7lSfad23,
Ox24aS9Oad, Ox69e4bSef, 0xbf456141, Ox96bclb7b, Oxa7bdf82S,
Oxclde7Sb7, 0x8858a9c9, 0x2da87693, Oxb6S7f9dd, Oxffdc8a9f,
0x8121da71, Ox8b823ecb, 0x886d05f 5, 0x4e20cd47, OxSa9adSd9,
0x512c0c03, Oxea8s7ccd, Ox4ccld3Of, 0x8891a8a1, Oxa6b7aadb
};
if (L<0) LR—1;
if (x[L]) {
if (L + T < R) {
x[L + T] MultBrmT (x[L])
*stream2 = (double) x[L + T] * 2.3283064370807974e—10} else {
x[L + T
— R] MultBrmT (x[L])
*stre2 = (double) x[L + T
— R] * 2.3283064370807974e—10}
x[L] = MultBr (x[L])
}
return ((double) x[L——] * 2.3283064370807974e—10)
}
Figure 5.4
— Fichier 0enF2w232. c.
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5.9.2 Implantation en C de générateurs avec coefficients b
particuliers
#include “GenF2w3j h”
#include “CeoF2w h”
#define R 25
#define W 32
#define 8rmT 0x42000000UL
#defjne BrmQ 0x21000000UL
#defjne Br 0x50000000UL
#define modP 0x9flfOl84UL
#define T 18
#define Q 13
#define 8rmTl 1
#define BrmT2 6
#define BrmQl 2
#define 8rmQ2 7
#define Bri 1
#define Br2 3
#define MultBrmT( X ) (((X&Oxffffff8oUL)»BrmT1Y((X&OxffffffsoUt)»BrmT2)TabBrmT[X & 0x0000007fUL])
#define MultBrmQ( X ) (((X&Oxffffff8oUL)»BnQ1Y((X&OxffffffsoUL)»BrmQ2YTabBrmQ[X & 0x0000007ftJL])
#define MultBr( X ) (((X&Oxffffff800L)»Brl) UX&0xffffff80UL)>)Br2) Tab8r [X & 0x0000007f0L])
#define TemperMi Oxcl9ee400UL
#define TemperM2 0x7e778000UL
#define SIZETABLE 7
static unsigned int TablirmT[1UL«SIZETABLE], TabBrmQ[1UL«SIZETABLE], TabBr [1UL«SIZETABLE]
void InjtTables3.7_800(void){
unsigned int j
for(j0 ;j<C1UL«SIZETABLE) ;j++)
TabBrmT[jJ = multiply (BruiT, j, modP)
for(j0 ;j<(lUL«SIZETABLE) ;j++)
TabBnQ[jl = uaultiply (BrmQ, j, modP)
for(j0 ;j<(1UL«SIZETABLE) ;j++)
TabBr[j] = eultiply (Br, j, modp)
}
double F2wPo1yLCG3_7_800 C double *stream2, double *stream3 ){
static int L = R—1
etatic uneigned int y, y2, y3, x[R] = {
Ox9Sf24dab, 0x0b685215, Oxe76ccae7, Oxaf3ec239, 0x715fed23, 0x24a590ad, 0x69e4b5ef, 0xbf456141,
Ox96bclbTb, Oxa7bdf 825, Oxclde7Sb7, 0x8858a9c9, 0x2da87693, OxbGS7f9dd, Oxffdc8a9f, 0x8121da71,
OxBbB23ecb, 0x885d05f 5, 0x4e20cd47, OxSa9edSd9, OxSl2cOcO3, Oxea857ccd, Ox4ccld3Of, 0x8891a8a1,
Oxa6b7aadb}
if (L<O)
LR-1
if(x[L] ){
if(L+T<R) y2 = x[L+T] MultBrmT(x[L]) ; else y2 = x[L+T—R] -= MultBnT(x[L])
if(L+Q<R) y3 = x[L+Q] MultBrmQ(x[L]) ; else y3 = x[L+Q—R] MultBnQ(x[L])
x[L] = MultBr(x[LJ)
}
y = x[L] ((x[L]«7) & TemperMi) ; y = y ((y «15) & TemperM2)
y2
=
y2 ((y2«7 ) & TemperMi) y2
=
y2 ((y2«lS) & TemperM2)
y3
=
y3 ((y3«7 ) & TemperMi) ; y3 y3 ((y3«i5) & TemperM2)
L--;
*stream2 = (double)y2 * 2.3283064370807974e—10;
*stream3 = (double)y3 * 2.3283064370807974e—10;
returo ( (double)y * 2.3283064370807974e—10
}
Figure 5.5 — Fichier GenF2w&7. c.
Cette section discute de l’implantation de générateurs dont le polynôme caractéris
tique P(z) = zr+br_tzt+br_qzdl+br e F2w[z] a quatre coefficients non nuls de la forme
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double F2wLFSR3_7_800 C void ) {
static iot k = 0
static unsigned int y,x[R]={
Ox9Sf24dab, 0x0b685215, Oxe76ccae7, Oxaf3ec239, 0x715fad23, 0x24a590ad, OxG9e4b5ef, 0xbf456141,
Ox96bcib7b, Oxa7bdf 825, Oxclde7Sb7, 0x8858a9c9, 0x2da87693, Oxb657f9dd, Oxffdc8a9f, 0x8121da71,
OxSbS23ecb, 0x885d05f5, 0x4e20cd47, OxSa9adSdg, 0x512c0c03, Oxea8s7ccd, Ox4ccld3Of, 0x8891a8a1,
Oxa6b7aadb}
if (k==R) {
int kk;
for (kk=0 ;kk<R—T ;k.k++)
x[kkj = MultBnT(x[kk+T]) Mult8mQ(x[kk+Q])
- MultBr(x[kk))
for C kk<R—Q ;kk++)
x[kk] = MultBrmT(x[kk+T—R]) MultBrmQ(x[kk+QJ) MultBr(x[kk])
for ( kk<R ;kk++)
x[kk] = MultBrmT(x[kk+T—R]) Mult8nQ(x[kk+Q—R))
- MultBr(x[kkj)
k0;
}
y = x[k] ((x[k]«7) & TemperMl)
y
=
y ((y «15) & TemperM2)
return ((double) y * 2.3283064370807974e—10
}
Figure 5.6 — Fichier GenF2w3_7. c (suite).
particulière b
= Z—0 cÇ. Pour chacun de ces coefficients, il u’y a que 2 valeurs de
c qui sont non nulles. Ces contraintes permettent une implantation rapide et efficace
au niveau de la mémoire, comme il est discuté dans la section 5.7.2.
Le polynôme caractéristique utilisé est celui du seizième générateur du tableau 5.10
(celui dont V = 36). Il est tel que br_t = (+ (6, br_q = (2 + (7 et br = (+ (3. Le
polynôme qui définit F2m est Q(z) = 1 + z3 + z4 + z5 + z6 + z7 + z11 + z12 + z13 + z14 +
z15 + z23 + z24 + z29 + z32. À remarquer que ce générateur nécessite un tempering de
Matsumoto-Kurita afin d’avoir l’équidistribution donnée.
Voici une explication du code de la figure 5.5. Les constantes R, W, T et Q sout
les valeurs des entiers r, w, t et q . Les constantes BrmT, BrmQ, Br et modP sont les
valeurs br_t, br_q,br et Q(z) représentées en notation hexadécimale. Les constantes
BrmTl, BrmT2, BrmQl, BrmQ2, Bri, Br2 sont les exposants des coefficients non négatifs
de br_t, br_q et b,.. Par exemple, puisque br_t = (+(6, on a que BrmTl=1 et BrmT2=6.
Les macros MultBrmT ( X ), MultBrmQ ( X ), MultBr ( X ) permettent de multi
plier un élément X de F2m par br_t, br_q et b,.. Ces macros implantent la technique
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discutée à la section 5.7.2. Chacune de ces multiplications se fait en 2 décalages vers
la droite et d’une consultation de tableau. Les tableaux utilisés pour chacun de ces
macros sont les tableaux TabBrml [J, Tab3rmQ [J et TabBr []. Ils sollt remplis par la
fonction InitTables3_7_800() qui doit être appelée avant d’utiliser le générateur.
Les constailtes TemperMi et TemperM2 sont les vecteurs de bits m1 et m2 nécessaires
pour le tempering de Matsumoto-Kurita.
L’implantation des fonctions F2wPo1yLCG3_7_800 et F2wLF$R3_7_800 est semblable
à celle des fonctions F2wP01yLCG2_32_800 et F2wLFSR2_32_800. Par contre, ces généra
teurs appliquent un temperillg de Matsumoto-Kurita à la sortie du générateur. Egale
ment, la fonction F2wP01yLCG3_7_800 retourne trois flots de nombres aléatoires car
P(z) a quatre coefficients non nuls.
5.10 Saut d’un grand
nombre de pas dans les récurrences
Souvent, pour l’implantation d’un générateur qui permet plusieurs flots de nom
bres aléatoires, comme c’est le cas pour les générateurs inclus dans la librairie SSJ [39]
et la librairie F2wStreams dont il est question à la section 5.11, il est nécessaire de
sauter dans la séquence d’un grand nombre (> 250) d’itérations efficacement. Dans
cette section, o montre comment sauter en avant de 2d itérations pour le GCL
polynômial et pour le LfSR dans lF2.
Dans le cas du GCL polynômial, étant donné un état q(z), le problème est de
trouver qn+e(z) zeq(z) mod P(z) où e est un grand nombre. La solution par la
force brute n’est pas considérée étant donné le temps nécessaire trop grand pour
arriver à la solution. Par exemple, supposons que l’on puisse avancer de io itérations
en 1 seconde, alors pour avancer de 250 itérations, cela prendrait 130 jours, ce qui est
175
impraticable pour les besoins de la simulation.
Une autre solution est de calculer directement qn+e (z). Ce problème est l’exponen
tiation dans le corps fini F2w [z]/P(z). Il existe plusieurs algorithmes d’exponentiation
dans la littérature (par exemple, voir [72]). Dans ce qui suit, on discute d’un seul
algorithme qui s’applique quand e est une puissance de 2.
Soit , un élément de F2m dont le polynôme minimal Q(z) E 1F2 [z] est irréductible.
L’élément est donc un générateur de F2m. Soit iç = tij un élément de 1F2m, où
tj 1F2. Puisque c2 c quand c e F2 et que 1F2m est un corps fiui de caractéristique
2, on a la propriété
7w—1 2 w—1
k2 (i) _kC2i
j=O j=O
Pour calculer k2 on n’a qu’à utiliser cette propriété d fois pour arriver à notre fin.
Ceci se résume à l’algorithme suivant.
Algorithme 5.1. Exponentiation de i e par e = 2d
1. Calculer = 2i mod Q(C) pour i = O,. . . ,w — 1.
2. T — k
3. Répéter l’action suivante cl fois
SoitT=Z’7-oùjEF2pourj=O,...,w—1.
T
À la fin de cet algorithme, on a que T est ke.
Cet algorithme s’exécute en O(w + dw) opérations en supposant que la multipli
cation par dails F2m et l’addition dans 1F2m sont des opérations unitaires. Si on met
en mémoire les résultats cj, O < i < w, lors du premier appel à l’algorithme, chacun
des appels suivants se fait en O(dw) opérations.
Cet algorithme d’exponentiatiou dans F2m uos est utile pour le prochain algo
rithme qui effectue l’exponentiation dans F2w [zj/P(z). Puisque F2m [z]/P(z) est aussi
176
un corps fini de caractéristique 2, on peut bénéficier de la propriété suivante
(o + 1z + ... + r_iZT_l)2 ( + +... + _1z2(T_1)) mod P(z).
Pour calculer z2” mod P(z), on utilise l’algorithme suivant qui utilise cette pro
priété d fois.
Algorithme 5.2. Exponentiation de q(z) e W2w[zJ/P(z) par e =
1. Calculer pj(z) = z2 mod P(z) pour i = O,. .. , r — 1.
2. (z)—q(z)
3. Répéter l’action suivante d fois
Soit (z) = où e lF2w pour j = O,... T 1.
r—1 2(z)
—
À la fin de cet algorithme, on obtient (z) q(z)2d mod F(z).
À l’étape 3 de l’algorithme, on pourrait utiliser l’algorithme 5.1 pour calculer
En supposant que la multiplication dans It’2w se fait en 0(w2) opérations, on remarque
que l’algorithme s’exécute en 0(dr2w2) opérations.
L’algorithme 5.2 nous donne une méthode efficace pour calculer l’état d’un GCL
polynômial après 2° itérations. Du même coup, cet algorithme nous donne une métho
de pour calculer l’état d’un LFSR 2 itérations en avant. Voici maintenant comment
utiliser l’algorithme 5.2 afin de calculer m+2d.
De (5.1), on a
=
(5.29)
mfl+2
=
bim+i +
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On remplace m1 par (5.29) et on obtient
m+2 = b1 bm_+; + bm_2
On peut répéter ce stratagème pour calculer mfl+3,. .. en obtenant toujours ces
valeurs en termes de ma,. .
. ,mn_r+f. À un certain moment, on obtient
m+
=
où vj,j E lF2rn et à l’étape suivante,
m++i
= v5,1m1 +
= bm_+1 + vmfl_2
= v,1 bm_+i +
=
f v,ib + v,+1 si 1 i <r
vi+1,i =
( v,1b
Soit v = . . . , v1) et u0 = (b,., . . . ,b1). On observe que
vji = (0, vj,.,.. . , u) + v,1vo. (5.30)
L’équation (5.10) est la même que (5.30), sauf dans une représentation vectorielle.
On pourrait donc faire avancer un LFSR dans 1F2m de j itération en avant à l’aide
d’un GCL polynômial dans lF2w[z]/P(z). Pour ce faire, il suffit d’initialiser le GCL
polynômial avec qo(z) = biz+•
.
+b,._1z+b,. et calculer qe(z) = zeqo(z) mod P(z)
où e = 2”. On obtient
mn+e = qe,im +... + (5.31)
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De cette dernière équation, on déduit l’algorithme suivant.
Algorithme 5.3. ([4]) Calcul de (mn+e,. . . ,mn+e_r+i), l’état d’un LFSR e =
itérations en avant à partir du vecteur (m,,,..
. ,mfl_2T+1).
1. qo(z) b + b_1z + + b1z
2. Calculer q(z) zeqo(z) mod P(z) à l’aide de l’algorithme 5.2.
3. Pourj=O,...,r—1,
+— q,im_i + . . . + qe,Tmfl_T+1_j
Dans cet algorithme, afin de calculer l’état complet d’un LFSR, il est nécessaire de
connaître les 2r valeurs m_ pour j = O,. . . , 2r — 1. Dans une implantation efficace
d’un LfSR, on ne dispose que du vecteur d’état (m,,,. . .
, m_,+i). Par contre, il
est possible de calculer (m_,,. . .
,
mfl_,4) en utilisant un LFSR dont le polynôme
caractéristique est
p*(z) = zTP(1/z)
=
T +
où b0 = 1. Un LFSR avec ce polynôme caractéristique produit la même séquence
cyclique, mais dans l’ordre inverse. Pour construire ce LF$R, on assigne fri,,_
mn_r+j+1 pour j = O,.. . , r — 1. La récurrence est
=
Grâce à cette récurrence, on calcule
.
On obtient alors
=
pourj=r,...,2r—1.
En pratique, pour implanter des générateurs à plusieurs flots de variables aléatoi
res, il n’est pas nécessaire d’avoir l’état du générateur exactement 2’ itérations en
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avant. On pourrait se contenter d’obtenir l’état 2d + r itérations en avant. On pour
rait utiliser l’algorithme 5.3 pouf calculer (mn+r+e,. . . , à partir du vecteur
. .
,
m) qui peut être facilement connu en itérant r fois la récurrence.
À la prochaine section, on présente la bibliothèque informatique F2wStreams qui
utilise les algorithmes de cette section. Cette librairie implante un générateur de
nombres aléatoires qui peut être divisé en plusieurs flots de nombres aléatoires.
5.11 F2wStreams
À l’annexe C, on retrouve le guide pour la bibliothèque de fonctions F2w$treams.
Celle-ci permet d’implanter plusieurs flots de nombres aléatoires à partir d’un même
générateur basé sur une récurrence linéaire dans un corps de caractéristique 2. Tous
les générateurs qui sont donnés à la section 5.8 peuvent être implantés par cette
bibliothèque de fonctiolls. Le générateur duquel proviennent les flots de nombres
aléatoires est appelé générateur de base. Le développement de la bibliothèque a été
fortement inspiré de celle exposée dans [49].
Soit I, l’état initial du générateur de base et
G
= {u}>,
la séquence de valeurs produites par le générateur initialisé à I. Les flots sont produits
en découpant la séquence G en sections. Le g-ième flot est défini par
{uz(g_1)+}>o
où Z est une puissance de 2. L’état 1 est l’état du générateur qui produit le flot S.
À noter que Si = G.
Chaque flot est divisé en sous-flots. Le h-ième sous-flot du g-ième flot est défini
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par
Tg,h {Uz(g_1)+w(h_1)+n}n>o
où W est une puissance de 2. Les valeurs I’V et Z, qui sont définies par l’utilisateur,
doivent être telles que W < Z et jugées assez grandes pour qu’une application n’utilise
qu’une petite fraction de W valeurs aléatoires. Pour le g-ième flot, il n’y a qu’un seul
sous-flot actif. Soit h*, le numéro du sous-flot actif. Qualld l’utilisateur demande un
nombre aléatoire du g-ième flot, celui-ci retourne le prochain nombre aléatoire du flot
T9,h*.
Pour un flot S, donné, il y a quatre racines d’importance, soit 1g,, Cg, Bg et Ng. La
racine
‘g est la racine du début du flot. La racine Cg est l’état actuel du générateur
pour le sous-flot actif. La racine Bg indique le début du prochain sous-flot et Ng
indique le début du prochain flot. Ces racines sont manipulées par l’implantation et
ceci se fait à l’insu de l’utilisateur.
Pour la bibliothèque F2wStreams, on utilise par défaut L = w = 32. Également,
puisque les séquences de nombres aléatoires produites par les LF$R et les GCL po
lynômiaux sont les mêmes (pour un polynôme caractéristique P(z) donné), alors
seulement le GCL polyllômial est implanté.
Pour une application de simulation, un utilisateur crée un seul générateur de
base (celui de son choix parmi ceux trouvés à la section 5.8). Il peut créer un flot
pour chaque processus stochastique de la simulation. Pour chaque répétition de la
simulation, il peut changer de sous-flot. Un exemple d’un application est donné dans
le guide de F2wStreams.
Exemple 5.7. Un autre exemple d’utilisation d’un générateur à plusieurs flots est
pour un problème de simulation où il faut créer des objets avec plusieurs attributs
qui sont choisis selon certaines lois de probabilité. Concrètement, supposons qu’on
veuille simuler une file d’attente avec un seul serveur. Pour chaque client qui arrive,
mi doit générer deux variables aléatoires, son heure d’arrivée et son temps de service,
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selon les lois de probabilités prescrites par le modèle. Si on utilise l’inversion pour
produire ces variables aléatoires, alors une variable aléatoire uniforme est nécessaire
pour chacune d’elle. Dans l’implantatioll du modèle, on n’a qu’à créer deux flots, un
pour chaque variable aléatoire propre à chaque client.
L’avantage de cette implantation est que la synchronisation des variables aléa
toires est plus facile. La synchronisation est une technique de simulation qui permet
de comparer des modèles stochastiques semblables selon une mesure de performance
définie. En simulant les divers modèles dans les « mêmes conditions de ha.sard », on
arrive à comparer les modèles de manière efficace (voir [28] pour plus de détails sur
ces techniques de simulation). Pour les modèles de file d’attente, en utilisant un flot
pour les temps d’attente et un flot pour les temps d’arrivées, on peut garantir que les
temps d’arrivées et les temps de services sont les mêmes pour différents modèles, ce
qui n’est pas le cas si on utilise un seul flot pour tous les événements aléatoires des
systèmes.
5.12 Tests Statistiques
L’équidistribution est une mesure du niveau d’uniformité d’ensembles de points
sur toute la période d’un générateur. Si un générateur performe bien par rapport à
l’équidistribution, celui-ci devient un excellent candidat pour devenir un bon généra
teur de nombres pseudo-aléatoires. Afin de décider si un candidat est bon, il faut que
celui-ci performe bien par rapport à plusieurs tests statistiques empiriques. Ces tests
vérifient l’hypothèse nulle
u, u1,... sont des variables aléatoires uniformes indépendantes sur [0, 1).
Il existe des batteries de tests statistiques qui contiennent plusieurs tests qui
vérifient H0. Dans TestUOl [48], on implante plusieurs batteries de tests tels que
182
Crush et Rabbit. Il existe aussi la populaire batterie de tests DIEHARD [58] et la
suite de tests de NIST [93]. Seulement de très bons générateurs réussissent à passer
tous les tests inclus dans toutes ces batteries.
Les deux générateurs présentés à la section 5.9 ont été testés en utilisant les batte
ries DIEHARD, Crush et Rabbit. À part les tests qui dépendent des relations linéaires
entre les bits, aucun test n’a réussi à mettre en doute sérieusement l’hypothèse nulle.
Les tests qui dépendent des relations linéaires sur des bits sont échoués à coup sûr
puisque les nombres aléatoires sont effectivement produits par des relations linéaires
sur des bits (comme il est expliqué à la section 2.7). Ces relations étant déterministes,
on ne peut donc pas s’attendre à ce qu’elles se comportent de manière aléatoire. Par
contre, en ayant des relations linéaires de grand ordre, on s’assure que ce défaut ne
soit pas un handicap pour les générateurs, ce qui est le cas pour nos générateurs. On
peut donc conclure que ces générateurs sont de bonne qualité puisqu’ils performent
bien par rapport à l’équidistribution et, aussi, parce qu’aucun test statistique n’a
réussi à mettre en doute sérieusement l’hypothèse H0.
5.13 Performances
Dans cette section, on expose les performances, du point de vue de la rapidité
d’exécution, des quatre générateurs donnés dans la section 5.9. Ces générateurs sont
comparés à divers générateurs courants. Ceux-ci sont le Mersenne Twister [69], le
MRG32k3a [36] et TT800 [67]. Les temps d’exécutions sont donnés à la table 5.12. Le
test consistait à chronométrer le temps nécessaire à un générateur pour exécuter 1O
itérations et additionner tous les nombres produits. Dans ces tables, on donne aussi
la valeur de V, qui indique l’équidistribution, pour chacun des générateurs. Pour le
MT19937, sa valeur est mise en parenthèse puisqu’il ne s’agit pas d’un bon point de
comparaison étant donné que ce dernier a une période beaucoup plus grande.
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Pour les générateurs qui peuvent produire des sorties multiples à chaque itération
(comme il est expliqué à la section 5.4), nous avons testé les deux types d’implan
tations celle qui retourne une seule valeur par itération et celle qui retourne plu
sieurs valeurs par itération. Pour celle qui retourne plusieurs valeurs par itération,
nous avons chronométré le temps nécessaire pour exécuter i0 itérations et addition
ner toutes les sorties générées. Ce temps a été divisé par le nombre de sorties par
itérations, afin de comparer équitablement la vitesse de ces générateurs aux autres.
Ces générateurs sont indiqués par un astérisque (*).
Le test a été exécuté sur un ordinateur avec 1 Go de mémoire vive équipé d’un
processeur Intel Pentium 4 2.8Ghz. Le système d’exploitation était Linux, distribution
Redhat 8.0, et le programme a été compilé avec gcc 3.2 avec l’option d’optimisation
CLQ2
Tableau 5.12 — Temps nécessaire pour itérer
aléatoires produits.
i0 fois et additionner tous les nombres
Générateur
F2wLFSR2.32800
F2wPo1yLCG232..800
F2wP01yLCG2_32_800(*)
F2wLFSR3_7_800
F2wPo1yLCG37800
F2wP01yLCG3_7_800(*)
TT800
MT19937
MRG 32k3a
Temps (s)
39.5
36.4
31.3
32.8
40.7
33.0
44.0
31.6
V
74
74
74
36
36
36
261
(6750)
101
—
Les résultats indiquent que le MT19937 est toujours le plus rapide des générateurs
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testés. Par contre, la différence avec nos nouveallx générateurs n’est pas très grande.
Alors, pourquoi devrions-nous favoriser ces nouveaux générateurs par rapport au
MT19937? La réponse est tout ce qu’il y a de plus pragmatique le MT19937 est
difficile à utiliser à cause de son vecteur d’état qui est énorme. Un problème que
pourrait rencontrer un utilisatellr du MT19937 est la difficulté de choisir l’état initial.
On pourrait utiliser un autre générateur pour l’initialiser. Par contre, si on choisit
un autre générateur qui a un plus petit nombre d’états que le MT19937, alors ce ne
sont pas toutes les racines initiales du MT19937 qui sont disponibles à travers cet
autre générateur. Ce problème existe également pour nos nouveaux générateurs et le
TT800, mais ces derniers sont beaucoup moins sensibles à une mauvaise initialisation.
Par exemple, si un utilisateur initialise l’état avec un vecteur ne contenant que très peu
de bits mis à un, alors le vecteur d’état risque d’avoir peu de bits non nuls pendant un
très grand nombre d’itérations. Plus l’état est grand, plus le problème persiste long
temps. Pour pius de renseignement sur la manière d’initialiser ces générateurs, voir
le site internet http: //random .mat . sbg. ac . at/news/seedingTlsoO . html. Nous re
viendrons sur ce sujet au chapitre 7
Un autre problème du MT19937 est la manière de l’implanter pour une utilisation
avec plusieurs flots de nombres aléatoires. On pourrait utiliser une racine aléatoire
pour chaque flot, mais, dans ce cas, on doit garder en mémoire toutes les racines
utilisées pour répéter les simulations. Un autre approche est d’utiliser différents Mer-
senne twisters de petite période (par exemple, 2521
— 1) pour chaque flot et de les créer
dynamiquement. C’est ce qui est fait dans [70]. Un défaut de cette approche est qu’il
faut faire une recherche de paramètres pour trouver un générateur de pleine période
et aussi une recherche pour trouver le bon tempering à appliquer au générateur pour
chaque flot qui est créé. Ces deux recherches doivent être faites à chaque nouveau
flot et le temps pour les effectuer peut être non négligeable. Aussi, la qualité du
générateur risque de n’être pas aussi bonne que si on fait une recherche approfondie
des paramètres.
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Dans le cas de nos nouveaux générateurs, le problème de l’initialisation est présent
mais beaucoup moills accentué que pour le MT19937 (une expérience présentée au
chapitre Z tend à le démontrer). De plus, l’implantation d’un générateurs à plusieurs
flots de nombres aléatoires est relativement facile, comme il est expliqué à la sec
tion 5.11. L’état prend beaucoup moins de mémoire que pour le MT1993Z. Le seul
défaut potentiel de ces nouveaux générateurs est l’utilisation des tables qui prennent
de la mémoire. Par contre, dans une implantation avec plusieurs flots, un seul en
semble de tables est nécessaire, donc le « coût » est amorti sur tous les flots utilisés,
ce qui fait, qu’en bout de ligne, l’utilisation de la mémoire pourrait être beaucoup
moins grande pour nos nouveaux générateurs.
Chapitre 6
Ensembles de points pour
l’intégration quasi-Monte Carlo
Dans ce chapitre, on introdilit de nouveaux ensembles de points pour l’intégratioll
quasi-Monte Carlo constrilits à partir des récurreilces dont il est questioll au cha
pitre 5. Pour ces ensembles de points, nous ne sommes pas intéressés à ce que chaque
point soit considéré comme une variable aléatoire, mais plutôt à ce que l’ensemble de
points couvre de manière uniforme l’hypercube unitaire [O, i)t. Une particularité des
ensembles de points construits à partir d’une récurrence est que la dimension est infi
nie. On dit qu’ils ont une dimension infinie puisqu’il est toujours possible de rajouter
une coordonnée à un point en effectuant une itération de plus à la récurrence. Ceci est
fort utile lorsque la dimension du problème n’est pas connue d’avance. Les ensembles
de points que nous allons définir sont aussi stationnaires dans la dimension par le
lemme 4.8. Ces deux propriétés constituent deux avantages importants des ensembles
de points introduits dans ce chapitre. En général, les réseaux digitaux n’ont aucune
de ces deux propriétés.
On utilise des critères basés sur l’équidistribution, la q-valeur et la distance mini-
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male afin de trouver de bous ensembles de points. Cette recherche se fait a l’aide de la
bibliothèque informatique REGPOLY. Une fois que nous avons trouvé les meilleurs
ensembles de points possibles par rapport à chacun des critère, nous évaluons leur
performance sur différents problèmes d’intégration. Nous allons comparer les résultats
obtenus avec ceux obtenus par des ensembles de points de Sobol randomisés [98, 99].
Pour conduire ces expériences, nous utilisons la bibliothèque informatique « Sto chas-
tic Simulation in Java » (SSJ), un outil efficace pour la simulation stochastique,
dans laquelle nous avons programmé une implantation pour les ensembles de points
présentés. Parmi tant d’autres fonctionnalités, il permet l’utilisation de différents en
sembles de points pour l’intégration quasi-Monte Carlo.
6.1 Intégration quasi-Monte Carlo randomisée
Soit F, E [O, i)t, un ensemble de n points jugé uniforme (par un critère quel
conque). Nous voulons évaluer l’intégrale d’une fonction f [O, i)t —+ R sur le domaine
[O, i)t, c’est-à-dire
1(f)
= f f(x)dx[O,1)
à l’aide de l’estimateur quasi-Monte Carlo
tLm Qn,j
f(u)
uEPn,ï
et P7 est l’ensemble de points P, auquel on a appliqué une randomisation. La ran
domisation consiste en une transformation que l’on applique à un ensemble de points
qui fait en sorte que chacun des points de peut être considéré comme une variable
aléatoire uniforme sur [O, 1)t, mais qui conserve l’uniformité (ou l’enviable structure)
de l’ensemble de points origillal. Dans ce cas, l’estimateur t est un estimateur sans
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biais de l’intégrale 1(f). Quand on utilise l’intégration quasi-Monte Carlo, on veut
profiter du fait que P, couvre bien le domaine d’intégration pour obtenir une petite
erreur d’intégration. Par contre, si on estime 1(f) avec seulement m = 1 ensemble de
points, on n’a aucune idée de l’ordre de grandeur de l’erreur d’intégration. En répétant
plusieurs fois, avec plusiellrs ensembles de points randomisés indépendamment, il est
possible d’estimer l’erreur d’intégration.
Ainsi, les Q,j sont des variables aléatoires indépendantes et identiquement dis
tribilées de moyenne E[Q,] = 1(f). La variance de Q,,j peut être estimée par
On a que MC,n = E[ô] = Var[Q,j = mVar[jmj. Par le théorème de la limite
centrale, on a que
- I(f))/m N(O, 1)
quand m —* oo et on peut construire un intervalle de confiance sur la valeur de 1(f).
Plus la valeur de ôm est petite, plus l’intervalle est étroit. Pour une bonne estimation
de 1(f), il est préférable d’avoir une petite valeur de
L’estimateur dit Monte Carto est
=
où les u sont des variables aléatoires indépendantes et uniformes sur [O, i)t. La va
riance échantillonnale des f(u) est
1 n
—2 —
_____
—
— n — i j — ILn)
i=1
On a que o = = Var[f(u)j = nVar[i2].
Pollr évaluer la performance d’un ensemble de points, on utilise comme référence
le facteur de réduction de variance qui est défini par
— 1
2
7QMCn
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où ri est le nombre de points dans l’ensemble de points quasi-Monte Carlo. Plus le
rapport est grand, meilleur est jugé l’ensemble de points P. Pour estimer p, on utilise
7m
où n est le nombre de points dans l’ensemble de points quasi-Monte Carlo, m est le
nombre de randomisations utilisées dans la méthode quasi-Monte Carlo et n’ est le
nombre de variables aléatoires uniformes sur [0, l] utilisées dans la méthode Monte
Carlo.
Pour juger de la qualité de nos résultats, on aimerait obtenir un intervalle de
confiance de niveau c sur la valeur de p. On sait que le rapport de deux variances
empiriques suit la distribution F [1061 en supposant que les données suivent une loi
normale. Nous pourrions prétendre que le rapport /â suit une loi de distribution
F. Mais quelques vérifications, pour quelques fonctions difficiles à intégrer, nous ont
convaindils que l’hypothèse n’est pas valide. Quand la fonction est difficile à intégrer,
l’estimateur â, a une grande variance. Par exemple, pour la fonction f6 (dont la
description est donnée plus loin dans ce chapitre) en 75 dimensions, avec un ensemble
de 210 points, â peut prendre des valeurs variant de 7 x i0 à 3. Étant donné ces
difficultés, nons n’allons pas intégrer des fonctions en très haute dimension pour éviter
que l’estimateur de la variance contienne trop de bruit. Certaines fonctions à intégrer
sont telles qu’on sait que = 1, ce qui simplifie nos calculs. Dans les autres cas,
on utilise un grand nombre de valeurs aléatoires uniformes sur [0, lj pour estimer
u0 et on prend cet estimateur pour la vraie valeur. Cette simplification n’a pas de
conséquences véritables car nous sommes intéressés à connaître seulement l’ordre de
grandeur de p.
Pour les besoins de cette thèse, nous ne considérons que deux types de rando
misations. Celles-ci sont particulièrement bien adaptées dans le cas où l’ensemble de
points est un réseau digital. Soit P = ‘P(C, H, L, J), le réseau digital considéré.
Dans la définition 4.2, on observe qu’à chaque point (wo,. . . , Wt_i) e P, correspond
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mi vecteur de bits (yo,. . . ,y,—i). Ce dernier vecteur de bits est composé de t vecteurs
de L bits. On se sert de ces vecteurs pour effectuer les randomisations.
La première randomisation est obtenue par l’algorithme suivant
Algorithme 6.1. Translation digitale sur = ‘I’(C, H, L, J).
1. Choisir aléatoirement et uniformément un vecteur de bits U = (u0,. . .
,
où u E IF.
2. À chaque point (wo,.. . , Wt_1) e P correspond un vecteur (yo. .. . ,yt—i). Pour
chacun d’eux, calculer (w,. . . , w_1) en prenant le vecteur
(y,.
. .,y_1) (y,..
.,yti)
3. L’ensemble de points randomisé est constitué de tous les points (w,. . . ,wi)
ainsi obtenus. Ou le note P(U).
La deuxième randomisation considérée est appelé le mixage linéaire. Elle est ob
tenue par l’algorithme suivant
Algorithme 6.2. Mixage linéaire sur P = ‘I’t(C, H, L, J).
1. Choisir aléatoirement et uniformément une matrice M de bits, de dimension
L x L, parmi une classe bien précise de matrices.
2. À chaque point (w0,. . . ,w1) E P, correspond un vecteur (Yo,. . . ,yt—i). Pour
chacun d’eux, calculer (w, . .
,
w_1) en prenant le vecteur
(y,. . . ,y_1) M(yo,. . .
, yi)
3. L’ensemble de points randomisé est constitué de tous les points (w, . . . ,
ainsi obtenus. On le note P(M).
À la première étape de l’algorithme 6.2, on fait référence à une « classe bien précise
de matrices ». La classe de matrices que l’on considère dans cette thèse est celle des
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matrices où les entrées au-dessus de la diagonale sont nulles, ceux dans la diagonale
sont tous 1. Pour les entrées sous la diagonale, pour les k premières lignes, elles sont
1 ou O et pour les L — k dernières, elles sont toutes nulles. Cette classe de matrices
correspond à un type de mixage linéaire introduit par Matouek [64]. Bien que le
mixage linéaire ne se limite pas seulement à cette classe de matrices, nous allons
nous restreindre à celle-ci. Ainsi, pour le reste de cette thèse, le terme mixage linéaire
correspondra à cette classe de matrices. Ce mixage linéaire est intéressant puisque
l’ensemble de points P(M) a la même q-valeur que l’ensemble de points original [64]
(tout comme la translation digitale). Nous ferons aussi référence à ce type de mixage
linéaire au chapitre 8 pour expliquer certaines propriétés de générateurs de nombres
aléatoires.
On peut combiner les deux méthodes de randomisation en appliquant successive
ment le mixage linéaire et la translation digitale. L’ensemble de points ainsi obtenu
est noté P(M, Ui). Avec seulement le mixage linéaire, les points ne suivent pas la loi
uniforme. Par contre, en ajoutant la translation digitale, chacun des points suit une
loi uniforme et l’estimateur quasi-Monte Carlo résultant est sans biais.
6.2 Sortie y à utiliser pour quasi-Monte Carlo
Pour intégrer une fonction à l’aide des récurrences définies au chapitre 5, on utilise
l’ensemble de points B, L). Habituellement, les ensembles de points utilisés pour
l’intégration quasi-Monte Carlo (QMC) ont une cardinalité inférieure à 220. Puisque la
cardinalité de W(X, B, L) est il faut choisir r et w de manière à ce que le produit
rw ne soit pas trop grand. Au chapitre précédent, on avait toujours L w 32
puisque c’était pratique du point de vue de l’implantation et qu’on recherchait des
générateurs avec de longues périodes. Dans le cas qui nous intéresse maintenant, il
n’est pas possible d’avoir L = w = 32. Quand r > 2, il faut nécessairement que
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w < 10 pour obtenir un nombre de points inférieur à 220, mais on aimerait tout de
même avoir la résolution à la sortie L la plus près de 32 possible. Pour ces raisons,
on doit modifier la manière de construire la sortie.
On doit également modifier les récurrences puisque les récurrences définies au
chapitre 5 ne permettent pas d’obtenir ne très bonne équidistribution avec la nou
velle sortie que nous allons définir. Dans cette section, nous définissons ces nouvelles
récurrences et ces nouvelles manières de construire y afin que les récurrences dans lF2w
plissent être utilisées pour construire un ensemble de points utile pour l’intégration
QMC.
Pour le GCL polynômial, on modifie la récurrence pour obtenir
q(z) = z5q_1(z) mod P(z)
où s est un entier positif. Le polynôme caractéristiqile de cette récurrence n’est pas
nécessairement P(z). En fait, il s’agit de .(z), le polynôme minimal de z dans
lF2w[z]/P(z). La sortie est donnée par
p
=
. .
, qn+i,r, . . ...)
y = truncL(p).
Dans le cas des ensembles de points construits à partir d’une récurrence (comme c’est
le cas ici), le fait que la récurrence soit de période maximale ou non n’a pas d’impor
tance si ceux-ci sont utilisés pour l’intégration quasi-Monte Carlo. On est seulement
intéressé à ce que l’ensemble de points résultant (dans notre cas 1’(X, B, L)) soit le
plus llnlforme possible.
Pour le LfSR, on utilise la récurrence (5.1), mais la n-ième sortie est donnée par
p = (v5, v+i,
y = truncL(p)
o
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où s est un entier positif. Soit P(z), le polynôme caractéristique de la récurrence
(5.1). Le polynôme minimal de la séquence {m5}>o sur 1F2 est P(z), le polynôme
minimal de zS dans F2[z]/P(z).
Les deux théorèmes et le corollaire qui suivent justifient ces deux nouvelles récur
rences pour l’intégration quasi-Monte Carlo. Une conséquence de ces théorèmes est
que si s <r, alors, pour certaines valeurs de r et w, il est impossible pour le générateur
résultant d’être ME. Par exemple, si r = 4, w = 4, L = 16 et s = 1, les résultats
suivants indiquent que le générateur résultant est tel que t = t = r, mais aussi que
= 1 <tu. Dans ce cas, il est impossible de construire un GCL polynômial ou un
LF$R, avec les sorties définies ci-haut, qui soit ME puisque z8 = t — ts = 2 — 1 =
1 O. Il faut donc que s soit plus grand que r pour obtenir de bons générateurs.
Théorème 6.1. Prenons un LF$R qui produit à ta i-ième sortie te vecteur y =
(v5, ,vjs+T_1) oîl s < r. Ce générateur est tet que t5 = t = [r/s] et
t(s+l)w = 1.
Démonstration. Soit e, le j-ième vecteur unitaire de I. Soit
_(T T T \ ru
— . .
,V5P_) 2
et le vecteur résultant lorsque la récurrence est initialisée avec (vo,. .
vri) = e F pour j = 1,... , rw. Quand n <t, une propriété des vecteurs
est que
t si 1 <j — nsw <pw
= (6.1)
1. 0 sinon.
Ceci est dû au fait que, en aucun cas, les valeurs de y, pour j > r, ne sont impliquées
da.ns l’expression de
Quand t = [r/s] et £ = sw, pour déterminer l’équidistribution, il faut déterminer
le rang de la matrice H définie par la relation
H(vo, . . . , Vr_)T = (mo,, m1,5,. . . , mt_i,3)’. (6.2)
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On a que
in0,8,1 in1,5,1
m0,8,2 m1,5,2
1Tbo,s,T ml,s,rw . t—1,s,w
Par (6.1), on observe que H est une matrice rw x tsw semblable à la matrice
identité: sur la j-ième ligne, on retroilve le j-ième vecteur unitaire pour j = 1,. . . , tsw
et les autres lignes sont nulles. Évidemment, cette matrice est de plein rang tsw, donc
le générateur est tel que t5,,
= = tr/s].
Considérons maintenant la résoliltion L = (s + 1)w. Si [r/(s + 1)] = 1, alors,
trivialement, on a que t(s+l)w = t(s+l)w = 1. Sinon, vérifions l’équidistribution en
t = 2 dimensions. Dans ce cas, la matrice H est
rno,5+1,1 mi,5+l,i
ifl0,s+1,2 inl,s+l,2
mo,s+1,rw inl,S+1,rw
Une condition suffisante pour que H ne soit pas de plein rang est qu’elle ait au moins
m = rw — 2(s + 1)w + 1 lignes nulles. Pour que la ligne [mo,8+;, mi,5+i,1 soit nulle,
par l’équation (6.1), il faut que j ne remplisse aucune de ces deux conditions
1. 1j(s+1)w
2. 1 j — 8W < (s + 1)w.
Si on combine ces conditions, on obtient que pour j > (2s + 1)w, les lignes corres
pondantes sont nulles. La matrice H a imn lignes, donc elle comprend rw — 2sw
— w
lignes nulles ce qui est supérieur à m. On peut donc dire que H n’est pas de plein
rang et que t(s÷;)w 2. Par contre, en une dimension, le générateur est trivialement
équidistribué pour la résolution (s + 1)w. On a donc t(s+l)w = 1. E
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Théorème 6.2. Un GCL potynômiat dont te multiplicateur est z8 et ta i-ième sortie
est donnée par yj = (q,,.,. . . , a ta même q-valeur qu’un LFSR qui produit à ta
i-ième sortie te vecteur y = (v5, , v5_) pour t 1,. . . , TW.
Démonstration. Soit la matrice inversible de dimension r x r
1 0 0 ...00
b1 1 0 ... O O
b2 b1 1
... O O
br_2 br_2 ... b1 1 0
1 br 2 br 3 b1 1
avec ses éléments dans 1F2. Il est bien connu [321, et facilement vérifiable, que
. . .
, q,1) = Dr(mjs,. . . mi5_).
Soit Dr(F2), la matrice obtenue en remplaçant chacun des éléments d e F2’ de D,. par
la matrice Ad qui effectue la multiplication par d dans la base choisie. Cette dernière
a ses éléments dans IF2 et est de dimension rw x rw. On a alors
. .
. ,qi,i) = D,.(F2)(v3, . . . ,v,._). (6.3)
Ceci implique que la sortie du CCL polynômial y = (q,,.,... , qj,i) peut être obtenue
en appliquant le tempering
yj = D,.(F2)(v8,. . . , v5,._1)
au LFSR défini au théorème 6.1. La matrice D,.(F2) est une matrice triangulaire
avec des uns dans la diagonale principale et des éléments non nuls sous la diagonale
principale. Il est bien connu [63j que ce type de tempering ne change pas la q-valeur
(et l’équidistribution) par rapport au même générateur sans tempering. E
Corollaire 6.1. Si te muttipticateur du GCL potynômiat est z8, s < r et ta sortie est
donnée par y = (qn,,.,. . . , q,i), ators on a t, = = [r/s] et t(s+l)w = 1.
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Supposons que P(z) soit primitif. À la section 5.6, on montre que pour les LF$R
dans lF2 et les GCL polynômiallx, presque toutes les projections en deux dimensions
sont (2, w)-éqllidistribuées. Pour les ensembles de points qu’on a définis dans ce cha
pitre, on a également une propriété similaire si P(z) est primitif. Les deux prochains
corollaires donnent ce résultat.
Corollaire 6.2. Soit
m
=
y = rn
= W
‘lit = {(uo, u1, . . . , uy) (mr_i,. . . ,m0) E F’}
Supposons que P(z), te potynôme minimal sur F2 de ta séquence {m}>o, soit pri
mitif Soit b = (2WT — 1)/(2W — 1) et h = ppcm(b, s)/s. La projection ‘l’2({i, i +j}) est
(2, w)-équidistribuée si et seulement si j n’est pas un muttipte de h.
Corollaire 6.3. Soit q(z) = q,lzT_l + + q,. = zq_1(z) mod P(z) où P(z) E
1F2 [z] est primitif sur Soit y = q,- où q,,,. représente qn,r dans une base choisie
w (i—1)
—iet u
=
y7 2 . Soit t ensembte de points
= {(uo,ui,. .
. ,ut_i) : qo(z) E IF2w[Z]/P(Z)}.
Soit b = (2DT — 1)/(2W — 1) et h ppcm(b, s)/s. La projection 2({i, i + j}) est
(2, w)-équidistribuée si et seulement si j n’est pas un multiple de h.
Démonstration. Du théorème 5.5, pour les GCL polynômiaux et les LFSR, on sait
que l’ensemble de points {(uo, u5) : xo é JF)} n’est pas (2, w)-équidistribué si et
seulement si j est un multiple de b. On pellt voir, pour les deux corollaires, que
l’ensemble de points ‘l’2({i, i + j}) n’est pas (2, w)-équidistribué si et seulement si js
est un multiple de b. Pollr démontrer les deux corollaires, on doit trouver la plus petite
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valeur de c telle que c = js = ab pour un entier a. La solution est c = ppcm(b, s), ce
qui implique que j = ppcm(b, s)/s. On a donc que la projection ‘I’2({i, i + j}) n’est
pas (2, w)-équidistribuée si et seulement si j est un multiple de h = ppcm(b, s)/s. D
6.3 Résultats de recherche de paramètres
Nous avons cherché de bons petits générateurs du type LfSR qui utilisent la sortie
définie à la section 6.2 à l’aide de différents critères. Étant donné qu’on n’utilisera pas
ces générateurs comme générateurs de nombres aléatoires mais plutôt pour des appli
cations quasi-Monte Carlo, il n’est pas utile de parler de la période des générateurs,
mais plutôt de la cardinalité des ensembles de poillts qui peuvent être produits par
les générateurs. Ainsi, la cardinalité des ensembles de points considérés varie de 210
(quand rw = 10) à 2 (quand rw = 18).
Soit
= $(5,k,24,16,8,8) où k = rw et $2 = $(3,3,24,16). En tout, six critères de
recherche (voir section 4.7) ont été considérés A($1, A), e($1, A), z\($1, q — valeur),
q — valeur), z($2, F) et ($2, fi). Les deux premiers critères sont basés sur
l’équidistribution, les deux suivants sur la q-valeur et les deux derniers sur la distance
minimale. Pour les quatre premiers critères, on considère les projections jusqu’en
k dimensions successives, les projections en 2 dimensions dont l’espacement entre
les indices des coordonnées n’excèdent pas 24, les projections en 3 dimensions dont
l’espacement entre les indices des coordonnées n’excèdent pas 16, et les projections
en 4 et 5 dimensions dont l’espacement entre les indices des coordonnées n’excèdent
pas 8. Pour les critères basés sur la distance minimale, mi se restreint aux projections
successives en 2 et 3 dimensions, les projections en 2 dimensions dont l’espacement
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entre les indices des coordonnées n’excèdent pas 24 et les projectiolls en 3 dimensions
dont l’espacement entre les indices des coordonnées n’excèdent pas 16.
Ces paramètres de recherche sont quelqile peu arbitraires. En effet, rien ne dit
que ces projections sont celles qui sont importantes pour toutes les applicatiolls.
Néanmoins, nous les choisissons en espérant qu’elles sont importantes pour plusieurs
applications. Pour les critères basés sur la distance minimale, nous nons concentrons
sur les projections en 2 et 3 dimensions pour deux raisons d’ordre pratique : le temps
d’exécution de l’algorithme utilisé pour calculer F est exponentiel en la dimension
et le temps nécessaire pour mesurer l’uniformité avec ce critère est déjà assez long
avec ces projections et qu’en rajouter d’autres ferait en sorte qu’on ne puisse pas
échantillonner suffisamment d’ensembles de points dans la recherche.
Aux tableaux 6.1—6.6, on donne les résultats de ces recherches. La manière de
représenter Q(z) et les éléments de lF2 est la même qu’au chapitre 5. Pour les critères
du type (., ), pour un couple (r, w) dollné, il arrive fréquemment que deux ensembles
de points performent avec la même valeur au critère. Pour briser l’égalité, nous avons
utilisé le critère (.,
.) avec le même critère sous-jacent. Malgré ces efforts pour dis
criminer les ensembles de points, il arrive fréquemment que plusieurs ensembles de
points ne soient pas discriminés avec les deux critères. Dans ces cas, on donne jusqu’à
trois ensembles de paramètres pour un couple (r, w) (malgré que dails certains cas, on
en a trouvé beaucoup plus). Dans les tableaux 6.1—6.6, on affiche les résultats obte
nus aux deux critères pour les ensembles de points pour lesquels on désire une petite
valeur de (., .). On remarque que, en comparant deux à deux les tableaux 6.1—6.2,
6.3—6.4 et 6.5—6.6, si on désire une petite valeur de (., .), il est parfois payant de
sacrifier la qualité de certaines projections pour arriver à notre but.
199
Tableau 6.1 — Résultats de la recherche d’ensembles de n = points qui minimisent
le critère A).
r w Q(z) s b1
2 5 ld 217 1
2 5 14 248 3
2 5 17 899 ld
5 2 3 306 2
5 2 3 306 3
5 2 3 480 2
2 6 30 121 1f
2 6 21 219 22
2 6 33 497 2d
3 4 9 94 e
3 4 f 163 3
3 4 f 491 0
4 3 5 358 2
4 3 6 436 6
4 3 6 436 7
6 2 3 99 0
6 2 3 99 0
2 7 77 152 73
2 7 6a 689 79
2 7 7e 726 4d
7 2 3 548 2
7 2 3 548 2
3 5 ld 360 b
3 5 ld 697 10
3 5 12 734 le
5 3 5 19 5
2 8 b8 242 ab
2 8 8e 539 fb
2 8 d8 736 e7
4 4 9 842 3
8 2 3 42 0
8 2 3 42 0
8 2 3 836 0
2 9 189 13 150
2 9 110 272 140
2 9 119
3 6 24
63
92
b3 b4 b5 b6 b7 b8 b9 (S1,A) e(s1,A)
1
41
1
41
1
41
1 0 3 —
— — — 1 45
3 0 3 —
— — — 1 45
1 3 1 —
— — — 1 45
2
83
2
83
2
83
4 2 40
9 2 40
d 2 40
6 7 1 67
0 5 1 67
0 6 1 67
1 2 0 1 — —
— 2 45
1 1 0 1 — —
— 2 45
1
12
1
12
1 12
0 2 1 0 1
— — 1 12
0 2 3 0 3 —
— 1 12
3 1 20
lb 1 20
d 1 20
4 1 2
—
— —
— 1 78
1
53
1 53
____________________________
1 53
1 32
1 44
1 44
____ __________
1
_______
44
1 65
1 65
b2
9
1
9
o
o
O
24
a
1
4
o
e
5
o
O
1
2
52
62
2a
o
o
o
o
19
3
2a
61
ld
e
o
o
1
2b
led
o e
1 0 1 0 0 1
—
3 0 3 0 0 3—
0 1 0 2 2 1
—
454 123 3e 1 65
497 27 3a 3b 1 8
365 3 0 5 0 3 7
—
— — 2 10
897 0 3 1 3 3 0 3 1 3 2 33
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Tableau 6.2 — Résultats de la recherche d’ensembles de n points qui minimisent
le critère e(s1,A).
r w Q(z) s b1 b2 b3 b4 b5 b6 b7 b8 b9 e(s1,A)
2 5 17 124 13 12 41
2 5 14 620 a 8 41
25 127139 2 41
5 2 3 306 3 0 3 0 3
— —
— 45
5 2 3 631 3 3 0 0 1
— —
— 45
5 2 3 883 3 0 0 0 3 — —
— 45
2 6 21 97 25 25 79
2 6 33 298 12 18 79
2 6 25 353 28 35 79
34 9 2187 0 b 39
34 f 328 c O d 39
3 4 9 437 0 7 3 39
4 3 5 205 6 0 2 7 61
4 3 6 380 3 0 7 3 61
4 3 6 485 6 5 0 3 61
6 2 3 702 0 1 2 0 1 1 —
— 38
6 2 3 702 0 2 2 0 2 3
—
— 38
2 7 41 562 24 3f 12
2 7 48 653 70 41 12
2 7 60 822 67 74 12
7 2 3 548 2 0 0 2 1 0 1 — 12
7 2 3 548 2 0 0 2 3 0 3
— 12
3 5 le 360 8 0 3 20
3 5 ld 378 0 d 14 20
3 5 le 877 0 15 d 20
5 3 5 291 0 1 6 6 1
—
—
— 64
5 3 6 291 0 7 1 1 7
—
—
— 64
5 3 5 291 0 7 5 5 7 —
—
— 64
.2 8 8d 552 ef 19 51
2 8 fa 641 25 8 51
2 8 8e 846 95 al 51
4 4 c 286 4 9 e 4 31
4 4 f 533 a b 6 a 31
82 3 56 2 0 212223 43
8 2 3 309 3 0 0 3 1 2 0 3 43
2 9 19d 190 1a4 153 57
2 9 116 247 aa f8 57
2 9 135 589 12a 60 57
36 24 79 a O 2d 9
3 6 30 519 15 20 11 9
3 6 30 629 0 30 29 9
63 5 3652 0 2036 9
9 2 3 206 2 0 1 3 1 3 0 3 1 32
9 2 3 206 2 0 3 1 3 1 0 1 3 32
9 2 3 583 1 1 2 2 0 2 1 3 3 32
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Tableau 6.3 — Résultats de la recherche d’ensembles de ri = points qui minimisent
le critère z (Si, q — valeur).
r w Q(z) s b1 b2 b3 b4 b5 b6 b7 b8 b9 (S,q) e(s1,q)
25 14 62 1b3 5 716
25 le 2lZlab 5 716
25 le 899la2 5 716
52 3 47613021 5 677
52 3 47631023 5 677
52 3 48211111 5 677
26 2b 37 1935 6 849
34 9 837544 6 818
43 6 1390637 6 778
43 6 7060637 6 778
62 3 116201233 6 811
2 7 7b 585 24 32 8 935
72 3 4682011013 7 934
35 17 208 f09 8 992
53 6 67706022 8 969
28 fa 809e19c 9 1056
44 9 88304 e b 9 989
82 3 41630223331 9 1006
2 9 17a 260 f4 f 10 1238
3 6 39 97 1f 34 10 10 1176
63 5 733176306 10 1160
92 3 116022230033 10 1159
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Tableau 6.4
— Résultats de la recherche d’ensembles de n = 2 points qui minimisent
le critère e(s1, q — valeur).
r w Q(z) s b1 b2 b3 b4 b5 b6 b7 b8 b9 e(s1, q)
25 14 52172 688
2 5 lb 427 ld 1f 688
25 le 4858 8 688
52 3 4313 01 13 653
52 3 5921 331 653
52 3 5923 0113 653
2633 342613 794
34 c 292 b f7 754
43 6 3960 651 751
43 5 7740 173 751
62 3 3500 00313 771
62 3 8050 30033 771
2 7 6a 499 45 6d 915
72 3 2363 200031 889
35 le 448 a 141f 934
53 6 3502 6076 922
53 5 3505 1 21 922
2 8 a6 300 81 2c 1045
2 8 8e 781 99 57 1045
44 9 8160 3d 3 959
82 3 8590 0230111 997
2 9 198 652 144 2f 1155
3 6 21 731 0 29 37 1118
63 6 5517 44701 1089
92 3 4842 00101021 1104
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Tableau 6.5 — Résultats de la recherche d’ensembles de n = 2rt points qui minimisent
le critère ($2,P).
r w Q(z) . b1 b2 b3 b4 b5 b6 b7 b8 b9 (S2,Ft) e($2,r)
25 176927 d 3 212
52 3 5033001 3 216
2639 3473c24 4 311
34 c 202214 4 316
34 9 66502 b 4 316
43 5 6560237 4 307
62 3 434231033 4 314
62 3 748300303 4 314
62 3 856003101 4 314
2 7 44 292 76 50 4 308
2 7 77 393 29 45 4 308
72 3 1991030111 4 303
35 le 68 1e14 4 4 348
3 5 17 399 0 lb 19 4 348
53 6 4737005 4 340
2 8 c5 261 52 42 4 303
2851489678 4 303
44 c 675b f09 4 295
82 3 18423103321 4 299
29 1ea597b291 4 388
36 36 20021 f 5 381
63 5 259341672 5 389
92 3 279030100021 5 390
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Tableau 6.6
— Résultats de la recherche d’ensembles de n = 2’ points qui minimisent
le critère e(s2,r).
r w Q(z) s b1 b2 b3 b4 b5 b6 b7 b8 b9 e(s2,r)
2 5 ld 727 6 19 205
5 2 3 385 0 0 0 2 1 211
5 2 3 871 3 3 0 0 1 211
2 6 36 618 12 29 309
3 4 f 375 0 3 a 30$
4 3 5 122 1 7 0 5 305
6 2 3 795 3 0 2 1 1 1 309
2 7 5f 101 30 1f 302
7 2 3 361 0 0 1 1 0 0 1 304
7 2 3 729 2 3 0 1 0 0 1 304
3 5 17 480 c O f 330
5 3 6 362 5 1 0 3 2 342
5 3 6 711 4 5 1 0 2 342
2 8 d8 702 88 da 294
4 4 9 165 d c 3 b 295
4 4 c 741 c d a 9 295
8 2 3 356 0 0 0 0 3 3 2 1 289
2 9 1c7 474 1f3 6b 387
3 6 36 115 32 0 17 392
6 3 5 831 5 5 0 6 6 1 373
9 2 3 166 3 0 0 0 2 1 0 2 3 389
9 2 3 560 0 0 1 1 3 3 3 2 1 389
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6.4 Fonctions test
Dans cette section, on décrit des fonctions f que l’on tentera d’intégrer à l’aide
de différents ensemble de points. La liste des fonctions est donnée au tableau 6.7. 011
assigne un numéro à chacune des fonctions. Les fonctions f2, f et f sont tirées de
[25], tandis que les fonctions f à f sont proposées dans [91]. La fonction f15 est
proposée pour la première fois dans cette thèse. Les fonctions f2, f6, f9 et fii à fi
sont telles que la valeur de l’intégrale sur l’hypercube unitaire [0, i)t est nulle. Les
fonctions f2, f6, f et fis sont telles que u2 = 1 où u2 1(f2) — 1(f)2. Les fonctions
f16, f18 et fy sont reliées au problème de l’évaluation d’une option asiatique. Ce
problème est expliqué dans les prochaines sections.
Tableau 6.7 — Fonctions analytiques à intégrer
f2(x) —t/3)
f6(x) flZ(-2.4\/(x - 1/2) + 8(x - 1/2))
f9(x) où
= 27.20917094x3
— 36.19250850x2 + 8.983337562x + 0.7702079855.
t—i 4x—2+aj sf11(x) fl0 ou = 0.01
t—1 4xj—21+aj sf12(x) [1=0 1+a ou a = 1
t—I 4x—2+a sf13(x) fljrO 1+a ou ai = 3
1—1t—i 4xj—2+a, s
—J14XJ IIj=O 1-1-ai ou — J
3m n—1 f m—1f15(x) n(4m_3m) j=O k1 — 2Xjm+j
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6.4.1 Évaluation d’une option asiatique
Dans cette section, nous décrivons le problème qui consiste à évaluer la valeur
d’une option. Une option est un contrat financier dont la valellr dépend du prix d’une
denrée sous-jacente. Le type de contrat qu’on considère est une option asiatique 511T
une denrée dont le prix varie selon un mouvement Brownien géométrique. Soit 3(t),
le prix de la denrée a temps t. La valeur de l’option au temps t est C(t) et sa valeur
à l’échéance du contrat est donnée par
C(T) = max (0,
— K)
où = I S(t) et les temps t, 1 < j s et le prix K sont définis dans le
contrat.
Pour modéliser le prix de la denrée sous-jacente, nous utilisons le modèle de Black
et Scholes [1]. Sous ce modèle, on a que
dS(t) = u$(t)dt + us(t)dB (t)
où i est le rendement moyen de la denrée, u est la volatilité de la denrée et B(.) est
un mouvement Brownien standard. Le modèle suppose aussi l’existence d’une mesure
de risque nul sous laquelle
d$(t) = r$(t)dt + uS(t)dB (t)
où r est le taux d’intérêt sans risque et Ê(.) est un mouvement Brownien standard
sous la mesure de risque nul. La valeur au temps t = O de l’option asiatique est donnée
par
C(0) = É{eTC(T)],
où É est l’espérance sous la mesure de risque nulle. Le calcul cette espérance ne peut
se faire analytiquement et on utilise souvent les méthodes Monte Carlo/quasi-Monte
Carlo pour y arriver. Dans ce cas, il faut simuler l’évolution du prix de la denrée
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sous-jacente et être capable de le déterminer aux temps t, 1 j Ç s. Pour ce faire
on utilise la formule
= $(0)exp ((r
— 0.52)t + u(tj))
pour j = 1,... , s où (t) est une variable aléatoire normale de moyenne O et de
variance t. Pour évaluer l’espérance C(0), on simule n évolutions du prix de la denrée
sous-jacente, pour chacune d’elle, on calcule la valeur C(T). On génère n variables
aléatoires x1,. . . , xi,, uniformes sur [0, l)s où la j-ième coordonnée sert à générer la
variable aléatoire B(t) par inversion. Ainsi, on définit
f16(x) = e_TTC(T)
pour l’évolution du prix de la denrée sous-jacente décrite par le vecteur x. Estimer
C(0) revient à approximer
f16(x)dx.
Pour le besoin de cette thèse, nous ne considérons que les options qui sont telles
que T = 120/365, t = (T — s + j)/365, 8(0) = 100, u = 0.2, r = ln(1.09), comme
c’est le cas pour [42, 43, 51]. On estimera la valeur de l’option pour K = 90, 100, 110
et s = 10, 30. Pour simuler le mouvement Brownien, on utilise la technique standard
et le pont Brownien.
6.4.2 Évaluation de la dérivée du prix d’une option asiatique
La prochaine fonction à évaluer est directement liée au problème du prix d’une
option asiatique. On est intéressé à déterminer la sensibilité du prix par rapport à
deux paramètres du modèle, soit u et 8(0). Autrement dit, on veut évaluer
8C(0)
ILd
= 88(0)
20$
et
8C(0)
tlv
Ces deux valeurs sont communément nommés delta et vega dans le monde de la
finance. Dans [6], on moiltre que
— _TT8C(T)
— -rT Kd—e S(0) —e 1( S(o)
et
= eTT = eTT1(> K)±$(t) [lu () — (r+u2/2)t]
sont des estimateurs sans biais de d et ji, respectivement. Les fonctions f18 (x) et
f19 (x) sont définies par la valeur des estimateurs /td et f respectivement où x contient
l’information nécessaire pour produire une évolution du prix de la denrée sous-jacente.
Ainsi, on a que
E[] f fi8 (x)dx[0,1)8
et
=E{]= f f19(x)dx.
J [O,l)
On tentera d’évaluer ces intégrales par les méthodes quasi-Monte Carlo. Dans cette
thèse, on choisit les paramètres du modèle comme dans [6, 52]. Ceux-ci sont r = 0.07,
K = 100, T = 0.2 années. On estimera les intégrales pour s {10, 30} et $(0) é
{90, 100, 110}.
6.5 Méthodologie expérimentale
Afin de démontrer de manière efficace les forces et les faiblesses des ensembles de
points basés sur des récurrences linéaires dans F2 que nous avons introduites, poux
l’intégration quasi-Monte Carlo, nous avons estimé le facteur de réduction de variance
p pour plusieurs ensembles de points et pour les fonctions définies dans les sections
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précédentes. Les résultats de ces expériences sont illustrés à l’aide de graphiques aux
figures 6.8 à 6.36. L’interprétation de ces graphiques est donnée un peu plus loin dans
cette section.
Voici l« algorithme » ou la méthodologie qui a permis de construire ces gra
phiques.
Algorithme 6.3. Méthodologie
— Les fonctions à intégrer sont
• f2, f6, f9, fii, f12, f13 et f14 en 10 et 30 dimensions,
• f’5 en 100 dimensions avec m = 2, 5, 10, 20, 50,
• l’évaluation de l’option asiatique en 10 et 30 dimensions avec
K=90,K=lOOetK=110,
• l’évaluation de vega pour l’option asiatique en 10 et 30 dimensions avec
$(0) = 90, $(0) = 100 et 8(0) = 110,
• l’évaluation de delta pour l’option asiatique en 10 et 30 dimensions avec
8(0) = 90, 8(0) = 100 et 8(0) = 110.
— Les couples (r, w) à considérer sont
• (2, 5), (5, 2), (2,6), (3,4), (4,3), (6,2), (2, 7), (7,2), (3, 5), (5, 3),
(2,8), (4,4), (8, 2), (2, 9), (3,6), (6,3), (9,2).
— Les critères d’uniformité sont
• (8,,A), e(81,A),
• z(S,, q — valeur), e($, q — valeur),
• ($2,F) et e(s2,r).
— Pour chaque fonction f à intégrer, faire
Estimer la valeur de u avec
Pour chaque couple (r, w) à considérer, faire
Pour chaque critère d’uniformité C à considérer, faire
• Avec m = 1000, calculer ô
avec la translation digitale comme randomisation,
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pour un ensemble de points, de paramètres (r, w),
qui démontre la meilleure valeur observée du critère C
. [f, C, r, w] — jlo7/(2TJU)
Dans cet algorithme, on fait référeilce à « un ensemble de points, de paramètres
(r, w), qui démontre la meilleure valeur observée du critère C ». Pour illustrer ce que
nous voulons dire, prenons, par exemple, C = A(31, A) et (r, w) = (2, 5). Dans ce
cas, nous avons trouvé 235$ ensembles de points qui démontrent la meilleure valeur
observée, soit A(31, A) = 41. Parmi ces ensembles de points, nous en prenons un seul
pour calculer [f, C, r, w].
Dans la plupart de résultats exposés, les estimateurs de la réduction de variance
sont précis à au moins 10%. Les estimateurs les pius mauvais sont ceux pour les
fonctions f6, f, et f19. Pour f6 et f19, la plupart des estimateurs de réduction de
variance ont une erreur relative de moins de 25%. Pour fii, la plupart ont une erreur
relative de moins de 75%.
Les figures 6.8 à 6.36 contiennent beaucoup d’information. Commençons par les
figures 6.8 à 6.14 qui présentent les réductions de variance pour les fonctions f2,
f6, f9, fii, f12, f13 et f14 eu 10 et 30. Toutes ces figures utilisent le même format.
Elles sont composées de six graphiques qui présentent les réductions de variance pour
k 10, 12, 14, 15, 16, 18 où k = rw. L’échelle de l’axe vertical est logarithmique en
base 10. Chacun de ces graphiques donne la réduction de variances d’ensemble de
points sélectionnés par rapport à 6 critères d’uniformité. Chaque groupe de colonnes
d’une même couleur représente un critère d’uniformité selon la table suivante
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Couleur Critère
rouge (S1,A)
vert e(31,A)
bleu q — valeur)
mauve e(s1, q — valeur)
turquoise ($2, F)
gris e(s2,P)
Les deux dernières colonnes indiquent la rédllction de variance obtenue pour les
ensembles de points de Sobol avec le même nombre de points, mais avec deux ran
domisations différentes. L’avant-dernière colonne donne le résultat obtenu avec une
simple translation digitale et la dernière illustre la réduction de variance dans le cas
où on applique un mixage linéaire avec une translation digitale.
La hauteur de la colonne indique la valeur de 1og10 ,ô[J, C, r, w] obtenue quand la
dimension de la fonction à intégrer est 10 pour les ensembles de points qui ont été
sélectionnés par rapport au critère associé à la couleur de la colonne. Le « • » situé
dans le même axe vertical de la colonne indique la valellr de log10 [f, C, r, w] obtenue
quand la dimension de la fonction à intégrer est 30 pour les ensembles de points qui
ont été sélectionnés par rapport au critère associé à la couleur de la colonne.
Pour chaque couleur, il y a plusieurs colonnes qui correspondent chacune à un
couple (r, w). Par exemple, quand k = 10, on a (r, w) = (2,5) et (r, w) = (5, 2). La
première colonne d’une couleur correspond au couple (r, w) avec la plus petite valellr
de r, la deuxième colonne, à la deuxième plus petite valellr de r, etc..
Exemple 6.1. La figure 6.1 illustre un exemple d’un graphique dans le cas où k = 10
et où la fonction à intégrer est soit f2, f6, f9, fn, fr2, f;3 ou f. La légende, en
haut du graphique, indique quelles colonnes correspondent à quels critères. Les douze
premières colonnes donnent les résultats obtenus par des ensembles de points avec
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o
14
12
• A(S1,A) IG(S1, q)
10 se(s1,A) IA(S2,F)
8 • A(Sr q)
6
(25)(52) (25X52) (2,5)(52) (25)(52) (2,5)(5,2) (25)(52) Sabot
iibIibhi1
Figure 6.1
— Graphique expliquant la présentation des résultats.
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(T, w) = (2, 5) et (r, w) = (5, 2), en alternance. Les deux dernières colonnes donnent les
résultats obtenus pour les ensembles de points de Sobol randomisés avec la translation
digitale et le mixage linéaire avec la translation digitale.
Pour les tableaux 6.15 à 6.18, le format est similaire sauf que la hauteur des
colonnes correspond à la réduction de variance dans le cas où la dimension de la
fonction est nm = 100 et m est indiqué dans l’en-tête du tableau.
Pour les tableaux 6.19 à 6.30 (où on présente les facteurs de réduction de variance
pour l’évaluation du prix d’option asiatique, pour vega et delta), le format est similaire
à celui décrit par l’exemple 6.1.
Tableau 6.8 Réduction de variailce pour la follction f2
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Tableau 6.9 — Réduction de variance pour la fonctioll j6.
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Tableau 6.10 - Réduction de variance pour la fonction f.
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Tableau 6.11
— Réduction de variance pour la fonction f.
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Tableau 6.12 Récluction de variance pour la fonction f12.
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Tableau 6.13 — Réduction de variance pour la fonction fy.
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Tableau 6.11 — Réduction de variance pour la fonctioll f14.
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Tableau 6.15 - Réduction de variance pour la fonction f, ‘m = 2.
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Tableau 6.16 — Réductioll de variance pour la fonction f15, in 5.
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Tableau 6J7
- Rédllction de variance pour la fonction f. rn 20.
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Tableau 6.18
— Réductioll de variailce pour la follction f15’ ru = 50.
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Tableau 6.19
- Réduction de variance pour le prix de l’option asiatique. K = 90.
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Tableau 6.20 — Réduction de variance pour le prix de l’option asiaticlue, K 90.
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Tableau 6.21
— Réduction de variance pour le prix de l’option asiaticiue, K 100.
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Tableau 6.22 — Réduction de variance pour le prix de Foption asiatique. K = 100.
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Tableau 6.23 Réduction de variance
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pour le prix de l’option asiaticlue, K = 110.
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Tableau 6.24 Réduction de variance pour le prix de l’option asiatique, K 11.0.
6
4
3
2
6
4
3
2
3
2
k 15 k = 15 (Pont Brownien)
4
3
2
o
k = 16 k = 16 (Pont Brownien)
G k = 18 k = 18 (Pont Brownien)
Tableau 6.25 - Réduction de variance pour la fonction vega, S(0) = 90.
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oTableau 6.26
— Réduction de variance pour la fonction vega, S(0)
-- 90.
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Tableau 6.27
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Réduction de variance pour la fonction vega, 3(0) = 100.
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Tableau 6.2$
-. Réduction de variance pour la fonction vega, 3(0) 100.
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Tableau 6.29
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Réduction de variance pour la fonction vega, S(0) = 110.
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oTableau 6.30 - Réduction (le variance pour la fonction vega, S(0) = 110.
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cTableau 6.31
— Réduction de variance pour la fonction delta, 3(0) 90.
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oTableau 6.32 Réduction de variailce pour la fofiction delta, S(0) 90.
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Tableau 6.33
- Réduction de variance pour la fonction delta, 3(0) = 100.
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Tableau 6.34 Réduction de variance pour la fonction delta, S(0) 100.
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Tableau 6.35
— Réduction de variance pour la fonction delta, S(0) = 110.
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Tableau 6.36
- Réductioll de variance pour la fonction delta, $(0) = 110.
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6.6 Interprétation des résultats
La première remarque à faire sur les résultats est que les problèmes sont, pour
la plupart, en dimension 10 et 30 et que les ensembles de points ont été choisis avec
des critères qui considèrent 24 dimensions. Les résultats sont tout de même assez
convaincants sur la performance des ensembles de points basés sur une récurrence
dails F2. Probablement que, si on avait choisi nos ensembles de points avec des
critères taillés sur mesure pour les fonctions à intégrer, on aurait obtenu des résultats
encore meilleurs.
En observant tous les tableaux de résultats, un point qui semble ressortir est qu’il
n’y a pas un critère d’uniformité qui semble favoriser outrageusement une des fonc
tions à intégrer qu’on a utilisée. Un autre point qui ressort est que les ensembles de
points qui sont choisis avec un critère qui dépend de la distance minimale performent
très bien pour tous les problèmes qu’on a considérés. Parfois, c’est un ensemble de
points qui est sélectionné avec un critère basé sur la distance minimale qui performe le
mieux. On savait que la distance minimale est un critère important pour les ensembles
de points utilisés en infographie [26]. Les résultats qu’on obtient confirment que la
distance minimale peut être aussi un critère important pour d’autres types d’applica
tions et ce, indépendemment de la q-valeur de l’ensemble de points considéré. Au lieu
d’utiliser F ou la q-valeur, on peut construire des ensembles de points intéressants
en ne regardant que la distance minimale pour plusieurs applications.
Dans ce qui suit, on fera références à l’ensemble de points de Sobol avec la trans
lation digital comme « Sobol-1 » et l’ensemble de points de $obol avec le mixage
linéaire et la translation digital comme « $obol-2 ».
Le tableau 6.8 montre que nos nouveaux ensembles de points performent mieux
que les ensembles de points de Sobol, même randomisés, pour l’intégration de J2.
Les facteurs de réductions de variance vont de io à 1015 pour nos ensembles de
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points et les ensembles de points de $obol obtiennent, au mieux, 108. Au premier
regard, on pourrait penser qu’il s’agit d’une erreur étant donnée la magnitude des
facteurs de réductions de variance (c’est du moins ce que croyait l’auteur) et que f2
n’est qu’une sommation de fonctions en une seule dimension. Mais après une étude
préliminaire, il semblerait que les ensembles de points en une dimension (ou les pro
jections en une dimension) construits par un LFSR dans F2 ont la particularité
que des groupes de points sont localement antithétiques, c’est-à-dire que, pour un
intervalle [a2’, (a + 1)2_v], O < a < 2’, la moyenne des points qui tombent dans
cet intervalle est égale à (a + l/2)2_v pour u = 0, Ï . . . , u0 pour une valeur de u0.
Dans un article récent, Owen [80] montre comment obtenir des ensembles de points
localement antithétiques paire-à-paire à l’aide d’un mixage linéaire approprié. Pour
ses ensembles de points, dans un intervalle [a2_v, (a + Ï)2’], O < a < 2, tous les
points ont un « partenaire » tel que la moyenne des deux points est (a + l/2)2”
pour u = 0,. . . , k — 1 où 2k est la cardinalité de l’ensemble de points. Owen [80]
montre que l’estimateur quasi-Monte Carlo qui utilise un ensemble de points locale
ment antithétique a une variance dans O(2’) pour des fonctions en une dimension.
Nous croyons que ce résultat s’applique à nos ensembles de points et que ceci pourrait
expliquer la très grande réduction de variance.
Étant donné que nous avons découvert cette propriété de nos ensemble de points
dans la semaine précédant la soumission de cette thèse, nous n’avons pas pu analyser
celle-ci plus en détail. Évidemment, nous allons analyser cet aspect intéressant une
fois la thèse déposée.
Pour la fonction f6, la dimensionalité de l’intégrale est vraiment de t (par dimen
sionalité, on signifie que l’intégrale de f6 ne peut pas se décomposer en une somme
d’intégrales de plus faible dimension). Dans ce cas, plus la dimension augmente, plus
l’intégrale est difficile à intégrer par quasi-Monte Carlo. On observe ce phénomène
car quand t = 30, il n’y a plus de gain à utiliser quasi-Monte Carlo il n’y a prati
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quement pas de réduction de variance et même, quelquefois, on fait pire. Par contre,
en dimension t = 10, on obtient une réduction de variance et plusieurs ensembles de
points font miellx que Sobol. Quand k 18, les facteurs de réduction de variance
sont environ 100 pour plusieurs ensembles de points. Dans ce cas, on fait mieux que
Sobol-1 et $obol-2.
La fonction f est une sommation de fonctions en deux dimensions. Chaque
élément de la sommation utilise ne projection en deux dimensions différentes. Par
le théorème 5.6, on sait que la majorité des projections en deux dimensions sont par
faites jusqu’en résolution w. On doit donc s’attendre à ce que nos ensembles de points
performent bien pour cette fonction. C’est bien le cas quand k = 1$, les facteurs de
réduction de variance vont jusqu’à 1014 pour nos ensembles de poillts, tandis que les
ensembles de points de Sobol, même randomisés avec du mixage linéaire, obtiennent
des facteurs autour de io. Pour toutes les valeurs de k, on remarque que la grande
majorité de nos ensembles de points font mieux que les ensembles de points de Sobol.
Les fonctions f11 à f14 sont des fonctions dont la dimensionalité est t, mais où l’im
portance de chaque coordonnée, dans sa contribution pour la variance, décroît quand
a0 <
... <at_i et reste la même quand a0 =
... at_i. Pour et f12, l’importance
ne décroît pas avec l’indice de la coordonnée et pour f13 et f14, l’importance décroît.
La fonction fil semble être très difficile à intégrer par quasi-Monte Carlo. En t = 10
dimellsiolls, pour plusieurs de nos ensembles de poillts, o obtient des facteurs de
réduction de variance qui sont supérieurs à ceux obtenus par les ensembles de points
de Sobol. Pour k = 18, les facteurs vont jusqu’à 1000 pour nos ensembles de points,
tandis que pour $obol, les facteurs de réduction de variance ne dépassent pas 100.
Par contre, pour t 30, on n’arrive pas à faire mieux que la méthode Monte Carlo.
Pour la fonction f12, quand t = 10, on réussit toujours à faire mieux avec nos
nouveaux ensembles de points que ceux de Sobol. En partidilhier quand k = 18,
les facteurs sont de 106 pour certains ensembles choisis par rapport à la distance
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minimale. Pour $obol, quand k = 18, le mieux qu’on ait ll faire est io. Quand
t = 30, nos nouveaux ensembles de points font, en moyenne, un peu mieux que les
ensembles de points de Sobol. Les facteurs de réduction de variance vont de 1 à
environ 10.
Pour les fonctions fy et f14, de très bons facteurs de réductions de variance sont
obtenus pour t = 10 et t = 30. Pour f13, quand k = 18, on obtient un facteur de
réduction de variance de l’ordre de i0 pour un ensemble de points choisi avec un
critère basé sur la distance minimale. Pour f13 et f14, même avec peu de points, on a
de bons facteurs. Par exemple, pour la fonction f14, quand t = 30 et k = 10, on peut
obtenir des facteurs de l’ordre de 106 avec des ensembles de points choisis avec un
critère basé sur l’équidistribution. Dans cet exemple, $obol-1. et $obol-2 obtiennent
des facteurs de iO et iO, respectivement.
La fonction f15 est une sommation de fonctions dont la dimensionalité est m.
Pour celle-ci, la dimension de l’intégrale est t = nm = 100. Nous avons conçu cette
fonction pour observer l’efficacité de nos nouveaux ensembles de points quand la
fonction à intégrer est sensible à l’uniformité de projections de faibles dimensions
successives. Quand m = 2, les résultats obtenus par nos ensembles de points sont
assez impressionnants. Quand k = 10, les facteurs de réduction de variance sont de
l’ordre de 1015 avec nos nouveaux ensembles de points. Pour les ensembles de points
de $obol, quand k = 10, les facteurs obtenus sont de l’ordre de iO. Ce résultat est
explicable par le fait que les ensembles de points de $obol sont reconnus pour avoir
certaines projections en deux dimensions qui ne sont pas très uniformes et aussi à
cause du fait qe nos ensembles de points sont stationnaires dans la dimension et
que la majorité des projections en deux dimensions sont parfaitement équidistribués
jusqu’au w-ième bit par le corollaire 5.6. Pour m = 5, nos nouveaux ensembles de
points obtiennent encore de très bons résultats. Ils font, pour la plupart, mieux que
les ensembles de points de $obol. Malgré que les facteurs de réduction de variance
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sont moins bons que dans le cas où m = 2, on obtient tout de même, quand k = 18,
des facteurs de l’ordre de 1012.
Pour m = 20 et m = 50, les fonctions sont très difficiles à intégrer. Les résultats
démontrent, en général, que nos nouveaux ensembles de points ne réussissent pas à
faire vraiment mieux que par la méthode Monte Carlo, tout comme les ensembles de
points $obol-1 et $obol-2.
Dans les tableaux 6.19 à 6.30, on expose les résultats obtenus pour les fonctions
qui sont reliées au problème de l’évaluation d’une option asiatique. Pour simuler le
mouvement Brownien, nous avons utilisé deux méthodes la méthode standard et le
pont Brownien. Le pont Brownien fait en sorte que les coordonnées les plus impor
tantes dans l’évolution du mouvement Brownien sont les premières. Habituellement,
cette technique permet d’améliorer le facteur de réduction de variance [7]. Dans les
tableaux, on remarque cette tendance : les facteurs de réduction de variances sont
plus élevés quand le mouvement Brownien est produit par un pont Brownien.
Pour le problème de l’évaluation du prix d’une option asiatique, nos nouveaux
ensembles de points obtiennent des facteurs de réduction de variance, quand K = 90,
pouvant aller jusqu’à iO quand t = 10 et iO’ quand t = 30. On remarque que
nos nouveaux ensembles de points obtiennent des résultats semblables aux ensembles
de points de $obol pour ce problème. On remarque également que la réduction de
variance est moindre quand t = 30 comparativement au cas où t = 10.
Pour les problème de l’évaluation de delta et de vega, nos nouveaux ensembles
de points performent aussi bien que les ensembles de points de Sobol. Pour vega, les
facteurs de réduction de variance vont de 101/2 à 107/8. Pour delta, on obtient de
meilleurs facteurs ils vont de 10 à iO.
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6.7 Conclusions
Dans la section précédente, nous avons présenté les résultats de certaines expérien
ces qui montrent empiriquement la bonne qualité des ensembles de points qui sont
donnés dans les tableaux 6.1 à 6.6. Les qualités principales de ces ensembles de points
sont qu’ils ont une dimension infinie, qu’ils sont stationnaires dans la dimension,
que la plupart des projections en deux dimensions sont parfaitement équidistribuées
jusqu’au w-ième bit et qu’il semble que les projections en une dimension donnent des
ensembles de points qui sont localement antithétiques.
Les expériences nous ont montré que, dans la plupart des fonctions que nous avons
utilisées, nos nouveaux ensembles de points font mieux que les ensembles de points
de Sobol, même ceux qui sont randomisés avec du mixage linéaire.
Les résultats démontrent aussi l’utilité de critères basés sur la distance minimale,
puisque les ensembles de points choisis selon ces critères performent aussi bien que
ceux choisis selon des critères basés sur la p-équidistribution. À ce moment-ci, les
raisons qui expliquent cela restent à étudier. On pourrait définir des critères, basés
sur la distance minimale, qui permettent de garantir certaines bornes sur l’erreur
d’intégration de certaines classes de fonctions. Pour des applications en optimisation,
il serait également intéressant d’étudier les liens qui pourraient exister entre la dis
tance minimale et la dispersion (voir chapitre 6 de [74]) quand l’ensemble de points
est un réseau digital.
Chapitre Y
Générateurs à opérations binaires
Pour la plupart des générateurs courants, on utilise une récurrence simple sur
un corps fini à partir de laquelle est construit un générateur de nombres aléatoires.
Souvent, la récurrence choisie n’est pas bien adaptée à une implantation sur ordina
teur. Pour certains types de générateurs, il faut utiliser des astuces afin de réussir
à obtenir une implantation efficace du point de vue de la rapidité. Par exemple, au
chapitre 5, deux techniques d’implantations ont été présentées pour les générateurs
basés sur une récurrence linéaire dans JF2. Pour d’autres types de générateurs, on
doit se restreindre dans le choix des paramètres pour que l’implantation soit rapide.
Par exemple, pour les générateurs à récurrences multiples (ou « multiple redursive
generator »), on doit faire des choix sur certains coefficients pour que l’implantation
soit rapide [50]. Ceci fait en sorte qu’on s’impose des restrictions quant au choix des
paramètres qui sont multiples. On doit choisir les paramètres de manière à ce que
— le générateur ait la période voulue,
— l’implantation soit efficace du point de vue de la mémoire et de la vitesse, et
— l’uniformité des points produits soit excellente.
Il semble que répondre à ces trois critères soit un but difficile à atteindre si on se limite
à une récurrence donnée dans un corps fini. Par exemple, pour les générateurs intro-
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duits au chapitre 5, 011 construit des générateurs basés sur des récurrences linéaires
sur F2m. Pour ceux-ci, l’implantation n’est pas aussi efficace du point de vue de la
mémoire qu’un TGFSR ou du Mersenne Twister. Par contre, l’équidistribution est
meilleure, à longueur de période similaire.
Dans ce chapitre, l’approche est d’utiliser une récurrence assez générale, qui tient
compte de la manière dont l’ordinateur manipule l’information, afin de définir une
nouvelle famille de générateurs. De cette manière, on s’assure de bien faire au niveau
de l’efficacité. Cette récurrence générale combine, d’une certaine manière, l’implanta
tion d’un GCL polynomial et d’un LF$R. Au lieu de n’observer qu’un seul bloc de 32
bits et d’en modifier plusieurs ou d’observer plusieurs blocs et d’en modifier qu’un,
on propose une récurrence dans laquelle on observe six blocs pour en modifier deux.
Ce nouveau type de générateur utilise une récurrence linéaire sur F, l’espace
des vecteurs eu k dimensions d’éléments dans F2. La récurrence est basée sur des
opérations linéaires sur F qui peuvent s’effectuer rapidement sur un ordinateur. Un
exemple d’une opération permise est l’addition de vecteurs dans F2k. Celle-ci est
implantée efficacement par un 011-exclusif bit à bit et est habituellement effectuée
par blocs de 32 bits. Nous nommons ce nouveau type de générateur WELLRNG
pour “Well Equidistributed Long-Period Linear Random Number Generator”. Le
nom décrit bien ces générateurs puisque les ensembles de points produits par ces
générateurs sont bien équidistribués, ils ont une longue période (même extrêmement
longue dans certains cas) et ils utilisent une récurrence linéaire. Cet acronyme nous
permettra d’identifier ce type de générateur sans ambiguïté.
Les qualités principales de ces nouveaux générateurs, en plus de leur rapidité et
de leur longue période, sont le nombre élevé de coefficients non nuls dans le polynôme
caractéristique de la matrice de transition et la très bonne équidistribution qui peut
être obtenue. Le grand nombre de coefficients est une indication du niveau élevé de
« brassage » de la matrice de transition. Le polynôme caractéristique indiquant la
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relation linéaire liant chacun des x,,, plus il y a de coefficients non mils, plus la relation
linéaire est compliquée et plus le nouvel état est « différent » par rapport aux états
précédents.
La récurrence sur laquelle se base ce nouveau type de générateur entre dans le cadre
des équations (1.1)-(1.4). La matrice X est composée de sous-matrices de dimension
32 x 32. Ce choix de dimension pour ces matrices est fondé sur le fait que la plupart
des ordinateurs courants traitent efficacement les opérations sur des vecteurs de 32
bits.
Noils donnons des paramètres de générateurs qui ont des périodes qui vont jusqu’à
— 1 et qui ont une excellente uniformité. Le développement de ces générateurs
n’aurait jamais été possible sans l’implantation, dans REGPOLY, des algorithmes
décrits aux sections 2.5 et 2.6 qui permettent de déterminer la primitivité du polynôme
caractéristique de la matrice de transition X, même quand la dimension de X est
énorme. De plus, sans une implantation efficace, dans REGPOLY, de l’algorithme
de réduction d’une base d’lln réseau polynômial, il aurait été très difficile d’analyser
l’équidistribution de ces nouveaux générateurs. Beaucoup d’heures de programmation
ont été investies afin d’optimiser les implantations et d’obtenir les génératellrs que
l’on introduit dans ce chapitre.
Dans ce qui sut, on définit la matrice de transition X utilisée par les nou
veaux générateurs. Également, on introduit un algorithme de recherche qui permet
de trouver des générateurs de pleine période. Grâce à cet algorithme, on trouve des
générateurs qui ont une période maximale, qui possèdent une implantation efficace
et une excellente équidistribution. De plus, on donne une implantation en langage C
d’un générateur qui a mie période de 21024 — 1 et une autre d’un autre générateur
de période
— 1. Finalement, les résultats à des tests statistiques et des tests de
vitesse d’exécution sont présentés pour quelques générateurs.
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7.1 Description des générateurs
L’état d’un WELLRNG est un vecteur de rw bits
_T T ‘jX — o’ ,n r—1)
où n O, v,,, E JB’, O < i < r et r est un entier positif. Les vecteurs sont vus
comme des vecteurs colonnes. La récurrence de ce générateur est
xn Xxn_l
où la multiplication par la matrice X est effectuée par l’algorithme 7.1. L’idée de
l’algorithme est d’obtenir une matrice de transition X relativement compliquée avec
un petit nombres d’opérations. Pour ce faire, l’algorithme iltilise 6 blocs de w bits
de l’état x et les combine pour obtenir les vecteurs de bits z0, z1 et z2. Ensuite, on
recombine ces vecteurs pour obtenir les vecteurs z3 et z4. Ces deux derniers vecteurs
sont utilisés pour mettre à jour l’état du générateur. Grâce à cette stratégie, on espère
que la matrice X « mélange » assez bien les bits d’une itération à l’autre pour obtenir
de bons générateurs.
Dans l’algorithme 7.1, les matrices T sont des matrices w x w et la matrice S, de
dimension w x 2w, est définie par
/0 o\ /i o\$
= ( u ) , U? = ( ) , L_ = ( )\O Ip) O 0]
où p est un entier positif, Ui,, et L_ sont des matrices de dimension w x w et I, est
une matrice identité de dimension p x p. Les valeurs m sont sont des entiers positifs
telsque 1<m <r—2, 1<i<3.
Algorithme 7.1. Une itération d’un générateur WELLRNG.
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z0
—
z1 — Tov,o ÉD TiVn,mi
Z2 T2Vn,m2 ÉD T3Vn,m3
z3 — z1ÉDz2
z4 — Tzo ÉD T5z1 ÉD T6z2 ÉD T7z3
Vn+1,T_1 < & m1,
pourj = T—2,...,2
vri+1,i — VTL,j_1
vn+1,1 — z3
vn+1,0 — z4
On peut déduire la matrice de transition X en examinant l’algorithme 7.1. Le
vecteur v÷i,o est obtenu par
v+i,o = T4z0 ÉD T5z1 ÉD T6z2 ÉD T7z3
= T4$(’4,r_2, 4,r_i)T ÉD T5(T0v,0 ÉD TiVn,mi) ÉD T6(T2Vn,m2 ÉD T3Vn,m3)
ÉDT7(Tov,o ÉD TiVn,mi ÉD T2Vn,m2 ÉD T3Vn,ma)
= T4Upvn,r_2 ÉD T4Lw_pvn,r_1 ÉD (T5T0 ÉD T7To)v,o ÉD (T5T1 ÉD T7T1)Vn,my
ÉD(T6T2 ÉD T7T2)vn,m2 ÉD (T6T3 ÉD T7T3)vn,m3
et le vecteur v,+U est obtenu par
vi4 = Tov,o ÉD TiVn,mi ÉD T2Vn,m2 ÉD T3Vn,m3.
Les vecteurs pour j = 2,. . . , r — 1 sont obtenus par vi,j = v,j_i. Grâce à
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ces équations, on en déduit la matrice de transition X, de dimension rw x rw, qui est
T5,7,0 O O ... O T5,7,1 O ... O T6,7,2 O ... O T6,7,3 O ... O T4L_
T0 OO...O T1 0.0 T2 0...0 T3 O...0 O O
O I0...0 O 0...0 O O...0 O O...O O O
O OI...0 O 0.0 0 O...O O O...O O O
O OO...O O O...O O O...O O O...I O O
O OO...O O O...O O O...O O O...O I O J
où Tj,,k = TT1. T3Tk. Les matrices T1, T2 et T3 se trouvent dans les m1-ième, m2-
ième et m3-ième colonnes de blocs de matrices. On remarque que cette matrice n’est
pas de plein rang rw sip> O car lesp dernières colonnes de X sont nulles. Par contre,
nous allons donner une condition nécessaire et suffisante pour que la matrice X soit
de rang rw
—
p. Soit la i-ième ligne de la matrice X. En additionnant à X1 le
vecteur
T5,7X2 (T6,7,2 + T5,7,2)X(m2+2) (T6,7,3 + T5,7,3)X(m3+2)
et en plaçant le vecteur X’ à la dernière ligne (en décalant toutes les autres lignes
d’une position vers le haut) on obtient la matrice
T000...0T10...0T20...0T30...00 O
OIO...000...000...000...00 O
OOI...000...000...000...00 O
OOO.OOO...OOO.OOO...IO O
000...000...000...000...OI O
ODO...OOO...O0O...OOO...OOT4L_
Cette transformation conserve le rang de la matrice X et nous permet de déduire une
condition nécessaire et suffisante pour que celle-ci soit de rang wr
—
p.
Proposition 7.1. X est de ptein rang si et seulement si lb est de plein rang w et
les w
—
p premières lignes de T4 sont linéairement indépendantes.
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Pour choisir nos matrices T0 et T4, au lieu d’utiliser cette proposition, nous allons
plutôt utiliser le corollaire suivant qui donne une condition suffisante plus pratique.
Corollaire 7.1. Si tes matrices T0 et T4 sont de ptein rang, alors ta matrice de
transztzon X d’un WELLRNG est de rang wr
—
p.
Le fait que le rang de la matrice soit wr
— p peut sembler un désavantage, puis
qu’on ne pourra pas jamais atteindre la période de 2””
— 1. Bien que cela soit vrai,
l’avantage qu’on y gagne est dans la détermination de la période du générateur. Pour
montrer qu’un générateur est de période 2k
— 1, il faut montrer que le polynôme
caractéristique de X est de degré k et qu’il est primitif. Dans le test de primitivité
présenté à l’algorithme 2.2, il faut connaître la factorisation de 2k
— Quand k est
grand, factoriser 2k
— 1 est un problème très difficile. Bien qu’il existe des tables
de ces factorisations (comme celles du projet Cunningham dont il est question à la
section 2.6), celles-ci ne sont pas complètes et pour k > 500, il y a beaucoup de factori
sations manquantes. Par contre, si 2
— 1 est un nombre premier de Mersenne, alors la
factorisation est connue et cela simplifie énormément l’algorithme 2.2 puisqu’il suffit
de vérifier si z2k z mod P(z). De plus, si 2k — 1 est un nombre premier de Mersenne,
alors un polynôme de degré k est primitif si et seulement s’il est irréductible. Tester
l’irréductibilité d’un polynôme est moins long à vérifier que d’effectuer z2k mod P(z)
quand k est grand. Si le polynôme caractéristique de la matrice X est de degré rw,
alors il est impossible que
— 1 soit un nombre premier de Mersenne. En effet, il
est facile de vérifier que
2
— 1 = (2T — 1)(2T(w_1) + 2T_ + ... + 2T + 1)
Le Mersenne twister [69] a été conçu pour obtenir des générateurs de très longue
période. En ayant une matrice de transition dont le degré du polynôme caractéristique
est un exposant de Mersenne, les auteurs ont été capables de trouver des générateurs
possédant de très longues périodes. Par contre, dans [691, pour déterminer la primi
tivité du polynôme caractéristique du Mersenne twister, les auteurs n’ont pas fait
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appel à un test d’irréductibilité, ni au calcul direct de z2k mod P(z), mais à une tech
nique appelée décimation inverse. Pour un entier j, O < j < k, s’il est possible de
déterminer x0 à partir de (x, x,.. . , x) en 0(k) opérations, alors la décimation
inverse devient avantageuse par rapport aux méthodes plus classiques. Dans le cas des
WELLRNG, cette technique ne semble pas être applicable, étant donné la complexité
de la matrice X. La récurrence simple du Mersenne twister permet de déterminer x0
à partir de (x, . . . ,x1) ell 0(k) opérations.
Les auteurs de [69] semblaient pessimistes sur les chances de trouver des généra
teurs de périodes très longues sans la méthode de la décimation inverse (section 4.1)
In our case, k is very large (> 10000), and according to mir experiment,
the direct computation may need several years to catch a primitive poly
nomial.
Les auteurs, lorsqu’ils font référence à « direct computation », ils signifient la vérification
directe de z2k z mod P(z). Par contre, dans cette affirmation, on ne sait pas s’ils
font référence au polynôme caractéristique d’un Mersenne twister ou de n’importe
quel autre générateur qui entre dans le cadre des équations (1.1)-(1.4). Malgré tout,
nous avons pu trouver des générateurs, sans la décimation inverse, mais plutôt grâce
aux algorithmes, qu’on pourrait qilalifier de « plus classiques », mais améliorés, qui
sont présentés aux sections 2.5 et 2.6.
Il ne reste plus qu’à déterminer la sortie pour les WELLRNG. On considère la
possibilité de prendre y v pour une valeur de j donnée telle que j < r. On
peut tout de suite éliminer la possibilité j r — 1, puisqu’on désire avoir une sortie
qui a w bits de résolution. On remarque que, à chaque itération, seuls les vecteurs
v,o et sont mis à jour avec de « nouvelles valeurs ». Les ailtres vecteurs,
pour j = 2,. . . , r—2, sont des copies de Ainsi, étant donné une initialisation
x0, la séquence {v,i}>o est la même que {v+j_i,}>o, pour j = 2 r — 2. Ceci
implique que choisir y = v, où j > 1 est équivalent à choisir y v,i. On peut
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montrer que choisir y, = n’est pas équivalent à choisir y = v,o de manière
expérimentale. En effet, les deux sorties, pour une même matrice X, ne donnent
pas les mêmes propriétés d’équidistribution. Par conséquent, les seules valeurs de j
intéressantes pour construire la sortie sont j = O et j = 1. Cette valeur de j est un
des paramètres qui définit un WELLRNG.
7.2 Sous-matrices de X
Les matrices T0,. . . , T7 n’ont pas été définies jusqu’à présent. On a seulement af
firmé qu’une condition suffisante pour que X soit de rang wr
—
p est que les matrices
T0 et T4 doivent être de plein rang w. Dans cette section, on définit des transforma
tions linéaires simples qui peuvent être représentées par une matrice. Pour définir un
WELLRNG, on assigne à chacune des matrices T0,... , T7 une de ces transformations
linéaires. Les matrices admises sont décrites au tableau 71
Les matrices Mo(t), M1 et M4(t, b) sont de rang w, à condition que le paramètre t
ne soit pas nul. Les matrices M7 et M3(t) où t O ne sont jamais de plein rang. Pour
M3(t), si t = O, alors M3(t) est M1, la matrice identité. Dans ce cas, M3(t) est de plein
rang. Également, pour qe M2(a) soit de plein rang, il faut que a(0) = 1. La matrice
Ms(r, s, t, a) provient d’un type de tempering que l’on peut appliquer efficacement à
un CCL polynômial. Voir [45] pour plus de détails sur cette matrice.
Le but de ces matrices est d’effectuer une transformation linéaire à un vecteur de w
bits x rapidement sur un ordinateur. On remarque que, pour chacune des matrices, la
transformation linéaire ne comporte pas le même nombre d’opérations. Par exemple,
on pourrait s’attendre à ce que multiplier x par M1 est plus rapide que le multiplier par
11/15(5, 5, 5, a). La multiplication par M1 ne comporte qu’une seule affectation tandis
que la multiplication par M5(5, 5, 5, a) nécessite une affectation, une comparaison, 2
ou-exclusifs bit à bit, un masque de bits et 2 décalages de bits. En comptant le nombre
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Tableau 7.1 — Sous-matrices admises pour X.
Matrice M Transformation linéaire y = Mx
Mo(t) f x(x»t) sitOy=s
—w < t < w x (x < —t) sinon
M1 y=x
M2(a) f (x»1)a six’=1y=s
aE1F’ t (x»1) sinon
M3(t) f (x»t) sitOy=.
—w t < w (x « —t) sinon
M4(t,b)
I xe3((x«t)b) sitO
—wtw y=
x ((x» —t)&b) sinon
b e 1F
f (((x«r)(x» (w—r)))&d3)a six(t) =1M5(r,s,t,a) y ç
(((x « r) (x» (w — r)))&d3) sinon
O < r, s, t < w
Remarque: d3 e 1F est composé de uns sauf au bit = o.
M7 y=O
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d’opérations nécessaires pour effectuer la multiplication par chacune des matrices,
on arrive à un système de pointage où est attribué un certain nombre de points à
chacune des matrices. Le système utilisé est très simple on donne 1 point pour
chaque assignation, 1 point pour chaque ou-exclusif, 1 point pour un masque et 1
point pour chaque décalage. On donne 2 points pour une comparaison puisqu’elle
est habituellement coûteuse en temps d’exécution. Le tableau 7.2 donne les points
obtenus pour chacune des matrices. On note par c(T), le pointage de la matrice T.
On n’attribue aucun point à M7 puisque le résultat de la multiplication est toujours
zéro et que celui-ci est toujours additionné à un autre vecteur x. Additionller zéro à
x ne change pas x, donc omettre la multiplication par 1i7 revient au même, d’où le
pointage de zéro à M7. Soit X, la matrice définie par les sous-matrices T0 T7. On
définit une fonction de coût associée à la matrice X. Celle-ci est
0(X) = c(T).
En choisissant des matrices T0,. . . , T7 qui ont de faibles pointages, on espère que
l’implantation résultante sera rapide. Considérons deux matrices de transition Xi
et X2. On émet l’hypothèse que l’implalltation du générateur basé sur la matrice
de transition X1 est plus rapide que celle de celui basé sur X2 si et seulement si
0(X1) < 0(X2). Évidemment, cette approche est un peu naïve et il s’agit d’une
heuristique. Le système de pointage n’est pas parfait. Le compilateur peut optimiser
dans certaines situations et dans d’autres pas, pour plusieurs raisons. La vitesse de
l’implantation dépend aussi d’autres facteurs tels la machine utilisée, le langage de
programmation, l’habilité du programmeur et aussi le compilateur utilisé.
Tableau 7.2
— Pointage attribué à chaque matrice.
IVlatrice M0(t) M1 M2(a) M3(t) M4(t,b) M5(r,s,t,a) M7
c(M) 3 1 5 2 4 8 0
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Dans la prochaine section, on présente l’algorithme qui permet de choisir les
sous-matrices T parmi les matrices présentées dans cette section afin d’obtenir un
générateur qui est de période 2WTP
— 1, la période maximale pour ce type de généra
teur.
7.3 Algorithme de recherche de bons générateurs
Nous présentons maintenant l’algorithme de recherche de bons générateurs. En
premier lieu, l’algorithme tente d’assigner aux matrices T0,. .. ,T’ une de celles présen
tées à la section 7.2. En choisissant judicieusement les matrices T0,... ,T7, on s’assure
que la matrice X résultante soit de rang wr
—p. L’algorithme 7.2 effectue la recherche
de générateurs qui ont la période maximale et qui sont tels que C(X) < Cmax.
Algorithme 7.2. Recherche d’un générateur de période 2’”” — 1 tel que C(X) <
Cmcx
1. Répéter
Pour j e {0,4}
Assigner à T une des matrices suivantes
Mo(t), M1, M2(a), M4(t,b).
Choisir les paramètres de T, pour qu’elle soit de plein rang.
Pouri E {1,2,3,5,6,7}
Assigner à T, une des matrices du tableau 7.1
Choisir les paramètres de T,
Si G(X) = c(T) <Cmax, alors
Déterminer si le le polynôme caractéristique P(z) de X
est primitif (voir section 2.5).
Jusqu’à ce que P(z) soit primitif.
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2. La matrice X définit un générateur de période 2w’P — 1.
Une fois que l’algorithme 7.2 a trouvé un générateur de période 2T)
— 1, il ne
reste qu’à vérifier son équidistribution.
7.4 Recherche de bons paramètres
Nous avons cherché des générateurs WELLRNG dont les périodes sont 2512
— 1,
2521
— 1, 2607 — 1, 21024
— 1, 219937
— 1, 221701
— 1, 223209
— 1 et
— 1. Pour chacun
de ces génératellrs, nous avons cherché des générateurs avec des petites valeurs de
C(T), afin que l’implantation soit la pius rapide possible. Aux tableaux 7.3, 7.6, 7.4
et 7.7, on donne les paramètres des générateurs qui ont montré la meilleure valeur
de V
=
L. Dans les tableaux 7.3 et 7.6, en plus des paramètres, on donne le
coût C(X) associé à chacun des générateurs. Pour tous ces générateurs, on utilise la
sortie y = v,,0. Il s’est avéré que les générateurs qui utilisent la sortie y, v7,
n’obtiennent pas une aussi bonne équidistribution.
Pour la présentation des résultats, nous avons divisé celle-ci en deux sous-sections.
La première concerne des générateurs qui ont des périodes inférieures ou égales à
21024
— 1. Pour une utilisation dans une application de simulation, ces générateurs
sont ceux qui sont les plus pratiques étant donné que l’état est très grand, mais pas
au point de devenir un handicap pour la facilité d’utilisation. La deuxième sous-section
présente des générateurs qui ont une période extrêmement longue et un vecteur d’état
énorme. Nous les présentons puisqu’ils s’agit de générateurs qui ont une période plus
longue et une meilleure équidistribution que le Mersenne twister et démontrent à quel
point la bibliothèque REGPOLY est efficace.
En effet, non seulement REGPOLY peut déterminer efficacement si le polynôme
caractéristique d’un énorme générateur est primitif rapidement (en quelques minutes),
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mais peut également calculer le plus court vecteur dans un réseau polynômial rapide
ment (même si le degré des polynômes de la base est énorme) pour ensuite déterminer
l’équidistribution. Comme il a été dit précédemment, l’efficacité de l’implantation des
algorithmes qui permettent de déterminer la primitivité d’un polynôme de très grand
degré ainsi que ceux qui calculent le plus court vecteur d’un réseau polynômial a été
une des grandes préoccupation de notre recherche. La présentation de générateurs de
très grande période et qui ont une très bonne équidistribution confirme l’efficacité
réelle de REGPOLY.
7.4.1 Générateurs de longue période
Nous présentons, dans cette sous-section, des ensembles de paramètres pour des
WELLRNG de période 2512
— 1, 2521
— 1, 2607
— 1, 2800 — 1 et 21024
— 1. Le choix des
périodes 2521 — 1 et 2607
— 1 est justifié par le fait que ce sont deux nombres premiers
de Mersenne, ce qui permet de simplifier le calcul de la primitivité des générateurs.
Le choix de la période 2800 — 1 est intéressant puisqu’il nous permettra de comparer
les WELLRNG avec le TT$OO et certains générateurs obtenus au chapitre 5 du point
de vue de l’équidistribution et de la vitesse d’exécution. Les périodes 2512
— 1 et
21024
— 1 sont pratiques du point de vue de l’implantation, comme nous le verrons à
la section 7.5.
Aux tableaux 7.3 et 7.4, on donne les paramètres de générateurs WELLRNG avec
des périodes de 2512
— 1, 2521 — 1, 2607
— 1, 2800 — 1 et 21024 — 1. Il est à remarquer
que les générateurs avec k 512, k = 521, k = 607 et k = 1024, sont tous ME,
c’est-à-dire que l’équidistribution est parfaite et que t = O pour L = 1,... , 32. Pour
les générateurs de période 2800
— 1, l’équidistribution est telle que V = = 3.
Le tableau 7.5 donne l’équidistribution plus en détails des générateurs troilvés et la
compare avec le TT800 [67] et le LF$R dans W2 trouvé au chapitre 5 qui a démontré la
meilleure équidistribution (V = 36), soit le seizième générateur du tableau 5.10. Dans
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Tableau 7.3
— Générateurs trouvés.
Identification T0 T1 T2 T3 C(X)
n1 m m3 T4 T5 T6 T7 hw(P(z))
k=512, w=32, r= l6,p=O
WELLRNG512a M0(—16) Mot—15) M0(11) M7 21
13 9 5 M0(—2) Mo(—18) M0(—28) M4(—5,a3) 225
kr= 521, w=32, r= 17,p=23
WELLRNG521a M0(—13) Mot—15) M1 M3(—21) 17
13 11 10 Mo(—13) M3(1) M7 M0(11) 265
WELLRNG521b M0(21) M0(6) M7 Mot—13) 19
11 10 7 M0(13) M3(—10) M3(—5) M0(13) 245
k=607, w=32, T l9,p= 1
WELLRNG6O7a M0(19) M0(11) M0(—14) M1 17
16 15 14 M0(18) M1 M7 M0(—5) 295
WELLRNG6O7b M0(—18) Mot—14) M7 M0(18) 18
16 8 13 M0(—24) M0(5) M0(—1) Pv[7 313
k=800, w=32, r=25,p=0
WELLRNG800a M1 M0(—15) M0(10) M0(—11) 19
14 18 17 M0(16) M3(20) M1 M0(—28) 303
WELLRNG800b M0(—29) M3(—14) M1 M3(19) 20
9 4 22 M1 M0(10) M2(a2) M0(—25) 409
k=1024,w=32,r=32,prrr0
WELLRNG1O24a M1 M0(8) Mot—19) M0(—14) 19
3 24 10 M0(—11) M0(—7) M0(—13) M7 407
WELLRNG1O24b M0(—21) M0(17) M2(a4) M0(15) 21
22 25 26 M0(—14) M0(—21) M1 M7 475
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Tableau 7.4 — Valeurs des vecteurs a de la table 7.3.
a1 6bdeef3a
a2 d3e43ffd
a3 da442d24
a4 8bdcb9le
ce tableau, on donne aussi hw(P(z)), le nombre de coefficients non nuls du polynôme
caractéristique P(z) de la matrice de transition X, pour chacun des générateurs.
Le nombre de coefficients non nuls est important pour éviter d’avoir des corréla
tions entre certaines valeurs produites par le générateur. Par exemple, si le polynôme
caractéristique de la matrice de transition est un trinôme, ceci signifie que chaque
sortie Yn peut être déduite en additionnant, dans 1Ff, deux sorties y71 et yj2
telles que i1,i2 < k. Ainsi, si on considère les triplets il y aura
une forte dépendance entre les éléments de ce triplet [68, 67, 10]. Pour éviter ces
dépendances, on préfère des générateurs dont la matrice de transition est telle que le
polynôme caractéristique contient un nombre de coefficients non nuls près de k/2, ce
qui est le cas pour les générateurs dont on donne les paramètres au tableau 7.3.
Pour donner une idée de la difficulté d’obtenir des WELLRNG qui sont ME, nous
avons effectué une recherche de paramètres avec l’algorithme 7.2 avec Cmax 25.
Nous avons utilisé l’algorithme à répétition pour obtenir 10000 générateurs de pleine
période. Pour les générateurs avec k = 521, parmi les 10000 générateurs trouvés, il
y en avait 20 qui étaient ME, soit 0.2% des générateurs. Pour ceux avec k = 607,
parmi les 10000 générateurs, 195 étaient ME, soit près de 2% des générateurs. Pour les
générateurs de période 2800
— 1 nous n’en avons trouvé aucun qui était ME parmi les
10000 générateurs vérifiés. Ces pourcentages sont très révélateurs et montrent à quel
point la famille des générateurs WELLRNG peut produire de très bons générateurs
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Tableau 7.5 — Équidistribution des générateurs trouvés (k = 800).
Générateur A A2 L3 5 6 ‘7 A8
9 1O 11 12 A13 A14 A15 A16
V
= 17 A18 A19 A20 A21 A22 A23 A24
A25 A26 A27 A28 A29 A30 A31 A32
WELLRNG800a
V=3 1
hw(P(z)) =303 1 1
WELLRNG8005 1
V=3 1
hw(P(z)) =409 1
TT800 16 10 8 14
13 5 22 16 11 7 3
V = 261 22 19 17 15 13 11 9 8
hw(P(z)) = 93 7 5 4 3 2 1
LFSR
V=36 2 4 8
hw(P(z)) = 375 7 5 4 3 2 1
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du point de vue de l’équidistribution. Si on compare avec les générateurs introduits
au chapitre 5, aucun des meilleurs générateurs trouvés n’était ME pour des périodes
supérieures à 296 — 1.
7.4.2 Générateurs de période extrêmement longue
Aux tableaux 7.8—7.11, on donne, pour chacun des générateurs du tableau 7.6, la
valeur du critère V =
,
ainsi que la valeur de chacun des écarts en dimen
sion obtenus L pour £ = 1,. . . , 32. Également, on donne hw(P(z)), le ilombre de
coefficients no nuls du polynôme caractéristique de la matrice X, pour chacun des
générateurs. Pour fins de comparaison, on donne aussi les résultats du MT19937.
En comparant les résultats obtenus par les WELLRNG19937a, WELLRNGÏ9937b
et WELLRNG19937c avec ceux obtenus par le MT19937, on remarque que l’équidistri
bution est bien meilleure pour les WELLRNG que pour le Mersenne twister. Pour
les générateurs WELLRNGÏ9937a et WELLRNG19937b, on a A < 1 pour toutes
les résolutions. Pour le Mersenne twister, on n’a qu’à considérer £ = 3 bits de
résolution pour observer u grand écart . À part les résolutions t? = 1, 2, 4, 8, 16, 32,
le MT19937 est tel que z 20. Aussi, le nombre de coefficients non nuls du po
lynôme caractéristique de la matrice de transition est à l’avantage des WELLRNG.
Le polynôme caractéristique de la matrice de transition du MT19937 n’a que 135 co
efficients non mils, alors que ceux des générateurs WELLRNG ont tous plus de 8000
coefficients non nuls.
On remarque que pour tous les générateurs proposés, on a toujours Ls < 1 pour
£ = 1,. . . , 23, à part pour deux $ WELLRNG217O1b et WELLRNG217O1c. Pour le
WELLRNG217O1b, on a seulement A2 = 2 qui l’empêche de faire partie de ce groupe
sélect de générateurs et pour le WELLRNG217O1c, seulement A19 = 5 lui fait défaut.
La signification de ces tableaux est que tous ces générateurs produisent des en-
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sembles de points ‘P(X, I, L) extrêmement uniformes. Par exemple, si on considère
l’ensemble de points en 1390 dimensions produit par le WELLRNG4449Z et on di
vise chaque axe en 232 divisions, on trouve exactement 217 points dans chacune des
divisions, car t32 = t = 1390 et 2k/2t = 244497/2139ox32 = 217.
Il se pourrait que l’on désire obtenir des générateurs qui ont une période extrême
ment longue et qui sont ME, c’est-à-dire qu’on aimerait qu’ils soient tels que e = 0.
C’est un but réalisable pour les WELLRNG. À l’aide de REGPOLY, en faisant une re
cherche sur un bon tempering de Matsumoto-Kurita à la sortie du WELLRNG4449Za,
nous en avons obtenu un qui donne un générateur ME. Le tempering utilisé est
zn = vn,o
= ((z, « 7) b)
y = z,., ((z « 15) c)
où b = 93dd1400 et c = f a118000. Ce génératellr, avec ce tempering, constitue un
record il est celili dont l’équidistribution est parfaite pour tous les bits de la sortie
et qui a la période la plus longue. Au cours de ma maîtrise, nous avions trouvé un
TGFSR combiné dont la période était de l’ordre de 21250 et qui était parfaitement
équidistribué pour tous les bits de la sortie (29 bits); ceci était le record précédent.
Étant donné les opérations supplémentaires nécessaires pour implanter ce WELL
RNG auquel on applique un tempering, nous ne poursuivons pas cette recherche de
générateurs ME « tempérés », les gains en uniformité étant négligeables.
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Tableau 7.6 — Générateurs trouvés.
Identification T0 T1 T2 T3 C(X)
m1 m2 m3 T4 T5 T6 T7 hw(P(z))
k = 19937, w = 32, r = 624, p = 31
WELLRNG19937a M0(—25) M0(27) M3(9) M0(l) 21
70 179 449 M1 M0(—9) Mot—21) Mo(21) 8585
WELLRNG19937b M0(7) M1 Mo(12) Mo(—10) 21
203 613 123 Mot—19) M3(—11) Mo(4) M0t—10) 9679
WELLRNG19937c M1 MotlO) M2tai) Mot—6) 23
520 127 300 Mot—20) M4t—3,a2) M1 Mot—16) 8161
k = 21701, w = 32, T = 679, p = 27
WELLRNG217O1a M1 Mot—26) M0t19) M7 24
151 327 84 M0t27) Mot—11) M5t15, 10, 27, a3) Mot—16) 7609
WELLRNG217O15 Mots) Mot—15) M7 M0t17) 21
498 316 651 M0t25) Mot—23) Mot—15) M0t23) 9051
WELLRNG217O1c Motl3) M3t6) M0t13) Mot—2) 22
272 473 131 M1 M0(16) M4t—22,a4) Mot—12) 8711
k = 23209, w = 32, r = 726, p 23
WELLRNG232O9a Mot28) M1 M0t18) Mot3) 22
667 43 462 Mot2l) Mot—17) Mot—28) Mot—1) 10871
WELLRNG232O9b M2tas) M1 M5t15, 30, 15, a6) Mot—24) 24
610 175 662 Mot—26) M1 M7 Motl6) 10651
WELLRNG232O9c M1 Mot2) M7 Mot9) 19
207 482 424 Mot—18) Mot—13) M0t15) Mot—30) 8643
k = 44497, w = 32, r = 1391, p = 15
WELLRNG44497a Mot—24) Mot3O) Mot—10) M3t—26) 24
23 481 229 M1 Mot2O) M5t9, 14,5, a7) M1 16883
WELLRNG44497b Mot—20) Mots) Mot2) Mot—25) 20
806 1191 1287 Mot—13) M7 Mot—4) M3t25) 17917
WELLRNG44497c M1 M3 t—26) M4t3, a8) M7 22
916 768 671 M0t15) Mot27) M5t7, 11,4, a9) M1 8261
o
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Tableail 7.7 — Valeur des vecteurs aj de la table 7.6.
a1 = 9815b976
= 6ba3cdOO
a3 = 86a9d87e
= 2ca4al9e
a5 a8c296d1
a6 = 5d6b45cc
a7 = b729fcec
= 7d2456af
= 7f c7906a
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Tableau 7.8 — Équidistribution des générateurs trouvés (k 19937).
Générateur 2 k3 4 5 6 7 8
9 1O 11 12 13 14 15 16
V
= ‘17 18 19 2O 21 L\22 23 24
25 26 27 28 29 3O 31 32
WELLRNG19937a 1 1
1
V=4
hw(P(z)) =8585 1
WELLRNG19937b 1
1 1 1
V=5
hw(P(z)) =9679 1
WELLRNG19937c 1
V=126
hw(P(z)) =8161 64 41 20
MT19937 405 249 207 355
346 124 564 415 287 178 83
V = 6750 549 484 426 373 326 283 243 207
hw(P(z)) =135 174 143 115 89 64 41 20
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Tableau 7.9 — Équidistribution des générateurs trouvés(k = 21701).
Générateur A A A4 A6 A8
9 10 11 12 A13 A14 A15 A16
V A A17 A18 A19 A20 A21 A22 A23 A24
A25 A26 A27 A28 A29 A30 A31 A32
WELLRNG217O1a
v=l 1
hw(P(z)) =7609
WELLRNG2Ï7O1b 2
1 1
V=28 1
hw(P(z)) =9051 2 1 19 1
WELLRNG217OÏc 1 1 1
1 1
V=51 1 1 5 1
hw(P(z)) =8711 1 2 3 4 5 22
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Tableau 7.10
— Équidistribution des géflératellrS trouvés(k = 23209).
Générateur & 2 3 4 5 6 7 8
9 1O 11 12 13 14 15 16
V
= 17 18 19 2O 21 22 23 24
25 26 27 28 29 3O ‘31
WELLRNG23209a 1
V=3 1 1
hw(P(z)) =10871
WELLRNG232O9b 1 1
1
V=3
hw(P(z)) =10651
WELLRNG232O9c 1 1
1
V=149
hw(P(z)) =8643 75 48 23
o
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Tableau 7.11
— Équidistribiition des générateurs trouvés(k = 44497).
Générateur z 2 L3 L4 6 7 8
9 1O 11 12 13 14 15 16
V
= 17 18 19 2O ‘21 22 23 ‘24
25 26 27 28 29 3O 31 32
WELLRNG4449Za 1 1 1 1
1
v=7 1
hw(P(z)) =16883 1
WELLRNG4449Zb 1 1 1 1
1 1 1
V=548 1
hw(P(z)) =17917 60 198 144 93 45
WELLRNG4449Zc 1 1
1 1
V = 1915 463
hw(P(z)) = 8261 388 321 258 199 144 93 45
o
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7.5 Implantation des générateurs
Dans cette section, nous présentons deux implantations de générateurs WELL
RNG. La première est celle du WELLRNG1O24a tandis que la dellxième est celle du
WELLRNG44497a. Les deux implantations sont données en langage C. Les figures 7.1
et 7.2 présentent l’implantation du WELLRNG1O24a. Dans celle-ci, on définit un
tableau STATE de r = 32 uns igned ints. À l’initialisation, il contient, dans STATE [j],
le vectellr vo, pour i = O,... , 31. On remarqile, dans l’algorithme 7.1 qu’on assigne à
la valeur de v,,j_i pour j = r—1 àj = 2. Ce qui pourrait se faire de manière très
coûteilse avec une boucle f or( ; ; ). Au lieu de cela, on introduit la variable entière
state_i. Par cette variable, on utilise STATE [state_i+i mod r] pour désigner vj
où state_i est égal à n mod r. De cette manière, l’affectation v,,j_i *— v,j se fait
de manière automatique quand on soustrait à state_i une unité.
Pour faciliter la lecture du code, on utilise plusieurs macros. Les macros R, W, P,
Ml, M2 et M3, représentent les valeurs de r, w, p, m1, in2 et m3. On représente aussi
les vectellrs de bits par des macros. Par exemple, VO, VM1 et VErni représentent
les vecteurs V,,O, Vn,mi et Vn,T_1. D’autres représentent la valeur des vecteurs
Ceux-ci sont newV0 et newVi qui représentent vT,f et
À chaque itération, on sollstrait un à la variable statei. modulo r. Dans le cas
du WELLRNG1O24a, la valeur de r est une puissance de 2 et l’opération « modulo
r » peut s’effectuer avec un masque de bits. C’est ce qui est fait dans l’implantation
présentée. Ce truc permet de simplifier grandement l’implantation. On remarque que
soustraire une unité modulo r à state.J correspond à ajouter (r — 1) modulo r à
state_i.
Examinons la fonction WELLRNG 1024 afin de comprendre comment celle-ci implante
l’algorithme 7.1. La première ligne correspond à la multiplication $(V,r_2, V,r_l)T.
Puisque p = O, cette multiplication est triviale et le résultat est ce à quoi
275
correspond la ligne zO = VRm1 ;.
La deuxième ligne correspond à V,o Mt8)Vn,mi. Le macro MATOPOS effectue
la multiplication par M0(t) quand t est positif. La troisième ligne exécute z2 +—
M0(19)Vn,m2EBM0(14)Vnm3. Le macro MATONEG effectue la multiplication par Mo(t)
quand t est négatif. La quatrième ligne correspond à — z3 +— z1 z2. Ainsi,
la variable z3 est sous-entendue et pour y faire référence à la prochaine ligne on
utilise newVl qui représente v,1,1. La prochaine ligne effectue ÷— Mo(—l1)zo
Mo(—7)z1Mo(—13)z2. La valeur retournée est ((double) $TATE[state_i]) * FACT
32 (i—1)
—iqui represente
La figure 7.3 donne un exemple d’utilisation du générateur. Dans cet exemple,
on produit 100 valeurs aléatoires, on les additionne et affiche la moyenne de ceux-
ci. On remarque que l’état du générateur a été initialisé à l’aide de la fonction
InitWELLRNG1O24O. Une attention particulière doit être apportée à la manière de
choisir l’état initial, c’est-à-dire les valeurs mises dans le tableau seed, à cause du
grand état du générateur. Des effets non désirables peuvent se produire si le germe
est choisi trop simplement. Par exemple, si l’état initial est constitué de zéros et très
rarement de uns, alors les états subséquents peuvent être semblables pour un grand
nombre d’itérations consécutives, donnant des nombres aléatoires de mauvaise qua
lité. Dans notre exemple, on a initialisé l’état du générateur avec un autre générateur
(f avoriteOtherRNG). Pour plus de détails sur l’initialisation de générateurs qui ont
un état immense, nous vous invitons à aller voir le site internet
http: //www.math. sci .hiroshima—u. ac . jp/m-mat/MT/MT2OO2/emt19937ar.html
maintenu par Makoto Matsumoto. Nous présentons, à la prochaine section, une petite
expérience qui démontre que le problème de l’initialisation observé sur le MT19937
et le TT800 est beaucoup moins prononcé pour les WELLRNG.
L’implantation du générateur WELLRNG4449Za est présentée aux figures 7.4, 7.5
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et 7.6. Pour ce générateur, la valeur de r n’est pas une puissance de 2 et l’opération
modulo r ne peut pas être effectuée par un masque de bits. L’opération modulo étant
une opération coûteuse et qui ralentit grandement l’implantation de générateurs, nous
l’éviterons. Ceci a pour conséquence de compliquer l’implantation du générateur par
rapport à celle du WELLRNG1O24a, mais permet une implantation rapide.
En pius des macros définis dans l’implantation du WELLRNG1O24a, nous définis
sons les macros VMlOut, VM2Out, VM3Out, VRmlOut, VRm2, VRm2Out et newVOûut qui
sont les mêmes macros du même nom sans la mention Out. Ces macros sont utiles
lorsque l’adresse dans le tableau STATE à laquelle ils réfèrent n’est pas comprise dans
{O,...,r—1}.
À chaque itération, on doit consulter le contenu de Vn,my, Vn,m2, n,m3, Vn,r_2
et v,._1 et modifier le contenu de vi,o et (le contenu de v,-+i, pour j =
2,. . . , r — 1 est mis à jour implicitement en décrémentant state_i). Pour une valeur
de state_i donnée, le macro correspondant à chacune de ces valeurs doit porter la
mention Ou-t ou non dépendemment si celui-ci pointe vers une valeur à l’extériellr du
tableau $TATE. Ceci constitue un problème et peut être résolu en identifiant 6 cas
spécifiques. Ces cas sont résilmés dans le tableau 7.5. Par exemple, si state_i est O,
alors le macro qui désigne v_1 doit être VRmlOut puisque VRm1 est STATE [—1] qui
n’est pas défini.
Pour tenir compte de ces 6 cas, on pourrait utiliser, à chaqile itération, une ex
pression conditionnelle qui vérifie la valeur de state_i, mais ceci se révèle inefficace.
Par contre, on peut profiter du fait qe l’on sait toujours quel cas s’applique après
l’itération courante. Pour ce faire, on définit une fonction qui exécute une itération
du générateur pour chacun des 6 cas. Celles-ci sont les fonctions case_1, .., case_6.
On définit également le pointeur vers une fonction WELLRNG4449Za. À l’initialisation,
puisque state_i est zéro, on affecte à WELLRNG44497a la valeur case_1. À la fin de la
fonction case_1, on change WELLRNG4449Za pour case_3 puisqu’on sait qu’au début
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de la prochaine itération, la valeur de state_i sera de r
— 1. De même, à la fin de
chaque fonction case_x, on change la valeur du pointeur WELLRNG44497a pour tenir
compte de la nouvelle valeur de state_i.
Dans le ca.s du WELLRNG4449Za, la multiplication par $ n’est pas triviale. À
cette fil, on a définit les macros MASKU et MA$KL qui représentent des masques de bits.
Le premier est composé de w
—
p zéros suivis de p uns et le deuxième est composé
de w
—
p uns suivis de p zéros. Ces masques sont iltiles pour la multiplication par la
matrice 8. Ainsi, la multiplication pas S s’effectue par l’opération z0 = (VrmlOut &
MASKL) I (Vrm20ut & MASKU) ,.
Tableau 7.12
— Macros à utiliser en fonction de la valeur de state_i (en supposant
m1 <m3 <m2, comme pour le WELLRNG44497a).
state_i Macros à utiliser
= O VO, VM1, VM2, VM3, VRmlOut, VRm2Out, newVOûut, newVl
= 1 VO, VM1, VM2, VM3, VRm1, VRm2Out, newVO, newVl
e {r — rrii, . . . , r — 1} VO, VMlOut, VM2Out, VM3Out, VRm1, VRm2, newvo, newVl
e {r —m2,...,r —m — 1} vo, VM, VM2Out, vM3, VRm1, VRm2, newVO, newVl
e {r—m3,...,r—m2 — 1} vo, VM1, VM2Out, VM3Out, vRml, VRm2, newVO, newvl
e {2,...,r—m3 — 1} vo, vMi, vM2, vM3, vRml, VRm2, newVO, newvl
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#include WELLRNCYO24 . h
#define W 32
#define R 32
#define P O
#define Ml 3
#define M2 24
#define M3 10
#define MATOPOS(t,v) (v(v»t))
#define MATONEG(t,v) (v(v«(—t)))
#define Identity(v) f y)
#define VO STATE[state_i
#define VM1 STATE[fstate_i+M1) & Ox000000lfUL]
#defjne VM2 STATE[(state_i+M2) & Ox000000lfUL]
#define VM3 STATE[(state_i+M3) & Ox000000lfUL]
#define VRml STATE[(state_i+31) & Ox000000lfUL]
#define newV0 STATE[(state_i+31) & Ox000000lfUL]
#define newVl STATE[state_i ]
#define A1_TEMP 0xdb79fb3lUL
#define B1_TEMP OxOfdaa2clUL
#define B2_TEMP Ox27c5a58dUL
#define C1_TEMP Ox7le993feUL
#defjne FACT 2.32830643653869628906e—10
sfatic unsigned int statei O
static unsigned int STATE[R]
static unsigned int zO, zi, z2, sl,s2,s3,tl,t2,yl,y2;
static unsigned int j,counter;
void InitwELLRNClO24 (unsigned int *init){
int j
statei = O
counter = R—3
for (j = O ; j < R; j++)
STATE[jJ = init[j]
}
double WELLRNC1O24 (void){
zO VRml;
zi = Identity(V0) MATOPOS (8, ‘JM)
z2 = MATONEC (—19, VM2) MATONEG(—14,VM3)
neuVi = zi z2;
newVo = MATONEG (—11,zO) MATONEG(—7,zl) MATONEG(—13,z2)
state.i = (state_i + 31) & Ox000000lfUL;
return ((double) STATE[state_i]) * fACT;
}
Figllre 7.1 — Fichier WELLRNG1O24.c.
void InitWELLRNG1O24 (unsigned int *init)
double ELLRNG1024 (void)
Figure 7.2
— Fichier WELLRNG 1024. h.
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#include <stdio . h>
#include <stdlib . h>
#include WELLRNG1O24.h”
int main (void)
{
int j
unsigned int seed[32]
double sum = 0.0;
for (j = O ; j < 32 ; j++)
seedtj] = favoriteûtherRNG O
InitWELLRNC1O24 ( seed )
for (j = O ; j < 100 ; j-H-)
sua + WELLR1GY024 ()
printf (“moyenne (sur 100 valeurs) = 78.7f\n”, sua / 100.0)
return 0;
}
Figure 7.3 — Exemple d’utilisation du WELLRNG1D24a.
280
#include<stdio .h>
#include<stdlib . h>
#define W 32
#define R 1391
#define P 15
#define MASKU (OxffffffffUL»(W—P))
#define MASKL ( MASKU)
#define Ml 23
#define M2 481
#define M3 229
#define MATOPOS(t,v) (v(v»t))
#define MATONEG(t,v) (v(v«(—t)))
#define MAT1(v) y
#define MAT3NEG(t,v) (v«(—t))
#define MAT5Cr,a,ds,dt,v) ((y & dt)?((((v«r)(v»(W—r)))&ds)a) :(((v«r)(v»(W—r)))&ds))
#define VO STATE[state_i]
#def lue VM1Out STATE[state_i+M1—R)
#define VM1 STATE[state_i+M1]
#defjne VM2Out STATE[state_j+M2—R]
#define VM2 STATE[state_i+M2)
#def lue VM3Out STATE[statei+M3—R]
#define VM3 STATE[state_i+M3]
#def lue VRrn STATE[state_i—1]
#def lue VRmlOut STATE[state_i+R—1]
#define VRin2 STATE [state_i—2]
#define VRm2Out STATE [state_i+R—2]
#define neuVO STATE[state_i—l]
#define nevV00ut STATE [state_i—1+R]
#define newVl STATE[state_j]
#def lue fACT 2.32830643653869628906e—10
static int state_i=0
static unsigned int STATE[R]
static unsigned lut zO,zl,z2;
static double case_1(void)
static double case_2(void)
static double case_3(void)
static double case_4(void)
stafic double case_5(void)
static double case_6(void)
double (*WELLRNG44497a)(yojd)
void InitWELLRNG44497a(unsigned int *init){
int j
state_i=0
WELLRNG44497a = case_1
for(j0 ;j<R ;j++) STATE[j]init[j]
}
Figure 7.4 — Fichier WELLRNG44497a. c.
void InitWELLRNG44497afunsigned int *init)
extern double (*WELLRNG44497a)(void)
Figure 7.5 — Fichier WELLRNG44497 . h.
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double casel(void){ // state_i == O
zO = (VRmlOut & MASKL) I (VRm2Out & MASMU)
zi = MATONEG(—24,VO) MATOP0S(30,VM1)
z2 = MATONEG(—i0,VM2) MAT3NEG(—26,VM3)
newvl = zl z2;
newvoout = MAT1(zO) MATOPOS(20,zl)
MAT5(9,Oxb729fcecUL,OxfbffffffUL,Ox00020000TJL,z2) MAT1(newVl)
state_i = R—l
WELLRNG44497a = case_3;
return ((double)STATE[state_j]* 2.3283064370807974e—10
}
static double case_2(void){ II state_i == 1
zO = (VRai & MASKL) I (VRa2Out & MASMU)
zi = MATONE0(—24,V0)
- MATOPOS(30,VM1)
z2 = MATONEG(—10,VM2) MAT3NEG(—26,VM3)
newVl = zl z2;
newV0 = MAT1(zO) MATOPOS(20,zl)
- MAT5(9,Oxb729fcecUL,OxfbffffffUL,Ox00020000UL,z2) MAT1(uewVl)
state_i = O
WELLRNC44497a = case.j
return ((double)STATE[state..j]* 2.3283064370807974e—10
}
static double case...3(void){ // state_i+Mi >= R
zO = (VRai & MASKL) I (V8m2 & MASKU)
zi = MATONEG(—24,V0) MATOPOS(30,VMiOut)
z2 = MATONEG(—lO,VM2Out) - MAT3NEG(—26,VM3Out)
newVl = zl z2;
uewV0 = MAT1(zO)
- MATOPOS(20,zl)
MAT5(9,Oxb729fcecUL,OxfbffffffUL,0x00020000TJL,z2) MAT1(newVl)
state_i——;
if (state_i+Mi<R)
WELLRNC44497a = case.4;
return ((double)STATE[state_i]* 2.3283064370807974e—10
:1-
static double case4(void){ // state_i+M3 >= R
zO = (VRai & MASKL) I (VRa2 & MASKU)
zi = MATONEG(—24,V0) MATOPOS(30,VM1)
z2 = MATONE0(—10,VM2Out) MAT3NE0(—26,VM3Out)
newVl = zl z2;
newV0 = MAT1(zO) MATOPOS(20,zl)
- MAT5(9,Oxb729fcecUL,OxfbffffffUL,Ox00020000UL,z2) MAT1(newVl)
statei——
if (state_i+M3 < R)
WELLRNG44497a = caseb;
return ((double)STATE[statei]* 2.3283064370807974e—iO )}
static double case_5(void){ //state_i+M2 > R
zO = (VRai & MASKL) I (VRa2 & MASMU)
zl = MATONEC(—24,V0) MATOPOS(30,VM1)
z2 = MATONEC(—10,VM2Out) MAT3NE0(—26,VM3)
newVl = zl z2;
newV0 = MAT1(zO)
- MATOPOS(20,zl)
MAT5(9,Oxb729fcecUL,OxfbffffffUL,0x00020000TJL,z2) MAT1(newVl)
state_i——
if(state_i+M2 < R)
WELLRNC44497a = case_6;
returo ((double)STATE[state_i]* 2.3283064370807974e—10
}
static double case_6(void){ 1/ 2 < statei <= R—M2—1
zO = (VRai & MASKL) I (VRa2 & MASKU)
zi = MATONE0(—24,V0) MATOPOS(30,VM1)
z2 = MATONEO(—10,VM2) MAT3NEG(—26,VM3)
newVl = zl z2;
newVo = MÂT1(zO)
- MATOPOS(20,zl)
MAT5(9,Oxb729fcecUL,OxfbffffffUL,0x00020000UL,z2) MAT1(oewVi)
state_i——;
if(state_i == 1 )
WELLRNG44497a = case2;
return ((double)STATE[state_i]* 2.3283064370807974e—10
}
Figure 7.6 — Fichier WELLRNG44497. c (suite).
C 282
7.6 Tests statistiques et performances
Nous avons fait passer les batteries de tests smallCrush, Crush et BigCrush[48] aux
générateurs WELLRNG5 1 2a, WELLRNG6O7a, WELLRNG800a, WELLRNG 1024a,
WELLRNG1993Za et WELLRNG44497a. Tous les tests, sans exception, ont été
réussis. La batterie de test Crush prend une heure et demie à s’exécuter sur un
pentium 2.8Ghz et la batterie Crush s’exécute en un plus plus de neuf heures. Étant
donné la rigueur des tests contenus dans ces batteries de tests, on peut conclure que
ces générateurs sont très robustes et peuvent être utilisés avec confiance dans des
applications de simulation stochastique.
Comme pour les générateurs introduits au chapitre 5, avec les mêmes machines et
les même options de compilation, nous avons chronométré le temps nécessaire pour
produire et additionner iO nombres aléatoires pour les générateurs WELLRNG6O7a,
WELLRNG800a, WELLRNG19937a et WELLRNG44497a dont l’implantation est
semblable à celle du générateur WELLRNG44497a décrite à la section 7.5. Les généra
teurs qui ont un (b) ont été implantés avec une expression conditionnelle afin d’éviter
de faire référence à une adresse à l’extérieur du tableau STATE. Dans ces implantations,
on n’utilise pas de pointeur vers une fonction : tout se fait dans la même fonction.
Nous avons aussi mesuré la vitesse des implantations des générateurs WELLRNG512a
et WELLRNG1O24a. L’implantation du WELLRNG512a est semblable à celle du
WELLRNG1O24a qui est décrite à la section 7.5.
Les temps sont exposés dans le tableau 7.13. Pour la comparaison, nous avons
copié les résultats du tableau 5.12.
On remarque que les temps d’exécution sont semblables pour toils les WELLRNG.
Par contre, les WELLRNG512a et WELLRNG1O24a sont les plus rapides par une
marge d’environ 5% sur les autres WELLRNG. Le plus lent est le WELLRNG44497a
qui prend environ 14% plus de temps que le plus rapide des WELLRNG. On remarque
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que les implantations qui utilisent une expression conditionnelle sont plus lentes pour
les WELLRNGÏ9937a et WELLRNG44497a, mais, de manière surprenante, ce type
d’implantation est plus rapide pour le WELLRNG6OZa. On peut voir que la stratégie
d’utiliser un pointeur vers une fonction dont la valeur dépend de state_i peut être
payante du point de vue de la vitesse d’exécution. Mais cette approche n’est pas
portable dans certains langages de programmation. Java, par exemple, ne permet pas
l’utilisation de pointeurs et l’implantation avec une expression conditionnelle serait à
privilégier.
Si on compare les résultats avec d’autres générateurs, on remarque qu’il sont sem
blables au niveau de la vitesse. Comparativement au MT19937, le WELLRNG1O24a
et le WELLRNGÏ993Za sont environ 15% plus lents. Alors, pourquoi utiliser le
WELLRNG1993Za au liell du MT19937 s’il n’est pas plus rapide? Après tout, le
MT19937 est équidistribué en dimension 623, ce qui est excellent, et passe tous les
tests statistiques raisonnables. La réponse est donnée à la prochaine section et elle
est convaincante.
7.7 WELLRNG vs Mersenne twister
Dans cette dernière section, nous effectuons une expérience fort simple afin de
démontrer que le problème de l’initialisation du WELLRNG n’est pas aussi grave que
celui du Mersenne twister et du TT800. Quand l’état d’un Mersenne twister (ou un
TT800) contient beaucoup de zéros et peu de uns, celui-ci a du mal à produire des
valeurs qui sont éloignées de zéros et ce, pour un grand nombre d’itérations.
L’expérience que nous faisons est la suivante. Soit la (j + 1)-ième valeur
produite par le générateur considéré quand l’état initial x0 est mis à ej, le j-ième
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Tableau 7.13 — Temps nécessaire pour itérer i0 fois et additionner tous les nombres
aléatoires produits.
Générateur Temps (s)
WELLRNG512a 36.0
WELLRNG6DZa 38.1
WELLRNG6OZa(b) 36.9
WELLRNG800a 40.7
WELLRNG1O24a 36.0
WELLRNG1993Za 36.9
WELLRNG].9937a(b) 42.2
WELLRNG4449Za 41.3
WELLRNG4449Za(b) 50.7
F2wLFSR2_32_800 39.5
F2wPo1yLCG2.32800 36.4
F2wP01yLCG2_32_800(*) 31.3
F2wLF$R3_7.800 32.8
F2wPo1yLCG3_7_800 40.7
F2wP01yLCG3_7_800(*) 33.0
TT800 44.0
MT19937 31.6
MRG32k3a 101
vecteur unitaire. Soit
=
k
la moyenne des i-ièmes valeurs produites, sur toutes les initialisations considérées,
pour j O.
Soit
pour n O, la moyenne des (n + 1) premières valeurs produites, à partir de toutes
les initialisations considérées et
1
—
/Ln,p =
— Un+i,
i=O
pour n O, p 1, la moyenne mobile qui considère les valeurs de t à n+p—1
inclusivement.
Si les suites {u}>0, pour j = 1,.. . , k, étaient vraiment des suites de variables
aléatoires uniformes et indépendantes sur [0, 1), alors on aurait E[,i] = = 1/2
pourtousnOetp>O.
À la figure 7.7, on illustre le comportement de pour n = O,. . . , iO pour le
WELLRNG800a et le TT800. On peut remarquer que la moyenne du TT800 prend
énormément d’itérations (> 1O) avant d’atteindre la demie. Par contre, pour le
WELLRNG800a, en moins de n = 1400 itérations, atteint la valeur de 0.49.
À la figure 7.8, on illustre le comportement de pour n = O,. . . ,iO et p = 100
pour les générateurs WELLRNG800a et le TT800. On observe que la moyenne mobile
du WELLRNG800a atteint presqu’immédiatement le cap de la demie. Pour ce qui
est du TT800, on doit attendre autour de n = 60000 itérations avant d’obtenir un
comportement acceptable.
Pour des fins de comparaisons, nous avons également illustré les résultats obtenus
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par les générateurs F2wLF$R2_32_800 et F2wLFSR3_7_800 dont l’implantation est
donnée au chapitre 5.
Dans les deux autres figures 7.9 et 7.10, on illustre la même chose, mais e compa
rant le WELLRNG19937a et le MT19937. À la figure 7.9, on illustre le comportement
de ji, pour n = 0,. . . , 106. On peut remarquer que, comme le TT800, la moyenne
dii MT19937 prend énormément d’itérations avant d’atteindre la demie. Par contre,
pour le WELLRNG19937a, en moins de n = 18000 itérations, atteint la valeur de
0.49.
À la figure 7.10, on illustre le comportement de pour n = 0,. . . , 10 et
p = 1000 pour les générateurs WELLRNG19937a et le MT19937. On observe que,
comme pour le WELLRNG800a, la moyenne mobile du WELLRNG19937a atteint
presqu’immédiatement le cap de la demie. Pour ce qui est du MT19937, on doit at
tendre autour de n = 700000 itérations avant d’obtenir un comportement acceptable.
Puisque les figures 7.8 et 7.10 n’indiquent pas clairement quand la moyenne mobile
atteint la demie, nous présentons la figure 7.11 qui donne la moyenne mobile
pour n = 0,. . . , 1000 et p 5. On peut observer que la vitesse à laqilelle les deux
générateurs atteignent la demie est très rapide. Dans ce graphique, la courbe décrite
par le WELLRNG19937a est pius lisse que celle du WELLRNG800a. Ceci est dû à
la plus grande valeur de k pour le WELLRNG19937a: jt considère plus de valeurs
pour le WELLRNG19937a.
Pour les générateurs F2wLF$R2_32_800 et F2wLFSR3_7_800, on remarque que le
comportement du F2wLFSR2_32_800 est très similaire au TT$00 et celui du F2wLF$R-
3_7_800 est très similaire au WELLRNG800a. Pour le F2wLFSR2_32_800, ceci n’est
pas surprenant puisque les deux générateurs utilisent une récurrence de la forme
v = Bv_18 + Av_25 où seules les matrices A et B les différeilcient. Pour le
générateur F2wLFSR3_7_800, à chaque itération, il observe trois blocs de 32 bits
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pour en modifier un. Ceci semble procurer un assez bon « brassage » pour un état de
800 bits.
Ce qu’il est important de retenir de ces graphiques est que les WELLRNG semblent
brasser davantage l’état d’une itération à l’autre. Quand l’état d’un Mersenne twister
contient peu de bits mis à un, celui-ci tend à conserver cette propriété pour plusieurs
itérations consécutives. Les WELLRNG, étant donné qu’ils ont une matrice de tran
sition X beaucoup plus complexe que les IViersenne twister, n’ont pas ce problème et
sont capables de produire rapidement des états qui contiennent beaucoup de bits en
partant d’une initialisation contenant peu de bits. Le polynôme caractéristique des
WELLRNG a beaucoup plus de coefficients non nuls que ceux des Mersenne Twister.
Ceci est aussi une indication du meilleur brassage des WELLRNG.
Ce meilleur brassage constitue un avantage important des générateurs WELLRNG
qui permet d’éviter des situations fâcheuses pour un utilisateur peu familier sur la ma
nipulation des générateurs de nombres aléatoires. Les nouveaux utilisateurs ne com
prennent pas nécessairement à fond l’importance de bien initialiser un générateur. S’il
advient qu’un utilisateur initialise mal un WELLRNG, alors les effets sont beaucoup
moins désastreux pour le WELLRNG que pour un Mersenne twister.
Un exemple de mauvaise utilisation d’un générateur est reporté à l’adresse internet
http: //random . mat. sbg. ac . at/news/seedingTT800
. html. Le problème rencontré
est que le TT800 produisait des sorties très semblables même avec des états initiaux
différellts. Ceci était dû au fait que les état initiaux avaient une distance de Hamming
très faible, ce qui fait que le générateur, pour chaque initialisation, passait par des
états très semblables et produisait, à peu près, les mêmes valeurs. Soit x et xÇ,
deux états initiaux dont la distance de Hamming entre eux est de un, c’est-à-dire que
xb = e x pour une valeur de j. Étant donné la linéarité de la récurrence et les
résultats obtenus aux figures 7.7 et 7.8, on peut facilement concevoir que les résultats
obtenus par les deux initialisation x et xg seront très semblables pour un grand
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nombre d’itérations. Si le générateur avait été un WELLRNG, le problème aurait été
beaucoup moins prononcé.
La propriété d’un générateur de passer d’un état qui a poids de Hamming faible
à un autre avec un poids de Hamming elevé est appelé la capacité de diffusion du
générateur. Un générateur qui a une grande capacité de diffusion aura très peu d’en
droits, dans son cycle complet, qui comportent plusieurs états consécutifs avec un
faible poids de Hamming. Il s’agit d’une propriété importante pour les générateurs
utilisés en cryptographie et pour ce qui est des générateurs linéaires, peu de gens ont
senti la nécessité d’étudier cette capacité de diffusion. Pour ce qui est des WELLRNG,
nous venons de démontrer, de manière empirique, que leur capacité de diffusion est
de loin supérieure à celle des Mersenne twister et des TGFSR.
figure 7.7 — Moyenne de n premières valeurs générées ji.
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Propriétés des générateurs xorshift
de Marsaglia
Dans un article récent, George Ivlarsaglia [60] introduit trois nouvelles construc
tions de générateurs qu’il nomme « xorshift ». Dans cette thèse, nous nommerons
ces trois constructions générateurs xorshift de type L II et III. Ces générateurs sont
conçus pour être rapides et simples à utiliser. Ils sont en effet très simples et rapides
puisque, pour ceux de type I, une seule ligne de code en langage C est suffisante
pour les implanter. Les opérations sont simples : très peu de ou-exclusifs bit-à-bit et
seulement trois décalages de bits. L’auteur donne plusieurs ensembles de paramètres
pour lesquels les générateurs ont la pleine période. De plus, il affirme que tous les 648
ensembles de paramètres donnés résultent en des générateurs de bonne qualité [60]
Although I have only tested a few of them, any one of the 648 choices
above is likely to provide a very fast, simple, high quality RNG.
Il croit que le fait qu’un générateur basé sur un ensemble de paramètres passe avec
succès une batterie de tests statistiques (dans ce cas-ci, sa fameuse batterie DIE
HARD [59]) est garant du succès des autres générateurs. La réalité en est tout autre.
C
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Nous avons vérifié l’équidistribution de tous les générateurs proposés et, sans dif
ficulté, nous avons trouvé plusieurs générateurs qui sont mauvais du point de ve
de l’équidistribution. Pour ces générateurs, nous avons effectué des tests statistiques
et ils en ont échoué plusieurs. Même pour les génératellrs qui possèdent ne bonne
équidistribiltion, plusieurs ne réussissent pas à passer certains tests statistiques conte
nus dans les batteries Smallcrush, Crush et Bigcrush de TestUOl [48].
Dans ce chapitre, on présente les trois constrllctions proposées par Marsaglia [60].
On montre que, dans la liste des générateurs proposés, il y a de la redondance puisque
plusieurs paires de récurrences, présentées comme disctinctes, sont en fait la même
récurrence. On donne l’équidistribution de tous les générateurs proposés dans l’ar
ticle de Marsaglia et d’autres qu’il n’a pas identifiés. On donne quelques résultats
théoriques sur l’équidistribution des générateurs proposés et la période de certaines
variantes. Ensuite, on présente la performance de certains générateurs par rapport à
divers tests statistiques.
Notre contribution consistera à démontrer qu’il n’est pas recommandé d’utiliser
les générateurs proposés par Marsaglia et que ceux de la même famille de générateurs
qui possèdent la meilleure équidistribution ne doivent être utilisés que si la période est
grande (et seulement si on ne dispose pas d’autres alternatives). Dans notre recherche,
notre but sera de tenter d’obtenir les meillellrs générateurs possibles en n’lltilisant
que trois décalage de bits. On se rend compte que ces opérations sont trop simples
malgré qu’on obtienne des générateurs qui ont une bonne éqilidistribution (même
meilleure que certains générateurs connus et robustes comme le TT800 [67]), ceux-ci
ne réussissent pas à obtenir de bons résultats aux tests statistiques. Ceci constitue
une surprise, du moins pour l’auteur, car on aurait pu croire qu’un générateur bien
équidistribué et de longue période devrait réussir tous les tests statistiques raison
nables.
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8.1 Générateurs de type I
Pour les générateurs de type I, l’état x,-, est un vecteur de w bits et la matrice de
transition est
X = (I+H)(I+H)(I+H) (8.1)
où a,b,c sont des entiers inférieurs à w, H1,H2,H3 {G,D}, la matrice G est telle
que Gx = x « 1 et la matrice D est telle que Dx = x» 1. Les matrices I, G et D
sont de dimension w x w avec leurs éléments dans F2. La sortie est habituellement
donnée par y = x.
Les matrices (I+Ga) et (I+Da) ont quelques propriétés qui sont utiles à explorer
afin d’étudier la récurrence (8.1). Tout d’abord, remarquons que (I + De’) P(I +
Ga)P_l
1
1
P=
1
est une matrice w x w et que = P. De plus, si H {G, D}, alors (I + Ha) est
inversible si l’entier a est différent de zéro. Également, on a que (I+G’) = P(I+D’)P.
On dit que deux matrices A et B sont similaires s’il existe une matrice C inversible
telle que A = CBC’. On note la similarité par A B. Il est bien connu que les
polynômes caractéristiques de deux matrices similaires sont les mêmes. Soit X1 et X2,
deux matrices de transitions de générateurs différents. Si X1 X2 et que le polynôme
caractéristique de X1 est primitif, alors il est en de même pour X2. Par conséquent,
si un générateur basé sur X1 est de pleine période, alors un autre basé sur X2 sera de
pleine période également.
Nous énonçons quatre propriétés des matrices de la forme (I + H) où H
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{ G, D} qui nous seront utiles pour démontrer la similarité entres certaines matrices
de transition X.
Propriété 8.1. Commutativité. Soit H e {G, D}. On a (I + H)(I + H’) = (I +
H’)(I + Hb).
Démonstration. On a (I+Ha)(I+Hb) = I+Ha+H+H1+b = I+H1+Ha+Hb+a =
(I+Hb)(I+Hj.
Propriété 8.2. Soit H1, FI2, H3 E {G, D}. On a (I + H)(I + H)(I + H) (I +
H)(I + H)(I + H)
Démonstration. On a (I + H)(I + H)(I + Hi’) «. (I + H)(I + H)(I + H)(I +
H)(I + H
=
(I + H)(I + H)(I + H). U
Propriété 8.3. Soit X = (I + H)(I + H)(I + H) où H1, H2, H3 e {G, D} et H1,
H2 et H3 ne sont pas tous ta même matrice. On a X (I + H)(I + H’)(I + H)
Démonstration. Pour le démontrer, considérons les deux cas possibles : H1 = H2 et
H2 = H3. Dans le premier cas, la démonstration est triviale car (I + H)(I + H) =
(I+H)(I+H) par la propriété 8.1. Dans le deuxième cas, (I+H)(I+H)(I+H) =
(I + H)(I + H)(I + H) (I + H)(I + H)(I + H) où la similarité vient de la
propriété 8.2. E
Propriété 8.4. Soit H, K e {G, D} où H K pour j = 1,2,3. On a (I + H)(I +
H)(I + H) (I + K)(I + K)(I + Kf).
Démonstration. On a (I+H)(I+H)(I+H) ‘- P(I+H)PP(I+H)PP(I+H)P =
(I+K)(I+K)(I+K)
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Soit
X1 = (I+Gc)tI+Db)(I+Ga)
X2 = (I+G0)(I+Db)(I+Gc)
X3 = (I+Dc)(I+Gb)(I+Da)
X4 = (I+Da)(I+Gb)(I+Dc)
X5 = (I+Db)(I+Gc)(I+Ga)
X6 = (I+Db)(I+Ga)(I+Gc)
X7 = (I+Gb)(I+D9(I+Da)
X8 = (I + Gb)(I + D)(I + Dc).
Dans [60], on affirme, sans preuve ou argument, pour un triplet (a, b, c), que si la
matrice X procure un générateur de pleine période, alors il en sera de même pour
les matrices X1, . . . , X8. C’est effectivement vrai et nous allons le démontrer.
Par la propriété 8.1, il est facile de voir que X5 X6 et X7 = X8. Donc les
générateurs que Marsaglia donnait comme quatre générateurs distincts ne constituent
en fait que deux générateurs distincts. En utilisant les propriétés 8.1—8.4, il est très
simple de montrer que les matrices X1,. . . , X8 sont toutes similaires les unes par
rapports aux autres (à noter que la similarité est une relation d’équivalence, donc
transitive). Au tableau 8.1, les matrices de similarité C telles que X = CX1C’ , pour
i = 1, . .
. ,8 sont données. Pour un triplet (a, b, c), puisqu’elles sont toutes similaires
entre elles, si X1 a un polynôme caractéristique primitif, alors toutes les matrices
X1 X8 ont le même polynôme caractéristique primitif. Autrement dit, pour un
triplet (a, b, c), si X1 donne un générateur de pleine période alors les générateurs
basés sur X2, . . . , X8 seront aussi de pleine période.
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Dans [60], l’auteur n’a pas remarqué que les générateurs basés sur les matrices
X9 = (I + GC)(I + G)(I +
X10 = (I + G)(I + GC)(I + Db)
X11 = (I+Dc)(I+Da)(I+Gb)
= (I+Da)(I+Dc)(I+Gj
ont aussi la même période que celui basé sur X1 puisque X1 X pour i = 9,. . . , 12.
Par contre, on a que X9 = X10 et X11 = X12 par la propriété 8.1.
Proposition 8.1. Les matrices X1,... ,X12 sont toutes simitaires entre ettes et ont
toutes ta même période pour un triptet ta, b, c) donné.
On pourrait aussi considérer une récurrence basée sur X13 = (I+Gc)(I+Gb)(I+
Ga). Dans ce cas, si un générateur basé sur X13 est de pleine période, alors il en sera
de même pour celui basé sur X14 = (I + DC)(I + D’’)(I + D’j par la propriété 8.4
Par contre, le polynôme caractéristique de X13 sur IF2 est toujours (1 + z)w é IF2[zJ.
Ce polynôme n’est pas irréductible. La matrice X13 est formée de 1 dans la diagonale
principale et les éléments au-dessus de celle-ci sont tous nuls. Il est facile de calculer
le polynôme caractéristique de cette matrice qui est det(X;3
— Iz) = (1 + Z)m. On
peut voir, de la même manière, que det(X14
— Iz) = (1 + z)w. Il est donc inutile de
chercher des générateurs de pleine période qui utilisent la matrice X13 ou Xi4 : il n’en
existe aucun.
Seules les matrices X dont j ê {1, 2, 3,4, 5, 7, 9, 11} donnent véritablement des
générateurs distincts. Par contre, nous allons montrer que pour un choix de tri
plet ta, b, c) les générateurs basés sur X3, X4, X7 et X11 ont toujours la même
équidistribution, même chose pour ceux basés sur X5 et X9. Pour montrer cela, men
tionnons qu’appliquer le tempering y, = Bx où B est une matrice triangulaire avec
des 1 dans la diagonale, des zéros au-dessus de la diagonale et le reste des valeurs
sont dans 1F2, ne change pas la q-valeur (ou l’équidistribution) de l’ensemble de points
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‘If(X, B, w) peu importe la dimension t. En fait, ce tempering ne fait qu’appliquer
un mixage linéaire (voir chapitre 6) à l’ensemble de points ‘It(X, I, w) et il est connu
que ce type de transformation ne change pas la q-valeur de l’ensemble de points
résultant [63].
Soit la récurrence x = X9x,_1 et le tempering y = Bx = (I + Db)x. On
remarque que ce tempering est une forme de mixage linéaire. À partir de ces deux
équations, on peut obtenir la récurrence
y BX9B’y_1 (I + Db)(I + GC)(I + GG)(I + Db)(I + Db)1y = X5y_1.
On voit imédiatement que l’ensemble de points ‘I’(X5, I, w) est le même que l’en
semble de points ‘I’(Xg, I, w) auquel on a appliqué le mixage linéaire décrit par B.
Ainsi, 1It(X9,I,w) et ‘I’t(X5,I,w) ont tous les deux la même q-valeur et la même
équidistribution, peu importe la dimension t.
On peut montrer, de la même manière qu’on l’a fait pour X5 et X9, que les
ensembles de points ‘‘t(X, I,w), ‘IJt(X4, I, w), W(X7, I, w) et W(X11, I, w) ont la
même q-valeur pour une dimension t donnée.
Pour résumer cette sectioll, on pourrait dire que seuls X1, X2, X3, X4, X5, X7,
X9 et X1; permettent de construire des générateurs distincts. Pour un triplet (a, b, c),
si une de ces matrices procure un générateur de pleine période, alors elles procurent
toutes des générateurs de pleine période. Également, pour n triplet (a, b, c), pour
vérifier l’équidistributioll de tous ces générateurs, il suffit de vérifier ceux basés sur
X1, X2, X3 et X5. Le tableau 8.1 résume l’essentiel de cette section et donne les
matrices de similarité C telles que X = CX1C1 pour i = 1, . . ., 12.
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Tableau 8.1 — Liste des matrices X qui procurent des générateurs de type I de même
période pour un triplet (a, b, c).
X C Notes
x1 I
X2 (I+Ga)(I+Gc)
X3 P
X4 (I + Da)(I + Dc)P Même équidistribution que X3
X7 (I + DC)P Même équidistribution que X3
X11 (I + D)P Même équidistribution que X3
X5 (I+Db)(I+Ga)
X9 (I + Ga) Même équidistribution que X5
X6 (I + D”)(I + G) Même récurrence que X5
X8 (I + Dc)P Même récurrence que X7
X10 (I + Ga) Même récurrence que X9
X12 (I + DjP Même récurrence que X11
Q
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8.2 Générateurs de type II
Les générateurs de type II ont pour état le vecteur x = (v, v_,,. . . , Vr+i)T
et la récurrence est
v Avn_m BVn_r. (8.2)
où A et B sont formés d’un produit de matrices de la forme (I+Hti) où H e {G,D},
O < d < w et AB = (I + H)(I + H)(I + Hp). La matrice de transition est
OO...A...OB
I
x= i
I
On remarque que les générateurs de type II iltilisent la méthode matricielle à récurrence
multiple (voir section 2.3.6) et que le polynôme caractéristique de la récurrence sur
F2 est donné par P(z) = det(IzT + AzTm + B) e F2 [z]. La sortie est habituellement
y1., = y,.,. Pour identifier un générateur de type II, on le fera avec le triplet (A, B, in).
Si on trouve un triplet (A, B, in) tel que la récurrence (8.2) est de pleine période,
alors, Ollf une matrice G de similarité donnée, le triplet (GAG’, GBC’, in), qui
décrit un générateur basé sur la récurrence
y,., GAG’yn_m GBG’ynr, (8.3)
donne aussi un générateur de pleine période. Cette dernière récurrence donne la
séquence obtenue en appliquant le tempering y,., Gv au générateur défini par
la récurrence (8.2). Comme discuté à la section précédente, si la matrice de similarité
correspond à appliquer un mixage linéaire, alors les dellx générateurs ont la même
équidistribution pour une dimension t donnée.
Dans [60], on mentiollne seulement le cas A = A, = (IDb)(I+G2) et B = B, =
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(I + Dc) et m = 1. Dans ce cas, la récurrence est
(I + Dj(I + Ga)v_i (I + DC)Vn_r. (8.4)
Soit A et B pour j 2, 3, 4, les matrices telles que définies au tableau 8.2. Nous
pouvons montrer que, pour (A1, B1, in), si le triplet ta, b, c) procure un générateur
de pleine période, il en sera de même pour les triplets (A2, B2, in), (A3, B3, in) et
(A4, B4, in). Pour ce faire, il suffit de trouver la matrice de similarité C qui permet
de « convertir » le générateur basé sur (A1, B1, in) en celui basé sur (Ai, B, in) pour
i = 2, 3, 4. Au tableau 8.2, on liste les couples (Ai, B) et donne les matrices de
similarité. Le lecteur peut facilement vérifier que les matrices C données sont les
bonnes.
Tableau 8.2 — Matrices A et B qui donnent une récurrence (8.2) de pleine période
si et seulement si A1 et B1 en donnent une également.
iA B C
2 (I + Gb)(I + D) (I + GC) D
3 (I+Ga)(I+Db) (I+Dc) (I+Db)
4 (I + D)(I + Gb) (I + GC) (I + Gb)P
On remarque que la matrice de similarité pour (A3, B3, in) est (I+Db), qui est une
matrice de mixage linéaire. Ceci implique que les générateurs basés sur (A3, B3, in) ont
la même équidistribution que ceux basés sur (A1, B1, in), quelque soit la dimension t.
Par contre, ceci ne veut pas dire qu’ils ne constituent pas deux générateurs distincts.
On pourrait aussi dire, par le même raisonnement que l’on vient de faire, qu’en
trouvant un triplet (a, b, c) pour lequel un générateur basé sur la récurrence (8.2)
avec A = B1 et B = A1 est de pleine période, on se trouve avoir trouvé trois autres
générateurs de pleine période, à savoir ceux basés sur (B2,A2,in), (B3,A3,m) et
(B4, A4, in).
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Dans la même logique, si A = (I+Hdl)(I+Hb) et B = (I+Kc), où H, K e {G, D}
et H K, et si (A, B, m) procure une récurrence (8.2) de pleine période, il en sera
de même pour celle que procure ((I + K°)(I + Kb), (I + Hc), ra) par la matrice de
similarité C = P.
Dans le cas où AB = (I + H°)(I + H’)(I + HC) et H {G,D}, le polynôme
caractéristique de la matrice de transition X est donné par det(X—Irwz) = det(IwzT+
AzT_m + B). Puisque les matrices A et B sont des matrices triallgula.ires avec des 1
dans la diagonale principale et les éléments non nuls sont du même côté de la diagonale
prmcipale, on observe que det(X
— Irwz) (zT + zm + 1)”. Ce polynôme n’est pa.s
irréductible et les générateurs basés sur ce type de matrice ne sont jamais de pleine
période 2TW
— 1.
Si A I et B = X1 (où X1 est défini à la section 8.1), alors on remarque
que la récurrence (8.2) est celle d’un TGFSR. Si (I,Xi,m) procure un générateur
de pleine période pour un triplet (a, b, c), alors il en sera de même pour (Xi, I, ra),
pour i = 2, . . . , 12, puisque toutes les matrices X, sont similaires entre elles (voir le
tableau 8.1 pour les matrices de similarité) et que CIC I.
Dans le cas où on considère (Xi, I, m), j = 1, . . . , 12, il n’existe aucun générateur
de pleine période. Le théorème suivant, dont la démonstration s’inspire de celle du
théorème 2 de [66], le confirme.
Théorème 8.1. Soit A, une matTice w X w avec ses éléments dans iF où p est un
nombre premier. La récurrence linéaire sur
x = Axn_m + xn_r (8.5)
n’est pas de période p” — 1, quelque soit A.
Démonstration. Soit Q(z) det(A
— Iz), le polynôme caractéristique de A sur IF’7,
et supposons que Q(z) soit irréductible sur lF’,,. Soit 77 é lF, une racine de Q(z). Il
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est bien connu que les éléments 1, ij,. . . , forment une base de lFpw sur IF.
On peut montrer que pour un vecteur non nul t E 1F’, l’homomorphisme
—*
771 F—* Att,
où 0 t E 1F est fixé, est aussi un isomorphisme (voir la preuve du théorème 2 de
[66]). Appliquons l’inverse de l’isomorphisme à la récurrence (8.5). On obtient la
récurrence linéaire dans
= 1(Axn_m) + ‘(xn_r)
qui peut se réécrire comme la récurrence linéaire dans
= 7lXn_m + X_r (8.6)
où x, = E car çS1(AXn_m) = 7JXn_m (voir le théorème 2 de [661). Notons
que, puisque les récurrences (8.5) et (8.6) sont reliées entre elles par un isomorphisme,
elles ont la même période. Le polynôme caractéristique sur F de la récurrence (8.6)
est
P(z) = z’ — — 1 e lF,[zj
Par le théorème 3.18 de [56], puisque (_1)TP(0) = (_l)T+1 n’est pas un élément
primitif de F, le polynôme P(z) n’est pas primitif sur 1Fr. Ceci implique que la
récurrence (8.6) n’est pas de période p’” — 1 et, par conséquent, ni la récurrence (8.5).
Maintenant, supposons que Q(z) ne soit pas irréductible. Soit q = r — m. Par le
théorème 2.3, le polynôme caractéristique de la récurrence (8.5) sur F est donné par
P(z) = det(zTI — z’A — I) = det(z(zmI — A — z_I))
=
det(zI) det((zm — z)I — A)
= z’Q(zm — z_a) E IF[z]
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Remarquons que Q(zm — z_a) n’est pas dans 1F [z] et que, par conséquent, on ne
peut déduire, à ce stade, si P(z) est irréductible sur 1F7, ou non. Par contre, Q(zm —
z—a) E L7,. Puisque que Q(z) n’est pas irréductible, il se décompose en e> Ï facteurs
Q(z) E 1F7,[z], chacuil de degré d > 0.
Soit h(z) = hz + h_1z’ e IL,. On définit la fonction p(h(z)) = rnin{i
h 0}. Pour que h(z) E ]L soit dans IF7,[z], il faut que p(h(z)) > 0. Constatons que,
puisque Q(z) est de degré w, on a w = d1 + . . . + d et que h(Q(zm + z_a)) —qd.
Soit (z) zhiQ(Zm ±z). On a h(Q(z)) = 0, ce qui implique que Q(z) E IF7,[z].
Avec ces éléments en mains, développons
zQ(zm
— z) fl Q(Z — z)
= J 2Q( —
= C
La dernière égalité implique que le polynôme caractéristique sur IE’ de la récurrence
(8.5) n’est pas irréductible sur 1F7, car il se décompose en facteurs Q(z) E IF7,[z],
j = 1,. . . ,c. Ainsi, si Q(z) n’est pas irréductible sur 1B’7, alors le polynôme P(z) ne
l’est pas non plus et la récurrence (8.5) n’a pas la période maximale 2’
— 1, ce qui
complète la démonstration. D
Le tableau 8.2 donne toutes les combinaisons possibles (et intéressantes) de généra
teurs de type II. Elles sont regroupées de telle manière que celles qui procurent des
générateurs de même période se retrouvent ensemble.
On a discuté du choix des matrices A et B, mais pas du choix de m. Pour cer
taines valeurs de r, ce ne sont pas toutes les valeurs de m qui peuvent produire des
générateurs de pleine période. Quand A = I et B est une matrice de plein rang, la
récurrence (8.2) est celle d’un TGFSR. Dans ce cas, on a les résultats suivants qui pro-
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viennent tous de [66]. Le polynôme caractéristique sur F2 de la récurrence est primitif
seulement si Q(z), le polynôme caractéristique de la matrice B, est irréductible sur
‘2 Si c’est le cas, la récurrence est de période 2’ — 1 si et seulement i . + Z’ +
est primitif sur F2 où j est une racine de Q(z). Pour déterminer si le polynôme n’est
pas irréductible, la proposition 1 de [66], que l’on donne comme la proposition 8.2,
s’ applique.
Proposition 8.2. Soit q e F2. Fw[z] n’est pas irréductible
si une des conditions suivantes est vraie
1. r +3 mod 8, w est impair, q est pair et q ne divise pas 2r.
2. r +3 mod 8, w est impair, q est impair et (r
— q) ne divise pas 2r.
3. r est pair et q est pair.
r est pair, r 2q et rq 0,2 mod 8.
5. r est pair, r 2q, rq —2,4 mod 8 et w est pair.
Dans le cas où A I et B $ I, nous émettons ime conjecture qui donne une
condition suffisante pour que la récurrence (8.2) ne soit pas de pleine période.
Conjecture 8.1. Soit ta récurrence (8.2) où A I et B I. Le potynôme ca
ractéristique sur F2 de ta récurrence n’est pas primitif si ru et (r — ru) sont pairs.
Pour appuyer cette conjecture, dans notre recherche de bons génératellrs de type II
avec r = 4, r = 8 et r = 12, nous n’avons trouvé aucun générateur dont le polynôme
est primitif pour lequel (r
— ru) est pair. Malgré nos efforts, nous n’avons pas pu
démontrer cette conjecture.
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Tableau 8.3 — Liste des combinaisons (À, Bi) regroupées en générateurs de type II de
même polynôme caractéristique.
j B C Notes
1 (I + Db)(I + G) (I + Dc) I Même équid. que i = 3
2 (I + G’)(I + D) (I + Gc) p
3 (I + G)(I + Db) (I + DC) (I + Db) Même équid. que i = 1
4 (I+Da)(I+Gl) (I+Gc) (I+Gb)P
5 (I + Dc) (I + Db)(I + Ga) I Même équid. que i = T
6 (I+Gc) (I+Gb)(I+D) p
7 (I + Dc) (I + Ga)(I + Db) (I + Db) Même équid. que j = 5
8 (I+Gc) (I+Di(I+Gb) (I+Gb)P
9 (I + Da)(I + Db) (I + GC) I
10 (I + Ga)(I + G”) (I + DC) p
11 (I + Gc) (I + Dj(I + Db) I
12 (1+ D) (I+G’)(I+Gb) p
13—14 I X, j e {1,2} Voir
15—16 I X, j e {5, 9} tableau Même équidistribution
17—20 I X, j e {3, 4, 7, 11} 8.1 Même équidistribution
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8.3 Générateurs de type III
Les générateurs de type III ont pour état le vecteur x = (v, v_1,. . . , V_r+i)T
et la récurrence est
v
= (I + H’)v_
où H e {G, D}, 1 < j < T. Dans [60], l’auteur se limite au cas où H = G si i est
pair, sinon H = D.
La matrice de transition est donc
(I+H’) (I+H’2) ... (I+H,j
I
x= I
I
On remarque que pour les générateurs de type III, le nombre de décalage de bits
n’est pas restreint à trois, mais pourrait aller jusqu’à T (en supposant que certaines
valeurs de a pourraient être nulles). Ce type de générateur n’est pas très intéressant
du point de vue de l’implantation d’un générateur de très longue période puisque
le temps d’exécution pour générer une valeur dépend directement de la longueur de
la période. Le nombre d’opérations en dans 0(T), donc plus r est grand, plus le
générateur sera lent. La sortie, pour ce type de générateur est donnée par y = v.
Pour le rendre intéressant du point de vue de la vitesse (et aussi pour respec
ter l’objectif qu’on s’était fixé au début du chapitre, soit de faire le mieux possible
avec seulement trois décalage de bits), nous allons considérer le cas où il n’y a que
trois valeurs de a qui sont non nulles pour i = 1,.. . , r. Dans ce cas, définissons la
récurrence
= (I + H)Vn_mi (I + H)vn_m2 (I + H)vn_r (8.7)
o
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où H e {G, D}, 1 < j < 3 et 1 < m1, m2 < r. Pour les générateurs de type III,
dénotons par (Hi,H27H3,a,b,c,mi,m2) le générateur défini par la récurrence (8.7)
et la sortie y, = v,.
Si (H1, H2, H3, a, b, c, m1, m2) est de pleine période 2’° — 1, alors (K1, K2, K3, a, b,
c,mi,m2) l’est aussi, où K H et K e {G,D}. Ceci se démontre avec la matrice
de similarité P.
8.4 Recherche de bons générateurs
Nous avons effectué une recherche exhallstive de tous les générateurs de type I,
de type II avec r = 2, 3, 4, 5, 8, 12, 25, ainsi ceux de type III qui utilisent la récurrence
(8.7) avec r = 3, 4, 5, 8, 12, 25. Nous avons recensé, de manière exhaustive, tous ceux
qui sont de pleine période. Pour tous ces générateurs, nous avons calculé la valeur
de V
=
, qui est un critère d’uniformité basé sur l’éqllidistribution. Plus la
valeur de V est petite, plils le générateur est jugé uniforme.
Pour ceux qui ont donné la meilleure valeur de V, nous avons effectué des tests sta
tistiques. La première batterie de tests effectuée est « Smallcrush » de la bibliothèque
TestUOl [48]. Si les résultats sont satisfaisants, nous effectuons la batterie « Crush » de
la même bibliothèque. Si nécessaire, nous effectuons également la batterie « Big
crush », également de TestUOl. Le tableau 8.4 donne les tests auxquels nons ferons
référence dans ce chapitre. Ils sont nommés selon le nom de la fonction qui exécute
le test. Les paramètres de chacune des fonctions sont également donnés. Nous ferons
référence à ces tests en indiqilant le numéro du test qui est donné dans la première
colonne du tableau 8.4. Pour plus de détails sur ce que chaque test fait spécifiquement,
nous référons le lecteur au guide de TestUOl [48].
Dans les prochaines sous-sections, nous exposons les résultats de la recherche de
o
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bons générateurs obtenus pour chacun des types de générateur.
8.4.1 Générateurs de type I
Dans [60], l’auteur a trouvé tous les ensembles de triplets (a, b, c), où a < c, tels
que la matrice X1 produit un génératellr de pleine période avec w = 32. Il en a trouvé
81. Nous avons vérifié qu’ils étaient tous de pleine période et qu’il n’y en avait pas
d’autres. Les résultats de Marsaglia sont corrects, mais nous avons décelé une erreur
qu’on pourrait interpréter comme une erreur de retranscription à la page 2 de [60].
Ainsi, Marsaglia affirme que le triplet (9, 5, 1) donne un générateur de pleine période,
alors que ce n’est pas le cas. Par contre, il ne donne pas le triplet (9, 5, 14) qui, lui,
donne un générateur de pleine période. Nous avons aussi vérifié tous les triplets donnés
par Marsaglia pour w = 64. Il n’y a aucune omission ou erreur.
Nous avons vérifié l’équidistribution de tous ces générateurs. Pour chacun, nous
avons calculé V A. Les résultats de ces calculs sont donnés aux tableaux 8.5
et 8.6 pour le cas où w = 32 et aux tableaux 8.7—8.13 pour w = 64. En analysant
les tableaux 8.5 et 8.6 qui donnent les résultats pour w = 32, on remarque que ce ne
sont pas tous les triplets (a, b, c) qui donnent des valeurs de V petites. On remarque
que, souvent, les pires générateurs sont ceux pour lesquelles les valeurs de a, b et c
sont près de 1 ou 31. Par exemple, le triplet (1, 27, 27) donne les pires générateurs. La
moyenne de la valeur de V donnée par les générateurs Xy, X2, X3 et X5 formés par
ce triplet est 48.8. La pire valeur de V possible est 56 et ceci n’arrive que lorsque le
générateur est équidistribué en 32 dimensions pour le premier bit et en une dimension
pour les bits subséquents, c’est-à-dire quand t1 = 32 et t = 1 pour L = 2,. . . , 32. Le
triplet (15, 1, 29) donne aussi de très mauvaises valeurs de V. Les triplets qui donnent
la meilleur moyenne de V, (5, 21, 12) et (11, 17, 13) ont des valeurs de V près de 4. Il
y a d’autres triplets qui ont beallcoup de variance dans les valeurs de V produites.
Par exemple, le triplet (7, 1, 9) donne des générateurs dont V = 56 et d’autres qui
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Tableau 8.4
— Liste des tests utilisés au chapitre 8 et de leur p-valeur associée.
No Nom du test Paramètres p-valeur
1 smarsa_BirthdaySpacings N = 100, n = 5 x 106, r’ = 0, Pi
U 2°, t = 2, p = 1
2 swalkRandomWalkl N = 100, n = 5 x io, T = 0, P2
s 2°, L0 = 90, L1 = 90 (statistique H)
3 sknuthJ1axOft N = 10, n = iO, r = 0,
U 5 x ion, t = 5
4 sknuthJlaxOft N = 1, n = 2 x 106, r = 0,
U i0, t = 6
5 sstringJ{amminglndep N = 1, n = 106, T = 0,
s = 30, L = 300, U = —1
6 sstringiiaimninglndep N = 1, n = 106, T = 20, P6
s = 10, L 30, U = —2
7 smarsa.BirthdaySpacings N = 5, n = iO, r = 14, p
U 28, t = 8, p = 1
8 smarsaJtlatrixRank N = 1, n = 106, r = 20, P8
s = 10, L = 200, k = 200
9 smarsai1atrixRank N = 1, n = 50000, T = 20,
s=10,L=300, k=300
10 smarsailatrixRank N = 1, n = 106, T = 20, p-o
s = 10, L = 90, k = 90
o
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ont V = 1. Ce triplet produit les dellx extrêmes. Nous pouvons aussi remarquer les
mêmes tendances dans le cas où w = 64.
Pour w = 32 ou w = 64, si on compare la colonne de X3 avec les autres colonnes,
il semble que l’uniformité de ces générateurs soit, de façon générale, moins bonne que
celle des générateurs qui utilisent X1, X2 ou X5. On remarque que X3 est le produit de
deux matrices de la forme (I+D’) et d’une matrice (I+G), alors que les autres sont le
produit de deux matrices de la forme (1+ G) et d’une matrice (1+ Dd). Remarquons
également que pour le critère d’équidistribution, l’uniformité au niveau des premiers
bits de la sortie est très importante. Si elle n’est pas atteinte, alors l’équidistribution
des bits subséquents ne sera pas bonne non plus. La multiplication y = (I + D’1)x
fait en sorte que les d premiers bits de y sont exactement les mêmes que ceux de x.
Ainsi, cette transformation linéaire n’est pas très utile pour faire varier les bits les plus
significatifs. Par contre, la multiplication y = (I + G9)x permet d’obtenir un vecteur
y pour lequel les w
— g premiers bits sont possiblement différents de ceux de x. Ainsi,
la multiplication y = (I + G)x est plus efficace qe y = (I + Dd)x pour mélanger
les bits les plus significatifs. Par contre, comme il a été écrit précédemment, il n’est
pas possible d’avoir un générateur pour lequel X est le produit de trois matrices de
la forme (I + G) puisque le polynôme caractéristique de ces matrices n’est jamais
irréductible.
Nous avons testé tous les générateurs basés sur la matrice X1 contenils dans les
tableaux 8.5 et 8.6 avec la batterie de tests Smallcrush de la bibliothèque TestUOl.
Quand w = 32, la plupart échoue plusieurs tests malgré le fait que les tests contenus
dans $mallcrush ne soient pas des plus exigeants. C’est une des deux raisons princi
pales pour lesquelles on ne peut recommander aucun des générateurs de type I avec
w = 32 (pas seulement ceux avec X1, mais aussi ceux avec X2,. . . ,X12). L’autre raison
est leur période trop courte : 232
— 1 est insuffisant pour n’importe quelle application
de simulation le moindrement sérieuse.
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Pour les générateurs de type I avec w = 64, le problème de la période est moins
criant (malgré qu’une période de 264 — 1 est considérée petite par rapport à celle
d’autres générateurs modernes). On a testé tous les générateurs basés sur X1 qui sont
donnés dans les tableaux 8.7—8.13. La plupart de ces générateurs ne passent pas la
batterie de tests Smallcrush. En fait, seulement 130 générateurs sur les 275 générateurs
passent avec succès tous les tests de la batterie Smallcrush. Ceux qui performaiellt le
mieux par rapport à l’équidistribution font partie de ceux qui ont le mieux performé
par rapport à cette batterie, comme on aurait pu s’y attendre. Par exemple, les 10
premiers triplets du tableau 8.7 donnent des générateurs basés sur X1 qui passent
la batterie Smallcrush. Afin de vérifier la robustesse de ces 10 générateurs, nous leur
avons fait passer la batterie de tests Crush. Deux tests se sont avérés difficiles à passer
pour ces générateurs : les tests numéro 1 et 2. Soit Pi et P2, les deux p-valeurs obtenues
pour un générateur à chacun de ces tests. Ces p-valeurs sont données au tableau 8.14.
Quand il n’y a rien d’inscrit pour une p-valeur et un générateur donnés, ceci indique
que la p-valeur n’est pas suspecte. Le symbole e indique que la p-valeur obtenue est
inférieure à 10300. Les quatres derniers générateurs donnés à ce tableau sont tels
que V = 3, la meilleure valeur observée. Ces quatres générateurs performent bien par
rapport aux tests numéro 1 et 2, mais chacun a ue faiblesse à un ou plusieurs tests
de la batterie Crush. Par exemple, au test numéro 3, le triplet (23, 17, 25) montre une
p-valeur de 2 x 10_165 ce qui est évidemment inacceptable.
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Tableau 8.5 — Valeur de V pour tous les générateurs de type I basés sur X1,... , X12
avec w = 32.
( 5, 21, 12)
(11, 17, 13)
( 2, 9, 15)( 5, 17, 13)( 5, 15, 17)( 6, 17, 9)
(11, 7, 16)
( 2, 5, 15)
t 5, 7, 22)( 6, 21, 13)( 5, 9, 7)( 5, 13, 6)( 3, 5, 20)( 8, 9, 23)( 9, 5, 25)
t 9, 5, 14)( 11, 21, 13)( 1, 11, 16)( 2, 21, 9)
t 3, 13, 7)
t 4, 5, 15)
(10, 9, 25)
( 2, 7, 9)( 2, 5, 21)
t 3, 5, 22)( 6, 21, 7)
(11, 7, 12)
(12, 9, 23)
7, 13, 25)
t 9, 11, 19)
7, 25, 12)
9, 21, 16)
( 5, 27, 8)( 7, 17, 21)( 3, 27, 11)( 13, 17, 15)( 2, 7, 7)
t 4, 3, 17)
(10, 9, 21)
(13, 5, 19)( 5, 3, 21)
4 4 6 2
5 3 8 2
1 4 13 2
5 2 9 5
5 4 10 3
5 3 12 4
1 1 17 6
2 2 20 3
4 4 17 3
5 4 10 9
7 6 11 6
8 8 8 6
1 6 22 3
9 5 13 5
3 5 23 2
3 4 24 3
4 5 19 6
8 8 9 10
8 7 10 10
9 8 7 11
4 7 24 1
8 3 15 10
8 9 13 7
6 6 21 6
5 7 22 5
9 9 11 10
7 7 18 8
5 6 20 9
7 7 18 9
7 9 16 9
4 8 16 14
8 12 15 7
7 7 23 6
6 12 12 14
6 7 24 8
11 8 17 9
11 9 16 11
3 6 32 6
9 9 19 10
6 6 30 5
4 9 35 1
4.0
4.5
5.0
5.2
5.5
6.0
6.2
6.8
7.0
7.0
7.5
7.5
8.0
8.0
8.2
8.5
8.5
8.8
8.8
8.8
9.0
9.0
9.2
9.8
9.8
9.8
10.0
10.0
10.2
10.2
10.5
10.5
10.8
11.0
11.2
11.2
11.8
11.8
11.8
11.8
12.2
(a, b, c) X1 X2 X3 X5 moyenne
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Tableau 8.6 — Valeur de V pour tous les générateurs de type I basés sur X1,... , X12
avec w = 32 (suite).
fa, b, c) Xy X2 X3 X5 moyenne
f 2, 7, 25)
t 5, 9, 28)
(13, 3, 17)
f 1, 5, 19)
(17, 15, 23)
f 1, 11, 6)
f 3, 5, 25)
f 5, 27, 21)
(1, 5, 16)
(13, 3, 27)
t 1, 3, 10)
2, 15, 17)
f 2, 15, 25)
f 6, 3, 17)
f 7, 1, 9)
f 17, 15, 20)
f 17, 15, 26)
f 3, 1, 14)
f 3, 7, 29)
3, 25, 24)
f 5, 9, 31)
f 6, 1, 11)
f 5, 27, 25)
f 7, 25, 20)
f 4, 3, 27)
(14, 13, 15)
f 5, 27, 28)
f 7, 1, 25)
f 3, 23, 25)
f 7, 1, 18)
f 8, 7, 23)
f 1, 19, 3)
f 3, 3, 26)( 3, 3, 28)
f 1, 9, 29)
f14, 1, 15)
f 3, 3, 29)
f1, 21, 20)
f 15, 1, 29)
f1, 27, 27)
10 14 16 10
10 13 13 14
3 5 37 5
8 9 22 12
5 7 29 11
17 15 8 13
10 10 22 11
8 8 29 9
11 11 22 11
5 5 37 9
10 9 32 8
14 16 17 16
16 17 16 14
8 10 37 8
3 4 56 1
11 10 29 14
11 11 29 13
4 2 56 4
17 18 16 17
16 15 22 15
19 20 13 18
7 4 56 5
11 13 29 20
15 18 21 19
12 14 37 13
16 16 27 18
16 15 29 18
6 8 56 8
15 21 29 16
9 11 56 9
13 11 23 41
25 28 17 26
21 19 37 19
16 31 37 22
29 30 20 29
20 19 56 22
23 37 37 24
33 33 32 33
24 24 56 28
48 48 52 47
12.5
12.5
12.5
12.8
13.0
13.2
13.2
13.5
13.8
14.0
14.8
15.8
15.8
15.8
16.0
16.0
16.0
16.5
17.0
17.0
17.5
18.0
18.2
18.2
19.0
19.2
19.5
19.5
20.2
21.2
22.0
24.0
24.0
26.5
27.0
29.2
30.2
32.8
33.0
48.8
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Tableau 8.7
— Valeur de V pour tous les générateurs de type I basés sur X1,... , X12
avec w = 64.
( a, b, c) Xi X2 X3 X5 moyenne
( 9, 21, 40)( 6, 23, 27)
5, 23, 36)
(11, 27, 26)
8, 37, 21)
11, 23, 42)
(11, 31, 18)
( 5, 15, 27)( 8, 29, 19)
(12, 43, 19)
( 9, 21, 20)
16, 25, 43)
15, 17, 27)
( 16, 21, 35)( 19, 43, 27)
t 15, 21, 46)
t 13, 19, 28)
t 13, 29, 35)
8, 13, 25)
(12, 25, 27)
(14, 23, 33)
11, 29, 14)
13, 35, 30)
(13, 21, 18)
t 4, 35, 21)( 14, 15, 19)
t 6, 43, 21)
t 8, 15, 21)
t 8, 51, 21)
(17, 27, 22)
7, 19, 17)
(14, 13, 17)
3, 21, 31)
21, 17, 24)
21, 17, 48)
13, 19, 47)
17, 23, 29)
21, 15, 29)
23, 13, 38)
4, 37, 21)
t 5, 47, 23)
7
10
6
5
7
7
9
7
11
12
9
5
6
6
7
4
6
5
4
4
8
12
13
8
14
8
12
8
7
6
12
7
11
7
11
6
10
$
3
18
8
4 19 6
6 19 3
7 18 8
9 18 7
8 16 9
6 20 7
6 16 10
2 29 4
12 11 8
7 16 7
8 16 10
8 21 9
3 30 6
4 26 9
3 25 10
5 29 9
7 29 6
8 25 10
5 36 4
6 32 7
7 26 8
12 15 11
13 15 9
9 28 6
14 12 12
8 30 6
10 20 12
6 30 10
6 33 8
5 32 11
12 19 12
8 36 6
13 20 14
6 36 10
5 35 8
7 37 10
8 33 9
4 44 4
4 49 4
14 17 12
10 33 10
9.0
9.5
9.8
9.8
10.0
10.0
10.2
10.5
10.5
10.5
10.8
10.8
11.2
11.2
11.2
11.8
12.0
12.0
12.2
12.2
12.2
12.5
12.5
12.8
13.0
13.0
13.5
13.5
13.5
13.5
13.8
14.2
14.5
14.8
14.8
15.0
15.0
15.0
15.0
15.2
15.2
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Tableau 8.8 — Valeur de V pour tous les générateurs de type I basés sur X1,... , X12
avec w = 64 (suite).
( a, b, c) X; X2 X3 X5 moyenne
t 11, 13, 40)
(13, 47, 23)
16, 11, 19)
18, 25, 21)
(13, 21, 49)
( 19, 15, 46)( 21, 9, 29)( 23, 17, 25)( 24, 31, 35)( 4, 41, 19)
5, 33, 29)
( 9, 29, 12)( 19, 25, 20)( 17, 45, 22)( 11, 25, 48)( 6, 49, 29)( 7, 9, 38)
(11, 9, 34)
( 21, 17, 30)
24, 11, 29)
( 3, 25, 20)( 8, 31, 17)( 15, 45, 17)
29, 27, 37)
13, 51, 21)
( 2, 13, 23)( 5, 45, 16)( 8, 9, 25)( 9, 21, 11)
(10, 7, 33)
( 23, 41, 34)( 13, 9, 15)
(17, 47, 28)
7, 51, 24)
( 7, 11, 35)
9, 29, 37)
21, 13, 52)
5, 41, 20)
(6, 17, 47)
t 3, 37, 17)
8
9
4
10
8
4
4
3
7
14
12
16
13
11
8
11
4
6
7
9
17
19
15
9
6
14
17
5
18
3
9
9
9
10
4
13
11
19
18
20
6 40 7
7 32 13
7 44 6
9 28 14
11 33 10
4 45 9
3 51 4
4 47 10
5 40 12
17 20 14
11 29 13
19 15 15
12 22 18
6 26 23
20 24 15
7 34 16
5 53 6
5 52 5
5 47 9
5 50 4
17 18 17
21 9 20
16 29 9
12 36 13
6 46 13
11 34 13
16 20 19
4 52 11
18 19 17
4 63 2
9 30 24
8 49 7
9 44 11
12 38 14
8 51 12
17 21 24
13 44 8
17 25 16
16 26 17
19 21 18
15.2
15.2
15.2
15.2
15.5
15.5
15.5
16.0
16.0
16.2
16.2
16.2
16.2
16.5
16.8
17.0
17.0
17.0
17.0
17.0
17.2
17.2
17.2
17.5
17.8
18.0
18.0
18.0
18.0
18.0
18.0
18.2
18.2
18.5
18.8
18.8
19.0
19.2
19.2
19.5
o
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Tableau 8.9 — Valeur de V pour tous les générateurs de type I basés sur X1,..
. ,
X12
avec w = 64 (suite).
( a, b, c) Xi X2 X3 X5 moyenne
( 9, 27, 10)
4, 35, 15)
4, 43, 21)
(16, 11, 27)
( 11, 9, 14)
(15, 49, 26)
( 24, 9, 35)( 5, 9, 23)
(15, 13, 52)
( 19, 13, 37)
25, 11, 57)
10, 53, 13)
( 21, 15, 28)( 9, 19, 18)( 13, 7, 17)
(13, 35, 38)
( 18, 41, 23)( 23, 17, 54)( 13, 9, 50)
(15, 13, 28)
25, 15, 47)
3, 29, 40)
(14, 47, 15)
t 17, 47, 29)
(11, 15, 37)
t 7, 43, 28)
23, 13, 58)
3, 35, 14)
7, 41, 40)
19, 7, 36)
t 9, 5, 43)
t 9, 7, 18)( 16, 13, 55)
25, 9, 39)
7, 19, 54)
( 23, 17, 56)
t 4, 7, 19)( 6, 55, 17)( 16, 5, 17)( 17, 23, 52)
21 20 17 20
22 27 11 20
19 16 28 18
13 8 49 11
9 13 51 9
8 6 42 27
8 6 59 10
11 12 50 11
12 12 44 16
6 7 60 11
8 10 54 12
14 12 43 16
8 5 48 24
13 17 33 23
5 7 68 6
15 18 33 20
13 17 38 19
7 5 61 14
10 13 52 13
14 9 45 20
6 5 59 18
19 19 31 20
12 17 44 17
12 11 46 22
10 23 38 22
14 23 34 23
15 12 49 18
28 24 15 28
15 16 44 21
8 10 71 7
9 4 78 6
9 13 66 9
19 22 40 16
9 8 65 15
22 31 20 25
9 12 61 16
13 13 59 14
15 14 52 18
6 4 80 9
15 22 43 19
19.5
20.0
20.2
20.2
20.5
20.8
20.8
21.0
21.0
21.0
21.0
21.2
21.2
21.5
21.5
21.5
21.8
21.8
22.0
22.0
22.0
22.2
22.5
22.8
23.2
23.5
23.5
23.8
24.0
24.0
24.2
24.2
24.2
24.2
24.5
24.5
24.8
24.8
24.8
24.8
o
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Tableau 8.10 — Valeur de V pour tous les générateurs de type I basés sur X1,.. . , X;2
avec w = 64 (suite).
( a, b, c) X1 X2 X3 X5 moyenne
( 5, 17, 11)
(19, 7, 55)
t 4, 37, 11)
(12, 7, 13)
25, 33, 36)
t 7, 33, 8)( 25, 13, 29)
(1, 19, 16)
( 7, 5, 41)( 7, 23, 8)
2, 43, 27)
t 7, 11, 10)(11, 5, 34)
( 6, 27, 7)
20, 5, 29)
25, 7, 49)
( 1, 23, 14)
t 3, 5, 21)
(4, 15, 51)
(11, 5, 45)
t 9, 5, 36)
3, 25, 31)
t 3, 43, 11)( 12, 11, 47)
(1, 13, 45)
( 9, 41, 45)
(19, 21, 52)
23, 9, 38)
t 4, 9, 13)
4, 15, 53)
4, 29, 45)
(11, 5, 32)
( 1, 23, 29)
(11, 53, 23)
12, 39, 49)
28, 11, 53)
( 5, 11, 54)
t 11, 5, 43)( 23, 9, 48)( 13, 13, 19)
26 25
8 11
28 26
11 15
15 20
27 26
6 10
27 32
8 10
30 31
24 24
23 23
9 6
33 33
8 7
11 14
31 30
11 13
27 26
8 9
11 11
22 34
31 29
19 19
27 30
14 21
9 11
4 4
25 22
29 27
24 33
3 3
25 26
19 20
17 23
15 12
27 29
7 5
13 11
24 32
23 26
71 11
20 28
61 15
46 21
20 31
81 8
19 28
79 9
17 28
36 23
41 21
88 5
13 31
87 8
68 18
22 29
77 11
30 29
88 7
78 14
34 25
23 32
54 23
36 24
53 29
57 41
105 5
50 22
35 28
30 32
106 7
42 27
55 26
54 27
62 32
40 27
106 5
89 12
59 12
25.0
25.2
25.5
25.5
25.5
26.0
26.2
26.5
26.5
26.5
26.8
27.0
27.0
27.5
27.5
27.8
28.0
28.0
28.0
28.0
28.5
28.8
28.8
28.8
29.2
29.2
29.5
29.5
29.8
29.8
29.8
29.8
30.0
30.0
30.2
30.2
30.8
30.8
31.2
31.8
o
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Tableau 8.11 — Valeur de V 0llf tous les générateurs de type I basés sur X1,. . . , X12
avec w = 64 (suite).
( a, b, c) X1 X2 X3 X5 moyenne
( 3, 51, 16)
t 7, 7, 20)
7, 57, 12)
(17, 15, 58)
23, 9, 57)
25, 7, 46)
( 16, 7, 39)
25, 21, 44)
t 7, 5, 47)( 23, 13, 61)
t 4, 43, 31)
(15, 5, 37)
(16, 27, 53)
( 1, 11, 50)( 10, 27, 59)
4, 29, 49)
3, 29, 49)
7, 25, 58)
9, 23, 57)
(12, 3, 13)
23, 17, 62)
7, 13, 58)
(19, 41, 21)
( 21, 41, 23)( 31, 27, 35)( 4, 31, 33)
t 13, 3, 40)( 8, 13, 61)( 3, 29, 47)
f 31, 25, 37)( 15, 19, 63)
f 4, 53, 7)
(13, 3, 53)
21, 21, 34)
( 25, 39, 54)( 1, 11, 35)
(1, 35, 11)
( 12, 3, 49)
(1, 9, 50)
16, 47, 17)
26 33
16 17
21 18
25 22
5 12
20 21
14 11
26 24
18 18
23 42
27 31
11 17
15 52
31 36
31 35
32 45
39 35
39 43
30 56
9 12
27 30
34 39
34 33
36 34
31 38
37 36
16 16
40 39
36 55
34 33
41 44
43 40
18 18
34 40
31 33
37 40
40 37
14 23
40 41
39 38
37
81
70
61
105
68
75
57
78
49
47
93
39
42
35
32
36
28
33
113
61
42
48
45
48
47
107
37
32
54
35
41
107
56
61
50
47
113
50
50
32
14
20
21
7
21
31
24
19
20
32
16
31
31
39
37
37
38
29
15
31
35
36
38
36
34
18
42
38
41
43
40
21
34
39
38
43
17
38
43
32.0
32.0
32.2
32.2
32.2
32.5
32.8
32.8
33.2
33.5
34.2
34.2
34.2
35.0
35.0
36.5
36.8
37.0
37.0
37.2
37.2
37.5
37.8
38.2
38.2
38.5
39.2
39.5
40.2
40.5
40.8
41.0
41.0
41.0
41.0
41.2
41.8
41.8
42.2
42.5
o
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Tableau 8. ]2 — Valeur de V pour tous les générateurs de type I basés sur Xi,. . . , X12
avec w = 64 (suite).
(a, b, e) X1 X2 X3 X5 moyenne
(15, 47, 16)
5, 53, 20)
( 22, 3, 39)( 3, 53, 7)( 17, 47, 54)( 23, 41, 51)( 8, 5, 59)
(18, 3, 43)
( 13, 17, 43)
(17, 23, 51)
(1, 7, 44)
(1, 29, 34)
t 7, 5, 55)(15, 23, 23)
1, 51, 13)
3, 61, 17)
( 1, 7, 9)( 3, 61, 26)
t 5, 59, 33)( 1, 7, 46)( 6, 1, 17)
(12, 1, 31)
( 6, 3, 49)
33, 31, 43)
( 3, 43, 6)
(1, 19, 6)
t 9, 1, 27)(1, 59, 14)
( 3, 25, 56)( 7, 27, 59)
(14, 31, 45)
( 3, 13, 59)
t 15, 1, 19)( 3, 43, 4)( 8, 25, 59)( 3, 1, 11)
(11, 23, 56)
25, 13, 39)
( 21, 21, 37)
25, 13, 62)
37 39
22 48
28 21
44 43
29 32
30 36
34 34
47 7
24 86
27 31
37 47
47 49
32 33
41 36
45 45
27 27
44 47
31 25
34 34
42 47
16 13
15 11
34 24
32 30
52 50
61 64
20 19
45 42
54 63
58 62
51 60
60 58
27 24
64 62
61 64
28 31
61 68
58 56
56 67
55 56
59 39
50 55
107 19
44 45
76 40
65 46
77 33
113 12
38 32
88 37
64 37
44 45
80 41
73 36
53 45
107 27
59 43
104 33
87 39
64 43
153 14
153 19
113 29
94 44
48 53
23 61
153 18
81 43
44 57
47 59
60 56
49 63
153 29
49 59
47 63
153 31
53 64
81 52
76 53
81 60
43.5
43.8
43.8
44.0
44.2
44.2
44.5
44.8
45.0
45.8
46.2
46.2
46.5
46.5
47.0
47.0
48.2
48.2
48.5
49.0
49.0
49.5
50.0
50.0
50.8
52.2
52.5
52.8
54.5
56.5
56.8
57.5
58.2
58.5
58.8
60.8
61.5
61.8
63.0
63.0
o
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Tableau 8.13 — Valeur de V pour tous les générateurs de type I basés sur X1,... , X12
avec w = 64 (suite).
( u, b, e) X1 X2 X3 X5 moyenne
( 2, 31, 51) 67 61 67 59 63.5( 28, 9, 55) 47 50 105 52 63.5( 1, 35, 5) 71 68 49 70 64.5( 21, 21, 38) 60 68 76 57 65.2( 33, 31, 55) 53 53 94 66 66.5( 2, 31, 53) 73 61 67 66 66.8( 18, 1, 25) 40 33 153 41 66.8( 49, 15, 61) 60 59 76 73 67.0( 43, 21, 46) 50 50 113 60 68.2( 18, 19, 19) 67 68 74 71 70.0( 5, 59, 35) 59 59 106 61 71.2( 1, 15, 4) 82 81 30 97 72.5( 20, 1, 31) 44 44 153 53 73.5( 21, 21, 32) 71 71 85 71 74.5
4, 41, 45) 66 75 90 68 74.8
( 1, 3, 45) 63 72 103 62 75.0
t 25, 27, 53) 79 79 67 84 77.2( 21, 21, 40) 75 79 85 76 78.8( 21, 1, 27) 49 57 153 59 79.5( 55, 9, 56) 70 69 105 83 81.8( 25, 27, 27) 82 84 76 88 82.5( 1, 53, 3) 90 89 85 89 88.2( 2, 47, 49) 88 93 108 88 94.2
t 1, 35, 34) 94 93 97 94 94.5
t 1, 45, 37) 100 100 91 100 97.8( 5, 59, 63) 92 92 106 104 98.5( 31, 1, 51) 78 80 153 93 101.0( 1, 15, 63) 122 123 53 122 105.0( 21, 21, 41) 105 109 112 109 108.8( 24, 25, 25) 112 113 95 115 108.8( 21, 21, 43) 110 111 113 109 110.8
t 1, 1, 54) 106 116 153 107 120.5
t 1, 1, 55) 110 116 153 109 122.0
o
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Tableau 8.14 — Les p-valeurs Pi et P2 obtenues par les dix premiers générateurs basés
sur X1 de la table 8.7.
(a,b,c) Pi P2
( 9, 21, 40) 8.0 x i0’( 6, 23, 27) 4.1 x i0
(5,23,36)
( 11, 27, 26)( 8, 37, 21) 1.9 x 1016( 11, 23, 42)( 11, 31, 18) 2.5 x 10_46( 5, 15, 27)( 8, 29, 19) 3.9 x 10_6( 12, 43, 19)( 23, 17, 25)( 23, 13, 38)( 10, 7, 33)
(_11,_5,_32)
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8.4.2 Générateurs de type II
Pour les générateurs de type II, nous avons calculé V pour tous les générateurs
qui ont été proposés par Marsaglia [601. Les résultats de ces calculs sont donnés dans
la première colonne du tableau 8.15. Dans ce même tableau, on donne la valeur de
V pour les générateurs basés sur (A,,B,,m = 1), (A2,B2,m = 1) et (A4,34,m = 1)
que procurent les triplets proposés par Marsaglia. Ils se trouvent dans la première
colonne de ce tableau. Les autres colonnes donnent la valeur de V pour les autres
générateurs, de même période, qui sont basés sur (A2, 32, m = 1) et (A4, 34, m = 1).
À noter que les générateurs basés sur (A2, 32, m = 1) et (A4, 34, m = 1) n’ont pas été
identifiés par Marsaglia et que nous mettons ces résultats pour satisfaire la curiosité
du lecteur.
Nous avons testé avec la batterie $mallcrush tous les générateurs basés sur (A1, B,,
m = 1) proposés par Marsaglia, soit ceux de la première colonne du tableau 8.15. Tous
ces générateurs, sauf un, échouent soit le test numéro 4, soit le test numéro 5. Au
tableau 8.15, nous donnons les p-valeurs obtenues pour ces deux tests, soit p4 et p5. Le
symbole indique que la p-valeur obtenue est inférieure à 10_300. Pour le générateur
basé sur le triplet (23, 24, 3), les p-valeurs ne sont pas suspectes pour aucun de tests
de Smallcrush. Pour le tester davantage, nous lui avons fait passer la batterie de tests
Crush. Pour le test numéro 7, le générateur échoue avec une p-valeur inférieure à
io°°.
Au tableau 8.16, nous donnons les meilleurs générateurs de type II par rapport au
critère V pour r 2, 3, 4, 5, 8, 12, 25. Rappelons que la recherche a été faite de manière
exhaustive. On remarque une nette amélioration du critère V par rapport à ceux qui
sont proposés par Marsaglia. Par exemple, quand r = 5, la meilleure valeur de V
des générateurs proposés par Marsaglia était 111 et le meilleur possible est V = 18
donné par ((I + D7)(I + G”), (I + G20), m = 1). En observant le tableau 8.16, on
cD remarque qu’un seul générateur est tel qu’il utilise deux matrices de la forme (I+D’).
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Ceci pourrait s’expliquer, comme il a été écrit précédemment, par le fait que cette
transformation ne mélange pas très bien les bits les plus significatifs (sauf, peut-être,
pour le cas qu’on vient d’identifier).
En ne considérant que le critère V, o peut obtenir de très bons générateurs de
type II. Le TT800 [67], un TGF$R considéré comme un très bon générateur de période
2800
— 1, donne une valeur de V = 261. On peut voir, dans le tableau 8.16, que les
meilleurs qui ont la même période, soit ceux avec r = 25, ont toils une valeur de V
plus petite. Par exemple, le générateur basé sur ((I+D8)(I+G1), (I+G’8),m = 9)
obtient V = 123, ce qui est nettement inférieur à la valeur obtenue par le TT800.
Également, on remarque qu’aucun tempering n’est appliqué à la sortie dii générateur,
au contraire de TT800. On pourrait s’attendre à une implantation plus rapide pour
ce générateur que celle du TT800 pour cette raison (voir à la fin du chapitre pour les
temps d’éxécution des générateurs).
On a appliqué les batteries de tests $mallcrush et Crush à tous les générateurs
qui sont dans le tableau 8.16. La plupart des générateurs ont passé tous les tests de
$mallcrush, sans aucune valeur suspecte. Nous leur avons fait passer la batterie de
tests Crush.
La grande faiblesse des générateurs du tableau 8.16 est qll’il ne réussissent pas à
passer les tests du rang de la matrice. Nous avons fait passer le test numéro $ (test
du rang de la matrice dont il est question dans la remarque de la section 2.7) à tous
les générateurs dont r > 8 et seuls les générateurs 21, 22, 26, 27, 28 et 29 ont réussi
le test. Ainsi, aussi pour les générateurs dont r = 12 ou r = 25, plusieurs d’entre eux
ne réussissent pas à passer le test numéro 9, un autre test sur la distribution d’une
matrice aléatoire, sauf les générateurs numéro 22, 28 et 29 du tableau 8.16. Pour les
générateurs avec r < 12, o ne rapporte pas le résultat dil test puisqu’il est normal
qll’il ait échoué. C’est pourquoi, on a mis u « — » pour cellx-ci.
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Pour les générateurs dont r = 2, 3, 4 011 5, ils échouent tous soit le test numéro 6,
soit le test numéro Z. Soient P6 et p7, les p-valeurs obtenues pour ces deux tests. Au
tableau 8.16, on présente les résultats obtenus pour ces deux tests.
Pour résumer les résultats obtenus par les générateur du tableau 8.16 aux tests
statistiques contenus dans les batteries Smallcrush et Crush, on pourrait dire que
seuls quatre générateurs ont réussi à les passer tous. Ces sont les générateurs numéro
21, 22, 28 et 29. Nous avons fait passser également la batterie Bigcrush à ces quatres
générateurs et ils ont réussi à passer tous les tests contenus dans cette batterie.
Tableau 8.15 — Valeur de V pour tous les générateurs de type II proposés par Marsa
glia [601 basés sur (Ai, B) pour j = 1,2,4 avec w = 32 et m = 1.
(a,b,c) (Ai,Bi) (A2,B2) (A4,34)
r=2
( 10, 13, 10) 27 58 28 e 5.2 x iO
(8,9,22) 11 35 7 e
(2,7,3) 38 92 39 e
( 23, 3, 24) 37 62 37 e
r=3
( 10, 5, 26) 67 97 68 e
( 13, 19, 3) 36 63 27 e
( 1, 17, 2) 47 190 47 e
( 10, 1, 26) 81 61 82 e
r=4
( 5, 14, 1) 68 117 67 e
( 15, 4, 21) 41 78 30 2 x iO
( 23, 24, 3) 85 135 85
( 5, 12, 29) 48 167 41 e
( 11, 8, 19) 32 69 26 e 0.9963
r=5
( 2, 1, 4) 164 247 165 e
( 7, 13, 6) 111 152 100 e
( 1, 1, 20) 164 322 164 e
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Tableau 8.16 — Valeur de V pour les meilleurs générateurs de type II avec w = 32 et
r = 2,3,4,5,8,12,25.
r m B A P6 P9 P8
ï 2 1 (I + G”) (I + D’3)(I + G’9) 4 3.3 x 10_12 2.4 x 10_6
2 2 1 (I + G) (I + G’9)(I + D13) 7 6.6 x 10_12 43 x iO —
3 2 1 (I + D8)(I + G9) (I + G22) 7 e
4 2 1 (I+G”)(I+D9) (I+G’7) 7 5.4x107 f
5 3 1 (I+G23) (I+D4)(I+G’3) ïf
6 3 1 (I + G23) (I + G”)(I + D7) 12 1.0 x i0
7 3 1 (I+G23) (I+D7)(I+G”) 12
€ —
—
8 3 1 (I+G’8) (I+D5)(I+G’3) 13
€
9 4 1 (I+D7)(I+G”) (I+G20) iï
10 4 1 (I+D7)(I-i-G”) (I+G19) 17 f
11 4 1 (I+G’7) (I-i-D5)(I+G’2) 17 f
12 4 1 (I + G’9) (I + D’5)(I + G7) 19 6.5 x —
13 4 1 (I + G”)(I + D7) (I ÷ G’9) 19 6.5 x 10_12 f
14 5 1 (I+D7)(I+G”) (I+G20) f
15 5 1 (I+D6)(I+G”) (I+G20) 19 f
16 5 3 (I + G9)(I + D6) (I + G20) 25 f
17 5 3 (I + D6)(I + G9) (I + G20) 25 f
18 8 3 (I+D’3)(I+G’9) (I+G8) E
19 8 3 (I+D’4)(I+G’7) (I-i-G8) 48
— f
20 8 1 (I + D7)(I + G’5) (I + G’°) 52 — f
21 8 1 (I+D”)(I+G8) (I+G21) 54
22 12 5 (I+G21)(I+D”) (I+G6)
—
23 12 5 (I + D6)(I + G7) (I + G22) 79 € f
24 12 1 (I + D8)(I + G7) (I + G’8) 84
25 12 5 (I+G7)(I+D6) (I+G22) 90
€ f
26 25 9 (I+D8)(I+G”) (I+G’8)
—
27 25 9 (I + G”)(I + D8) (I + G’8) 137 f
28 25 7 (I + G20) (I + D’3)(I + G5) 155
29 25 2 (I + G’°) (I + D’3)(I + G19) 158
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8.4.3 Générateurs de type III
Pour les génératellrs de type III, nous avons effectué les mêmes recherches que
pour les générateurs de type II. Nous avons cherché, de manière exhaustive, tous
les générateurs qui utilisent la récurrence (8.7) pour r = 3, 4, 5, 8, 12, 25. Les pa
ramètres des meilleurs générateurs trouvés par rapport au critère V sont donnés au
tableau 8.17. À période égale, on remarque que les valeurs de V sont u peu plus
élevées pour les meilleurs générateurs de type III que pour les meilleurs générateurs
de type II. On remarque également que tous les générateurs du tableau 8.17 utilisent
deux matrices (I + G) et une seule matrice (I + Dd), comme pour la très grande
majorité des meilleurs générateurs de type I et type II.
Nous avons fait passer les tests contenus dans les batteries $mallcrush, Crush et
Bigcrush à tous les générateurs contenus dans le tableau 8.17. Les résultats obtenus
par les générateurs aux tests contenus dans Smallcrush ne permettent pas de rejeter
l’hypothèse nulle pour aucun des générateurs. La batterie de tests Crush a detecté une
faiblesse qui semble se généraliser pour les générateurs avec r < 5. Au test numéro 6,
la plupart des générateurs ont obtenu des p-valeurs lamentables. Ce test, qui mesure
les dépendances des poids de Hamming entre les valeurs produites par le générateur,
terni à démontrer que la récurrence ne mélange pas assez les bits d’une itération à
l’autre. En fait, parmi ces douzes générateurs, seuls les générateurs numéro 7, 8, 11
et 12 ont passé ce test. Également, plusieurs générateurs avec r < 8 ont échoué le
test numéro 10. Seuls les générateurs numéro 7, 8, 11 et 14 ont réussi ce test. Pour
les générateurs dont r 12, nous n’avons pas trouvé de tests qui mettent e doute
l’hypothèse nulle.
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Tableau 8.17
— Valeur de V pour les meilleurs générateurs de type III avec w = 32 et
r = 3,4,5,8,12,25.
No r m2 m, H H H V P6 P10
1 3 1 2 G7 G2’ D9 29 E E
2 3 1 2 D3 G5 G’2 36 E E
3 3 1 2 G3 D’ G’7 37 E E
4 3 1 2 G7 D9 G’6 37 E E
5 4 1 3 G9 D7 G2’ 22 E E
6 4 1 2 G9 D7 G22 25 E E
7 4 1 3 G7 G2’ D” 28
8 4 2 3 G5 D” G’8 29
9 5 1 2 G5 D3 G’9 30 E E
10 5 2 3 D7 G2’ G9 33 E E
11 5 1 4 G5 D” G2° 44
12 5 1 2 G2’ G3 D5 48 E
13 8 1 2 D7 G22 G9 55 E
14 8 2 5 G7 D” G2’ 55
15 8 1 3 G9 G2’ D7 65 E
16 8 1 5 G3 G’9 D5 68 E
17 12 2 3 G7 D” G2’ 96
18 12 5 11 G5 G’8 D” 100
19 12 7 9 G’8 D” G5 102
20 12 5 10 G5 G’8 D” 103
21 25 4 10 G2’ D” G7 186
22 25 5 24 G5 D” G’8 188
23 25 7 24 G5 D” G’8 190
24 25 5 16 G’9 D” G5 219
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8.5 Performances
Nous avons implanté, en language C, des générateurs de type I, II et III et les
avons chronométrés. La période du générateur de type I est de 232 — 1 et celle des
générateurs de types II et III est de 2800 — 1. Les implantations e sont pas des
macros, comme il est expliqué dans l’article original de Marsaglia [60], mais comme
des fonctions qui retournent une valeur de type double. Les macros ne sont utiles
que pour des générateurs de petite période. Le test de vitesse est le même que celui
expliqué à la section 5.13. Le tableau 8.18 donne la vitesse de chacun des générateurs.
Nous avons reproduit tous les temps du tableau 7.13 pour fins de comparaisons.
En examinant le tableau 8.18, on remarque que les générateurs de Marsaglia sont
rapides comparativement aux autres générateurs. Mais le gain en vitesse obtenu en
se restreignant à seulement trois décalages de bits et trois ou-exclusifs bit-à-bit n’est
pas vraiment spectaculaire.
8.6 Conclusion
Le point à retenir de l’étude des générateurs qui n’utilisent que trois décalages de
bits, tels que décrits dans ce chapitre, est que ceux-ci ne mélangent pas suffisamment
l’état d’une itération à l’autre pour obtenir des générateurs dans lesquels nous pouvons
avoir confiance.
Les générateurs de type I n’ont pas des périodes assez longues pour des applications
sérieuses. De nombreuses faiblesses ont été détectées pour les meilleurs générateurs
(par rapport à l’équidistribution) de type II, même pour des périodes immenses de
l’ordre de 2800
— 1. Pour ceux qui ont passé tous les tests statistiques, il n’est pas
recommandé de les utiliser puisqu’ils possèdent la même structure et sont suscep
tibles d’échouer d’autres tests statistiques. Pour les générateurs de type III, ceux-ci
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Tableau 8.18 — Temps nécessaire pour itérer i0 fois et additionner tous les nombres
aléatoires produits.
Générateur Temps (s)
Générateur xorshift de Type I 32.4
Générateur xorshift de Type II 36.5
Générateur xorshift de Type III 34.7
F2wLFSR2_32_800 39.5
F2wPo1yLCG2_32_800 36.4
F2wP01yLCG2..32_800(*) 31.3
F2wLFSR3.i_800 32.8
F2wPo1yLCG37_800 40.7
F2wP01yLCG3_7_800(*) 33.0
WELLRNG512a 36.0
WELLRNG6O7a 38.1
WELLRNG6O7a(b) 36.9
WELLRNG800a 40.7
WELLRNG1O24a 36.0
WELLRNG19937a 36.9
WELLRNG19937a(b) 42.2
WELLRNG44497a 41.3
WELLRNG44497a(b) 50.7
TT800 44.0
MT19937 31.6
MRG32k3a 101
330
semblaient plus robustes quand la période dépassait 2256
— 1, mais peut être n’avons
nous pas été assez imaginatif pour trouver un test simple pour lequel ces générateurs
échouent. Les nombreuses faiblesses des générateurs de type III de plus petite période
n’ont rien de rassurant.
En définitive, nous ne recommandons aucun générateur dont nous faisons mention
dans ce chapitre, même ceux qui démontrent la meilleure équidistribution et qui
passent les tests statistiques contenus dans les batteries de tests de TestuOl.
Annexe A
Définitions relatives aux corps finis
Beaucoup de générateurs sont basés sur une récurrence linéaire dans un corps fini.
Le livre de Lidl et Niederreiter [56] couvre la majorité des aspects mathématiques
des corps finis discutés dans cette thèse. Les trois prochaines définitions mènent à la
définition de corps fini.
Définition A.1. [71] Groupe.
Un groupe est un ensemble G sur lequel est défini une opération « + » qui est
associative. De plus, il y a un élément « O » , appelé « élément neutre » , dans G tel
que O + g = g + O pour tout g e G et chaque élément g e G a un inverse h e G tel
que h + g = g + h = O.
Définition A.2. [71] Groupe Abélien.
Un groupe G est dit Abélien si l’opération « +» est commutative.
Définition A.3. [71] Corps.
Un Corps est un ensemble Q comprenant 2 éléments, « O » et « 1 » , combiné avec
2 opérations, « + » et « x » , tel que
1. Q est un groupe abélien sous l’opération « + » , avec l’élément neutre « O »
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2. Les éléments autres que « o » de Q forment un groupe abélien (où « 1 » est
l’élément neutre) sous l’opération « x »
3. La propriété a x (b + c) = a x b + a x c est valide.
Un corps est appelé corps fini, si Q est un ensemble fini.
Les tableaux A.1 et A.2 montrent les tables d’opération pour « + » et « x » dans
IF’2. Le corps F2 est celui le plus utilisé dans cette thèse. Pour F2, on a Q = {0, 1}
Tableau A.1 — Table de l’addition dans IF2
+ 01
Foi
1 0
Tableau A.2 — Table de la multiplication dans F2
NoiJ
F00
01
On peut construire le corps fini F2 de plusieurs façons. Mais peu importe la
manière, il existe toujours un isomorphisme entre celles-ci. Soit IF2 [z], l’ensemble de
tous les polynômes à coefficients éléments de 1F’2. Si P(z) F2[z] est un polynôme de
degré w irréductible sur F2 et w > 1, alors on peut construire F2m avec l’anneau de
polynômes F2[z]/P(z), qui est l’espace des polynômes dans F2[z] modulo P(z) [56].
Cette annexe contient plusieurs définitions relatives aux corps finis qui peuvent
être trouvées dans [56].
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Définition A .4. Polynôme irréductible.
Un polynôme p(z) F [z] est dit zTréductibte sur Fq si p(z) est de degré positif et
p(z) = b(z)c(z) avec b(z), c(z) lFq[z] implique que soit b(z) ou c(z) est le polynôme
1.
Définition A.5. Idéal.
Un sous-ensemble J d’un anneau R est appelé idéat si J est un sous-anneau de R et
pourtoutaéJetrER,onaarEJetraEJ.
Définition A.6. Élément primitif.
Un générateur du groupe cyclique G — {O} est appelé élément primitif de G.
Définition A.7. Élément algébrique.
Soit K, un sous-corps de F. Si O E F satisfait une équation non-triviale aO’ + . . . +
a10 + a0 = O telle que les a E K ne sont pas tous zéros, alors on dit que O est
algébrique sur K.
Définition A.8. Polynôme minimal.
Soit K, un sous-corps de F. Si O E F est algébrique sur K, alors le polynôme monique
g(z) e K[z] unique qui génère l’idéal J
= {J e K[z] t f(O) = O} de K[z] est appelé
polynôme minimal de O sur K.
Définition A.9. Polynôme primitif dans lFq [z].
Un polynôme f E Fq[zj de degré m 1 est dit primitif sur Fq s’il est le polynôme
minimal d’un élément primitif.
Annexe B
Arithmétique dans IE’2w
Cette section passe en revue l’arithmétique dans le corps fini F2. Pour représenter
un élément dans F2, choisissons une base ordonnée (/3k, .. . , t3) de lF2n sur F2 où les
/3 E 1F2, 1 < i < w. Grâce à cette base, n’importe quel élément o E F2 peut être
écrit comme une combinaison linéaire
où c1j E F2, 1 <j <w. Cette combinaison linéaire est uniqile puisque (t3,. . . ,/) est
une base. À partir de cette combinaison lilléaire, on peut associer le vecteur de bits
y = (cvb. . . , c») à c. A noter que ce vecteur de bits dépend de la base ordonnée
choisie. Un avantage de cette représentation est la possibilité de manipuler facilement
les éléments de F2 sur ordinateur.
Il existe deux types de bases couramment utilisées dans la littératllre la base
polynômiale et la base normale. Soit M(z) zD + az E F2[zj, un polynôme
irréductible sur F2. Il existe un élément algébrique e F dont le polynôme minimal
sur F2 est M(z). La base polynômiale définie par est (1, -, 2
, (“‘). Si chacune
des composantes de ( 2 (22 . . (21) sont linéairement indépendantes, alors celili
ci constitue une base normale [56]. Si le polynôme M(z) est primitif (ou, de manière
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équivalente, si est primitif), alors n’importe qilel élément de o E F2w, sauf le zéro,
peut être représenté par Ç pour une valeur de s.
La multiplication dans F2m est linéaire, ce qui veut dire qu’on peut effectuer la
multiplication par ( par une transformation linéaire T : F2w —+ F2m. En représentant
un élément de 1F2m par un vecteur de bits dans F, la multiplication par ( se fait
par la multiplication par une matrice A. Pour déterminer cette matrice Ac, il suffit
de trouver comment elle transforme les éléments de la base polynômiale. Soit e,
le vecteur représentant l’élément i = 1, . . . ,w. On observe que Ae e+1
pour i = 1,. . . ,w — 1. Puisque M(C) = O, on sait que (W
=
Donc
On peut maintenant déduire que
1
= ( e : e aT ) = Ï . (Bi)
1 a1
La multiplication de ij E F2w par (S peut être effectuée par une composition de
s transformations linéaires T appliquées à ij. Soit
=
La mllltiplicatiOll
de ij par se fait en multipliant sa représentation vectorielle par la matrice At =
r
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F2wStreams is a software package that implements random ilumber generators based on linear
recurrences in the fiuite field F2n. Many streams of indepeudant random numbers can 5e used for
each geuerator.
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3Ï Introduction
The random number generators included in this package are based on a linear recurrence in
the finite field with 2’ elements, 1F2. The recurrence is
q(z) zq_1(z) mod P(z) (1)
where, for n> O, q(z) = q,1z1 + + q E 1F2/P(z) and
P(z) = zT — bjzT E F2[z]
is the characteristic polynomial of the recurrence and the b1,. . . , b,- are constants in lF2w The
period of the recurrence is 2T
— 1 (maximal period) if and only if P(z) is primitive.
To produce random numbers from these recurrences, we need to represent the elements
of F2 with a given basis. The basis used in this package is the polynomial basis. Let
Q(z) e F2[z] be an irreducible over F2 and C E lP2w be one of its roots. A polynomial
ordered basis is (1, C. . . , C”). Under this basis, the recurrence (1) becomes
(q1,
, =
.
,
q,,-, O) + (Ab1,. . , (2)
where q,j e 1F’ is a w-bit vector that represents qn,i and A is the matrix that performs
the multiplication by b under the polynomial basis.
The state of this generator at iteration n is
x,
= .
The output of the generator is obtained in two steps. The first one is the tempering. The
tempered state y, is obtained by
3x,
where B is a L x k matrix and y = (y$L°,. . . y_11) is a L-bit vector. We obtain the output
by
= L
In this package, we aiways use the values w L = 32.
2 $treams
This package is designed so that a user can access many streams of pseudo-random numbers
from the same generator. Its design was strongly influenced by RngStreams [11, a similar
package but based on a different type of random number generator.
4Let G = {u}> be the sequence of numbers that a generator outputs, given a certain
seed I. It can be divided in many subsequences called “streams”. Each stream $, i 1,
cornes from the sequence G and is defined as
= {s}> {u(g_1)s+}>o
where s is the “inter-stream step”. Usually, this value of s is very large. It is large enough
so that any application would not corne close to use more than s values. If it was not the
case, then a strearn could use values of other streams and that is not desirable. The seed of
the generator that produces the sequence $ is 19. Notice that G
=
A further division is possible. We divide the streams into “substreams”. They are defined
as
= {t}>0 = {sg,(h_i)t+n}>o {ti(g_1)s+(h—i)t+n}n>o.
The value of t is also large enough such that any application does not corne close to use t
values. Notice that T9,1 = $ for ail g> 1.
To use strearns from this package, mie must first create a generator. This generator will
become the “backbone” from which streams are created. To determine the sequence G, the
user can choose a seed for the generator with the function f2wStreams_setPackageStateO.
If it is not called, then a default seed is given to the generator. Once the seed is choseil (or
not), he can create streams. See the description of the package F2wStreams for the different
functions that manipulate the streams. The substreams are not to be created. Once a stream
is created, the stream is set to the staft of the first substream. The user can advance to the
next substream with the function F2wStreains_resetNextSubstreamf).
For a given stream $,, there are four seeds that are of interest: 1, B, N9, C9. The seed
1, is the seed of the start of the g-th stream. It can 5e user defined or set to a default value.
The seed B9 is the seed of the start of the current substream. The seed N9 is the start of
the next substream. Finally, the seed C, is the current state (seed) of the stream. In the
description of the package, we use the words “seed” and “state” to designate the state of the
generator.
3 A simple example
The figure 1 Shows a program that produces random numbers using two streams coming
from the same generator.
5#include<stdio h>
#include<stdlib h>
#include “F2wStreams h”
#include “F2wGenerator h”
#include “F2wGenST h”
int main(void){
double uniform;
F2wGenerator *G;
F2wStream *S1,*S2;
int j;
G F2wGenST_CreateNO(1);
Si = F2wStreams_Create (G);
F2wStreams_WriteState(Si);
for(i0; i<25; j÷+)
printf (“f\n”, f2wStreams_UOi (Si));
F2wStreams_WriteState(Si);
52 = F2wStrea.ms_Create (G);
F2wStreams_WriteState ($2);
for(i=O; i<25; i++){
uniform = F2wStreams_UOi(S2);
printf(”f\n” ,uniform);
F2wStreams_WriteState(S2);
F2wStreams_Delete(Si);
F2wStreams_Delete(S2);
F2wGenerator_Delete(G);
return O;
}
Figure 1: Example of a program that uses streams.
6APPENDIX
A. Functional definitions
of the modules in F2wStreams
zF2wStreams
This module implements the functions that manipulate the streams.
#include “F2wGenerator . h”
typedef struct stream {
F2wGenerator *BackBoneGen;
F2wElement *statel;
F2wElement *stateC;
F2wElement *stateB;
F2wElement *stateN;
char anti;
char descriptor[100];
int 1;
int r;
} F2wStream;
This type contains the information needed by a stream. The pointer BackBoneGen points to
the backbone generator of the stream. The arrays statel, stateC, stateB and stateN contain
the seeds 1, C9, B9 and N9 The fiag anti indicates if antithetic variables must be ontput.
The string descriptor identifies the stream. The variable r is the degree r of the caracteristic
polynomial over F20 of the recurrence on which the generator is based.
F2wStreajn* F2wStreams_CreateWithDesc C F2wGenerator *F2wGen,
char descriptor [100]
Function that creates a stream with the generator pointed by F2wGen. The string descriptor
is used to identify the stream.
F2wStream* F2wStreams_Create ( F2wGenerator *F2wGen
);
Function that creates a stream with the generator pointed by F2wGen. The string “# g” is given
as the descriptor for the g-th stream created.
void f2wStreams_Delete ( f2wStrea.m *
);
Function that deletes the stream pointed by S.
void F2wStreams_resetStartStream C F2wStream *
);
Function that reset the current state to the start of the current stream. In other words, it sets
C9 to 1.
void F2wStreams_resetStartSubstream ( F2wStream *S
);
Function that reset the current state to the start of the current substream. In other words, it
sets C9 to 39.
F2wStreams S
void F2wStreams_resetNextSubstream C F2wStream *3
);
Function that sets the current state to the start of the next substream (it sets Cg and Bg to
Ng).
void F2wStreams_setAntithetic ( F2wStream *3,
char a
Function that sets the fiag anti of the F2wStream pointed by S. If n is O, then uniform random
variables are outputted, otherwise, antithetic uniform random variables are outputted.
void F2wStreanis_setState ( F2wStream *3
F2wElement *state
);
Function that sets the seeds ‘g Bg, Cg to the seed given by the array state.
void F2wStreams_getState C F2wStream *3
F2wElement *state
Function that puts in the array state the vaine of the current state Cg.
void F2wStreams_WriteState C F2wStream *3
);
Function that writes to the standard output the value of the current state Cg.
void F2wStreams_WriteFullState C F2wStream *3
);
Function that writes to the standard output the value of the current state Cg, the intitial state
‘g and the seed of the current substream Bg.
double F2wStreams_UO1 C F2wStreain *3
);
Function that returns a uniform random variable (or an antithetic uniform random variable if
S—>anti is set to 1) from the interval [0, 1).
int F2wStreams_randlnt C F2wStream *Gen,
int i,
int j
Function that returns a uniform random variable (or an antithetic uniform random variable if
S—>anti is set toi) from the the set {i,.
. .j}. It makes one call to F2wStreamsSOiC).
9F2wGenST
This module implements generators. The name F2wGenST refers to generators that use Small
Tables (ST) to implement the multiplications by the coefficients b. The technique used is
explained in [2], in which it is referred to as the “second method” of implementation. The
implementation in language C is also explained in [2].
This implementation deals with the case where
P(z) = j
— br_tzt —
—
where br_q can be zero or not.
At the output, a Matsumoto-Kurita tempering is applied. It is done in the following fashion:
÷— trunc(x,1j
1— ye((y«7)&b)
— ye((y«15)&c)
where trunc32(x) returns only the 32 most significant bits of x,, $ is a bit-to-bit XOR, &
is a bit-to-bit AND and (y «s) shifts the vector y,-, s positions to the left.
The best way to use this module is to create a generator with the function F2wGenST_CreateNO O.
It creates one of the generator of Table 1. This table is stored in the file F2wGenST.dat.
typedef struct generator {
int r;
int t;
int q;
unsigned int modQ;
F2wElement BRminusT;
F2wElement BRminusQ;
F2wElement BR;
F2wElement *tabBRmT;
F2wElement *tabBRjnQ;
F2wElement *tabBR;
int tO,tl;
int qO,ql;
int rO,rl;
unsigned int temper_b;
unsigned int temper_c;
int sizetable;
} F2wGenST;
This type holds the data necessary for the implementation of the generators. The values r, t and
q are the values r, t and q. The variable modQ holds the polynomial Q(z). The values BflminusT,
BRminusQ and BR contain the coefficients b,-_, br_q and b,.. The 32-bit vectors temper_b and
temper_c contain the vectors b and c. The other variables are initialized with the function
F2wGenST_Create() and concern the implementation.
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Table 1: Generators of periods 2800
— 1, r = 25, w = 32
No r t q br_t br_q b,. Q(z) b c
size of tables 2
25 11
— 30000000
— 50000000 e3O7bcOe f7b31a80 af530001
2 25 11
— 30000000
— 50000000 e3OZbcOe fObal6Ol ab4b0000
3 25 14 — 60000000
— 30000000 e3O7bcOe cdlal000 8dc70001
size of tables 2
4 25 11 — 05000000
— 12000000 f282ea95 a6ea0881 4de58000
5 25 14 — 11000000
— 18000000 f282ea95 e18e4881 2d5f8001
6 25 9 — 09000000
— 28000000 f282ea95 fa3cc98l 6cf88000
7 25 16 — 81000000
— 18000000 f282ea95 f7660f01 3fec0000
8 25 9 — 22000000
— 11000000 f282ea95 bff09280 59ca0000
9 25 9
— 60000000
— 28000000 f282ea95 2e89a401 de278000
size of tables 2
10 25 21 6 30000000 c0000000 a0000000 e397e5c4 994aa401 5a9d8001
11 25 13 6 c0000000 30000000 a0000000 e397e5c4 9475ce01 eZed000l
12 25 19 7 c0000000 60000000 90000000 e397e5c4 b3965001 2b6c8001
13 25 19 4 30000000 50000000 90000000 e397e5c4 366ac280 e7750001
14 25 18 8 60000000 90000000 50000000 e397e5c4 e2171580 9bd98001
15 25 13 11 a0000000 60000000 50000000 e397e5c4 d9769501 6ae58001
Ïe JTables 2
ï W 18 13 42000000 21000000 50000000 9f1f0184 cl9ee400 7e778000
17 25 13 5 12000000 28000000 06000000 9f1f0184 9e60e080 736b0000
18 25 21 12 60000000 48000000 09000000 9f1f0184 ce2Ob000 785a8000
19 25 21 12 60000000 48000000 09000000 9f1f0184 68090201 c3cf800l
20 25 16 10 82000000 24000000 48000000 9f1f0184 26f c4000 69570000
21 25 20 9 05000000 06000000 41000000 9f1f0184 8d868001 505c8001
F2wGenerator* F2wGenST_Create f int r,
int t,
int q,
F2wElement BR,
F2wElement BRminusT,
F2wElement BflminusQ,
unsigned int M
unsigned int teniper..b,
unsigned int temper_c,
int sizetable
);
Function that creates a f2wGenerator with specific parameters. A user not familiar with this
type of generator should use a function of the type F2wCenST_CreateNOf). The argument
sizetable indicates that the implementation will use tables of size 2sizetab1e
oF2wGenST 11
void F2wGenST_Delete ( f2wGenerator *Gen
);
Function that deletes a F2wGenerator created with the function F2wGenST_Create.
F2wGenerator* F2wGenST_CreateNO f int number
);
Same function as F2wCenST_Create f). It creates the generator #number from Table 1.
C12
F2wPolynomial
This module implements the arithmetic in F2 and F2 [z]/P(z) where w = 32. It is iised
by the other modules to compute the state of the generator 2” steps ahead in the recurrence
(1). The elements of 1F2 are represented with the polynomial basis (1, ,. . . , ‘‘) where
is a generator of ]F2n. Let Q(z) 5e the minimal polynomial of over F2.
The Type f2wPolynomial is used to store a polynomial P(z) E 1F2w[]. The degree of the
polynomial is r. The type F2wElement represents an element of F2 under the polynomial
basis. It is a vector of w 32 bits where the least significant hit represents 1 = (° and
the most significant bit represents The type F2wPzElement represents an element of
F2m[z]/P(z). Let = +2z+•
. +3z31. The array that represents is [y, .. . ,]. The
type F2wPzElement is an array of F2wElement’s.
A normal user should not have to use any of these functions.
#define F2w_W 32
F2w_W is the value of w for F20. It ïs set to 32.
typedef unsigned int F2wElement;
typedef unsigned int *F2wPzElement;
typedef struct polyf2wZ{
int r;
F2wElement *coeff;
int *nocoeff;
unsigned int modQ;
int nbcoeff;
F2wElement zeta_i [ F2w_W 1;
F2wPzElement *zj;
} F2wPolynomial;
This type is used to represent a monic polynomial P(z) zT
—
bzT2 in lF2m [z]. The
degree of the polynomial is r and the number of non zero b’s is nbcoef f. The polynomial
Q(z) is represented by the 32-bit vector modQ. Notice that the coefficient z32 of Q(z) is not
represented in modQ. The polynomial P(z) is
nbcoef f
zT
—
coeff[i]zfbc0ef].
The array zeta_i contains in zeta_i [j] the value 2z and the array z_i contains in z_i [j] the
value zz mod P(z). These arrays are used to make the computations faster.
f2wPolynomial* F2wPolynomial_Create ( int r,
int nbcoeff,
F2wElement *coeff,
int *nocoeff,
unsigned int modQ
Function that creates a polynomial P(z) E F2 [z].
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void F2wPolynomial_Delete C F2wPolynomial *P
Function that deletes the polynomial P(z) e F2m [zi pointed by P.
F2wPzElement F2wPolynomial_CreateF2wPzElement C F2wPolynomial *P
Function that creates a F2wPzElement (i.e. an element of F2w[z]/P(z)).
void F2wPolynomial_DeleteF2wPzElement C F2wPzElement elem
Function that deletes a F2wPzElement.
F2wElement F2wPolynomial_multiply C F2wElement alpha,
F2wElement beta,
F2wPolynomial *P
Function that returns the result of the multiplication alpha * beta in F2.
void F2wPolynomial_Multiplybyz C F2wPzElement res
F2wPzElement beta,
F2wPolynomial *P
Function that puts into res the result of z times beta in F2w/P(z).
void F2wPolynomial_Multiply C F2wPzElement res,
F2wPzElement alpha,
F2wPzElement beta,
F2wPolynomial *P
Function that puts into res the result of the multiplication beta * alpha in F2w/P(z).
void F2wPolynomial_ExponF2wP C F2wPzElement res,
F2wPzElement beta
int d,
F2wPolynomial *P
Function that puts into res the result of beta2 in F2m/P(z).
C14
F2wGenerator
This module is used to manage the backbone generators. In this package, there is no im
plementation of generators. The implementations can vary and they are foulld in other
modules like F2wGenST. A variable of type F2wGenerator holds ail the information needed
by a generator to create streams.
A normal user should not have to use any of these functions.
#include”F2wPolynomial . h”
struct stream;
typedef struct f 2wgen{
F2wPolynomial *P;
void *ParamGenerator;
void (*DeleteParamsGenerator) (struct f 2wgen * );
double (*functionUOl) (struct stream *);
F2wFzElement multNextSubstream;
F2wPzElement multNextStream;
F2wElement *NextStream;
int nbstream;
} F2wGenerator;
This type stores ail the data of a backbone generator. The polynomial pointed by P contains
the caracteristic polynomial of the generator. The pointer ParamGenerator points to a struc
ture that hold the parameters of a specific implementation of the generator. For example, it
can point to a variable of type F2wGenST. The pointers to functions DeleteParamsGenerator,
functionUOl point to functions that are related to the specific impiementation of the genera
tor. The function pointed by DeleteParamsGenerator deallocates the memory taken by the
structure pointed by ParamGenerator. The function pointed by functionUOl is the function
that is used to produced random numbers and depend on the implementation. The variable
multNextStream (multNextSubstream) contains the value in 1F2 [z]/P(z) that the state must
be multiplied with in order to advance to the next stream (substream). The array NextStream
is the initial state for the next stream to be created with this generator and nbstream is the
niimber of streams created with this generator.
f2wGenerator* F2wGenerator_Create C
void *ParainGen,
F2wPolynomial *P,
void (*DeleteParamsGenerator) (F2wGenerator * ),
double (*functionUOl) (struct stream* ),
void (*functionUOlVector) (struct stream* , double *),
int VectorSize,
int NextStreamStep,
int NextSubStreamStep
Function that creates a F2wGenerator. The parameter NextStreamStep indicates that the start
of consecutive streams will be 2NextStreamStep iterations apart and NextSubStreamStep indicates
that the start of consecutive substreams will be 2NextSubStreamStep iterations apart.
void F2wGenerator_Delete f F2wGenerator *F2wGen
);
Function that deletes a F2wGenerator.
GF2wGenerator 15
void F2wGenerator_setPackageState( F2wGenerator *F2wGen,
F2wElement *state
);
Function that sets the initial seed of the generator pointed by F2wGen. It will be the seed I for
the first stream created with the generator pointed by F2wGen.
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