Cartesian Genetic Programming (CGP) has previously shown capabilities in image processing tasks by evolving programs with a function set specialized for computer vision. A similar approach can be applied to Atari playing. Programs are evolved using mixed type CGP with a function set suited for matrix operations, including image processing, but allowing for controller behavior to emerge. While the programs are relatively small, many controllers are competitive with state of the art methods for the Atari benchmark set and require less training time. By evaluating the programs of the best evolved individuals, simple but effective strategies can be found.
INTRODUCTION
The Arcade Learning Environment (ALE) [1] has recently been used to compare many controller algorithms, from deep Q learning to neuroevolution. This environment of Atari games offers a number of different tasks with a common interface, understandable reward metrics, and an exciting domain for study, while using relatively limited computation resources. It is no wonder that this benchmark suite has seen wide adoption.
One of the difficulties across the Atari domain is using pure pixel input. While the screen resolution is modest compared to modern game platforms, processing this visual information is a challenging Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. GECCO '18, July 15-19, 2018 , Kyoto, Japan © 2018 Association for Computing Machinery. ACM ISBN 978-1-4503-5618-3/18/07. . . $15.00 https://doi.org/10.1145/3205455.3205578 task for artificial agents. Object representations and pixel reduction schemes have been used to condense this information into a more palatable form for evolutionary controllers. Deep neural network controllers have excelled here, benefiting from convolutional layers and a history of application in computer vision.
Cartesian Genetic Programming (CGP) also has a rich history in computer vision, albeit less so than deep learning. CGP-IP has capably created image filters for denoising, object detection, and centroid determination. There has been less study using CGP in reinforcement learning tasks, and this work represents the first use of CGP as a game playing agent.
The ALE offers a quantitative comparison between CGP and other methods. Atari game scores are directly compared to published results of multiple different methods, providing a perspective on CGP's capability in comparison to other methods in this domain.
CGP has unique advantages that make its application to the ALE interesting. By using a fixed-length genome, small programs can be evolved and later read for understanding. While the inner workings of a deep actor or evolved neural network might be hard to discern, the programs CGP evolves can give insight into strategies for playing the Atari games. Finally, by using a diverse function set intended for matrix operations, CGP is able to perform comparably to humans on a number of games using pixel input with no prior game knowledge.
This article is organized as follows. In the next section, § 2, a background overview of CGP is given, followed by a history of its use in image processing. More background is provided concerning the ALE in § § 2.3. The details of the CGP implementation used in this work are given in § 3, which also covers the application of CGP to the ALE domain. In § 4, CGP results from 61 Atari games are compared to results from the literature and selected evolved programs are examined. Finally, in § 5, concerns from this experiment and plans for future work are discussed. using CGP has not been equal. There is a wealth of literature concerning image processing in CGP, but little concerning reinforcement learning. Here, we therefore focus on the general history of CGP and its application to image processing.
Cartesian Genetic Programming
Cartesian Genetic Programming [16] is a form of Genetic Programming in which programs are represented as directed, often acyclic graphs indexed by Cartesian coordinates. Functional nodes, defined by a set of evolved genes, connect to program inputs and to other functional nodes via their coordinates. The outputs of the program are taken from any internal node or program input based on evolved output coordinates.
In its original formulation, CGP nodes are arranged in a rectangular grid of R rows and C columns. Nodes are allowed to connect to any node from previous columns based on a connectivity parameter L which sets the number of columns back a node can connect to; for example, if L = 1, nodes could connect to the previous column only. Many modern CGP implementations, including that used in this work, use R = 1, meaning that all nodes are arranged in a single row [17] .
Recurrent CGP showed performance improvements on time-based tasks, as shown in Turner and Miller [26] . Here, a recurrency parameter r was introduced to express the likelihood of creating a recurrent connection; when r = 0, standard CGP connections were maintained, but r could be increased by the user to create recurrent programs. This work uses a slight modification of the meaning of r , but the idea remains the same.
In practice, only a small portion of the nodes described by a CGP chromosome will be connected to its output program graph. These nodes which are used are called "active" nodes here, whereas nodes that are not connected to the output program graph are referred to as "inactive" or "junk" nodes. While these nodes are not used in the final program, they have been shown to aid evolutionary search [15, 28, 30] .
The functions used by each node are chosen from a set of functions based on the program's genes. The choice of functions to include in this set is an important design decision in CGP. In this work, the function set is informed by MT-CGP [5] and CGP-IP [6] . In MT-CGP, the function of a node is overloaded based on the type of input it receives: vector functions are applied to vector input and scalar functions are applied to scalar input. The choice of function set is very important in CGP. In CGP-IP, the function set contained a subset of the OpenCV image processing library and a variety of vector operations.
Image Processing
CGP has been used extensively in image processing and filtering tasks. In Montes and Wyatt [21] , centroids of objects in images were determined by CGP. A similar task was more recently undertaken in Paris et al. [22] , which detected and filtered simple shapes and musical notes in images. Other image filters were evolved in Smith et al. [25] and Sekanina et al. [24] which involved tasks such as image denoising. Finally, Harding [4] demonstrated the ability to use GPUs with CGP for improved performance in image processing tasks.
Many of these methods use direct pixel input to the evolved program. While originally demonstrated using machine learning benchmarks, MT-CGP [5] offered an improvement to CGP allowing for greater image processing techniques to follow. By using matrix inputs and functions, entire images could be processed using state of the art image processing libraries. A large subset of the OpenCV library was used in Harding et al. [6] for image processing, medical imaging, and object detection in robots.
Arcade Learning Environment
The ALE offers a related problem to image processing, but also demands reinforcement learning capability, which has not been well studied with CGP. Multiple neuroevolution approaches, including HyperNEAT, and CMA-ES were applied to pixel and object representations of the Atari games in Hausknecht et al. [8] . The performance of the evolved object-based controllers demonstrated the difficulties of using raw pixel input; of the 61 games evaluated, controllers using pixel input performed the best for only 5 games. Deterministic random noise was also given as input and controllers using this input performed the best for 7 games. This demonstrates the capability of methods that learn to perform a sequence of actions unrelated to input from the screen.
HyperNEAT was also used in Hausknecht et al. [7] to show generalization over the Freeway and Asterix games, using a visual processing architecture to automatically find an object representation as inputs for the neural network controller. The ability to generalize over multiple Atari games was further demonstrated in Kelly and Heywood [10] , which followed Kelly and Heywood [9] . In this method, tangled problem graphs (TPG) use a feature grid created from the original pixel input. When evolved on single games, the performance on 20 games was impressive, rivaling human performance in 6 games and outperforming neuroevolution. This method generalized over sets of 3 games with little performance decrease.
The ALE is a popular benchmark suite for deep reinforcement learning. Originally demonstrated with deep Q-learning in Mnih et al. [19] , the capabilities of deep neural networks to learn action policies based on pixel input was fully demonstrated in Mnih et al. [20] . Finally, an actor-critic model improved upon deep network performance in Mnih et al. [18] .
METHODS
While there are many examples of CGP use for image processing, these implementations had to be modified for playing Atari games. Most importantly, the input pixels must be processed by evolved programs to determine scalar outputs, requiring the programs to reduce the input space. The methods following were chosen to ensure comparability with other ALE results and to encourage the evolution of competitive but simple programs.
CGP genotype
In this work, a floating point representation of CGP is used. It has some similarity with a previous floating point representation [3] . In the genome, each node n in C columns is represented by four floats, which are all bound between [0.0, 1.0]: x input, y input, function, parameter p.
Function
Description Arity Broadcasting Mathematical ADD
min(x, y) 2 Yes Table 1 : A part of the function set used. Many of the mathematical and comparison functions are standard for inclusion in CGP function sets for scalar inputs. Where broadcast is indicated, the function was applied equally to scalar and matrix input, and where it is not, scalar inputs were passed directly to output and only matrix inputs were processed by the function.
The x and y values are used to determine the inputs to n. The function gene is cast to an integer and used to index into the list of available functions, determining f n . Finally, the parameter is scaled between [−1.0, 1.0] using p n = 2p −1. Parameters are passed to functions, as they are used by some functions. Parameters are also used in this work as weights on the final function, which has been done in other CGP work [11] .
Nodes are ordered based on their ordering in the genome. The genome begins with n output nodes which determine the index of the output nodes in the graph, and then all genes for the C program nodes. The first n input nodes correspond to the program inputs and are not evolved; the first node after these will correspond to the first four floating point values after n output in the genome, and the next node will correspond to the next four values, and so on. The number of columns C counts only the program nodes after n input , so, in total, the graph is composed of N = n input +C nodes and is based on G = n output + 4C genes.
When determining the inputs for a node n, the x n and y n genes are scaled according to r and then rounded down to determine the index of the connected nodes, xi n and yi n . The value r indicates the range over which x n and y n operate; when r = 0, connections are only possible between the first input node and n, and when r = 1, connections are possible over the entire genome.
Output genes are also rounded down to determine the indices of the nodes which will give the final program output. Once all genes have been converted into nodes, the active graph is determined. Starting from the output nodes, xi n and yi n are used to recursively trace the node inputs back to the final program input. Nodes are marked as active when passed, and nodes which have already been marked active are not followed, allowing for a recursive search over graphs with recurrent connections.
With the proper nodes marked as active, the program can be processed. Due to the recurrent connections, the program must be computed in steps. Each node in the graph has an output value, which is initially set to the scalar 0. At each step, first the output values of the program input nodes are set to the program inputs. Then, the function of each program node is computed, using the outputs from connected nodes of the previous step as inputs.
for n = 0 to n input do out n = program_input[n] end for for n = n input to N do out n = p n f n (out xi n , out yi n , p n ) end for The floating point representation in this work was chosen to simplify the genome and evolution. It allows all genes to be represented as the same type, a float, while still allowing for high precision in the evolution of the parameter gene.
Evolution
A standard 1+λ EA is used to evolve the programs. At initialization, a random genome is created using G uniformly distributed values in [0.0, 1.0]. This individual is evaluated and is considered the first elite individual. At each generation, λ offspring are generated using genetic mutation. These offspring are each evaluated and, if their fitness is greater than or equal to that of the elite individual, they replace the elite. This process is repeated until n eval individuals have been evaluated; in other words, for n ev al λ generations. The stop condition is expressed here as a number of evaluations to make runs comparable during optimization of λ.
The genetic mutation operator randomly selects m nodes of the program node genes and sets them to new random values, again drawn from a uniform random distribution in [0.0, 1.0]. The output nodes are mutated according to a different probability; m output of the output genes are randomly set to new values during mutation. When these values have been optimized, they are often found to be distinct. It therefore seems beneficial to include this second parameter for output mutation rate. C 40 m nodes 0.1 r 0.1 m output 0.6 λ 9 n eval 10000 Table 3 : CGP parameter values. All parameters except n ev al were optimized using irace.
The parameters C, r , λ, m nodes , and m output were optimized using irace [13] . The values used in this experiment are presented in Table 3 and are somewhat standard for CGP. λ is unusually large; normal values are 4 or 5, and the maximum allowed during parameter optimization was 10. The other main parameter setting in CGP is the choice of function set, which is detailed next.
Mixed Types
In this work, the program inputs are pixel values of the Atari screen and program outputs must be scalar values, representing the preference for a specific action. Intermediate program nodes can therefore receive a mix of matrix and scalar inputs. To handle this, each node's function was overloaded with four possible input types: (x, y), (x, ì y), (ì x, y), (ì x, ì y For some functions, broadcasting was used to apply the same function to the scalar and matrix input types. In other functions, arity made it possible to ignore the type of the y argument. Some functions, however, such as std(ì x), require matrix input. In these cases, scalar x input was passed directly to output; in other words, these functions operated as a wire when not receiving matrix input. In other functions, scalar input of either x or y is necessary. In these cases, the average value of matrix input is used. Finally, some functions use inputs to index into matrices; when floating point values are used to index into matrices, they are first multiplied by the number of elements in the matrix and then rounded down.
To account for matrix inputs of different sizes, the minimum of each dimension between the two matrices is taken. This inherently places more import on the earlier values along each dimension than later ones, as the later ones will often be discarded. However, between minimizing the sizes of the two matrices and maximizing them, minimizing was found to be superior. Maximization requires a padding value to fill in smaller dimensions, for which 0, 1, and p n were used, but the resultant graphs were found to be highly dependent on this padding value.
All functions in the chosen set are designed to operate over the domain [−1.0, 1.0]. However, some functions, such as std(ì x), return values outside of this domain or are undefined for some values in this domain. Outputs are therefore constrained to [−1.0, 1.0] and NaN and inf values are replaced with 0. This constraining operator is applied element-wise for matrix output. While this appears to limit the utility of certain functions, evolution must choose to use functions in an appropriate case. There have been instances of exaptation where evolution has used such functions with out of domain bounds, raceto achieve constant 0.0 or p n output. The function set used in this work was designed to be as simple as possible while still allowing for necessary pixel input processing. No image processing library was used, but certain matrix functions allow for pixel input to inform program output actions. The function set used in this work defined in tables Table 1 and Table 2 . It is a large function set and it is the intention of future work to find the minimal necessary function set for Atari playing.
To determine the action taken, each node specified by an output gene is examined. For nodes with output in matrix format, the average value is taken, and for nodes with scalar output, the scalar value is taken. These output values are then compared and the maximum value triggers the corresponding action.
ALE
In the ALE, there are 18 legal actions, corresponding to directional movements of the controller (8), button pressing (1), no action (1), and controller movement while button pressing (8) . Not all games use every possible action; some use as few as 4 actions. In this work, outputs of the evolved program correspond only to the possible actions for each game. The output with the highest value is chosen as the controller action.
An important parameter in Atari playing is frame skip [2] . In this work, the same frame skip parameter as in Hausknecht et al. [8] , Kelly and Heywood [9] and Mnih et al. [20] is used. Frames are randomly skipped with probability p f skip = 0.25 and the previous controller action is replayed. This default value was chosen as the highest value for which human play-testers were unable to detect a delay or control lag [14] . This allows the results from artificial controllers to be directly compared to human performance.
The screen representation used in this work is pixel values separated into red, green, and blue layers. A representation of the full CGP and Atari scheme is included in Figure 1 .
CGP parameter optimization was performed on a subset of the full game set consisting of Boxing, Centipede, Demon Attack, Enduro, Freeway, Kung Fu Master, Space Invader, Riverraid, and Pong. These games were chosen to represent a variety of game strategies and input types. Games were played until completion or until reaching 18000 frames, not including skipped frames. By inspecting the resultant functional graphs of an evolved CGP player and observing the node output values during its use, the strategy encoded by the program can be understood. For some of the best performing games for CGP, these strategies can remain incredibly simple. One example is Kung-Fu Master, shown in Figure 2 . The strategy, which can receive a score of 57800, is to alternate between the crouching punch action (output 14), and a lateral movement (output 5). The input conditions leading to these actions can be determined through a study of the output program, but output 14 is selected in most cases based simply on the average pixel value of input 1.
RESULTS
While this strategy is difficult to replicate by hand, due to the use of lateral movement, interested readers are encouraged to try simply repeating the crouching punch action on the Stella Atari emulator. The lateral movement allows the Kung-Fu Master to sometimes dodge melee attacks, but the crouching punch is sufficient to wipe out the enemies and dodge half of the bullets. In fact, in comparison to the other attack options (low kick and high kick) it appears optimal due to the reduced exposure from crouching. For the author, employing this strategy by hand achieved a better score than playing the game normally, and the author now uses crouching punches exclusively when attacking in this game. Other games follow a similar theme. Just as crouching is the safest position in Kung-Fu Master, the bottom left corner is safe from most enemies in Centipede. The graph of an individual from early in evolution, shown in Figure 3 , demonstrates this. While this strategy alone receives a high score, it does not use any pixel input. Instead, output 17 is the only active output, and is therefore repeated continuously. This action, down-left-and-fire, navigates the player to the bottom left corner and repeatedly fires on enemies. Further evolved individuals do use input to dodge incoming enemies, but most revert to this basic strategy once the enemy is avoided.
The common link between these simple strategies is that they are, on average, effective. Evolution rewards agents by selecting them based on their overall performance in the game, not based on any individual action. The policy which the agent represents will therefore tend towards actions which, on average, give very good rewards. As can be seen in the case of the Kung-Fu Master, which has different attack types, the best of these is chosen. Crouching punch will minimize damage to the player, maximizing the game's score and therefore the evolutionary fitness. The policy encoded by the program doesn't incorporate other actions because the average reward return for these actions is lower. The safe locations found in these games can also be seen as an average maximum over the entire game space; the players don't move into different positions because those positions represent a higher average risk and therefore a worse evolutionary fitness. Not all CGP agents follow this pattern, however. A counter example is boxing, which pits the agent against an Atari AI in a boxing match. The CGP agent is successful at trapping the Atari player against the ropes, leading to a quick victory, as shown in Figure 4 . Doing this requires a responsive program that reacts to the Atari AI sprite, moving and placing punches correctly to back it into a corner. While the corresponding program can be read as a CGP program, it is more complex and performs more input manipulation than the previous examples. Videos of these strategies are included as supplementary material.
Finally, in Table 4 , CGP is compared to other state of the art results. CGP performs better than all other compared artificial agents on 8 games, and is tied for best with HyperNEAT for one game. On a number of games where CGP does not perform the best, it still achieves competitive scores to other methods. However, there are certain games where CGP does not perform well. There appears to be a degree of similarity between the evolved agents (TPG [9] , HyperNEAT [8] ). There is also a degree of similarity between the and the deep learning agents (Double [27] , Dueling [29] , Prioritized [23] , and A3C [18] ). The authors attribute this similarity to the creation of a policy model for deep learning agents, which is trained over a number of frames, as opposed to a player which is evaluated over an entire episode, as is the case for the evolutionary methods. This difference is discussed further in the next section.
DISCUSSION
Taking all of the scores achieved by CGP into account, the capability of CGP to evolve competitive Atari agents is clear. In this work, we have demonstrated how pixel input can be processed by an evolved program to achieve, on certain games, human level results. Using a function set based on list processing, mathematics, and statistics, the pixel input can be properly processed to inform a policy which makes intelligent game decisions.
The simplicity of some of the resultant programs, however, can be disconcerting, even in the face of their impressive results. Agents like a Kung-Fu Master that repeatedly crouches and punches, or a Centipede blaster that hides in the corner and fires on every frame, do not seem as if they have learned about the game. Even worse, some of these strategies do not use their pixel input to inform their final strategies, a point that was also noted in Hausknecht et al. [8] . This is a clear demonstration of a key difficulty in evolutionary reinforcement learning. By using the reward over the entire sequence as evolutionary fitness, complex policies can be overtaken by simple polices that receive a higher average reward in evolution. While CGP showed its capability to creating complex policies, on certain games, there are more beneficial simple strategies which dominate evolution. These simple strategies create local optima which can deceive evolution.
In future work, the authors intend to use novelty metrics to encourage a variety of policies. Novelty metrics have shown the ability to aid evolution in escaping local optima. [12] Furthermore, deep reinforcement learning has shown that certain frames can be more important in forming the policy than others [23] . Similarly, evolutionary fitness could be constrained to reward from certain frames or actions and not others. Finally, reducing the frame count in evolution could also decrease the computational load of evolving on the Atari set, as the same frame, action pairs are often computed multiple times by similar individuals.
A more thorough comparison between methods on the Atari games is also necessary as future work. Deep learning methods use frame counts, instead of episode counts, to mark the training experience of a model. While the use of frame skipping is consistent between all compared works, the random seeding of environments and resulting statistical comparisons are difficult. The most available comparison baseline is with published results, but these are often averages or sometimes single episode scores. Finally, a thorough computational performance comparison is necessary. The authors believe that CGP can achieve the reported results much faster than other methods using comparable hardware, as the main computational cost is performing the Atari games, but a more thorough analysis is necessary.
In conclusion, this work represents a first use of CGP in the Atari domain, and the first case of a GP method using pure pixel input. CGP was best among or competitive with other artificial agents while offering agents that are far less complex and can be read as a program. It was also competitive with human results on a number of games and gives insight into better human playing strategies. While there are many avenues for improvement, this work demonstrates that CGP is competitive in the Atari domain.
