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COMPUTING LEAKY MODES OF OPTICAL FIBERS USING A
FEAST ALGORITHM FOR POLYNOMIAL EIGENPROBLEMS
J. GOPALAKRISHNAN, B. Q. PARKER, AND P. VANDENBERGE
Abstract. An efficient contour integral technique to approximate a cluster of non-
linear eigenvalues of a polynomial eigenproblem, circumventing certain large inversions
from a linearization, is presented. It is applied to the nonlinear eigenproblem that
arises from a frequency-dependent perfectly matched layer. This approach is shown
to result in an accurate method for computing leaky modes of optical fibers. Exten-
sive computations on an antiresonant fiber with a complex transverse microstructure
are reported. This structure is found to present substantial computational difficulties:
Even when employing over one million degrees of freedom, the fiber model appears to
remain in a preasymptotic regime where computed confinement loss values are likely
to be off by orders of magnitude. Other difficulties in computing mode losses, together
with practical techniques to overcome them, are detailed.
1. Introduction
In this paper, we bring together recent advances in contour integral eigensolvers and
perfectly matched layers to improve techniques for computing transverse modes of op-
tical fibers. Unlike classical step-index optical fibers, many emerging microstructured
optical fibers do not have perfectly guided modes. Yet, they can quite effectively guide
energy in leaky modes, also known as quasi-normal modes or resonances. Confinement
losses of leaky modes, and their accurate computation, are of considerable practical
importance. We approach this computation by solving a nonlinear (polynomial) eigen-
problem obtained using a frequency-dependent perfectly matched layer (PML) and high
order finite element discretizations.
The PML we use is the one recently studied by [21]. Although their essential idea
is the same as the early works on PML [3, 4, 5], their work is better appreciated in
the following context. While adapting the PML for source problems to eigenproblems,
many [1, 12, 17] preferred a frequency-independent PML over a frequency-dependent
PML. This is because for eigenproblems obtained using PML, the “frequency” is related
to the unknown eigenvalue, so a frequency-dependent approach results in equations with
a nonlinear dependence on the unknown eigenvalue, and hence a nonlinear eigenproblem.
In contrast, a frequency-independent approach results in a standard linear generalized
eigenproblem, for which many standard solvers exist. However, the authors of [21]
made a compelling case for the use of frequency-dependent PML by showing an overall
reduction in spurious modes and improved preasymptotic eigenvalue approximations.
The price to pay in their approach is that instead of a linear eigenproblem, one must
solve a nonlinear (rational) eigenproblem. Excluding a zero singularity, one can reduce
this to a polynomial eigenproblem.









































(b) Zoomed in view near the top cap-
illary tube
Figure 1. Transverse geometry of a microstructured fiber [18, 22, 30]
One of the goals of this paper is to show that such polynomial eigenproblems can
be solved using a contour integral eigensolver, recently popularized in numerical linear
algebra under the name “the FEAST algorithm” [13, 23]. Accordingly, we begin our
study in Section 2 by introducing the algorithm and our adaptation of it to polynomial
eigenproblems. We use a well-known linearization [9] of a degree d polynomial eigen-
problem to get a linear eigenproblem with d times as many unknowns as the original
nonlinear eigenproblem. This d-fold increase in size is prohibitive, especially for appli-
cations like the computation of leaky optical modes, which, as we shall see in Section 4,
will need several millions of degrees of freedom (before linearization). In Section 2, we
show how to overcome this problem. Exploiting the fact that FEAST only requires the
application of the resolvent of the linearization, we develop an identity for this large
linearized resolvent in terms of smaller nonlinear resolvents of the original size. This
leads to our eigensolver presented in Algorithm 1.
In Section 3, we formulate the equations for the transverse leaky modes of general op-
tical fibers nondimensionally, introduce the equations of frequency-dependent PML, use
an arbitrary order finite element discretization, and present the resulting cubic eigen-
problem. The algorithm developed in the previous section is then applied. An interesting
feature that derives from the combination of this discretization with our algorithm is
that any spurious mode formed of finite element functions supported only in the PML
region is automatically eliminated from the output eigenspace. This is because the for-
mulation sends such functions to the eigenspace of8. This section also has a verification
of the correctness of our approach using a semianalytical calculation for leaky modes of
step-index fibers.
In Section 4, we consider a microstructured optical fiber. Recent microstructured
fibers fall into two categories: photonic band gap fibers, and antiresonant fibers. Emerg-
ing fibers of the latter class seem not to have received much attention in the mathematical
literature, although they are actively pursued in the optics literature [18, 22, 30]. An-
tiresonant optical fiber designs with air-filled hollow cores are particularly interesting
since dispersion, nonlinear optical effects, and propagation losses are all negligible in air.
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We study such a fiber in Section 4, providing enough detail in the hope that it may serve
as a benchmark problem for others. The fiber geometry is illustrated in Figure 1.
Some of the difficulties we encountered while computing the mode losses in Section 4
are worth noting here. For microstructured fibers with thin structural elements, we
have generally found it difficult to find perfect agreement between our converged loss
values and those reported in the optics literature produced using proprietary software.
Our results in Section 4 illuminate the issue. For the fiber we considered, we found a
surprisingly large preasymptotic regime where confinement loss values jump orders of
magnitude when mesh size (h) and finite element degree (p) are varied. Hence it seems
possible to find agreement with whatever loss value in the literature, experimental or
numerical, by simply adjusting model and PML parameters, while the discretization is
in the preasymptotic regime. But such agreement is meaningless. In view of the results
of Section 4, we cannot recommend trusting computed resonance values and confinement
losses reported without any evidence of them having stabilized over variations in h and
p (or unsupported by other convergence studies). We will show multiple routes to get to
the asymptotic regime of converging eigenvalues by either decreasing h or by increasing
p. In our experience, quicker routes to this asymptotic regime are generally offered by
the latter.
While searching for core modes in such microstructured fibers, one should be wary
of modes that carry energy in structures outside of the hollow core. Although these
are unwanted modes, they are not spurious modes—they are actual eigenmodes of the
structure. (Figure 7 shows such unwanted non-core modes; cf. core modes in Figure 6.)
Another issue, well-recognized by many [1, 12, 17, 21] in other resonance computations,
is the interference of spurious modes that arise from the discretization of the essential
spectrum (and Figure 3 in this paper also provides a glimpse of this issue). In Section 4,
we indicate a way to overcome this problem to some extent by using an elliptical contour
in our eigensolver. Considering the expected deformation of the essential spectrum due
to the PML, one may adjust the eccentricity of the ellipse to probe spectral regions of
interest fairly close to the origin without wasting computational resources on unwanted
eigenfunctions from the deformed essential spectrum.
In Section 5, we present proofs of the two theorems presented in the next section. We
close with concluding remarks in Section 6.
2. A FEAST algorithm for polynomial eigenproblems
Consider the problem of finding a targeted cluster of nonlinear eigenvalues, enclosed
within a given contour, and its associated eigenspace. (The problem of interest is pre-
cisely stated as Problem 1 in Subsection 2.2 below.) The FEAST algorithm [13, 16, 23]
is one type of contour integral eigensolver that addresses such problems. A version of
the algorithm for nonlinear eigenproblems was presented in [8], but here we shall pur-
sue specific simplifications possible when the nonlinearity is of polynomial type. We
begin by describing the standard FEAST algorithm for linear eigenproblems. Consider
A,B P Cnˆn and the linear generalized eigenproblem of finding numbers λ P C, an
associated (right) eigenvector 0 ‰ x P Cn, and a left eigenvector 0 ‰ x̃ P Cn, satisfying
x̃˚A “ λx̃˚B, Ax “ λBx. (1)
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We shall also consider left and right generalized eigenvectors of such eigenproblems, since
they are needed to formulate an accurate relation between ranges of certain spectral
projectors at the foundation of the algorithm. Recall that the left and right algebraic
eigenspaces (or generalized eigenspaces) of a linear eigenvalue are, respectively, the spans
of its left and right generalized eigenvectors. Generalizations of these concepts to the
nonlinear case are defined in Subsection 2.2.
2.1. Spectral projector approximation. Suppose we want to compute a cluster of
eigenvalues, collected into a set Λ, and its accompanying (right) algebraic eigenspace,
denoted by E Ă Cn, and left algebraic eigenspace Ẽ Ă Cn. The wanted eigenvalues,
namely elements of Λ, are known to be enclosed within Γ , a positively oriented, bounded,












pzB ´ Aq´˚B˚ dz, (2)
sometimes called Riesz projections, or spectral projectors, are well known to yield pro-
jections onto the eigenvalue cluster’s right and left algebraic eigenspaces E and Ẽ, re-
spectively (see e.g., [15, page 39] or [6, Theorem 1.5.4]). Here and throughout, we use
˚ and 1 to denote conjugate transpose and transpose, respectively, so M˚ “ M̄ 1 for any
matrix M and we abbreviate pM˚q´1 to M´˚ for invertible M . Focusing on E for the
moment, E is the eigenspace of S associated to its eigenvalue one. The only other eigen-
value of S is zero. The algebraic eigenspaces of all the eigenvalues of (1) not enclosed
by Γ have been mapped to the eigenspace of the zero eigenvalue of S. Hence, if we
can compute S, then a well-known generalization of the power iteration (namely the
subspace iteration) when applied to S will converge to E in one iteration. Along the
same lines, we also conclude that a subspace iteration with S̃ will converge at once to Ẽ.
The FEAST algorithm is simply a subspace iteration, performed after replacing S
and S̃ by computable quadrature approximations.These quadrature approximations of












for some wk P C and points zk P Γ . Then, the mathematical statement of the FEAST
algorithm is as follows: given initial right and left subspaces E0, Ẽ0 Ă Cn, compute two
sequences of subspaces, E` and Ẽ`, by
E` “ SNE`´1, Ẽ` “ S̃N Ẽ`´1 for ` “ 1, 2, . . . . (4)
Here and throughout we use MZ to denote tMz : z P Zu for a matrix M P Cnˆn and a
subspace Z Ď Cn. A practical implementation of the FEAST algorithm is not as simple
as (4) because it must additionally take care of normalization and computation of Ritz
values for each subspace iterate [13, 16, 23].
In this paper, we will use only circular and elliptical contours for Γ . Both have been
studied previously [10, 13], so we will be brief. Letting φ “ π{N , we parametrize a circle
Γ of radius γ ą 0 centered at y P C, in terms of θ, by Γ “ tγ expp̂ıpθ` φq ` y : 0 ď θ ă
2πu. Transforming the integrals over z in (2) as integrals over θ, and then applying the
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trapezoidal rule at equally spaced N values of θ, shifted by φ, we obtain a quadrature




, zk “ γ expp̂ıpθk ` φqq ` y, wk “
γ
N
expp̂ıpθk ` φq. (5)
By estimating the separation between wanted and unwanted eigenvalues after the spec-
tral mapping by SN , it is possible to estimate the rate of convergence of the subspace
iteration (4) while employing this quadrature (see e.g., [10, Example 2.2] or [13]).
We will also use elliptical contours later. Letting γ ą 0, ρ ą 1, y P C, we restrict
ourselves to Bernstein ellipses Γ “ ty`γeı̂θρ{pρ`ρ´1q`γe´ı̂θρ´1{pρ`ρ´1q : 0 ď θ ă 2πu
aligned with the coordinate axes. We again use an N point uniform trapezoidal rule,
shifting the ellipse parametrization θ by φ “ π{N . Simple computations then lead to
the formulas
zk “ y ` γ
ρeı̂pθk`φq ` ρ´1e´ı̂pθk`φq
ρ` ρ´1




where θk “ 2πk{N . These are the values we shall use in (3) when we need elliptical
contours later.
2.2. Polynomial eigenproblems. In this subsection we establish notation for polyno-
mial eigenproblems and consider a nonlinear eigenvalue cluster approximation problem.
Suppose we are given d ` 1 matrices Ai P Cnˆn, i “ 0, . . . , d. We assume that the
last matrix Ad is nonzero (in order to fix the grade d), but do not assume that Ad is
invertible. Let C` “ CYt8u, the extended complex plane. We consider the polynomial
eigenproblem of finding a λ P C` satisfying
P pλqx “ 0, x̃˚P pλq “ 0 (7a)
for some nontrivial x, x̃ P Cn, called the nonlinear right and left eigenvectors, respec-






Since P pzq is a square matrix, λ may equivalently be thought of as a root of the nonlinear
equation detP pzq “ 0. The algebraic multiplicity of the nonlinear eigenvalue λ is its
multiplicity as a root of the polynomial detP pzq, a polynomial which we assume does
not vanish everywhere. Note that λ “ 8 is said to be an eigenvalue of (7) if zero is an
eigenvalue of zdP pz´1q “ zdA0 ` z
d´1A1 ` ¨ ¨ ¨ ` Ad [14, 28].
Next, let P plqpzq denote the lth derivative (dlP {dzl) of P with respect to the complex
variable z. Ordered sequences x0, x1, . . . , xk´1 and x̃0, x̃1, . . . , x̃k´1 in Cn are respectively














pλq “ 0, j “ 0, 1, . . . , k ´ 1. (8)
When k “ 1, the chains reduce to singletons and (8) coincides with the equation for an
eigenvector (7a). For more general k, the vectors of these chains are referred to as (right
and left) nonlinear generalized eigenvectors. The right and left algebraic eigenspaces
of a set of nonlinear eigenvalues Λ are, respectively, the span of all the right and
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left nonlinear generalized eigenvectors associated to every λ in Λ. These definitions
generalize the standard notion of algebraic eigenspace for the linear eigenproblem: in-
deed, in basic linear algebra, one respectively calls the sequences x0, x1, . . . , xk´1 P Cn
and x̃0, x̃1, . . . , x̃k´1 P Cn a right and left Jordan chain of A ´ λB P Cnˆn if, for all
i “ 1, 2, . . . , k ´ 1,
pA´ λBqx0 “ 0, and pA´ λBqxi “ Bxi´1, (9a)
x̃˚0pA´ λBq “ 0, and x̃
˚
i pA´ λBq “ x̃
˚
i´1B. (9b)
It is easy to see that (9a) and (9b) are respectively equivalent to the first and second
equalities of (8), when P pλq is set to the linear matrix polynomial A´ λB. With these
notions, we can state the nonlinear analogue of the eigenvalue cluster approximation
problem considered in Section 2.1.
Problem 1. Compute a cluster Λ of nonlinear eigenvalues of P pzq enclosed within Γ and
its accompanying right and left algebraic eigenspaces E and Ẽ, respectively.
In the study of matrix polynomials, the concept of a linearization is crucial [9]. The
first companion linearization of P pzq is the matrix pencil A´ zB P Cndˆnd, shown below
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Here and throughout, I denotes the identity matrix (whose dimensions may differ at
different occurrences, but will always be clear from context). Let us note a well known
connection between the nonlinear eigenproblem (7) and the linear eigenproblem
AX “ λBX, X̃˚A “ λX̃˚B, (11)
for nontrivial left and right eigenvectors X and X̃, respectively, and a “linear” eigen-
value λ. We block partition Y P Cndˆm using blocks Yi in Cnˆm (where the m “ 1 case
represents a block partitioning of column vectors) as shown below, where we also define




















0 0 ¨ ¨ ¨ I
‰
. (12)
It is well known [9] that λ is a nonlinear eigenvalue of the polynomial eigenproblem (7)
of algebraic multiplicity k if and only if it is a linear eigenvalue of algebraic multiplicity
k of the linearization (11). Hence researchers [28] have pursued the computation of
polynomial eigenvalues by standard eigensolvers applied to the linear eigenproblem (11).
To do so using the FEAST algorithm, the connection between the eigenspaces of (11)
and (7) must be made precise, as done in Theorem 2 below using F and L. Let us first
describe the ingredients of the algorithm applied to the linearization.
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Given initial right and left subspaces E0, Ẽ0 Ă Cnd, the FEAST algorithm, as written
out in (4), computes a sequence of subspaces E`, Ẽ` by
E` “ SNE`´1, Ẽ` “ S̃N Ẽ`´1 for ` “ 1, 2, . . . . (14)
In analogy with E and Ẽ, we denote the right and left algebraic eigenspaces of zB ´A
associated to its (linear) eigenvalues enclosed within Γ by E and Ẽ , respectively. Of
course, they are [15], respectively, the ranges of the Riesz projections S and S̃. The
relationships between these spaces and the algebraic eigenspaces of the nonlinear P pzq
are given in the next result, which can be concluded from well known results on matrix
polynomials. We give a self-contained proof in Section 5.
Theorem 2. Let E and Ẽ be the right and left algebraic eigenspaces of the nonlinear
eigenvalues of P pzq enclosed in Γ , respectively. Then
(1) E “ FE,
(2) Ẽ “ LẼ.
In view of Theorem 2, when the FEAST algorithm (14) converges to E , Ẽ , mere trun-
cation by F and L is guaranteed to yield the algebraic eigenspaces needed in Problem 1.
Remark 3. FEAST algorithms employing other contour integrals that can provably re-
cover the wanted spaces E, Ẽ (like in Theorem 2) are worthy of pursuit. To indicate







Even if it might appear to be a reasonable nonlinear generalization of the linear resolvent
integral, for P pzq “ pz2 ´ 1qA with any invertible A P Cnˆn, one can easily verify that
S1 “ 0 when Γ encloses both the nonlinear eigenvalues ˘1 of P pzq. See also S2 in
Remark 5.
2.3. An algorithm for solving polynomial eigenproblems. In this subsection, we
describe an efficient implementation of (14). Implementing (14) as stated would require
the inversion of N linear systems of size ndˆnd, significantly larger than the size of the
n ˆ n matrix polynomial P pλq. For large nd, due to the fill-in of sparse factorizations,
applying and storing pzkB ´Aq´1 at each quadrature point zk becomes very expensive.
This drawback is particularly serious for our application in Section 4, where as we shall
see, each Ai is given as a large sparse matrix with n « 10
7. Therefore, we propose an
implementation requiring only the inversion (or sparse factorization) of n ˆ n matrices
(rather than ndˆ nd matrices) at each quadrature point zk, using the next result.
Theorem 4. Suppose P pzq is invertible at some z P C and consider X, Y,W P Cnd block
partitioned as in (12). Then the following identities hold.
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(1) The block components of X “ pzB ´Aq´1Y are given by
X0 “ P pzq
´1
˜











Xi “ zXi´1 ´ Yi´1, i “ 1, 2, . . . , d´ 1. (15b)
(2) The block components of X̃ “ pzB ´Aq´˚W are given by










X̃i “ ´Wi`1 ` z̄X̃i`1 ´ A
˚
i`1X̃d´1, i “ 0, 1, . . . , d´ 3. (16b)
Theorem 4 is proved in Section 5. A FEAST implementation based on it is given in
Algorithm 1, which we now describe. The algorithm is written with small pmq eigenvalue
clusters and large pnq sparse Ai in mind (m ! n). We also have in mind semisimple
eigenvalues, since we want to use standard software tools for small diagonalizations
(avoiding the complex issue of stable computation of generalized eigenvectors). Compu-
tation of SNY and S̃N Ỹ occur in steps 7–8 and 11–13 of Algorithm 1, via the identities
of Theorem 4. After the computation of SNY and S̃N Ỹ , the algorithm assembles a small
(m ˆ m) Ritz system, based on the new eigenspace iterate, in step 23. Subsequently,
step 24 attempts to diagonalize this. In practice, one must also handle exceptions in the
event this diagonalization fails due to a (close to) defective eigenvalue, details which we
have omitted from Algorithm 1, since we did not need them in our application.
Recall that we do not require B to be invertible. Lines 16–22 of the algorithm remove
vectors in K “ kerB, the null space of B, from the iteration. It is immediate from (13)
that K is contained in the eigenspaces of S and SN associated to their zero eigenvalue.
Since these operators have their dominant eigenvalue away from zero, the subspace
iteration (14) will filter out elements of K from its iterates. Let K “ kerAd. Note
that K “ L1K. From the definitions in Subsection 2.2, it is obvious that any nontrivial
element of K is an eigenvector of (7) corresponding to eigenvalue 8. Therefore, K being
filtered out amounts to filtering out the eigenspace of λ “ 8.
In the optics applications we are about to consider in the next two sections, Ad turns
out to be Hermitian and negative semidefinite. Then, B “ B˚ is positive semidefinite and
px, yqB “ y
˚Bx defines a semi-inner product (and an inner product on KK). Moreover,
it is easy to see that
pSx, yqB “ px, S̃yqB, pSNx, yqB “ px, S̃NyqB (17)
for all x, y P Cnd, i.e., S̃ and S̃N are the B-adjoints of S and SN , respectively. The first
equation of (17) implies that pE , ker S̃qB “ 0. Hence the wanted right eigenfunctions (in
E) are B-orthogonal to the unwanted left ones (in ker S̃), and vice versa, since we also
have pkerS, ẼqB “ 0. When the iterates Y, Ỹ of Algorithm 1 converge, their respective
column spaces inherit these orthogonality properties. Note also that after the update in
step 25, the columns of the iterates Y and Ỹ are B-biorthogonal, i.e., Ỹ ˚BY “ I.
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Algorithm 1 Polynomial FEAST Eigensolver for Problem 1
Input contour Γ , quadrature zk, wk, sparse coefficient matrices A0, . . . , Ad´1, Ad P Cnˆn,
initial right and left eigenvector iterates given as columns of Y, Ỹ P Cndˆm, respectively,
block partitioned as in (12) into Yj, Ỹj P Cnˆm, and tolerance ε ą 0.
1 setup
2 Prepare P pzkq
´1 by sparse factorization at each quadrature point zk.
3 repeat
4 Set all entries of workspace R̃, R P Cndˆm to 0.
5 for each zk, k “ 0, . . . , N ´ 1, do:
6 Compute block components of X P Cndˆm:









8 for i “ 1, . . . , d´ 1 do: Xi Ð zkXi´1 ´ Yi´1.
9 Increment R `“ wkX.
10 Compute block components of X̃ P Cndˆm:











13 for i “ d´ 3, . . . , 1, 0, do: X̃i Ð A
˚
i`1X̃d´1 ´ Ỹi`1 ` z̄kX̃i`1.
14 Increment R̃ `“ w̄kX̃.
15 endfor
16 GÐ R̃˚BR.
17 Compute biorthogonal V, Ṽ P Cmˆm such that Ṽ ˚GV “ diagpd1, . . . , dmq.
18 Y Ð RV , Ỹ Ð R̃Ṽ .
19 for ` “ 1, . . . ,m do:
20 If d` « 0: then remove `th columns of Ỹ and Y ,
21 else: rescale `th column of Ỹ and Y by |d`|
´1{2.
22 endfor
23 Assemble small Ritz system: AY Ð Ỹ
˚AY , BY Ð Ỹ ˚BY .
24 Compute Ritz values Λ “ diagpλ1, . . . , λmq and W, W̃ P Cmˆm satisfying
W̃ ˚AYW “ Λ, W̃
˚BYW “ I.
25 Y Ð YW , Ỹ Ð Ỹ W̃ .
26 Periodically check: if λ` falls outside Γ , remove `th columns of Y and Ỹ .
27 until maximal difference of successive Λ iterates is less than ε.
28 output eigenvalue cluster tλ`u, left & right eigenvectors in columns of LỸ and FY .













zi´1´jYj dz, Y P Cndˆm. (18)
By Theorem 2, the range of FS satisfies ranpFSq “ E, which was the basis for correct-
ness of Algorithm 1. Another interesting application of Theorem 4 is in analyzing the
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algorithm of [8], which is based on another contour integral map S2 : Cnˆm Ñ Cnˆm,









P pzq ´ P pµkq
z ´ µk
dz, S2y “ rS
pµ1q
2 y1, . . . , S
pµmq
2 yms.






















Comparing with (18) and choosing Yj “ µ
j
ky, we establish that R2 Ď ranpFSq “ E. The





P C2ˆ2, µ1 “ µ2,
and Γ encloses both eigenvalues 0, 1 of P pzq, then R2 is the one-dimensional space
spanned by r ´µ11 s , while the exact eigenspace E is the span of e1 “ r
1
0 s and e2 “ r
0
1 s.
This example also shows that dimensions of E may be lost even when applying S2 to a









for any µ1, µ2.
3. Leaky modes of optical fibers
Assuming that the material properties of an optical fiber do not vary in the longitu-
dinal (x3) direction, we consider the plane (in x1, x2 coordinates) of its transverse cross




n1px1, x2q, r ď R0,






2, R0 ą 0 is a radius beyond which the medium is homogeneous, n0
is a constant representing the refractive index of the homogeneous medium, and n1 is
the given refractive index of the fiber. The vector Maxwell system for time-harmonic
light propagation is often simplified to a scalar equation (see [24], or to see the specific
assumptions in this process, see e.g., [7]) when computing fiber modes. Accordingly, a
transverse mode of the optical fiber is represented by a nontrivial scalar field u : R2 Ñ C,
with an accompanying propagation constant β P C. Together they satisfy the Helmholtz
equation
∆u` k2n2u “ β2u in R2 (19b)
for some wavenumber k P R given by the operating frequency of the fiber. An iso-
lated real value of β and an associated mode function u that decays exponentially as
r Ñ 8 are usually referred to as guided modes of the fiber. Here, we are concerned
with computation of complex isolated propagation constants β and the corresponding
outgoing field u. In the optics literature, such modes are usually referred to as leaky
modes [20], but they are also known by other names such as resonances or quasi-normal
modes [12, 17]. To compute such modes, we truncate the infinite domain after using a
perfectly matched layer (PML) [3]. Venturing out of the approach of [3] and viewing
PML as a complex coordinate change resulted in better understanding of PML [4, 5, 17].
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In this section, we follow the recent approach of [21] and apply the previously described
FEAST algorithm to their PML discretization.
Since the wavenumbers in the optical regime are high and transverse dimensions of
optical fibers are several orders smaller, it is important to nondimensionalize before dis-
cretization. Let L denote a fixed characteristic length scale for the transverse dimensions








the function ûpx̂1, x̂2q “ upLx̂1, Lx̂2q satisfies ∆̂û “ L
´2∆u where ∆̂ “ B2{Bx̂21 ` B
2{Bx̂22,
and equation (19b) transforms into
∆̂û` L2pk2n̂2 ´ β2qû “ 0.
where n̂px̂1, x̂2q “ npx̂1L, x̂2Lq. Let
Z2 “ L2pk2n20 ´ β
2




Clearly, the function V is supported only in the region r̂ ď R̂0 where R̂0 “ R0{L and
r̂ “ r{L. The problem of finding a leaky mode pair u, β has now become the problem
of finding a constant Z and an associated nontrivial û satisfying
´∆̂û` V û “ Z2û, in R2, (21a)
û is outgoing, as r̂ Ñ 8. (21b)
This form, in addition to being nondimensional, facilitates comparison with the math-
ematical physics literature where the spectrum of ´∆ ` V is extensively studied for
various “potential wells” V .
The condition at infinity in (21b) should be satisfied by the solution in the unbounded
region r̂ ą R̂0. There, since V vanishes, equation (21a) takes the form
∆̂û` Z2û “ 0, r̂ ą R̂0. (22)
For real values of Z in this equation, the boundary condition (21b) is easily realized by
the Sommerfeld radiation condition limr̂Ñ8
?
r̂pBr̂û ´ ı̂Zûq “ 0, which selects outgoing
waves. Moreover, in this case, the general solution in the r̂ ą R̂0 region can be derived








ı̂`θ, r̂ ą R̂0 (23)
for some coefficients c`. Here pr̂, θq denotes polar coordinates and H
p1q
` denotes the
`th Hankel function of the first kind. For complex Z, a simple prescription of the
boundary condition (21b) that û “is outgoing” is the requirement that û have the same
form (23) even when Z is complex, using the analytic continuation of the Hankel function
from the positive real line. The resonances we are interested in computing will have
nondimensional Z-values below the real line. (Note that these locations are different from
the locations of the optical propagation constants β.) The well-known [2] asymptotic
behavior of the Hankel function,
H
p1q
` pζq „ κ`
eı̂ζ
ζ1{2
, |ζ| Ñ 8,´π ă arg ζ ă 2π, (24)
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with κ` “ p2{πq
1{2e´ı̂p`π{2`π{4q, tells us that when the imaginary part imagpZq ă 0, the
summands in (23) blow up exponentially at infinity and hence û generally cannot be
L2-normalized (the reason for the name quasi-normal mode).
3.1. Discretization based on PML. When interpreted as a complex coordinate change,














for some η with the property that ηpr̂q “ r̂ for r̂ ď R̂ for some R̂ ą R̂0, i.e., the PML
starts at R̂ ą R̂0 and leaves the r̂ ď R̂ region untouched. Consider what happens
to the solution expression (23) under this change of variable. Substituting r̃ “ px̃21 `
x̃22q





` pZηpr̂qq whose asymptotic behavior for large arguments, per (24), imply that they
decay exponentially whenever there are c, r̂1 ą 0 such that
imagpZηpr̂qq ą c r̂, r̂ ą r̂1. (26)
When (26) holds, the leaky mode with exponential blow up is transformed to a function
with exponential decay at infinity. PML exploits such an exponential decay to trun-
cate the infinite domain and impose zero Dirichlet boundary conditions at an artificial
boundary where the transformed solution is close to zero. Such complex transformations
have been effectively utilized in the mathematical literature of resonances [25] decades
before the term PML was coined.
Various choices of η were proposed in the literature. For example, in [5], one finds the
choice ηpr̂q “ r̂` ı̂Z´1ϕpr̂q, for some non-negative function ϕ, applied to treat the source
problem analogous to (22) where Z is viewed as a given wavenumber or “frequency”.
This is a “frequency dependent” complex change of coordinates. The authors of [17]
used another C2 function 0 ď ϕ ď 1 and set ηpr̂q “ r̂` ı̂αr̂ϕpr̂q for some constant α ą 0.
When applied to the eigenproblem (21), their choice is independent of the frequency Z
(which is now an unknown eigenvalue), and therefore has the advantage of resulting in
a linear eigenproblem (for Z2). However, since imagpZηpr̂qq “ pimagZ`αϕpr̂q realZqr̂,
the condition (26) for exponential decay (while satisfied for some choices of α in relation
to Z) is not satisfied by their choice unconditionally. This creates practical difficulties
in separating spurious modes from real ones.
Hence a return to a frequency-dependent choice was advocated in [21, 29], notwith-
standing the complication that a Z dependence in η would lead to a nonlinear eigen-





r̂, r̂ ď R̂,
1` ı̂α
Z
pr̂ ´ R̂q ` R̂, r̂ ą R̂.
Then
imagpZηq “ αpr̂ ´ R̂q ` R̂ imagZ, (27)
so (26) holds for any α ą 0 and any Z by taking r̂ large enough.
The mapped eigenfunction ũpr̂, θq “ ûpηpr̂q, θq is approximated in the (complex val-
ued) Sobolev space H1pΩq on the finite domain Ω “ tpr̂, θq : r̂ ă R̂finu where R̂fin is to
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be chosen large enough. In our computations using the contour integral solver, the given
contour Γ determines the minimal imaginary part of a potential eigenvalue to be found,
which can be used within (27) and (24) to (a priori) estimate a distance R̂fin that gives
a desired decay. The mapped function ũ satisfies the following variational formulation:






V ũv pdet Jq dx̂ “ Z2
ż
Ω
ũv pdet Jq dx̂ (28)
for all v P H1pΩq where a “ pdet JqJ´1rJ 1s´1 and Jij “ Bx̃i{Bx̂j denotes the Jacobian
of the complex mapping. Equation (28) is derived by applying the complex change of
variable r ÞÑ r̃ to (21a), then multiplying by a test function v P H1pΩq, integrating
by parts, and using the boundary condition a∇ũ ¨ n “ 0 on BΩ. One may also use
the Dirichlet boundary conditions (setting the weak form in H̊1pΩq instead) due to
the exponential decay within PML, but using the natural boundary condition allows
an implementation to test (a posteriori) whether the computed solution has actually
decayed in size at BΩ (and if it has not, increase R̂fin further and recompute). Tracking
the dependence of Z in each integrand and simplifying, one sees that (28) yields a rational
eigenproblem for Z. As pointed out in [21, 29], further simplifications are possible by a
judicious choice of test functions, as described next.
Replacing v in (28) by ṽ “ vηpr̂q{R̂, the first integrand can be simplified to
apx̂q∇ũ ¨∇ṽ “ 9ηr̂
R̂









x̂x̂1∇ũ ¨∇v ` η
r̂2R̂
∇ũ ¨ x̂v (29)
where 9η “ dη{dr̂. Examining the dependence of each term on Z through η and 9η, we
find that it is now possible to write this integrand as a polynomial in Z, save for a
common factor of Z´1. Since we are not interested in the Z “ 0 case as an eigenvalue,






ZV ũṽ pdet Jq dx̂ “ Z3
ż
Ω
ũṽ pdet Jq dx̂




Zi bipũ, vq “ 0, (30)
where







































































and Ωpml “ tpr̂, θq P Ω : r̂ ą R̂u and Ωint “ ΩzΩpml.
Finally, to discretize (30), we use a geometrically conforming triangular finite element
mesh Ωh and the Lagrange finite element space Whp “ tv P H
1pΩq : v|K is a polynomial
of degree at most p in each mesh element K P Ωhu. Here h “ maxKPΩh diamK is the




Zi bipũhp, vq “ 0 for all v P Whp. (31a)
Letting tφj : j “ 1, . . . , nu denote a finite element basis for Whp, we define matrices
Ai P Cnˆn by
rAiskl “ bipφl, φkq. (31b)
Then, expanding ũhp in the same basis, ũhp “
řn
j“1 cjφj for some c P Cn, equation (31a)





ZiAic “ 0 (31c)
for the coefficient vector c of ũhp.
The eigenproblem (31) is clearly a problem of the form (7) we considered in the pre-
vious section. We shall solve it using Algorithm 1 in the following sections for specific
fiber configurations. Note that the B that arises from (31) is not invertible: the matrix
A3 from (31) that forms the last block of B, is Hermitian, is negative semidefinite, and
has a large null space. All finite element functions in Whp that are supported in the Ωpml
region are in this null space and form one source of spurious modes in typical resonance
computations. As noted in Subsection 2.3, these functions are associated to the eigen-
value 8 and are automatically removed from the subspace iterates in Algorithm 1, so
spurious modes supported in the PML region cannot pollute the results. This is a useful
feature arising from the combination of the frequency-dependent PML and Algorithm 1.
Remark 6. Instead of (31c), it is possible to arrive at a cubic eigenproblem where all
the matrices Ai, and hence P pZq, are (complex) symmetric, an advantageous feature
for some sparse factorization techniques. To do so, set ũ “ pηpr̂q{R̂q1{2ŭpx̂q and v “
pηpr̂q{R̂q1{2v̆px̂q in (28). Then instead of (29), we obtain












p∇ŭ ¨ x̂v̆` ŭ∇v̆ ¨ x̂q` 9η
4R̂r̂
ŭv̆,
an integrand that is symmetric in ŭ and v̆.
3.2. Verification using a step-index fiber. The case of a step-index fiber provides
an example for verifying numerical methods for computing leaky modes. Leaky modes
can be solved in closed form for step-index fibers. A step-index fiber is modeled by a
cylindrical core region of a constant refractive index surrounded by a cladding region of
a slightly lower constant refractive index. Since the cladding diameter is usually many








leaky l “ 0
leaky l “ 1
leaky l “ 2




















(b) Nondimensional eigenvalues Z
Figure 2. Locations of nondimensional eigenvalues (right) yielding some fiber
modes and their corresponding β-values (left).
times larger than the core diameter, the modes of the fiber can be approximated using
the problem (19) with n0 set to the cladding refractive index, n1 set to the (constant)
core index, and R0 set to the core radius. We nondimensionalize by setting the length
scale to the core radius L “ R0 and obtain (21) with R̂0 “ 1 and
V “
#
´ V 21 , r̂ ď 1
0, r̂ ą 1,





0q is often called the normalized frequency (or sometimes, the “V-
number”) [24] of the step-index fiber. The fiber core region has now been transformed
into the nondimensional unit disk r̂ ď 1. Using the standard interface transmission
conditions for the Helmholtz equation, we may rewrite (21) as the system
∆̂û`X2û “ 0 r̂ ă 1, (32a)
∆̂û` Z2û “ 0 r̂ ą 1, (32b)
vûw “ vBû{Br̂w “ 0 r̂ “ 1, (32c)
with X2 “ V 21 `Z
2. In (32c), the notation vvw indicates the jump (defined up to a sign)
of a function v across the core-cladding interface r̂ “ 1. We proceed to analytically solve
for the general form of solutions of the first two equations and then match them by the
third equation.
By separation of variables, the solutions of (32a) and (32b) take the form C1ρlpXr̂qe
ı̂lθ
and C0ρlpZr̂qe




2 ´ l2qρl “ 0. Since the solution must be finite at r̂ “ 0 and outgoing as
r̂ Ñ 8, we pick ρl to be Jl and H
p1q
l , respectively, in the core and cladding regions. Thus
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ı̂lθ, r̂ ą 1.
(33)
Note that in the computation of guided modes (see e.g., [24, Chapter 5]) one chooses
the exponentially decaying Bessel solution Kl in the r̂ ą 1 region, but to compute leaky
modes, we must instead choose the outgoing Hankel function, as done above.






















Nontrivial solutions are obtained when detT “ ´ZJlpXqpH
p1q
l q
1pZq ` XJ 1l pXqH
p1q
l pZq













l pZq. Substituting X “ pV
2
1 ` Z
2q1{2, we conclude that the eigenvalues
Z P C are zeros of the function
fpZq “ ZJl
`






















Once such a Z is found for an integer l (there are usually many for a single l-value—see
Figure 2), say Zl, the corresponding nondimensional leaky mode is obtained (up to a
scalar factor) by setting C1 “ H
p1q
l pZlq and C0 “ JlpXlq in (33). Hence the corresponding
physical mode (u) and propagation constant (β) are given using Zl, by



















ilθ, r ą R0.
(35)
This is the exact solution that will be the basis of our verification.
To proceed, we choose the parameters of a commercially available ytterbium-doped,
step-index fiber (detailed in [11], where its guided modes were computed by solving a
linear selfadjoint eigenproblem). The fiber has a core radius of R0 “ 12.5 ˆ 10
´6 m,
core index n1 “ 1.45097, and cladding index n0 “ 1.44973. The typical cladding radius
of this fiber is 16R0 and the typical operating wavelength is 1064 nm, so we set k “
2π{1.064 ˆ 106 m´1. We computed several roots of f for various l in high precision
using standard root finding methods [19]. They are shown in Figure 2 (where Figure 2a
also shows the locations of the guided mode eigenvalues from [11] on the real line for
reference). Next, we apply Algorithm 1 to solve the discrete cubic eigenproblem (31)
and cross-verify the results obtained with the above-mentioned root-finding approach.
We implemented Algorithm 1 as an extension of the open source finite element library
NGSolve [26, 27]. The computational parameters used in our numerical studies are
R̂fin “ 4, R̂0 “ 1 and R̂ “ 2. One way to apply the algorithm is to conduct a preliminary
“first search” using a relatively large m, large contours, and a fixed number of iterations.
One then examines the resulting (unconverged) Ritz value locations, identifies the desired
ones by viewing their corresponding subspace iterates, designs contours that zoom in to
a desired eigenvalue location while separating the remainder, and then runs Algorithm 1
again (with smaller m) until convergence.
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Figure 3. Three collections of Ritz values (marked in different styles) pro-
duced by ten iterations of Algorithm 1 using three overlapping contours are
shown in the complex plane (for Z). Numerous values in the first contour
appear to have arisen from the essential spectrum.
The results of the above-mentioned first search for this problem are pictorially illus-
trated in Figure 3. We used three overlapping circular contours of centers 2, 4, and 6,
all of radii 1.9 and used the quadrature formula (5) with N “ 10. Setting α “ 1, and
p “ 5 we applied ten iterations of Algorithm 1 for each contour, starting with m “ 50
random vectors. The locations of the Ritz values from the algorithm quickly stabilize,
and those finally falling inside the respective contours are shown in Figure 3. Near the
southwest edge of first circular contour, we found numerous Ritz values that appear to
have arisen from the essential spectrum of the undiscretized operator. Four other values
inside that circle are resonances that are also zeros of the f in (34) for some l. Two
of them coincided with the Ritz values found by the next contour. More values can be
found by adding further contours. Any one of these Ritz values can now be found by
using a tightened contour to find an eigenvalue to better accuracy, and by running the
algorithm again until convergence. Finer discretizations can be used if needed.
We focus on one of these Ritz values near c “ 1.9 ´ 0.2ı̂ for further investigation
using a tightened contour. Setting α “ 8, m “ 5, and a circular contour of radius
10´1 centered around c, we run the algorithm again until convergence. The intensities
of the two modes that Algorithm 1 found can be seen in Figure 4a, which plots the
square moduli of two eigenfunctions in the eigenspace resulting from a higher order
computation with p “ 10 on the coarsest mesh. In addition to the intensity pattern, the
curved mesh elements, used to closely approximate the circular core-cladding interface,
as well as the fast decay of the solution into the PML region are also visible in the same
figure. The exact eigenvalue Z, marked in Figure 2, is the one fairly close to the real
axis in the case l “ 3, namely Z « 1.957793 ´ 0.185432ı̂. The corresponding physical
propagation constant, given by the formula in (35) (also marked in the Figure 2a) is
β « 8559596.699` 271.443ı̂. Note that the mode loss determined by the imaginary part
of this β is very large, indicating that this mode is practically useless for guiding energy
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(a) Mode intensities


























(b) Convergence of corresponding eigenvalues
Figure 4. Left (4a): Intensities of computed step-index leaky modes corre-




hp u are shown. The white and
dark dashed curves indicate the core-cladding interface and the start of the
PML, respectively. Right (4b): Log-scale plot of the distance between exact
and approximate eigenvalue cluster Λhp for polynomial degrees p “ 2, . . . , 5
and uniform mesh refinements.
in the fiber. Nonetheless, it is a reasonable choice for the limited purpose of verifying
that our numerical method reproduces an analytically computable leaky mode.
For convergence studies, we repeat the above solution procedure on a coarse mesh and
on its successive refinements. Each refinement is obtained by connecting the midpoints
of the edges of the elements in the current mesh. We experiment with polynomial
degrees p “ 2, . . . , 5 in the discretization (31), setting α “ 8. The initial mesh size
h0 corresponds to a coarse mesh with about six elements across the core (of unit non-
dimensional radius) and rapidly increasing element diameters outside of the core; part
of this mesh is visible in Figure 4a. In every case, the eigenvalue solver returned a two-
dimensional eigenspace for the contour around c “ 1.9´ 0.2ı̂. The computed cluster of
Ritz values Λhp often contained two distinct numbers near the single exact Z value, which




hp u. Since the exact eigenvalue cluster Λ is a singleton
in this case, the Hausdorff distance between the clusters, denoted by dpΛ,Λhpq, reduces
to maxi“1,2 |Z´Z
piq
hp |. This distance is normalized by |Z|, and the values of dpΛ,Λhpq{|Z|
from computations using various h and p values are shown graphically in Figure 4b.
To conclude this verification, observe from Figure 4b that the eigenvalue errors appear
to approach zero at the rate Oph2pq. (In the figure, the reference black lines indicate
Oph2pq and the values of the corresponding exponent 2p are marked alongside.) The
error values below 10´13 in Figure 4b are likely not reliable since the expected errors in
the semi-analytically computed value of Z are also in that neighborhood.
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Figure 5. Ritz values found within two overlapping elliptical contours in the
Z-plane for the microstructured fiber.
4. A microstructured fiber
In this section, we compute the transverse leaky modes of a hollow core microstruc-
tured optical fiber. The microstructure we consider appear to be known in the folklore
to pose severe computational challenges for PML, although the difficulties are seldom
spelled out in the literature. We proceed to present our computational experience with
Algorithm 1 in some detail with the hope that it may serve as a base for substantive
numerical comparisons and further advancement in numerical methodologies.
The geometry of the fiber is shown in Figure 1 and is based on the details given in [22].
It consists of six symmetrically placed thin glass capillaries, of thickness tcap, intersecting
an outer glass cladding region, the intersection being characterized by the embedding
distance ecap shown in Figure 1b. The capillaries and the cladding together form the
shaded region in Figure 1a, which we denote by the subdomain ΩSi. Let nSi and nair
denote the refractive indices of glass and air, respectively. The region surrounded by
the capillary tubes is the hollow core region where one would like to guide light. The
mode computation fits within the previously described model (19), with R0 as marked
in Figure 1a, n0 “ nair, and n1 given by the piecewise constant function
n1pxq “
#
nSi, x P ΩSi,
nair, x R ΩSi.
In our numerical study, the parameter values (see Figure 1a) are as follows: nair “
1.00028, Rcore “ 15 ˆ 10
´6m, R0 “ 60.775 ˆ 10
´6m, tclad “ 10
´5m, tcap “ 0.028Rcore,
ecap “ 0.0016̄Rcore, dcap “ 5tcap, Ri,cap “ 0.832Rcore, and Ro,cap “ 0.86Rcore. The
wavenumber is set by k “ 2π{λ, where the wavelength in vacuum denoted by λ, can
take different values, two of which considered below are 1000 and 1800 nanometers. At
these two wavelengths, the values of nSi are 1.44982 and 1.43882, respectively. Setting
the characteristic length scale by L “ Rcore, we nondimensionalize the eigenproblem,
as described previously, to the form (21) and terminate the geometry at R̂fin “ 7.385
nondimensional units.
Next, we apply the method verified in Subsection 3.2. As described there, we first
apply Algorithm 1 to conduct a preliminary search, followed by further runs to obtain
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(a) 2.186´ ı̂ 2.1ˆ 10´6 (b) 3.469´ ı̂ 7.0ˆ 10´5 (c) 3.469´ ı̂6.4ˆ 10´5
(d) 4.637´ ı̂ 2.4ˆ 10´3 (e) 4.637´ ı̂ 2.2ˆ 10´3 (f) 4.961´ ı̂ 8.6ˆ 10´4
Figure 6. Intensities of computed modes are shown zoomed into a rectangle
covering the hollow core (the region r ă Rcore of Figure 1), labeled with their
approximate nondimensional Z values for λ “ 10´6m.
(a) 2.802´ ı̂ 2.4ˆ 10´3 (b) 4.481´ ı̂ 7.4ˆ 10´3
Figure 7. Examples of high-loss non-core modes observed in computations are
shown. Six modes similar to that in Fig. 7a and twelve modes similar to that
in Fig. 7b were observed.
accurately converged eigenvalues. Before we give the results of the preliminary search,
recall from Figure 3 that discretizations of the essential spectrum can seep into circular
contours close to the origin, wasting computational resources on irrelevant modes. In
the current example, we show how to avoid this using elliptical contours. Since the
eigenvalues arising from the essential spectrum are expected to subtend a negative acute
















q = 0, p = 2 23 q = 1, p = 2 13 q = 2, p = 2 8 q = 3, p = 2, 3, 4, 5, 6 q = 4, p = 2, 3
Figure 8. Computed confinement losses for the hollow core fiber show promi-
nent preasymptotic variations for lower mesh refinements (q) and polynomial
degrees ppq.
angle with the real axis at the origin, an elliptical contour (by increasing its eccentricity)
can avoid them better than circular contours. This is seen in our results of Figure 5
(where we do not see the signs of essential spectrum that we saw in Figure 3). The Ritz
values in this figure were output after a few iterations of Algorithm 1 employing the
quadrature formula in (6) with two overlapping ellipses centered at y “ 3 and y “ 4,
each with γ “ 1, ρ´1 “ 0.8, N “ 10, and m “ 20. For this figure, the discrete nonlinear
eigenproblem was built using λ “ 1000 nm, α “ 5 (the default value of α used for all
computations in this section), p “ 10, and a mesh with curved elements sufficient to
resolve the thin geometrical features. A part of this mesh is visible in Figure 6. We will
refine this mesh many times over for some computations below.
Let us now focus on one of these Ritz values near Z “ 2.18 and run Algorithm 1
to convergence using a tight circular contour that excludes all other Ritz values. The
corresponding computed leaky mode is shown in Figure 6a for the case p “ 20. Al-
though the algorithm quickly converges for various discretization parameters to (visu-
ally) the same eigenmode, we observed a surprisingly large preasymptotic regime where
the imaginary part of the eigenvalues varied significantly even as meshes were made finer
and polynomial degrees were increased. Convergence was observed only after crossing
this preasymptotic regime. We proceed to describe its implication on estimating mode
loss, an important practical quantity of interest. Confinement loss (CL) in fibers, usu-
ally expressed in decibels (dB) per meter, refer to ´10 log10p℘p1q{℘p0qq where ℘pzq is
the power at the length z meters. For a leaky mode, viewing ℘pzq as proportional to
|e´ı̂βz|2, its CL can be estimated (see e.g., [24, pp. 213]) from the propagation constant
by CL“ ´20 log10 e
´ imag β “ 20 imag β{ lnp10q.
We computed CL from the eigenvalues obtained for various h and p. To systematically
vary h, we started with an initial mesh (part of which is visible in Figures 6 and 7) and
performed successive refinements. One refinement divides each triangular element in
the mesh into four (and the four are exactly congruent when the element is not curved).
Thus, the mesh after q refinements has a grid size 2´q times smaller than the starting
mesh. The results for various q and degrees p are in Figure 8. Each dotted curve
22 J. GOPALAKRISHNAN, B. Q. PARKER, AND P. VANDENBERGE
CL (dB/m)
PML width (µm) Degrees of freedom α “ 1 α “ 5 α “ 10
50 2270641 0.000630 0.000629 0.000629
100 2603121 0.000628 0.000628 0.000629
150 2482041 0.000628 0.000628 0.000628
Table 1. Computed confinement losses for varying PML widths and PML
parameters α (fixing q “ 1 and p “ 10).
there represents many computations performed on a fixed mesh (i.e., fixed q-value)
for increasing values of the degree p. For the case of λ “ 1000 nm we observe that
the computed CL values appear to converge to around 0.04 dB/m, but only well after
a few millions of degrees of freedom. In particular, the CL values computed using
discretizations with under one million degrees of freedom are off by a few orders of
magnitude. We also observe that quicker routes (more efficient in terms of degrees of
freedom) to converged CL values are offered by the choices that use higher degrees p
(rather than higher mesh refinements q). The second plot in Figure 8 shows similar
results for the case of operating wavelength λ “ 1800 nm. In this case, CL seems to
be largely overestimated in a preasymptotic regime, but computations using upwards of
several millions of degrees of freedom agree on a value of around CL“ 0.0006 dB/m, as
seen from Figure 8.
We have also confirmed that our results remain stable in the asymptotic convergent
regime as we vary the PML parameters. Table 1 shows an example of results from one
such parameter variation study. Remaining in the above-mentioned case of λ “ 1800 nm,
we focus on how one of the points (for q “ 1, p “ 10) in the second plot of Figure 8
varies under changes in PML width and strength. Table 1 displays how the computed
CL values vary slightly around 0.000628 dB/m.
We conclude this section by presenting visualizations of modes through plots of their
intensities (which are proportional to the square moduli) of the computed modes. In
Figure 6, in addition to the fundamental mode (Figure 6a), we display a few further
higher order modes we found (Figures 6b—6f). Although these higher order modes
exhibit good core localization, their CL values are higher than the fundamental mode.
This hollow core structure also admits modes that support transmission outside of the
central hollow core, such as those shown in Figure 7. They are, however, much more
lossy than the fundamental mode.
5. Proofs
A basic ingredient for proving Theorem 2 is the next result which can be found proved
using differential equations in [9, Chapter 7]. We give a different elementary proof.
Let N denote a k ˆ k nilpotent matrix with zero entries except for ones on the first
superdiagonal, and let I be the k ˆ k identity matrix. Then J “ λI ` N is a k ˆ k
Jordan matrix.
Lemma 7. A sequence v0, v1, . . . vk´1 in Cn is a nontrivial Jordan chain of a nonlinear
eigenvalue λ of P pzq in the sense of definition (8), if and only if v0 ‰ 0 and V “
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Proof. Let si` “ p i` qλ
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equations are exactly the same as the defining requirements for vi to form a Jordan chain
for a nonlinear eigenvalue λ, per definition (8). 
Proof of Theorem 2. Let λ be a nonlinear eigenvalue enclosed by Γ . Then, by Lemma 7,
v0, v1, . . . vk´1 in Cn is an associated (right) Jordan chain if and only if equation (36)
























































Considering that the remaining equations of (37) trivially hold, we have shown that (36)
holds if and only if (37) holds. Let Vi P Cnd denote the pi ` 1qth column of the nd ˆ k
matrix V indicated in (37), so that V “ rV0, V1, . . . ,Vk´1s. Since (37) is the same as
AV “ BVJ , or equivalently (see the characterization (9a))
pA´ λBqV0 “ 0, and pA´ λBqVi “ BVi´1 for i “ 1, 2, . . . , k ´ 1,
i.e., the columns of V form a Jordan chain for the linear matrix pencil A´ λB. Noting
that vi “ FVi, we have thus shown that V0, . . . ,Vk´1 P Cnd is a Jordan chain for A´λB
if and only if its first blocks, namely v0, v1, . . . vk´1 in Cn, form a Jordan chain for P pλq.
Since any x P Cn falling within the algebraic eigenspace of the nonlinear eigenvalue λ
is a linear combination of such chains tviu, the proof of the first item of the theorem is
complete.
To prove the second item of the theorem, we start as above with the nonlinear eigen-
value λ, but now proceed with its left Jordan chain ṽ0, ṽ1, . . . ṽk´1 P Cn. The second
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definition of (8) implies
řj
l“0pl!q








































































i´1´j for i “ 2, . . . d. Taking the conjugate transpose of both
sides of (39), we find that Ṽ˚ “ rW ˚0 , ¨ ¨ ¨ ,W ˚d´2, Ṽ ˚s P Ckˆnd satisfies Ṽ˚A “ J 1Ṽ˚B, an
identity which when written using the columns Ṽi P Cnd of Ṽ “ rṼ0, . . . , Ṽk´1s reads
Ṽ˚0 pA´ λBq “ 0, and Ṽ˚i pA´ λBq “ Ṽ˚i´1B.
Keeping (9b) in view, the above equivalences have thus shown that the columns of Ṽ
form a left Jordan chain of A ´ λB if and only if the the columns of the last block
of Ṽ , namely LṼ “ Ṽ “ rṽ0, . . . , ṽk´1s form the left Jordan chain of λ as a nonlinear
eigenvalue of P pzq. 
Proof of Theorem 4. The given X satisfies pzB ´ AqX “ Y. In block component form,
this yields
zXi´1 ´Xi “ Yi´1, i “ 1, 2, . . . , d´ 1, (40a)
´A0X0 ´ A1X1 ´ ¨ ¨ ¨ ´ Ad´2Xd´2 ´ pzAd ` Ad´1qXd´1 “ Yd´1. (40b)
Clearly (40a) is the same as (15b). Moreover, the ith equation of (40a), when combined
with the pi´ 1qth equation of (40a), yields Xi “ zXi´1 ´ Yi´1 “ zpzXi´2 ´ Yi´2q ´ Yi´1.






zi´1´jYj, i “ 1, 2, . . . , d´ 1.





















Moving the term with zd from right to left, we identify a group of terms that sum
to P pzqX0. Sending all the remaining terms on the left to the right, simplifying, and
applying P pzq´1 to both sides, we obtain (15a).




0X̃d´1 “ W0 (41a)
´X̃i´1 ` z̄X̃i ´ A
˚
i X̃d´1 “ Wi, i “ 1, 2, . . . , d´ 2, (41b)





d´1qX̃d´1 “ Wd´1, (41c)
Multiply (41b) by z̄i and add up all the equations of (41a)–(41b). Then observe that
all terms of the type ´z̄iX̃i´1 telescopically cancel off in the resulting sum, yielding
z̄d´1X̃d´2 “ W0 ` z̄W1 ` z̄





1 ` ¨ ¨ ¨ ` z̄
d´2A˚d´2qX̃d´1.




z̄jWj ` P pzq
˚X̃d´1 “ 0,
which immediately yields the expression for X̃d´1 in (16a). The expressions for the
remaining X̃i in (16) follow from (41c) and (41b), respectively. 
6. Conclusion
We have presented a new technique to compute collections of transverse leaky modes
of optical fibers with complex microstructure by combining advances in contour integral
eigensolvers and frequency-dependent PML. The frequency-dependent PML is not yet
widely used for resonance computations due to the difficulties in solving the resulting
nonlinear eigenproblem. The new avenue we presented using Algorithm 1 makes it a
viable computational option when a few resonance values (enclosed in a given contour)
is of interest.
Algorithm 1 is applicable more generally to solve for clusters of nonlinear eigenvalues
of the polynomial type arising from any application. The efficiencies in the algorithm
were gained by circumventing the typical large inverses arising from linearization of the
polynomial eigenproblem.
We have exploited FEAST’s flexibility with contours to design ellipses that effectively
probe wanted resonances without interference from the deformed essential spectrum.
The algorithm also eliminates unwanted eigenfunctions supported in the PML region by
sending them to the eigenspace of infinity.
While confinement loss values for some fiber geometries (such as that in Subsection 3.2)
can be computed easily and fast, the antiresonant fiber we considered in Section 4
presented a preasymptotic regime, which was surprisingly large for a two-dimensional
structure, where computed loss values vary by orders of magnitude. By reporting this
in detail, we hope to bring more awareness of this issue to those estimating losses of
similar structures with thin filaments.
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