Abstract. We apply sparse, fast and flexible adaptive lapped orthogonal transforms to underdetermined audio source separation using the time-frequency masking framework. This normally requires the sources to overlap as little as possible in the time-frequency plane. In this work, we apply our adaptive transform schemes to the semiblind case, in which the mixing system is already known, but the sources are unknown. By assuming that exactly two sources are active at each time-frequency index, we determine both the adaptive transforms and the estimated source coefficients using 1 norm minimisation. We show average performance of 12-13 dB SDR on speech and music mixtures, and show that the adaptive transform scheme offers improvements in the order of several tenths of a dB over transforms with constant block length. Comparison with previously studied upper bounds suggests that the potential for future improvements is significant.
Introduction
Our goal is to tackle the problem of audio source separation for underdetermined and instantaneous mixtures. Specifically, given an observed two-channel mixture x(n) = (x 1 (n), x 2 (n)), we aim to estimate all J > 2 simultaneously active sources s(n) = (s 1 (n), . . . , s J (n)), assuming the mixture has been generated thus:
where A = (a i,j ) is a 2 × J matrix with real-valued entries a i,j , the mixture and source indices are i and j respectively, and the discrete-time index ranges as 0 ≤ n < N .
In the blind case only x(n) is known. If s(n) remains unknown but A is given, then the problem is called semi-blind. If both A and s(n) are known, then we can determine upper performance bounds; this ideal oracle estimation case is useful for algorithm benchmarking purposes [10] .
Underdetermined audio source separation is typically addressed by timefrequency (TF) masking, which assumes that we can transform x(n) by a linear, invertible TF transform so that the sources overlap as little as possible [4] . State-of-the-art methods have the potential to yield sparser representations and superior performance compared to non-adaptive transforms with constant block lengths [9, 10] . Such methods include adaptive, dyadic lapped orthogonal transforms (LOTs) [6] and adaptive, non-dyadic LOTs, which give better performance in return for higher computational complexity [7] . We recently introduced MPEG-like LOTs, which aim for a trade-off between improving computation time, and decreasing artefacts at window boundaries and improving performance, and evaluated them in oracle contexts [8] . In this paper, we extend this previous work by evaluating them in semi-blind contexts.
Time-Frequency Masking
Let us denote by X(m) = (X 1 (m), X 2 (m)) the TF transform of x(n), and let S(m) = (S 1 (m), . . . , S J (m)) be the transform of s(n), where 0 ≤ m < N . We assume that exactly two sources are active at each m because this gives better performance than the simpler binary masking case which allows only one active source [1, 10] . The set of both source indices contributing to X(m) is denoted by J m = {j : S j (m) = 0}, and is called the local activity pattern at m. Given a particular J m , Equation (1) then reduces to a determined system:
where A Jm is the 2×2 submatrix of A formed by taking columns A j , and S Jm (m) is the subvector of S(m) formed by taking elements S j (m), whenever j ∈ J m . Once J m has been estimated for each m we estimate the sources according to the following:
where
Jm is the inverse of A Jm [4] . Finally, we recover the estimated source vector in the time domainŝ(n) by using the inverse transform.
The assumption that exactly two sources are active at each m can be modelled probabilistically by assuming that the source coefficients S j (m) follow a Laplacian prior distribution, independently and identically for all j and m [1] . In the semi-blind case, the maximum a posteriori solution of (2) is then equivalent to minimising the 1 norm cost of the source coefficients [1] given by the following:
which depends implicitly on (3).
Adaptive Signal Expansions
Let us now describe how to construct an adapted LOT which better fulfills the sparsity assumption of the sources. This entails forming a partition of the domain {0, . . . , N − 1} of the mixture channels x i (n), that is,
such that
where K is the number of partition points. This segments the domain of x i (n) into adjacent intervals I k = {n k , . . . , n k+1 − 1} which should be relatively long over durations which require good frequency resolution, and relatively short over the durations requiring good time resolution. This is achieved by windowing x i (n) with windows β λ k (n), each of which is supported in {n k − η k , . . . , n k+1 + η k+1 − 1}, thus partly overlapping with its immediately adjacent windows β λ k−1 and β λ k+1 by 2η k and 2η k+1 points respectively (see Fig. 1 ). The bell parameters η k and η k+1 determine how quickly β λ k rises and falls on its left and side right sides. To avoid 'double overlapping', these are subject to the constraint
Note that for η 0 = η K−1 = 0 appropriate modifications are needed [6] .
For every partition λ we form its associated windows according to
where the bell function r(t) satisfies r 2 (t) + r 2 (−t) = 1 for −1 ≤ t ≤ 1, r(t) = 0 for t < −1 and r(t) = 1 for t > 1, where t is real-valued, and also satisfies various regularity properties; in practice, we use a sine bell [6] .
The local cosine basis associated with I k is 
Fast and Flexible Partitioning Schemes
For any additive function C, we can use dynamic programming to determine the BOB which minimises C( S) over all B λ ∈ L [3, 6] . Such algorithms jointly estimate the local activity patterns J m according to (5) and find the best orthogonal basis which minimises the 1 norm given by (4) according to
In previous work [7] we described a flexible segmentation (FS) partitioning scheme which admits all possible partitions λ with some 'resolution' L, so that if the signal length N is an integral multiple of L, then each partition point can be written as n k = cL for c ≥ 0, and where η k is subject only to the condition (8) . The FS library L is very large due to a combinatorial explosion between the range of allowed interval lengths, interval onsets and bell parameters, so the computation time is typically very high. To decrease this burden of computational complexity, but still wishing to maintain highly flexible partitioning, we subsequently added some constraints to the FS scheme and introduced the following MPEG-like partitioning schemes [8] :
Long-Short (LS) We restrict the range of allowable partitions to admit intervals I k of only two lengths, that is, a long interval of length L L and a short interval of length L S = L, where L L is an integral multiple of L S , and 2η k ∈ {L L , L S }. Apart from this restriction of interval lengths and bell parameters, there are no additional constraints, and LS is otherwise the same as FS. Window Shapes (WS) This is equivalent to LS with the additional constraint that if I k is long, then at most one of η k and η k+1 is short. In other words, the four different window shapes admitted (compared to five in LS) correspond to a long window ( WS/OT constraints in addition to disallowing adjacent transition windows, i.e., a transition window must be adjacent to a long window and a short window. This implements the MPEG-4 windowing scheme [5] , with the exception that here, we have more freedom in choosing the bell function r(t).
Clearly, the sizes of the libraries become smaller as we impose more constraints.
Experiments and Results
We performed two sets of experiments to test our algorithms. Performance is measured through the signal to distortion ratio (SDR) [10] , SDR [dB] = 10 log 10
In the first set of experiments, we applied our methods to twenty mixtures in total (ten music mixtures, ten speech mixture), where each mixture each had J = 3 sources at a sampling rate of 22.05 kHz, with a resolution of 16 bits per sample, and of length N = 2 18 (approximately 11.9 s). The sources were mixed according to following mixing matrix: 
For each mixture, we performed semi-blind estimations of s(n) for each of the LS, WS, OT, WS/OT and WS/OT/ST partitioning schemes, with long intervals L L = 2 c , where c ∈ {8, . . . , 11} (12 ms to 93 ms), and short intervals L S = 2 c , where n ∈ {4, . . . , 9} (0.73 ms to 23 ms). We exclude all long-short combinations with L L ≤ L S . Results are presented in Table 1 where each entry is the average over the twenty different mixtures corresponding to a particular transform scheme with given block lengths. We also compare the MPEG-like schemes to and find that the maximum average SDR is 12.06 dB at L L = L S = 2 10 . For the second set of experiments, we indicate the performance achievable on particular types of mixtures. We applied the best transform scheme as determined by Table 1 (LS) to each instantaneous mixture in the dev1 data set of the Signal Separation Evaluation Campaign (SiSEC 2008) 3 . These optimal semi-blind results are presented in Table 2 ; also shown are oracle estimation results, where the L L and L S which give best results were determined in previous work [8] . Oracle results are computed by jointly determining the local activity patterns J m and the best orthogonal basis B λ ∈ L which maximise the SDR given by (12), given knowledge of the reference sources [9] . In each case in Table 1 , the best average SDR is achieved at the greatest length for the short intervals (L S = 2 9 ). In contrast, Table 2 shows individual, rather than average, results. Previous oracle results for the LS and WS schemes show that the best average SDR was obtained at the least length for the short intervals (L S = 2 4 ), where we suggested that a library which allows fine-grained placement of the long windows improves performance [8] . The current 1 criterion does not achieve this, but a semi-blind criterion which admits such fine-grained placement will be a good step towards closing the performance gap between semi-blind and oracle performance. This claim is strengthened by noting that the average SDR improvement yielded by adaptive schemes compared to FB is in the order of 0.3 dB in the semi-blind case, and 1-2 dB in oracle contexts.
Conclusions and Further Work
We demonstrated average SDR performance of 12-13 dB on mixtures of music and speech signals by extending our adaptive signal decomposition schemes to the semi-blind case. Table 1 suggests that optimal results are obtained when both L L and L S are long, but this requires further investigation. Further work includes extending this technique to the fully blind case. Preliminary experiments on mixing matrix estimation with the SiSEC 2008 data sets using histogram-based methods [2] have shown very promising results, and we intend to incorporate that framework into our adaptive transform schemes.
