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Abstract
Computational micromagnetics has become an indispensable tool for the theoretical in-
vestigation of magnetic structures. Classical micromagnetics has been successfully applied
to a wide range of applications including magnetic storage media, magnetic sensors, per-
manent magnets and more. The recent advent of spintronics devices has lead to various
extensions to the micromagnetic model in order to account for spin-transport effects. This
article aims to give an overview over the analytical micromagnetic model as well as its nu-
merical implementation. The main focus is put on the integration of spin-transport effects
with classical micromagnetics.
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1 Introduction
The micromagnetic model has proven to be a reliable tool for the theoretical description of
magnetization processes on the micron scale. In contrast to purely quantum mechanical theories,
such as density functional theory, micromagnetics does not account for distinct magnetic spins
nor nondeterministic effects due to collapse of the wave function. However, micromagnetics
integrates quantum mechanical effects that are essential to ferromagnetism, like the exchange
interaction, with a classical continuous field description of the magnetization in the sense of
expectation values. The main assumption of this model is that the organizing forces in the
magnetic material are strong enough to keep the magnetization in parallel on a characteristic
length scale λ well above the lattice constant a
Si « Sj for |xi ´ xj | ă λ " a (1)
where Si{j and xi{j are distinct spins and their positions respectively. For a homogeneous
density of spins, the discrete distribution of magnetic moments Si is well approximated by a
continuous vector density Mpxq such thatż
Ω
Mpxq dx «
ÿ
i
1ΩpxiqSi (2)
renders approximately true for arbitrary volumes Ω of the size λ ˆ λ ˆ λ and larger with 1Ω
being the indicator function of Ω. The continuous magnetization Mpxq has a constant norm
due to the homogeneous density of spins and can thus be written in terms of a unit vector field
mpxq
Mpxq “Msmpxq with |mpxq| “ 1. (3)
where Ms is the spontaneous magnetization. In the case of zero temperature, which is often
considered for micromagnetic modeling, Ms is the saturation magnetization which is a material
constant. While m and M have to be strictly distinguished, both are referred to as magneti-
zation throughout this work for the sake of simplicity.
Due to the combination of classical field theory with quantum mechanical effects, micro-
magnetics is often referred to as semiclassical theory. Opposed to the macroscopic Maxwell
equations, the micromagnetic model resolves the structure of magnetic domains and domain
walls. This enables accurate hysteresis computations of macroscopic magnets, since hysteresis
itself is the direct result of field-induced domain generation and annihilation. While static hys-
teresis computations are very important for the development of novel permanent magnets [1],
another application area for micromagnetics is the description of magnetization dynamics on
the micron scale. The time and space-resolved description of magnetic switching processes and
domain-wall movements is essential for the development of novel storage and sensing technolo-
gies such as magnetoresistive random-access memory (MRAM) [2], sensors for read heads [3],
and angle sensors [4]. Besides the manipulation of the magnetization with external fields, the
interaction of spin polarized electric currents with the magnetization plays an increasing role
for novel devices. Several extensions to the classical micromagnetic theory have been proposed
in order to account for these spintronics effects.
A lot of articles and books have been published on analytical [5, 6, 7] as well as numerical
[1, 8, 9] micromagnetics. This review article is supposed to serve two purposes. First, it is
meant to give a comprehensive yet compact overview over the micromagnetic theory, both
on an analytical as well as a numerical level. The article describes the most commonly used
discretization strategies, namely the finite-difference method and the finite-element method, and
discusses advantages, disadvantages and pitfalls in their implementation. The second and main
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purpose of this article, however, is to give an overview over existing models for spin transport
in the context of micromagnetics. This article reviews the applicability and the limits of these
models and discusses their discretization.
2 Energetics of a ferromagnet
The total energy of a ferromagnetic system with respect to its magnetization is composed by a
number of contributions depending on the properties of the respective material. While some of
these contributions, like the demagnetization energy and the Zeeman energy can be described by
classical magnetostatics, other contributions like the exchange energy and the magnetocrystallin
anisotropy energy have a quantum mechanical origin. This section aims to give an overview
over typical energy contributions and their representation in the micromagnetic model.
2.1 Zeeman energy
The energy of a ferromagnetic body highly depends on the external field Hzee. The corre-
sponding energy contribution is often referred to as Zeeman energy. According to classical
electromagnetics the Zeeman energy of a magnetic body Ωm is given by
Ezee “ ´µ0
ż
Ωm
Msm ¨Hzee dx (4)
with µ0 being the vacuum permeability.
2.2 Exchange energy
The characteristic property of ferromagnetic materials is its remanent magnetization, i.e. even
for a vanishing external field, a ferromagnetic system can have a nonvanishing macroscopic
magnetization. In a system where the spins are coupled by their dipole–dipole interaction only,
the net magnetization always vanishes for a vanishing external field as known from classical
electrodynamics [10].
However, in ferromagnetic materials, the spins are subject to the so-called exchange inter-
action. For two localized spins, this quantum mechanical effect energetically favors a parallel
over an antiparallel spin alignment. The origin of this energy contribution can be attributed to
the Coulomb energy of the respective two-particle system, typically consisting of two electrons.
Depending on the spin-alignment, the two-particle wave function is either symmetric or anti-
symmetric leading to higher expectation value of the distance, and thus a lower expectation
value of the Coulomb energy, in case of an parallel alignment. The classical description of the
exchange interaction is given by the Heisenberg model. Details on its derivation can be found
in any textbook on quantummechanics, e.g. [11]. The Heisenberg formulation of the exchange
energy of two unit spins si and sj is defined as
Eexij “ ´J si ¨ sj (5)
with J being the so-called exchange integral. With respect to the continuous magnetization
field mpxq, the exchange energy associated with all couplings of a single spin site x is given by
Eexx “ ´
ÿ
i
Ji
2
mpxq ¨mpx`∆xiq (6)
“ ´
ÿ
i
Ji
2
„
1´ 1
2
p∇mT ¨∆xiq2

`Op∆x3i q (7)
5
where the index i runs over all exchange coupled spin sites at positions x`∆xi, and Ji denotes
the exchange integral with the respective spin. Expression (7) is obtained by application of the
unit-vector identity pn1´n2q2 “ 2´ 2n1 ¨n2 and performing Taylor expansion of lowest order.
The exchange integral Ji highly depends on the distance of the spin sites. Hence, significant
contributions to the exchange energy are only provided by nearby spins, usually next neighbors.
The transition from the discrete Heisenberg model to a continuous expression for the total
exchange energy is done by integrating (7) while considering a regular spin lattice, i.e. a regular
spacing of the spin sites x as well as identical Ji and ∆xi for each site. In the most general
form this procedure yields
Eex “ C `
ż
Ωm
ÿ
i,j,k
Ajk
Bmi
Bxj
Bmi
Bxk dx (8)
where the coefficients of the matrix Ajk depend on the crystal structure and the resulting
exchange couplings of the spins in the magnetic body. The term C results from the integration
of the constant part of (7) and is usually neglected since it does not depend on m and thus only
gives a constant offset to the energy without changing the physics of the system. The matrix
A can always be diagonalized by a proper choice of coordinate system [12] which yields
Eex “
ż
Ωm
ÿ
i,j
Aj
˜
Bmi
Bx1j
¸2
dx1. (9)
For cubic and isotropic lattice structures, the exchange coupling constants Aj simplify further
to the scalar exchange constant A which results in the typical micromagnetic expression for the
exchange energy
Eex “
ż
Ωm
A
ÿ
i,j
ˆBmi
Bxj
˙2
dx “
ż
Ωm
Ap∇mq2 dx (10)
where p∇mq2 “ ři,jpBmi{Bxjq2 is to be understood as a Frobenius inner product. Although
derived for localized spins and isotropic lattice structures, this energy expression turns out to ac-
curately describe a large number of materials including band magnets and anisotropic materials
[13]. This is explained by the fact, that (10) exactly represents the lowest order phenomenolog-
ical energy expression that penalizes inhomogeneous magnetization configurations.
2.3 Demagnetization energy
The demagnetization energy accounts for the dipole–dipole interaction of a magnetic system.
This energy contribution, that is also referred to as magnetostatic energy or stray-field energy,
owes its name to the fact that magnetic systems energetically favor macroscopically demagne-
tized states if they are subject to dipole–dipole interaction only. For a continuous magnetization
M “Msm the demagnetization energy can be derived from classical electromagnetics. Assum-
ing a vanishing electric current je “ 0, Maxwell’s macroscopic equations reduce to
∇ ¨B “ 0 (11)
∇ˆHdem “ 0 (12)
where the magnetic flux B can be written in terms of the magnetic field Hdem and the magne-
tization M
B “ µ0pHdem `Mq. (13)
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Ωt Ωm |M(x)| =
 Ms for x ∈ Ωm< Ms for x ∈ Ωt
0 otherwise
Figure 1: Limiting procedure for the demagnetization-field calculation of a finite magnetic
body. The magnetization M is defined in the magnetic region Ωm and continuously decreases
in the transitional shell region Ωt. The overall continuous and differentiable definition of M
allows for the application of Green’s theorem.
According to (12), the magnetic field Hdem is conservative and thus has a scalar potential
Hdem “ ´∇u. With these definitions (11) – (12) can be reduced to the single equation
∇ ¨ p´∇u`Mq “ 0 (14)
which is solved in the whole space R3. Assuming a localized magnetization configuration, the
boundary conditions are given in an asymptotical fashion by
upxq “ Op1{|x|q for |x| Ñ 8 (15)
which is referred to as open boundary condition since the potential is required to drop to zero
at infinity. The defining equation (14) is often transformed in Poisson’s equation
∆u “∇ ¨M . (16)
However, in contrast to the original equation (14), the divergence on the right-hand side of
(16) may become singular at the boundary of the magnetic material in the case of a localized
magnetization. In this case, (16) is well defined only in a distributional sense.
The potential u can be expressed in terms of an integral equation by considering the well-
known fundamental solution to the Laplacian that naturally fulfills the required open boundary
conditions [10]
upxq “ ´ 1
4pi
ż
R3
∇1 ¨Mpx1q
|x´ x1| dx
1. (17)
For a localized magnetization with sharp boundaries, this solution, like (16), suffers from a
singular divergence at the boundary of the magnetic body. However, this singularity is integrable
as demonstrated in the following. Consider a finite magnet with |Mpxq| “ Ms for x P Ωm
surrounded by a thin transition shell Ωt where the magnetization continuously decays to zero,
see Fig. 1. In this case, the integration over R3 in (17) can be reduced to an integration
over Ωm Y Ωt since the magnetization, and thus the integrand of (17), vanishes outside the
magnet. Further, the integral is split into integration over Ωm and Ωt, and the integral over Ωt
is transformed with Green’s theoremż
Ωt
∇1 ¨Mpx1q
|x´ x1| dx
1 “
ż
BΩt
Mpx1q ¨ n
|x´ x1| ds
1 ´
ż
Ωt
Mpx1q ¨∇1 1|x´ x1| dx
1 (18)
where ds1 denotes the areal measure to x1 and n is an outward-pointing normal vector. In order
to obtain the potential for an ideal magnet with a sharp transition of the magnetic region Ωm
to the air region, we consider the limit of a vanishing transition region Ωt Ñ 0. In this case, the
right-hand side of (18) reduces to the boundary integral. Furthermore, the boundary integral
vanishes for the outer boundary of Ωt, because of a vanishing magnetization M . The inner
boundary, however, coincides with with the boundary of the magnetic region BΩm except for
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Figure 2: Magnetic vortex configuration in a square-shaped thin film. The magnetization can
be roughly divided into four triangular domains, each aligned with one of the film edges. In the
vortex core the magnetization points out of plane.
its orientation. A complete integral form for the magnetic scalar potential of an ideal localized
magnet in region Ωm accordingly reads
upxq “ ´ 1
4pi
„ż
Ωm
∇1 ¨Mpx1q
|x´ x1| dx
1 ´
ż
BΩm
Mpx1q ¨ n
|x´ x1| ds
1

. (19)
In analogy to the integral equation for the electric field, the terms ρ “ ´∇ ¨M and σ “M ¨n
are often referred to as magnetic volume charges and magnetic surfaces charges respectively.
An alternative integral expression for the potential is obtained by applying Green’s theorem to
(19)
upxq “ 1
4pi
ż
Ωm
Mpx1q ¨∇1 1|x´ x1| dx
1. (20)
Starting from this formulation, the demagnetization field Hdem can be expressed as a convolu-
tion
Hdempxq “ ´∇upxq “
ż
Ωm
N˜px´ x1qMpx1qdx1 (21)
with the so-called demagnetization tensor N˜ given by
N˜px´ x1q “ ´ 1
4pi
∇∇1 1|x´ x1| . (22)
According to classical electrodynamics, the energy connected to the demagnetization field is
given by
Edem “ ´µ0
2
ż
Ωt
M ¨Hdem dx (23)
where the factor 1{2 accounts for the quadratic dependence of the energy on the magnetization
M .
The competition of the demagnetization energy and the exchange energy leads to the for-
mation of magnetic domains. A graphic example for this effect is the magnetic vortex structure
depicted in Fig. 2. In order to minimize surface charges σ, that contribute to the demagneti-
zation energy, the magnetization field aligns parallel with edges and surfaces, which exlains the
curl-like configuration. The exchange energy favors a parallel alignment of the magnetization
which leads to the creation of four distinct, almost homogeneously magnetized, triangular do-
mains, each aligned with one of the square’s edges. A perfect in-plane curl configuration, which
completely avoids surface charges, is very unfavorable with respect to the exchange energy be-
cause it leads to a singularity in the center of the curl. In order to reduce the exchange energy,
the magnetization rotates out-of-plane in a distinct area around the center of the vortex, called
the vortex core.
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2.4 Crystalline anisotropy energy
Another important contribution to the total free energy of a magnet is the anisotropy energy
that favors the parallel alignment of the magnetization to certain axes referred to as easy axes.
The origin of this energy lies in the spin-orbit coupling either due to an anisotropic crystal
structure or due to lattice deformation at material interfaces [13]. Depending on the symmetry
of these anisotropies, the respective material will exhibit one or multiple easy axes. These axes
are undirected and thus the energy does not depend on the sign of the magnetization
Eanipmq “ Eanip´mq. (24)
For the simplest case of a single easy axis, the anisotropy energy is given by
Eaniu “ ´
ż
Ωm
rKu1pm ¨ euq2 `Ku2pm ¨ euq4 `Opm6qsdx (25)
where eu is a unit vector parallel to the easy axis and Ku1 and Ku2 are the scalar anisotropy
constants. This phenomenological expression is obtained by symmetry considerations. For a
uniaxial anisotropy, the energy may depend only on the angle between the magnetization and
easy axis m ¨ eu. Furthermore only even powers in m ¨ eu are considered in order to fulfill
condition (24). Uniaxial anisotropy typically occurs in materials with a hexagonal or tetragonal
crystal structure, e.g. cobalt.
Materials with cubic lattice symmetry such as iron, which has a body-centered cubic struc-
ture, exhibit three easy axes ei which are pairwise orthogonal
ei ¨ ej “ δij . (26)
Like for the uniaxial anisotropy, the expression for the cubic anisotropy energy is developed as
series in magnetization components along the easy axes up to sixth order
Eanic “
ż
Ω
rKc1pm21m22 `m22m23 `m23m21q `Kc2m21m22m23sdx (27)
where mi “ ei ¨m is the projection of the magnetization m on the anisotropy axis ei. Only
contributions compatible with the symmetry condition (24) are considered. Moreover, the
resulting expression is required to be constant under permutation of magnetization components
mi in order to have a cubic symmetry.
While the magnetization prefers to align parallel to the respective axes in the case of positive
anisotropy constants Ku1, Ku2, Kc1, Kc2, the magnetization avoids a parallel configuration for
negative anisotropy constants. In the case of uniaxial anisotropy, this leads to an easy-plane
anisotropy. In the case of cubic anisotropy, this leads to four easy axes as is the case for nickel
which has a face-centered cubic structure.
Both, equations (25) and (27) hold for magnetic anisotropies in bulk material. If magnetic
anisotropy is caused at material interfaces, either due to lattice deformation or due to the electric
band structure, the energy depends on the magnetization configuration m at this interface only.
The energy for such a surface anisotropy is obtained by similar expressions as (25) and (27).
However, instead of integrating over the magnetic volume Ωm the integration in this case has
to be carried out over the respective interface BΩm only.
Although being derived only phenomenologically, the expressions (25) and (27) have proven
to describe anisotropy effects with high accuracy. For many application it is even sufficient to
consider the lowest order contributions only and setting the higher order constants Ku2 and
Kc2 to zero.
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2.5 Antisymmetric exchange energy
As discovered by Dzyaloshinskii [14] and Moriya [15], neighboring spins can be subject to an
antisymmetric exchange interaction in addition to the regular exchange interaction discussed
in Sec.2.2. This effect, that is often referred to as Dzyaloshinskii-Moriya interaction (DMI),
is caused by the spin-orbit coupling in certain material systems. The general antisymmetric
exchange energy of two spins si and sj is given as
Edmiij “ dij ¨ psi ˆ sjq (28)
where the vector dij depends on the symmetry of the system. A typical system that gives
rise to DMI is a magnetic layer with an interface to a heavy-metal layer. In this case, the
antisymmetric exchange between two neighboring magnetic spins near the interface is mediated
by a single atom in the heavy metal layer and the vector dij is given as
dij “ dp∆xˆˆ edq (29)
where d is a scalar coupling constant, ∆xˆ “ ∆x{|∆x| is a unit vector pointing from spin site i
to spin site j, and ed is the interface normal. The transition to continuum theory is done similar
to the exchange interaction. Namely, in a first step, the energy of the couplings for a single spin
site is expressed in terms of the continuous magnetization field m and the magnetization at the
neighboring site mpx`∆xq is expanded in powers of ∆x to the lowest order
Edmiix “
ÿ
i
di
2
“
∆xˆi ˆ ed
‰ ¨ “mpxq ˆmpx`∆xiq‰ (30)
“
ÿ
i
di
2
“
∆xˆi ¨m
‰“
ed ¨ pm`∇mT∆xiq
‰´ di
2
“
∆xˆi ¨ pm`∇mT∆xiq
‰“
ed ¨m
‰`Op∆x2i q
(31)
“
ÿ
i
di
2
“
∆xˆi ¨m
‰“
ed ¨ p∇mT∆xiq
‰´ di
2
“
∆xˆi ¨ p∇mT∆xiq
‰“
ed ¨m
‰`Op∆x2i q (32)
where the vector identity paˆbq¨pcˆdq “ pa¨cqpb¨dq´pa¨dqpb¨cq was used and the summation
is carried out over the coupled neighboring spins. Performing integration and assuming isotropic
coupling di as well as an isotropic lattice spacing ∆xi, similar to the exchange interaction in
Sec. 2.2, yields the continuous expression
Edmii “
ż
Ωm
Di
“
m ¨∇ped ¨mq ´ p∇ ¨mqped ¨mq
‰
dx (33)
for the total antisymmetric exchange energy for interface DMI. The scalar coupling constant Di
depends on the coupling constants di as well as the relative positions ∆xi.
Another class of materials exhibiting DMI, are magnetic bulk materials lacking inversion
symmetry [16, 17]. For these materials, the coupling vector dij is given as
dij “ ´d∆xˆ (34)
which results in the following energy Ex for the couplings of a single spin site x
Edmibx “ ´
ÿ
i
di
2
∆xˆi
“
mpxq ˆmpx`∆xiq
‰
(35)
“ ´
ÿ
i
di
2
∆xˆi
“
mpxq ˆ p∇mT∆xiq
‰
. (36)
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Figure 3: Magnetic skyrmion configuration in a circular thin film. This configuration is
characterized by a continuous rotation of the magnetization m across the center.
Again, assuming isotropic coupling di and lattice spacing ∆xi results in the continuous formu-
lation for the energy
Edmib “
ż
Ωm
Dbm ¨ p∇ˆmq dx (37)
with the coupling constant Db depending on the atomistic coupling constants di and the lattice
spacing ∆xi. Besides the prominent interface and bulk DMI, further antisymmetric exchange
couplings are defined by Lifshitz invariants [18, 19].
The antisymmetric exchange counteracts the regular exchange energy that favors homoge-
neous magnetization configurations and penalizes domain walls. It gives rise to a magnetization
configuration called skyrmion, see Fig. 3. A skyrmion is characterized by a continuous rotation
of the magnetization field on any lateral axis crossing the center. It has topological charge mean-
ing that the skyrmion configuration is not continuously transformable into the homogeneous
ferromagnetic state.
2.6 Interlayer-exchange energy
The magnetic layers of a multilayer structure may be exchange coupled even when separated by
a nonmagnetic spacer layer. This coupling, which was first proposed by Ruderman and Kittel
[20], is mediated by the conducting electrons of the nonmagnetic layer. The coupling constant A
shows oscillatory behavior with respect to the thickness of the spacer layer, i.e. depending on its
thickness, the coupling of the magnetic layers may be either ferromagnetic or antiferromagnetic.
This effect was described in a more generalized theory by Kasuya [21] and Yosida [22] and is
referred to as Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction.
In the continuous approximation, the interaction is assumed to couple the interface between
one magnetic layer and the spacer layer Γ1 and the interface between the other magnetic layer
and the spacer layer Γ2. These interfaces are assumed to have equal size. Integration of the
Heisenberg interaction (5) yields the continuous expression for the interlayer-exchange energy
Eiex “ ´
ż
Γ1
Ampxq ¨mrP pxqsds (38)
with A being the exchange constant whose sign and strength depend on the thickness of the
spacer layer and P : Γ1 Ñ Γ2 being an isomorphism that maps any point on Γ1 to its nearest
point on Γ2.
The RKKY interaction is often exploited in order to build so-called synthetic antiferro-
magnets, see Fig. 4. For this purpose, the thickness of the spacer layer is chosen such that A
is negative which results in an antiferromagnetic coupling of the magnetic layers. Synthetic
antiferromagnets are important for applications due to their stability and lack of strayfield.
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Figure 4: Synthetic antiferromagnet. Two magnetic layers with perpendicular crystalline
anisotropy are antiferromagnetically coupled through a nonmagnetic layer by the RKKY inter-
action.
2.7 Other energy contributions and effects
While this work will focus on the energy contributions introduced above, there are numerous ad-
ditional energy contributions and other effects that may play important roles in certain systems
[5]. For instance, the effect of magnetostriction coupled the mechanical properties of magnetic
materials to its magnetization configuration[23, 24]. If magnetic systems are subject to charge
currents, eddy currents [25, 26] and the Oersted field [27] need to be considered.
Another important area of research is finite-temperature micromagnetics. Various ap-
proaches have been proposed in order account for temperature effects in micromagnetics, among
them Langevin dynamics [28, 29, 30] and the Landau-Lifshitz-Bloch equation [31, 32, 33]. How-
ever, this comprehensive topic is out of the scope of this article.
3 Static micromagnetics
Static micromagnetics is the theory of stable magnetization configurations and hence a valuable
model for the investigation of material properties such as hysteresis. The prerequisite for a
stable magnetization configuration is a minimum of the total free energy E of the system with
respect to its magnetization m. In order to be a valid micromagnetic solution, the solution m
is further required to fulfill the micromagnetic unit-sphere constraint
minEpmq subject to |mpxq| “ 1. (39)
Since the solution variable m is a continuous vector field, variational calculus is applied in
order to solve for an energetic minimum. A necessary condition for a minimum is a functional
differential δE that vanishes for arbitrary test functions v P Vm with Vm being the function
space of the magnetization m
δEpm,vq “ d
d
Epm` vq “ lim
Ñ0
Epm` vq ´ Epmq

“ 0 @ v P Vm. (40)
An alternative formulation for this condition can be stated in terms of the functional derivative
δE{δm that is defined as ż
Ωm
δE
δm
¨ v dx “ δEpm,vq @ v P V 0m (41)
where the function space V 0m Ă Vm includes only functions of Vm that vanish on the boundary
vpBΩmq “ 0. That said, depending on the considered energy E, the differential δE as defined
in (40) in general differs from the left-hand side of (41) by a boundary integral, i.e.
δEpm,vq “
ż
Ωm
δE
δm
¨ v dx`
ż
BΩm
Bpmq ¨ v ds @ v P Vm. (42)
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This means, that the knowledge of the functional derivative (41) is not sufficient in order to solve
the minimization problem (39). In general, additional boundary conditions defined by Bpmq
have to be considered. All variational considerations so far do not account for the unit-sphere
constraint |m| “ 1. This constraint can be incorporated by a Lagrange multiplier technique
where the modified functional Eλpm, λ, µq, given by
Eλpm, λ, µq “ Epmq `
ż
Ωm
λpxq`|m|2 ´ 1˘dx` ż
BΩm
µpxq`|m|2 ´ 1˘ ds, (43)
is minimized with respect to both the magnetization m and the Lagrange multiplier fields λ
and µ implementing the constraint on the volume and surface respectively. The solution to
this minimization problem is again obtained by variational calculus where the variations of the
solution variables vm, vλ and vµ can be treated separately
δEλptm, λ, µu,vmq “ 0 @ vm P Vm (44)
δEλptm, λ, µu, vλq “ 0 @ vλ P Vλ (45)
δEλptm, λ, µu, vµq “ 0 @ vµ P Vµ (46)
where Vλ and Vµ are appropriate function spaces for the variation of λ and µ respectively.
Expanding (44) considering the definition (43) yields
δEλptm, λ, µu,vmq “δEpm,vmq
` d
d
„ż
Ωm
λ
`|m` vm|2 ´ 1˘ dx
“0
` d
d
„ż
BΩm
µ
`|m` vm|2 ´ 1˘ ds
“0
(47)
“
ż
Ωm
δE
δm
¨ vm dx`
ż
BΩm
B ¨ vm ds
` 2
ż
Ωm
λm ¨ vm dx` 2
ż
BΩm
µm ¨ vm ds. (48)
Since (48) has to vanish for arbitrary vm P Vm, it also vanishes for test functions with vanishing
boundary values vm P V 0m. Hence the functional derivative of the energy has to fulfill
δE
δm
“ ´2λm (49)
in Ωm which is required to hold for arbitrary λ P Vλ. This condition is satisfied if and only if
δE{δm is parallel to m and hence
mˆ δE
δm
“ 0 (50)
which is exactly Brown’s condition [5]. Testing (48) with functions that are defined on the
boundary only vpΩmzBΩmq “ 0 and considering the surface Lagrange multiplier µ in the same
manner as above yields the additional boundary condition
mˆB “ 0. (51)
Moreover, inserting (43) into (45) yields
δEλptm, λ, µu, vλq “ d
d
„ż
Ωm
pλ` vλq
`|m|2 ´ 1˘ dx
“0
(52)
“
ż
Ωm
vλ
`|m|2 ´ 1˘ dx (53)
“ 0 (54)
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which is required to hold for arbitrary vλ P Vλ and thus represents the micromagnetic constraint
|m|2 “ 1. Due to the interface Lagrange multiplier µ, this constraint is further specifically
enforced on the boundary by (46). In the following, the functional derivatives and boundary
conditions for the energy contributions introduced in Sec. 2 will be discussed in detail.
3.1 Zeeman energy
The energy differential δE{δm for the Zeeman energy is obtained by variation of (4) which
yields
δEzeepm,vmq “ d
d
„
´µ0
ż
Ωm
Mspm` vmq ¨Hzee dx

“0
(55)
“ ´
ż
Ωm
µ0MsH
zee ¨ vm dx. (56)
The variation does not give rise to any additional boundary integral. Hence, the derivative and
boundary term B for the Zeeman energy are given by
δEzee
δm
“ ´µ0MsHzee (57)
B “ 0. (58)
3.2 Exchange energy
The differential δEex for the exchange energy is derived from (10) resulting in
δEexpm,vmq “ d
d
„ż
Ωm
A
“∇pm` vmq‰2 dx
“0
(59)
“ 2
ż
Ωm
A∇m :∇vm dx (60)
“ ´2
ż
Ωm
r∇ ¨ pA∇mqs ¨ vm dx` 2
ż
BΩm
A
Bm
Bn ¨ vm ds. (61)
Here, integration by parts is performed in order to eliminate spatial derivatives of the test
functions vm. The resulting volume integral is of the same form as the integral in (41) which
enables the identification of the functional derivative δEex{δm. However, this necessary step
also gives rise to a surface integral and thus to a boundary term B. The resulting derivative
and boundary term for the exchange energy read
δEex
δm
“ ´2∇ ¨ pA∇mq (62)
B “ 2ABmBn (63)
where (62) can be simplified to δEex{δm “ ´2A∆m if A is assumed constant throughout the
magnetic region Ωm.
3.3 Demagnetization energy
The differential for the demagnetization energy is obtained similarly to the differential for the
Zeeman energy. A decisive difference to the Zeeman energy, however, is the linear relation of the
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demagnetization field HdempMq to the magnetization M . The variation of the magnetization
therefore leads to an additional factor of 2 which results in the differential
δEdempm,vmq “ d
d
„
´µ0
2
ż
Ωm
Mspm` vmq ¨Hdempm` vmq dx

“0
(64)
“ ´
ż
Ωm
µ0MsH
dem ¨ vm dx. (65)
Consequently the derivative and boundary term for the demagnetization energy are given by
δEdem
δm
“ ´µ0MsHdem (66)
B “ 0. (67)
3.4 Anisotropy energy
For the uniaxial anisotropy (25) the derivative and boundary terms are given by
δEaniu
δm
“ ´2Ku1eupeu ¨mq ´ 4Ku2eupeu ¨mq3 (68)
B “ 0 (69)
and for the cubic anisotropy (27) the respective terms read
δEanic
δm
“ 2Kc1
¨˝
m1m
2
2 `m1m23
m2m
2
3 `m2m21
m3m
2
1 `m3m22
‚˛` 2Kc2
¨˝
m1m
2
2m
2
3
m21m2m
2
3
m21m
2
2m3
‚˛ (70)
B “ 0. (71)
For interface anisotropy contributions, the variational derivative δE{δm obviously vanishes and
the influence of the energy contribution reduces to the boundary term
B “
ż
BΩm
pxq dx (72)
with pxq being the respective areal energy density.
3.5 Antisymmetric exchange energy
Similar to the exchange energy, the variation of the antisymmetric exchange energy (33) needs
to be transformed by partial integration in order to eliminate spatial derivatives of the test
functions vm
δEdmiipm,vmq “ d
d
„ ż
Ωm
Di
“pm` vmq ¨∇`ed ¨ pm` vmq˘
´∇ ¨ pm` vmq
`
ed ¨ pm` vmq
˘‰
dx

“0
(73)
“
ż
Ωm
Di
„
vm ¨∇ped ¨mq `m ¨∇ped ¨ vmq
´∇ ¨ vmped ¨mq ´∇ ¨mped ¨ vmq

dx (74)
“2
ż
Ωm
Di
„
∇ped ¨mq ´ p∇ ¨mqed

vm dx
´
ż
BΩm
Di
“ped ˆ nq ˆm‰ ¨ vm ds. (75)
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The resulting variational derivative and the boundary term for the interface DMI energy read
δEdmii
δm
“ 2Di
“∇ped ¨mq ´ p∇ ¨mqed‰ (76)
B “ ´Diped ˆ nq ˆm. (77)
For the antisymmetric bulk exchange (37) the differential is given by
δEdmibpm,vmq “ d
d
„ ż
Ωm
Dbpm` vmq ¨∇ˆ pm` vmq dx

“0
(78)
“
ż
Ωm
Db
„
m ¨∇ˆ vm ` vm ¨∇ˆm

dx (79)
“2
ż
Ωm
Dbp∇ˆmq ¨ vm dx´
ż
BΩm
Dbpnˆmq ¨ vm ds, (80)
which leads to the following variational derivative and boundary term
δEdmib
δm
“ 2Db∇ˆm (81)
B “ ´Dbnˆm. (82)
3.6 Energy minimization with multiple contributions
In order to minimize the total energy of a system subject to multiple energy contributions
both Brown’s condition (50) and the boundary condition (51) have to be fulfilled for the com-
posite energy functional. Namely, if a system is subject to the exchange energy (10) and the
demagnetization energy (23), the respective conditions for an energy minimum read
mˆ δE
δm
“mˆ p´2A∆m´ µ0MsHdemq “ 0 (83)
mˆB “mˆ
ˆ
2A
Bm
Bn
˙
“ 0 (84)
with (84) being the “classical” micromagnetic boundary condition. Spatial derivatives of the
magnetization m are always orthogonal to the magnetization due to the micromagnetic unit-
sphere constraint. Hence, the boundary condition (84) is usually simplified to Bm{Bn “ 0. If
the system is additionally subject to the antisymmetric exchange (33), both Brown’s condition
(83) and the boundary condition (84) are supplemented with the respective contributions. The
resulting boundary condition reads
2A
Bm
Bn ´Diped ˆ nq ˆm “ 0 (85)
where the cross product m ˆB was again neglected by orthogonality arguments. Depending
on the considered energy contributions, this boundary condition is supplemented by additional
terms. Hence, adding energy contributions does not add additional boundary conditions, but
changes the single boundary condition instead.
4 Dynamic micromagnetics
In Micromagnetics, magnetization dynamics are described by the Landau-Lifshitz (LL) equation
that was originally proposed in [34]. This equation describes the spatially resolved motion of the
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Figure 5: Absolute and fixed-body coordinates for the magnetization m. The magnetization
is described by the spherical coordinates θ and φ. The fixed-body frame is constructed such
that the third axis e13 is parallel to the magnetization vector m.
magnetization in an effective field. Due to problems with the dissipative term, an alternative
formulation was derived by Gilbert [35, 36]. Both formulations are completely equivalent under
proper parameter transformation. However, for the purpose of distinction, the latter is usually
referred to as Landau-Lifshitz-Gilbert (LLG) equation or, alternatively, as Gilbert or implicit
form of the Landau-Lifshitz equation.
The LLG can be derived by means of classical Lagrangian mechanics by the choice of an
appropriate action S. Due to the micromagnetic unit-sphere constraint |m| “ 1, the magneti-
zation field m can be described by means of spherical coordinates
mpxq “
¨˝
sinrθpxqs cosrφpxqs
sinrθpxqs sinrφpxqs
cosrθpxqs
‚˛ (86)
with the polar angle θ and the azimuthal angle φ. For the sake of readability we omit the spatial
dependence of fields in the following. According to Hamilton’s principle, the temporal evolution
of any field is given as the path with stationary action δS “ 0 with the action S defined as
Spφ, θq “
ż
T
ż
Ωm
Ldxdt (87)
where L is the so-called Lagrangian which, in turn, is given by
L “ T ´ V (88)
with T being the kinetic energy density and V being the potential energy density. The potential
energy density V is naturally given by the free energy E “ ş V dx whose contributions are
introduced in Sec. 2. However, the choice of the kinetic energy T is not immediately clear. Due
to the unit-sphere constraint, the motion of the magnetization is restricted to rotations. Hence,
it seems reasonable to assume a kinetic energy similar to that of a rotating rigid body
T “ 1
2
ΩIΩ (89)
with I being an inertial tensor and Ω being the angular velocity vector. In the rigid-body
picture, the magnetization in a certain point mpxq is represented by a cylindrical stick with
one end fixed at the coordinate origin, see Fig. 5. We introduce the fixed-body frame with
coordinate axes e11, e12, e13 as shown in Fig. 5 and mark vectors with a prime whose coordinates
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are expressed in terms of this new basis. In the fixed-body frame, the magnetization is trivially
given as
m “
¨˝
0
0
1
‚˛1 . (90)
Due to the cylindrical symmetry of the rigid-body representation of the magnetization, it is
clear that the inertia tensor is diagonal in the fixed-body frame and thus reads
I “
¨˝
I1 0 0
0 I2 0
0 0 I3
‚˛1 . (91)
The angular velocity vector in the fixed-body frame is given as
Ω “
¨˝Btφ sinpθq sinpψq ` Btθ cospψq
Btφ sinpθq cospψq ´ Btθ sinpψq
Btφ cospθq ` Btψ
‚˛1 (92)
where the spherical coordinates θ and φ are complemented by the angle ψ that describes the
rotation of magnetization’s stick representation around its symmetry axis. In order to derive
the LLG from the general kinetic energy density (89), two assumptions are required. The first
assumption is that of vanishing moments of inertia I1 “ I2 “ 0. This assumption is reasonable
since the magnetization stick has no mass in a classical sense. Hence the rotation of a magnetic
moment in an external field is expected to stop instantaneously if the external field is switched
off rapidly. With this assumption, the kinetic energy (89) reduces to
T “ 1
2
I3Ω
2
3. (93)
The second assumption is, that the angular momentum of the rotation around the symmetric
axis L3 is connected to the saturation magnetization by the relation
Ms “ γeL3 “ γ3I3Ω3 (94)
where γ3 is the electron’s gyromagnetic ratio. This relation is reasonable since the saturation
magnetization takes the place of the magnetic moment in the continuous theory of micromag-
netics and the magnetic moment is generated by the spin, i.e. the angular momentum connected
to the symmetry axis. Inserting (92) into (93) and further using the relation (94) yields the fol-
lowing expression for the variation of the integrated kinetic energy with respect to the azimuthal
angle φ
δ
„ż
T
ż
Ωm
T dxdt
 `tφ, θu, vφ˘ “ d
d
ż
T
ż
Ωm
T pφ` vφ, θqdxdt (95)
“
ż
T
ż
Ωm
dT
dΩ3
d
d
Ω3pφ` vφ, θq dx dt (96)
“
ż
T
ż
Ωm
I3Ω3Btvφ cospθq dx dt (97)
“
ż
T
ż
Ωm
Ms
γ
Btθ sinpθqvφ dx dt. (98)
Applying the same procedure to the variation with respect to the polar angle θ yields
δ
„ż
T
ż
Ωm
T dx dt
 `tφ, θu, vθ˘ “ ż
T
ż
Ωm
´Ms
γe
Btφ sinpθqvθ dx dt. (99)
18
The angular velocity (92) can be simplified by setting ψ “ 0. This angle describes the rotation
of the magnetization’s stick representation around its symmetry axis. Hence this assumption
does not introduce any losses of generality [37].
Ω “
¨˝ Btθ
Btφ sinpθq
Btφ cospθq ` Btψ
‚˛1 (100)
This simplification leads to the following relations for the time derivatives of magnetization
coordinates and their respective variations
Btm1 “ sinpθqBtφ vm1 “ sinpθqvφ (101)
Btm2 “ ´Btθ vm2 “ ´vθ. (102)
Inserting into the kinetic-energy variations (98) and (99) yields
δ
„ż
T
ż
Ωm
T dx dt
 `
m, vm1
˘ “ ż
T
ż
Ωm
Ms
γe
Btm2vm1 dxdt (103)
δ
„ż
T
ż
Ωm
T dx dt
 `
m, vm2
˘ “ ´ ż
T
ż
Ωm
Ms
γe
Btm1vm2 dxdt (104)
which, in the fixed-body frame, can be summarized in the vector valued variation
δ
„ż
T
ż
Ωm
T dx dt
 `
m,vm
˘ “ ż
T
ż
Ωm
Ms
γe
pmˆ Btmq ¨ vm dx dt. (105)
in the fixed-body frame where the magnetization is given as m “ p0, 0, 1q, see (90). In order
to compute the variation of the action δS, the variation of the kinetic energy (105) has to be
complemented by the variation of the potential energy which is given as
δ
„ż
T
ż
Ωm
V dx dt
 `
m,vm
˘ “ δ „ż
T
E dt

pm,vmq (106)
“
ż
T
δE
´
m,vmptq
¯
dt (107)
“
ż
T
„ż
Ωm
δE
δm
¨ vm dx`
ż
BΩm
B ¨ vm ds

dt (108)
where the boundary term B is the same as introduced in Sec. 3 and hence depends on the
particular choice of energy contributions. Putting together the variation of the kinetic energy
(105) and the potential energy (108) results in the variation of the action
δS
`
m,vm
˘ “ ż
T
„ż
Ωm
ˆ
Ms
γe
pmˆ Btmq ¨ vm ` δE
δm
¨ vm
˙
dx`
ż
BΩm
B ¨ vm ds

dt “ 0 (109)
which is required to vanish for arbitrary variations vm according to Hamilton’s principle. Re-
stricting the variations to functions vanishing on the boundary BΩm, i.e. vm P V 0m, yields the
equation
´ Ms
γe
pmˆ Btmq “ δE
δm
(110)
that has to hold for any x P Ωm. Cross-multiplying both sides with γe{Msm from the left
results in
Btm´ pBtm ¨mqm “ Btm “ γe
Ms
mˆ δE
δm
(111)
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where Btm ¨ m vanishes due to the micromagnetic unit-sphere constraint that requires any
derivative of the magnetization to be perpendicular on m. The equation of motion (111)
describes the magnetization dynamics without energy losses. However, realistic systems are
expected to lose magnetic energy by conversion to e.g. phonons, eddy currents [5]. In the
framework of Lagrangian mechanics, dissipative processes are described by a Rayleigh function
D. The time evolution of the magnetization m subject to the dissipative function D is then
given as
δSpm,vmq “ ´δ
„ż
T
ż
Ωm
D dxdt

pm,vmq. (112)
The Rayleigh function D is usually chosen to be proportional to the square of the time deriva-
tive of the variable of motion. Choosing D “ αMs{p2γeqpBtmq2 in the case of magnetization
dynamics yields
δSpm,vmq “ ´δ
„ż
T
ż
Ωm
α
Ms
2γe
pBtmq2 dxdt

pm,vmq (113)
“ ´
ż
T
ż
Ωm
α
Ms
γe
Btmvm dx dt (114)
where α ě 0 is a dimensionless damping parameter. Inserting the variation of the action (109)
and once more considering variations vm P V 0m that vanish on the boundary BΩm, results in the
equation of motion
Btm “ γe
Ms
mˆ δE
δm
` αmˆ Btm. (115)
By introducing the effective field defined as
Heff “ ´ 1
µ0Ms
δE
δm
, (116)
this equation can be turned into the well-known Gilbert form of the LLG
Btm “ ´γmˆHeff ` αmˆ Btm (117)
with γ “ µ0γe « 2.2128ˆ 105 m{As being the reduced gyromagnetic ratio. This equation of
motion is completed by the boundary condition m ˆB “ 0 which is obtained by varying vm
on the boundary for (109) and by considering the same cross product with m that is applied to
obtain (111). Note, that this boundary condition resembles the static micromagnetic boundary
condition (51). From (109) it is clear, that this boundary condition has to hold at all times.
This semi-implicit formulation introduced by Gilbert can be transformed into an explicit
form by inserting the complete right-hand side of (117) into Btm on the right-hand side of (117).
Applying basic vector algebra and considering m ¨ Btm “ 0 and m ¨m “ 1 yields
Btm “ ´ γ
1` α2mˆH
eff ´ αγ
1` α2mˆ pmˆH
effq (118)
which, apart from the definition of the parameters γ and α, equals the original equation in-
troduced by Landau and Lifshitz. While the presented derivation of the LLG is not rigor-
ous, it should be noted that the required assumptions, namely vanishing moments of inertia
I1 “ I2 “ 0 and the connection of the remaining moment of inertia with the saturation magne-
tization Ms “ γeI3Ω3, are physically reasonable. The strict application of variational calculus
not only yields the LLG but also its boundary conditions depending on the contributions to the
effective field Heff.
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Figure 6: Visualization of the contributions to the magnetization dynamics as described by
the Landau-Lifshitz-Gilbert equation (LLG). (a) Precessional motion around the effective field
Heff. (b) Dissipative motion of the magnetization towards Heff. (c) Combined precessional and
dissipative motion as described by the LLG.
A more detailed investigation on the LLG as derived from a Lagrangian is presented in [38]
where it is also shown that the kinetic contribution to the Lagrangian (93) is equivalent to the
assumption
T “ Ms
γe
Btφ cospθq (119)
introduced in the original work by Gilbert [35] and earlier by Doering [6]. A full quantum
mechanical description of a spin subject to exchange interaction, anisotropy and Zeeman field
is given in [39] where the Landau-Lifshitz-Gilbert equation is also obtained in a limit case.
4.1 Properties of the Landau-Lifshitz-Gilbert Equation
Figure 6 illustrates the damped precessional motion of the magnetization m in an effective field
Heff as described by the LLG. As noted in Sec. 1, the main assumption of micromagnetics is
the constant modulus of the magnetization field m. This property is conserved by the LLG as
can be seen by considering the time derivative of the squared magnetization
Bt|m|2 “ Btpm ¨mq “ 2Btm ¨m. (120)
Inserting the right-hand side of (118) yields Bt|m|2 “ 0 and hence also Bt|m| “ 0. In classical
micromagnetics, the energy connected to the magnetization, as defined by the sum of the energy
contributions introduced in Sec. 2, may only change due to external fields varying in time or
due to the energy dissipation modeled by the damping term. In the case of an effective field
that does not explicitly depend on the time t the time derivative of the energy is given by
BtE “
ż
Ωm
δE
δm
¨ Btm dx (121)
“ ´µ0
ż
Ωm
MsH
eff ¨ Btmdx. (122)
Inserting (118) for Btm yields
BtE “ µ0
ż
Ωm
MsH
eff
„
γ
1` α2mˆH
eff ` αγ
1` α2 ¨mˆ pmˆH
effq

dx (123)
“ ´µ0
ż
Ωm
Ms
αγ
1` α2 |mˆH
eff|2 dx. (124)
The value of the integral is zero in the case of an energy minimum, see Brown’s condition (50),
and positive otherwise. Hence, for a positive damping constant α ą 0, the energy of a magnetic
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Figure 7: Spin-torque contributions for neglectable damping α ! 1 with respect to the reference
polarization p. The fieldlike torque T field leads to a precessional motion of the magnetization
m around p. The dampinglike torque T damp leads to a direct relaxation of m towards p.
system is a non-increasing function in time. In this case the LLG is said to have Lyapunov
structure [40, 41]. In the special case of no damping α “ 0 the right-hand side of (124) vanishes
BtE “ 0 (125)
and the LLG has Hamiltonian structure, i.e. it preserves the energy.
5 Spintronics in micromagnetics
The term spintronics summarizes all effects caused by the interaction of electrons with solid
state devices due to their spin rather then their charge. For magnetic systems, this particularly
covers the origin of spin-polarized currents and their impact on the magnetization configuration.
The term spintronics was coined in the 1980ies when the giant magnetoresistance (GMR) was
discovered by Fert [42] and Gru¨nberg [43]. Exploiting the spin of electrons, in addition to their
charge, adds extra degrees of freedom and allows for the development of novel devices especially
in the areas of storage and sensing technology.
In the semiclassical picture of micromagnetics, the spin polarization of an electric current is
described by a three dimensional vector field p. If a polarized electric current passes a magnetic
region, it exerts a torque on the magnetization. This so-called spin torque, similar to the torque
generated by a magnetic field, can be split into a fieldlike contribution Tfield and a dampinglike
contribution Tdamp, see Fig. 7. The fieldlike torque has the same form as the torque generated by
a regular effective-field contribution, i.e. it leads to a damped precessional motion as described
in Sec. 4. Since the Gilbert damping α is usually small α ! 1, the magnetization dynamics
caused by the fieldlike torque are dominated by the precessional part. In contrast, the dynamics
caused by the dampinglike torque are dominated by the direct rotation of the magnetization
towards the polarization and accompanied by a small precessional contribution. Depending on
the origin of the polarized current, the torque is either referred to as spin-transfer torque or
spin-orbit torque.
5.1 Spin-transfer torque in multilayers
A typical device that exploits spin-transfer torque, consists of two magnetic layers separated by
a nonmagnetic spacer layer and sandwiched with two nonmagnetic leads, see Fig. 8. If passed
by an electric current, the conducting electrons are subject to scattering processes depending
on the spin configuration of the conducting electrons. Even if the applied current has a net spin
polarization of zero, these spin-dependent scattering processes lead to a non-vanishing spin-
polarization distribution across the multilayer. In particular, the interfaces between magnetic
and non-magnetic regions act as scattering sites due to the rapid transition of magnetization.
A simplified illustration of the scattering processes for different magnetization configurations of
the multilayer, i.e. antiparallel and parallel, is given in Fig. 8.
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Figure 8: Schematic illustration of the most important scattering processes in a multilayer with
magnetic layers FM1, FM2 and nonmagnetic layers NM subject to a current perpendicular to
the layers. (a) Antiparallel magnetization configuration of FM1 and FM2. Electrons with
opposite polarization of FM1 are scattered before entering the layer. Hence, FM1 acts as a
spin polarizer and FM2 is subject to spin torque. FM1 is stabilized by electrons scattered by
FM2. (b) Parallel magnetization configuration of the FM1 and FM2. FM1 acts as spin polarizer
leading to a stabilization of FM2. Scattered electrons from FM2 exert spin torque in FM1.
In the case of an antiparallel configuration, a scattering process takes place at the first
interface that is passed by the conducting electrons, see Fig. 8(a). Due to this scattering, the
FM1 layer acts as a spin filter and the majority of the conducting electrons that reach the FM2
layer carry the polarization of FM1. The spin-transfer torque will cause the switching of the
FM2 magnetization if exceeding a critical strength. In addition, a scattering process at the first
FM2 interface will reflect electrons with the polarization of FM1 leading to a stabilization of
the FM1 magnetization configuration.
For a parallel configuration, the same scattering as for the antiparallel case appears at the
first interface of FM1, see Fig. 8(b). This leads to a spin polarization parallel to the magneti-
zation configuration of FM1 in the spacer layer layer between FM1 and FM2. However, if the
spacer layer has sufficient thickness, the spin polarization reduces due to spin-flip events. At the
first interface of FM2 the recovered electrons with antiparallel polarization to the magnetization
of FM2 are scattered back to FM1. The scattered electrons exert a torque on the magnetization
of FM1 and can switch it if exceeding a critical strength. The magnetization of FM2 on the
other hand is stabilized by the electrons polarized by the FM1 layer. Possible applications of
this torque mechanism, that was first investigated in by Slonczewski [44], Berger [45], an Wain-
tal and coworkers [46], are the spin-transfer torque magnetoresistive random access memory
(STT MRAM) [2, 47] and spin torque oscillators (STO) [48, 49]. A comprehensive theoretical
overview over spin-transfer torque is given in a work by Ralph and Stiles[50].
A very popular model for the description of the magnetization dynamics in spin-transfer-
torque devices is the model proposed by Slonczewski [51]. This model uses the macrospin
approach, where the magnetic region subject to spin torque, also referred to as free layer, is
described by a single spin m. The current is assumed to be polarized by another magnetic
layer, referred to as polarizing layer, whose magnetization is described by the vector p. The
motion of the free-layer magnetization m is described by the extended LLG
Btm “ ´γmˆHeff ` αmˆ Btm` T (126)
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where the torque T consists of a dampinglike and fieldlike contribution T “ T damp ` T field.
According to the model of Slonczewski these contributions are given by
T damp “ ηdamppϑq jeγ~
2eµ0Ms
mˆ pmˆ pq (127)
T field “ ηfieldpϑq jeγ~
2eµ0Ms
mˆ p (128)
where the dimensionless functions ηdamp and ηfield describe the angular dependence of the torque
strength with ϑ being the angle between m and p. By comparing the torque contributions (127)
and (128) with the effective-field term in the LLG (126), the torque can be expressed by means
of an effective field contribution HT given by
HT “ ´ je~
2eµ0Ms
“
ηdamppϑqmˆ p` ηfieldpϑqp
‰
. (129)
Inserting into the LLG (126) and transforming the LLG into the explicit form (118) yields
Btm “´ γ
1` α2mˆ
„
Heff ` je~
2eµ0Ms
pαηdamp ´ ηfieldqp

´ αγ
1` α2mˆ
ˆ
mˆ
„
Heff ` je~
2eµ0Ms
ˆ
´ 1
α
ηdamp ´ ηfield
˙
p
˙
(130)
where the vector identity m ˆ rm ˆ pm ˆ pqs “ ´m ˆ p was used. From this formulation it
is clear, that both the dampinglike torque T damp and the fieldlike torque T field contribute to
the precessional motion as well as the dampinglike motion. However, this intermixing highly
depends on the Gilbert damping α. In the limit case of vanishing α, the LLG simplifies to
Btm “ ´γmˆ
„
Heff ´ je~
2eµ0Ms
ηfield p

´ γmˆ
ˆ
mˆ
„
je~
2eµ0Ms
ηdamp p
˙
(131)
where the fieldlike torque exclusively contributes to the precessional motion and the dampinglike
torque exclusively contritbutes to the dampinglike motion. This limit demonstrates the unique
feature of the dampinglike torque to facilitate a dampinglike motion independently from the
Gilbert damping α. In the original work of Slonczewski, the expression
ηpϑq “ PΓpΓ` 1q ` pΓ´ 1q cospϑq (132)
is derived as angular dependence of the torque for symmetric systems, i.e. systems with two
identical magnetic layers. This expression is valid for both the dampinglike and the fieldlike
torque, but in general requires a different set of model parameters P and Γ. The dimensionless
parameters P and Γ depend on geometry and materials of the complete system and describe
the polarization strength and the angular asymmetry of the STT respectively. A more general
expression for the angular dependence is introduced in [52] as
ηpϑq “ q
`
A`B cospϑq `
q´
A´B cospϑq . (133)
This expression accounts for asymmetric devices with two different magnetic layers. Again, the
free parameters q`, q´, A, and B are dimensionless and depend on the geometry and material
composition of the complete stack.
The model of Slonczewski is often used to describe STT devices with one hard-magnetic
layer acting as spin polarizer and one soft magnetic layer that is subject to the spin torque
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Figure 9: Generalization of the macrospin model of Slonczewski to laterally inhomogeneous
magnetization configurations. The magnetization configuration of the polarizing layer FM1 p
is projected onto the magnetic free layer FM2. The model of Slonczewski is applied locally by
evaluating the angle ϑpxq between the projected polarization p and the local magnetization m.
induced by the hard magnetic layer. For these devices the magnetization dynamics in the hard
magnetic layer, referred to as reference layer or pinned layer, are neglectable and LLG is solved
for the soft magnetic layer, referred to as free layer, only [53]. However, the model can also be
used to describe the bidirectional coupling of the magnetization configuration in both magnetic
layers [54].
The macrospin approach as proposed in the original work of Slonczewski is accurate for small
systems below the single-domain limit. Systems of this size are dominated by the exchange in-
teraction and hence act much like a single spin. With growing size, other energy contributions
such as the demagnetization energy gain influence leading to the generation of magnetic do-
mains, which renders the macrospin approximation useless. For thin film structures with large
lateral dimensions but small thicknesses below the exchange length, the generalization of the
macrospin model is straightforward. In this case, the magnetization m and the polarization
p in (127) and (128) are functions of the lateral position x in the multilayer stack and the
tilting angle ϑ is computed accordingly, see Fig. 9. The torque contributions (127) and (128)
are usually applied as volume terms with the polarization p assumed to be independent of the
perpendicular position in the free layer.
However, the spin-transfer torque is considered to be a surface effect rather than a volume
effect. For free-layer thicknesses below the exchange length, the treatment as volume effect does
not affect the torque in a qualitative fashion, since the magnetization can be assumed constant
across the free layer in this case. Yet the strength of the torque needs to be scaled with the
reciprocal free-layer thickness 1{d in order to account for the surface nature of the effect.
While the generalization from a macro-spin model to a spatially resolved model allows
for the description of various multi layer devices, the model of Slonczewski has a number of
shortcomings. The presented generalization neglects lateral diffusion of the spins which might
introduce inaccuracies for strongly inhomogeneous magnetization configurations. Moreover, the
treatment as volume term is only justified for free-layer thicknesses below the exchange length.
Another disadvantage of this model are the free parameters introduced in (132) and (133) which
depend on the geometry and material parameters of the complete system in a nontrivial fashion.
A comprehensive overview over Slonczewski-like models is given in a work by Berkov and Miltat
[55].
5.2 Spin-transfer torque in continuous media
Spin-transfer torque can not only be exploited in magnetic multilayer structures, but also in
continuous single phase magnets. In these systems, magnetic domains take over the role of
the distinct layers in multilayer stacks, i.e. they act as spin polarizer. While the spin torque
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Figure 10: Spin-torque in magnetic domain walls as predicted by the model of Zhang and Li.
Spin polarization is carried in the direction of electron motion and exerts a torque according to
the local gradient of the magnetization. The magnetization is depicted with desaturated colors
while the polarization of the conducting electrons, which are responsible for the spin torque, is
depicted with saturated colors. The top row illustrates an electron motion from left to right.
The bottom row illustrates an electron motion from right to left.
in multilayers acts on the surfaces of the magnetic layers to the spacer layer, the spin torque
in single phase magnets acts in regions of high magnetization gradients, i.e. domain walls. A
simple picture for the origin of spin torque in single phase magnets is given in Fig. 10. While
the conducting electrons pass the magnetic region, they pick up the polarization from the local
magnetization and carry this polarization in the direction of the electron flow where they exert
a torque. This mechanism can be used to move domain walls and complete domain structures
with electric currents. In contrast to field induced domain-wall motion, the spin-torque moves
magnetic domain walls always in the direction of electron motion regardless of the nature of the
wall, e.g. head-to-head, tail-to-tail. This property is exploited, for example, by the magnetic
racetrack memory proposed by Parkin et al. [56].
An established model for the description of spin torque in continuous magnets is the model
proposed by Zhang and Li [57]. In this model, the torque contribution T to the LLG is given
as
T “ ´bmˆ rmˆ pje ¨∇qms ´ bξmˆ pje ¨∇qm (134)
where ξ describes the degree of nonadiabacity according to [57] and b is given as
b “ βµB
eMsp1` ξ2q (135)
with β being the dimensionless polarization rate of the conducting electrons, µB being the Bohr
magneton, and e being the elementary charge. Instead of the coupling constant b, this model is
often defined in terms of the spin-drift velocity u “ bje which has the dimension of a velocity.
Moreover, the letter β is often used as degree of nonadiabacity instead of ξ.
The Zhang-Li model delivers reasonable results for the description of current driven domain-
wall motion. However, the description of spin-torque is purely local since the torque only
depends on first derivatives of the magnetization. This means, that the diffusion of spin po-
larization is completely neglected. Consequently, the model is not suited for the description
of spin torque in multilayers, since this requires the transport of spin across a nonmagnetic
spacer layer. Moreover, the lack of diffusion also introduces inaccuracies in systems with highly
inhomogeneous magnetization configurations.
5.3 Spin-diffusion
Both, the model of Slonczewski introduced in Sec. 5.1 and the model of Zhang and Li introduced
in Sec. 5.2 are applicable only for specific material systems and magnetization configurations.
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Also, both models neglect the diffusion of the spin polarization to some extent. A more general
approach to spin torque considers the torque generated by a vector field s referred to as spin
accumulation
T “ ´ J
~Ms
mˆ s (136)
where J denotes the coupling strength of the spin accumulation s and the magnetization m.
The torque definition leads to the extended LLG
Btm “ ´γmˆ
ˆ
Heff ` J
~γMs
s
˙
` αmˆ Btm. (137)
The spin accumulation spxq describes the deviation of the conducting electron’s polarization
compared to the equilibrium configuration at vanishing charge current je “ 0. That said, by
definition s is zero if no current is applied to the system. Several variations of the spin-diffusion
model have been proposed for the computation of the spin accumulation s. According to [58]
the dynamics of s are given by
Bts “ ´∇ ¨ j˜s ´ sτsf ´ J
sˆm
~
(138)
where τsf denotes the spin-flip relaxation time which is a material parameter. While the LLG
(137) is defined in the magnetic region Ωm only, the spin accumulation s is generated also in
nonmagnetic regions such as the leads or the spacer layer of an STT device and hence has
to be solved in the complete sample region Ω. Consequently, (138) is potentially defined in
composite media and thus all material parameters, such as J and τsf, may vary spatially. The
matrix-valued j˜s in (138) denotes the spin current defined by
j˜s “ 2C0βµBe mb∇u´ 2D0∇s (139)
with u being the electric potential, µB being the Bohr magneton, and e being the elementary
charge. The variables C0, D0 and β are material parameters. C0 is connected to the electric
conductivity σ by σ “ 2C0 and D0 denotes the material’s diffusion constant. β is a dimensionless
constant that denotes the rate of polarized conducting electrons in magnetic materials. If the
distribution of the electric potential u is known, the coupled system (137) and (138) can be
solved in order to simultaneously resolve the dynamics of the magnetization mptq and the spin
diffusion sptq. However, the distribution of the electric potential u might not be known upfront.
Specifically, the charge current je in the diffusion model is defined as
je “ ´2C0∇u` 2D0β1 eµB p∇sq
Tm (140)
which suggests a strong coupling of the electric potential u with m and s. If the charge current
distribution je is known, the spin-diffusion dynamics (138) can be solved by inserting (140) into
(139) via the gradient of the electric potential ∇u, which results in the spin-current definition
j˜s “ ´βµBe mb je ´ 2D0
`∇s´ ββ1mb “p∇sqTm‰˘ . (141)
Inserting into (138) directly yields the spin-accumulation dynamics for a given magnetization
configuration m. The resulting magnetization dynamics due to the spin torque, can be resolved
by simultaneous solution of (138) and the LLG (137).
However, in most realistic systems, the spin accumulation relaxes two orders of magnitude
faster than the magnetization configuration [57]. If the quantity of interest is the magnetization
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Figure 11: Spin accumulation s for typical magnetization configurations. (a) Spin accumulation
in a magnetization multilayer with magnetic layers FM1 and FM2. sz is shown for a parallel
and antiparallel magnetization configuration in ˘z-direction. (b) Spin accumulation due to a
magnetic domain wall. The magnetization configuration mz is plotted along with the resulting
spin accumulation sz.
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dynamics rather than the spin-accumulation dynamics, this difference in time scales can be
exploited in order to simplify the model. Namely, the spin-accumulation can be assumed to
instantaneously relax when the magnetization changes. In this case, the spin-accumulation
does no longer explicitly depend on the time t, but only on the magnetization m. The defining
equation for the spin accumulation spmq is derived by setting Bts “ 0 in (138) which results in
∇ ¨ j˜s ` sτsf ` J
sˆm
~
“ 0 in Ω. (142)
Inserting the definition of the spin current (139) yields a linear partial differential equation of
second order in s. Typical solutions for the spin accumulation s in STT devices as well as domain
walls are depicted in Fig. 11. By application of this simplified model, the treatment of the spin-
accumulation s in the context of dynamical micromagnetics becomes similar to the treatment
of effective-field contributions. Instead of performing a coupled time integration on both the
magnetization m and the spin accumulation s as required by (138), the spin accumulation is
defined by the magnetization m only.
The previous methods require the knowledge of the charge-current distribution je for the
computation of the spin accumulation s. In a regular shaped sample with a homogeneous con-
ductivity σ, the charge-current density may be assumed constant in a first-order approximation.
However, in a magnetic system subject to spin-polarized currents, Ohm’s law gives only one
contribution to the total conductivity which may also depend on the magnetization configura-
tion. In order to accurately account for magnetization dependent resistance effects, neither the
electric potential u nor the charge current je should be prescribed in the sample. Instead, these
entities should be solution variables like the spin accumulation s. In order to set up such a
self-consistent model, the source equation (142) has to be complemented by a source equation
for the charge current, which is naturally given by the continuity equation
∇ ¨ je “ 0 in Ω. (143)
Inserting the current definitions (139) and (140) in the source equations (142) and (143) yields
a system of linear partial differential equations that can be solved for the solution pair ps, uq
with the magnetization m being an input to the system. In this self-consistent model, instead
of prescribing the charge current je or potential u in the complete sample, boundary conditions
are used to define the potential or current inflow on specific interfaces.
5.4 Boundary conditions for the spin-diffusion model
Since the partial differential equations for the solution of the spin-diffusion model are of second
order in both solution variables u and s, boundary conditions are required in order to find a
unique solution. The boundary conditions of the electric potential u directly correspond to the
voltage or charge current applied to the system through electric contacts. A typical multilayer
system with contact regions Γ1 and Γ2 is depicted in Fig. 12. By choosing either Dirichlet or
Neumann conditions for u on a part of the boundary, a constant electric potential or charge-
current inflow can be prescribed on this part respectively. For example, in order to simulate a
constant potential u0 at contact Γ1, a Dirichlet condition is applied directly to the potential u
u “ u0 on Γ1. (144)
Applying a constant current inflow j0 on contact Γ2 is achieved by applying the Neumann
condition
je ¨ n “ ´2
„
C0∇u`D0β1 e
µB
“p∇sqTm‰ ¨ n “ j0 on Γ2 (145)
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Figure 12: Illustration of a typical magnetic multilayer system. The magnetic layers FM1 and
FM2 are separated by a nonmagnetic spacer layer and sandwiched by nonmagnetic leads. Ω
denotes the volume of the complete system and Ωm denotes the volume of magnetic layers. The
bottom and top surface of the complete system are denoted by Γ1 and Γ2.
where n denotes the outward pointing normal to Γ2. In order to complete the set of boundary
conditions for u, all parts of the sample’s boundary which are not used as contacts are treated
with homogeneous Neumann conditions
je ¨ n “ 0 on BΩzΓ2 Y Γ2. (146)
The spin accumulation s is treated with homogeneous Neumann conditions on the complete
boundary
∇s ¨ n “ 0 on BΩ (147)
which is equivalent to a no-flux condition on the spin current j˜s ¨n “ 0 for systems as depicted
in Fig. 12, where the contacts belong to the boundary of the nonmagnetic region Ωn. This
equivalence is obtained by multiplying (141) with the boundary normal n and inserting the
Neumann condition which yields the boundary flux
j˜s ¨ n “ βµBe mpje ¨ nq ´ 2D0
“∇s ¨ n´ ββ1mpp∇s ¨ nq ¨mq‰ (148)
“ βµB
e
mpje ¨ nq. (149)
This spin-current flux is nonzero only at boundaries with both nonvanishing charge-current flux
je ¨ n and nonvanishing magnetization m.
A vanishing charge-carrier flux usually implies a vanishing spin-current flux since the spin
is transported by the charge carriers. This makes the no-flux condition on the spin current a
reasonable choice for parts of the boundary that do not serve as electric contacts. For electric
contacts, the no-flux condition is reasonable only if the thickness of the respective nonmagnetic
regions exceeds the spin-flip relaxation length. In this case the polarization of the current and
thus the spin flux can be assumed zero at the contact, see e.g. Fig. 11 (a). If this is not the
case, the contact should be treated with a Robin condition instead
∇s ¨ n` 1?
2D0τsf
s “ 0 (150)
where the exponential decay of the spin accumulation in the nonmagnetic lead region is taken
into account.
While the boundary conditions on the electric potential u are relevant only for the self-
consistent treatment of u and s, the boundary conditions for the spin accumulation s also
hold for the simplified spin-diffusion models with prescribed electric potential or charge current
respectively.
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Figure 13: Illustration of current conversion due to the spin-Hall and inverse spin-Hall effect.
(a) Spin-Hall effect. A non-polarized current is subject to spin splitting due to spin-orbit
coupling. The result is the conversion of a charge current je into a spin current j˜s perpendicular
to je. (b) inverse spin-Hall effect. A pure spin current j˜s is considered to be constituted by two
charge currents of opposite direction and spin polarization. The spin-orbit induced deflection
of the polarized electrons leads to the creation of a charge current je perpendicular to j˜s.
5.5 Spin-orbit torque
Several extensions to the spin-diffusion model introduced in Sec. 5.3 have been proposed in
order to account for further spintronics effects. An important class of effects describes the
conversion of charge currents to spin currents and vice versa due to spin-orbit coupling. The
origin for this conversion is the polarization dependent deflection of the conducting electrons
either due to material impurities [59, 60] or due to intrinsic asymmetries of the material [61, 62].
Depending on the direction of the current conversion, this spin-orbit effect is either referred to
as spin-Hall effect or inverse spin-Hall effect. The spin-Hall effect describes the conversion of
charge currents into spin currents, see Fig. 13 (a), while the conversion of spin currents into
charge currents is referred to as inverse spin-Hall effect, see 13 (b). Incorporating these effects
into the spin-diffusion model is done by extending the original current definitions (140) and
(139) according to Dyakonov [63]. The extended current definitions j1e and j˜
1
s are defined in
terms of the original current definitions and read
j1e,i “ je,i ` ijkθSH eµB js,jk (151)
j1s,ij “ js,ij ´ ijkθSHµBe je,k (152)
where index notation was used. Here ijk is the Levi-Cevita tensor and θSH is the dimension-
less spin-Hall angle. Inserting j1e and j˜
1
s into the source equations (143) and (142) yields a
self-consistent spin-diffusion model including spin-Hall effects. Typically, the spin-Hall effects
are exploited in multilayer structures with heavy-metal layers which are subject to spin-orbit
coupling and neighboring magnetic layers where the spin-polarized currents interact with the
magnetization configuration. Similar to the considerations in the original spin-diffusion model,
equations (151) and (152) together with the respective source equations are solved in the com-
plete structure including magnetic and nonmagnetic regions, using spatially varying material
parameters in order to account for the different material properties.
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Figure 14: Magnetic–nonmagnetic interface in the Valet-Fert model. The interface normal is
defined to point from the magnetic layer Ωm to the nonmagnetic layer Ωn. Function evaluations
at the interface are marked either by the superscript ´ to denote evaluation in Ωm or by the
superscript ` to denote evaluation in Ωn.
5.6 Material parameters in the spin-diffusion model
The spin-diffusion model introduces a number of material parameters to the set of parameters
required by classical micromagnetics. Depending on the exact formulation of the spin-diffusion
model, different sets of parameters are used. The spin-flip relaxation time τsf and the exchange
coupling of the spin-accumulation and the magnetization J are often specified in terms of the
characteristic length scales λsf and λJ defined by
λsf “
a
2D0τsf (153)
λJ “
a
2D0~{J. (154)
Alternatively, the exchange strength J may be quantified by the characteristic time τJ “ ~{J .
While classical micromagnetics is often used to describe single-phase materials, the spin-diffusion
model is usually used to solve the spin accumulation in composite systems. In order to account
for such systems, that expose different material properties in different regions, all material
parameters in the governing equations are scalar fields rather than constants. It should be
noted that none of the material parameters, both in classical micromagnetics as well as in
the spin-diffusion model, are subject to spatial differentiation. Hence, the material-parameter
fields may comprise jumps across material interfaces without compromising the mathematical
formulation of the model.
5.7 Spin dephasing
In addition to the spin-flip relaxation and the exchange coupling in the original spin-diffusion
model (138), an additional term for the description of spin-dephasing was proposed in several
works [64, 65, 66]
Bts “ ´∇ ¨ j˜s ´ sτsf ´
sˆm
τJ
´ mˆ psˆmq
τφ
. (155)
where τφ is the spin-dephasing time. This extended spin-diffusion model can be solved similar
to the original model either in nonequilibrium or equilibrium and either for prescribed charge
current or self-consistently.
5.8 Valet-Fert model
An alternative to the spin-diffusion model introduced in Sec. 5.3 was introduced by Valet and
Fert in [67]. The originally one-dimensional model for collinear magnetization configurations was
generalized to three dimensions and noncollinear configurations in [68]. Similar to the Zhang-
Levy-Fert model introduced in Sec. 5.3, the Valet-Fert model defines charge and spin currents
Je and J˜ s as well as an electric potential φ and a spin potential φs which corresponds to the
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spin accumulation s. However, in contrast to the Zhang-Levy-Fert model, the spin current and
spin potential are assumed to be collinear to the magnetization in the ferromagnetic regions Ωm
φs “ φsm (156)
J˜ s “mb J s. (157)
With these simplified assumptions, the Valet-Fert model defines the currents in the magnetic
region Ωm as
Je “ ´ ∇φ
ρ˚p1´ β22q ´
β2∇φs
2ρ˚p1´ β22q (158)
J s “ ´ β
2∇φ
ρ˚p1´ β22q ´
∇φs
2ρ˚p1´ β22q (159)
with ρ˚ being connected to the electric conductivity and β2 being a dimensionless polarization
parameter. In the nonmagnetic region Ωn, the magnetization m as well as the polarization
parameter β2 vanishes and the currents are defined as
Je “ ´∇φ
ρ˚ (160)
J˜ s “ ´∇φs
2ρ˚ (161)
with (160) being Ohm’s law. The source equations for the currents are given as
∇ ¨ Je “ 0 (162)
2ρ˚∇ ¨ J˜ s “ ´φs
λ2
(163)
where λ is a spatially varying material parameter that denotes the characteristic spin-flip relax-
ation length. In contrast to the Zhang-Levy-Fert model, the Valet-Fert model does not require
the electric potential φ and the spin potential φs to be continuous across interfaces. Instead,
these potentials are subject to a set of well-defined jump conditions. The charge current je
is continuous everywhere which includes interfaces. The spin current j˜s is continuous within
magnetic/nonmagnetic layers. Furthermore its longitudinal component is continuous across
magnetic/nonmagnetic interfaces
n ¨ J˜´s “
”
m ¨ J˜`s
ı
¨ n (164)
where the ‘´’ superscript corresponds to values in the magnetic layer and the ‘`’ superscript
corresponds to values in the nonmagnetic layer, see Fig. 14. Both, the charge potential φ and
the spin potential φs may have jumps at magnetic–nonmagnetic interfaces defined by
n ¨ J e` “ ´ φ
` ´ φ´
rb˚p1´ γ2sfq
´ γsfm ¨ pφs` ´ φs´ q
2rb˚p1´ γ2sfq
(165)
n ¨ J˜`s “ ´
„
γsf
φ` ´ φ´
rb˚p1´ γ2sfq
` m ¨ pφs` ´ φs´ q
2rb˚p1´ γ2sfq

m´ gÖ
“
φs` ´ φs´ ´ pm ¨ rφs` ´ φs´ sqm
‰
(166)
where the interface properties rb˚ , γsf and gÖ denote the resistivity, the spin-flip probability
and the spin-mixing conductance of the interface respectively. While the interface resistivity
rb˚ and the splin-flip probability γsf have bulk counterparts in the Zhang-Levy-Fert model,
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namely C´10 and τ
´1
sf , the spin-mixing conductance gÖ is unique to the Valet-Fert model. It
describes the interface resistivity for electrons polarized perpendicular to the magnetization in
the ferromagnetic layer and contributes significantly to the overall resistivity of the interface.
Moreover, the spin-mixing conductance gÖ plays an important role for the description of
spin torque in the context of the Valet-Fert model. Since the spin potential φs is collinear
in the magnetic regions by definition of the model, see (156), it cannot exert a torque on
the magnetization m. Thus, torque can only be generated at the interface between magnetic
and nonmagnetic regions, where the spin potential φs can have components perpendicular
to the magnetization. In general, the spin-mixing conductance is assumed to be complex-
valued with the real and imaginary part describing the strength of the dampinglike and fieldlike
torque respectively. This said, the Valet-Fert model does not predict the ratio of these torque
contributions in contrast to the spin-diffusion model introduced in Sec. 5.3. As for the simplified
model by Slonczewski, this ratio is an input parameter to the method.
5.9 Connecting the spintronics models
Various micromagnetic models for the description of spin torque and other spintronics effects
are described in the preceding section. While the spin-diffusion model introduced in Sec. 5.3
covers a multitude of spintronics effects, specialized models like the model by Slonczewski, see
Sec. 5.1, were developed for very specific purposes.
5.9.1 Slonczewski model
The Slonczewski model describes the spin torque in multilayers in terms of a macrospin ap-
proach. The characteristic properties of this model are the angular dependencies ηdamppϑq and
ηfieldpϑq of the torques defined in (127) and (128). While the original angular dependency pro-
posed by Slonczewski (132) is predicted to be valid for structures with two similar magnetic
layers, the more general form (133) is expected to work also for asymmetric structures. In order
to compare the model of Slonczewski with the spin-diffusion model, the torque for a homoge-
neously magnetized free layer with varying tilting angle ϑ is computed with the spin-diffusion
model. The angular dependence of this torque is extracted and compared to the Slonczewski
model in Fig. 15. The asymmetric system used for this comparison has two magnetic layers
with thicknesses 3 nm and 5 nm and typical material parameters as used in [69]. The sym-
metric system has similar material parameters, but uses the same layer thickness of 3 nm for
both magnetic layers. The symmetric structure is well fitted by the original expression for the
angular expression, see Fig. 15 (a). For the asymmetric structure, i.e. a structure with different
free-layer and pinned-layer thicknesses, the more general expression (133) is required in order
obtain an accurate fit, see Fig. 15 (b). This proves agreement of the two models in the appli-
cation scope of the Slonczewski model and consequently the superiority of the spin-diffusion
model which is able to accurately describe further spin-transport effects and devices.
5.9.2 Zhang-Li model
Like the model of Slonczewski, the model of Zhang and Li introduced in Sec. 5.2 can be perceived
as a special case of the spin-diffusion model. Setting D0 “ 0 in (141) and inserting in (142)
yields
´∇
ˆ
βµB
e
mb je
˙
` s
τsf
` J
~
sˆm “ (167)
´βµB
e
pje ¨∇qm` sτsf ´
J
~
mˆ s “ 0. (168)
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Figure 15: Spin-torque angular dependence η fitted to the simulation results of the spin-
diffusion model. (a) Angular dependence for a symmetric multilayer with two similar magnetic
layers. The original model by Slonczewski shows a good agreement with the spin-diffusion re-
sults. (b) Angular dependence for an asymmetric multilayer. The original model by Slonczewski
is insufficient, the generalized model shows a good agreement.
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Multiplying with m and mˆm respectively and eliminating mˆpmˆ sq terms results in the
torque
T “ ´ J
~Ms
mˆ s (169)
“ βµB
eMs
1
1`
´
~
Jτsf
¯2 ˆmˆ rmˆ pje ¨∇qms ` ~Jτsfmˆ pje ¨∇qm
˙
(170)
which has the form as the model of Zhang and Li (134) with the degree of nonadiabacity being
defined as
ξ “ ~
Jτsf
“ λ
2
J
λ2sf
. (171)
This means, that the model of Zhang and Li exactly reproduces the spin-diffusion model for
vanishing diffusion D0. Neglecting the spin diffusion restricts the model of Zhang and Li to the
description of local torque phenomena, i.e. torque due to local magnetization gradients such as
domain walls.
5.9.3 Valet-Fert model
In contrast to the Slonczewski and Zhang-Li models, the Valet-Fert model is closely linked to
the spin-diffusion model introduced in Sec. 5.3. Within the nonmagnetic layers the models
are completely similar and in the magnetic regions the equations have common terms. A
major difference of the models is the role of interfaces that have distinct properties such as the
resistivity rb˚ , the spin-flip probability γsf and the spin-mixing conductance gÖ in the Valet-
Fert model. In contrast, the Zhang-Levy-Fert model introduced in Sec. 5.3 solely relies on
bulk material properties. For the bulk properties, there is a straightforward mapping of the
solution variables and material parameters. Using (156) and (157) and assuming a constant
magnetization in the ferromagnetic layers ∇m “ 0 yields
Je “ ´ ∇φ
ρ˚p1´ β22q ´
β2p∇φsqTm
2ρ˚p1´ β22q (172)
J˜ s “ ´β
2mb∇φ
ρ˚p1´ β22q ´
∇φs
2ρ˚p1´ β22q (173)
for the Valet-Fert model. With spatially resolved material parameters ρ and β2, these current
definitions can be used for the complete sample region Ω. Assuming the following relations,
(172) and (173) can be identified with the definitions of the Zhang-Levy-Fert model (140) and
(139).
Je “ je (174)
J˜ s “ ´ e
µB
j˜s (175)
φ “ u (176)
φs “ ´2 D0eC0µBs (177)
C0 “ 1
2ρ˚p1´ β2q (178)
β2 “ β “ β1 (179)
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where it should be noted that instead of the two polarization parameters β and β1 of the Zhang-
Levy-Fert model, the Valet-Fert model introduces only a single parameter β2. Comparison of
the source equations for the spin current in the different models (142) and (163) yields the
following additional parameter mappings
J “ 0 (180)
τsf “ λ
2
2D0p1´ β22q . (181)
With these parameter mappings, the Zhang-Levy-Fert model can be used to solve the Valet-Fert
model in both the magnetic regions Ωm as well as the nonmagnetic regions Ωn.
While both models perfectly agree in the bulk, the essential differences of the models are the
continuity conditions of the potentials. While the Zhang-Levy-Fert model assumes continuous
potentials u and s, the Valet-Fert model allows jumps which are defined by interface properties,
namely the interface resistivity rb˚ , the spin-flip probability γsf, and the spin-mixing conductance
gÖ. However, these jumps can be mimicked in the Zhang-Levy-Fert model by introducing thin
layers with effective material properties at the positions of the respective interfaces. Approxi-
mation of the charge current in the Zhang-Levy-Fert model (140) within the effective-interface
layer Ωe by means of finite differences and multiplication with the boundary normal n yields
n ¨ je “ ´2C0u
` ´ u´
d
` 2D0β1 e
µB
m ¨ ps` ´ s´q
d
(182)
with d being the thickness of the effective-interface layer. Considering the potential mappings
(176), (177) and the current mapping (174), this translates to the following jump condition
across the effective-interface layer
n ¨ Je “ ´2C0φ
` ´ φ´
d
´ β1C0m ¨ pφs` ´ φs´ q
d
(183)
with d being the thickness of the layer. Comparison with the jump condition (165) of the
Valet-Fert model results in the parameter mappings
C0 “ d
2rb˚p1´ γ2sfq
(184)
β1 “ γsf (185)
for the effective-interface layer. Applying the same procedure to the spin current of the Zhang-
Levy-Fert model (139) yields
n ¨ j˜s “ 2C0βµBe
m ¨ pu` ´ u´q
d
´ 2D0s
` ´ s´
d
(186)
which translates to
n ¨ J˜ s “´ 2C0βmpφ
` ´ φ´q
d
´ C0φs
` ´ φs´
d
(187)
“´
„
2C0β
pφ` ´ φ´q
d
` C0m ¨ pφs
` ´ φs´q
d

m
´ C0
d
rφs` ´ φs´ ´m ¨ pφs` ´ φs´qms (188)
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and leads to the additional mappings
β “ γsf (189)
gÖ “ C0
d
. (190)
According to these relations, the spin-mixing conductance gÖ depends implicitly on rb˚ and γsf
which contradicts the Valet-Fert model where gÖ is an independent interface property. However,
while the charge current je is approximately constant throughout the effective-interface layer
Ωe due to the continuity equation (143), the spin current j˜s has sources in Ωe according to
(142) which renders the finite-difference approximation (187) inaccurate. While an appropriate
choice of τsf and J in the effective-interface layer can approximately reproduce the behavior
of the Valet-Fert model, the dependency of these material parameters from the spin-mixing
conductance gÖ is nontrivial and is best resolved by a fitting procedure.
For the special case of a collinear magnetization configuration in the magnetic layers, the
parameter mapping between the Zhang-Levy-Fert model and the Valet-Fert model is exact. In
this case, the spin-accumulation in both models is also collinear to the magnetization. As a
consequence, the spin-mixing-conductance term vanishes which reflects the fact, that a collinear
magnetization configuration results in a vanishing spin torque. That said, applying the bulk
mappings (174) – (181), and adding effective-interface layers with thickness d and material
parameters (184) – (185) in order to simulate the interface properties of the Valet-Fert model
in the Zhang-Levy-Fert model, results in the same spin accumulation and electric potential for
both models in the limit of small d.
The Valet-Fert model is very popular in the experimental community where the interface
properties rb˚ , λ and gÖ are discussed and determined for various material systems. However, the
Zhang-Levy-Fert model provides a more general approach for the description of spin transport
and spin torque. In particular, the bidirectional description of spin torque that accounts for
both the torque exerted from the current polarization on the magnetization and vice versa
leads to a better representation of the physical processes. Interface properties as defined by the
Valet-Fert model can be modeled with additional thin layers.
5.10 Beyond the spin-diffusion model
While the spin-diffusion model introduced in Sec. 5.3 has been shown to incorporate various
models for the description of spin torque and other spintronics effects, its area of application is
restricted to diffusive transport. Some effects that are not included in the equations presented
in Sec. 5.3, such as inplane GMR, spin pumping, and anomalous Hall effect might be added by
means of additional terms to the diffusion model since they are in principle compatible with
the diffusive transport assumption [70]. An important class of spintronics devices though is
making use of magnetic tunnel junctions in order to exploit tunnel-magneto resistance (TMR)
and spin torque. The spin transport in tunnel junctions, however, is not diffusive. Various ab
initio models have been developed in order to accurately describe magnetic tunnel junctions
[71, 72, 73]. However, ab initio models are computationally challenging and do not integrate
well with the semiclassical micromagnetic model. The development of a suitable model that
integrates well with the spin-diffusion model and micromagnetics is still subject to ongoing
research.
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(a) (b)
Figure 16: Spatial discretization of a sphere. (a) Regular cuboid grid with 8217 cells as
required by finite-difference methods. (b) Tetrahedral mesh with 7149 vertices as required by
finite-element methods.
6 Discretization
The micromagnetic model as introduced in the preceding sections defines a set of nonlinear
partial differential equations in space and time, which can only be solved analytically for simple
edge cases. In general, the solution of both static and dynamic micromagnetics calls for numer-
ical methods. However, the development of efficient numerical methods is challenging due to
the following properties of the micromagnetic equations.
1. The demagnetization field, that describes the dipole–dipole interaction in the magnetic
material, is a long-range interaction. A naive implementation of such an interaction has a
computational complexity of Opn2q with n being the number of simulation cells. Various
methods have been proposed to reduce this complexity to Opn log nq [74] or even Opnq
[75].
2. The exchange interaction adds a local coupling with high stiffness due to its second order
in space. While the competition of the long-range demagnetization field with the local
exchange field is crucial for the generation of magnetic domains, it also poses high demands
on the numerical time-integration methods.
3. The nonlinear nature of most of the energy contributions leads to a complex energy land-
scape, which makes it difficult to efficiently seek for energy minima. In the context of
quasistatic hysteresis computation, the nearest local energy minimum to a given magne-
tization configuration has to be found. A complex energy landscape increases the risk to
miss a local minimum, and calls for a thoughtful choice of minimization algorithm.
A large variety of tailored numerical methods for the solution of micromagnetic equations
has been proposed. Typically, these methods introduce distinct discretizations for space and
time. Among the spatial discretizations, the most popular methods applied in micromagnetics
are the finite-difference method (FDM) and the finite-element method (FEM). For both methods
the magnetic region is subdivided into simulation cells resulting in a mesh of cells. However,
the requirements for the mesh differ significantly for both methods. While the finite-difference
method usually requires a regular cuboid mesh, the finite-element method typically works on
irregular tetrahedral meshes, see Fig. 16. While FDM or FEM are used for spatial discretization
in order to compute the effective field Heff or the respective energy contributions E, another
class of algorithms is required in order to either minimize the total energy with respect to the
magnetization configuration m or to compute the time evolution of m according to the LLG.
Independent from the discretization method, the cell size has to be chosen sufficiently small
in order to accurately resolve the structure of domain walls. The characteristic length for the
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domain-wall width is the so-called exchange length which is defined by
l “
c
A
Keff
. (191)
where Keff is the effective anisotropy constant that includes contributions from the crystalline
anisotropy as well as the shape anisotropy which is introduced by the demagnetization field [13].
Note, that for both energy minimization and magnetization dynamics, the effective field needs
to be computed in the magnetic domain only. In the following sections, the spatial discretization
with FDM and FEM is discussed in detail. In further sections, numerical methods for efficient
integration of the LLG, energy minimization, and energy barrier calculations will be discussed.
6.1 The finite-difference method
The finite-difference method is a very popular numerical tool for the solution of micromag-
netic equations. While the restrictions to regular meshes renders this method inapt for certain
problems involving complex geometries, this restriction allows the application of very fast algo-
rithms.
6.1.1 Demagnetization field
Among the effective-field contributions introduced in Sec. 2, the demagnetization field holds
the special role as the only long-range interaction. Since long-range interactions are compu-
tationally costly, the value of a spatial discretization strategy is significantly influenced by its
demagnetization-field algorithm. The finite-difference method solves partial differential equa-
tions by approximation of the differential operators with finite differences. In case of the
demagnetization-field problem (16), which has the form of Poisson’s equation, this would require
the approximation of the Laplacian. However, the application of this classical finite-difference
procedure is complicated by the open boundary condition (15), which prevents the restriction
of the computational domain to the magnetic region Ωm. Hence, in finite-difference micromag-
netics instead of discretizing Poisson’s equation, the demagnetization field is usually solved by
direct integration of (21). Consider a cellwise constant normalized magnetization
mpxq “mi @ r P Ωi (192)
with the cells Ωi being an arbitrary partitioning of the magnetic domain Ωm
Ωm “
ď
i
Ωi with Ωi X Ωj “ H if i ‰ j. (193)
Inserting the discretization (192) into the integral formulation of the demagnetization field (21)
yields
Hdemprq “
ż
Ω
N˜px´ x1qM 1pxqdx1 (194)
“Ms
ÿ
j
«ż
Ωj
N˜px´ x1qdx1
ff
mj . (195)
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Figure 17: Examples of regular grids in two dimensions as required for the convolutional
computation of the demagnetization field. (a) Irregularly shaped but periodic mesh. (b) Cuboid
mesh as usually used for finite-difference computations.
In order to compute the demagnetization field Hdem with the same discretization as the mag-
netization m, the field is averaged over each cell Ωi which results in
Hdemi “Ms
ÿ
j
«
1
Vi
ż
Ωi
ż
Ωj
N˜px´ x1q dx dx1
ff
mj (196)
“
ÿ
j
Aijmj (197)
where Vi is the volume of the simulation cell i. Here, A denotes the linear demagnetization-field
operator, which is represented by a dense 3nˆ3n matrix with n being the number of simulation
cells.
While this method could be used for the numerical demagnetization-field computation, it
scales with Opn2q for both storage requirements and computational complexity which is unfea-
sible for large problems. A better scaling can be accomplished by exploiting the convolutional
structure of the integral equation (21). In order to preserve this structure on the discrete level,
a regular spatial discretization is required, i.e. all simulation cells Ωi must be of the same shape
Ωref
1Ωiprq “ 1Ωrefpx´ xiq (198)
where 1Ωref denotes the indicator function of Ωref, the multiindex i addresses the simulation
cell and xi denotes the offset of the simulation cell Ωi from the reference cell Ωref, see Fig. 17.
Consequently, the offset from a simulation cell Ωi to another simulation cell Ωj is given by a
multiple of the cell spacing ∆x in every spatial dimension
xi ´ xj “
ÿ
k
pik ´ jkq∆xk. (199)
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Figure 18: Visualization of the discrete convolution of the magnetization field M with the
demagnetization-tensor field N˜ . The color blocks in the result matrix represent the multiplica-
tions of the respective input values.
Using (198) and (199), the integration in (197) can be carried out over the reference cell Ωref
Hdemi “Ms
ÿ
j
»—– 1
Vi
ĳ
Ωref
N˜
˜ÿ
k
pik ´ jkq∆xk ` x´ x1
¸
dx dx1
fiffiflmj . (200)
which has the form of a discrete convolution since it only depends on the difference of the
multiindices i and j
Hdemi “Ms
ÿ
j
N˜ i´jmj (201)
N˜ i´j “ 1
Vi
ĳ
Ωref
N˜
˜ÿ
k
pik ´ jkq∆xk ` x´ x1
¸
dx dx1. (202)
The discrete demagnetization tensor n˜i´j has entries for every possible cell distance which
amounts to
ś
kp2nk ´ 1q « 8n, where nk denotes the number of cells in spatial dimension k.
Compared to the direct demagnetization-field operator A, the demagnetization tensor reduces
the storage requirements from Opn2q to Opnq. The computational complexity, however, still
amounts to Opn2q when implementing (201) literally.
In order to reduce the computational complexity, the discrete convolution (18) is computed
in Fourier space where it reduces to a cell-wise multiplication according to the convolution
theorem
FpN˜ ˚mq “ FpN˜qFpmq (203)
where the Fourier transform is applied componentwise. Since the cell-wise multiplication has
a low complexity of Opnq, the overall complexity of the demagnetization-field computation is
governed by the complexity of the Fourier-transform computation. In case of the fast Fourier
transform this amounts to Opn log nq.
Note that this fast-convolution algorithm requires the discrete demagnetization tensor N˜ i´j
to be of the same size as the discrete magnetization mi in order to perform cell-wise multipli-
cation in Fourier space. However, while the magnetization is discretized with
ś
i ni cells, the
discrete demagnetization tensor has a size of
ś
i 2ni´ 1. Hence, the discrete magnetization has
to be expanded in order to match the size of the demagnetization tensor. Due to the cyclic
nature of the discrete Fourier transform
pf ˚ gqi “
n´1ÿ
j“0
“ fpi´j`nq%n ¨ gj (204)
all entries of the demagnetization tensor N˜ i´j are considered for every field evaluation Hdemi .
For instance, the negative-distance entry N˜´1,´1 is considered for the computation of the field
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Hdem at position p0, 0q, although the p0, 0q cell has no neighbors at negative distances. In
order to neglect these unphysical distances, the only reasonable choice for the expansion of the
magnetization is by adding zero entries, which is often referred to as zero-padding, see [76].
The complete convolution algorithm for the demagnetization-field computation is visualized in
Fig. 18, where m and N˜ are reduced to two spatial dimensions for the sake of simplicity. The
result of the convolution algorithm is of the size
ś
i 2ni ´ 1 like the demagnetization tensor.
Physical meaningful values of the computed field Hdem, however, are found only in the firstś
i ni entries. The remaining entries are algorithmic byproducts and can be neglected.
Note, that the only requirement for the application of the fast convolution is a mesh regu-
larity as described by (198) and (199). However, the evaluation of the demagnetization tensor
(202) might be unfeasible for complicated reference cells such as illustrated in Fig. 17 (a). For
three-dimensional cuboid cells, an analytical formula for the demagnetization tensor N˜ i´j was
derived by Newell et al. [77]. According to this work the diagonal element N1,1 of the tensor is
given by
N1,1px,∆xq “ 1
4pi∆x1∆x2∆x3
ÿ
i,jPt0,1u
p´1q
ř
x ix`jx
f rx1 ` pi1 ´ j1q∆x1, x2 ` pi2 ´ j2q∆x2, x3 ` pi3 ´ j3q∆x3s (205)
where the function f is defined as
fpx1, x2, x3q “ |x2|
2
px23 ´ x21q sinh´1
˜
|x2|a
x21 ` x23
¸
` |x3|
2
px22 ´ x21q sinh´1
˜
|x3|a
x21 ` x22
¸
´ |x1x2x3| tan´1
˜
|x2x3|
x1
a
x21 ` x22 ` x23
¸
` 1
6
p2x21 ´ x22 ´ x23q
b
x21 ` x22 ` x23. (206)
The elements N2,2 and N3,3 are obtained by circular permutation of the coordinates
N2,2px,∆xq “ N1,1rpx2, x3, x1q, p∆x2,∆x3,∆x1qs (207)
N3,3pr,∆rq “ N1,1rpx3, x1, x2q, p∆x3,∆x1,∆x2qs. (208)
The off-diagonal element N1,2 is given by
N1,2px,∆xq “ 1
4pi∆x1∆x2∆x3
ÿ
i,jPt0,1u
p´1q
ř
x ix`jx
grx1 ` pi1 ´ j1q∆x1, x2 ` pi2 ´ j2q∆x2, x3 ` pi3 ´ j3q∆x3s (209)
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where the function g is defined as
gpx1, x2, x3q “ px1x2x3q sinh´1
˜
x3a
x21 ` x22
¸
` x2
6
p3x23 ´ x22q sinh´1
˜
x1a
x22 ` x23
¸
` x1
6
p3x23 ´ x21q sinh´1
˜
x2a
x21 ` x23
¸
´ x
3
3
6
tan´1
˜
x1x2
x3
a
x21 ` x22 ` x23
¸
´ x3x
2
2
2
tan´1
˜
x1x3
x2
a
x21 ` x22 ` x23
¸
´ x3x
2
1
2
tan´1
˜
x2x3
x1
a
x21 ` x22 ` x23
¸
´ x1x2
a
x21 ` x22 ` x23
3
. (210)
Again other off-diagonal elements are obtained by permutation of coordinates
N1,3px,∆xq “ N1,2rpx1, x3, x2q, p∆x1,∆x3,∆x2qs (211)
N2,3px,∆xq “ N1,2rpx2, x3, x1q, p∆x2,∆x3,∆x1qs. (212)
Like the continuous tensor N˜px´ x1q the discrete tensor N˜ i´j is symmetric
Nij “ Nji. (213)
Hence, the above definitions of N1,2, N1,3 and N2,3 can be used to obtain the remaining off-
diagonal elements. While these analytical expressions are exact, their numerical evaluation
can lead to inaccuracies due to floating-point errors. These errors especially occur for large
cell distances and degenerated cells and can be avoided by numerical integration as shown by
Lebecki et al. [78] and Kru¨ger et al. in [79].
The fast-convolution algorithm can be further optimized by considering the specific proper-
ties of the demagnetization-field problem, i.e. Fourier transforms of zero values and evaluation
of unneeded data can be omitted [80] and symmetries in the demagnetization tensor can be
exploited [8] to further speed up computations.
Instead of computing the demagnetization field directly from a convolution of the magne-
tization m with the demagnetization tensor N˜ , the field can also be computed as negative
gradient of the scalar potential u [81, 82]. The scalar potential u itself is the result of a con-
volution, see (20), and can be computed by the fast-convolution algorithm. The gradient can
be approximated with finite differences. Compared to the direct computation, the advantage of
this approach is the reduction of Fourier-transform operations. However, the additional gradient
computation compromises the overall accuracy of the computation.
6.1.2 Local field contributions
Except for the demagnetization field, all energy contributions introduced in Sec. 2 have either
local or short-range character in the sense that they depend on derivatives of the magnetization.
Local contributions to the effective field, such as the anisotropy fields (68) and (70) are simply
evaluated cellwise. Differential operators in short-range contributions such as the exchange field
(62) are approximated with finite differences. The second-order finite-difference approximations
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Figure 19: Visualization of the virtual cells, marked with a blue background color, introduced
for the finite-difference implementation of boundary conditions.
for the first and second spatial derivative of the discretized magnetization mi readˆBm
Bxi
˙
j
“ mj`ei ´mj´ei
2∆xi
(214)ˆB2m
Bx2i
˙
j
“ mj`ei ´ 2mj `mj´ei
∆x2i
. (215)
which results in the following discretization of the exchange field Hex
Hexi “ 2Aµ0Ms ∆mi «
2A
µ0Ms
ÿ
k
mi`ek ´ 2mi `mi´ek
∆x2k
. (216)
While higher-order finite-differences might lead to better convergence properties for some ap-
plications, they also increase the computational effort by involving more neighboring cells in
the computation. Since second-order approximation is usually considered sufficiently accurate,
most finite-difference codes stick with this approximation.
The boundary condition B “ 0, as derived in Sec. 3, is usually implemented by introducing
virtual cells surrounding the magnetic region Ωm, see Fig. 19, and computing the magnetization
values mi in these cells accordingly. In case of the exchange interaction this boundary condition
is defined by Bm{Bn “ 0 as derived in Sec. 3.2. For the boundary at x1 “ 0 this leads to the
following equation ˆBm
Bxi
˙
p0,j,kq
“ mp1,j,kq ´mp´1,j,kq
2∆xi
“ 0 (217)
which needs to hold for all 0 ď j ď n2 ´ 1 and 0 ď k ď n3 ´ 1 and determines the values
of the virtual cells mp´1,j,kq as mp´1,j,kq “ mp1,j,kq. After computing the values of the virtual
cells, the derivatives required for the distinct field computations can be evaluated according
to (214) and (215) without special treatment for the boundary cells. Note, that the boundary
conditions, and thus the computation of the virtual cells, differ depending on the choice of field
contributions, see Sec. 3.6.
6.1.3 Spintronics
The implementation of the spin-torque effects of Slonczewski as well as Zhang and Li as in-
troduced in Sec. 5.1 and 5.2 are straightforward as the torque contributions depend on the
local magnetization and their derivatives only. In order to solve the spin-diffusion model, a
second-order partial differential equation in space has to be solved in order to compute the
spin-accumulation s and the electric potential u. The discretization of equations (142) and
(143) with finite differences is straightforward. However, care has to be taken in order to prop-
erly account for discontinuous material parameters when dealing with multilayer structures.
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For instance, the spin-current j˜s, as defined by (139), may be discontinuous across material
interfaces due to discontinuities of the material constants C0 and D0. Hence, the discretization
of the divergence in (142) must be carefully chosen to account for these jumps in a distributional
sense. A possible finite-difference discretization of the time dependent spin-diffusion model with
prescribed electric current (138) and (141) is presented by Garcia-Cervera et al.[83].
6.1.4 Existing software packages
Various software packages implementing the finite-difference method with FFT accelerated
demagnetization-field computation have been developed. Probably the most popular open-
source finite-difference micromagnetic software is OOMMF [84]. OOMMF is a multi platform
code running on central processing units (CPUs). Other finite-difference CPU codes include
the open-source software Fidimag [85] and the commercial package MicroMagus [86]. A very
simple CPU implementation of the finite-difference algorithms with the Python library NumPy
is presented in [87].
The recent advent of general-purpose graphics-processing units (GPGPUs) allowed for the
significant acceleration of scientific software. A popular open-source package for finite-difference
micromagnetics on GPGPUs is MuMax3 [88, 89]. Other GPGPU codes include magnum.fd [90]
and the recently developed GPGPU extension to OOMMF [82].
6.2 The finite-element method
The finite-element method is a powerful numerical tool for the solution of partial differential
equations. In contrast to the finite-difference method where the differential operators are dis-
cretized directly, in finite-elements the original problem is transformed into a variational problem
before discretization. Consider Poisson’s equation
´∆u “ f in Ω. (218)
Multiplying both sides with a test function v from a suitable function space V and integrating
the original problem turns the original problem into a variational problem. The solution u P V
is required to satisfy
´
ż
Ω
∆u v dx “
ż
Ω
f v dx @ v P V. (219)
Applying integration by parts yieldsż
Ω
∇u ¨∇v dx “
ż
Ω
f v dx`
ż
BΩ
uN v ds @ v P V (220)
where ∇u ¨ n in the boundary integral was replaced by uN in order to implement Neumann
boundary conditions ∇u ¨ n “ uN for x P BΩ. This formulation is referred to as weak form
of the original problem as it weakens the requirements on the solution u. While the original
equation requires the solution to be twice differentiable, the weak form requires u to be only once
differentiable almost everywhere. Dirichlet conditions are applied on ΓD Ă BΩ by restricting
the solution space to functions satisfying the Dirichlet condition
upxq “ uD @ x P ΓD Ă BΩ (221)
and additionally restricting the test functions to VD given by
VD “ tv P V : vpxq “ 0 @ x P ΓDu (222)
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(a)
(b)
Figure 20: Piecewise affine, globally continuous basis functions for the finite-element method
in two dimensions. (a) Single basis function. (b) Possible discrete function obtained by super-
position of basis functions.
so that the solution u is not tested on the Dirichlet boundary ΓD. By appropriate choice of the
function space V , the variational problem (220), can be shown to have a unique solution [91].
Discretization of the continuous problem (220) is achieved by choice of a discrete function
space Vh Ă V . While the finite-element method is very general concerning the choice of discrete
function spaces [91], the most common choice is that of piecewise affine, globally continuous
functions. A suitable function basis is constructed using a tetrahedral mesh as depicted in
Fig. 16 (b). Each mesh node xi is associated with a basis function φi with node values
φipxjq “ δij (223)
which is affine within each cell, see Fig. 20. In order to discretize the weak formulation (220),
both the solution function u and the test function v are expressed in terms of the basis functions
uh “
ÿ
i
uiφi (224)
vh “
ÿ
i
viφi. (225)
Inserting into (220) and neglecting the boundary term for the sake of simplicity yieldsÿ
i
ui
ż
Ω
∇φi ¨∇φj dx “
ż
Ω
f φj dx @ j P r1, ns. (226)
Instead of testing with all possible test functions vh, the test functions are reduced to the
individual basis functions φj . Since both, the left-hand side and the right-hand side of (220)
are linear in the test function v, the equality (226) holds also true for any test function vh. The
discretized solution ui is given by a linear system of equationsÿ
i
Aijui “ bj (227)
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(a) (b)
Figure 21: Finite-element mesh for the computation of the demagnetization field with the
truncation approach. (a) The magnetic region is marked red and the external region, marked
green, is chosen to be approximately five times larger than the magnetic region in each spatial
dimension. (b) The magnetic region, as the region of interest, is discretized with a small mesh
size. In the external region the mesh is coarsened towards the outer boundary in order to reduce
the overall number of mesh nodes.
with
Aij “
ż
Ω
∇φi ¨∇φj dx (228)
bj “
ż
Ω
f φj dx (229)
where the matrix Aij , which is referred to as stiffness matrix, depends only on the geometry of
the mesh. Furthermore Aij is sparsely populated due to the choice of basis functions that result
in nonzero contributions only for neighboring nodes. The sparsity is an important aspect from
a computational point of view, since it reduces the storage requirements from Opn2q to Opnq.
Furthermore this property can be exploited by the use of iterative methods for the solution of
linear systems. These methods avoid the direct inversion of the matrix and require only the
computation of matrix–vector multiplications which leads to a superior scaling compared to
direct methods [92].
The procedure of turning a partial differential equation into a variational problem by multi-
plication with test functions, which is referred to as Galerkin method, can be applied to a large
variety of problems.
6.2.1 Demagnetization field
As shown in Sec. 2.3, the demagnetization-field potential is given by Poisson’s equation (16).
However, in contrast to the example given in the preceding section, the demagnetization-field
problem is subject to open boundary conditions (15). Hence, Poisson’s equation has to be
solved in the complete space R3 which is not trivially possible with the finite-element method
that applies only to finite regions.
A simple approach to approximate the required boundary conditions with finite elements is
the so-called truncation approach. In order to compute the demagnetization field Hdem of a
finite magnetization region Ωm, the outer region R3zΩm is approximated with a finite external
region Ωe. Since the magnetic scalar potential is known to decay outside of the magnetic
region, the open boundary conditions can be approximated by applying homogeneous Dirichlet
or Neumann conditions to the outer boundary of the problem domain BΩ with Ω “ Ωm Y Ωe.
Starting from the problem definition (14), the magnetic scalar potential is given by the weak
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Ω “
Ωm Y Ωe
Ωs
(a)
x
T pxq
p0, 0, 0q
(b)
Figure 22: Visualization of the shell-transformation method for the demagnetization-field
computation. (a) Definition of regions, the shell domain Ωs that is subject to the transformation
surrounds the inner domain Ω which is defined as the union of the magnetic domain Ωm and
the external domain Ωe. (b) The transformation in a spherical shell is performed in a radial
fashion.
formulation ż
Ω
∇ ¨ p∇u´Msmq v dx “ 0. (230)
Performing integration by parts and restricting both the solution function u and the test function
v to the function space V0 with
V0 “ tv P V : vpxq “ 0 @ x P BΩu (231)
yields ż
Ω
∇u ¨∇v dx “
ż
Ω
Msm ¨∇v dx @ v P V0 (232)
which solves the homogeneous Dirichlet problem in the domain Ω “ Ωm Y Ωe. Note, that the
right-hand side of (232) is integrated by parts in order to loosen the continuity requirements on
the magnetization m. This is essential in order to accurately account for the discontinuity of
the magnetization at the boundary of the magnetization region BΩm. If the magnetization m
is discretized with the usual piecewise affine, globally continuous functions, this discontinuity
can be described by restricting the integration domain of the right-hand side of (232) to the
magnetic domain Ωm.
The accuracy of the truncation solution is significantly influenced by the size of the external
region Ωe. However, a larger size of the external region usually increases the number of mesh
nodes and thus the computational effort. Choosing Ωe five times the size of Ωm has been found
to be a reasonable trade-off between accuracy and computational complexity [93]. In order
to further reduce the computational costs, the mesh in the external region can be gradually
coarsened to the outside, see Fig. 21. This leads to a reduction of degrees of freedom and has
no significant impact on the accuracy of the solution, since the scalar potential is known to
smoothly decay to the outside.
A related approach to the truncation method is the so-called shell-transformation method.
Instead of describing the exterior space R3zΩm with a relatively large region Ωe, this method
uses a rather small shell region Ωs and employs a transformation T that maps the shell region
onto the complete exterior space
T : Ωs Ñ R3zΩ. (233)
Specifically, the transformation T maps the inner boundary of the shell region onto itself and
the outer outer shell boundary onto infinity
T pxq “ x for x P BΩ (234)
T pxq Ñ 8 for x P BpΩY Ωsq. (235)
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For a spherical shell, the transformation is illustrated in Fig. 22. By substitution of variables,
integrals over the exterior space R3zΩ can be expressed by integrals over the shell region Ωs.
For the left-hand side of the weak formulation (232) this substitution yieldsż
R3zΩ
∇u ¨∇v dx “
ż
Ωs
p∇uqTg∇v dx (236)
where g is the so-called metric tensor defined by
g “ pJ´1qT |detJ |J´1. (237)
with J “∇T being the Jacobian of the transformation T . This leads to the weak formulationż
Ω
∇u ¨∇v dx`
ż
Ωs
p∇uqTg∇v dx “
ż
Ωm
Msm ¨∇v dx (238)
for the solution of the scalar potential u. Various shell geometries and transformations have
been proposed to solve (238) [94, 95, 96, 97]. Like for the truncation method, application of
the shell-transformation method results in sparse linear systems. The advantage of the trans-
formation method over the truncation approach is a finite representation of the infinite exterior
region. However, the metric tensor g is by definition singular at the outer shell boundary which
makes the computation of the discrete entries for the system matrix difficult. Furthermore,
this singularity leads to a bad matrix condition, which has a negative effect on the numerical
solution of the linear system.
In order to further reduce the degrees of freedom, it is desirable to consider only the magnetic
region Ωm for spatial discretization. This can be achieved by a hybrid finite-element–boundary-
element method proposed by Fredkin and Koehler [98]. From (14) and the divergence theorem
the following jump conditions for the scalar potential at the boundary of the magnetic region
BΩm apply
u´ ´ u` “ 0 (239)
p∇u´ ´∇u`q ¨ n “Msm ¨ n (240)
where u´ denotes the value in the magnetic region and u` denotes the corresponding value
outside. Consider the following splitting of the potential u
u “ u1 ` u2 (241)
where u1 is solved by
∆u1 “ ´∇ ¨ pMsmq (242)
Bu1
Bn “Msn ¨m on BΩm (243)
in the magnetic region Ωm and zero in the exterior region R3zΩm. While u1 satisfies the jump
condition (240), it violates the continuity condition (239). Thus u2 has to be chosen to fix (239)
while preserving (240) and being a solution to the Laplace equation ∆u2 “ 0, i.e.
u´2 ´ u`2 “ u´1 (244)
Bu´2
Bn ´
Bu`2
Bn “ 0 (245)
∆u2 “ 0 in R3. (246)
50
ux
u 0
∇u
∇u ∇
u
Figure 23: Gradient computation of a piecewise affine, globally continuous function u. The
analytical calculation yields a piecewise constant gradient marked as blue. Projection onto the
function space of piecewise affine, globally continuous functions yields the green curve.
These requirements are fulfilled by the double-layer potential defined as
u2 “
ż
BΩ
u1
B
Bn
1
|x´ x1| dx. (247)
While this integral expression can be used to evaluate u2 in Ωm, this procedure has a high
computational complexity of Opn2q. Hence, (247) is only evaluated at the boundary BΩm
using the boundary-element method. The result of this computation is then used as Dirichlet
boundary condition for a Laplace problem that is solved with finite-elements. This means
that a computation of the scalar potential u requires the finite-element solution of Poisson’s
equation with Neumann boundary conditions, followed by a boundary-element evaluation of
the double-layer potential and the finite-element solution of a Laplace problem with Dirichlet
conditions.
Compared to the pure finite-element presented in this section, the advantage of this hybrid
method is that only the magnetic region Ωm has to be discretized. This is even true if Ωm
consists of various separated domains. The disadvantage, however, is the loss of sparsity. The
boundary-element operator for the double-layer computation is a dense nBˆnB matrix with nB
being the number of boundary nodes. A common procedure to reduce the storage requirements
of this matrix is the application of hierarchical matrices [99, 100] which reduces the storage
requirements as well as the computational complexity for the potential evaluation from Opn2Bq
to OpnB log nBq. An alternative hybrid method using the single-layer potential was proposed
by Garc´ıa-Cervera and Roma [101].
The methods presented in this section are devoted to the calculation of the magnetic scalar
potential u rather then the demagnetization fieldHdem which is defined as the negative gradient
of the potential Hdem “ ´∇u. Since the discrete solution of u is a piecewise affine function,
the gradient of u can be easily computed. However, the gradient of a piecewise affine function
is a piecewise constant, discontinuous function, see Fig. 23. Often it is desirable to compute
the demagnetization field with the same discretization as the magnetization. This is required
for nodewise operations such as the nodewise evaluation of the right-hand side of the Landau-
Lifshitz-Gilbert equation (117). The approximation of the demagnetization field as a piecewise
affine, globally continuous function can be achieved by solving the weak formż
Ωm
Hdem ¨ v dx “ ´
ż
Ωm
∇u ¨ v dx @ v P V (248)
with Hdem P V . This procedure is referred to as projection. Discretization of (248) with the
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usual basis functions yields the linear systemÿ
i
Hi
ż
Ωm
φi ¨ φj dx “ ´
ÿ
i
ui
ż
Ωm
∇φi ¨ φj dx. (249)
The system matrix resulting from this weak form is called mass matrix M
Mij “
ż
Ωm
φi ¨ φj dx. (250)
Like the stiffness matrix arising from discretization of the Laplacian, the mass matrix is sparse
since only basis functions of neighboring mesh nodes give nonzero contributions. In order to
avoid solving another linear system for the computation of the demagnetization field, the mass
matrix can be approximated by a diagonal matrix M˚ given by
Mi˚j “ δij
ż
Ωm
φi ¨ 1 dx (251)
with 1 “ p1, 1, 1q. This approximation is referred to as mass lumping since all off-diagonal mass
entries are lumped in the diagonal
Mi˚i “
ÿ
j
Mij . (252)
This approximation preserves the integral of the solution variable Hdem which justifies its
application ż
Ωm
Hdemh dx “
ÿ
ij
Hi
ż
Ωm
φi ¨ φj dx “
ÿ
ij
δijHi
ż
Ωm
φi ¨ 1 dx. (253)
Since the lumped mass matrix is diagonal, its inverse is trivially given by the reciprocal diagonal
entries. Hence, instead of solving a linear system, the projection can be expressed as a single
sparse matrix–vector multiplication
Hdemi “
ÿ
j
Aijuj (254)
Aij “ ´
„ż
Ωm
φi ¨ 1 dx
´1 ż
Ωm
∇φj ¨ φi dx. (255)
The illustrative description of mass lumping is that of an weighted average with the weight
being the cell sizes as described in [1]. The result of a gradient projection is depicted in Fig. 23
along with the original function.
6.2.2 Local field contributions
Local field contributions are usually computed with a similar procedure as applied for the
gradient computation in Sec. 6.2.1 For the exchange field defined by (62) this procedure yieldsż
Ωm
Hex ¨ v dx “
ż
Ωm
2
µ0Ms
∇ ¨ pA∇mq ¨ v dx (256)
“ ´
ż
Ωm
A∇m :∇
ˆ
2
µ0Ms
v
˙
dx`
ż
BΩm
2A
µ0Ms
Bm
Bn ¨ v ds (257)
where integration by parts was applied in order to avoid second spatial derivatives. Due to the
boundary condition (63), the boundary integral on the right-hand side vanishes which results
in ż
Ωm
Hex ¨ v dx “ ´
ż
Ωm
2A∇m :∇
ˆ
1
µ0Ms
v
˙
dx. (258)
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While this weak form poses no further difficulties for single-phase magnets with a constant
saturation magnetization Ms, the gradient on the test function diverges at material interfaces
with discontinuous Ms. In order to avoid this problem, the original problem (256) can be
multiplied with ´µ0Ms before integrating by parts resulting in
´
ż
Ωm
µ0MsH
ex ¨ v dx “ 2
ż
Ωm
A∇m :∇v dx “ δEexpm,vq. (259)
with δEex being the exchange differential defined in (60). This method can be used to compute
any local field contribution introduced in Sec. 2. In order to avoid the solution of a linear system
for the retrieval of field contributions, the mass-lumping procedure introduced in Sec. 6.2.1 can
be applied. For energy contributions quadratic in the magnetization m, such as the exchange
field, the field computation can be reduced to a single sparse matrix–vector multiplication given
by
Hi “
ÿ
j
Aijmj (260)
Aij “ ´
„ż
Ωm
µ0Msφi ¨ 1 dx
´1
δEpφj ,φiq. (261)
Note, that this method accounts for the boundary conditions introduced by the exchange and
antisymmetric exchange field in a generic fashion since it considers the differential of the energy
δE rather than the functional derivative δE{δm. Since the boundary conditions are embedded
in the differential, they do not have to be explicitly applied.
While some effective-field contributions like the uniaxial-anisotropy field (68) can also be
computed nodewise for single-phase magnets, the nodewise computation fails for discontinuous
material parameters. Due to the integral formulation, the calculation according to (260) and
(261) also works in these cases.
6.2.3 Interface contributions
Some energy contributions introduced in Sec. 2 are interface effects rather than bulk effects.
This means that the energy connected to these effects is the result of an interface integral. These
interface contributions usually enter the micromagnetic formalism through boundary conditions,
see e.g. Sec. 3.4. However, in the framework of dynamical micromagnetics, it is often desirable
to be able to express all energy contribution in terms of an effective field instead of a boundary
condition in order to add up the different contributions for their use in the LLG.
In order to compute a discretized effective field that accounts for interface energy contri-
butions, we require the energy generated by the effective field to equal the interface energy
contribution. Consider the interface exchange energy given by (38). Since this energy contri-
bution is quadratic in m, the equality of energies reads
E “ ´1
2
ż
Ωm
µ0Msm ¨Heff dx “ ´
ż
Γ
m ¨ ppmq ds (262)
with p “ AmrP pxqs. Discretization of the field Heff yieldsÿ
i
´1
2
Hi
ż
Ωm
µ0Msm ¨ φi dx “ ´
ż
Γ
m ¨ p ds (263)
which has to hold for arbitrary magnetizations m. Hence, the magnetization can be replaced
with basis functions and the equalityÿ
i
´1
2
Hi
ż
Ωm
µ0Msφj ¨ φi dx “ ´
ż
Γ
φj ¨ pds (264)
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has to hold for any φj . Application of mass lumping yields the system
Hi “
ÿ
j
Aijmj (265)
Aij “ 2
„ż
Ωm
µ0Msφi ¨ 1 dx
´1 ż
Γ
φj ¨ ppφjq ds (266)
“ ´
„ż
Ωm
µ0Msφi ¨ 1 dx
´1
δEpφj ,φiq (267)
(268)
which has the exact same form as any local bulk-field contribution as shown in Sec. 6.2.2.
6.2.4 Spintronics
As for the finite-difference method, the simplified spin-torque models by Slonczewski as well as
Zhang and Li can be incorporated in finite-element micromagnetics along the lines of the local
field contributions shown in Sec. 6.2.2. In order to account for the Slonczewski spin-torque as
an interface effect, the consideration of Sec. 6.2.3 can be applied.
A more challenging task is the discretization of the spin-diffusion model introduced in
Sec. 5.3. The spin-diffusion model requires the computation of the spin accumulation s which
is the solution to a partial differential equation. This equation is turned into a weak form using
the Galerkin method. In order to solve the equilibrium spin accumulation s for a given mag-
netization m and a prescribed charge current je as defined by (141) and (142), the following
weak form applies
2
ż
Ω
D0∇s :∇v dx` 2
ż
Ωm
D0ββ
1mb “p∇sqTm‰ :∇v dx
`
ż
Ω
s
τsf
¨ v dx`
ż
Ωm
J
sˆm
~
¨ v dx
“
ż
Ωm
βµB
e
mb je :∇v dx´
ż
BΩXBΩm
βµB
e
pje ¨ nqpm ¨ vqds. (269)
Note, that integration by parts was not only applied in order to eliminate second derivatives of
the spin accumulation s, but also in order to eliminate any derivative on the magnetization m
or material parameters since these variables may have discontinuities in the problem domain Ω.
While material parameters may have arbitrary discontinuities at material interfaces, the mag-
netization is continuous within the magnetic domain Ωm. However, since the magnetization
vanishes in the nonmagnetic domain ΩzΩm, it is by definition discontinuous across magnetic–
nonmagnetic interfaces. For the discrete formulation, these properties are take into account by
appropriate choices of function spaces and integration domains. Namely, all material param-
eters are discretized with piecewise constant functions. Since the magnetization is continuous
within the magnetic region, it is discretized with the usual piecewise affine, globally continu-
ous functions. In order to account for the discontinuity at magnetic–nonmagnetic interfaces,
any integral including the magnetization m is restricted to the magnetic domain Ωm which is
equivalent to a rapid drop of the magnetization to zero outside the magnetic domain.
The boundary integrals arising from partial integration of ∆s vanish due to the homogeneous
Neumann boundary condition on s, see Sec. 5.4. Since the spin accumulation s is assumed to
be continuous even across material interfaces, both s as well as the test functions are discretized
with componentwise piecewise affine, globally continuous functions s,v P V .
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For the solution of the self-consistent spin-diffusion model given by the current definitions
(140), (139) and their respective source equations (143), (143), the function space for both the
solution and the test functions has to be extended. The solution of the self-consistent model
comprises both the spin accumulation s and the electric potential u. Both the components
of s and the scalar field u are discretized with piecewise affine, globally continuous functions
ts, uu P V ˆ V . Applying the Galerkin method and performing integration by parts in order
to avoid diverging derivatives, yields two coupled weak formulations. The weak formulation of
(140) and (143) readsż
Ω
2C0∇u ¨∇v dx´
ż
Ωm
2β1D0
e
µB
p∇sqTm ¨∇v dx “ ´
ż
ΓN
pj0e ¨ nqv ds @ v P V (270)
and the weak formulation of (139) and (142) is given byż
Ωm
2βC0
µB
e
mb∇u :∇v dx´
ż
BΩmXΓD
2βC0
µB
e
p∇u ¨ nqpm ¨ vq ds
´
ż
Ω
2D0∇s :∇v dx´
ż
Ω
s ¨ v
τsf
dx´
ż
Ωm
J
psˆmq ¨ v
~
dx
“ ´
ż
BΩmXΓN
β
µB
e
pj0e ¨ nqpm ¨ vq ds. @ v P V . (271)
Here ΓN P BΩ denotes all external interfaces that act as contacts with prescribed charge-
current inflow j0e ¨n and ΓD P BΩ denotes contacts with prescribed electric potential u0. While
the current inflow is implemented as natural Neumann boundary condition, the prescribed
potential is implemented as Dirichlet boundary condition, see Sec. 5.4. In addition to the
boundary conditions on the potential u, homogeneous Neumann conditions are applied to the
spin accumulation s. Discretization of (270) and (271) yields a single sparse system of the size
4nˆ 4n with n being the number of mesh nodes.
Incorporating spin-orbit interactions given by (151) and (152) or spin dephasing given by
(155) is straightforward and can be done along the lines of the weak forms (269) – (271).
6.2.5 Existing software packages
The implementation of finite-element solvers is a challenging task, since it involves the nontrivial
generation of tetrahedral meshes, the numerical computation of integrals for the system-matrix
assembly and the solution of large linear systems. Various software packages and libraries have
been developed in order to solve one or more of these tasks. Popular open-source packages for
the mesh generation are Gmsh [102] and NetGen [103]. With ONELAB [104] and NGSolve [105],
these mesh generators also act as full stack finite-element libraries. Other open-source libraries
for the formulation and solution of finite-element problems are Escript [106] and MFEM [107].
A very comprehensive and fast, yet easy to use finite-element library is FEniCS [108] which,
by default, uses PETSc [109] as linear-algebra backend. Libraries for the boundary-element
method as required by the hybrid demagnetization-field method introduced in Sec. 6.2.1 include
BEM++ [110] and H2Lib [111]. Both libraries are open source and provide routines for the
assembly of boundary-element matrices and their compression with hierarchical matrices.
Besides these multi purpose libraries, a number of specialized micromagnetic finite-element
packages are available. The open-source library FinMag [112] and the closed-source library
magnum.fe [113] are micromagnetic simulators based on FEniCS. While FinMag concentrates
on classical micromagnetics, magnum.fe also implements the spin-diffusion model [114, 115, 116].
Another closed-source finite-element code that solves the micromagnetic equations coupled to
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the spin-diffusion model is FEELLGOOD [117, 118]. Other finite-element codes include the
open-source packages Magpar [119] and NMag [120] as well as the closed-source package FEMME
[121]. The closed-source packages Tetramag [122] and Fastmag [123] make use of graphics
processing units (GPUs) to speed up computations.
6.3 Other spatial discretization methods
While the finite-difference method and the finite-element are by far the most common discretiza-
tion methods used in the micromagnetic community, other methods have been proposed to solve
parts of the micromagnetic model. Especially the computation of the demagnetization field is
an ongoing matter of research.
A method that aims to combine the speed of the FFT based convolution with the flexibility
of irregular meshes is the non-uniform FFT [124, 125]. Both the FFT accelerated convolution as
well as the finite-element demagnetization-field computation exhibit at least a computational
complexity of Opn log nq. A well known method for the interaction of particle clouds which
scales with n is the fast multipole method which has been shown to be also applicable to the
continuous demagnetization-field problem [126, 127]. Another class of methods that scales below
Opn log nq employs low-rank tensor approximations [128, 129].
6.4 Time integration
Numerical integration of the Landau-Lifshitz-Gilbert equation (LLG) (117) poses several chal-
lenges on the applied method. One of these challenges is the high stiffness that is introduced by
the exchange interaction [130]. Another challenge is the micromagnetic unit-sphere constraint
|m| “ 1 that is required to be preserved by a time-integration scheme. Several methods, that
address these difficulties, have been proposed in order to efficiently integrate the LLG.
Most numerical time-integration methods used in micromagnetics completely separate the
spatial discretization from the time discretization. For these methods, both the magnetization
m and its time derivative Btm are represented by vectors and the differential equation in space
and time is transformed into n coupled ordinary differential equation
Bmi
Bt “ fipt,mq. (272)
In order to evaluate the time derivative fi, the effective-field contributions are computed ac-
cording to the methods introduced in the preceding sections, and the right-hand side of the
LLG (117) or (118) is evaluated cellwise/nodewise.
Due to its first order in time, the LLG is an initial value problem. We denote the initial
value of the magnetization at time t0 as
mpt0q “m0. (273)
A discrete time-integration scheme approximates the magnetization dynamics as a series of
magnetization snapshots at times ti that we denote by
mi «mptiq with ti “ t0 ` i∆t. (274)
In the following, the most common time integrators in micromagnetics will be discussed in
detail. A more comprehensive overview of methods can be found in [41].
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6.4.1 Explicit Runge-Kutta methods
A reliable and efficient class of numerical integrators for initial value problems are the explicit
Runge-Kutta methods. According to the most general form of the Runge-Kutta method, the
magnetization configuration mi is obtained from a known magnetization configuration mi´1
by
mi “mi´1 `∆t
ÿ
j
bjkj (275)
kj “ Btm
»–ti´1 ` cj∆t,mi´1 `∆t
¨˝ÿ
kăj
ajkkk‚˛
fifl (276)
where a set of coefficients bj , cj and aij defines a particular Runge-Kutta method. The auxiliary
results kj are computed one after another. Due to the restriction j ă k in the summation on
the right-hand side, each kj depends only on previously computed kk and the previous magne-
tization mi´1 which makes this method explicit. Explicit methods are usually computationally
cheap, since they are linear in the solution variable mi. However, explicit methods lack stability
which might be a disadvantage especially in the case of stiff problems.
The simplest Runge-Kutta method is the explicit Euler method which is obtained by setting
b1 “ 1 and c1 “ 0
mi “mi´1 `∆t Btmpti´1,mi´1q. (277)
This first-order method is not a good choice in terms of accuracy and efficiency. However, it
is well suited to investigate the preservation of the unit-sphere constraint. Inserting the LLG
(117) into (277) results in
mi “mi´1 `∆tmi´1 ˆ “´ γHeffpmi´1q ` αBtmpmi´1q‰. (278)
Multiplying with mi `mi´1 and reinserting (277) yields
|mi|2 “ |mi´1|2 `
ˇˇˇ
∆tmˆ “´ γHeffpmi´1q ` αBtmpmi´1q‰ˇˇˇ2. (279)
and thus |mi| ď |mi´1| where the preservation of norm |m1| “ |mi´1| only holds for a van-
ishing right-hand side of the LLG Btm “ 0. In order to enforce the norm preservation, the
magnetization is usually renormalized after each Runge-Kutta step, i.e. the magnetization mi
is replaced by mi
1
given by
mi
1 “ m
i
|mi| . (280)
This renormalization is also performed for higher order methods. While these methods reduce
the violation of the unit-sphere constraint, they do not guarantee its preservation. Higher-order
schemes are obtained by the choice of appropriate parameters bi, cj and aij . The classical Runge-
Kutta method requires the computation of four auxiliary results kj and is of fourth order. Since
the evaluation of each kj comes at the price of an effective-field evaluation, the computation of a
single integration step is more expensive for higher-order methods than for lower-order methods.
However, usually this disadvantage is more than compensated by the size of the time step which
may by significantly larger for higher-order methods without compromising accuracy.
While the classical fourth-order Runge-Kutta method is very efficient, the choice of time
step is difficult and may even change in the course of integration. This problem can be solved
by application of Runge-Kutta methods with adaptive stepsize control. These methods derive
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different-order approximations from a shared pool of auxiliary results kj and estimate the inte-
gration error by comparison of these approximations. Prominent candidates which have proven
valuable for micromagnetics are the Runge-Kutta-Fehlberg method [131] and the Dormand-
Prince method [132] that both use fourth/fifth-order approximations for the stepsize control.
The usage of explicit methods is usually not advised for stiff problems because of their lack
of numerical stability [133]. In micromagnetics, a strong exchange coupling can lead to a very
high stiffness of the differential equation. However, since the time-step size is coupled to the
size of the smallest mesh cell, the use of a regular grid can mitigate this problem [130]. Hence,
Runge-Kutta methods are the standard choice in finite-difference micromagnetics [8].
6.4.2 Implicit midpoint scheme
An implicit integration scheme that specifically accounts for the micromagnetic unit-sphere
constraint is the implicit midpoint rule [40]. According to this method, the magnetization at
mi is obtained from the previous magnetization snapshot mi´1 by
mi “mi´1 `∆t Btm
„
ti´1 ` ∆t
2
,
mi `mi´1
2

. (281)
Inserting the time derivative of m according to the LLG (117) and setting Btm “ pmi ´
mi´1q{∆t on the right-hand side yields
mi “mi´1 `∆tm
i `mi´1
2
ˆ
ˆ
´γHeff
„
ti´1 ` ∆t
2
,
mi `mi´1
2

` αm
i ´mi´1
∆t
˙
. (282)
Multiplying both sides with mi`mi´1 immediately yields |mi| “ |mi´1|. Hence, the midpoint
rule exactly preserves the magnetization norm for arbitrary time-step sizes. Moreover, it can
be shown by a similar procedure, that the midpoint scheme preserves the energy of a magnetic
system with quadratic energy contributions in m for vanishing damping α [40]. However, the
implicit nature of this method comes at the price of nonlinearity in the solution variable mi.
Since the nonlinear system (282) cannot be solved analytically, it requires the application of an
iterative procedure such as Newton’s method for the computation of mi. Each Newton iteration
requires the evaluation of the effective field, which results in a high computational effort.
6.4.3 Tangent-plane integration
Another class of integrators especially suited for the application in the framework of finite ele-
ments was introduced by Alouges et al. [134]. This method relies on an alternative formulation
of the LLG which is obtained by cross-multiplying the LLG (117) with m
αBtm`mˆ Btm “ γHeff ´ γpm ¨Heffqm. (283)
This formulation is equivalent to the original LLG since all terms in (117) are perpendicular to
m. In order to solve for the time derivative Btm, (283) is reformulated in a weak form. However,
instead of seeking for the solution to w “ Btm in the complete solution space V : R3 Ñ R3,
the solution space is restricted to the tangent space of the magnetization VT “ tv : v ¨m “ 0u.
This also allows for the restriction of the test space to the same space VT which simplifies the
weak formulation of (283) toż
Ωm
pαw `mˆwq ¨ v dx “
ż
Ωm
γHeffpmq ¨ v dx @ v P VT . (284)
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Instead of the original LLG, the right-hand side of this form is of the same order in the mag-
netization m as the effective field Heff. This feature can be exploited in order to construct an
implicit integration scheme for field terms linear in m without losing the linearity of the weak
form in w. The time derivative w at ti´1 is obtained by setting
m “mi´1 ` θ∆tw (285)
with 0 ď θ ď 1 where θ “ 0 leads to an explicit scheme and θ “ 1 leads to an implicit scheme.
Employing the considerations concerning discontinuous material parameters in Sec. 6.2.2 yields
the weak form ż
Ωm
µ0Mspαw `mi´1 ˆwq ¨ v dx “ γδEpmi´1 ` θ∆tw,vq (286)
Considering only the exchange field, the weak formulation readsż
Ωm
µ0Mspαw `mi´1 ˆwq ¨ v dx “ 2γ
ż
Ωm
A∇pmi´1 ` θ∆twq :∇v dx. (287)
Each field contribution can be treated with an individual θ. While the exchange field adds a
high measure of stiffness to the problem which calls for an implict integration scheme, other field
terms may well be treated explicitly [135]. This usually applies to the demagnetization field.
Despite its linearity in m the demagnetization field can not be treated implicitly in the same
manner as the exchange field, since it is the solution to another partial differential equation, see
Sec. 6.2.1. After computing the time derivative w “ Btm, the actual time step is performed by
computing
mi “ m
i´1 `∆tw
|mi´1 `∆tw| (288)
where the right-hand side is evaluated nodewise. Various techniques have been proposed in
order to implement the tangent-plane function space VT within a finite-element formulation. A
possible solution is the application of Lagrange multipliers [135, 113] that enforce the orthogo-
nality condition on w. An alternative approach uses a local mapping of two-dimensional vector
fields R3 Ñ R2 onto the tangent plane VT [136].
A combination of this integration scheme with a time marching scheme for the spin ac-
cumulation, yields a method for the coupled solution of micromagnetics with the dynamic
spin-diffusion equation (138) [137, 114].
Variants of this method include higher-order methods [117, 124]. However, by increasing
the order of the method, the linearity in the solution variable w is lost, which leads to a higher
computational effort.
6.4.4 Backward differentiation formula
All previously introduced methods are so-called single-step methods, that require the knowledge
of a single magnetization snapshot mi´1 in order to compute the subsequent magnetization
mi. In contrast, the backward differentiation formula (BDF) is a multi-step method, i.e. the
magnetization mi is computed from a series of preceding snapshots mi´j with 0 ď j ď s and
s being the order of the method. In the most general form, the BDF method is given by
sÿ
j“0
aim
i´j `∆tβ Btmpti,mi´1q “ 0. (289)
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where ai and β can be chosen such that the method is of order s. Normalizing the parameter
ai and β so that a0 “ ´1 yields
Gpmiq “mi ´∆tβ Btmpti,miq ´
sÿ
j“1
aim
i´j “ 0 (290)
which is a nonlinear equation in mi that can be solved with Newton’s method. Starting from an
initial configuration mi,0 that is usually approximated by extrapolation of previous snapshots
mi´j , the Newton iteration reads
δG
δmi
pmi,kqpmi,k`1 ´mi,kq “ ´Gpmi,kq. (291)
where the variational derivative δG{δmi is given by
δG
δmi
“ 1´∆tβ δw
δm
with w “ Btm. (292)
In order to avoid the numerically expensive inversion of δG{δm, the discretized version of the
linear equation (291) is usually solved iteratively for ∆mi,k “mi,k`1´mi,k. However, in order
to reduce the number of required iterations, it is advised to employ a preconditioning procedure
to (291). Instead of solving (291) directly, the preconditioned system
δG
δmi
pmi,kqP´1P∆mi,k “ ´Gpmi,kq (293)
is solved for P∆mi,k. The preconditioner P is chosen to approximate the original problem
while being easily invertible. A good choice for this purpose is a simplification of (292) where
the linearization of the LLG δw{δm only includes local and linear effective-field contributions
like the exchange field. Following this procedure, the computation of a single time step is
computationally expensive since for every Newton iteration, the preconditioning system has
to be solved. However, this method has proven to be an superior choice for a large range of
problems in the framework of finite-element micromagnetics [130].
6.4.5 Existing software packages
The implementation of explicit integration schemes, such as the Runge-Kutta scheme introduced
in Sec. 6.4.1 is straightforward and does not necessarily require the use of external libraries.
However, implicit methods call for the solution of nonlinear systems. Linear algebra libraries
such as PETSc [109] provide useful functionality for the implementation of suitable Newton
methods. The open-source library SUNDIALS [138] includes a very efficient implementation of
an adaptive-time-step BDF integration scheme as introduced in Sec. 6.4.4
6.5 Energy minimization and barrier computation
While dynamical micromagnetic simulations are useful to gain insight into the mechanism of fast
magnetization processes like magnetization switching, they are not feasible for investigations in
the MHz regime and below. A typical example for quasi static micromagnetics is the computa-
tion of hysteresis curves. Experimental measurements of hysteresis curves are performed with
field sweeps that are orders of magnitude slowers than the response time of magnetic systems
which is in the GHz regime. Hence, the hysteresis curve can be computed by energy minimiza-
tion instead of dynamical simulation. This is done by increasing the external field stepwise end
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Figure 24: Illustration of the string method for the computation of minimum energy paths
between two magnetization configurations m0 and mn in two dimensions. An initial transi-
tion path is discretized with a finite number of magnetization images and evolved towards the
minimum.
computing the new energy minimum for each step. In order to compute hysteresis properties,
the minimization algorithm is required to converge into the nearest local energetic minimum
starting from a given magnetization configuration. A global minimization would yield unique
magnetization configurations for a given external field and hence be unsuited for hysteresis
computations.
Numerical minimization is usually performed iteratively based on gradient evaluations.
These gradient methods are particularly useful for hysteresis computation since they start from
a given magnetization configuration and converge to local minima. The simplest gradient based
minimization algorithm is the steepest-descent method with a single iteration given by
mi “mi´1 ´ τ δE
δm
(294)
with τ being the step size. In order to account for the micromagnetic unit-sphere constraint
|m| “ 1, the descent direction is usually projected onto the tangent space of the magnetization
δE
δm
Km “ δEδm ´
ˆ
δE
δm
¨m
˙
m “ ´mˆ
ˆ
mˆ δE
δm
˙
. (295)
Inserting into (294) and considering the definition of the effective field (116) yields
mi “mi´1 ´ τµ0Msmi´1 ˆ
“
mi´1 ˆHeffpmi´1q‰ (296)
which is equivalent to an integration step of the LLG-damping-term with an explicit Euler
method. While this method still violates the unit-sphere constraint as shown in Sec. 6.4.1, it
represents a significant improvement compared to the original steepest-descent method (294).
Instead of using an explicit Euler method, any of the integration methods introduced in Sec. 6.4
may be used to progress the steepest descent.
However, time-integration methods are optimized to accurately solve for the complete mag-
netization trajectory, while the only measure of interest for a minimization problem is the
final magnetization configuration. Various tailored approaches for micromagnetic energy mini-
mization including optimized steepest descend methods and variants of the conjugate gradient
method haven been proposed in order to achieve high performance and reduce the risk to miss
local minima [139, 140, 28, 141].
Another class of minimization methods addresses the computation of energy barriers between
two given local minima. Energy barriers are an important measure for the stability of magnetic
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devices. In magnetic storage devices, binary information is usually stored by putting the system
in one of two possible energy minima, e.g. the up or down configuration in an anisotropic
magnetic layer. The energy barrier between those minima defines the characteristic lifetime of
the information by the Ne´el-Arrhenius equation
τN “ τ0 exp
ˆ
E
kBT
˙
(297)
with E being the energy barrier, T being the temperature and τ0 being the attempt time.
A robust yet simple method for the numerical calculation of the energy barrier between two
magnetic states is the string method that yields the minimum energy path between two states
[142]. The string method is an iterative method the evolves an initial magnetization path mpϕq
towards a minimum energy path defined by´
∇Ermpϕqs
¯
K
“ 0 (298)
where ϕ denotes the position on the path and the K subscript denotes magnetization variations
that are orthogonal to the path mpϕq. The magnetization path is discretized by a finite number
of magnetization images
mpϕq Ñmi with i P t0, 1, . . . , nu. (299)
As illustrated in Fig. 24, these images are evolved individually. For a single string-method step,
each magnetization image is relaxed towards an energetic minimum by a certain amount. Using
the projected steepest descent method (296), the updated images are given as
mi,j “mi,j´1 ´ ζmi,j´1 ˆ “mi,j´1 ˆHeffpmi,j´1q‰ (300)
with ζ being the step size of the descent method. Evolving each magnetization image towards
the nearest local minimum would eventually relax every image into either the first minimum
m0 or the second minimum mn. In this case all information about the transition path, and
thus also the barrier information, would be lost. In order to prevent the images to separate on
the transition path, each evolution step (300) is followed by a reparametrization of the path.
The position ϕi of each magnetization image m
i on the transition path is determined by the
pairwise distance norm
ϕ0 “ 0, ϕi “ ϕi´1 ` }mi ´mi´1} with ϕ P t1, 2, . . . , nu. (301)
After determining the position φi, the magnetization imagesm
i are interpolated onto the regular
grid
ϕ1i “ iϕnn (302)
by cubic spline interpolation. Various variants of this method have been proposed in order
to optimize the accuracy and convergence properties. An effective improvement is the use of
an energy weighted norm for the reparametrization in order to increase the image density in
the barrier regime. A popular alternative to the string method is the nudged elastic band
method that introduces a spring force between the images in order to preserve a homogeneous
discretization of the transition path [143].
7 Applications
This section is dedicated to applications of micromagnetic simulations. While the first appli-
cation deals with a classical micromagnetic problem and discusses the performance differences
of finite-difference and finite-element tools, the remaining examples focus on the simulation of
spintronics effects.
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Figure 25: Time evolution of the average magnetization components for the switching process
of a permalloy thin film according to the first part of the µMAG standard problem #4 computed
with a finite-difference solver (FDM) and a finite-element solver (FEM).
7.1 Standard problem #4
A well known dynamical micromagnetic problem is the standard problem #4 [144] that was
developed by the µMAG group with the aim to serve as a benchmark problem for micromagnetic
simulation tools. The problem considers a cuboid shaped magnetic system with dimensions
500 nmˆ 125 nmˆ 3 nm and material parameters similar to permalloy Ms “ 8ˆ 105 A{m, A “
1.3ˆ 10´11 J{m, Ku1 “ 0 and α “ 0.02. The system is prepared in a so-called s-state e.g. by
relaxing the initial magnetization m0 “
`
cosr0.1s, sinr0.1s, 0˘ into an energetic minimum. After
relaxation, an external field with a magnitude of 25 mT is applied directed 170° counterclockwise
from the positive x-axis. This field results in the switching of the magnetization in the thin film.
The dynamics of the switching process should be resolved by numerical integration of the LLG.
An alternative field which is defined in the original problem specification in not considered in
this work.
Figure 25 shows the time evolution of the averaged magnetization components computed
with the finite-difference solver magnum.fd [90] and the finite-element solver magnum.fe [113]
that exhibit good agreement. The finite-difference solver employs the FFT-accelerated demagnetization-
field method presented in Sec. 6.1.1 and an adaptive Runge-Kutta-Fehlberg method of 4/5
order for the time integration, see Sec. 6.4.1. The finite-element method employs the hybrid
FEM/BEM method presented in Sec. 6.2.1 and an adaptive preconditioned BDF scheme for
time integration, see Sec. 6.4.4. For the finite-difference method we choose a discretization of
200ˆ 50ˆ 1 “ 10000 cells and for the finite-element method we use a regular tetrahedral grid
based on a 100 ˆ 24 ˆ 2 cuboid grid which leads to 7878 mesh nodes. Both grids are chosen
considering the exchange length of permalloy in order obtain accurate results.
Due to the different algorithms for demagnetization-field computation and time integration,
the finite-difference solver and the finite-element solver show significantly deviating computa-
tion times for the problem, see Fig. 26. While the finite-element solver spends more than half
of the computation time on the assembly and solution of the preconditioner of the time integra-
tion scheme, the finite-difference solver is completely dominated by the demagnetization-field
computation.
Another interesting comparison of the two methods is illustrated in Fig. 27 where the re-
quired number of LLG right-hand-side evaluations and the total simulation time is compared
for different problem sizes. Starting from the above discretization, we perform mesh refine-
ment on both the finite-difference grid and the finite-element mesh, which leads to an increased
stiffness of the problem. For the implicit time integration scheme used in the finite-element
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Figure 26: Relative time consumption for different parts of the solution process. Comparison
of a finite-difference solver (FDM) with a finite-element solver (FEM).
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Figure 27: Performance comparison of a finite-difference solver (FDM) with a finite-element
solver (FEM). The x-axes denotes the number of cells in the case of FDM and the number of
mesh nodes in the case of FEM. The upper plot shows the number of required right-hand-side
evaluations for the computation of the first 2 ns of the standard problem #4. The lower plot
shows the overall computation time for single core computations on an Intel Core i7 system.
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Figure 28: Time evolution of the averaged magnetization components for the current induced
motion of a magnetic vortex according to the µMAG standard problem #5. The inset shows
the new equilibrium vortex configuration.
code, the number of right-hand-side evaluations remains almost the same for a given integra-
tion accuracy. In contrast, the number of right-hand-side evaluations of the finite-difference
solver increase faster than linear with the number of simulation cells. However, despite the
much larger number of right-hand-side evaluations of the finite-difference method, it still beats
the finite-element method with respect to the overall simulation time. One of the reasons for
the superiority of the finite-difference method for this example, is the thin shape of the prob-
lem domain. While this reduces the demagnetization-field computation to a two-dimensional
convolution in the case of the finite-difference solver, the demagnetization-field algorithm of
the finite-element code is dominated by the boundary-element method that has inferior scaling
properties.
7.2 Standard problem #5
The first and only µMAG standard problem dealing with spintronics effects is the standard
problem #5 [145] which is derived from a work of Najafi et al. [146]. It describes the preces-
sional motion of a magnetic vortex core due to spin-torque. A cuboid magnetic thin film with
dimensions 100 nmˆ 100 nmˆ 10 nm and the material parameters of permalloy, see Sec. 7.1, is
initialized in a magnetic vortex state. The application of a homogeneous charge current leads
to the precessional motion of the vortex core which eventually relaxes in a shifted equilibrium
position. The problem definition suggests the application of the model of Zhang and Li as
introduced in Sec. 5.2 for the calculation of the magnetization dynamics. The current je is
driven through the sample in x-direction. Setting the product of the coupling constant and the
current density bje “ 72.17 m{s and choosing the degree of nonadiabaticity ξ “ 0.05 and the
damping α “ 0.1 yields the damped precessional motion depicted in Fig 28.
As shown in Sec. 5.9.2, the spin-diffusion model is equivalent to the model of Zhang and Li
in the case of a vanishing diffusion constant D0. The equality of the two models can also be
achieved with a finite D0 by considering the limit of vanshing λsf and λJ while preserving the
ratio
λ2J
λ2sf
“ ξ “ 0.05. (303)
In this limit, the terms linear in D0 become neglectable and the resulting torque is the same as
for vanishing D0. In order to investigate the influence of diffusion effects on the magnetization
dynamics we consider a finite diffusion constant of D0 “ 10´3 A{m which is a reasonable choice
for magnetic materials [147]. Furthermore we choose β1 “ 0.8 and β “ 0.9 which yields a current
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Figure 29: Averaged magnetization components for equilibrium vortex configurations accord-
ing to the µMAG standard problem #5 computed with the spin-diffusion model for different
diffusion lengths λsf. (a) Results for ξ “ 0.05. (b) Results for ξ “ 0.5.
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Figure 30: Schematic illustration of a field-stabilized spin-torque oscillator. The pinned layer
acts as spin polarizer and the spin-torque compensates the damping contribution from the
external field.
density of je “ 1.15ˆ 1012 A{m2 according to the required definition of bje. We perform dynamic
simulations for different λsf while always choosing λJ to fulfill (303).
The resulting equilibrium magnetizations are summarized in Fig. 29 (a). While the simula-
tions with small diffusion lengths λsf and λJ show a perfect agreement with the results obtained
from the model of Zhang and Li, there are significant deviations for larger diffusion lengths.
These deviations are most significant in the x-shift of the vortex core which is characterized
by the y-component of the averaged magnetization. The same comparison for a different de-
gree of nonadiabacity ξ “ 0.5 yields significant deviations in the y-shift of the vortex core, see
Fig. 29 (b). These simulations demonstrate that the model of Zhang and Li is not accurate in
the presence of spin diffusion. While the simplifications of the Zhang-Li model make it very
attractive for computational micromagnetics, the results obtained from this model have to be
evaluated with care. Simulation results for materials with large diffusion lengths might be use-
ful for qualitative investigations. However, for an accurate description, the solution of the full
diffusion model should be considered.
7.3 Spin-torque oscillator
Another spin-torque driven device with various potential applications is the spin-torque oscilla-
tor (STO) [48, 49]. A simple STO consists of two magnetic layers separated by a nonmagnetic
layer. One of the magnetic layers is designed to be very hard magnetic in order to act as stable
spin polarizing layer. The other magnetic layer, referred to as free layer, is soft magnetic and
usually stabilized by an external field. By applying a current perpendicular to the layer system,
the free layer is subject to spin torque which drives its magnetization out of the external-field
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Figure 31: Oscillation frequency and tilting angle of the free-layer magnetization for varying
pinned-layer thicknesses.
direction. By suitable choice of current strength, the free-layer magnetization performs a pre-
cessional motion due to the external field while the damping contribution of the external field
is exactly compensated by the spin torque, see Fig. 30. Numerous variants of STOs have been
proposed and simulated with the spin-torque model of Slonczewski [148, 149, 150, 54]. The
model of Slonczewski is in principle perfectly suited for the simulation of STOs. However, the
input parameters to this model are the angular dependencies ηdamp and ηfield that cannot be
trivially derived from the geometry and material parameters of the system.
The spin-diffusion model renders very useful for the investigation of geometry dependent
properties of such devices. We simulate a cylindrical system with a radius of R “ 30 nm, a free-
layer thickness of dfree “ 3 nm and a spacer-layer thickness of dspacer “ 1.5 nm. The material
parameters of the magnetic layers are chosen as α “ 0.1, A “ 2.8ˆ 10´11 J{m, D0 “ 10´3 A{m,
β “ 0.8, β1 “ 0.9, λsf “ 10 nm, λJ “ 2.24 nm. For the free layer we further choose µ0Ms “ 1 T
and Ku1 “ 0 and for the spin-polarizing layer we chose µ0Ms “ 1.24 T and Ku1 “ 106 J{m3
with a perpendicular anisotropy axis. The nonmagnetic spacer layer is simulated with material
parameters D0 “ 5ˆ 10´3 A{m and λsf “ 10 nm. We set the external field µ0H “ 0.6 T in z-
direction and a current density je “ 4ˆ 1011 A{m2 in negative z-direction as shown in Fig. 30.
This system is simulated with varying polarization-layer thicknesses with the spin-diffusion
model with prescribed current density. The resulting oscillation frequencies and tilting angles
are shown in Fig. 31. The qualitative dependence of the frequency and tilting angle from the
thickness of the polarizing layer does not come as a surprise, since a thicker polarizing layer will
obviously lead to higher spin polarization of the electrons in the free layer. However, the spin-
diffusion model does not only account for geometry changes, but also for the changes of material
parameters in distinct layers. In this respect it outperforms the simple model of Slonczewski
that, on the other hand, has a much lower computational complexity which makes it a fast
alternative to the spin-diffusion model for many problem settings.
7.4 Spin-orbit torque MRAM
In a final numerical experiment, we demonstrate the capabilities of the self-consistent spin-
diffusion model with spin-orbit interactions. We aim to simulate the write and read process
of a perpendicular spin-orbit torque magnetoresistive random-access memory (SOT MRAM)
[151, 152]. Consider a circular magnetic multilayer with a radius of R “ 10 nm consisting
of 4 layers with thicknesses 1 nm, 0.5 nm, 1 nm and 4 nm from bottom to top, see Fig. 32.
From these 4 layers, only the bottom layer (free layer) and the third layer from below (pinned
layer) are magnetic while all layers are conducting. The circular stack is centered on top of a
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Figure 32: Geometry and domains of a model system consisting of a magnetic multilayer
structure on top of a heavy-metal strip.
rectangular conducting underlayer with dimensions 50 nmˆ 50 nmˆ 10 nm and the complete
structure is meshed with prescribed mesh size of 2 nm. We define the two faces of the underlayer
lying in the yz-plane as contact 1 and contact 2 respectively and the top interface of the
circular stack as contact 3. Material parameters in the conducting underlayer are chosen as
D0 “ 10´3 m2{s, C0 “ 6ˆ 106 A{Vm, τsf “ 2ˆ 10´15 s, θ “ 0.3 which is typical for heavy
metals such as Ta that give rise to the spin Hall effect. For the magnetic free layer we choose
material parameters typical for perpendicular MRAM, namely Ms “ 0.796ˆ 106 A{m, α “
0.02, A “ 16ˆ 10´12 J{m, Ku1 “ 0.4ˆ 106 J{m3, D0 “ 10´3 m2{s, C0 “ 106 A{Vm, β “ 0.9,
β1 “ 0.8, τsf “ 5ˆ 10´14 s, J “ 2.1ˆ 10´17 J, and θ “ 0 with the anisotropy axis pointing in
z-direction. For the pinned layer, we choose the same parameters, but with a higher anisotropy
Ku1 “ 106 J{m3. The nonmagnetic spacer and cap layers are simulated with parameters similar
to Ag D0 “ 5ˆ 10´3 m2{s, C0 “ 6ˆ 106 A{Vm, τsf “ 1.225ˆ 10´13 s, and θ “ 0.0.
For the simulation of the write process, the magnetic layers are initialized in positive z-
direction. By applying an in-plane electric current in the underlayer, the spin Hall effect gives
rise to a spin current in the z-direction. This leads to spin-accumulation in the multilayer stack
and thus to spin torque. The torque on the free layer is expected to be much larger than on the
pinned layer due its direct neighborhood with the underlayer. Moreover the pinned layer has a
much higher Ku1 than the free layer. Hence the free layer is expected to switch easily while the
pinned layer is expected to preserve its magnetization configuration even at high currents.
In a first numerical experiment, we determine the current dependent effective-field contribu-
tions, namely the spin accumulation s and the Oersted field Hc, for the initial magnetization
configuration. We prescribe a constant electric potential at contact 1 (u “ 0) and a constant
current outflow at contact 2 (je “ 1012 A{m2). All remaining interfaces are treated with homo-
geneous Neumann conditions (Bje{Bn “ 0). The resulting fields are plotted in Fig. 33. Both
the spin accumulation and the Oersted field exhibit a curl-like structure but with opposite sign.
In contrast to the Oersted field, the spin accumulation is much smaller in the stack compared
to the underlayer, This is due to the interplay of the spin accumulation with the magnetization
in the magnetic stack layers.
In the next experiment we perform time integration in order to resolve the switching of the
free layer. In order to enable the spin-orbit torque driven switching we apply an additional
external field Hzee “ p´31830, 0, 0qA{m. Since an electric current in x-direction generates a
spin current with polarization y in the z-direction, this additional field is required for the per-
pendicular switching of the magnetization [152]. Otherwise the spin torque would draw the
magnetization towards the xy-plane and the magnetization would return to its initial configu-
ration once the current is turned off.
In a first step, we perform time integration of the LLG (117) including the external field
Hzee, the exchange field Hex, the demagnetization field Hdem, and the anisotropy field Hani
starting from the initial configuration in order to find an energetic minimum for the system
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Figure 33: Effective-field contributions computed for an electric current in x-direction and
both free-layer and pinned-layer magnetization pointing in z-direction (a) spin accumulation
(b) Oersted field
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Figure 34: Time evolution of the averaged magnetization component xmzy in the free layer
and the pinned layer during switching due to spin-orbit torque generated by a current pulse in
in the heavy-metal layer.
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Figure 35: Potential difference between contact 3 and contact 1/2 for various tilting angles of
the free-layer and the pinned-layer magnetization at constant current.
without electric current. After relaxation, we apply a constant current pulse of 1012 A{m2 for
the first 0.5 ns that linearly decays to 0 within another 0.5 ns. This pulse is applied in the
same fashion as for the field computations, i.e. u “ 0 at contact 1 and je set as Neumann
boundary condition on contact 2. In addition to the effective-field contributions considered for
the relaxation process, the spin torque due the spin accumulation as well as the Oersted field
are included in the simulation. The resulting magnetization dynamics are shown in Fig. 34.
While the pinned-layer magnetization remains completely fixed in z-direction, the free-layer
magnetization performs a fast switch during the current pulse and then relaxes into the ´z-
direction.
As a final experiment, we simulate the read process of the SOT MRAM. In order to read
the magnetization of the free layer, the magnetization dependent resistance of the magnetic
multilayer is exploited. When applying a current through the multilayer stack, the resistance of
the structure changes either due to giant magnetoresistance (GMR) in the case of a conducting
spacer or due to the tunnel magnetoresistance (TMR) in the case of of an insulating spacer. In
both cases, the multilayer is expected to have a lower resistance in case of parallel alignment of
the free layer and the pinned layer and a high resistance in case of antiparallel alignment.
For the readout we apply constant potential boundary conditions u “ 0 at both contact
1 and contact 2 and set a constant current outflow je “ 10 A{m2 at contact 3. The pinned-
layer magnetization is homogeneously set in z-direction while the the free-layer magnetization is
homogeneously set tomfree “ p0, sin θ, cos θq. The coupled system for the spin accumulation and
the electric potential is solved for various angles and the potential difference between contact 3
and contact 1/2 is evaluated. Fig. 35 shows the simulation results. As expected, the potential,
and thus the resistance, of the stack is higher for antiparallel configurations. The difference of the
resistance for parallel Rp and antiparallel Ra configurations is significant pRa´Rpq{Ra « 23%.
This proves that the presented model includes all crucial physical effects for the self-consistent
simulation of both the write process and the read process of an SOT MRAM device.
8 Conclusion
By bridging the gap between experiment and simple analytical models, computational micro-
magnetics has proven to be an invaluable tool for the development of magnetic devices. With the
rise of spintronics, many extensions to the classical micromagnetic model have been proposed in
order to account for the bidirectional coupling of spin-polarized currents and the magnetization
configuration. Among the existing models, the spin-diffusion model by Zhang, Levy and Fert is
one of the most complete approaches. However, besides other shortcomings, the spin-diffusion
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model is only valid for diffusive transport which renders this model useless for the accurate
description of tunnel barriers. Since the spin-transport through tunnel barriers is dominated
by quantummechnical effects, existing models mostly rely on ab initio techniques. The efficient
integration of such methods with the micromagnetic model is a challenging yet important task
for future research.
The micromagnetic spintronics models introduced in this work already cover a lot of ap-
plications. However, detailed knowledge of the applied model and its limitations is crucial for
the successful application of micromagnetic simulations. While a complex model might be re-
quired in order to understand certain details of magnetization dynamics, for other applications
a simpler model might provide sufficient detail and allow to quickly perform a large number
of simulations. Moreover, the choice of discretization method has a significant impact on the
accuracy and computation time and should be chosen carefully depending on the problem at
hand.
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