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TUKIA’S ISOMORPHISM THEOREM IN CAT(−1) SPACES
TUSHAR DAS, DAVID SIMMONS, ANDMARIUSZ URBAN´SKI
ABSTRACT. We prove a generalization of Tukia’s (’85) isomorphism theorem, which states that any isomor-
phism between two geometrically finite groups extends equivariantly to a quasisymmetric homeomorphism
between their limit sets. Tukia worked in the setting of real hyperbolic spaces of finite dimension, and his theo-
rem cannot be generalized as stated to the setting of CAT(−1) spaces. We exhibit examples of type-preserving
isomorphisms of geometrically finite subgroups of finite-dimensional rank one symmetric spaces of noncom-
pact type (ROSSONCTs) whose boundary extensions are not quasisymmetric. A sufficient condition for a type-
preserving isomorphism to extend to a quasisymmetric equivariant homeomorphism between limit sets is that
one of the groups in question is a lattice, and that the underlying base fields are the same, or if they are not the
same then the base field of the space on which the lattice acts has the larger dimension. This in turn leads to a
generalization of a rigidity theorem of Xie (’08) to the setting of finite-dimensional ROSSONCTs.
1. INTRODUCTION
Tukia’s isomorphism theorem [29, Theorem 3.3] states that any type-preserving isomorphism Φ be-
tween two geometrically finite subgroups of Isom(Hd) (not necessarily the same d for both groups) ex-
tends to a quasisymmetric equivariant homeomorphism between their limit sets. In this note we prove a
generalization of this theorem to the setting of CAT(-1) spaces, paying particular attention to the case of
rank one symmetric spaces of noncompact type (ROSSONCTs). However, our theorem cannot be stated
as the naive (word-for-word) generalization of Tukia’s theorem, since such a generalization is false (cf. Ex-
ample 4.8 and Remark 4.9). Instead, we establish sufficient conditions on a type-preserving isomorphism
Φ between two geometrically finite subgroups of Isom(X), where X is a CAT(-1) space, in order for the
conclusion of Tukia’s theorem to hold.
Convention 1. The symbols ., &, and ≍ will denote asymptotics; a subscript of + indicates that the
asymptotic is additive, and a subscript of × indicates that it is multiplicative. For example, A .×,K B
means that there exists a constant C > 0 (the implied constant), depending only on K , such that A ≤ CB.
Moreover, A .+,× B means that there exist constants C1, C2 > 0 so that A ≤ C1B + C2.
Convention 2. The symbol ⊳ will be used to indicate the end of a nested proof.
Convention 3. Given a distinguished point o ∈ X , we write
‖x‖ = d(o, x) and ‖g‖ = ‖g(o)‖.
Convention 4. We denote the maximum of two numbers A,B by A ∨B.
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1.1. Geometrically finite groups. It was known for a long time that every finitely generated Fuchsian
group has a finite-sided convex fundamental domain (e.g. [20, Theorem 4.6.1]). This result does not gen-
eralize beyond two dimensions (e.g. [4, 19]), but subgroups of Isom(H3) with finite-sided fundamental
domains came to be known as geometrically finite groups. Several equivalent definitions of geometrical
finiteness in the three-dimensional setting became known, for example Beardon and Maskit’s condition
that the limit set is the union of the radial limit set Λr with the set Λbp of bounded parabolic points [2], but
the situation in higher dimensions was somewhat murky until Bowditch [6] wrote a paper that described
which equivalences remain true in higher dimensions, and which do not. The condition of a finite-sided
convex fundamental domain is no longer equivalent to any other conditions in higher dimensions (e.g.
[1]), so a higher-dimensional Kleinian group is said to be geometrically finite if it satisfies any of Bowditch’s
five equivalent conditions (GF1)-(GF5). Four of Bowditch’s equivalent conditions make sense in the more
general setting of pinched Hadamardmanifolds [7], but when the generality is extended further to CAT(-
1) spaces, only conditions (GF1) and (GF2) remain equivalent (cf. [14, Remark 12.4.6]). Groups acting on
proper CAT(-1) spaces and satisfying equivalent conditions (GF1) and (GF2) were first called geometri-
cally finite by Roblin [26, §1F]; the authors of the current paper removed the properness assumption in
[14, §12], where we gave the following definition:
Definition 1.1 ([14, Definition 12.4.1]; cf. [26, Proposition 1.10(iii)]). Let X be a CAT(-1) space. A group
G ≤ Isom(X) is said to be strongly discrete if for all ρ > 0,
#{g ∈ G : ‖g‖ ≤ ρ} <∞.
A strongly discrete group G is said to be geometrically finite if there exists a disjoint G-invariant collection
of horoballs H and a basepoint o /∈ ⋃H such that
(I) for every ρ > 0, the set
Hρ := {H ∈ H : d(o,H) ≤ ρ}
is finite, and
(II) there exists σ > 0 such that
Co ⊆ G(B(o, σ)) ∪
⋃
H ,
where Co denotes the quasiconvex core of G (with respect to the basepoint o ∈ X); cf. Definition
2.8.
Remark. The notion of geometrical finiteness is closely linked with the notion of relative hyperbolicity,
a concept introduced by Gromov in [16] and subsequently studied intensively by the geometric group
theory community; for recent advances see [8, 22, 32]. To be precise, if G is a geometrically finite group
whose maximal parabolic subgroups are finitely generated,1 then G is hyperbolic relative to the collection
{Stab(G; p) : p ∈ Λbp(G)}, where Λbp(G) denotes the set of bounded parabolic points of G and Stab(G; p)
denotes the stabilizer of p in G (cf. Lemma A.1).
1.2. Main results. We now introduce the terminology necessary to state our main theorem.
Definition 1.2. An isomorphism between two groups acting on CAT(-1) spaces is type-preserving if the
image of a loxodromic (resp. parabolic, elliptic) isometry is loxodromic (resp. parabolic, elliptic). (For the
definitions of loxodromic, parabolic, and elliptic isometries, see Definition 2.6 below.)
Definition 1.3. Let (Z,D) and (Z˜, D˜) be metric spaces. A homeomorphism φ : Z → Z˜ is said to be
quasisymmetric if there exists an increasing homeomorphism f : (0,∞)→ (0,∞) such that
D˜(φ(z), φ(y))
D˜(φ(z), φ(x))
≤ f
(
D(z, y)
D(z, x)
)
∀x, y, z ∈ Z.
1It is possible that the arguments of [22] might be able to remove the hypothesis that the maximal parabolic subgroups are finitely
generated. In any case, this hypothesis is satisfied when the space in question is a finite-dimensional ROSSONCT, which is our main
example in this paper.
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Theorem 1.4 (Generalization of Tukia’s isomorphism theorem). Let X , X˜ be CAT(-1) spaces,2 let G ≤
Isom(X) and G˜ ≤ Isom(X˜) be two geometrically finite groups, and let Φ : G → G˜ be a type-preserving iso-
morphism. Let P be a complete set of inequivalent parabolic points for G.
(i) If for every p ∈ P we have
(1.1) ‖Φ(h)‖ ≍+,×,p ‖h‖ ∀h ∈ Gp,
then there is an equivariant homeomorphism between Λ := Λ(G) and Λ˜ := Λ(G˜).
(ii) If for every p ∈ P there exists αp > 0 such that
(1.2) ‖Φ(h)‖ ≍+,p αp‖h‖ ∀h ∈ Gp,
then the homeomorphism of (i) is quasisymmetric.
Remark. It was pointed out to us by the referee that if the maximal parabolic subgroups ofG are assumed
to be finitely generated, then part (i) can be proven using results of Yaman [32], in a way that does not re-
quire the use of assumption (1.1). (For details see Theorem A.4.) Since these arguments are quite different
from ours, this means that there are two independent proofs of Theorem 1.4(i) in this case.
In any case, the quasisymmetry result of Theorem 1.4(ii) appears to be new. It is this result which
properly generalizes Tukia’s isomorphism theorem, which is also a quasisymmetry result. Moreover,
having a quasisymmetry rather than just a homeomorphism is important for certain applications, e.g.
when proving rigidity theorems; cf. the remarks preceding Example 4.8.
Tukia’s isomorphism theorem [29, Theorem 3.3] corresponds to the case of Theorem 1.4 where X and
X˜ are finite-dimensional real ROSSONCTs. Note that in this case, the hypothesis (1.2) always holds with
αp = 1 (Corollary 4.6; see also [25, Theorem 5.4.3]). This is why Tukia’s original theorem does not need to
mention the condition (1.2).
It is natural to ask in what circumstances the assumptions (1.1) and/or (1.2) hold. In the case of finite-
dimensional nonreal ROSSONCTs, this question is partially answered by the following theorem:
Theorem 1.5. LetX and X˜ be finite-dimensional ROSSONCTs, let G ≤ Isom(X) and G˜ ≤ Isom(X˜) be geomet-
rically finite groups, and let Φ : G → G˜ be a type-preserving isomorphism. Then (1.1) holds. Moreover, suppose
that
(I) G is a lattice, and
(II) if F and F˜ are the underlying base fields of X and X˜ , respectively, then dimR(F) ≥ dimR(F˜).
Then (1.2) holds.
If the assumptions (I)-(II) are omitted, it is easy to construct examples of groups G, G˜ satisfying the
hypotheses of Theorem 1.4(i) but for which the equivariant homeomorphism is not quasisymmetric (Ex-
ample 4.8 and Remark 4.9). This shows that the assumption (1.2) cannot be omitted from part (ii) of
Theorem 1.4.
Remark. As remarked earlier, for groups whose maximal parabolic subgroups are finitely generated, the
assumption (1.1) can in fact be omitted from part (i) of Theorem 1.4 via a result of Yaman. However, the
first part of Theorem 1.5 is still significant in that it implies that Theorem 1.4 is sufficient to deduce the
existence of equivariant boundary extensions for groups acting on finite-dimensional ROSSONCTS, and
Yaman’s theorem is not needed.
Using Theorems 1.4 and 1.5, we generalize a rigidity theorem of Xie [31, Theorem 3.1] to the setting of
finite-dimensional ROSSONCTs:
Theorem 1.6. LetX , X˜ be finite-dimensional ROSSONCTs whose base fields F and F˜ satisfy dimR(F) ≥ dimR(F˜),
with X 6= H2
R
. Let G ≤ Isom(X) be a noncompact lattice, and let G˜ ≤ Isom(X˜) be a geometrically finite group,
both torsion-free. Let Φ : G → G˜ be a type-preserving isomorphism. Then dimH(Λ(G˜)) ≥ dimH(Λ(G)) =
2Or more generally, regularly geodesic strongly hyperbolic metric spaces; cf. [14, Definitions 3.3.6 and 4.4.5].
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dimH(∂X), where dimH denotes Hausdorff dimension. Furthermore, equality holds if and only if G˜ stabilizes an
isometric copy of X in X˜ .
Remark 1.7. The case of Theorem 1.6 that occurs when F is the quaternions and F˜ ∈ {R,C} is in fact
vacuously true, as pointed out to us by Pierre Py. Indeed, in this case G must have property (T) [3,
Theorems 1.5.3 and 1.7.1] while G˜ must have the Haagerup property [11, Theorem 4.2.15], and thus they
cannot be isomorphic.
We end this introduction by stating an open problem:
Problem 1.8. Is Theorem 1.6 true if we drop the assumption dimR(F) ≥ dimR(F˜)?
Outline. In Section 2, we provide some background on ROSSONCTs, CAT(-1) spaces, and their ge-
ometry. In Section 3, we prove Theorem 1.4, and in Section 4 we prove Theorems 1.5 and 1.6. In the
Appendix, we give the proofs of some assertions suggested by the referee, relating relative hyperbolicity
with geometrical finiteness.
2. BACKGROUND
2.1. ROSSONCTs. A canonical class of negatively curved manifolds is the rank one symmetric spaces
of noncompact type (ROSSONCTs), which come in four flavors, corresponding to the classical division
algebras R, C, Q (quaternions), and O (octonions).3 The first three division algebras have corresponding
ROSSONCTs of arbitrary dimension, but there is only one ROSSONCT corresponding to the octonions;
it occurs in dimension two (which corresponds to real dimension 16). The ROSSONCTs corresponding
to R have constant negative curvature, however those corresponding to the other division algebras have
variable negative curvature [24, Lemmas 2.3, 2.7, 2.11] (see also [17, Corollary of Proposition 4]). Some
references for the theory of ROSSONCTs are [9, 10, 21], and we use the same notation as [14, §2].
Remark 2.1. In the remainder of the text we use the term “ROSSONCT” to refer to all ROSSONCTs except
the the octonion ROSSONCT H2
O
, known as the Cayley hyperbolic plane,4 in order to avoid dealing with the
complicated algebra of the octonion ROSSONCT.5 However, it may be of interest to investigate whether
our results generalize to include the Cayley hyperbolic plane (possibly after modifying the statements
slightly). We leave this task to an algebraist.
Fix F ∈ {R,C,Q} and d ∈ N. Let us construct a ROSSONCT of type F in dimension d. In what follows
we think of Fd+1 as a right F-module (i.e. scalars always act on the right).6 Consider the skew-symmetric
sesquilinear form BQ : F
d+1 × Fd+1 → F defined by
BQ(x,y) := −x0y0 +
d∑
i=1
xiyi
and its associated quadratic form
(2.1) Q(x) := BQ(x,x) = −|x0|2 +
d∑
i=1
|xi|2.
Let P(Fd+1) denote the projectivization of Fd+1, i.e. the quotient of Fd+1\{0} under the equivalence relation
x ∼ xa (x ∈ Fd+1 \ {0}, a ∈ F \ {0}). Let
H = HdF := {[x] ∈ P(Fd+1) : Q(x) < 0},
3We denote the quaternions by Q in order to avoid confusion with the ROSSONCT itself, which we will denote by H. Q should not
be confused with the set of rational numbers.
4Not to be confused with the Cayley plane, a different mathematical object.
5The complications come from the fact that the octonions are not associative, thus making it somewhat unclear what it means to say
that O3 is a vector space “over” the octonions, since in general (xa)b 6= x(ab).
6The advantage of this convention is that it allows matrices to act on the left.
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and consider the map dH : H× H → [0,∞) defined by the equation
(2.2) coshdH([x], [y]) =
|BQ(x,y)|√
|Q(x)| · |Q(y)| , [x], [y] ∈ H.
The map dH defines a metric on H that is compatible with the natural topology (as a subspace of the
quotient space P(Fd+1)). Moreover, for any two distinct points [x], [y] ∈ H there exists a unique isometric
embedding γ : R → H such that γ(0) = [x] and γ ◦ dH([x], [y]) = [y].
Definition 2.2. A rank one symmetric space of noncompact type (ROSSONCT) of dimension d is a pair
(Hd
F
, dH), where F ∈ {R,C,Q} and d ∈ N.
This definition can be extended to infinite dimensions; cf. [14, Definition 2.2.6].
Remark 2.3. Technically, the above definition should really be a theorem (modulo the Cayley hyperbolic
plane, cf. Remark 2.1), since symmetric spaces are a certain type of Riemannian manifolds, with rank and
type being properties of those manifolds; the classification of rank one symmetric spaces of noncompact
type then follows from the classification of symmetric spaces generally (e.g. [18, p.518]).7 However, we
prefer to define ROSSONCTs without dealing with the algebra behind symmetric spaces in general.
2.2. Negatively curved metric spaces. A good reference for the theory of “negative curvature” in general
metric spaces is [9]. We assume that that the reader is aware of the definition of a CAT(-1) spaces, viz.
these are geodesic metric spaces whose triangles are “thinner” than the corresponding triangles in two-
dimensional real hyperbolic space H2, see [9, p.158] for details. It follows from their definition that CAT(-
1) spaces are uniquely geodesic; we denote the unique geodesic segment connecting two points x, y by
[x, y]. Any Riemannian manifold with sectional curvature bounded above by −1 is a CAT(-1) space. Since
ROSSONCTs are Riemannian manifolds with sectional curvature bounded between −4 and −1, every
ROSSONCT is a CAT(-1) space.
The next level of generality considers Gromov hyperbolic metric spaces. These are spaces that are
“approximately R-trees”. A good reference for the basics of the theory is [30].
Definition 2.4. Ametric spaceX is called hyperbolic (orGromov hyperbolic) if for every four points x, y, z, w ∈
X we have
(2.3) 〈x|z〉w &+ min(〈x|y〉w , 〈y|z〉w),
where the expression
(2.4) 〈b|c〉a := 1
2
[d(a, b) + d(a, c)− d(b, c)]
is called the Gromov product of b and cwith respect to a. We refer to (2.3) as Gromov’s inequality.
The Gromov boundary of X , denoted ∂X , is the set of Gromov sequences modulo equivalence, see
[14, Definition 3.4.1] for details. The Gromov closure or bordification of X is the disjoint union bordX :=
X ∪ ∂X . The Gromov product can be extended in a near-continuous way to bordX , see [14, Definition
3.4.9, Lemma 3.4.22]. For each z ∈ bordX , let Bz denote the Busemann function
(2.5) Bz(x, y) := 〈y|z〉x − 〈x|z〉y .
Note that for z ∈ X , this formula reduces to Bz(x, y) = d(z, x)− d(z, y).
If X is a CAT(-1) space, then unique geodesicity extends to the bordification in the sense that for all
x, y ∈ bordX such that x 6= y, there exists a unique geodesic segment connecting xwith y [14, Proposition
4.4.4]. Again, we denote this geodesic segment by [x, y].
If X is a geodesic metric space, then the condition of hyperbolicity can be reformulated in several
different ways, including the thin triangles condition.
7In the notation of [18], the spaces Hp
R
, Hp
C
, Hp
Q
, and H2
O
are written as SO(p, 1)/SO(p), SU(p, 1)/ SU(p), Sp(p, 1)/ Sp(p), and
(f4(−20) , so(9)), respectively.
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Proposition 2.5 ([9, §III.H.1]). Assume thatX is a geodesic hyperbolic metric space. Let [x, y] denote the geodesic
segment connecting two points x, y ∈ X .
(i) For all x, y, z ∈ X ,
d(z, [x, y]) ≍+ 〈x|y〉z .
(ii) (Rips’ thin triangles condition) For all x, y1, y2 ∈ X and z ∈ [y1, y2], we have
2
min
i=1
d(z, [x, yi]) ≍+ 0.
In fact, the thin triangles condition is equivalent to hyperbolicity; see e.g. [9, Proposition III.H.1.22].
Convention 5. In the remainder of this text, X denotes a CAT(-1) space, and o ∈ X denotes a distin-
guished point.
In particular, X is a geodesic Gromov hyperbolic metric space. However, X is not necessarily proper.
We keep in mind the special case whereX is a ROSSONCT (finite- or infinite-dimensional).
We now recall various definitions and theorems from [14].
2.3. Classification of isometries. For g ∈ Isom(X), let Fix(g) := {x ∈ bordX : g(x) = x}. Given
ξ ∈ Fix(g) ∩ ∂X , ξ is a neutral or indifferent fixed point if g′(ξ) = 1, an attracting fixed point if g′(ξ) < 1,
and a repelling fixed point if g′(ξ) > 1. Here, g′(ξ) denotes the metric derivative of g at ξ (see [14, §4.2.2]).
Definition 2.6. An isometry g ∈ Isom(X) is called
• elliptic if the orbit {gn(o) : n ∈ N} is bounded,
• parabolic if it is not elliptic and has a unique fixed point, which is neutral, and
• loxodromic if it has exactly two fixed points, one of which is attracting and the other of which is
repelling.
The categories of elliptic, parabolic, and loxodromic are clearly mutually exclusive. Conversely, any
isometry is either elliptic, parabolic, or loxodromic (e.g. [14, Theorem 6.1.4]).
2.4. The limit set. An important invariant of a group G ≤ Isom(X) is its limit set Λ ⊆ ∂X , defined as the
intersection of the closure ofG(o)with ∂X . The limit set Λ is both closed andG-invariant, and conversely
Proposition 2.7 ([12, The´ore`me 5.1] or [14, Theorem 7.4.1]). Fix G ≤ Isom(X). Then any closed G-invariant
subset of ∂X containing at least two points contains Λ.
2.5. The quasiconvex core.
Definition 2.8. The quasiconvex hull of a set S ⊆ bordX is the set Given S ⊆ bordX , let
Hull1(S) :=
⋃
x,y∈S
[x, y].
The quasiconvex core of a group G ≤ Isom(X) is the set
Co := X ∩ Hull1(G(o)).
Although the quasiconvex core depends on the distinguished point o, for any x, y ∈ X the Hausdorff
distance between the sets Cx and Cy is finite [14, Proposition 7.5.9].
Remark 2.9. The quasiconvex hull of a set S ⊆ bordX is in general smaller than the convex hull, which is
by definition the smallest convex subset of bordX that contains S. However, for a general CAT(-1) space
the operation of taking the convex hull may be quite badly behaved; cf. [14, Remark 7.5.6] for a more
detailed discussion with references.
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2.6. Horoballs.
Definition 2.10. A horoball is a set of the form
Hξ,t = {x ∈ X : Bξ(o, x) > t},
where ξ ∈ ∂X and t ∈ R. The point ξ is called the center of a horoballHξ,t, andwill be denoted center(Hξ,t).
Note that for any horoball H , we have
H ∩ ∂X = {center(H)}.
2.7. Parabolic fixed points.
Definition 2.11. A group G ≤ Isom(X) is parabolic if G(o) is an unbounded set and G has a global fixed
point ξ ∈ Fix(G) such that
g′(ξ) = 1 ∀g ∈ G,
i.e. ξ is neutral with respect to every element of G.
Definition 2.12. Let G ≤ Isom(X). A point ξ ∈ ∂X is a parabolic fixed point of G if the semigroup
Gξ := Stab(G; ξ) = {g ∈ G : g(ξ) = ξ}
is a parabolic group. If in addition there exists a set S ⊆ X whose closure does not contain ξ such that
G(o) ⊆ Gξ(S),
then ξ is called a bounded parabolic point. We denote the set of bounded parabolic poitns by Λbp(G).
Lemma 2.13 ([14, Lemma 12.3.6]). Let ξ be a bounded parabolic limit point of G, and letH be a horoball centered
at ξ satisfying G(o) ∩H = . Then there exists ρ > 0 such that
(2.6) Co ∩ ∂H ⊆ Gξ(B(o, ρ)).
2.8. Quasi-isometric embeddings of G intoX .
Definition 2.14. LetX,Y be metric spaces. A map f : X → Y is called a quasi-isometric embedding if for all
x1, x2 ∈ X ,
dY (f(x1), f(x2)) ≍+,× dX(x1, x2).
A set S ⊆ Y is cobounded if there exists ρ > 0 such that for all y1 ∈ Y , there exists y2 ∈ S such that
dY (y1, y2) ≤ ρ. A quasi-isometric embedding whose image is cobounded is called a quasi-isometry.
If G ≤ Isom(X) is a geometrically finite group without parabolic points, then by the Milnor–Schwarz
lemma [9, Proposition I.8.19], G is finitely generated, and for any Cayley graph of G, the orbit map
g 7→ g(o) is a quasi-isometric embedding. If G is geometrically finite with parabolic points, then in gen-
eral neither of these things is true.8 Nevertheless, by considering a certain weighted Cayley metric with
infinitely many generators, we can recover the rough metric structure of the orbit G(o).
Definition 2.15. Let Γ be a group, let E0 ⊆ Γ be a generating set, and let ℓ0 : E0 → (0,∞). Assume that
for all g ∈ E0, we have g−1 ∈ E0 and ℓ0(g−1) = ℓ0(g). Then the weighted Cayley metric on Γ corresponding
to the generating set E0 and the weight function ℓ0 is the metric dΓ given by the formula
dΓ(g1, g2) := inf
(hi)
n
1∈E
n
0
g1=g2h1···hn
n∑
i=1
ℓ0(hi).
8For examples of infinitely generated strongly discrete parabolic groups, see [14, Examples 11.2.18 and 11.2.20]; these examples can
be extended to nonelementary examples by taking a Schottky product with a lineal group. [14, Theorem 11.2.6] guarantees that the
orbit map of a parabolic group is never a quasi-isometric embedding.
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Let G ≤ Isom(X) be a geometrically finite group. In what follows, we describe a generating set and a
weight function whose weighted Cayley metric recovers the rough metric structure of G(o). Let P be a
complete set of inequivalent parabolic points of G, and consider the set
E :=
⋃
p∈P
Gp,
and for each h ∈ G let
(2.7) ℓ0(h) := 1 ∨ ‖h‖.
When G is endowed with its weighted Cayley metric corresponding to the generating set E ∪ F (where
F is a sufficiently large finite set) and the weight function ℓ0, then the orbit map will be a quasi-isometric
embedding:
Theorem 2.16 ([14, Theorem 12.4.14]). If G ≤ Isom(X) is geometrically finite (cf. Definition 1.1), then
(i) There exists a finite set F such that G is generated by E ∪ F .
(ii) The orbit map g 7→ g(o) is a quasi-isometric embedding with respect to the weighted Cayley metric corre-
sponding to the generating set E ∪ F and the weight function (2.7).
3. PROOF OF THEOREM 1.4
In this section, the notation and assumptions will be as in Theorem 1.4.
It follows e.g from [14, Theorem 6.2.3] that a subgroup of G is parabolic if and only if it is infinite and
consists only of parabolic and elliptic elements. Since Φ is type-preserving, it follows that Φ preserves
the class of parabolic subgroups, and also the class of maximal parabolic subgroups. But all maximal
parabolic subgroups of G are of the form Gξ , where ξ is a parabolic fixed point of G. It follows that there
is a bijection φ : Λbp(G) → Λbp(G˜) such that Φ(Gξ) = G˜φ(ξ) for all ξ ∈ Λbp(G). The equivariance of φ
implies that P˜ := φ(P ) is a complete set of inequivalent parabolic points for G˜.
Let dG and dG˜ denote the weighted Cayley metrics on G and G˜, respectively, with respect to the gener-
ating set and weight function of Theorem 2.16.
Lemma 3.1. dG ≍× dG˜ ◦ Φ.
Proof. LetE and F be as in Theorem 2.16, and let E˜ and F˜ be the corresponding sets for G˜. Since P˜ = φ(P ),
we have E˜ = Φ(E). On the other hand, for all h ∈ E, we have ℓ0(h) ≍× ℓ0(Φ(h)) by (1.1). Thus, edges in
the weighted Cayley graph of G have roughly (multiplicatively asymptotically) the same weight as their
corresponding edges in the weighted Cayley graph of G˜. (The sets F and F˜ are both finite, and so their
edges are essentially irrelevant.) The lemma follows. 
Thus, the map Φ(g(o)) := Φ(g)(o) is a quasi-isometry between G(o) and G˜(o). At this point, we would
like to extend Φ to an equivariant homeomorphism between Λ and Λ˜. However, all known theorems
that give such extensions, e.g. [5, Theorem 6.5], require the spaces in question to be geodesic or at least
roughly geodesic – for the good reason that the extension theorems are false without this hypothesis9 –
but the spaces G(o) and G˜(o) are not roughly geodesic. They are, however, embedded in the roughly
geodesic metric spaces Co and C˜o, which suggests the strategy of extending the map Φ to a quasi-isometry
between Co and C˜o. It turns out that this strategy works if we assume (1.2), and thus proves the existence
of a quasisymmetric equivariant homeomorphism between Λ and Λ˜ in that case. Since we know that the
9A counterexample is given by letting
X1 = X2 = R, d1(x, y) = log(1 + |y − x|), d2(x, y) =
{
d1(x, y) xy ≥ 0
d1(0, x) + d1(0, y) xy ≤ 0
,
and letting Φ : X1 → X2 be the identity map – since #(∂X1) = 1 < 2 = #(∂X2), Φ cannot be extended to a homeomorphism
between ∂X1 and ∂X2. On the other hand, if one of the spaces in question is geodesic, then the extension theorem can be proven
by isometrically embedding the other space into a geodesic hyperbolic metric space via [5, Theorem 4.1] – a fact that however has
no relevance to the present situation.
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equivariant homeomorphism is not necessarily quasisymmetric if (1.2) fails (Example 4.8 and Remark
4.9), this strategy can’t be used to prove part (i) of Theorem 1.4. Thus the proof splits into two parts at this
point, depending on whether we have the stronger assumption (1.2) that guarantees quasisymmetry, or
only the weaker assumption (1.1).
3.1. Completion of the proof assuming (1.2). The proof technique here is similar to [28], as described to
us by Marc Bourdon.
Lemma 3.2. Fix p ∈ P and let p˜ = φ(p). Let
A = A(p) =
⋃
h∈Gp
[h(o), p],
and define a bijection ψ = ψp : A→ A˜ := A(p˜) by
ψ([h(o), p]t) = [Φ(h)(o), p˜]αpt.
Then ψ is a quasi-isometry.
Proof. Fix two points xi = [hi(o), p]ti ∈ A, i = 1, 2. Write yi = hi(o), i = 1, 2. Then
(3.1) d(x1, x2) ≍+ |t2 − t1| ∨ (d(y1, y2)− t1 − t2).
(This can be seen e.g. by repeated application of Proposition 2.5(ii).) On the other hand, if we write
y˜i = Φ(hi)(o), t˜i = αpti, and x˜i = [y˜i, p˜]t˜i , then by (1.2) we have d(y˜1, y˜2) ≍+ αpd(y1, y2); applying (3.1)
along with its tilded version, we see that d(x˜1, x˜2) ≍+ αpd(x1, x2). 
For g(p) ∈ G(P ) = Λbp(G), writeAg(p) = g(Ap) and ψg(p) = Φ(g)◦ψp◦g−1; then ψg(p) : Ag(p) → Aφ(g(p))
is a quasi-isometry, and the implied constants are independent of g(p). Let
S = S(G) =
⋃
ξ∈Λbp(G)
Aξ ⊇ G(o),
and define ψ : S → S˜ := S(G˜) by letting
ψ(x) = ψξ(x) ∀ξ ∈ Λbp(G) ∀x ∈ Aξ.
Note that for g ∈ G, ψ(g(o)) = Φ(g)(o).
Lemma 3.3. ψ is a quasi-isometry.
Proof. Fix two points x1, x2 ∈ S. For each i = 1, 2, write xi ∈ Agi(pi) for some gi(pi) ∈ Λbp(Gi). If
g1(p1) = g2(p2), then d(ψ(x1), ψ(x2)) ≍+ d(x1, x2) by Lemma 3.2. Otherwise, let t > 0 be large enough so
that the collection H = {Hg(p) := g(Hp,t) : g ∈ G, p ∈ P} is disjoint. Then yi := [xi, gi(pi)]t ∈ Hgi(pi).
It follows that the geodesic [y1, y2] intersects both ∂Hg1(p1) and ∂Hg2(p2) (cf. Figure 3.1), say in the points
z1, z2. By Lemma 2.13, there exist points wi ∈ giGpi(o) such that d(zi, wi) ≍+ 0. To summarize, we have
d(x1, x2) ≍+,t d(y1, y2) = d(z1, z2) +
2∑
i=1
d(yi, zi) ≍+,t d(w1, w2) +
2∑
i=1
d(xi, wi).
As xi, wi ∈ Agi(pi), we have d(ψ(xi), ψ(wi)) ≍+ d(xi, wi) by Lemma 3.2. On the other hand, since w1, w2 ∈
G(o), we have d(w˜1, w˜2) ≍+,× d(w1, w2) by Lemma 3.1 and Theorem 2.16(ii). (Here x˜ = ψ(x).) Thus,
d(x1, x2) ≍+,× d(w˜1, w˜2) +
2∑
i=1
d(x˜i, w˜i) ≥ d(x˜1, x˜2).
Since the situation is symmetric, the reverse inequality holds as well. 
Lemma 3.4. S is cobounded in C = Co.
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Hg2(p2)
g1(p1)
Hg1(p1)
g2(p2)
x1
x2
y1
y2
FIGURE 3.1. The proof of Lemma 3.3. The distance between y1 and y2 is broken up into
three segments, each of which is coarsely asymptotically preserved upon applying ψ.
y2
y1
z1 z2
w1 w2
g(p) =∞
x
FIGURE 3.2. The proof of Lemma 3.4, in the upper half-space model (cf. e.g. [14, §2.5.2]).
The thin triangles condition guarantees that x is close to one of the geodesics [w1, g(p)],
[w2, g(p)], both of which are contained in S.
Proof. Fix x ∈ Co. If x /∈
⋃
H , then d(x, S) ≤ d(x,G(o)) ≍+ 0. So suppose x ∈ H = Hg(p) for some g ∈ G,
p ∈ P . Write x ∈ [y1, y2] for some y1, y2 ∈ G(o). Then there exist z1, z2 ∈ [y1, y2]∩∂H such that x ∈ [z1, z2].
By Lemma 2.13, there exist w1, w2 ∈ gGp(o) such that d(zi, wi) ≍+ 0. It follows that 〈w1|w2〉x ≍+ 0. By
Proposition 2.5, we have
d(x, S) ≤ d(x, Sg(p)) ≤ d(x, [w1, g(p)] ∪ [w2, g(p)]) ≍+ 0
(cf. Figure 3.2). This completes the proof. 
Thus, the embedding map from S to C is an equivariant quasi-isometry. Thus S, C, S˜, and C˜ are all
equivariantly quasi-isometric. By [5, Theorem 6.5], the quasi-isometry between C and C˜ extends to a
quasisymmetric homeomorphism between ∂C = Λ and ∂C˜ = Λ˜. This completes the proof of Theorem
1.4(ii).
3.2. Completion of the proof assuming only (1.1). We begin by recalling the Morse lemma:
Definition 3.5. A path γ : [a, b]→ X is a K-quasigeodesic if for all a ≤ t1 < t2 ≤ b,
1
K
(t2 − t1)−K ≤ d(γ(t1), γ(t2)) ≤ K(t2 − t1) +K.
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g(p)
g(Hp,t)
xk−1
xk
xl
w
xl+1
z
FIGURE 3.3. In Subclaim 3.9, the geodesics [xk−1, xk] and [xℓ, xℓ+1] cannot penetrate the
same cusp, thus guaranteeing some distance between z and w.
(In other words, γ is a K-quasigeodesic if d(γ(t1), γ(t2)) ≍+,× t2 − t1, and the implied constants are both
equal toK .)
Lemma 3.6 (Morse Lemma, [15, Theorem 9.38]). For everyK > 0, there existsK2 > 0 such that the Hausdorff
distance between any K-quasigeodesic γ and the geodesic [γ(a), γ(b)] is at mostK2.
Lemma 3.7. Fix h1, . . . , hn ∈ E ∪ F , let gk = h1 · · ·hk and xk = gk(o) for all k = 0, . . . , n, and suppose that
(3.2) d(xk, xℓ) ≍×
ℓ∑
i=k+1
ℓ0(hi) ∀0 ≤ k < ℓ ≤ n.
Then the path γ =
⋃n−1
k=0 [xk, xk+1] is aK-quasigeodesic, whereK > 0 is independent of h1, . . . , hn.
Proof. Fix 0 < k ≤ ℓ < n and points z ∈ [xk−1, xk], w ∈ [xℓ, xℓ+1]. To show that γ is a quasigeodesic, it
suffices to show that
(3.3) d(z, w) &+,× d(z, xk) + d(xk, xℓ) + d(xℓ, w).
Claim 3.8. d(z, w) &+ min(d(z, xk−1), d(z, xk)).
Proof. If hk ∈ F , then d(z, xk) ≤ d(xk−1, xk) ≍+ 0, so d(z, w) &+ d(z, xk). Thus, suppose that hk ∈ E;
then hk ∈ Gp for some p ∈ P . Let g = gk−1; since g−1(z) ∈ [o, hk(o)], by Proposition 2.5(i) we have
d(g−1(z), [y, p]) ≍+ 0, where either y = o or y = hk(o).
Subclaim 3.9. There exists t > 0 independent of h1, . . . , hn such that g
−1(w) /∈ Hp,t.
(Cf. Figure 3.3.)
Proof. If hℓ+1 ∈ F , then d(g−1(w), g−1(xℓ+1)) ≍+ 0, in which case the subclaim follows from the fact that
p is a bounded parabolic point. Thus suppose hℓ+1 ∈ E; then hℓ+1 ∈ Gη for some η ∈ P . Let k = gℓ; since
k−1(w) ∈ [o, hℓ+1(o)], by Proposition 2.5(i) we have d(k−1(w), [p, η]) ≍+ 0, where either p = o or p = hk(o).
In particular Bη(o, k−1(w)) &+ 0, so by the disjointness of the family H , there exists t > 0 such that
k−1(w) /∈ j(Hq,t) for all q ∈ P and j ∈ G such that j(q) 6= η. In particular, letting j = k−1g = (hk · · ·hℓ)−1
and q = p, we have g−1(w) /∈ Hp,t unless j(p) = η. But if j(p) = η, then j = id due to the minimality P ,
and this contradicts (3.2). ⊳
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It follows that
d(z, w) ≥ Bp(g−1(w), g−1(z)) = Bp(o, g−1(z))− Bp(o, g−1(w))
= d(y, g−1(z))− Bp(o, g−1(w)) &+ d(y, g−1(z))− t.
Applying g to both sides finishes the proof of Claim 3.8. ⊳
A similar argument shows that d(z, w) &+ min(d(w, xℓ), d(w, xℓ+1)). Now let y1 ∈ {xk−1, xk} and
y2 ∈ {xℓ, xℓ+1} be such that
(3.4) d(z, w) &+ d(z, y1) and d(z, w) &+ d(w, y2).
Then the triangle inequality gives d(z, w) &+,× d(y1, y2). On the other hand, (3.2) implies that d(y1, y2) &+,×
d(y1, xk) + d(xk, xℓ) + d(xℓ, y2). Combining with (3.4) and using the triangle inequality gives (3.3). 
Lemma 3.10. For all x, y, z ∈ G(o),
〈x˜|y˜〉z˜ ≍+,× 〈x|y〉z .
Proof. Fix g1, g2 ∈ G, and we will show that
(3.5) 〈g˜1(o)|g˜2(o)〉o .+,× 〈g1(o)|g2(o)〉o.
The reverse inequality will then follow by symmetry. By Theorem 2.16(ii), there exists a sequence h1, . . . , hn ∈
E ∪ F such that g2 = g1h1 · · ·hn and satisfying (3.2). By Lemma 3.1, the sequence h˜1, . . . , h˜n ∈ E˜ ∪ F˜ also
satisfies (3.2). Let xk = g1h1 · · ·hk(o). By Lemma 3.7, the paths
γ =
n−1⋃
k=0
[xk, xk+1]
γ˜ =
n−1⋃
k=0
[x˜k, x˜k+1]
are quasigeodesics. So by Lemma 3.6, γ and γ˜ lie within a bounded Hausdorff distance of the geodesics
they represent, namely [x0, xn] and [x˜0, x˜n]. Combining with Proposition 2.5(i), we have
〈g1(o)|g2(o)〉o = 〈x0|xn〉o ≍+ d(o, [x0, xn]) ≍+ d(o, γ),
and similarly for γ˜. So to prove (3.5), we need to show that d(o, γ˜) .+,× d(o, γ).
Fix z ∈ γ, and we will show that ‖z‖ &+,× d(o, γ˜). Write z ∈ [xk−1, xk] for some k = 1, . . . , n. By
Proposition 2.5(i), we have
d(o, γ˜) ≤ d(o, [x˜k−1, x˜k]) ≍+ 〈x˜k−1|x˜k〉o
‖z‖ ≥ d(o, [xk−1, xk]) ≍+ 〈xk−1|xk〉o,
so to complete the proof of Lemma 3.10 it suffices to show that
(3.6) 〈x˜k−1|x˜k〉o .+,× 〈xk−1|xk〉o.
Now, if hk ∈ F , then d(xk−1, xk) ≍+ d(x˜k−1, x˜k) ≍+ 0, so (3.6) follows from Theorem 2.16(ii). Thus,
suppose that hk ∈ E, and write hk ∈ Gp for some p ∈ P . Use the notations g = g1h1 · · ·hk−1 and h = hk,
so that xk−1 = g(o) and xk = gh(o). Then for y = o, h(o) we have (see [14, Corollary 3.4.12]) that
〈y|p〉g−1(o) ≍+
1
2
[d(g−1(o), y)− Bp(g−1(o), y)] &+ 1
2
d(g−1(o), y) ≍× ‖g(y)‖,
so by Gromov’s inequality,
〈xk−1|xk〉o = 〈g(o)|gh(o)〉o = 〈o|h(o)〉g−1(o) &+,× ‖g(y)‖ ≍+,× ‖g˜(y˜)‖ ≥ 〈x˜k−1|x˜k〉o.
This demonstrates (3.6) and completes the proof of Lemma 3.10. 
It follows that the map Φ sends Gromov sequences to Gromov sequences, so it induces an equivariant
homeomorphism ∂Φ : Λ→ Λ˜. This completes the proof of Theorem 1.4(i).
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4. APPLICATIONS TO FINITE-DIMENSIONAL ROSSONCTS
Aparticularly interesting case of Theorem 1.4 is whenX and X˜ are both finite-dimensional ROSSONCTs.
In this case, (1.1) always holds, but (1.2) does not; nevertheless, there is a reasonable sufficient condition
for (1.2) to hold. Specifically, we have the following:
Proposition 4.1. Let X and X˜ be finite-dimensional ROSSONCTs, let G ≤ Isom(X) and G˜ ≤ Isom(X˜) be
geometrically finite groups, and let Φ : G → G˜ be a type-preserving isomorphism. Fix p ∈ P , and let p˜ = φ(p) ∈
Λbp(G˜) be the unique point such that Φ(Gp) = G˜p˜. Then
(i) (1.1) holds.
(ii) Let H ≤ Gp be a nilpotent subgroup of finite index. If the underlying base fields of X and X˜ are the same,
say F, and if rank([H,H ]) = dimR(F)− 1, then (1.2) holds.
Before we begin the proof of Proposition 4.1, it will be necessary to understand the structure of a
parabolic subgroup of Isom(X).
Let X = H = Hd
F
be a finite-dimensional ROSSONCT, let p = [(1, 1,0)], and let Jp = Stab(Isom(X); p).
Note that Jp is a parabolic group in the sense of Lie theory, while it is a focal group according to the
classification of [14, §6] (and in particular not parabolic in the sense of Definition 2.11). To study the
group Jp, we use the coordinate system generated by the basis
f0 = (e0 + e1)/2, f1 = e1 − e0, fi = ei (i = 2, . . . , d).
In this coordinate system, the sesquilinear form BQ takes the form
BQ(x,y) = x0y1 + x1y0 +
d∑
i=2
xiyi,
the point p takes the form p = [f0], and the group Jp can be written (cf. [14, Theorem 2.3.3]) as
Jp =

hλ,a,v,w,m,σ :=

 λ a w†λ−1
v m

σd+1 : λ > 0, a ∈ F, v,w ∈ Fd−1,
m ∈ SO(Fd−1; E), σ ∈ Aut(F)

 ∩ Isom(X),
where E denotes the Euclidean quadratic form on Fd−1. Given λ, a,v,w,m, it is readily verified that
hλ,a,v,w,m ∈ Isom(X) if and only if
2λ−1Re(a) + ‖v‖2 = 0 and λ−1w† + v†m = 0.
Consequently, it makes sense to rewrite Jp as
Jp =

hλ,a,v,m,σ :=

 λ a− λ‖v‖2/2 −λv†mλ−1
v m

 σd+1 : λ > 0, a ∈ Im(F), v ∈ Fd−1,
m ∈ SO(Fd−1; E), σ ∈ Aut(F)

 .
We can now define the Langlands decomposition of Jp:
Mp = {h1,0,0,m,σ : m ∈ SO(Fd−1; E), σ ∈ Aut(F)}
Ap = {hλ,0,0,Id−1,e : λ > 0}
Np = {n(a,v) := h1,a,v,Id−1,e : a ∈ Im(F), v ∈ Fd−1}
Jp = MpApNp.
We observe the following facts about the Langlands decomposition: the groups Mp and Ap commute
with each other and normalize Np, which is nilpotent of order at most 2. Moreover, the subgroupMpNp
is exactly the kernel of the homomorphism Jp ∋ h 7→ h′(p), where h′ denotes the metric derivative.
Equivalently,MpNp is the largest parabolic subgroup of Jp, where “parabolic” is interpreted in the sense
of Definition 2.11.
Let’s look a bit more closely at the internal structure of Np. The composition law is given by
(4.1) n(a1,v1)n(a2,v2) = n(a1 + a2 + ImBE(v2,v1),v1 + v2),
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confirming that Np is nilpotent of order at most two, and that its commutator is given by
Zp = {n(a,0) : a ∈ Im(F)}.
Moreover, the map π : n(a,v) 7→ v ∈ Fd−1 is a homomorphism whose kernel is Zp.
Now letH ≤MpNp be a discrete parabolic subgroup. By Margulis’s lemma,H is almost nilpotent, and
so by [13, Lemma 3.4], there exist a finite index subgroup H2 ⊆ H and a homomorphism ψ : H2 → Np
such that ψ(h)(o) = h(o) for all h ∈ H2. (Here o = [e0] = [2f0−f1] as usual.) We then letH3 = ψ(H2) ≤ Np.
Definition 4.2. The group H is regular if π(H3) is a discrete subgroup of F
d−1. If H is regular, we define
its quasi-commutator to be the subgroup
Z = Z(H) = ψ−1(Zp) = Ker(π ◦ ψ) ≤ H.
Note that in general, the quasi-commutator of H cannot be determined from its algebraic structure; cf.
Example 4.8. Nevertheless, since Fd−1 is abelian, the quasi-commutator of H always contains the com-
mutator of H2.
In general, if H ≤ Isom(X) is a discrete parabolic subgroup, we can conjugate the fixed point of H to
[(1, 1,0)], apply the above construction, and then conjugate back to get a subgroup Z(H) ≤ H .
If H is regular, then the quasi-commutator Z ≤ H can be used to give an algebraic description of the
function h 7→ ‖h‖. Specifically, we have the following:
Lemma 4.3. Let dH and dZ be any Cayley metrics onH and Z , respectively.
(i)
(4.2) ‖h‖ ≍+,× 0 ∨ log dH(e, h).
(ii) If H is regular, then
(4.3) ‖h‖ ≍+ min
z∈Z
(
0 ∨ 2 log dH(z, h) ∨ log dZ(e, z)
) ∀h ∈ H.
Proof. Let F ⊆ H be a finite set so that H2F = H , and let H3 = ψ(H2). Then for all h ∈ H , we can write
h = h2f for some h2 ∈ H2 and f ∈ F , and then
‖h‖ ≍+ ‖h2‖ = ‖ψ(h2)‖
dH(z, h) ≍+ dH(z, h2) ≍× dH2(z, h2) = dH3(ψ(z), ψ(h2))
min
z∈Z
(
0 ∨ 2 log dH(z, h) ∨ log dZ(e, z)
) ≍+ min
z∈ψ(Z)
(
0 ∨ 2 log dH3(z, ψ(h2)) ∨ log dψ(Z)(e, z)
)
.
Thus, we may without loss of generality assume thatH = H3, i.e. thatH ≤ Np and ZH = H ∩Zp. We can
also without loss of generality assume that p = [(1, 1,0)].
The following formula regarding the function n(a,v) can be verified by direct computation (cf. [13,
(3.5)]):
(4.4) ‖n(a,v)‖ ≍+ 0 ∨ 2 log ‖v‖ ∨ log |a|
On the other hand, iterating (4.1) gives
‖v‖ .× dH(e, n(a,v))
|a| .× dH(e, n(a,v))2
|a| .× dZ(e, n(a,0)).
(4.5)
These formulas make it easy to verify the . direction of (4.3): given h = n(a,v) ∈ H and z = n(b,0) ∈ Z ,
we have
0 ∨ 2 log dH(z, h) ∨ log dZ(e, z) = 0 ∨ 2 log dH(e, n(a− b,v)) ∨ log dZ(e, n(b,0))
≥ 0 ∨ 2 log (‖v‖ ∨√|a− b|) ∨ log |b|
= 0 ∨ 2 log ‖v‖ ∨ log |a− b| ∨ log |b|
&+ 0 ∨ 2 log ‖v‖ ∨ log |a| ≍+ ‖n(a,v)‖ = ‖h‖.
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Setting z = e yields the . direction of (4.2).
To prove the & directions, we will need the following easily verified fact:
Fact 4.4. If V is a finite-dimensional vector space, Λ ≤ V is a discrete subgroup, and dΛ is a Cayley metric
on Λ, then dΛ(0,v) ≍× ‖v‖ for all v ∈ Λ. Here ‖ · ‖ denotes any norm on V .
To prove the & direction of (4.3), assume that H is regular, fix h = n(a,v) ∈ H , and let F be a fi-
nite generating set for H . Since H is regular, the group Λ = π(H) ≤ Fd−1 is discrete. Since Fd−1 is a
finite-dimensional vector space, Fact 4.4 guarantees the existence of a sequence f1, . . . , fn ∈ F such that
π(f1 · · · fn) = π(h) and n .× ‖v‖. Let f = f1 · · · fn and let z = hf−1 ∈ π−1(0) = Z , say z = n(b,0).
Applying (4.1) and the second equation of (4.5), we see that |b| .× |a| ∨ ‖v‖2 ∨ n2 .× |a| ∨ ‖v‖2. On the
other hand, applying Fact 4.4 to Zp gives dZ(e, z) .× |b|. Thus
0 ∨ 2 log dH(z, h) ∨ log dZ(e, z) = 0 ∨ 2 log dH(e, f) ∨ log dZ(e, z)
.+ 0 ∨ 2 log(n) ∨ log |b|
.+ 0 ∨ 2 log ‖v‖ ∨ log(|a| ∨ ‖v‖2)
= 0 ∨ 2 log ‖v‖ ∨ log |a| = ‖h‖.
This completes the proof of (4.3).
To prove the & direction of (4.2), let H and Z be the Zariski closures of H and Z in Np, respectively.
Then H/Z and Z are abelian Lie groups, and therefore isomorphic to finite-dimensional vector spaces.
Let π˜ : H → H/Z be the projection map. Note that ‖π˜(n(a,v))‖ .× |a| ∨ ‖v‖ for all n(a,v) ∈ H . Here ‖ · ‖
denotes any norm on H/Z.
Since Z is a vector space, the fact that Z is Zariski dense in Z simply means that Z is a lattice in Z.
In particular, Z is cocompact in Z , which implies that π˜(H) is discrete. Fix h = n(a,v) ∈ H , and let
F be a finite generating set for H . Then by Fact 4.4, there exists a sequence f1, . . . , fn ∈ F such that
π˜(f1) · · · π˜(fn) = π˜(h) and n .× ‖π˜(h)‖ .× |a| ∨ ‖v‖. Let f = f1 · · · fn and let z = hf−1 ∈ H ∩
π˜−1(0) = H ∩ Z = Z , say z = n(b,0). Applying (4.1) and the second equation of (4.5), we see that
|b| .× |a| ∨‖v‖2 ∨n2 .× |a|2∨‖v‖2. On the other hand, applying Fact 4.4 to Z gives dZ(e, z) .× |b|. Thus
0 ∨ log dH(e, h) ≤ 0 ∨ log dH(e, f) ∨ log dZ(e, z)
.+ 0 ∨ log(n) ∨ log |b|
.+ 0 ∨ log(|a| ∨ ‖v‖) ∨ log(|a|2 ∨ ‖v‖2)
≍× 0 ∨ 2 log ‖v‖ ∨ log |a| = ‖h‖.
This completes the proof of (4.2). 
Corollary 4.5. Let X and X˜ be finite-dimensional ROSSONCTs, let H ≤ Isom(X) and H˜ ≤ Isom(X˜) be
parabolic groups with fixed points p and p˜, respectively, and let Φ : H → H˜ be an isomorphism. Then
(i) (1.1) holds.
(ii) If H and H˜ are regular, then (1.2) holds if and only if Φ(Z) is commensurable to Z˜. Here Z = Z(H) and
Z˜ = Z(H˜).
Proof. (1.1) follows immediately from (4.2). Suppose that H and H˜ are regular and that Φ(Z) is commen-
surable to Z˜ . Since the right hand side of (4.3) depends on both h and Z , let us write it as a function
R(h, Z). We then have
‖h‖ ≍+ R(h, Z) = R(h˜,Φ(Z)) ≍+ R(h˜, Z˜) ≍+ ‖h˜‖.
On the other hand, suppose that Φ(Z) and Z˜ are not commensurable. Without loss of generality, suppose
that the index of Φ(Z) ∩ Z˜ in Φ(Z) is infinite. Since Φ(Z) is a finitely generated abelian group, it follows
that there exists h˜ = Φ(h) ∈ Φ(Z) such that h˜n /∈ Z˜ for all n ∈ Z \ {0}. Without loss of generality, suppose
that h˜ ∈ H˜2; otherwise replace h by an appropriate power. Then (4.4) implies that
‖hn‖ ≍+,h log(n) but ‖h˜n‖ ≍+,h 2 log(n).
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Thus (1.2) fails along the sequence (hn)
∞
1 . 
Corollary 4.6. In the context of Corollary 4.5, ifX and X˜ are both real ROSSONCTs, then (1.2) holds.
Proof. Since Im(R) = {0}, the group Zp is trivial and thus Z and Z˜ are trivial as well; moreover, every
discrete parabolic group is regular. 
Corollary 4.7. In the context of Corollary 4.5, if we assume both that
(I) H is a lattice inMpNp, and that
(II) the underlying base fields F and F˜ of X and X˜ satisfy dimR(F) ≥ dimR(F˜),
then (1.2) holds.
Proof. Let H2, ψ, H3, and Z = Z(H) be as on page 14. Without loss of generality, we may assume that
H = H3 and H˜ = H˜3. ThenH is a lattice in Np and H˜ ≤ N˜p˜.
Since H is a lattice in Np, H is Zariski dense in Np; this implies that [H,H ] is Zariski dense in Zp =
[Np, Np]. Thus, the rank of [H,H ] (and also of Φ([H,H ]) = [H˜, H˜]) is equal to dimR(Im(F)) = dimR(F)− 1.
Thus dimR(F˜) − 1 = rank([H,H ]) ≤ dim(Zp) = dimR(F˜) − 1. Since by assumption dimR(F) ≥ dimR(F˜),
equality holds. Thus Z is a lattice in Zp and is commensurable to [H,H ]. Similarly, Z˜ is a lattice in Z˜p˜
and is commensurable to [H˜, H˜ ]. Thus, the groups H and H˜ are regular. Finally, Z˜ is commensurable to
[H˜, H˜] = Φ([H,H ]), which is commensurable to Φ(Z), so Corollary 4.5 finishes the proof. 
We can now prove Theorems 1.5 and 1.6 from the introduction:
Proof of Theorem 1.5. If G ≤ Isom(X) is a lattice, then every parabolic subgroup Gp satisfies (I). Thus,
combining Corollaries 4.5 and 4.7 proves Theorem 1.5. 
Proof of Theorem 1.6. Xie has observed that the main result of his paper generalizes to ROSSONCTs once
one verifies that Tukia’s isomorphism theorem and the Global Measure Formula both generalize to that
setting (cf. [31, p.1]). We have just shown that Tukia’s isomorphism theorem generalizes (to the present
setting at least), and the Global Measure Formula has been shown to generalize by Schapira [27, The´ore`me
3.2].
Actually, we should mention a minor change that needs to be made to Xie’s proof in the setting of
ROSSONCTs: Since the Hausdorff and topological dimensions of the boundary of a nonreal ROSSONCT
are not equal, at the top of [31, p.252] one should use Pansu’s lemma [23, Proposition 6.5], [31, Lemma
2.3(a)] to deduce the lower bound on the Hausdorff dimension of Λ(G2) (i.e. [31, p.252, line 4]) rather than
using Szpilrajn’s inequality between Hausdorff and topological dimensions (cf. [31, p.252, lines 2-3]). 
Note that in Xie’s proof, quasisymmetry is used in an essential way due to his use of Pansu’s lemma
[23, Corollary 7.2], [31, Lemma 2.3]. Thus, the fact that the stronger asymptotic (1.2) holds in the context
of Corollary 4.7 is essential to the proof of Theorem 1.6. It remains to be answered whether Theorem 1.6
holds if we drop the assumption dimR(F) ≥ dimR(F˜).
We end this section by giving an example of groups for which (1.2) fails.
Example 4.8. Let H = H3
C
, let p = [(1, 1,0)], and define a homomorphism θ : R3 → Np by θ(x, y, z) =
n(xi, (y, z)), where i =
√−1. Consider the parabolic groups H,H ′, H ′′ ≤ Np defined by
H = θ(Z× Z× {0})
H ′ = θ(Λ × {0})
H ′′ = θ({0} × Z× Z).
In themiddle equation,Λ denotes a lattice inR2 that does not intersect the axes. Then the groupsH,H ′, H ′′
are all isomorphic, but we will show below that (1.2) cannot hold for any isomorphisms between them.
This is accounted for in Corollary 4.5 as follows: The groupH ′ is irregular, so Corollary 4.5 does not apply;
The groups Z(H) and Z(H ′′) are not almost isomorphic (the former is isomorphic to Z while the latter is
isomorphic to {0}), so Corollary 4.5 does not apply.
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Proof. Note that the function ‖ · ‖ is described on θ(R3) by
‖θ(x, y, z)‖ ≍+ 0 ∨ log |x| ∨ 2 log(|y| ∨ |z|)
(cf. (4.4)). Now let h1 = θ((1, 0, 0)) ∈ H , h2 = θ((0, 1, 0)) ∈ H . Then
‖hni ‖ ≍+ i log(n);
but if Φ is an isomorphism fromH to eitherH ′ or H ′′, then
‖Φ(hi)n‖ ≍+ 2 log(n).
This demonstrates the failure of (1.2), as setting h = hn1 gives αp = 2while setting h = h
n
2 gives αp = 1.
Next, let dH′ and dH′′ be Cayley metrics onH
′ andH ′′, respectively. Then for all R ≥ 1,
sup
dH′ (e,h
′)≤R
‖h′‖ ≍+ 2 log(R) > log(R) ≍+ inf
dH′(e,h
′)>R
‖h′‖.
but
sup
dH′′ (e,h
′′)≤R
‖h′′‖ ≍+ inf
dH′′(e,h
′′)>R
‖h′′‖ ≍+ 2 log(R)
This demonstrates the failure of (1.2) for any isomorphism between H ′ and H ′′, as taking the supremum
over a ball in the Cayley metric gives αp = 1, while taking the infimum over the complement of a ball in
the Cayley metric gives αp = 2. 
Remark 4.9. The above proof actually showsmore; namely, it shows that ifΦ : G→ G˜ is a type-preserving
isomorphism so that for some p ∈ Λbp, Gp and G˜p˜ are distinct elements of {H,H ′, H ′′}, then the equivari-
ant boundary extension of Φ is not quasisymmetric.
Proof. By contradiction suppose that the equivariant boundary extension φ : Λ → Λ˜ is quasisymmetric.
Fix ζ ∈ Λ \ {p}, and let ζ˜ = φ(ζ). Then by equivariance, for each h ∈ Gp we have
φ(h(ζ)) = h˜(ζ˜).
Let f : (0,∞)→ (0,∞) be as in Definition 1.3, so that for all ξ, η1, η2 ∈ Λ,
D˜(ξ˜, η˜2)
D˜(ξ˜, η˜1)
≤ f
(
D(ξ, η2)
D(ξ, η1)
)
.
Letting ξ = p and ηi = hi(ζ) gives
D˜(p˜, h˜2(ζ˜))
D˜(p˜, h˜1(ζ˜))
≤ f
(
D(p, h2(ζ))
D(p, h1(ζ))
)
.
But D(p, hi(ζ)) ≍×,ζ D(p, hi(o)) = e(1/2)‖hi‖; thus
exp
(
1
2
[
‖h˜2‖ − ‖h˜1‖
])
≤ f2 exp
(
1
2
[
‖h2‖ − ‖h1‖
])
,
where f2(t) = Cf(Ct) for some constant C > 0. Letting f3(t) = 2 log f2(e
(1/2)t) gives
‖h˜2‖ − ‖h˜1‖ ≤ f3(‖h2‖ − ‖h1‖).
But this is readily seen to contradict the proof of Example 4.8. 
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APPENDIX A. RELATIVE HYPERBOLICITY AND GEOMETRICAL FINITENESS
While the results of this appendix are statedwith the assumption that the maximal parabolic subgroups
of the groups in question are finitely generated, it is possible that the arguments of [22] might be able to
remove this hypothesis.
Lemma A.1. Let X be a CAT(-1) space, let G ≤ Isom(X) be a geometrically finite group, and suppose that the
maximal parabolic subgroups ofG are finitely generated. ThenG is hyperbolic relative to the collection {Stab(G; p) :
p ∈ Λbp(G)}, where Λbp(G) denotes the set of bounded parabolic points of G and Stab(G; p) denotes the stabilizer
of p in G.
Proof. By [14, Theorem 12.4.5], the limit set Λ of G is compact and consists entirely of conical points and
bounded parabolic points.
Claim A.2. The action of G on Λ is a convergence action (i.e. it acts discretely on the space of triples of distinct
points).
Proof. If ξ1, ξ2, ξ3 ∈ Λ are distinct points such that gn(ξi)→ ξi for some sequence (gn)∞1 inG, then applying
[14, Lemma 7.4.2] with y
(n)
i = gn(ξi) and xn = gn(o) shows that limn→∞ xn ∈ {ξ1, ξ2}. But there is some
pair i, j ∈ {1, 2, 3} such that limn→∞ xn /∈ {ξi, ξj}, so this is a contradiction. ⊳
Claim A.3. A point ξ ∈ Λ is conical (resp. bounded parabolic) according to the definitions in [32] if and only if it
is conical (resp. bounded parabolic) with respect to the definitions in [14].
Proof. For the equivalence of the definitions of bounded parabolic points, see [14, Lemma 12.3.6(A)⇔(B)];
the compactness of closed ξ-bounded subsets of Λ \ {ξ} follows from [14, Theorem 12.4.5].
If gn(o) → ξ radially in the sense of [14, Definition 7.1.2], then for all η 6= ξ, we have 〈η˜|ξ˜〉o ≍+
〈η|ξ〉gn(o) ≍+ 0, where η˜ = g−1n (η) and ξ˜ def= g−1n (ξ). Thus D(η˜, ξ˜) &× 1, so by selecting θ˜ ∈ Λ so that
D(θ˜, η˜), D(θ˜, ξ˜) &× 1, we get (ξ˜, η˜, θ˜) ∈ K for some compact set K ⊆ {(ξ, η, θ) ∈ Λ3 distinct}. Then
gn(θ˜)→ ξ, so ξ is a conical point in the sense of [32, third Definition on p.62].
Conversely, if ξ is a conical limit point in the sense of [32, third Definition on p.62], then there exist
η 6= ξ, a sequence θn → ξ, and a sequence (gn)∞1 in G such that for all n, the distances between the points
ξ˜
def
= g−1n (ξ), η˜
def
= g−1n (η), and θ˜
def
= g−1n (θ) are bounded from below. Then 〈ξ|η〉gn(o) ≍+ 〈ξ˜|η˜〉o ≍+ 0, so gn(o)
is close to the geodesic connecting ξ and η. Similarly, gn(o) is close to the geodesic connecting ξ and θn, so
since θn → ξ we have gn(o)→ ξ. So gn(o)→ ξ radially in the sense of [14, Definition 7.1.2]. ⊳
If G is nonelementary, then Claims A.2 and A.3 allow us to apply [32, Theorem 0.1], which completes
the proof. (The quotient G\Λbp(G) is always finite if G is geometrically finite [14, Observation 12.4.12].)
Finally, if G is elementary then the lemma is easily seen to hold, either because G is parabolic (in
which case it is trivially hyperbolic relative to the collection {G}) or because G is elliptic or elementary
loxodromic (in which case G is hyperbolic relative to {〈id〉}). 
Theorem A.4. Let X , X˜ be CAT(-1) spaces, let G ≤ Isom(X) and G˜ ≤ Isom(X˜) be two geometrically finite
groups, and let Φ : G→ G˜ be a type-preserving isomorphism. Suppose that the maximal parabolic subgroups of G
and G˜ are finitely generated. Then there is an equivariant homeomorphism between Λ := Λ(G) and Λ˜ := Λ(G˜).
Proof. The arguments of Lemma A.1 show that [32, Theorem 0.1] applies as long as G and G˜ are nonele-
mentary. In this case, Λ and Λ˜ are equivariantly homeomorphic to the boundaries of G and G˜ relative
to the collections {Stab(G; p) : p ∈ Λbp(G)} and {Stab(G˜; p˜) : p˜ ∈ Λbp(G˜)}, respectively. But since Φ is
type-preserving, these two sets are equivariantly homeomorphic to each other. 
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