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Abstract
Let S 6= N be a numerical semigroup generated by e elements. In his
paper (A Circle-Of-Lights Algorithm for the “Money-Changing Problem”,
Amer. Math. Monthly 85 (1978), 562–565), H. S. Wilf raised the following
question: Let Ω be the number of positive integers not contained in S and
c − 1 the largest such element. Is it true that the fraction Ω
c
of omitted
numbers is at most 1− 1
e
?
Let B ⊆ Ne−1 be the complement of an artinianNe−1-ideal. Following
a concept of A. Zhai (An asymptotic result concerning a question of Wilf,
arXiv:1111.2779v1 [math.CO]) we relate Wilf’s problem to a more general
question about the weight distribution on B with respect to a positive
weight vector. An affirmative answer is given in special cases, similar to
those considered by R. Fröberg, C. Gottlieb, R. Häggkvist (On numerical
semigroups, Semigroup Forum, Vol. 35, Issue 1, 1986/1987, 63–83) for
Wilf’s question.
1 Averaging the weight of the points outside of
an Ne−1-ideal
Let e ∈ N≥2 and C ⊆ Ne−1 be an Ne−1-ideal, i. e. C + Ne−1 ⊆ C. Suppose
that the corresponding monomial ideal I(C) = ({Xc := Xc11 · . . . · X
ce−1
e−1 |c ∈
C}) ⊆ C[X1, . . . , Xe−1] is artinian. Then the complement B = Ne−1 \ C of
C is finite and {Xb|b ∈ B} is a vector space basis of the residue class ring
R(B) := C[X1, . . . , Xe−1]/I(C). Basic facts on monomial ideals can be found
in [4].
Choosing a weight vector g = (g1, . . . , ge−1) ∈ R
e−1
>0 , the weight of the
point z = (z1, . . . , ze−1) ∈ Z
e−1 is defined as the dot product z ·g = z1g1+ . . .+
ze−1ge−1 of z with g.
In [6, Lemma 3], Zhai has shown, that the mean weight of the elements of
B is bounded above by e−1
e
times their maximum weight, that is
1
#B
·
∑
b∈B
b · g ≤
e− 1
e
·max(B · g). (1)
His proof even shows, that for the symmetric (e− 1)-simplex
∆n,e := {(x1, . . . , xe−1) ∈ N
e−1|x1 + . . .+ xe−1 ≤ n− 1},
1
∑
b∈∆n,e
b · g =
1
e
#∆n,e · (n− 1)(g1 + . . .+ ge−1). (2)
We shall consider Ze−1 as a poset with regard to the canonical order
x ≥ y if and only if x− y ∈ Ne−1.
For m ∈ Ne−1 let Qm be the cuboid
Qm := {b ∈ N
e−1|b ≤ m}.
Such cuboids are complements of ideals as well, and m · g = max(Qm · g).
Let m1, . . . ,mt be the maximum elements of B, hence
⋃
j Qmj = B. Since
{Xm1 , . . . , Xmt} induces a basis of the socle of the local ring R(B), t = t(R(B))
is the Cohen-Macaulay type of R(B). Similar to (1) we get
1.1 Proposition. a)
1
#B
∑
b∈B
b · g ≤
t(R(B))
t(R(B)) + 1
·max(B · g). (3)
b) If B = Qm is a cuboid, then
1
#B
·
∑
b∈B
b · g =
1
2
max(B · g). (4)
Proof b) In fact 12m is the center of symmetry of the cuboid B = Qm, hence(
1
2m
)
· g is the mean weight of its lattice points.
a) B =
⋃
j Qmj and Qmj = mj −Qmj imply
∑
b∈B
b · g ≤
t∑
j=1
∑
q∈Qmj
(mj − q) · g ≤ t(max(B · g) ·#B −
∑
b∈B
b · g).

Obviously B = Qm if and only if I(C) = (X
µ1+1
1 , . . . , X
µe−1+1
e−1 ), m =
(µ1, . . . , µe−1). Hence by [4, Proposition A.6.5 and Corollary 1.3.6] we have
1.2 Proposition. The following conditions are equivalent:
a) B is a cuboid.
b) I(C) is generated by pure powers of the variables X1, . . . , Xe−1.
c) I(C) is a complete intersection ideal.
d) R(B) is a Gorenstein ring.

In section 2 this will be applied to numerical semigroups.
2
1.3. A geometric interpretation of formula (1) in the sense of integral
calculus
Let β = max(B · g) and Hβ ⊆ Re−1 be the hyperplane with the equation
g1X1 + . . . + ge−1Xe−1 = β. Hence B is contained in the half space H≤β :
g1X1 + . . .+ ge−1Xe−1 ≤ β.
For h ∈ R>0 let H ⊆ Re−1 × R be the affine hull of {(0, h)} ∪ Hβ × {0}.
Above any point b ∈ B there is exactly one point (b, hb) of H and hb ≥ 0 is the
“height” of H at the base point b.
In analogy to the formula for the volume of a pyramid we have
∑
b∈B
hb ≥
1
e
·#B · h ( =
1
dimension
· basis · height), (5)
see figure 1, where the dotted lattice path denotes the boundary and the circles
◦ the maximum points of B. 
(For (5) to be true it is essential, that B is the complement of an ideal, i. e.
that b ∈ B implies Qb ⊆ B.)
Proof of (5): Immediate from (1). 
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2 Apéry sets
2.1 Zhai’s version of Wilf’s inequality
Let S = N · g0 + . . . + N · ge−1 6= N be a numerical semigroup with minimal
generating set {g0, . . . , ge−1} ⊆ N>0,
g0 < . . . < ge−1, gcd(g0, . . . , ge−1) = 1.
We set
c = c(S) := min{s ∈ S|s+N ⊆ S},
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sometimes called the conductor of S and
L = L(S) := S ∩ {0, . . . , c− 1}
the part of S to the left of c.
A = Ap(S, g0) := {s ∈ S|s− g0 6∈ S}
is called the Apéry set of S with respect to g0.
Each a ∈ A can be written in the form a = x · g, g := (g1, . . . , ge−1),
x ∈ Ne−1.
Then each s ∈ S has a unique presentation
s = a0g0 + a, a0 ∈ N and a ∈ A. (6)
In the following let us consider the question of Wilf from [5], which asks if
the inequality
#L
c
≥
1
e
(7)
holds for every numerical semigroup S.
With the help of his lemma, loc. cit., A. Zhai succeeded in proving a weakened
version of formula (7). Here we shall repeat the results and arguments of Zhai,
as far as they seem to be useful in our later considerations.
Following Zhai we endow Ne−1 with the (purely) lexicographic order
LEX, i. e. a <LEX b if the leftmost nonzero component of a− b is negative.
For a ∈ A let a˜ ∈ Ne−1 be the LEX-minimal element
a˜ := min
LEX
{x ∈ Ne−1|x · g = a}
of Ne−1 with weight a˜ · g = a. Set A˜ := {a˜|a ∈ A} ⊆ Ne−1.
Let
pi : Z× A˜→ Z, x 7→ x · (g0, g)
be the restriction of the dot product Re → R, x 7→ x · (g0, g) to Z× A˜. Because
of the uniqueness of the presentation (6) and the construction of A˜,
• pi is bijective
• pi(N × A˜) = S
According to Zhai A˜ ⊆ Ne−1 is the complement of an ideal ([6, Proof of
theorem 1]). Since #A˜ = g0, a˜ · g = a for a ∈ A and c+ g0 − 1 = maxA, Zhai’s
inequality (1) implies
1
g0
∑
a∈A
a ≤
e − 1
e
(c+ g0 − 1). (8)
In [6, Lemma 1] one can find the exact formula
#L =
1
g0
∑
a∈A
(c− a) +
1
2
(g0 − 1) (9)
for the cardinality of L. Hence Wilf’s inequality (7) reads as
1
g0
∑
a∈A
a ≤
e− 1
e
c+
1
2
(g0 − 1) (10)
which for e ≥ 3 is stronger than Zhai’s version (8).
One obtains
2.1 Corollary. The numerical semigroup S is symmetric if and only if formula
(4) holds for B = A˜.
Proof Here we have to take #B = #A˜ = g0 and (g1, . . . , ge−1) as weight
vector g. Further B · g = A, maxA = c+ g0 − 1 and a˜ · g = a for a˜ ∈ A˜. Hence
formula (4) means
1
g0
∑
a∈A
a =
1
2
(c+ g0 − 1),
i. e.
1
2
c =
1
g0
∑
a∈A
(c− a) +
1
2
(g0 − 1). (11)
But by (9) the right hand side of (11) always equals #L. Hence (4) holds if and
only if 12c = #L, i. e. if S is symmetric. 
2.2 Comparing the types of S and of R(A˜)
Let C[S] = C[{ts|s ∈ S}] ⊆ C[t] be the semigroup ring of S and R(A˜) =
C[X1, . . . , Xe−1]/I(N
e−1 \ A˜).
We denote by t(R) the type of the local Cohen-Macaulay ring (R,m). If
R is artinian then t(R) can be computed as the vector space dimension of the
socle 0 :R m of R. Further the type t(S) := t(C[[S]]) of a numerical semigroup
S equals the number of pseudo-Frobenius numbers of S, these are the elements
f ∈ N \ S such that f + S \ {0} ⊆ S.
2.2 Proposition.
t(R(A˜)) ≥ t(S).
Proof The monomials Xs, s a maximum element of A˜, induce a basis of the
socle of R(A˜). Further the preimage pi−1(f) of any pseudo-Frobenius number f
of S is a maximum element of {−1} × A˜ ⊆ Ze, hence t(R(A˜)) ≥ t(S). 
2.3 Proposition. I(Ne−1 \ A˜) is the initial ideal InLEX(J) of
J = ker(C[X1, . . . , Xe−1]։ C[S]/(t
g0), Xi 7→ t
gi mod (tg0)),
with respect to LEX.
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Proof Let I(S) be the kernel of
C[X0, . . . , Xe−1]։ C[S], Xi 7→ t
gi .
Since
S = N · g0 + A˜ · g,
I(S) = ({Xα−Xβ |α ∈ N×A˜, β ∈ {0}×(Ne−1\A˜) such that α·(g0, g) = β·(g0, g) ∈ S}).
Hence
I(Ne−1 \ A˜) = ({Xβ11 · . . . ·X
βe−1
e−1 |(β1, . . . , βe−1) ∈ (N
e−1 \ A˜)}) ⊆ InLEX(J).
Since
dimC C[X1, . . . , Xe−1]/I(N
e−1 \ A˜) = #A˜ = g0 =
= dimC C[X1, . . . , Xe−1]/J = dimC C[X1, . . . , Xe−1]/ InLEX(J),
even InLEX(J) = I(N
e−1 \ A˜). 
Using Proposition 1.2 ([4, loc. cit.]) we get another, sufficient, condition on
A˜ for S being symmetric:
2.4 Corollary. a) If A˜ is a cuboid, then S is a complete intersection, in
particular symmetric.
b) There are complete intersections in embedding dimension 3, with A˜ not
being a rectangle, in particular t(R(A˜)) > t(S).
Proof
a) By 1.2 and 2.3, InLEX(J) = I(N
e−1 \ A˜) is a complete intersection, and
so is J , and finally C[S].
b) Examples (i) S = 〈7, 8, 12〉 is symmetric, hence a complete intersection,
since e = 3:
L = {0, 7, 8, 12, 14, 15, 16, 19, 20, 21, 22, 23, 24}
A = {0, 8, 12, 16, 20, 24, 32}
In the following pictures, we mark the elements of A˜ by •:
b
0
b
8
b
16
b
12
b
20
b
24
b
32
b
b b
b b
b b b b
Figure 2: A˜ is not a rectangle
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(ii) S = 〈6, 7, 9〉 is symmetric, hence a complete intersection, since e = 3:
L = {0, 6, 7, 9, 12, 13, 14, 15, 16}
A = {0, 7, 9, 14, 16, 23}
b
0
b
7
b
14
b
9
b
16
b
23
b
b
b b b b
Figure 3: A˜ is a rectangle

Next we will see how Ze−1 can be tesselated by its subset A˜.
Let B as in section 1 be the complement of an artinian ideal C ⊆ Ne−1.
Definition. B induces a periodic tesselation on Ze−1 if there exists an (e−
1)-dimensional sublattice Λ ⊆ Ze−1 such that
Ze−1 =
⋃
·
λ∈Λ
(λ+B).
2.5 Proposition. A˜ induces a periodic tesselation on Ze−1.
In example (i), S = 〈7, 8, 12〉, we have
Λ = Z · (2, 1)⊕Z · (−3, 2).
b b b
b b
b b
Figure 4: Λ = {◦}, A˜ = {·}
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Proof of 2.5 Proposition Let
ε : Ze−1
τ
→ Z
can.
→ Z/g0Z
x 7→ x · g 7→ x · g mod g0
Then Λ := ker ε ⊆ Ze−1 is an (e − 1)-dimensional lattice. By the definition of
A˜ and A = Ap(S, g0) we have A = τ(A˜), and ε maps A˜ ⊆ Ze−1 bijectively onto
Z/g0Z, hence
Ze−1 =
⋃
·
a˜∈A˜
(a˜+ Λ) =
⋃
·
λ∈Λ
(λ+ A˜).

For x = (x1, . . . , xe−1) ∈ Re−1 let supp(x) := {i|i ∈ {1, . . . , e− 1}, xi 6= 0}.
2.6 Proposition. Let B be the complement of an artinian ideal C ⊆ Ne−1.
Suppose B induces a periodic tesselation Ze−1 =
⋃·λ∈Λ(λ+B).
a) If x and x′ are minimal elements of C such that x−x′ ∈ Λ and supp(x)∩
supp(x′) 6= ∅, then x = x′.
b) There is at most one minimal element x of C outside the coordinate hy-
perplanes, and then in addition x ∈ Λ.
Proof a) The canonical map ε : Ze−1 → Ze−1/Λ operates bijectively on B,
since Ze−1 =
⋃· b∈B(b + Λ). Let i ∈ supp(x) ∩ supp(x′) and ei ∈ Ze−1 the i-th
unit vector. Then {x−ei, x′−ei} ⊆ B and ε(x−ei)−ε(x′−ei) = ε(x−x′) = 0.
Hence x− ei = x′ − ei, since ε|B is injective, and x = x′.
b) Let x ∈ Ne−1>0 be a minimal element of C. By a) it suffices to show that
x ∈ Λ: Since supp(x) = {1, . . . , e− 1},
x− ej ∈ B for j = 1, . . . , e− 1. (12)
Since Ze−1 =
⋃
λ∈Λ(λ + B) and x 6∈ B there is an λ ∈ Λ \ {0} such that
x− λ =: b ∈ B. From B ∩ (λ+B) = ∅ and (12) we conclude
b− ej = (x− ej)− λ 6∈ B, j = 1, . . . , e− 1,
hence b = 0 and x = λ ∈ Λ; notice that C is an ideal of Ne−1. 
2.7 Corollary. If e = 3, then the following are equivalent:
a) B induces a periodic tesselation on Z2.
b) t(R(B)) ≤ 2.
Proof a)⇒b): By 2.6, C has at most one minimal element outside the axes
of R2; hence B has at most two maximum elements, i. e. t(R(B)) ≤ 2.
b)⇒a): If t(R(B)) = 1, then B is a rectangle (1.2 Proposition). In case
t(R(B)) = 2 let (x1, y1) and (x2, y2) be the maximum elements of B, x1 < x2
and y1 > y2. Then Λ = Z · (x1 + 1, y2 + 1) ⊕ Z · (−x2 − 1, y1 − y2) works.

Applying 2.5 and 2.7 to numerical semigroups S we obtain:
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2.8 Corollary. If edimS = 3, then t(R(A˜)) ≤ 2. In particular, using 2.2
Proposition, we obtain
t(S) = t(R(A˜)) = 2 if S is not symmetric.
Hence A˜ is in the form of an “L”.
See also [2, theorem 11] and its proof for similar considerations.
Remark. For e ≥ 4, A˜ can be of a more complicate “staircase shape”.
Example. Let S = 〈9, 10, 12, 13〉. Both S and R(A˜) have type 5:
b
b
b
x1
x2
x3
Figure 5
The figure indicates the 9 unit cubes centered in the points of A˜. The 5
steps correspond to the monomial basis of the socle of R(A˜). The lattice Λ is
Λ = ker ε = Z · (0, 3, 0)⊕Z · (3,−1, 0)⊕Z · (1, 1,−1).
More generally, for S = S(n) = 〈n2, n2+1, n2+n, n2+n+1〉, both S and R(A˜)
have type 2n− 1 and formula (7) holds (cf. [3]). Like in figure 5, A˜ is a double
staircase for n stories, i. e.
A˜ = Bn := {(x1, x2, x3) ∈ N
3|x1 + x2 + x3 ≤ n− 1, x1x2 = 0}.
We will even show
2.9 Remark. For all numerical semigroups S = 〈g0, g1, g2, g3〉 with A˜ = Bn,
n ≥ 2, Wilf ’s question has a positive answer.
Proof Here g0 = #Bn = n
2 and c + g0 − 1 = maxA = (n − 1)g3. By [1],
formula (7) is true if c ≤ 3g0. Hence it suffices to show, that (10) holds in case
(n− 1)g3 ≥ 4n2. For Bn,i := Bn ∩ {xi = 0}, i = 1, 2
Bn,1 ∪Bn,2 = Bn and Bn,1 ∩Bn,2 = {0, 1, . . . , n− 1}e3.
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Applying formula (2) to the triangles Bn,1 and Bn,2 yields inequality (10)
for S, if (n− 1)g3 ≥ 4n2:∑
Bn
b · g ≤
∑
Bn
b · (g3 − 2, g3 − 1, g3)
=
2∑
i=1
∑
Bn,i
b · (g3 − 2, g3 − 1, g3)−
1
2
n(n− 1)g3
=
2
3
(n2 + n)(n− 1)g3 −
1
2
(n2 + n)(n− 1)−
1
2
n(n− 1)g3
=
3
4
n2(n− 1)g3 −
1
12
(n− 2)n(n− 1)g3 −
1
2
n(n2 − 1)
≤
3
4
n2(n− 1)g3 −
1
3
n2(n− 2)n−
1
2
n(n2 − 1), since (n− 1)g3 ≥ 4n
2,
≤
3
4
n2(n− 1)g3 −
1
4
n2(n2 − 1), since n ≥ 2,
= n2
(
3
4
c+
1
2
(n2 − 1)
)
.

Example. For S = 〈9, 20, 21, 23〉 we have A˜ = B3, whereas the hypothesis of
[3, 2.2 Cor.] is not fulfilled.
2.10. The Wilf ratio of a semigroup
Recall that pi : Z× A˜→ Z, x 7→ x · (g0, g) is bijective and maps N× A˜ onto
S.
For a ∈ Z let H≥a := pi−1(Z≥a), similarly H≤a and Ha. Hence under the
bijection pi the following sets correspond to each other:
H≥0=̂N
H≤c−1=̂Z≤c−1
H := H≥0 ∩H≤c−1=̂{0, . . . , c− 1}
U := H ∩ {x0 ≥ 0}=̂L
D := H ∩ {x0 ≤ −1}=̂N \ S
Hence Wilf ’s (proposed) inequality means that the Wilf ratio of S
w(S) :=
#U
#D
is at least 1
e−1 . 
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3 A more general question
3.1 Rephrasing the problem
With the notation of section 2, Wilf asked if (e − 1)#U ≥ #D. Hence we will
look at the subsets U and D ofH more precisely. Let n0 := ⌊
c−1+g0
g0
⌋ = ⌊maxA
g0
⌋,
the greatest integer such that n0g0 ≤ c− 1 + g0.
For i ∈ Z and a˜ ∈ A˜,
(i, a˜) ∈ H if and only if 0 ≤ ig0 + a˜ · g ≤ c− 1. (13)
Hence H ∩ {x0 = i} 6= ∅ if and only if −n0 ≤ i ≤ n0 − 1. We call these sets
the stories of H (see figure 6).
At first we consider the case i ≤ −1: Then, since maxA = c − 1 + g0, the
second inequality in (13) always holds, hence for the underground stories,
H ∩ {x0 = i} = A˜ ∩ {x1g1 + . . . xe−1ge−1 ≥ −ig0}. (14)
Now we cut Ne−1 into strips
H0 := {x ∈ N
e−1|0 ≤ x · g < g0}
H1 := {x ∈ N
e−1|g0 ≤ x · g < 2g0}
...
Hn0 := {x ∈ N
e−1|n0g0 ≤ x · g < (n0 + 1)g0}
...
of “width” g0, and set
hj := # A˜ ∩Hj , j = 0, . . . , n0.
Notice: Since (n0 + 1)g0 ≥ c+ g0 > maxA, we have
A˜ ∩Hj = ∅ for j ≥ n0 + 1.
Hence, by (14)
#H ∩ {x0 = i} = h−i + h−i+1 + . . .+ hn0 ,
and adding up from −1 to −n0 yields
#D =
−n0∑
i=−1
#H ∩ {x0 = i} = 0 · h0 + 1 · h1 + . . .+ n0 · hn0 .
12
x0
x1
x2
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
b
H ∩ {x0 = 4}
H ∩ {x0 = 3}
H ∩ {x0 = 2}
H ∩ {x0 = 1}
H ∩ {x0 = 0}
H ∩ {x0 = −1}
H ∩ {x0 = −2}
H ∩ {x0 = −3}
H ∩ {x0 = −4}
H ∩ {x0 = −5}
U
D
Figure 6: The stories of H = {•} for S = 〈14, 15, 17〉
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Analogously, for the stories above the ground
#U =
n0−1∑
i=0
#H ∩ {x0 = i} = n0 · h
′
0 + (n0 − 1) · h
′
1 + . . .+ 0 · h
′
n0
with the strips
H ′n0 := {x ∈ N
e−1|c− 1 < x · g ≤ c+ g0 − 1}
H ′n0−1 := {x ∈ N
e−1|c− g0 − 1 < x · g ≤ c− 1}
...
H ′0 := {x ∈ N
e−1|c− n0g0 − 1 < x · g ≤ c− (n0 − 1)g0 − 1}
and
h′i := # A˜ ∩H
′
i, i = 0, . . . , n0.
See [1, Proposition 4.5] for the corresponding decomposition of L.
Hence Wilf asked, whether
n0 · h′0 + (n0 − 1) · h
′
1 + . . .+ 0 · h
′
n0
0 · h0 + 1 · h1 + . . .+ n0 · hn0
≥
1
e− 1
.
In particular, if g0 divides c, i. e. c = n0g0, then the strips Hi and H
′
i coincide
and we get
w(S) =
n0 · h0 + (n0 − 1) · h1 + . . .+ 0 · hn0
0 · h0 + 1 · h1 + . . .+ n0 · hn0
.
3.2 The Wilf ratio of an artinian Ne−1-ideal with respect
to a weight vector
Let e ≥ 2, γ = (γ1, . . . , γe−1) ∈ Qe−1, 1 ≤ γ1 ≤ . . . ≤ γe−1, and B 6= {0}
the complement of an Ne−1-ideal, whose coordinate ring R(B) is artinian. We
define
n0(γ,B) := ⌊max(B · γ)⌋,
Hn(γ) := {x ∈ N
e−1|⌊x · γ⌋ = n}, hn(γ,B) := #B ∩Hn(γ),
H ′n(γ,B) := {x ∈ N
e−1|n0(γ,B)−⌊max(B·γ)−x·γ⌋ = n}, h
′
n(γ,B) := #B∩H
′
n(γ,B),
for n = 0, . . . , n0(γ,B). We call
w(γ,B) :=
n0(γ,B) · h′0(γ,B) + . . .+ 0 · h
′
n0(γ,B)
(γ,B)
0 · h0(γ,B) + . . .+ n0(γ,B) · hn0(γ,B)(γ,B)
the Wilf ratio of the ideal Ne−1 \B with respect to γ.
In the following remark we shall relate Wilf’s question to our more general
considerations:
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3.1 Remark. With the notation of section 3.1 for B = A˜ and γ = g−10 g we
have
n0 = n0(γ, A˜), c+ g0 − 1 = g0 ·max(A˜ · γ),
Hn = Hn(γ), hn = hn(γ, A˜),
H ′n = H
′
n(γ, A˜), h
′
n = h
′
n(γ, A˜), n = 0, . . . , n0,
and
w(S) = w(γ, A˜).
Hence the question of Wilf is if
w(γ, A˜) ≥
1
e− 1
.

By [2, Theorem 20] the Wilf ratio of S is at least 1
t(S) . In fact, if f1, . . . ft
are the pseudo-Frobenius numbers of S, then N \ S ⊆
⋃t
i=1(fi − L), hence
#(N \ S) ≤ t(S) ·#L. Analogously we will see
3.2 Proposition. a)
w(γ,B) ≥
1
t(R(B))
.
b) If B = Qm is a cuboid, then w(γ,B) = 1.
Proof Denote by d(B) and u(B) resp. the denominator and the numerator
of w(γ,B) in the above formula. Then
d(B) =
∑
b∈B
⌊b · γ⌋ and u(B) =
∑
b∈B
⌊max(B · γ)− b · γ⌋. (15)
b) The bijection Qm → Qm, q 7→ m− q yields d(Qm) = u(Qm).
a) Let m1, . . . ,mt be the maximum elements of B. Then t = t(R(B)) and
B =
⋃
j Qmj . Applying (15) to B and to Qmj for j = 1, . . . , t we get
d(B) = d(
⋃
j
Qmj ) ≤
t∑
j=1
d(Qmj ) =
t∑
j=1
u(Qmj ) ≤ t · u(B).

3.3 Corollary. If e = 3 and B induces a periodic tesselation, then
w(γ,B) ≥
1
e− 1
.
This is immediate from 2.7 and 3.2. 
Coming back to Zhai’s formula (1) we will see in a moment
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3.4 Proposition. For γ ∈ Ne−1≥1 , we have
w(γ,B) ≥
1
e− 1
.
Proof Here, by (15), we have for u = u(B) and d = d(B)
u+ d = max(B · γ) ·#B and d =
∑
b∈B
b · γ,
hence by (1)
d ≤
e− 1
e
(u+ d), equivalently
u
d
≥
1
e− 1
.

In other words, in case γ ∈ Ne−1≥1 , for i = 0, . . . ,m := max(B · γ)
hi := hi(γ,B) = h
′
i(γ,B)
is the number of elements b ∈ B of weight b ·γ = i. Hence (hn)n∈N is the Hilbert
function of the positively graded algebra
R(B) = C[X1, . . . , Xe−1]/I(N
e−1 \B), degXi = γi, i = 1, . . . , e− 1,
where
hm 6= 0 and hn := 0 for n > m.
By 3.4 Proposition,
0 · h0+1 · h1 + . . .+m · hm ≤ (e− 1)(m · h0 + (m− 1) · h1+ . . .+0 · hm). (16)
More generally, let
R =
m⊕
i=0
Ri = C[X1, . . . , Xe−1]/I,R0 = C, Rm 6= 0, degXi = γi, i = 1, . . . , e− 1
be an arbitrary positively graded artinian C-algebra with Hilbert function hn =
dimCRn and B = {b ∈ Ne−1|X
b 6∈ InLEX(I)}. Then by a theorem of Macaulay,
see [4, Theorem 6.1.4], R and R(B) := C[X1, . . . , Xe−1]/I(N
e−1 \ B) have the
same Hilbert function with respect to the grading induced by γ. Hence:
3.5 Remark. Formula (16) holds for the Hilbert function of any positively
graded artinian C-algebra R =
⊕m
i=0 Ri, Rm 6= 0, as well.
In the standard graded case γ = (1, . . . , 1), even Eliahou’s inequalities
n · hn ≤ h1(h0 + h1 + . . .+ hn−1), n ∈ N (see [1, Theorem 5.11]) (17)
hold, and h1 ≤ e − 1. Adding up from 1 to m again amounts to formula (16).
However, there are pairs (γ,B) with w(γ,B) < 1
e−1 :
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Example. For γ = (32 ,
5
3 ), B = {(0, 0), (1, 0), (0, 1), (2, 0), (1, 1), (0, 2)} one has
w(γ,B) = 511 .
Here t(R(B)) = e = 3, hence there is no periodic tesselation of Z2 by B.
In view of 2.5 and 3.3, generalizing Wilf’s question one may ask: Suppose
B induces a periodic tesselation of Ze−1, do we always have
w(γ,B) ≥
1
e− 1
,
at least if #B is a common denominator of γ1, . . . , γe−1?
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