adverse selection models, these papers find no evidence that individuals with more insurance are more likely to experience the insured risk. These findings have challenged the conventional wisdom that asymmetric information is an important phenomenon in insurance markets.
In this paper, we show empirically that asymmetric information may exist in an insurance market even when the expected positive correlation between insurance coverage and risk fails to materialize.
Individuals may have private information not only about their risk type but also about preference-related characteristics (such as risk aversion). If these unobserved preference-related characteristics have the opposite correlation with insurance coverage and with risk occurrence, they may offset the positive correlation between insurance coverage and risk occurrence that private information about risk type would otherwise produce. Thus, rather than indicating symmetric information, the lack of a positive correlation between insurance coverage and risk occurrence may indicate that there exist multiple forms of private information, acting in different directions.
Distinguishing between these two explanations for the same observed equilibrium is critical to understanding the information structure of the market. It also has important implications for efficiency. A symmetric information explanation indicates that there are no information-based efficiency problems. In contrast, an explanation based on multiple forms of private information raises the possibility that the structure of information may create market inefficiencies. Despite the importance of distinguishing between these two very different explanations for a lack of a positive correlation between insurance coverage and risk occurrence, there have been no empirical tests designed to do so. We provide one here.
While the ideas advanced in this paper are applicable to a wide variety of insurance markets, we focus our empirical work on the private long-term care insurance market in the United States. In addition to providing an interesting setting for studying asymmetric information, this market is of substantial importance in its own right. With annual expenditures of $100 billion (over 40 percent of which are paid for out of pocket) long-term care expenditures currently represent one of the largest uninsured medical and financial risks faced by the elderly in the United States. As the baby boom generation ages and medical costs rise, the nature of the long-term care insurance market will have profound implications for the well-being of both the elderly and their children. The limited size of the long-term care insurance market is well-known, but not well understood. Adverse selection and moral hazard may play a role, yet there exists little empirical evidence on their existence in this market.
We begin by following the existing literature and examine whether there is a positive correlation between the amount of insurance individuals have and the occurrence of the risk (in this case, the individual's ex-post use of a nursing home). We analyze data from two complementary sources:
proprietary micro data from a large private long-term care insurance company, and individual-level panel data from the Asset and Health Dynamics of the Oldest Old (AHEAD) cohort of the Health and Retirement Survey (HRS). We find no evidence that, after controlling for the risk classification done by the insurance company, those with more long-term care insurance use more nursing home care. If anything, we find suggestive evidence that they use less nursing home care.
To distinguish whether this equilibrium reflects the presence of symmetric or asymmetric information, we directly examine whether individuals have private information about their risk type. In the AHEAD data, we can measure each individual's subjective belief of his probability of entering a nursing home over the next five years, and compare that prediction to his subsequent five-year nursing home utilization. We supplement these data with measures of the insurance companies' information set and risk classification practices; these measures are based on insurance company application forms which reveal the set of individual characteristics observed by the insurance companies, and on the industry's actuarial model of nursing home utilization as a function of these observed characteristics.
We find that, after controlling for the insurance company's risk-classification, the individual's beliefs about his subsequent nursing home use remain a positive and statistically significant predictor of subsequent nursing home use. This test provides direct evidence of asymmetric information in the private long-term care insurance market: individuals have information about the likelihood of risk occurrence that the insurance company does not. Moreover, we find that the individual's private information about his risk type is positively correlated with insurance coverage.
These results -together with our failure to find a positive correlation between nursing home utilization and long-term care insurance coverage -suggest the existence of unobserved heterogeneity not only in risk type but also in preferences, where some preferences have the opposite correlation with insurance coverage and with nursing home utilization, and thus mask the role of adverse selection and moral hazard. Indeed, we demonstrate that, in the absence of this offsetting preference-based selection, the typical individual with long-term care insurance would be of substantially higher risk than an individual without such coverage. We also provide direct evidence of the existence and nature of these other unobserved, preference-related characteristics. Consistent with the theoretical models of de Meza and Webb (2001) and Jullien et al. (2002) , we find that more cautious individuals (a characteristic not observed by the insurance companies) are both more likely to own long-term care insurance and less likely to end up using long-term care.
The rest of the paper is structured as follows. Section one describes the standard empirical test for whether insurance coverage and risk occurrence are positively correlated and discusses different possible explanations for a lack of a positive correlation; we emphasize their different implications for the structure of information and for market efficiency. Section two provides some brief background on the private long-term care insurance market. The next three sections present the three main empirical findings. Section three documents the lack of a positive correlation between long-term care insurance coverage and nursing home care utilization. Section four provides evidence that individuals have private information about their risk type and shows the impact of this private information on insurance coverage and on the market equilibrium. Section five investigates the nature of the other offsetting, unobserved factors. The final section summarizes our findings. We discuss their potential to help reconcile the existing evidence of differences across insurance markets in whether there is a positive correlation between insurance coverage and risk occurrence, and their implications for testing for asymmetric information in other insurance markets.
Theoretical background

The "positive correlation" prediction
A wide variety of asymmetric information models predict a positive correlation between the amount of insurance and the occurrence of the risky event (Chiappori and Salanie, 2000; Chiappori et al., 2002) . As a result, the standard test for asymmetric information has been a test of the correlation between the amount of insurance coverage and the ex-post occurrence of the (potentially) insured risk. Throughout the paper we will refer to this test as the "positive correlation" prediction. The "positive correlation" can arise from either adverse selection or moral hazard, both of which result in a market that is inefficient relative to the first best. The mechanism by which the positive correlation arises differs however, for the two phenomena. In the case of adverse selection, the insured is assumed to have ex-ante superior information to the insurance company about his risk type. Because individuals who appear to the insurance company to be observationally equivalent face the same menu of insurance options, and because the marginal utility of insurance at a given price is increasing in risk, those with private information that they are high risk will select contracts with more insurance than those with private information that they are low risk (see e.g. Rothschild and Stiglitz, 1976) . In the case of moral 2 Of course, this prediction applies only to individuals who would be treated symmetrically by the insurance company (i.e. placed in the same risk category and offered the same set of insurance contract options). Although we will not always state this qualification explicitly in our discussion, it is implicitly always present. In the empirical work below, we will take great care to condition on this risk classification. hazard, the causality is reversed and the informational asymmetry occurs ex-post: insurance coverage lowers the cost of an adverse outcome and thus increases the probability or magnitude of the risk occurrence. The classic explanation is that insurance reduces the individual's incentive to invest in (costly) risk-reducing effort (see e.g. Arnott and Stiglitz, 1988) . In the health insurance context, another form of moral hazard may be quantitatively more important: insurance lowers the marginal cost of consuming the insured good (medical care), and may therefore induce additional consumption.
Empirically, the positive correlation property appears to exist in some insurance markets but not others. Cutler (2002) reviews an extensive empirical literature that finds evidence of the positive correlation property in health insurance, although exceptions exist (e.g. Cardon and Hendel, 2001 ). There is also evidence from annuity markets that the insured are higher risk (Finkelstein and Poterba, 2002, forthcoming) , but no such evidence in life insurance markets (Cawley and Philipson, 1999) . In the automobile insurance market, the empirical evidence is mixed. Chiappori and Salanie (2000) and Dionne et al. (2001) fail to reject the null hypothesis of no correlation; but Pueltz and Snow (1994) and Cohen (2001) find support for the positive correlation prediction.
Implications for the structure of information and market efficiency
There are two broad classes of possible explanations for a lack of a positive correlation between insurance coverage and risk occurrence. One argues that there is symmetric information, while the other argues that there is asymmetric information about both risk type and preferences, and that the two effects offset each other. Here, we provide an intuitive discussion of the two scenarios, and their efficiency implications.
Interested readers should consult Chiappori et al. (2002) for a more formal discussion.
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Consider first the possibility that information is symmetric and there is no moral hazard. Given the vast amount of information that insurance companies can, and do collect about potential customers, the individual may not have residual private information; indeed sophisticated actuarial methods might even give the insurance company superior information about the individual's risk type. 4 It is also possible that moral hazard may not exist in particular insurance markets. For example, in the case of long-term care insurance, the unappealing nature of nursing homes may be sufficient to dampen any potential moral hazard effects. If individuals have no private information and there is no moral hazard, insurance coverage need not be positively correlated with risk occurrence. Moreover, with symmetric information, the structure of information will not distort insurance purchases; the equilibrium will therefore be first best (absent any other market imperfections).
An alternative explanation for a lack of a positive correlation between insurance coverage and risk occurrence is that -unlike in the standard models of asymmetric information -risk type may not be the only source of private information. Individuals may also differ with respect to unobserved preferencessuch as risk aversion -that are correlated with both the demand for insurance coverage and with risk occurrence. We refer to this as "preference-based" selection to distinguish it from traditional adverse (or "risk-based") selection derived solely from the individual's private information about his risk type. If unobserved preferences are positively correlated with insurance demand and negatively correlated with risk occurrence, they can offset, to some degree, the positive correlation between insurance and risk occurrence that adverse selection and moral hazard would otherwise produce. The correlation between insurance and risk occurrence may therefore be of indeterminate sign. For example, more risk averse individuals value insurance more; if they are also lower risk -perhaps because they invest more in riskreducing effort -the correlation between insurance coverage and risk occurrence may be positive, zero or even negative (Jullien et al., 2002, de Meza and Webb, 2001 but have different expected costs, it cannot be the case that both groups are paying an actuarially fair price, and the quantity of insurance purchased by at least one group will therefore not be first best. In general, with private information about risk type and risk preferences, the direction of the inefficiency is unclear; insurance coverage may either be higher or lower than the first best outcome. In addition, there may or may not be scope for Pareto-improving government intervention.
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Finally, we note that it is not, in general, possible to draw comparisons of the relative efficiencies of alternative equilibria based on the observed correlation between insurance coverage and risk occurrence.
A change in the structure of preferences across individuals of different risk types could produce a change in this correlation, but with changes in preferences, efficiency comparisons are not straightforward.
Moreover, a change in the correlation likely involves increases in insurance for some risk types and decreases for other, making the net change in efficiency unclear. This indeterminacy is important to keep 6 Even in standard asymmetric information models -in which individuals only differ in terms of their (privately known) risk type -there is variation across models in whether there is scope for Pareto improving government intervention (Crocker and Snow, 1985) . The same is true in models with private information about both risk type and risk preferences. For an example of a model with private information about both risk type and risk preferences in which some individuals have too much insurance relative to the social optimum and there is scope for Pareto improvement through government intervention, see de Meza and Webb (2001 and by sex. 9 The positive correlation property predicts that the insured-to-population ratio of admission rates should be larger than one. The pattern displayed in Figure 1 is not consistent with this prediction.
We observe similar admission rates for the insured relative to the population at younger ages, and much lower nursing home admission rates for the insured relative to the population at older ages. The SOA (2002) also provides data on the relative nursing home admission rates, by age, among insured individuals with varying amounts of insurance. Again there is no evidence of a positive correlation between the amount of insurance and nursing home admission rates; indeed, there is even a pronounced negative correlation between admission rates and some of the policy features that increase the amount of insurance.
Although suggestive, the SOA data do not provide a formal test of the positive correlation prediction.
Most importantly, they do not condition on the risk classification of the individuals done by the insurance companies. In addition, many "uninsured" individuals may in fact be able to collect public Medicaid insurance should they end up in a nursing home. Our formal analysis of micro data in the remainder of this section is designed to address these issues.
We perform the test in two different ways. Our first comparison is to compare care utilization across insured individuals with different amounts of insurance. To do so we use a proprietary database containing information on the insurance purchases and subsequent claims experiences of customers in a large, private long-term care insurance company. Our second approach is to compare the care utilization 8 When the market began in the early 1980s, most policies covered nursing homes only. Even in 1990, two-thirds of policies sold covered only nursing homes. By 2000, however, over three-quarters of new policies covered both home care and nursing home care (AARP 2002 , SOA 2002 , HIAA 2000a . 9 We limit the insured data to policies with no deductible. Policies with a deductible will not report a claim (and hence a nursing home admission) if the nursing home stay lasts less than the length of the deductible; we would therefore underestimate the insured admission rate for these policies.
of individuals with private insurance to that of individuals without private insurance. For this analysis, we use individual-level panel survey data from the AHEAD.
Proprietary policyholder data from a large private insurance company
Data and empirical framework:
We have data on the complete set of individual (non-group) private long-term care insurance policies sold by a large U.S. private long-term care insurance company from January 1, 1997 through December 31, 2001. 10 We observe a complete description of the features of each policy. Crucially, we also observe the risk classification of the individual done by the insurance company;
it follows typical industry practices. The company varies the premium based on the individual's age at the time of policy issue, the date that the policy is issued, and whether the individual is rated preferred, standard, or substandard based on detailed health information. We observe the individual's age at purchase, issue date, and rating category, although we do not observe the underlying health information on which the rating category is determined. We also observe a complete description of all claims incurred through December 31, 2001.
To test the positive correlation prediction, we examine the relationship between the characteristics of the policy that affect the quantity of insurance provided and nursing home utilization. In contrast to the comparison using the SOA data we employed earlier, here we can condition on the individual's risk classification. However, because we still only observe care utilization if it results in a claim, we will miss stays that do not exhaust the deductible (which must be satisfied anew for each care episode). Therefore, we define a "failure" in our hazard model as having at least 100 continuous days of nursing home care
and we restrict the sample to the 94% of policies that have a deductible of 100 days or less (and were issued at least 100 days before the end of the sample period). Conditional on entering a nursing home, stays of more than 100 days are quite common (Dick et al., 1994; Kemper and Murtaugh, 1991; and 10 The company is among the top-five companies in this market (which combined account for almost two-thirds of premiums (LIMRA, 2001) ). Although the data come from a single company, they appear comparable to the broader market in terms of the age and gender-mix of purchasers and the product mix of policies sold (see HIAA 2000a for market-wide statistics). In addition, the company experienced similar growth rates in policy sales over the last five years to the industry as a whole (LIMRA 2001). Murtaugh et al., 1997) . The average failure rate in our sample, 0.3 percent, is quite low, but is consistent with market-wide and population statistics on nursing home utilization (SOA 1992 (SOA , 2002 . 
We estimate a semi-parametric Cox proportional hazard model to avoid making any parametric assumptions about the baseline hazard
The hazard model framework is particularly well-suited to handling the extensive right-censoring in the data. Censoring (exiting the sample for reasons other than failure) occurs either because the sample period ends or because the policy terminates due to death or to failure to pay premiums. Slightly less than 10 percent of our policies terminate; this rate is comparable to industry-wide termination rates (SOA 2002) . 12 We include a set of covariates to control for the insurance company's risk classification of the individuals. These consist of indicator variables for issue year, rating category (standard, preferred or substandard), and issue age (which we divide into five roughly equal size bins that are less than 60, 60-64, 65-69, 70-74, and 75+). 13 Finkelstein and Poterba (forthcoming) show that selection can occur on many aspects of the insurance 11 This low failure rate prohibits an analysis of the relationship between policy characteristics and length of stay beyond 100 days, or the occurrence of multiple stays of at least 100 days in length. 12 Treating terminated policies as censored at the date of termination is equivalent to a competing risks framework in which the two risks (termination and failure) are assumed independent. It is not obvious that this assumption is appropriate. We therefore tested the robustness of our results to instead maintaining the terminated policies in the "at risk" sample after policy termination. The results were not substantively affected. 13 Including separate indicator variables for each age rather than five-year intervals does not affect the coefficients of interest. We adopt the coarser set of controls as our main specification simply for ease of presentation.
contract. In testing for the positive correlation property, it is therefore important to look at the correlation between care utilization and any aspect of the insurance policy along which selection might occur. We therefore include as our primary covariates of interest measures of all four of the main aspects of the policy that affect the quantity of insurance in the policy. These are: (1) the deductible, (2) the total number of days for which benefits may be received in the lifetime of the policy ("benefit period"), (3) the maximum amount of incurred nursing home care expenditures that the policy will reimburse per day in care ("maximum daily benefit"), and (4) how the nominal maximum daily benefit increases over time after purchase of the policy ("benefit escalation"). The positive correlation property predicts that the hazard rate should be increasing in the benefit amount, the benefit period and the amount of benefit escalation, all of which increase the amount of insurance in the contract; similarly, the hazard should be decreasing in the size of the deductible, which reduces the amount of insurance in the contract.
We measure the deductible with indicator variables for 20-day, 60-day and 100-day deductibles. We measure the maximum daily benefit amount using three indicators (which roughly evenly divide the sample) for less than $100, $100, and more than $100 per day. In measuring the benefit period, we create a series of indicator variables that take account of two factors. First, we distinguish among policies with benefit periods of 1-4 years, 5+ years (but finite), and unlimited. Second, among policies with finite benefit periods, we further distinguish policies that reset the allowable benefit period to the original benefit period if the individual has had 180 continuous days out of care since the last day of receiving benefits; this reset option effectively extends the benefit period. Finally, we use indicator variables for the four possible benefit escalation options. In order of increasing benefit levels these are: constant nominal benefits, benefits escalate at 5 percent of the original benefit per year ("simple" escalation), benefits escalate at 5 percent per year ("compound" escalation), and benefits are increased by the greater of 5% compounded annually over 3 years or CPI-growth over the last 3 years at the option of the policy holder ("indexed"). For completeness, we also control for the remaining policy features as described in the notes to Table 2 . Table 1 provides summary statistics on the main individual and policy characteristics examined in the analysis. We do not control for the premium because we have controlled for all of the characteristics of the individual and the policy that determine it. We also do not control for sex because it is not used in determining the pricing of contracts. Table 2 reports the results from estimating equation (1). We show results for the entire sample of policies. Because some of these policies have been in effect for only a short time, we also report results for the subset of policies issued in 1997 or 1998, all of which have had at least three years of exposure. The results look similar if we instead limit the sample to individuals who are 75 and older at the time of purchase, and for whom we therefore observe a greater fraction of the policies' actual lifetime (results not shown).
Results:
The results in the top portion of the table show the estimated coefficients on several covariates that reflect the insurance company's risk-categorization of the individual. As expected, the hazard rate increases monotonically with the individual's issue age and with the assessed risk category. For example, individuals who are rated standard risk have about a 55 percent lower baseline hazard rate of entering a nursing home for at least 100 days than individuals who are rated high risk.
The lower portion of the table reports the coefficients on covariates for which the positive correlation property makes predictions; these predictions are summarized in the right-most column. There is little evidence in support of these predictions. The coefficients on the benefit escalation and benefit period variables tend to have the opposite sign from what is predicted by the positive correlation property. The coefficients on the deductible and daily benefit variables tend to be positive as predicted (those with shorter deductible periods and higher daily benefits are more likely to use a nursing home) but the estimated effects are almost always statistically insignificant. Moreover, their magnitudes suggest that any effect is quantitatively unimportant. For example, the change in hazard rate associated with a 20-day deductible compared to a 100-day deductible (which is the largest right-signed coefficient) is not only statistically insignificant but is considerably smaller in magnitude than the change in hazard associated with any 5-year increase in issue age.
One potential concern with these findings is that our inclusion of a series of additive controls for the individual's risk classification may produce misleading estimates of the relationship between features of the contract and nursing home utilization if there are important interaction effects among the various determinants of the individual's risk classification and nursing home utilization. We therefore estimated a more flexibly specified version of equation (1) in which we included fixed effects for each risk class, defined by the interactions of the individual's issue age, rating category and issue year. We also reestimated the hazard model restricting our sample to an increasingly homogenous population with respect to the insurance company's risk classification. We found (in results not shown) that the coefficients on the policy characteristic variables in these alternative specifications were, if anything, less consistent with the predictions of the positive correlation property than those shown in Table 2 . 
Evidence from individual panel data in the AHEAD
Data and empirical framework:
X
We regress a measure of the individual's long-term care utilization from 1995 through 2000 (CARE) on whether he has long-term care insurance coverage in 1995 (LTCINS); 10% of the sample has such coverage. We include as controls a series of covariates (X) designed to control for any risk-categorization of the individual done by the insurance company.
We use two different measures for the dependent variable CARE. The first is a binary measure of whether the individual spent any time in a nursing home in the five years between 1995 and 2000; 19 percent of the sample did. The second dependent variable is the total number of nights that the individual spent in a nursing home in this period. On average, individuals spent 33 nights in a nursing home; conditional on entering a nursing home, the mean is 187 nights.
As discussed, the correct empirical test requires controlling for the risk classification of the individual done by insurance companies. In the proprietary insurance company data, we directly observed this risk classification. In the AHEAD data we do not. However, we do observe extremely rich and detailed information on current health and medical history, as well as other demographics. By examining insurance application forms from five leading long-term care insurance companies we determined which of these characteristics of the individual the insurance companies observe. All collect a limited set of demographic information -age, gender, marital status, and age of spouse -as well as similar and extremely detailed information on current health and on health history. We found only one company that asked applicants to report any financial information (specifically, whether they had less than $30,000 in financial assets, presumably to screen for likely Medicaid eligibility).
Essentially all of the information collected by the insurance companies is observable in AHEAD. We also know that companies offer age-specific prices with only two or three broad rate classifications within each age based on health information (ACLI 2001 , Weiss 2002 , Kemper et al. 1995 .
14 However, we do not know the algorithm mapping the observable characteristics into the rate classifications. Given the importance of controlling for the individual's risk classification in the analysis, we experiment with four alternative approaches. First, we do not include any covariates in estimating equation (2) ("no controls" specification). Second, we control for the individual's age by including a separate indicator variable for each age ("age dummies" specification). Both of these approaches are likely to underestimate the amount of categorization done by insurance companies.
Therefore, our third approach ("all observables" specification) tries to control for everything the insurance companies observe about the individual. This specification includes not only the age dummies, but also all of the demographic information that insurance companies observe, (gender, marital status and age of spouse, which we enter linearly), and indicator variables for each of the detailed current health and health history characteristics collected by any insurance companies that we observe in the data. To be conservative, we also include indicator variables for the household's income quartile and asset quartile,
even though it appears that most companies do not collect this information. This complete set of controls is summarized in Table 3 .
By including a separate indicator variable for each health characteristic, the "all observables" specification invokes a much more finely defined categorization of risk than insurance companies actually use. We therefore believe that this specification is likely to overestimate the amount of risk classification done by the insurance company. 15 However, if there are substantial interaction affects among the observable controls, we may misestimate the true relationship between care utilization and insurance coverage by only including these observable controls additively.
To address this limitation, our fourth and final specification substitutes these linear controls with a single summary measure of the insurance companies' prediction about each individual in the 1995 AHEAD's chance of entering a nursing home in the next five years. We generated these predictions using the same actuarial model that is employed by much of the long-term care insurance industry; this model and its pedigree are described in detail in Robinson (1996) , Robinson (2002) , and Brown and Finkelstein 15 There are, however, a few characteristics that the insurance companies observe that we cannot measure in the AHEAD. Most are rare health conditions -such as double amputation or unoperated aneurysm-but their omission raises the (we think unlikely) possibility that the "all observables" specification underestimates the amount of risk classification done by the insurance company. To compensate for this omission, we experimented with including as controls all of the health measures observed in the AHEAD, including those not observed by the insurance company (e.g. self-reported health status, cataract surgery etc.). We did not find any substantive changes in our results. 
Results:
The top panel of Table 4 describes the results of estimating equation (2) for these four alternative definitions of the control variables (X). When the dependent variable is the binary measure of any nursing home use, we report results from OLS estimation of equation (2); probit estimation produces similar results. When the dependent variable is the cumulative number of nights spent in a nursing home since 1995, we report estimates from a Tobit model; a linear model produces similar results both for the whole sample and when limited to those who report any time in a nursing home.
The results are not supportive of a positive correlation between long-term care insurance coverage and long-term care utilization. In all specifications, long-term care insurance coverage is negatively associated with long-term care utilization. Across all specifications, we can reject a higher probability of nursing home utilization for the insured relative to the uninsured of more than 2.8 percentage points (15 percent) with 95 percent confidence.
A potential problem with this analysis is that a substantial fraction of the seemingly uninsured may in 16 We are extremely grateful to Jim Robinson, the former chair of the Society of Actuaries' long-term care insurance valuation methods task force, for generously sharing this model with us, and for answering our many questions. 17 Although the full model, which is what we use, generates separate predictions by gender, in practice insurance companies do not offer gender-specific prices. If we instead generate the unisex predictions of the model, we find that it performs equally well in predicting nursing home utilization, and that conditional on this unisex actuarial prediction, gender is not a statistically significant predictor of nursing home use in the AHEAD. These findings are consistent with insurance companies not offering gender-specific prices. 18 As an alternative way of dealing with non-linearities in the relationship between observable characteristics and long-term are utilization, we also estimated equation (2) Table 4 indicates that the relationship between insurance coverage and care utilization appears more negative when the sample is restricted to these individuals. Indeed, across all specifications, we can now reject a higher probability of nursing home utilization for the insured relative to the uninsured of more than 0.6 percentage points (3 percent) with 95 percent confidence.
In results not reported, we ascertained that the results in Table 4 were robust to a number of other alternative specifications. Two in particular are worth noting. First, insurance companies tend to deny some observably unhealthy individuals private long-term care insurance coverage; for example, Weiss (2002) estimates that 15% of non-group long-term care insurance applications are denied. We therefore re-estimated equation (2) restricting the sample to individuals who have none of the health conditions that tend to provoke denials. The coefficient on long-term care insurance remains consistently negative, even if the sample is further restricted to those for whom Medicaid is also not a close substitute for private insurance.
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Second, because we only observe care utilization for a five-year period, and not over the lifetime of the policy, it is possible that the positive correlation property would appear if the data were analyzed over a longer time horizon. We tried several alternative approaches to addressing this issue, none of which affected the qualitative nature of the results. For example, we used information on how long the individual has had his policy to restrict the insured individuals in the sample to the two-thirds who had had their policy since at least 1992 (the earliest year for which nursing home utilization data are available) and thus observed 8 years of care utilization data rather than only 5. We also tried limiting the sample to the one-third of individuals who died between 1995 and 2000, for whom utilization subsequent to 2000 is not possible.
Finally, it is worth noting that our analysis thus far has focused exclusively on nursing home utilization. Increasingly, long-term care insurance policies also cover some home health care, although, it is a small component (about one-quarter) of total long-term care expenditures (US Congress, 2000) . In the AHEAD, we can measure whether the individual consumed any nursing home or any home health care between 1995 and 2000 (40% of the sample did, compared to 19% for nursing home use alone). When we re-estimate equation (2) using as a dependent variable whether the individual used any long-term care, we find a relationship between insurance coverage and any long-term care utilization that is slightly more negative than the relationship between insurance coverage and any nursing home utilization (results not shown). This finding persists if we restrict the insured sample to the two-thirds whose policies provide some home health care benefits. This suggests that the relationship between insurance coverage and home care is also negative. 
The structure of information in the long-term care insurance market
The preceding section indicates no evidence of a positive correlation between insurance coverage and nursing home utilization. As discussed, this result is consistent with symmetric information in the market, and similar evidence in other insurance markets has been interpreted as such (see e.g. the papers cited in 20 However, in the proprietary insurance company data discussed in the previous subsection, we find some weak evidence of a positive correlation between the amount of insurance in the contract and the hazard rate of entering the 100 th consecutive day of home care (results not shown). In contrast to the results for nursing home use, there may therefore be some weak empirical support for a positive relationship between insurance coverage and home care use. We suspect that any such evidence reflects the fact that home care -unlike nursing home care -may provide some direct consumption value (or at least less disutility), and may therefore be more susceptible to moral hazard. We believe it unlikely that our failure to find a positive correlation between insurance coverage and nursing home use is due to insurance-induced substitution of home health care use for nursing home use. For we find that the negative relationship between insurance coverage and nursing home care in both data sets persists when we restrict the insured sample to those with no home health care coverage. the opening paragraph). However, the result is also consistent with individuals' having private information about both their risk type and their preferences. We therefore test directly for asymmetric information by examining whether individuals have private information about their risk type and whether this information is related to insurance coverage.
Measuring individual's beliefs about their risk of nursing home utilization
Information on individuals' beliefs about their risk of nursing home utilization comes from responses to the following question asked in the 1995 AHEAD:
"Of course nobody wants to go to a nursing home, but sometimes it becomes necessary. What do you think are the chances that you will move to a nursing home in the next five years?" Individuals are asked to give a response on a scale from zero to 100, which we rescale to be between 0 and 1. The question was not asked of the approximately 13 percent of the 1995 respondents for whom the interview was completed by a proxy respondent; this excludes, among others, the most cognitively impaired; the results in Table 4 are robust to this sample restriction.
An important consideration is whether individuals' reporting of their beliefs contains any meaningful information about their actual beliefs. Two factors are encouraging on this dimension. First, individuals' predictions appear right on average: the average self-reported probability of nursing home use in a five year period was 18 percent, while 16 percent of the responders actually did enter a nursing home over the five year period.
21 Second, we find that self-reported nursing home entry probabilities co-vary in sensible ways with known risk factors; they are higher for women than for men, and increase monotonically with age and with deteriorating health status. These results are consistent with other work that has found sensible covariance patterns for self-reported mortality probabilities and characteristics such as the individual's age or health status (Hamermesh, 1985 , Hurd and McGarry, 2002 , Smith et al., 2001 ).
However, one well-known issue with self-reported probabilities is the phenomenon of "focal" or 21 The accuracy of the average prediction holds for both men and women. We find some evidence that those with insurance and those in better health tend to overestimate their risk.
"categorical" responses wherein respondents give round figures such as 0, 50 or 100 percent. Figure 2 shows a histogram of the responses. Almost 50 percent of respondents report a five-year nursing home entry probability of zero and 14 percent report a 50 percent probability. More generally, respondents overwhelmingly favor "round" responses, with over 98 percent reporting a value that is divisible by 5. Hurd and McGarry (1995) and Gan et al. (2003) report a similar preponderance of such categorical responses for self-reported mortality probabilities.
It is somewhat unclear how to treat these categorical responses. Our goal is to measure individual beliefs. To the extent that the categorical responses represent the "true" subjective probability of the individual, no adjustment to individuals' statement of their beliefs seems warranted. However, the preponderance of categorical responses raises the possibility that individual responses convey information about their beliefs of the general nature of their risk (e.g. low, medium, or high) but not about the scale of the risk. For example, about 8 percent of individuals who report a zero probability of 5-year nursing home entry have private long-term care insurance; this suggests that an answer of zero may convey a belief that the entry probability is quite low, but not that it is literally zero. In this case, grouping the individual predictions into several categories, rather than including them as a continuous variable, may be more appropriate.
With these considerations in mind, we report results using two alternative measures of the beliefs.
First, we use the actual response of the individual, which we refer to as our "continuous measure" of individual beliefs. Second, we use a series of indicator variables for whether the individual reported 0 (49%), 1-49 (30%) or 50-100 (21%). We choose these break points to create categories of roughly equal size. We refer to this as our "categorical measure."
Finally, we note that individuals may not be comfortable reporting probabilistic answers, and may not in fact even think in these terms. If they use probabilistic information in making insurance purchase decisions, but are unable to translate these latent probabilities into numbers when faced with a survey question, the resulting measurement error will lead us to underestimate the extent of private information.
Do individuals have private information about the likelihood of nursing home utilization?
We estimate the relationship between nursing home utilization and beliefs about nursing home utilization with the following equation:
We estimate a linear probability model of whether the individual went into a nursing home in the five years between 1995 and 2000 (CARE) on his 1995 self-reported beliefs of this probability (B) and controls for the insurance companies' risk classification (X). We do not control for LTCINS in equation (3) because if private information about risk type is correlated with insurance coverage due to adverse selection, controlling for LTCINS would control away part of the individual's information. In practice, our results are not affected by this choice.
The results are shown in Table 5 . Two main findings emerge. First, using either the continuous or categorical measure of beliefs, columns (1) and (2) indicate that individual beliefs about the likelihood of entering a nursing home are a statistically significant, positive predictor of subsequent nursing home experience. This provides a complement to studies that have found that individuals have some ability to predict their mortality (e.g. McGarry, 1995, 2002; Smith et al. 2001) . The results in column 1 indicate that a 10 percentage point increase in self-reported probability is associated with a 1 percentage point increase in the probability of going into a nursing home. The results in column 2 indicate that individuals who report a prediction of 50 or higher are 6 percentage points (about 40 percent) more likely to go into a nursing home than individuals who report a prediction of 0; individuals who report a prediction of 1 to 49 are no more likely to go into a nursing home than individuals who report 0, but are significantly less likely to go into a nursing home than individuals who report a prediction of 50 or higher. Table 5 are likely underestimates of individuals' private information.
These findings provide direct evidence of the presence of asymmetric information in the private longterm care insurance market. In particular, the results are supportive of the assumption of adverse selection models that individuals have private information about their risk type prior to the purchase of insurance.
An alternative interpretation of the results might be that individuals and insurance companies initially have symmetric information but that individuals, in reporting their beliefs, anticipate the moral hazard effects of insurance. However, this is not corroborated by the data: the results look similar if we restrict the sample to the 90% of individuals without private insurance.
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If individuals have residual private information about their chances of using a nursing home, why don't insurance companies attempt to learn more about the individual? There is clearly some information about the individual that the insurance company could in principle observe but that in practice it does not. This includes, for example, additional health conditions measured in the AHEAD data but not by the insurance company as well as measures of the individual's race, religion, education, spouse's health, the number, sex, and proximity of the individual's children, and whether the individual engaged in each of a variety of potential preventive health measures (described in more detail in Section 5). When we add these variables to the "all observables" specification in Table 5 , they are jointly significant, but their addition does not affect the magnitude or statistical significance of the coefficient on the individual's prediction. This suggests that feasible collection of additional information about the individual would not 22 Interestingly, we do not find evidence that the insured are better predictors of their utilization than the uninsured. This suggests that individuals do not appear to update their beliefs about their risk type based on the price offered by the insurance company. We also investigated whether predictive power varies systematically across other observable groups. More educated and older individuals tend to be better predictors; there is weak evidence that women may be better predictors than men. correct the problem of asymmetric information vis a vis the consumer's information set, but it would give the company an advantage over competitors that do not collect the information. 
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Once again, LTCINS is a binary measure of insurance coverage, and B and X are, respectively, the subjective probability of entering a nursing home and controls for the risk classification done by the insurance company. The results are presented in Table 6 . Across all specifications, individuals who believe that they are higher risk are more likely to purchase insurance. Table 6 raises the interesting question of whether the private information occurs ex-ante or ex-post. In other words, do individuals have ex-ante private information that influences subsequent purchase decisions (as in an adverse selection model), or do individuals revise their beliefs upward after purchasing insurance to account for the moral hazard effects of the insurance on care utilization? The AHEAD data do not permit us to distinguish between these alternatives because the average initial age in our sample is 79, and hence subsequent insurance purchases are rare. However, evidence from younger cohorts in the HRS suggests that individuals have private information about risk type prior to purchasing insurance, and that such information influences subsequent insurance purchases. Specifically, we found (in results not reported) that beliefs about subsequent nursing home use in 1996 among uninsured individuals aged 60 to 69 (average age of 63) were positively and statistically significantly associated with acquiring insurance by 2000 (which 8 percent of the sample did); the magnitude of the coefficient on beliefs as a predictor of 23 We presume that insurance companies do not collect this information because the costs of doing so are high relative to the benefits. In addition, the use of behavioral information in pricing insurance contracts (such as decisions regarding preventive health care investment) could alter the behavioral choices of potential applicants and thus reduce the informative content of these characteristics. subsequent insurance coverage was about two-thirds the magnitude of the contemporaneous correlation between beliefs and insurance coverage shown in Table 6 .
The effect of private information on the market equilibrium
The results thus far indicate that individuals have private information about their risk type and that this private information is positively correlated with insurance coverage. Because we also found that the insured are no more likely to enter a nursing home than the uninsured, there must, mechanically, be other unobserved characteristics of the individual that have opposite correlations with insurance coverage and with care utilization. The next section directly investigates what these other unobserved characteristics might be. Here, we provide one way of quantifying the extent of private information about risk type.
We re-estimate the relationship between nursing home utilization and insurance coverage (equation 2), using the individual's subjective assessment of nursing home risk as an instrumental variable for insurance coverage. The IV estimates provide a partial equilibrium (and hence lower bound) estimate of what the impact of this private information about risk type would be on the market equilibrium in the absence of offsetting preference-based selection (i.e. if private information about risk were the sole systematic determinant of insurance coverage). We do not, however, place any causal interpretation on the coefficient on insurance coverage. Table 7 reports the results. The first two rows show the results when individuals' continuous or categorical beliefs in 1995 about their five-year nursing home use probability are used as instruments.
Due to concerns about measurement error in individual beliefs, the next two rows report results when individuals' beliefs as reported in the 1995 interview and in the 1993 interview are used as instruments.
For comparison, the bottom row of Table 7 reports the OLS estimates of equation (2) limited to the sample for whom we have belief information in 1995.
The OLS estimates indicate that on average the insured are not higher risk than the uninsured. By contrast, the IV estimates suggest that, holding prices constant, the insured would be at least 20 percentage points more likely to enter a nursing home than individuals without insurance if beliefs about risk type were the only systematic factor influencing insurance coverage.
Of course, such a change in the risk composition of the insured would also affect the pricing of insurance. One way to gauge how insurance prices would change in the absence of preference-based selection is to compare OLS and IV estimates of the relationship between total nights spent in a nursing home and insurance coverage. In results not reported here, we find that the OLS estimates suggest that the insured spent an (insignificant) 5 to 14 days less in a nursing home over a five year period than the uninsured, while the IV estimates suggest that the insured spend a (significant) 40 to 212 days more in a nursing home than the uninsured (median estimate is 69). The national average daily cost of a nursing home in 2002 was $143 (MetLife, 2002) . Therefore, if we assume the OLS estimate is 0 and take the median IV estimate, this suggests that in the absence of preference-based selection, the expected (nondiscounted) nursing home expenditures of an insurance policy would rise by almost $10,000 over a five year period. Presumably the general equilibrium effects of these price changes on selection in the longterm care insurance market (and hence further effects on prices) would result in a market that, in the absence of offsetting preference-based selection, would be display an even larger positive correlation between insurance coverage and risk occurrence than the partial equilibrium IV estimates imply.
Finally, we found that Hausman tests of the difference between the IV and OLS estimates indicate that, in all but one of the 16 IV estimates, we can reject with at least 10 percent confidence the null hypothesis that LTCINS is not correlated with the error term in equation (2). In other words, the offsetting preference-based selection has a statistically significant effect on the relationship between insurance coverage and nursing home utilization in equilibrium. We now turn to a direct examination of what these offsetting preference-based factors might be. 24 24 Another possibility is that differences between the OLS and IV results in Table 7 stem primarily from classical measurement error in our long-term care insurance variable. However, we believe this to be unlikely. We reestimated equation (2) using long-term care insurance coverage in 1998 as an instrumental variable for coverage in 1995. This is more typical of the type of instrument selected to deal with classical measurement error. When doing so we found IV results that were only slightly different from the OLS results (never varying by more than 1.6 percentage points) and about half the time are more negative than the OLS estimates.
Direct evidence of preference-based selection
We exploit the richness of the AHEAD data to identify characteristics of the individual that are unobserved by the insurance company and that have the opposite correlation with risk occurrence and preferences for insurance. Econometrically, imagine we can measure two aspects of the individual that are unobserved by the insurance company, and related (with noise) to the individual's (unobserved) risk type:
his beliefs about his type (B) and some aspect of his preferences (P) that the insurance company does not observe. We have seen that B is positively related to insurance coverage and to care utilization and are looking for a P that has the opposite correlation with insurance coverage and care utilization. We therefore estimate the equations: d .
It is difficult, if not impossible to measure all (or even most) of the components of P. By definition, they must be unobserved by the insurance company; many of them are therefore likely to be unobserved by the econometrician as well. We therefore focus primarily on a candidate that has attracted considerable theoretical attention: selection based on risk aversion. De Meza and Webb (2001) and Jullien et al. (2002) propose that the risk averse (or more "cautious") may not only place a higher value on insurance, but may invest more in preventive effort and thus end up lower risk than less risk averse individuals.
The AHEAD data provide a nice measure of the individual's investment in risk-reducing behavior.
We observe, in 1995, whether the individual undertook various gender-appropriate potential preventive health care measures over the last two years. These are: whether the individual had a flu shot, had a blood test for cholesterol, checked her breasts for lumps monthly, had a mammogram or breast x-ray, had a Pap smear, and had a prostate screen. The insurance company applications we reviewed did not solicit any of this information.
There is substantial variation in the fraction of gender-appropriate potential preventive activity actually undertaken: the median individual does two-thirds of these activities, but 7% report doing nothing and 30% report engaging in all relevant preventive behaviors. This measure does not appear to primarily reflect whether the individual has seen a doctor over the last two years (over 90% of our elderly sample has) or the type of insurance the individual has; Medicare (which covers 99% of our sample) reimburses for all of these preventive health measures. Table 8 reports the results of estimating equations (5) 
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The results from the second column within each panel indicate that those who undertake more preventive health activity are also more likely to own insurance. Finally, we used the results from estimating the insurance coverage equation (6) δ , which we denote as 25 Although beliefs about nursing home risk are positively correlated with nursing home use and preventive activity is negatively correlated with nursing home use, beliefs and preventive activity are themselves positively correlated. Consistent with this, we find that more cautious individuals tend to overestimate their risk probability relative to actual experience. This suggests the existence of an unobserved "pessimism" factor that causes individuals to shade upward their beliefs about nursing home risk and also to behave more cautiously; such pessimism may not, however, have a direct effect on actual nursing home utilization.
LTCINS_HAT RISKTYPE ) and the residual ( ηˆ, which we denote by LTCINS_RESID). 26 The third column of each panel of Table 8 shows the results of estimating the care utilization equation (5) with these three different components of insurance coverage on the right hand side. LTCINS_HAT PREVENT is always negative. In other words, the variation in insurance coverage that is positively correlated with preventive health activity is negatively correlated with long-term care utilization.
Thus, consistent with the theoretical models of de Meza and Webb (2001) and Jullien et al (2002) , more cautious individuals are both more likely to own insurance and less likely to experience the insured risk. It is not clear, however, whether our results reflect the type of causal relationship between risk aversion and risk occurrence posited by these theoretical papers. It is possible that there is a causal relationship; for example, flu shots reduce the risk of pneumonia which is a nontrivial contributor to the need for a nursing home for the elderly. Alternatively, these preventative measures may be correlated with other investments that themselves cause lower rates of institutionalization. For example, we find that individuals who invest more in our measured preventive health activities are substantially less likely to have a hip fracture, another important contributor to nursing home residence. This is unlikely to reflect a causal effect of any of our measured preventive health activities -flu shots and mammograms are not thought to reduce the probability of a hip fracture -but may reflect a causal effect of other unmeasured preventive health activities (such as greater exercise and calcium consumption in earlier years) and a positive correlation across preventative activities.
Another possibility is that our preventive health measures proxy for unmeasured aspects of socioeconomic status. Indeed, we find a strong positive correlation between our measure of preventive health and individuals' wealth, which most insurance companies do not observe. Moreover, we find that higher asset individuals are both substantially more likely to have long-term care insurance (which may reflect the crowd-out of Medicaid on insurance demand among the less wealthy) and substantially less likely to use nursing homes. Although the results in Table 8 are robust to adding controls for the individual's asset quartile to the three specifications that do not already have them, we cannot rule out the possibility that our preventive health measure is proxying for unmeasured aspects of socio-economic status.
Interestingly, other than preventive health activity and wealth, other characteristics of the individual that we can measure and that the insurance companies do not observe appear to have the same correlation with insurance coverage and risk occurrence. They are therefore not potential contributors to offsetting, preference-based selection. For example, individuals with more children are both less likely to have insurance and less likely to use nursing home care. The same is true for non-whites relative to whites, Hispanics relative to non-Hispanics, and less educated individuals relative to more educated individuals.
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Relatedly, if we re-estimate the relationship between care utilization and insurance coverage in equation (2) adding as additional controls all of the factors that we observe and that the insurance company does not, we still do not recover a positive relationship between insurance coverage and care utilization. This indicates that, not surprisingly, we are not able to measure fully all of the unobserved characteristics of the individual that have the opposite correlation with insurance coverage and with risk type.
Conclusion
A growing body of empirical work has begun to question the empirical relevance of theoretical models of asymmetric information to insurance markets. Several recent papers, using different data sources and examining different insurance markets, have found no evidence of a positive correlation between the amount of insurance and the occurrence of the risk, and have concluded that asymmetric information may therefore not exist in these markets. In this paper, we show empirically that asymmetric information may exist even if the insured are not above-average in their risk type.
We explore these issues in the context of the private long-term care insurance market in the United
States. As was the case in these earlier studies, we find no evidence of a positive correlation between individuals' insurance coverage and the occurrence of the risk (in this case, nursing home use). However, using information about self-assessments of nursing home risk, we find direct evidence of asymmetric information. After conditioning on the information set of the insurance company, the individual's beliefs about his risk type are positively and statistically significantly correlated both with subsequent care utilization and with insurance coverage.
The lack of a positive correlation between insurance coverage and care utilization -despite the presence of private information about risk type -is explained by the existence of another type of private information: individuals have private information not only about their risk type but also about preferencerelated characteristics that have the opposite correlation with insurance coverage and risk occurrence. For example, we find evidence that more "cautious" individuals -as measured by their investment in preventive health measures -are both more likely to have long-term care insurance and less likely to use nursing home care.
Such preference-based selection can offset the positive correlation between insurance coverage and risk occurrence that asymmetric information about risk type would tend to produce. Indeed, we demonstrate that in the absence of preference-based selection those with insurance would be substantially higher risk than those without insurance. The fact that they are not indicates that, on net, private information about risk type in the long-term care insurance market does not raise prices above their population-average actuarially fair price. It does not, however, imply that the market equilibrium is efficient. Further investigation of the exact nature of the equilibrium and whether it is constrained Pareto efficient would be needed in order to draw any public policy conclusions. Relatedly, an unanswered question -and an important avenue for further work -is whether asymmetric information is an important contributor to the extremely limited size of the private long-term care insurance market.
For insurance markets more generally, the results in this paper suggest two interesting directions for further work. First, the evidence of offsetting, preference-based selection in the long-term care insurance market suggests a potential unifying explanation for the apparent differences across insurance markets in whether the insured are above-average in their risk type. For example, there is evidence of a positive correlation between insurance coverage and risk occurrence in annuities (Finkelstein and Poterba, 2002, forthcoming) but not in life insurance (Cawley and Philipson, 1999) , which insures the (opposite) longevity risk to that insured by annuities. It may be that preference-based selection operates in the opposite direction in these two markets. Characteristics of the individual that the insurance company does not observe -such as their level of caution or their wealth -may be positively correlated with demand for both annuities and life insurance, but negatively correlated with the life insurance risk of dying and positively correlated with the annuity risk of living.
Our findings also suggest an alternative, general approach to testing for asymmetric information in insurance markets. Conditional on the information set used by the insurance company, the existence of an individual characteristic that is correlated with both insurance coverage and risk occurrence indicates the presence of asymmetric information; this is true regardless of the sign of the correlation. Of course, the test is only one-sided: a failure to find a characteristic of the individual correlated with both insurance coverage and risk occurrence might simply reflect a lack of sufficient information available to the econometrician, rather than the absence of asymmetric information. Still, the test may provide a useful complement to other approaches to testing for asymmetric information (see Chiappori et al. 2002) .
Implementation of this test requires only that the econometrician observe more information about the individual than the insurance company uses in pricing. This may often be the case. For example, the government often places legal restrictions on the insurer's ability to price based on certain characteristics -gender is perhaps the best known example -which may nonetheless be observed in insurance company data or in general surveys. In addition, information that is costly to verify may not be collected by insurance companies -because individuals would have an incentive to lie if it were used in pricing -but might be collected by a general survey, where such incentives do not operate. For example, although annuity companies do not collect information on individuals' wealth (despite the known correlation between socio-economic status and mortality), such information is available in many public use surveys.
These types of disparities between the information collected and used by the insurance company and available to the econometrician suggests that the test may find widespread application. Note: Estimation from a Cox proportional hazard model. Also included are: indicators of issue year, whether the policy is tax qualified, frequency of policy premium payments, whether the policy has a "shared care" rider benefit (which makes the spouse eligible for the policy benefits if the individual dies within a specified time period after policy issue), and whether the home health care benefits are lower than (rather than equal to) the nursing home benefits. We do not include the home health care daily benefit separately because the correlation between daily benefit for home health care and daily benefit for nursing home is 0.92. 
Entire Sample
Any nursing home utilization 
Individual's Prediction Note: Reported coefficients are from linear estimation of equation (3). Dependent variable is whether individual enters nursing home over subsequent five years; mean is 0.16. "Continuous measure" of individual's prediction uses the individual's reported prediction, rescaled to range from 0 to 1. When categorical measure of beliefs is used instead, the omitted category is "individual predicts 0". The column headings describe the additional covariates included in the regression. Heteroskedacticity-adjusted robust standard errors are in parentheses. ***, **, * denotes statistical significance at the 1 percent, 5 percent, and 10 percent level respectively. Table reports the results of estimating equation (2) with the dependent variable is "any nursing home entry." Each cell reports the coefficient on LTCINS; heteroskedacticity-adjusted robust standard error are in parentheses. The first four rows report the results of IV estimation with the instruments as described in the first column. For comparison, the last row reports the OLS estimates of equation (2) when the sample is restricted to individuals for whom 1995 beliefs are available. The column headings describe the additional covariates included in the regression. ***, **, * denotes statistical significance at the 1 percent, 5 percent, and 10 percent level respectively. Note: All estimates are from a linear probability model. The column headings describe the additional covariates included in the regression and, below that, the dependent variable. Columns (1), (4), (7), and (10) report the results from estimating equation (5); the dependent variable is nursing home entry. Columns (2), (5), (8), and (11) report the results from estimating equation (6); the dependent variable is insurance coverage. "Preventive activity" measures the fraction of gender-appropriate preventive health activity undertaken by the individual. All regressions also include a control for sex because the fraction of potential preventive activity undertaken may vary with sex simply because the number of potential preventive activities is 3 for men and 5 for women. "Individual prediction" measures the individual's continuous prediction. LTCINS_HAT PREVENT , LTCINS_HAT RISKTYPE and LTCINS_RESID are generated based on the results from estimating the insurance coverage equation (6) and reflect the variation in insurance coverage that is explained, respectively, by "Preventive activity", the individual's beliefs about his risk type, and the variation unexplained by either preventive activity, individual beliefs, or the risk classification controls. Heteroskedacticity-adjusted robust standard errors are in parentheses. ***, **, * denotes statistical significance at the 1 percent, 5 percent, and 10 percent level respectively.
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