Abstract. We show that normal K3 surfaces with ten cusps exist in and only in characteristic 3. We determine these K3 surfaces according to the degrees of the polarizations. Explicit examples are given.
Introduction
We work over an algebraically closed field k. An isolated singular point of an algebraic surface is called a cusp if it is a rational double point of type A 2 (Artin [1, 2, 4] ).
In characteristic 0, the number of cusps on a normal K3 surface is at most nine. Barth showed in [5] that a complex normal K3 surface Y has nine cusps as its only singularities if and only if Y is the quotient of an abelian surface by a cyclic group of order 3. This is a generalization of the result of [14] , in which Nikulin showed that a complex normal K3 surface Y has sixteen nodes as its only singularities if and only if Y is the quotient of an abelian surface by the involution. In [6], Barth classified normal K3 surfaces with nine cusps according to the degrees of the polarizations.
In positive characteristics, however, there exist normal K3 surfaces Y such that the singular locus Sing Y of Y consists of ten cusps. The purpose of this paper is to investigate such K3 surfaces.
A smooth K3 surface X is called supersingular (in the sense of Shioda [24] ) if the Néron-Severi lattice NS (X) of X is of rank 22. Supersingular K3 surfaces exist only in positive characteristics. Let X be a supersingular K3 surface in characteristic p > 0. Artin [3] showed that there exists a positive integer σ(X) ≤ 10 such that disc NS (X) = −p 2σ(X) holds. This integer σ(X) is called the Artin invariant of X. We denote by U (m) the lattice of rank 2 whose intersection matrix is equal to 0 m m 0 .
Our main results are Theorems 1.1 and 1.4 -1.6. Before we state the other main results, we fix the terminology below.
1991 Mathematics Subject Classification. 14J28. Definition 1.2. Let L be a line bundle on a smooth K3 surface X. We say that L is very ample modulo (−2)-curves if the following hold:
(i) The complete linear system |L| has no fixed components, and hence has no base points by [18, Corollary 3 .2]. In particular, |L| defines a morphism Φ |L| : X → P N , where N = L 2 /2 + 1. (ii) The morphism Φ |L| is birational onto the image Y (X,L) := Φ |L| (X).
A polarized K3 surface is a pair (X, L) of a K3 surface X and a line bundle L on X that is very ample modulo (−2)-curves. The degree of a polarized K3 surface (X, L) is defined to be L 2 .
Definition 1.3. Let (X, L) be a polarized K3 surface. We denote by
the birational morphism induced by |L|. By [18, Theorem 6 .1], ρ L is a contraction of an ADE-configuration of (−2)-curves on X. We denote by R (X,L) the sublattice of NS (X) generated by the classes of the (−2)-curves that are contracted by ρ L . We also denote by R (X,L) the ADE-type of the configuration of these (−2)-curves.
Note that R (X,L) = 10A 2 is equivalent to saying that Sing Y (X,L) consists of ten cusps. The degree of (X, L) can be completely determined: Supersingular K3 surfaces with ten cusps can be obtained as purely inseparable triple covers of the smooth quadric surface Q = P 1 × P 1 . From now on to the end of this paragraph, we assume that k is of characteristic 3. For integers a and b, we denote by O Q (a, b) the invertible sheaf pr *
, and by L Q (a, b) → Q = P 1 × P 1 the corresponding line bundle. Because we are in characteristic 3, the differential map
holds, where c 2 is the second Chern class. We put 3) ), we denote by
the purely inseparable triple cover of Q defined by
where W is a fiber coordinate of the line bundle L Q (1, 1). It is easy to see that G is contained in U 3,3 if and only if Y G is a normal K3 surface such that Sing
G (Z(dG)) consists of ten cusps. In particular, if G ∈ U 3,3 , then the minimal resolution X G of Y G is a supersingular K3 surface with Artin invariant ≤ 6 by Theorem 1.1. Conversely, we have the following: Theorem 1.6. Let X be a supersingular K3 surface in characteristic 3 with Artin invariant ≤ 6. Then there exists G ∈ U 3,3 such that X is isomorphic to X G .
We put
which is an additive group acting on U 3,3 by
, the triple covers Y G and Y G ′ are isomorphic over Q if and only if G = cG ′ + H 3 holds for some c ∈ k × and H 3 ∈ V 1,1 . Hence the space
is a moduli space of supersingular K3 surfaces in characteristic 3 with Artin invariant ≤ 6. We remark that, since dim U 3,3 = 16 and dim V 1,1 = 4, we have
as is predicted from the result of Artin [3] . In particular, the unique supersingular K3 surface of Artin invariant 1 has the following precise model:
, where x and y are affine coordinates of the two factors of
Therefore G 0 ∈ U 3,3 . It can be shown that the Artin invariant of the supersingular K3 surface X G0 is 1. See Example 7.8.
Supersingular K3 surfaces in characteristic 2 with 21 nodes are investigated in [21, 22, 23] . In particular, it was shown there that every supersingular K3 surface in characteristic 2 is birational to a purely inseparable double cover of the projective plane with 21 nodes; that is, every supersingular K3 surface in characteristic 2 is obtained as a generic Zariski surface [7] .
Quasi-elliptic K3 surfaces in characteristic 3 with a section and ten singular fibers of type A A family of smooth quartic surfaces in characteristic 3 containing an ADEconfiguration of lines of type 10A 2 is constructed in [20] . A general member of the family is of Artin invariant 6. See Example 4.3 for details. This paper is organized as follows. In §2, we review the theory of discriminant forms of lattices due to Nikulin [15] . In §3, we quote from Artin [3], RudakovShafarevich [17] , Saint-Donat [18] and Nikulin [16] some known facts about Néron-Severi lattices and polarizations of supersingular K3 surfaces. In §4, we prove Theorem 1.1 using the theory of discriminant forms. In §5 and §6, we prove Theorems 1.5 and 1.4. We reduce the problem of existence of the polarizations on a supersingular K3 surface to a problem of existence of ternary codes with certain properties, and solve the latter by computer. In §7, we prove Theorem 1.6. The proof presented here seems to be quite lattice-intensive. We think there should be a more elementary proof. See Question 7.7.
Acknowledgment. This work was done during the second author's visit to Hokkaido University who likes to express his thanks for the very warm hospitality.
Discriminant forms of lattices
For a finite abelian group A and a prime integer p, we denote by
A lattice is, by definition, a free Z-module of finite rank with a non-degenerate symmetric Z-valued bilinear form. A lattice Λ is said to be even if v 2 ∈ 2Z holds for every v ∈ Λ. Let Λ be an even lattice. We denote by Λ ∨ the dual lattice Hom(Λ, Z). We have a natural embedding Λ ֒→ Λ ∨ of finite cokernel, and a symmetric bilinear form Λ ∨ × Λ ∨ → Q that extends the Z-valued symmetric bilinear form on Λ. We put Disc(Λ) := Λ ∨ /Λ, and call it the discriminant group of Λ. We then define the discriminant form
where v, w ∈ Λ ∨ , andv := v mod Λ,w := w mod Λ. Let p be a prime integer dividing | Disc(Λ)| = | disc Λ|. Then Disc(Λ) (p) and Disc(Λ) (p ′ ) are orthogonal with respect to b Λ . We put
For a subgroup H of Disc(Λ), we denote by H ⊥ the orthogonal complement of H with respect to b Λ . Note that (H ⊥ ) (p) is canonically isomorphic to
We will use the notation H A vector v in an even negative-definite lattice Λ is called a root if v 2 = −2. We denote by Roots(Λ) the set of roots in Λ. It is known that Roots(Λ) forms a root system of type ADE ( [9, 12] ). An even negative-definite lattice Λ is called a root lattice if it is generated by Roots(Λ).
We put Let e and f be basis of the lattice U (m) satisfying
We put e ∨ := f /m and f ∨ := e/m. Then Disc(U (m)) ∼ = (Z/mZ) 2 is generated bȳ
and the discriminant form is given by The following is due to Artin [3] and Rudakov-Shafarevich [17] .
The following is due to Rudakov-Shafarevich [17, Section 1].
Theorem 3.2. Suppose that p is odd. Let σ be a positive integer ≤ 10. Then the lattice N with the following properties is unique up to isomorphisms:
(i) N is even, hyperbolic of rank 22, and
p . From now on to the end of this section, we assume that p is odd. We denote the lattice N in Theorem 3.2 by N p,σ . Let X be a supersingular K3 surface in characteristic p with σ(X) = σ. By Theorems 3.1 and 3.2, there exists an isometry
More precisely, we have the following: Proposition 3.3. Let h be a vector of N p,σ such that h 2 ≥ 4, and let X be a supersingular K3 surface in characteristic p with σ(X) = σ.
(1) The following conditions are equivalent:
(i) There exist no vectors u ∈ N p,σ satisfying hu = 1 or 2 and u 2 = 0, and there exist no vectors b ∈ N p,σ satisfying h = 2b and b 2 = 2. (ii) There exists an isometry φ :
of a line bundle L that is very ample modulo (−2)-curves.
(2) Suppose that the conditions in (1) are fulfilled, and let L be a line bundle very
has only rational double points as its singularities, and the ADE-type R (X,L) of Sing Y (X,L) is equal to that of the root system 
Proof. We put S := R ⊥ , which is an even hyperbolic lattice of rank 2 primitive in N . Then N is an overlattice of the orthogonal direct sum R ⊕ S. We put
Clearly, we may assume that H = (0).
Note that H is an isotropic subgroup of Disc(R ⊕ S) = Disc(R) ⊕ Disc(S) with respect to q R⊕S = q R ⊕ q S , and Disc(N ) ∼ = H ⊥ /H is a p-elementary abelian group. Since S is primitive in N , we have
Let l be a prime integer different from 3 and p. Assume that Disc(S) (l) is not 0. Since Disc(N ) (l) = 0, we see that
, which contradicts (4.1). Hence we obtain (4.2) Disc(S) (l) = 0 for any prime l distinct from 3 and p.
Let m 3 : Disc(S) (3) → Disc(S) (3) be the homomorphism given by m 3 (x) := 3x. Since every element of Disc(R) is annihilated by multiplication by 3, the image H
by the projection to the factor Disc(S) (3) is contained in Ker m 3 by (4.1):
Therefore, Im m 3 is contained in the orthogonal complement of H S (3) with respect to q S (3) . Hence we obtain
We assume p = 3, and derive a contradiction. By (4.2), we have
Since Disc(R) (p) = 0, the property (4.1) implies H (p) = 0. Therefore Disc(N ) = Disc(N ) (p) is isomorphic to Disc(S) (p) . Since dim Fp Disc(N ) = 2σ is positive and even, and S is of rank 2, we obtain
On the other hand, from Disc(N ) (3) = 0, we obtain (4.7)
. By (4.1), (4.4) and (4.7), we obtain Im m 3 = 0; that is, Disc(S) (3) is 3-elementary. From (4.7), we have 10+dim F3 Disc(S) (3) = 2 dim F3 H (3) , and hence dim F3 Disc(S) (3) is even. Since S is of rank 2, we obtain Suppose that Disc(S) (3) ∼ = F In any case, the quadratic form (Disc(S) (3) , q S (3) ) is isomorphic to
Therefore the isotropic subgroup
would yield an even hyperbolic unimodular lattice of rank 22 as an overlattice of R ⊕ U (3), which again contradicts the classification of unimodular lattices. Therefore p = 3 is proved.
By (4.2), we have Disc(S) = Disc(S) (3) , and hence H = H (3) holds. Suppose that (ξ, η) ∈ H ⊥ , where ξ ∈ Disc(R) and η ∈ Disc(S). Since H ⊥ /H is 3-elementary, we have (3ξ, 3η) = (0, 3η) ∈ H. By (4.1), we have 3η = 0. Therefore the image (
by the projection to the factor Disc(S) is contained in Ker m 3 :
Next we will show that S is isomorphic to U (1) or U (3). Since H ⊥ /H is 3-elementary, (4.1) and (4.4) implies that m 3 (Im m 3 ) = 0; that is, 9x = 0 for any x ∈ Disc(S). Since 2σ = dim F3 (H ⊥ /H) = 10 + log 3 | Disc(S)| − 2 log 3 |H| is even and S is of rank 2, Disc(S) is isomorphic to 0, F 2 3 , Z/9Z or (Z/9Z) 2 . We first assume that Disc(S) is a cyclic group of order 9, and derive a contradiction. Let γ be a generator of Disc(S). We have Im m 3 = Ker m 3 = 3γ . Let H R ⊂ Disc(R) and H S ⊂ Disc(S) be the images of H ⊂ Disc(R) ⊕ Disc(S) by the projections to the factors Disc(R) and Disc(S), respectively. Claim 4.2. We have
where (H R ) ⊥ ⊂ Disc(R) and (H S ) ⊥ ⊂ Disc(S) are the orthogonal complements of H R and H S with respect to q R and q S , respectively. In particular, we have (
Proof. It is obvious that
Suppose that (ξ, η) ∈ H ⊥ , where ξ ∈ Disc(R) and η ∈ Disc(S). By (4.9), we have η ∈ Ker m 3 = Im m 3 . By (4.4), we have (0, η) ∈ H ⊥ and hence (ξ, 0 
is odd by (4.11), which is absurd. Therefore Disc(S) ∼ = Z/9Z. Because S is an even lattice, the classification of indefinite lattices of rank 2 ([10, Chapter 15, Section 3]) implies the following:
Next we assume S ∼ = U (9), and derive a contradiction. Note that Ker m 3 is generated by 3ē ∨ = f /3 mod S and 3f ∨ = e/3 mod S.
By (4.9), we have (4.12)
Then H is also contained in Disc(R) ⊕ Ker m 3 . Suppose that H is generated by We consider (4.13) as a system of linear equations over F 3 . The property (4.12) of H ⊥ implies that every solution of (4.13) in F 3 must satisfy (4.14)
Because of (4.1) and hence H ∼ = H R , we can choose generators g (1) , . . . , g (r) of H in such a way that, after suitable permutations of 10 coordinates of Disc(R) = F where I r (r ≤ 10) is a diagonal matrix whose diagonal entries are 1. Now non-zero elements of the subgroup of H ∼ = H R of H ⊥ should be solutions of (4.13) in F 3 , but do not satisfy (4.14). Thus we get a contradiction.
Hence S is isomorphic to U (1) or U (3). If S ∼ = U (1), then 2σ = 10 − 2 dim F3 H ≤ 10, while if S ∼ = U (3), then 2σ = 10 + 2 − 2 dim F3 H ≤ 12.
Example 4.3. Let [w : x : y : z] be homogeneous coordinates of P 3 . For homogeneous polynomials f (y, z), g(y, z) and h(y, z) of degrees 3, 3 and 4, we consider the quartic surface X defined in P 3 by
When X is smooth, X is a supersingular K3 surface, because X contains a configuration of lines as in [20, Section 6] . It was shown in [20, Section 6 ] that, when f , g and h are general, the Artin invariant of X is 6, and hence the orthogonal complement R ⊥ of the sublattice R ⊂ NS (X) generated by the classes of the lines  C 1 , D 1 , . . . , C 10 , D 10 (10 pairs of intersecting lines in 10 singular fibres of type IV) is isomorphic to U (3). When f , g are general and h = 0, the Artin invariant of X is 5 by [25, Section 4]. In this case, the line ℓ defined by w = x = 0 is contained in X. Since ℓ 2 = −2 and [ℓ] ∈ R ⊥ , R ⊥ is isomorphic to U (1).
Proof of Theorem 1.5
The discriminant group D of Z[10A 2 ] ⊕ U (3) is equal to For an isotropic code C, we denote by N C the overlattice of Z[10A 2 ] ⊕ U (3) corresponding to C by Proposition 2.1. By Theorem 3.2, N C is isomorphic to the lattice N 3,σ , where σ = 6 − dim C. It is easy to see that the following conditions for an isotropic code C are equivalent:
(i) wt(x) > 0 for any non-zero word (x, y 1 , y 2 ) ∈ C, (ii) U (3) is primitive in N C , and
We say that an isotropic code C is admissible if C satisfies the conditions above. Let h = ae + bf be a vector of U (3) with a ≥ 1 and b ≥ 1. We have h 2 = 6ab.
Lemma 5.1. Let C be an admissible isotropic code.
(1) There exists a vector u ∈ N C satisfying hu = 1 or 2 and u 2 = 0 if and only if the following hold:
(α) a = b = 1, and (β) there exists (x, y 1 , y 2 ) ∈ C such that wt(x) = 1.
(2) The set of roots Roots(h
and only if one of the following holds:
(a) there exists (x, y 1 , y 2 ) ∈ C such that wt(x) = 3 and y 1 = y 2 = 0, or (b) a = b, and there exists (x, y 1 , y 2 ) ∈ C such that wt(x) = 2, or (c) (a = 2b or b = 2a) and there exists (x, y 1 , y 2 ) ∈ C such that wt(x) = 1.
Proof. We prove (1) first. Suppose that a vector
of N C satisfies hu = 1 or 2 and u 2 = 0. Then we have 
of C has the property wt(r u ) = 1. Conversely, suppose that a = b = 1 and that there exists a word (r, y 1 , y 2 ) ∈ C such that wt(r) = 1. Replacing (r, y 1 , y 2 ) by (−r, −y 1 , −y 2 ) if necessary, we can assume that y 1 = y 2 = 1 by (5.1). Then, by (2.3), there exists a vector
in N C satisfying r 2 = −2/3. This vector u satisfies hu = 2 and u 2 = 0. Thus the assertion (1) is proved.
We now prove (2). Suppose that a vector u ∈ N C given by (5.2) satisfies hu = 0, u 2 = −2 and u / ∈ Roots(Z[10A 2 ]). Then we have
Suppose that η 1 = 0 or η 2 = 0. Then (5.5) implies η 1 = η 2 = 0 and hence wt(r u ) ≡ 0 mod 3 holds because C is isotropic. By (2.2) and (5.6), we have wt(r u ) ≤ 3. If wt(r u ) = 0, then u = r u is contained in Roots(Z[10A 2 ]). Hence we have wt(r u ) = 3, and therefore the condition (a) is satisfied. Suppose that η 1 = 0 and η 2 = 0. By (5.5), we have η 1 η 2 < 0. By (2.2) and (5.6), we see that the pair (η 1 η 2 , wt(r u )) is either (−1, 2) or (−2, 1). In the former case, we have a = b by (5.5) and hence (b) is satisfied. In the latter case, we have a = 2b or b = 2a by (5.5) and hence (c) is satisfied.
Conversely, suppose that (a) is fulfilled. Using (2.3), we have a lift
of the word (r, 0, 0) ∈ C with wt(r) = 3 such that r 2 = −2. .7) every non-zero word (x, y 1 , y 2 ) ∈ C satisfies the following: (i) wt(x) ≥ 3, and (ii) if wt(x) = 3, then (y 1 , y 2 ) = (0, 0).
We now prove (i) =⇒ (iii) Suppose that an integer d = 6m (m ∈ Z >0 ) is given. Let X be a supersingular K3 surface in characteristic 3 with Artin invariant σ ≤ 6. For the basis e, f of U (3) at the end of Section 2, we put
Then h 2 = d. Let C(σ) be a linear subspace of the code C in Claim 5.2 with dim C(σ) = 6 − σ. Since C(σ) is isotropic, the corresponding overlattice (1) , . . . , x σ(10) , y τ (1) , y τ (2) ) (σ ∈ S 10 , τ ∈ S 2 ), and
Note that, if C ⊂ D is an isotropic admissible code, then so is g(C) for any g ∈ G.
We define the weight enumerator of a ternary code C by we(C) := (x,y1,y2)∈C z wt(x) .
Using computer, we have proved that there exist at least seven isomorphism classes of isotropic admissible codes of dimension 5 with the property (5.7). The representative codes C 1 , . . . , C 7 of these classes are given in Table 5 .1. Their weightenumerators are given in Table 5 .2. See Example 7.8.
Proof of Theorem 1.4
The proof of Theorem 1.4 is similar to and simpler than that of Theorem 1.5.
A ternary code C ⊂ D is isotropic with respect to the discriminant form q of Z[10A 2 ] ⊕ U (1) if and only if (6.1) wt(x) ≡ 0 mod 3 for any x ∈ C holds. For an isotropic code C, we denote by N C the overlattice of Z[10A 2 ] ⊕ U (1) corresponding to C. By Theorem 3.2, N C is isomorphic to the lattice N 3,σ , where σ = 5 − dim C. Let h = ae + bf be a vector of U (1) with a ≥ 1 and b ≥ 1. We have h 2 = 2ab.
Lemma 6.1. Let C be an isotropic code in D ∼ = F (2) The set of roots Roots(h
and only if one of the following holds;
(a) there exists x ∈ C such that wt(x) = 3, or
Proof. We prove (1) first. Suppose that a vector By (6.4), we have η 1 η 2 ≥ 0. Using (6.3), we have a ≤ 2 or b ≤ 2. Conversely, if a ≤ 2, then u = f satisfies hu = a = 1 or 2 and u 2 = 0. Thus (1) is proved. Next we prove (2). Suppose that a vector u given by (6.2) satisfies hu = 0, u 2 = −2 and u / ∈ Roots(Z[10A 2 ]). Then we have
Because C is isotropic, wt(r u ) ≡ 0 mod 3 holds. If η 1 = 0 or η 2 = 0, then (6.5) implies η 1 = η 2 = 0. By (2.2) and (6.6), we have wt(r u ) ≤ 3. If wt(r u ) = 0, then u = r u is contained in Roots(Z[10A 2 ]). Hence we have wt(r u ) = 3, and therefore the condition (a) is satisfied. Suppose that η 1 = 0 and η 2 = 0. By (6.5), we have η 1 η 2 < 0. By (6.6), we have r u = 0 and η 1 η 2 = −1, and hence a = b follows from (6.5).
of the wordr ∈ C with wt(r) = 3 such that r 2 = −2. Then u is contained in
In order to prove Theorem 1.4, it is therefore enough to show the following: satisfies wt(x) ≥ 6 for any x ∈ C. The weight-enumerator x∈C z wt(x) of this code C is 1 + 60z 6 + 20z 9 .
Remark 6.3. The code C above is obtained as a subcode of the extended ternary Golay code in F Let (X, L) be a polarized K3 surface of degree 6. Then Y (X,L) is a complete intersection of multi-degree (2, 3) in P 4 by [18, Theorem 6.1]. Let Q (X,L) denote the unique quadric hypersurface in P 4 containing Y (X,L) .
is a cone over a non-singular quadric surface Q = P 1 × P 1 , and Y (X,L) does not pass through the vertex P of the cone Q (X,L) .
Proof. By the assumption, R ⊥ (X,L) is generated by the numerical equivalence classes [E] and [F ] of divisors E and F satisfying (7.1)
By the Riemann-Roch theorem, we can assume that E and F are effective. Suppose that |E| has a fixed component. Let M + Γ be a general member of |E|, where Γ is the fixed part of |E|.
is a line or a plane conic, and hence contradicts dim |M | > 0. Therefore, ρ L contracts every irreducible component of Γ to a point, and
, we obtain EΓ = 0 and hence M 2 = E 2 +Γ 2 < 0. Thus we get a contradiction again. Hence |E| has no fixed components. In particular, E is nef. Since ρ L is birational and E is primitive in R ⊥ (X,L) (being part of its basis), a general member E of |E| is mapped by ρ L birationally to a plane cubic curve in P 4 . Therefore a general member of |E| is irreducible, and hence |E| is a (quasi-)elliptic pencil by [15, Proposition 0.1]. Therefore the quadric hypersurface Q (X,L) contains a one-dimensional family {Π We denote by
the projection from the vertex P of the cone Q (X,L) . Let x and y be affine coordinates of the two factors of
is defined by an equation
where W is a fiber coordinate of the affine line bundle
, and a, b, c are polynomials of degrees 1, 2 and 3, respectively.
Let us consider the fibrations
, and
where pr i : P 1 × P 1 → P 1 is the projection onto the i-th factor. Because Y (X,L) has ten cusps, the classification of fibers of (quasi-)elliptic fibrations and the criterion [17, Section 4] for quasi-ellipticity imply the following: Same hold for fibers of Φ |F | .
Proof of Theorem 1.6. Let X be a supersingular K3 surface with σ(X) ≤ 6. We choose a subcode C of the isotropic admissible code C 7 in Table 5 .1 with
and consider the corresponding overlattice is a complete intersection in P 4 with multi-degree (2, 3) that has ten cusps as its only singularities. We will prove Theorem 1.6 by showing that, for this polarized supersingular K3 surface (X, L), the morphism π P from Y (X,L) to P 1 × P 1 is purely inseparable; that is, the polynomials a and b in (7.2) are zero.
We assume that π P is separable, and derive a contradiction.
For i = 1, . . . , 10, let C i and D i be the (−2)-curves contracted by ρ L satisfying
and let E, F be divisors such that φ(e) = [E] and φ(f ) = [F ] . Then E and
(X,L) and (7.1). We put
is isomorphic to the subcode C of C 7 chosen above. Let G be a divisor on X. Then [G] ∈ NS (X) is written as
where s i , t i , α, β are integers satisfying s i + t i ≡ 0 mod 3. We denote by
the word of C (X,L) corresponding to [G] , which is written as
whereᾱ = α mod 3,β = β mod 3, and
By definition, we have
Lemma 7.4. Suppose that G is a reduced irreducible curve on X. Then the following holds:
In particular, we have αβ − |s 1 (x(G))| ≥ −3.
Proof. Let s and t be integers such that s + t ≡ 0 mod 3. If (s, t) = (0, 0), then
holds. If (s, t) = (0, 0) and (s, t) ≡ (0, 0) mod 3, then
holds. Therefore we have
On the other hand, we have G 2 ≥ −2. Hence we get the inequality (7.3).
Let us denote byT the Cartier divisor on Y (X,L) cut out by the equation
and let T be the proper transform ofT by ρ L . By the assumption that π P is separable,T is a divisor and π P isétale outsideT . Hence the divisorT contains the ten cusps of Y (X,L) . Therefore we have
From the defining equation (7.4) ofT on Y (X,L) , we have (7.6) ET = F T = 6.
We denote by C E the closure of the locus { x ∈ X | the fiber of Φ |E| passing through x is of type II and is singular at x }, and equip C E with the reduced structure. A general member E of |E| intersects C E at one point with multiplicity 3 ( [8] ). See Figure ? ?. We define C F in the same way. Both of C E and C F are irreducible, and we have
Because pr 1 : P 1 × P 1 → P 1 is smooth, if pr 1 •π P is not smooth at a non-singular point of Y (X,L) , then π P is not smooth at that point. Therefore the divisor T contains C E as a reduced irreducible component. Same holds for C F .
Claim 7.5. The two curves C E and C F are distinct.
Proof. Suppose that C E = C F holds. Let x be a general point of C E = C F . Since the fibers E x of Φ |E| and F x of Φ |F | passing through x are both singular at x, we have E x F x ≥ 4, which contradicts EF = 3.
Let T = C E + C F + T 1 + · · · + T t be the decomposition of T into reduced irreducible components. We put
t).
Since E and F are nef, we have
Since π P is finite, π P • ρ L maps each irreducible component of T to a curve on P 1 × P 1 . Therefore we have (7.9) α ν > 0 or β ν > 0 (ν = 1, . . . , t).
By (7.7), we have (7.10)
Then, from (7.6), we have
α ν = 3, and β F + t ν=1 β ν = 3.
Consider the words
in the code C (X,L) . From Lemma 7.4, we have
Proof. Let Θ be a fiber of Φ |E| such that ρ L (Θ) passes through a cusp
. Then Θ is of type IV or IV * . Suppose that Θ is of type IV. Then Θ consists of three irreducible components of multiplicity one, two of which are C i and D i , that intersect at one point. The curve C E passes through the intersection point. Since ΘC E = 3, we have C E C i = C E D i = 1, and therefore s i,E = t i,E = −3 holds. Suppose that Θ is of type IV * . Then C E passes through a point of the multiplicity 3 component of Θ, and does not intersect other irreducible components. This fact can be proved by considering the pull-back of the quasi-elliptic fibration Φ |E| by the base change P 1 → P 1 of degree 2 branching at the point Φ |E| (Θ), which makes the fiber Θ into type IV. Then it follows that s i,E = t i,E = 0. In any case, we have i / ∈ s 1 (x E ). Since this holds for any cusp q i of Y (X,L) , we have s 1 (x E ) = ∅.
SinceT is a Cartier divisor of Y (X,L) , the total transform ρ *
, and hence T = 0. Therefore we obtain (7.13)
x 1 + · · · + x t = 0. By (7.5), we have s(C E ) ∪ s(C F ) ∪ s(T 1 ) ∪ · · · ∪ s(T t ) = {1, 2, . . . , 10}.
Using Lemma 7.4, we obtain (7.14) t + 2 + 1 3
(α ν β ν − |s 1 (x ν )|) ≥ 10 − |s 1 (x 1 ) ∪ · · · ∪ s 1 (x t )|.
Because C (X,L) is isomorphic to a subcode of C 7 , we have shown that there exist integers α E , β F , α ν , β ν (ν = 1, . . . , t) and words (0,ᾱ E , 0), (0, 0,β F ), (x ν ,ᾱ ν ,β ν ) (ν = 1, . . . , t)
in the code C 7 satisfying (7.8)-(7.14). Using computer, however, we can show that such integers and words do not exist. Thus we get a contradiction.
Instead of the code C 7 , we can use the codes C 3 , . . . , C 6 in Table 5 .1. However, we cannot use C 2 or C 1 . Indeed, in C 1 , for example, we have the following integers and words: Example 7.8. Consider the purely inseparable triple cover of P 1 × P 1 defined by W 3 = (x 3 − x)(y 3 − y), and the corresponding polarized supersingular K3 surface (X, L). We will show that the Artin invariant of X is 1, and that the 5-dimensional ternary code C (X,L) is isomorphic to C 1 . For α ∈ F 3 , let l α and m α be the lines on P , the classes of the twenty exceptional curves, and the 6 classes above is equal to −9. Hence these classes span NS (X), and the Artin invariant of X is 1. The 6 words l α , m α generate a 5-dimensional ternary code isomorphic to C 1 .
Question 7.9. Find the defining equations of purely inseparable triple covers of Q = P 1 × P 1 corresponding to the other ternary codes C 2 , . . . , C 7 of dimension 5 in Table 5 In [11] , Dolgachev and Kondo gave various defining equations of the supersingular K3 surface in characteristic 2 with Artin invariant 1, and determined the full automorphism group of this K3 surface. We expect that various defining equations of the supersingular K3 surface in characteristic 3 with Artin invariant 1 would be also helpful in the study of the automorphism group of this surface.
