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ABSTRACT 
Primary brain tumours are recognised as the most common form of solid tumours in 
children, with pilocytic astrocytoma, medulloblastoma and ependymoma being found 
most frequently. Despite their high mortality rate, early detection can be facilitated 
through the use of Magnetic Resonance Imaging (MRI), which is the preferred scanning 
technique for paediatric patients. MRI offers a variety of imaging sequences through 
structural and functional imaging, as well as providing complementary tissue information. 
However visual examination of MR images provides limited ability to characterise distinct 
histological types of brain tumours. In order to improve diagnostic classification, we 
explore the use of a computer-aided system based on texture analysis (TA) methods. TA 
has been applied on conventional MRI but has been less commonly studied on diffusion 
MRI of brain-related pathology. Furthermore, the combination of textural features 
derived from both imaging approaches has not yet been widely studied. In this thesis, the 
aim of the research is to investigate TA based on multi-centre multimodal MRI, in order to 
provide more comprehensive information and develop an automated processing 
framework for the classification of childhood brain tumours. To achieve this aim, three 
contributions are defined. First, a hybrid brain tumour segmentation method was 
developed to improve performance obtained from the use of a single segmentation 
technique. Tumour delineation on T2 images was found to better perform compared to 
FLAIR, pre-contrast T1 and post-contrast T1 based segmentation. Second, TA of single 
modality MRI: ADC, T2 and post-contrast T1 based classification showed improved 
classification outcome of childhood brain tumours compared to TA of DTI, FLAIR and pre-
ii 
contrast T1 based classification. Third, TA of multimodal MRI was found to provide 
potential gain in differentiating ependymomas, which are difficult to diagnose using TA of 
single modality of MR techniques alone.  
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 INTRODUCTION  CHAPTER 1
 Motivation  1.1
Brain tumours can be categorised as either primary or secondary. Primary brain tumours 
develop from normal cells in the brain, whereas secondary brain tumours arise when 
cancer cells from other parts of the body spread to the brain. Brain tumours can grow, 
infiltrate, become more malignant, as well as result in morbidity and mortality. 
Furthermore, they can have diversity of biology and clinical behaviour. In order to provide 
an accurate diagnosis and treatment, it is of prime importance to understand their 
pathology. The pathological behaviour of Central Nervous System (CNS) tumours has 
been defined by the World Health Organization (WHO) with two of the most important 
classification criteria: level of aggressiveness and cell of origin. Level of aggressiveness 
divides tumours into a four grade system (1). Grade I represents the biologically least 
aggressive tumours (benign or non-cancerous) and grade IV denotes the biologically most 
aggressive tumours (malignant or cancerous). The cell of origin can be examined by the 
histopathology method which performs surgical extraction of specimen tissue and 
examines it in microscopic detail.  
Primary brain tumours are the second most common group of cancers after leukaemia 
and the most common form of solid tumours in children (2). They account for 
approximately 20-25% of all primary paediatric malignancies (3). Although cancer is found 
only around 1 in 500 in children, brain and CNS tumours are the most common cause of 
cancer deaths, accounting for about one third of all cancer deaths in children in the 
2 
United Kingdom (4). The majority of primary childhood brain tumours have been reported 
to be three types of posterior fossa tumours: pilocytic astrocytoma (PA) - grade I, 
medulloblastoma (MB) - grade IV and ependymoma (EP) - grade I-III (5). These three 
tumour types are not commonly found in adults and even when they occur, their 
prognosis in adults is not necessarily the same as in children (6-8).  
Imaging is an essential non-invasive tool in clinical diagnosis and management of brain 
tumours. The two most popular imaging techniques are computed tomography (CT) and 
magnetic resonance imaging (MRI). CT imaging is broadly accessible in most clinical 
centres and, as a result, is first performed in paediatric patients with presentation of 
suspected neurological symptoms (9). Compared with MRI, CT provides better image 
contrast of small amounts of calcification within tumours (10), requires shorter scanning 
time and is more cost effective (11). Although CT offers several advantages, MRI is a 
preferred modality in brain tumour imaging because of several benefits. MRI can offer 
better sensitivity of tumour delineation because of its higher soft tissue contrast (12). It 
also provides improved diagnosis of paediatric brain tumours because of higher sensitive 
to the detection of small tumours, particularly those in the posterior fossa region (9, 13). 
Furthermore, MRI provides complementary information from numerous imaging 
sequences, through the use of structural and functional imaging. Conventional and 
diffusion MRI are performed routinely for patients presenting symptoms of brain tumours 
(14). Conventional MRI provides information about anatomical structure, and therefore 
termed structural imaging. On the other hand, diffusion MRI probes the diffusion of 
molecules (mainly water) to reveal tissue microstructure and is therefore classified as a 
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functional imaging technique. Additionally, a variety of imaging sequences can be 
adjusted to emphasise different properties of tissues and exhibit complementary 
information from abnormal tissues. For example, primary brain tumours generally appear 
hyperintense on T2-weighted images while they appear hypointense on T1-weighted 
images (15). In terms of patient safety, MRI offers non-ionising radiation which is 
desirable in children as they are more susceptible to radiation side effects than adults (10, 
16). As a result, MRI including conventional and diffusion MRI are considered in this 
thesis.  
In conventional clinical diagnosis, radiologists examine imaging scans based on a set of 
known tumour characteristics and report the histological tumour type from these findings 
(17, 18). A review of recent radiological reports has revealed that the overall diagnostic 
classification accuracy for childhood brain tumours is 67%. In terms of individual tumour 
types: pilocytic astrocytomas, medulloblastomas and ependymomas achieved 75%, 73% 
and 25% respectively (19). These diagnostic accuracies depend on a combination of 
training, expertise and judgement of the radiologists, which introduce variation of clinical-
decision making. However, the use of computer-aided analysis has been shown to 
improve upon radiological classification accuracy while improving processing time (18-
20). Several studies have reported the usefulness of texture analysis (TA), a quantitative 
measurement of surface arrangement, for identification of pathological conditions such 
as multiple sclerosis, head injury and brain tumours (21-24).  
Some studies using conventional MRI reported less distinctive information for certain 
tumour types and low discriminative power between high-grade and low-grade tumours 
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(12, 24-26). This can be caused by the limited capacity in monitoring functional changes 
when using conventional MRI (27). Diffusion MRI has been shown to provide added 
histological information and higher diagnostic classification accuracy compared to 
structural MRI (28, 29). Recently diffusion MRI based histogram analysis has been 
reported to produce high classification accuracy of paediatric posterior fossa tumours 
(30). Therefore it is of interest to examine the performance of a broader range of TA 
techniques using a data set containing tumours from other regions of the brain. It is also 
desirable to automate some of the manual steps in the presented processing pipeline. 
Although there are several studies using either conventional or diffusion MRI based TA, 
the combination of textural featured derived from both imaging approaches has not been 
widely studied in the context of paediatric brain tumours. We hypothesise that given the 
complementary nature of the information contained in the output of the two imaging 
approaches, the integration of textural features derived from them may improve 
automated diagnosis.   
 Aim and Objectives 1.2
The issues discussed in the previous section raise the following research question: can the 
combination of textural features, derived from multimodal MRI, improve the classification 
of paediatric brain tumours? In attempting to answer this question, this thesis aims to 
develop and evaluate a framework for the texture analysis of multimodal MRI (e.g. 
conventional and diffusion MRI), in order to provide appropriate biomarkers to 
discriminate different tumour types for childhood brain tumours. To achieve this aim, 
three main objectives are defined as follows: 
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The first objective has two parts. The primary objective is to identify a suitable 
segmentation technique in order to enable the reproducibility of segmentation results, 
and speed up the segmentation process. The secondary objective is to identify which MR 
image type is the most appropriate for brain tumour segmentation based on the chosen 
method.  
The second objective is to identify which MR-based image types can provide more 
effective TA-based classification of childhood brain tumours. Classification performance is 
statistically compared amongst seven types of MR images: T2, FLAIR, pre-contrast T1, 
post-contrast T1, ADC, MD and FA. 
The third objective is to integrate the textural features from multi-centre, multimodal 
MRI, with the aim of improving the diagnostic classification accuracy of childhood brain 
tumours.  
In order to answer the research question and accomplish the stated objectives, 
multidisciplinary topics are reviewed, researched and evaluated, as detailed in section 
1.4. The fulfilment of the thesis objectives resulted in the original contributions described 
in the following section. 
 Thesis Contributions 1.3
The original contributions of this thesis enhance the diagnostic classification performance 
of paediatric brain tumours based on textural features of multimodal MRI. Several image 
processing and classification techniques were selected based on previous studies and 
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specific properties that are well suited for this domain. Diagnostic classification accuracy 
was further improved through the development of novel hybrid methods.  
The dataset used in this study are conventional and diffusion MRI scans obtained from 
the Children’s Cancer and Leukaemia Group (CCLG) database, operated by the CCLG 
Functional Imaging Group. The main contributions of this study, according to the three 
main objectives defined in section 1.2, are heighted below.  
The first contribution is the comparison of semi-automatic segmentation methods: 
gradient vector flow snake and multiscale normalised cut method, evaluated against 
manual segmentation. The methods were applied on pre-contrast T1 and FA images, 
where multiscale normalised cut method was found to provide better tumour outlining. 
This contribution is presented in (31), shown in Appendix E.  
The second contribution is the automated processing pipeline for TA of childhood brain 
tumours based on multimodal MRI. A preliminary study of a combined multiscale 
normalised cut and gradient vector flow snake method was built into the automated 
processing framework. This contribution is presented in (32), shown in Appendix F. 
The third contribution involves the investigation of feature selection methods to classify 
childhood brain tumours based on textural features of conventional and diffusion MR 
images. The choice of feature selection method is important because it can affect the 
classification performance. This contribution is presented in (33), shown in Appendix G. 
The fourth contribution demonstrates combining multi-centre conventional and diffusion 
MRI based texture for the characterisation of childhood brain tumours. The brain tumour 
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classification based on textural features of multimodal MRI was found to provide higher 
discrimination for ependymoma from medulloblastoma and pilocytic astrocytoma than 
using textural features of single modality MR-based images. This contribution is 
presented in (34), shown in Appendix H. 
 Thesis Organisation 1.4
The thesis is composed of nine chapters, with the introduction and conclusion in chapters 
one and nine, respectively. The literature review involving imaging principle and 
paediatric brain tumour characteristics based on conventional and diffusion MRI is 
included in chapter two. The theoretical background and methodology of processing 
methods used in this thesis are described in chapters three and four. The experimental 
work describing specific methods, results and discussion as well as conclusions are 
detailed in chapters five, six, seven and eight.  
Chapter two presents a review of image acquisition and tumour characteristics based on 
conventional and diffusion MRI. The principles of these imaging techniques including the 
reconstruction of diffusion weighted imaging (DWI) and diffusion tensor imaging (DTI)-
derived parameters are explained. Important imaging parameters are discussed, in order 
to understand the effects of different MRI sequences and associated imaging features of 
brain tumours. The characteristics of the most common childhood brain tumours: 
pilocytic astrocytomas, medulloblastomas and ependymomas on conventional and 
diffusion MRI are reviewed. The salient information and assumptions about these 
characteristics are discussed and illustrated. 
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Chapter three presents a literature review related to the processing framework in order 
to select appropriate methods for each step in the pipeline. The theoretical background 
of selected methods is described to provide an understanding of the methodology of the 
thesis.  
Chapter four presents the thesis methodology, separating into four main experiments: 
pre-processing analysis, brain tumour segmentation, TA of single modality MR technique 
and TA of multimodal MRI. The quality control of the MRI dataset is also included.  
Chapter five focuses on the pre-processing pipeline, which is primarily based on the 
FMRIB Software Library (FSL) framework. The process is composed of diffusion MRI-
related artefact removal, skull stripping, image registration and intensity normalisation 
methods. An experiment is designed to find the optimal parameters and techniques to fit 
into the pre-processing framework.  
Chapter six introduces a novel hybrid semi-automatic segmentation method. This 
technique is based on the combination of graph-cut and active contour based 
segmentation. The proposed method is evaluated by two approaches. The first approach 
involves a scoring system where four trained observers rank the effectiveness of the 
segmentation. The second is a supervised evaluation approach measuring similarity 
between manual segmentation and semi-automatic segmentation.  
Chapter seven presents an experiment conducted to evaluate the effectiveness of brain 
tumour classification using textual features obtained from individual MR image types 
(single modality). Two feature selection methods; principal component analysis and the 
combined mutual information-based feature selection and sequential forward selection 
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method are assessed to find the optimal feature selection technique for the dataset. A 
support vector machine is used as the classifier. The comparison between the two feature 
selection methods and the classification performance of individual MR image-based TA 
are examined by a hypothesis test for two proportions. The performance of each MR 
image type is also evaluated, using the misclassification error rate generate by a well-
known validation technique.  
Chapter eight presents the integration of multimodal MRI based textural features for the 
classification of brain tumours. A single modality and multimodal MRI based texture 
classification is compared using classification outcomes and hypothesis test for two 
proportions. In terms of the classifier a multinomial logistic regression method is 
employed to build logistic models for the recommend processing frameworks. The images 
of misclassified cases are exhibited to demonstrate difficulties of the classification 
approaches. 
 Summary 1.5
This chapter presented the motivation of the research, the choice of imaging modality 
and a framework for the computer-aided diagnostic classification of childhood brain 
tumours. The research question and resolution approaches were described in the aim and 
objectives section. The final section listed the thesis contributions and organisation, in 
order to guide the reader through the content presented in later chapters.  
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 IMAGE ACQUISTION AND CHAPTER 2
CHARACTERISTICS OF PAEDIATRIC BRAIN TUMOURS 
This chapter presents image acquisition principles and characteristics of paediatric brain 
tumours based on conventional and diffusion MRI in order to support the three main 
objectives of this thesis. A number of important parameters for MRI acquisition are 
discussed, providing insight into imaging characteristics of the three most common 
childhood brain tumours. Learning the MRI features of these brain tumours provide a 
deeper understanding of the meaning of the image textural features, extracted from 
individual histological tumour types. 
 Magnetic Resonance Imaging  2.1
Magnetic Resonance Imaging (MRI) is a modern clinical imaging technique, which exploits 
the fundamental principles of Nuclear Magnetic Resonance (NMR) phenomenon. NMR 
was investigated since early 20th century by various groups of scientists. Felix Bloch and 
Edward Mills Purcell independently developed breakthrough methods for precise 
measurements of nuclear magnetic resonance frequency and magnetism of atomic 
nuclei, which was used to study the composition of different materials (35, 36). This piece 
of work was awarded the joint Nobel Prize in Physics in 1952 to both of them (37). 
Richard Robert Ernst primarily investigated nuclear magnetic resonance spectroscopy to 
study chemical structure of substances and was awarded the Nobel Prize in Chemistry in 
1991 (38). Later, Raymond Damadian invented the first MR scanner and demonstrated 
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the application of NMR in living systems (39). Subsequently, Paul C. Lauterbur and Sir 
Peter Mansfield employed MRI for medical diagnostics and research, which produced a 
tremendous impact on the medical research field. With their findings, they were granted 
the shared Nobel Prize in Physiology or Medicine in 2003 (40). 
MR-based image acquisition and reconstruction depends on physical device components, 
processes and associated parameters within the context of a MR experiment. Four 
important components of a MRI scanner: the static magnetic field of the scanner, the 
radio frequency pulse, the gradients, and the computer system, are discussed as 
graphically shown in Figure 2.1. The following sections discuss these fundamentals in 
detail, adapted from (41-46). 
Figure 2.1: A simplified diagram of a MRI system. It composes of four main components: 
magnet, gradient coils, RF coils and computer system. Imaging is done in a shielded area 
(Adapted from (41)). 
Computer  Shielded area 
Patient table 
Magnet 
Gradient Coils 
RF Coils 
RF Coils 
Gradient Coils 
Magnet 
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 Nuclei in a Magnetic Field 2.1.1
A nucleus with an odd atomic number (odd number of protons) is a charged particle. It 
creates a magnetic field and rotates about its own axis (Figure 2.2). The rotation of a 
nucleus is called nuclear spin or spin which produces a magnetic moment (nuclear 
magnetic dipole moment) (𝝁) and an angular momentum (𝒑). The magnetic moment and 
angular momentum are linearly related with a factor termed the gyromagnetic ratio (𝛾), 
as shown in equation (2.1). The gyromagnetic ratio depends on the rotational frequency 
of an individual nucleus, placed in an external magnetic field.  
𝝁 = ⁡⁡𝛾𝒑  (2.1) 
 
 
 
 
Figure 2.2: Precession of a nucleus around its own static magnetic field axis. 
When an external magnetic field ?̂?𝟎 is exerted, the magnetic moment 𝝁 experiences a 
torque (turning force) ?̂?, forcing the spins to precess around the ?̂?𝟎 axis. The torque ?̂? is 
the cross product of the magnetic moment and magnetic field given in equation (2.2).   
?̂? = ⁡⁡𝝁⁡ × ?̂?𝟎 (2.2) 
The torque alters the angular moment with the rate of change given by equation (2.3).  
𝑑𝒑
𝑑𝑡
= ⁡𝝁⁡ × ?̂?𝟎 (2.3) 
From equation (2.1), 𝒑 = ⁡𝝁/𝛾, provides the rate of change in the magnetic moment 
about the ?̂?𝟎 axis, derived in equation (2.4). 
Precessional motion 
Nuclear spin 
Static magnetic field 
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𝑑𝝁
𝑑𝑡
= ⁡𝝁⁡ × 𝛾?̂?𝟎 =⁡⁡𝝁⁡ × 𝝎𝑳⁡⁡ (2.4) 
where 𝝎𝑳 is called the Larmor frequency. 
The Larmor frequency is the natural resonance frequency of a spin system and is unique 
for each nucleus; for example 1H and 13C resonate at 42.58 and 10.71 MHz at 1 Tesla (T) 
of ?̂?𝟎 respectively (42). However, nuclei with the same 𝛾 will have different Larmor 
frequencies at different spatial locations, when ?̂?𝟎 is inhomogeneous, as explained later 
in gradient encoding.  
The spins can rotate in parallel with lower energy (shorter, thinner vector) or anti-parallel 
with higher energy (longer, thicker vector) around the ?̂?𝟎 axis (Figure 2.3 (a)). More 
number of nuclei precess with lower energy, as shown in Figure 2.3 (b). The vector sum of 
all magnetic moments (both parallel and anti-parallel) is the net magnetisation (?̂?), 
which is parallel to the main magnetic field and aligns with the z axis as convention 
(equation 2.5). 
 
 
 
 
 
 
 
 
(a) 
 
 
 
 
 
 
 
 
        (b) 
Figure 2.3: Energy states and magnetisation of nuclear spins. When nuclei precess around 
magnetic field, (a) protons align parallel with B0 and anti-parallel with B0, (b) the net 
magnetisation is parallel to the main magnetic field. A longer and thicker vector indicates 
higher energy state. 
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?̂? =∑𝝁𝒊
𝑁𝑠
𝑖=1
 (2.5) 
where 𝝁𝒊 are the magnetic moments, 𝑖⁡ ∈ ⁡ {1,2, …𝑁𝑠} and 𝑁𝑠 is the total number of spins. 
 Radio Frequency Pulse Excitation and Pulse Sequences 2.1.2
When a Radio Frequency (RF) pulse is transmitted; the spin system, precessing at Larmor 
frequency, is perturbed. A 90o RF pulse flips the spins onto the transverse x-y plane 
(Figure 2.4 (a)) and causes the spins to rotate at different Larmor frequency (Figure 2.4 
(b)). The net magnetisation becomes nonequilibrium state and is decomposed to two 
magnetisation components: longitudinal ?̂?𝒛 and transverse ?̂?𝒙𝒚. 
 
 
 
 
 
 (a) 
 
 
 
 
 
         (b) 
Figure 2.4: De-phasing of nuclear spins after a 90o RF pulse excitation. Nuclear spins are 
flipped with a 90o pulse at (a) time = t0 and start de-phasing at (b) time > t0. 
After perturbation of the RF pulse, the spins return to the equilibrium state, by releasing 
excess energy into the surrounding environment. The rate of spins returning to the 
equilibrium state is different depending on the chemical composition of a measured 
tissue. The process of returning to the equilibrium is called longitudinal or spin-lattice 
relaxation where the transverse magnetisation component ?̂?𝒙𝒚 decays to zero, and the 
z 
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longitudinal magnetisation component ?̂?𝒛 returns to equilibrium magnetisation ?̂?𝟎. The 
dephasing of the spins in the transverse plane is called transverse or spin-spin relaxation.  
The process of magnetisation ?̂?𝒙𝒚 decaying to zero, which incorporates both spin-lattice 
and spin-spin relaxation, is exponential and called ‘free induction decay’ (FID). The value 
of ?̂?𝒙𝒚 and ?̂?𝒛 can be derived after the application of an 𝛼 degree RF pulse as defined in 
equation (2.6) and (2.7). 
?̂?𝒙𝒚⁡(𝑡) = ⁡ ?̂?𝟎𝑠𝑖𝑛𝛼𝑒
𝑖(𝜔0𝑡+𝜑)𝑒−𝑡/𝑇2 (2.6) 
?̂?𝒛(𝑡) = ⁡ ?̂?𝟎(1 − (1 − 𝑐𝑜𝑠𝛼)𝑒
−
𝑡
𝑇1) (2.7) 
𝑇2 is the transverse relaxation time (or spin-spin relaxation time) and indicates the time 
taken for the transverse magnetisation to decay to 36.7% of its initial value ?̂?𝟎. 𝑇1 is the 
longitudinal relaxation time (or spin-lattice relaxation time) and represents the time taken 
for the longitudinal magnetisation to recover to a value of 63.2% of the equilibrium value 
?̂?𝟎. Transverse relaxation time is generally much faster than longitudinal relaxation. The 
values of 𝑇1 and 𝑇2 are considered intrinsic properties of tissues because they remain 
constant for a specific tissue at a given uniform magnetic field strength.   
The rate of the FID can be described by another relaxation time, 𝑇2∗ (42), as shown in 
equation (2.8). The value of 𝑇2∗ is the relaxation time which varies depending on the 
spin-spin relaxation time and inhomogeneities in the main magnetic field. This value is an 
intrinsic property of each tissue type at the given magnetic field (47).  
1
𝑇2∗
=⁡
1
𝑇2
+⁡
1
𝑇2′
 (2.8) 
where 𝑇2′ is the time taken for the signal to decay due to the field inhomogeneity.  
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In MRI acquisition, multi-pulse experiments such as gradient-echo, spin-echo, and 
inversion-recovery sequences are commonly used. Gradient-echo is the simplest pulse 
sequence and provides faster image acquisition than other sequences (48). It consists of a 
series of αo pulses, where each sequence is separated by repetition time (TR). The αo is 
less or equal to 90o and typically ranges between 10o to 80o (49).  
The spin-echo pulse sequence is one of the most commonly used pulse sequences for 
generating T1- and T2-weighted images. It starts with a 90o pulse and is followed by a 
180o pulse after a period of TE/2 (TE is time of echo). After the 180o pulse, the spin-echo 
pulse sequence is repeated. A diagram of the spin-echo pulse sequence and its rotating 
magnetisation are shown in Figure 2.5. 
The inversion-recovery pulse sequence starts with a 180o pulse inverting the longitudinal 
magnetisation against the main magnetic field and followed by a 90o pulse that brings the 
residual magnetisation into the transverse plane. The time between the initial 180o pulse 
and the following 90o pulse is called inversion time (TI). The duration of TI allows recovery 
of the magnetisation to equilibrium and also determines the signal attenuation in 
particular tissue. The inversion-recovery sequence suppresses fluids at TI ranging 
between 2000 to 2900 milliseconds depending heavily on TR and pathological condition 
(50). With this property, it is used to generate fluid attenuated inversion recovery (FLAIR) 
images in order to enhance contrast between lesion and fluid. A schematic of inversion 
recovery sequence and its rotating of magnetisation are shown in Figure 2.6.  
17 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
  
Figure 2.5: The change in magnetisation of a spin-echo sequence (reproduced from (42)). 
Nuclear spins are flipped with a 90o pulse and simultaneously de-phasing till time = TE/2. 
The nuclear spins are then flipped with a 180o pulse and rephased at time = TE. 
Figure 2.6: The change in magnetisation of an inversion recovery sequence (reproduced 
from (42)). The longitudinal magnetization is inverted by 180o and rephased onto the 
transverse plane after time = TI. 
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 Gradient Encoding and Spatial Localisation 2.1.3
After transmitting the RF pulse, magnetic field gradient pulses are emitted to control the 
spatial information of MR signal. The gradient coils produce three main magnetic field 
gradient including frequency encoding or readout gradient (?̂?𝒙), phase encoding gradient 
(?̂?𝒚) and slice-selective gradient (?̂?𝒛). The amplitudes of magnetisation 𝑩 vary linearly 
with position along a chosen axis as shown in equation (2.9). 
𝑩 =⁡ ?̂?𝟎 + 𝑥?̂?𝒙 + ⁡𝑦?̂?𝒚 + 𝑧?̂?𝒛 (2.9) 
When the gradient pulse is applied, the spins precess at different Larmor frequencies at 
different spatial locations. Frequency encoding gradient, ?̂?𝒙 causes the change in 
resonance frequency along the 𝑥 axis as shown in equation (2.10). It contributes to the 
real part of complex values in k-space, explained later in section 2.1.4.  
𝝎(𝑥) = ⁡𝛾(?̂?𝟎 + 𝑥?̂?𝒙) (2.10) 
In order to encode information onto k-space, a phase encoding gradient, ?̂?𝒚 is applied to 
acquire imaginary part of k-space. When ?̂?𝒚 is switched on for a short period, 𝑡𝑦; this 
results in the spins having different phase angles (𝜙) at different 𝑦 positions according to 
equation (2.11).  
𝜙(𝑦) = ⁡−𝛾𝑦?̂?𝒚𝑡𝑦 (2.11) 
The slice-selective gradient, ?̂?𝒛 varies the resonant frequency along the 𝑧 direction 
(equation (2.12)), which is used to control thickness and position of an image slice. 
𝝎(𝑧) = ⁡𝛾(?̂?𝟎 + 𝑧?̂?𝒛) (2.12) 
The thickness and position of the image slice can be varied by adjusting the amplitude of 
?̂?𝒛 and the bandwidth of the RF pulse, i.e. the larger the amplitude of ?̂?𝒛 or the narrower 
19 
the bandwidth of RF pulse (∆𝜔), the thinner the slice. The slice thickness can be 
calculated as shown in equation (2.13).  
∆𝑧 = ⁡∆𝜔/𝛾|?̂?𝒛| (2.13) 
So far, the radiofrequency and magnetic field gradient pulses were reviewed. In addition, 
a schematic diagram of theses pulses is drawn to illustrate their sequence timings of 
gradient echo sequence, spin echo sequence and inversion recovery sequence, as shown 
in Figure 2.7 to 2.9, respectively.  
Figure 2.7: A typical gradient-echo imaging sequence. The sequence is composed of 
pulses having flip angle less than 90o (Adapted from (46)). 
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Figure 2.8: A typical spin-echo imaging sequence. The sequence starts with 90o pulse and 
followed by a 180o pulse after a period of TE/2 (Adapted from (46)). 
Figure 2.9: A typical inversion recovery imaging sequence. The sequence starts with a 
180o pulse and followed by a 90o pulse after a period of TI (Adapted from (46)). 
 MR Image Reconstruction  2.1.4
The fourth component in MRI is the computer system, which is used to convert the 
analogue RF signal to digital signal through an analogue/digital convertor. After 
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converting analogue RF signal, the digital MR signal is stored in a k-space domain 
containing a raw data space of complex values. Subsequently, the image space can be 
constructed from the k-space by a Fourier transform, as shown in Figure 2.10.  
Given a k-space with a matrix of size 𝑁 x 𝑀, an element in k-space is composed of a real 
(𝑘𝑥) and an imaginary (𝑘𝑦) value according to the equations (2.14) and (2.15), 
respectively.  
𝑘𝑥 = 𝛾𝑁∆𝑡𝐺𝑥 (2.14) 
𝑘𝑦 = 𝛾𝑀𝜏𝐺𝑦 (2.15) 
where 𝛾 is the gyromagnetic ratio, 𝑁 is the number of samples along the read gradient, 𝑀 
is the number of times the phase encoding transmitted, ∆𝑡 is the sampling time interval, 
𝐺𝑥 is frequency encoding, 𝐺𝑦 is phase encoding, 𝜏 is the duration of 𝐺𝑦. 
In the clinical setting, anatomical images are obtained from three different views: 
transverse (axial), coronal and sagittal. Axial view is more commonly acquired for both 
structural and functional imaging, as recorded in the CCLG database. Only axial imaging is 
used in this thesis. 
 
 
                    
        RF signal k-space        Image space 
Figure 2.10: A conversion of RF signal to a digital image. An analogue RF signal is digitized 
and recorded in a k-space domain before performing Fourier transform to obtain the 
image data (case MB532). 
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 Image Contrast 2.1.5
MRI scans derived from different pulse sequences have distinctive image contrast. The 
three common pulse sequences are the gradient-echo, spin-echo and inversion recovery, 
producing particular signal intensity according to equations (2.16), (2.17) and (2.18) (51, 
52). T1- and T2-weighted images are generally scanned with a spin-echo sequence and 
FLAIR is acquired using an inversion recovery technique.  
In a gradient-echo technique 
𝐼 ∝ 𝑁(𝐻)(𝑒−⁡
𝑇𝐸
𝑇2∗)(1 − 𝑒−⁡
𝑇𝑅
𝑇1) (2.16) 
 In a spin-echo technique 
𝐼 ∝ 𝑁(𝐻)(𝑒−⁡
𝑇𝐸
𝑇2)(1 − 𝑒−⁡
𝑇𝑅
𝑇1) (2.17) 
In inversion recovery technique 
𝐼 ∝ 𝑁(𝐻)(1 − 2𝑒−⁡
𝑇𝐼
𝑇1 + 𝑒−⁡
𝑇𝑅
𝑇1) (2.18) 
where 𝑁(𝐻) is the proton density, 𝑇𝑅 is the repetition time of a pulse sequence and 𝑇𝐸 
is the period between RF pulse and spin echo, 𝑇1 is the longitudinal relaxation time, 𝑇2 is 
traverse relaxation time, 𝑇2∗ is relaxation time due to spin dephasing and inhomogeneity  
of magnetic field, and 𝑇𝐼 is the inversion time. 
TR, TE, TI are defined by the pulse sequence design and can be adjusted to control T1, T2 
weighting and therefore tissue contrast. A T1-weighted image is generally generated by 
using short TR to pronounce T1-weighted contrast and short TE to exclude T2-weighting 
effects. A T2-weighted image is excited by using long TR to remove T1-weighting and long 
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TE to introduce T2-weighted contrast (12, 53). A FLAIR image is produced by using long TI 
to null the water signal and long TR to eliminate T1 effects.  
The T1 and T2 relaxation times have distinct duration in different tissue types. The longest 
to shortest period are in fluid, water-based tissue and fat-based tissue respectively. 
However, T2 is generally shorter than T1 and shows inverted signal intensity for a given 
tissue (41). The lengthened T1 values tend to decrease signal intensity, while the 
lengthened T2 values tend to increase signal intensity. As a result, grey-level intensity of 
brain components is visually inverted between T1- and T2-weighted, for example CSF 
appears bright on the T2-weighted image (Figure 2.11(a)) and dark on the T1-weighted 
image (Figure 2.11(b)). FLAIR is a T2 sequence with suppressed fluid signal appearing as 
low intensity (Figure 2.11(c)). The further imaging characteristics of brain tumours based 
on MRI is reviewed in section 2.3. 
 
(a) T2 
 
(b) Pre-contrast T1 
 
(c) FLAIR 
Figure 2.11: Complementary image contrast of brain tissue acquired based on T2, pre-
contrast T1 and FLAIR (case MB718).  
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 Diffusion Magnetic Resonance Imaging 2.2
Diffusion MRI is a non-invasive functional imaging technique, which has been employed 
to investigate the tissue microstructure reflected by diffusion of water molecules. The 
following sections review the basic principle of the diffusion phenomenon and discuss the 
reconstruction of diffusion MRI.  
 The Basics of Diffusion  2.2.1
Diffusion is an essential process in all living organisms that require the transport of 
metabolites and water into cells. Studying diffusion has the potential to provide further 
insight into both cell physiology and tissue structures. In unhindered space, the diffusion 
of randomly mobile molecules is described by Brownian motion. Diffusion starts from a 
volume with a higher concentration of substances and is directed to a volume of lower 
concentration until equilibrium is established. The rate of change of this concentration is 
explained by Fick’s first law (54) which states that the flux density is linearly proportional 
to the concentration gradient as shown in equation (2.19). 
𝐽 = ⁡−𝐷
𝜕∅
𝜕𝑥
 (2.19) 
where 𝐽 is the diffusion flux (amount of substance per unit area per unit time, e.g. 
mol/mm2/s), 𝐷 is the diffusion coefficient or diffusivity (e.g. mm2/s), ∅ is the 
concentration of substance (e.g. mol/mm3) and 𝑥 is the displacement of the substance 
(e.g. mm). 
As the diffusion of molecules is randomly distributed in unrestricted space, the probability 
profiles of molecular displacement follow a bell-shaped or Gaussian form. The probability 
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displacement is related to the diffusion time which was formularised by Albert Einstein in 
1905 (55, 56) as shown in equation (2.20).                
〈𝑟2〉 = 2𝐷𝑡 (2.20) 
where 〈𝑟2〉 is the mean-squared displacement, 𝐷 is the diffusion coefficient, 𝑡 is the 
observation time.  
 Diffusion Weighted Imaging  2.2.2
Diffusion in a living system is an intrinsic property of tissues that is independent of 
magnetic resonance relaxation properties (e.g. longitudinal and transverse relaxation) 
(57, 58). The effects of diffusion on the attenuation of precessing nuclear spins were 
firstly reported by Erwin Hahn in 1950 (59). The precessing nuclear moments contained in 
liquid molecules, mostly of low viscosity, are not only attenuated by the influence of 
longitudinal time and transverse time but also de-phased by the self-diffusion of the 
molecules when placed in an inhomogeneous magnetic field (58).  
To obtain information about molecular diffusion in an imaging experiment, a diffusion-
encoding gradient is applied as an additional readout gradient. The addition of the 
diffusion gradient leads to compression of the MR signals in the time domain and 
produces a poorer signal-to-noise ratio (SNR) (58). The common imaging technique used 
in diffusion MRI is Echo Planar Imaging (EPI) which can be the application of multiple 
sequences of gradient-echo or spin-echo sequences. 
For a fixed diffusion weighting and a single diffusivity, it can be shown that the signal in a 
diffusion-weighted experiment is given by equation (2.21). 
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𝐼 = 𝐼0𝑒
−𝑇𝐸/𝑇2𝑒−𝑏𝐷 (2.21) 
where 𝑇2 is the transverse relaxation time, 𝐼0 is the signal intensity in the absence of any 
𝑇2 or diffusion weighting, 𝑇𝐸 is the echo time and 𝑏 is the ‘b-factor’ or ‘b-value’.  
The approximation of the diffusivity of DW-MRI is independent of the T2. This diffusivity, 
𝐷 is quantitatively derived as follows.  
𝐼1 = 𝐼0𝑒
−𝑇𝐸/𝑇2𝑒−𝑏1𝐷  (2.22) 
𝐼2 = 𝐼0𝑒
−𝑇𝐸/𝑇2𝑒−𝑏2𝐷  (2.23) 
 
 (2.24) 
where 𝐼1 and 𝐼2 are signals in a diffusion weighted experiment at b-values of 𝑏1 and 𝑏2 
respectively.  
 Derivation of Apparent Diffusion Coefficient  2.2.2.1
During the DWI procedure, a target image frame is divided into small and equal imaging 
voxels. In each imaging voxel, a diffusion-weighted intensity varies according to the rate 
of attenuation of precessing nuclear spins. Spin attenuation varies depending on tissue 
properties, for example diffusion attenuation in CSF is much greater than that observed in 
white matter because the diffusion of water molecules is relatively unhindered in the CSF 
than that in the white matter.  
After DWI acquisition, a reconstruction map namely Apparent Diffusion Coefficient (ADC) 
can be calculated by using DWI at two b-values as shown in the equation (2.24). An ADC 
map measures the magnitude of diffusion of molecules in mm2/s and can be rewritten as 
equation (2.25). 
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𝐴𝐷𝐶 = −(ln
𝐼1
𝐼0
) /(𝑏1 − 𝑏0) (2.25) 
where 𝐼1 and 𝐼0 is the signal intensity with gradient having 𝑏1 s/mm
2 and without the 
diffusion weighting having 𝑏0 = 0 s/mm
2 respectively.  
Both DWI and ADC maps provide measurement of molecular diffusion. However, a DWI 
and an ADC image exhibit dissimilar image intensity on restricted and unrestricted space 
as shown in Figure 2.12.  
 
(a) DWI at b = 0 s/mm2 
 
(b) DWI at b-value = 1000 s/mm2 
 
(c) ADC 
Figure 2.12: Signal intensity of restricted and unrestricted space based on DWI and ADC. 
An unrestricted area like CSF is bright on DWI at b = 0 s/mm2 and an ADC map, but dark 
on DWI at b-value = 1000 s/mm2 (case EP904). It is vice versa for a restricted area. 
On areas with restricted diffusion, DWI appears bright, whereas ADC appears dark 
because accumulated nuclear spins in the area results in high signal on DWI and limited 
diffusion activity gives low signal intensity on ADC. On areas with unrestricted diffusion, 
DWI appears dark, whereas ADC appears bright because a small number of nuclear spins 
in the area result in low signal on DWI and unhindered diffusion gives high signal on ADC. 
The comparison of signal intensity obtained from DWI and ADC in restricted and 
unrestricted areas is tabulated in Table 2.1. 
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Table 2.1: Comparison of signal intensity of DWI and ADC images. 
Image  Signal intensity in restricted area Signal intensity in unrestricted area 
DWI  
 
Bright (Spins are more accumulated 
and yield higher signal.) 
Dark (Less spins are caught and yield 
lower signal.) 
ADC Dark (Molecules cannot diffuse 
randomly; give low signal.)  
Bright (Molecules can move more 
freely; give high signal.) 
 The Optimal b-Value 2.2.2.2
The b-value is a factor in diffusion weighted sequences and summarises the influence of 
the gradients on a DWI. The b-value can be estimated from the Stejskal-Tanner equation 
(2.26). The b-value is increased by either increasing the gradient strength (𝐺) or the 
temporal separation of the gradients (δ).  
𝑏 = (𝛾2𝐺2𝛿2) (∆ −
𝛿
3
) (2.26) 
where 𝛾 is the gyromagnetic ratio and ∆ is the time interval between the leading edges of 
the gradient lobes.  
The higher the b-value, the stronger the diffusion weighting, which may show lesions 
more vividly but offers poorer SNR, as shown in Figure 2.13 and 2.14 because of longer 
TE, increased T2 and increased susceptibility to magnetic field gradient (60, 61). 
Susceptibility to magnetic field gradient accelerates the dephasing between protons, 
resulting in signal decay through T2* or severe image distortion. The optimal b-value was 
suggested by Bito et al. (62) to be 1.1/ADC which is considered as a rule of thumb. 
However, the gradient power is restricted as shown in the Stejskal-Tanner equation 
(2.26). To obtain the optimal b-value, the diffusion-encoding gradient must be increased, 
but this will result in poorer SNR as mentioned above. The optimal b-value in practice is 
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recommended to be in the range of 900 to 1200 s/mm2 (61).  In the clinical setting, the 
acquisition of diffusion MRI is commonly done at b = 0 as a reference, and up to 1000 
s/mm2 (generally found at 1000, 800 and 500 s/mm2). A b-value of zero corresponds to an 
EPI T2-weighted image.  
Generally an ADC map is acquired based on two b-values, which can be less accurate to 
reflect the pathology information than an ADC map derived from three b-values (e.g. b=0, 
b=500 and b=1000 s/mm2) because the lower SNR of b=1000 s/mm2 images presenting a 
higher standard deviation can be partially compensated by the median value of b=500 
s/mm2 (60).   
    
(a) b-value = 0 
 
(b) b-value = 800 s/mm2 
Figure 2.13: The difference of imaging features and deterioration of SNR-based DWI at b-
value = 0 and 800 s/mm2 (case MB719). 
 
(a) b-value = 0 
 
(b) b-value = 500 s/mm2 
 
(c) b-value = 1000 s/mm2 
Figure 2.14: The difference of imaging features and deterioration of SNR-based DWI at b-
value = 0, 500 and 1000 s/mm2 (case MB950). 
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 Rotational Variance 2.2.2.3
ADC in human white matter appears to depend on the direction of the applied diffusion-
encoding gradient (63, 64). In the same region, if a subject moves when a particular 
diffusion-encoding gradient is applied, ADC values will be altered. This directional 
dependence or rotational variance of ADC could lead to complicated interpretation of the 
actual diffusion tissue in the particular region and could result in incorrect analysis. This 
issue can be addressed by using the rotationally invariant model of diffusion tensor 
imaging as described in the following section. 
 Diffusion Tensor Imaging  2.2.3
Diffusion Tensor Imaging (DTI) measures relative diffusion coefficients of water molecules 
in each pixel by scanning with DWI in at least six noncollinear directions (65). Compared 
with MRI, image contrast of DTI is more sensitive to fibre orientations and provides more 
information about fibre structure, particular in white matter.  
 
(a) T2 
 
(b) Pre-contrast T1 
 
(c) FA 
Figure 2.15: Comparison of white matter on T2, pre-contrast T1 and FA images. Images 
were acquired using a 1.5T MRI scanner (case MB622). 
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White matter on a T1- and a T2-weighted image appears relatively homogenous because 
of similar chemical composition within the tissue (42, 44), whereas a Fractional 
Anisotropy (FA) map, reconstructed from DTI shows more vivid patterns of white matter 
structure as shown in Figure 2.15. The sensitivity to subtle disturbance of white-matter 
tracts of DTI (66) could possibly provide information on tumour classification. 
 Diffusion Tensor Model 2.2.3.1
As mentioned in section 2.2.2, the ADC value has directional dependence. This can be 
compensated by using a diffusion tensor model of DTI which measures the principal 
diffusivity of molecules regardless of positions of fibres in space. The basic element of DTI 
used for such purposes is the diffusion tensor matrix (𝑫𝒎), a symmetric 3D matrix given 
by equation (2.27): 
𝑫𝒎 = [
𝐷𝑥𝑥 𝐷𝑥𝑦 𝐷𝑥𝑧
𝐷𝑥𝑦 𝐷𝑦𝑦 𝐷𝑦𝑧
𝐷𝑥𝑧 𝐷𝑦𝑧 𝐷𝑧𝑧
] (2.27) 
The diagonal elements correspond to the diffusivities along the three orthogonal axes 
(𝑥, 𝑦, 𝑧) and the off-diagonal elements relate diffusivities along those.  
The diffusion tensor depends on the weighting matrix (67) according to the relationship in 
equation (2.28). 
𝑙𝑛 (
𝐼𝑏
𝐼0
) = ⁡−∑∑𝑏𝑖𝑗𝐷𝑖𝑗
3
𝑗=1
3
𝑖=1
 (2.28) 
where 𝐼𝑏 is the signal intensity at b s/mm
2 of b-value, 𝐼0 is the signal intensity at no 
diffusion gradient, 𝐷𝑖𝑗 are elements of the diffusion tensor matrix, 𝑫𝒎 and the 𝑏𝑖𝑗 are 
elements of the weighting matrix (b-matrix), given by equation (2.29). 
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𝑏𝑖𝑗 =⁡𝛾
2𝐺𝑖𝐺𝑗𝛿
2 (∆𝑡 −
𝛿
3
) (2.29) 
where 𝐺𝑖 is an element of gradient and 𝐺𝑗 is a transpose of 𝐺𝑖, 𝛾 is the gyromagnetic 
ratio, ∆𝑡 is the time interval between the leading edges of the gradient lobes and δ is the 
temporal separation of the gradients. 
The b-matrix is generated from a net effect of the gradient on each echo for each desired 
direction. The shape of gradient pulse can affect the b-matrix and diffusion images. 
Moreover, Leemans and Jones observed that the rotation of b-matrix can correct 
artefacts due to subject motion (68). However, the correction of the b-matrix is beyond 
the scope of this thesis. 
 Parameters Derived From the Diffusion Tensor Model 2.2.3.2
Reconstruction of the DTI maps requires at least six gradient directions to form a diffusion 
tensor matrix. A higher number of gradient directions, for example between 20 to 30, is 
recommended to estimate diffusion robustly (68). The diffusion tensor model can be 
graphically visualised as an ellipsoidal model with direction and length being annotated 
by eigenvectors and eigenvalues (λ). Three main eigenvalues: 𝜆1, 𝜆2 and 𝜆3, measure 
diffusivity along each of the three primary axes of the diffusion tensor matrix and are 
orthogonal axes of the ellipsoid. Fractional Anisotropy, 𝐹𝐴 and Mean Diffusivity, 𝑀𝐷 can 
be calculated from these eigenvalues, as follows: 
𝑀𝐷 =
𝜆1 +⁡𝜆2 + 𝜆3
3
 (2.30) 
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𝐹𝐴 =⁡√
1
2
.
√(𝜆1 − ?̂?)2 +⁡(𝜆2 − ?̂?)2 + (𝜆3 − ?̂?)2
√𝜆1
2 + 𝜆2
2 + 𝜆3
2
 (2.31) 
where 𝜆1, 𝜆2 and 𝜆3 are eigenvalues of diffusion tensor, ?̂? =(𝜆1 + 𝜆2 + 𝜆3)/3. 
 Isotropy and Anisotropy  2.2.3.3
In each imaging voxel, the diffusion tensor model represents an ellipsoid in relation to 
local tissue structures. In some parts of the brain, the ellipsoid of the diffusion tensor has 
the same magnitude in all three main directions. Such a model has a spherical shape, 
representing isotropic diffusion. In other words, diffusion that is equally restricted or 
unrestricted in all directions results in low FA value. However, in some regions, the 
restriction of diffusion is highly directionally dependent. This scenario yields a high FA 
value, which is known as anisotropic diffusion.  
In white matter, high anisotropy is frequently read because of uneven diffusivity with fast 
diffusivity along the fibre direction and slow diffusivity perpendicular to it. This effect is 
possibly influenced by the myelin sheath, local susceptibility gradients, axonal 
cytoskeleton, fast-axonal transport, and intact cell membranes (69). In grey matter and 
CSF, the diffusion is closer to isotropic because densely packed neural cells in grey matter 
or a hollow space of ventricle cause the diffusivity to be more likely the same in all 
directions (61).  
 Imperfection of Diffusion Tensor Imaging 2.2.3.4
Although DTI is dominantly superior in characterising fibre orientation in white matter, 
two assumptions of DTI could lead to misinterpretation of actual fibre orientation in some 
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scenarios (70). The first assumption is that the diffusion in white matter follows a 
Gaussian distribution. The diffusion is restricted in white matter where two or more fibre 
systems cross and therefore violate the Gaussian distribution. The second assumption is 
that it is sufficient to use a single diffusion tensor to characterise each voxel. The DTI 
model averages information from different diffusion compartments and reduces the 
certainty of tracking in partial-value pixels.  
This means that the DTI model cannot interpret the fibre architecture when there is 
multiple fibre orientation within the same pixel. Low anisotropy can refer to either lack of 
coherent fibre orientation within the pixel or isotropic diffusion of water in unhindered 
space. In addition, when there is no water within a pixel, that pixel has no intensity. From 
the aforementioned assumptions, different types of neuroanatomy may lead to the same 
DTI result as graphically demonstrated in Figure 2.16. 
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Figure 2.16: Fibre structures and shape of diffusion tensors (the blue cylinders denote 
fibre structures, the cubic frame denotes imaging voxel, the blue wireframe surface 
denotes planar shape of diffusion tensor). A: One fibre structure within an imaging voxel 
has a tubular shape. B: Two crossing fibre structures within an imaging voxel have less 
anisotropic diffusion. C: A planar shape of diffusion tensors has low permeability. D: 
Multiple fibre structures crossing with an imaging voxel produces spherical ellipsoid. E: 
The diffusion models have spherical shapes and no fibre structure. F: Arrangement of 
fibre structures represented by straight lines and their corresponding 2D diffusion 
ellipsoids with major and minor axis denoting the direction and magnitude of diffusion 
(Reproduced with permission from (44)). 
36 
 Magnetic Resonance Imaging Characteristics of Paediatric 2.3
Brian Tumours 
 Common Paediatric Brain Tumours 2.3.1
The most common paediatric brain tumours: pilocytic astrocytoma, medulloblastoma and 
ependymoma are considered. Pilocytic astrocytoma is a slow-growing tumour (grade I) 
and considered as the most common glioma, accounting for 20% of paediatric brain 
tumours (71). Medulloblastoma is a highly malignant and invasive embryonal tumour 
(grade IV) which represents 15-30% of all paediatric brain tumours (72). Ependymoma is 
the third most frequent histological type (grade I-III), following pilocytic astrocytoma and 
medulloblastoma. The incidence rate of ependymoma is 5-7% of all primary paediatric 
brain tumours (73). 
In this section, the level of aggressiveness, cell of origin, anatomical location and imaging 
features of the brain tumours are described. In order to understand the biological aspects 
reviewed in the later sections, it is important to learn anatomical elements related to our 
study. Some important brain components are illustrated on a sagittal T2-weighted image 
as exhibited in Figure 2.17. The infratentorial and supratentorial region separate the 
lower and upper hemisphere of the brain. Tumours are most commonly found to be 
located infratentorially, in the posterior fossa1. However, some cases can migrate into the 
supratentorial brain region and spinal cord. Tumours which have different ‘cells of origin’, 
can originate from different sites, such as fourth ventricle and spinal cord.  
                                                     
1
 Posterior fossa is the region near the bottom of the skull. 
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Brain tumours are commonly composed of various components such as solid mass2, cyst3, 
calcification4, oedema5, necrosis6 and haemorrhage7. All of these components are not 
necessarily present in every tumour. Only some components may be present with varying 
amounts from one to another. In visual analysis, the relative intensity of brain tumour 
components is simultaneously inspected on multimodal MRI. The relative intensity of 
brain tumours is described in relation to the intensity level of normal tissues of grey 
matter, white matter and cerebrospinal fluid as shown in Figure 2.17. 
 
 
 
Figure 2.17: Some brain components and location on a sagittal T2-weighted image related 
to this thesis (case MB867). 
Figure 2.18 shows grey-level intensity of grey matter, white matter and CSF on 
conventional and diffusion MRI. Grey matter is relatively brighter than white matter on T2 
FLAIR, DWI at b-value = 0 and DWI at b-value = 1000 s/mm2 , as shown in Figure 2.18 (a), 
(b), (g) and (h) respectively. 
 
                                                     
2
 Solid mass is an abnormal tissue that does not contain liquid. 
3
 Cyst is a closed sac tissue that may be filled with fluid like CSF or proteinaceous content. 
4
 Calcification is a collection of calcium in tissues.  
5
 Oedema is a swelling tissue caused by excess fluid.  
6
 Necrosis is a dead cell in living tissues. 
7
 Haemorrhage is a damaged blood vessels resulting in a lot of bleeding in a short time. 
Supratentorial region  
Infratentorial region  
Fourth ventricle  
Tumour located 
in cerebellum 
Spinal cord 
 
Cerebrum 
Ventricles   
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Figure 2.18: Imaging features of grey matter, white matter and CSF obtained from (a) T2, 
(b) FLAIR, (c) pre-contrast T1, (d) post-contrast T1, (e) FA, (f) ADC, (g) DWI at b = 0 and (h) 
DWI at b = 1000 s/mm2 (case MB719).  
(a) (b) 
(c) (d) 
(e) (f) 
(g) (h) 
Grey matter 
White matter 
CSF 
Grey matter 
White matter 
CSF 
Grey matter 
White matter 
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Grey matter 
White matter 
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Grey matter has lower signal intensity and appears darker than white matter on pre-
contrast T1 (Figure 2.18 (c)), post-contrast T1 (Figure 2.18 (d)) and FA (Figure 2.18 (e)). 
Grey matter appears relatively isointense8 to white matter on an ADC map (Figure 2.18 
(f)). CSF is hyperintense9 relative to normal tissue on T2, ADC and DWI at b=0 images. CSF 
is hypointense10 relative to normal tissue on pre-contrast T1, post-contrast T1, FLAIR, DWI 
at b=1000 s/mm2 images. CSF appears isointense to normal brain tissue on a FA map. 
 Medulloblastoma  2.3.2
Medulloblastoma (MB) is a highly malignant tumour (grade IV) of the posterior fossa and 
prevalent during the first ten years of childhood (74). Medulloblastoma is currently 
divided into five WHO-defined subsets, which include classic medulloblastoma, 
desmoplastic/nodular medulloblastoma, medulloblastoma with extensive nodularity, 
anaplastic medulloblastoma, and large-cell anaplastic medulloblastoma (1). Molecular 
genetic studies have shown that the five distinct subgroups of medulloblastomas have 
their own set of characteristics (75).  Medulloblastomas are assumed to develop from 
neural stem cell precursors in the granular cell layer of the cerebellum (76). However, for 
some subtypes of medulloblastoma, the tumour cell of origin is believed to grow from the 
superior medullary velum, located at the roof of the fourth ventricle and infiltrate 
laterally later (74). Although, the exact cellular origin is still controversial, the cerebellum 
                                                     
8
 Isointense is the property of having a very similar signal-intensity between two image regions being 
compared. 
9
 Hyperintense is the property of having a brighter signal-intensity in the region of interest compared to a 
reference region. 
10
 Hypointense is the property of having a darker signal-intensity in the region of interest compared to a 
reference region. 
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is still the most common location (94.4%) with most medulloblastomas (75%) arising in 
the midline, mainly in the inferior and lower vermis (74).  
Histologically, the typical features of medulloblastomas are consistent with densely 
packed, small, round to oval cells with restricted cytoplasm and high mitotic and 
apoptotic rates (77, 78). The MRI features of medulloblastomas are predominantly 
homogenous with little necrotic, haemorrhagic, calcification or cystic components (79). 
Medulloblastomas, containing bands of connective tissue scattered among the small 
malignant cells, have been classified as desmoplastic medulloblastomas (80). In our study, 
the majority cohorts include classic medulloblastoma and a few cases of 
desmoplastic/nodular medulloblastoma. Compared with classic medulloblastoma, the 
desmoplastic type is less common, tends to occur in older children and adolescents, and 
is more often lateral in position (80).  
Although the MRI features of classic medulloblastoma and desmoplastic/nodular 
medulloblastoma are visually distinctive, the signal characteristics between the two 
tumour types was not found to be different on T1-weighted and T2-weighted images (80). 
The classic and desmoplastic/nodular medulloblastomas are included into the same 
category for classification in this thesis. Examples of MRI of a classic medulloblastoma and 
a desmoplastic/nodular medulloblastoma used in this thesis are shown in Figure 2.19 and 
Figure 2.20.  
On T2-weighted images, medulloblastomas are often heterogeneous and have 
intermediate to moderately high signal. Medulloblastomas appear generally hyperintense 
to hypointense relative to grey matter and hyperintense relative to white matter, for 
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example in Figure 2.19 (a) and Figure 2.20 (a). Signal heterogeneity on T2 images is 
observed in 91% of the lesions and results from intratumoural cystic zones, small blood 
vessels and/or calcifications (80, 81).  
 
(a) T2 
 
(b) FLAIR 
 
(c) Pre-contrast T1 
 
(d) Post-contrast T1 
 
(e) ADC 
 
(f) MD 
 
(g) FA 
Figure 2.19: Imaging characteristics of a medulloblastoma based on T2, FLAIR, pre-
contrast T1, post-contrast T1, ADC, MD and FA (case MB719). 
On T1-weighted images, medulloblastomas typically have low to intermediate signal 
intensity and appear homogenous (Figure 2.19 (c) and Figure 2.20 (c)). They appear iso- to 
hypointense relative to white matter and predominantly hypointense relative to grey 
matter (76, 80). Post-contrast T1-weighted images of medulloblastomas (Figure 2.19 (d) 
and Figure 2.20 (d)), are usually heterogeneous with unlikely regular pattern (82), 
however, atypical features of homogenous pattern can be found (76). Tumour boundaries 
on contrast-enhanced images are often less well defined than on the images acquired 
without contrast. However, post-contrast T1-weighted images present some abnormal 
tissues clearer than the unenhanced scans which are less likely to show tumour 
infiltration and only peritumoural oedema (80). On FLAIR images (Figure 2.19 (b), Figure 
2.20 (b)), medulloblastomas are generally isointense to normal tissues (83). However, in 
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some cases, medulloblastomas appear slightly hyperintense to normal tissues as shown in 
Figure 2.21. 
 
(a) T2 
 
(b) FLAIR 
 
(c) Pre-contrast T1 
 
(d) Post-contrast T1 
 
(e) ADC 
 
(f) MD 
 
(g) FA 
Figure 2.20: Imaging characteristics of a desmoplastic medulloblastoma based on T2, 
FLAIR, pre-contrast T1, post-contrast T1, ADC, MD and FA (case MB862). 
 
(a) 
 
(b) 
Figure 2.21: Comparison of two FLAIR images of medulloblastoma cases which have 
different signal intensity level compared to normal tissues. (a) The tumour is isointense to 
normal tissues (case MB719). (b) The tumour is hyperintense to normal tissues (case 
MB532). 
The diffusion restriction is usually found in high grade lesions. This is due to the high 
intrinsic cellularity of a tumour, decreased extracellular space and high nucleus/cytoplasm 
ratio. On DWI, medulloblastomas appear hyperintense to normal brain (84) and exhibit 
Tumour  
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low signal on ADC maps (79) (Figure 2.19 (e) and Figure 2.20 (e)). Medulloblastoma on 
MD maps (Figure 2.19 (f) and Figure 2.20 (f)), are similar to that on ADC maps, whereas 
medulloblastoma on FA maps (Figure 2.19 (g) and Figure 2.20 (g)), show heterogeneous 
with isointense to hyperintense to normal tissues.   
 Pilocytic Astrocytoma 2.3.3
Pilocytic astrocytoma is a low grade (WHO I) histologic subtype of astrocytoma and 
almost never relapses after complete surgical elimination (85). Juvenile pilocytic 
astrocytoma (JPA) is the most common astrocytic neoplasm in the cerebellum of children. 
Fewer numbers of pilocytic astrocytomas are found in supratentorial regions, lateral 
ventricle and brainstem (86). Plenty of pilocytic astrocytoma cells are elongated and 
bipolar, appearing as ‘hairlike’ pattern. They are typically well-delineated from the 
surrounding brain tissue (25). Grossly, the tumours are rarely composed of complete solid 
tumours (85, 87) but are cystic, with mural nodules and more solid with various cystic 
central cavities. The cystic compartment is less likely filled with proteinaceous fluid and 
appears similarly as the signal of CSF.  
On a T2-weighted image in Figure 2.22 (a), the signal intensity of pilocytic astrocytoma 
varies widely from being equivalent to normal CSF intensity to about the same intensity 
as healthy grey matter, and is generally higher than that observed in medulloblastoma 
(82, 85) because of the lower cellularity of the pilocytic astrocytoma (9). The tumour is 
heterogeneous, comprising hyperintense solid mass and hyperintense cystic components 
relative to normal brain. On a FLAIR image in Figure 2.22 (b), the pilocytic astrocytoma is 
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generally hyperintense to normal brain tissue (87) and fluid can be differentiated from 
lesions vividly (88).  
On a pre-contrast T1-weighted image in Figure 2.22 (c), the pilocytic astrocytoma appears 
a wide range of intensity, from about that of white matter to that of CSF. On the pre-
contrast T1-weighted image, the tumour is typically composed of heterogeneous region 
of hypointense solid mass and hypointense cystic component. On a post-contrast T1-
weighted image in Figure 2.22 (d), the pilocytic astrocytoma is revealed with 
heterogeneous lesion with non-enhancing cystic components (87). The enhancement 
tumour has no definitive pattern. Some atypical pilocytic astrocytomas of the third 
ventricle shows no significant contrast enhancement (89).  
 
(a) T2 
 
(b) FLAIR 
 
(c) Pre-contrast T1 
 
(d) Post-contrast T1 
 
(e) ADC 
 
(f) MD 
 
(g) FA 
Figure 2.22: Imaging characteristics of a typical pilocytic astrocytoma based on T2, FLAIR, 
pre-contrast T1, post-contrast T1, ADC, MD and FA (case PA856). 
Pilocytic astrocytomas generally have low cell density with relatively large volume of 
extracellular space. So there is the free movement of water molecules within these 
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tumours (88) that cause the tumours to appear hypointense on DWI, hyperintense on an 
ADC map in Figure 2.22 (e) and hyperintense on a MD map in Figure 2.22 (f). On a FA map 
in Figure 2.22 (g), the solid mass is isointense but cystic component is hypointense 
relative to normal tissues.   
A pilocytic astrocytoma with a dominant solid portion (Figure 2.23) has imaging features 
that differ from the typical pilocytic astrocytoma, as aforementioned. Its solid mass 
appears isointense to hypointense relative to normal tissue on T2-weighted images 
(Figure 2.23 (a), (d)), as well as on ADC maps (Figure 2.23 (c), (f)). The solid mass is 
hyperintense relative to normal tissues on post-contrast T1 images (Figure 2.23 (b), (e)). 
Case T2 Post-contrast T1 ADC 
PA837 
 
(a) 
 
(b) 
 
(c) 
PA613 
 
(d) 
 
(e) 
 
(f) 
Figure 2.23: Pilocytic astrocytomas with almost exclusively solid and no prominent cystic 
component.  
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 Ependymoma  2.3.4
Ependymomas are glial tumours mutated from ependymal cells (90) with varying degree 
of aggressiveness ranging from grade I to III. The WHO classifies ependymal tumours into 
four types: ependymoma (grade II), anaplastic ependymoma (grade III), subependymoma 
(grade I) and myxopapillary ependymoma (grade I). Grade II ependymoma and grade III 
anaplastic ependymoma are difficult to be distinguished by MRI (91). However, they are 
possibly differentiated if an anaplastic ependymoma has higher incidence of CSF 
dissemination during diagnosis and poorer prognosis, compared to common grade II 
ependymoma (10). 
Ependymal tumours included in our study were grade II ependymoma and grade III 
anaplastic ependymoma, because their MRI features are relatively similar and they are 
most commonly found, compared to other subtypes of ependymomas. Tumours of grade 
I, myxopapillary ependymoma and subependymoma, were excluded because such cases 
are limited and they have distinct morphological, biological and demographic features. 
Myxopapillary ependymoma arises almost entirely in cauda equina region. 
Subependymoma has different MRI features than ependymoma grade II and occurs more 
often in an older age group (25).  
Ependymomas may arise from three different compartments: infratentorial, 
supratentorial or spinal region (91). However, ependymomas are mainly located in the 
posterior fossa and usually arise from the floor of the fourth ventricle in children. The 
minority are supratentorial ependymomas which are often seen in older children (92). 
Most supratentorial ependymomas (70%) originate from extraventricular regions in the 
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cerebral hemispheres, which is believed to have distinct cell of origin from the rests of 
ependymal cells (10).  
Although grade II ependymomas are mostly solid tumours and arise from distinctive 
ependymal cells in the fourth ventricle and infiltrate through ventricular foramina, they 
can also be found at the same location with pilocytic astrocytomas in paediatric patients. 
Both histological tumour types can have similar morphological appearance; for example a 
pilocytic astrocytoma with no prominent cystic component can appear similar to some 
subtypes of ependymomas (25). In addition, some paediatric infratentorial ependymomas 
also have similar or overlapping imaging features with medulloblastomas (91).  
Ependymomas are typically heterogeneous masses with areas of necrosis, calcification, 
cysts with a mural nodule and haemorrhage (93). Water diffusion is restricted within soft 
tissues for some ependymomas. This is believed to be caused by high cellularity of some 
lesions. Such characteristics result in a heterogeneous feature on all MRI modalities. Yuh 
et al. (10) reported that both infratentorial and supratentorial ependymomas generally 
have hyperintense T2 (Figure 2.24 (a)), and isointense to hyperintense FLAIR (Figure 2.24 
(b)), hypointense T1 (Figure 2.24 (c)), hyperintense DWI and hypointense ADC (Figure 
2.24 (e)), relative to both grey and white matter (10).  
However, Forbes et al. studied the relative intensity of three brain tumour types: pilocytic 
astrocytoma, medulloblastoma and ependymoma, and represented the relative intensity 
of ependymoma differently (84). Ependymomas appear hypointense on T2, hypointense 
on DWI and hyperintense on ADC. From visual inspection, signal intensity of solid portion 
of ependymoma can range from hypointense to isointense on MD map (Figure 2.24 (f)), 
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and on FA map (Figure 2.24 (g)), relative to normal brain tissue. On post-contrast T1-
weighted image (Figure 2.24 (d)), a mixture of enhanced soft tissues of tumours and non-
enhanced components are often present. 
 
(a) T2 
 
(b) FLAIR 
 
(c) Pre-contrast T1 
 
(d) Post-contrast T1 
 
(e) ADC 
 
(f) MD 
 
(g) FA 
Figure 2.24: Imaging characteristics of a typical grade II ependymoma based on T2, FLAIR, 
pre-contrast T1, post-contrast T1, ADC, MD and FA (case EP639).  
Although infratentorial and supratentorial ependymoma have similar intensity range, 
supratentorial ependymoma can have a greater tendency of extensive cyst formation and 
exhibit higher degree of heterogeneity than infratentorial ependymoma (Figure 2.25). 
Cystic components could have similar signal intensity as fluid on both T2 and FLAIR 
images. If fluid contains proteinaceous content, signal is hyperintense on FLAIR images. 
Calcification and old haemorrhage can be found with low signal intensity on all MRI 
modality. It is observable that diffusivity of both typical ependymomas has a propensity of 
intermediate intensity between that of pilocytic astrocytomas and medulloblastomas 
49 
(10). However, diffusivity values are not an absolute indicator for making histologic 
diagnoses.  
 
(a) T2 
 
(b) FLAIR 
 
(c) Pre-T1 
 
(d) Post-T1 
 
(e) ADC 
Figure 2.25: Imaging characteristics of a supratentorially located anaplastic ependymoma 
based on T2, FLAIR, pre-contrast T1, post-contrast T1 and ADC (case EP535).  
 Discussion 2.3.5
In order to compare the multimodal MRI characteristics of different brain tumour types, 
the imaging features of the three tumour types acquired from conventional and diffusion 
MRI sequences are described in Table 2.2. The table also illustrates the typical variation of 
grey-level intensities of the three tumour types in relation to grey-level intensities of 
normal tissues: white matter, grey matter and CSF. The estimated range of grey-level 
intensities of the three tumour types obtained from conventional and diffusion MRI 
widely overlap. In the literature, the grey-level intensities of the three tumour types PA, 
EP and MB decrease in that order for ADC images. For other image types, such a pattern 
has not been reported. However on T2 images MB tends to have lower mean grey-level 
intensity than PA and EP. This is because MB consists of mostly solid mass and therefore 
has higher homogeneity. Furthermore, the grey-level intensities of PA and EP based on 
conventional MRI are noted to have a wider range than MB.  
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Table 2.2: MRI features for medulloblastoma, pilocytic astrocytoma and ependymoma.  
Estimated grey-level intensity range is drawn to compare the three tumour types in 
relation to signal intensity of grey matter, white matter and CSF of each image type. The 
boxes represent estimated grey-level intensity range. 
Image type Medulloblastoma Pilocytic Astrocytoma Ependymoma 
T2 - MB is heterogeneous 
with mostly 
hyperintense solid 
mass relative to grey 
matter and white 
matter. 
 
- PA is heterogeneous 
with hyperintense 
solid mass.  
- Hyperintense cystic 
components relative 
to normal brain, and 
isointense relative to 
CSF. 
 
- EP is heterogeneous 
with hyperintense 
solid mass relative 
to both grey and 
white matter. 
- Cystic components 
could have similar 
signal intensity as 
fluid. 
 
 
 
 
 
Pre-
contrast 
T1  
- MB is homogeneous 
with isointense to 
hypointense solid 
mass relative to white 
matter and mostly 
hypointense relative 
to grey matter. 
- PA is heterogeneous 
with hypointense 
solid mass and 
hypointense cystic 
component relative 
to grey and white 
matter. 
- EP is hypointense 
relative to both grey 
and white matter. 
 
 
 
 
 
Post-
contrast 
T1 
 
- MB is heterogeneous 
or patchy 
enhancement. 
 
- PA is heterogeneous 
lesion with non-
enhancing cystic 
components. 
- EP is 
heterogeneous 
enhanced soft 
tissues of tumours 
and non-enhanced 
components. 
Intensity 
Solid mass of MB 
 
Cystic region 
White matter 
 
Grey matter 
 
CSF 
 
Solid mass of EP/PA 
 
Intensity 
Solid mass of MB Cystic region 
Grey matter 
 
White matter 
 
CSF 
 
Solid mass of EP/PA 
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FLAIR 
 
- MB is 
heterogeneous with 
isointense solid 
mass relative to 
normal brain tissue. 
- PA is heterogeneous 
with hyperintense  
solid mass 
- Liquid can be 
differentiated from 
lesions vividly.  
- EP is isointense to 
hyperintense relative 
to both grey and 
white matter 
- Fluid can be 
hyperintense if 
contain 
proteinaceous fluid.  
 
 
 
ADC 
 
- MB is 
heterogeneous and 
has lower intensity 
than PA.  
- PA is heterogeneous 
and higher intensity 
than MB.  
- EP is heterogeneous 
and intermediate 
intensity between MB 
and PA.  
 
 
 
 
 
 
Pilocytic astrocytomas, medulloblastomas and ependymomas have different levels of 
aggressiveness and distinct molecular genetic types, which result in diverse imaging 
features, e.g. homogeneous and heterogeneous. However, medulloblastomas have a 
higher propensity to be more homogeneous and reduced free water compared to 
pilocytic astrocytomas and ependymomas (77, 78, 87). Some cases such as pilocytic 
astrocytomas without prominent cystic component or ependymomas with large cystic 
Intensity 
CSF 
 
Grey matter 
 
White matter 
 
Cystic region Solid tumours 
Intensity 
CSF 
 
White and grey matter 
 
Solid mass of MB 
Solid mass of EP 
Solid mass of PA 
Cystic region 
Intensity 
CSF 
 
White matter 
 
Grey matter 
 
Cystic region Solid mass of MB 
Solid mass of EP/PA 
Proteinaceous fluid 
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component can be seen and can be visually misdiagnosed. Pilocytic astrocytomas and 
ependymomas can be more likely found in supratentorial region than medulloblastomas. 
Ependymomas can also be found in spinal cord. However, generally, all of these tumour 
types arise mostly in the posterior fossa rather than the supratentorial region and spinal 
cord (91, 92).  
T2-weighted images are sensitive to tissue pathology and show well-defined tumour 
delineation (94). The cystic components on T2-weighted images have higher intensity 
than solid mass. Medulloblastomas on T2-weighted images generally have less cystic 
components and lower signal intensity compared to pilocytic astrocytomas and 
ependymomas. T2-weighted images and pre-contrast T1-weighted images show 
complementary information but pre-contrast T1-weighted images exhibit faint tumour 
boundary. Post-contrast T1-weighted images can enhance some pathological tissues and 
increase image contrast on the enhanced region. The cystic and solid portions are 
hypointense and hyperintense to normal tissues on both pre- and post-contrast T1-
weighted images. On post-contrast T1-weighted images, medulloblastomas can have 
higher intensity than pilocytic astrocytomas and ependymomas. The review of the MRI 
features of brain tumours on FLAIR images are limited compared to on T1- and T2-
weighted images. However, they are claimed to be useful for distinguishing fluid 
contents. Two main types of fluid show different signal intensity on FLAIR. Fluid like CSF is 
supressed, while fluid filled with proteinaceous content is hyperintense to normal tissues. 
The restricted diffusion, due to the high intrinsic cellularity of tumours, is usually found in 
high grade lesions. This restricted diffusion results in lower signal intensity on ADC and 
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MD maps of medulloblastomas, compared to pilocytic astrocytomas and ependymomas.  
The review of brain tumours on FA maps is limited. However, it has been observed that 
FA maps exhibit hypointense cystic components compared to heterogeneous solid mass 
of brain tumour. 
The degree of heterogeneity and intensity of tumours, relative to those of normal tissues, 
cannot completely differentiate the three tumour types through visual inspection. For 
example, the medulloblastoma, pilocytic astrocytoma and ependymoma in Figure 2.26 
have similar morphological shape, with a fluid area, and are found at the same anatomical 
location. The medulloblastoma images obtain from conventional and diffusion MRI in 
Figure 2.26 have a large portion of proteinaceous fluid resulting in higher signal intensity 
on most image types. The pilocytic astrocytoma and ependymoma images obtained from 
conventional and diffusion MRI in Figure 2.26 have similar morphological shape and may 
not be visually differentiated. In general, the separation among medulloblastomas with 
more cystic component; pilocytic astrocytomas with inclusive solid mass; and 
ependymomas with excessive cystic components are still questionable. 
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Medulloblastoma 
case MB718 
Pilocytic Astrocytoma 
case PA808 
Ependymoma 
case EP639 
T2 
   
FLAIR 
   
Pre- 
contrast T1 
   
Post-
contrast T1 
   
ADC 
   
FA 
   
Figure 2.26: Difficulty in differentiating the three tumour types. Imaging features of 
medulloblastoma, pilocytic astrocytoma and ependymoma are shown based on 
conventional and diffusion MRI.  
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 Summary 2.4
This chapter reviewed the concepts of MR-based image acquisition and MRI 
characteristics of the three most common paediatric brain tumour types. The MR-based 
image acquisition for MR sequences includes T2, T1, FLAIR, DWI and DTI, as well as the 
reconstruction of diffusion MRI producing ADC, MD and FA maps. Various imaging 
parameters and their effects on image contrast were discussed. This review provides 
understanding for MRI features of healthy and pathological tissues, particularly brain 
tumours, which are the material used throughout this thesis. 
The typical MRI characteristics of the three most common paediatric brain tumours: 
pilocytic astrocytoma, medulloblastoma and ependymoma, as observed on conventional 
and diffusion MRI were reviewed. In this thesis, subtypes of embryonal, astrocytic and 
ependymal tumours are examined. Embryonal tumours include classic medulloblastoma 
(grade IV) and desmoplastic/nodular medulloblastoma (grade IV). Astrocytic tumours 
include pilocytic astrocytoma (grade I). Ependymal tumours include ependymoma (grade 
II) and anaplastic ependymoma (grade III). Majority of cases are frequently found in the 
posterior fossa region of the brain and fewer cases are found in supratentorial region. 
The distinctive genetic types of brain tumours contribute to different imaging 
characteristics, which can appear homogeneous and heterogeneous. The imaging 
features also depend on imaging sequences, which can enhance abnormal tissues, such as 
solid mass, cyst, necrosis, calcification and haemorrhage, with different contrast.  
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The visual diagnosis by using the relative intensity to normal brain tissue and level of 
heterogeneity is relatively difficult to differentiate these tumour types, with total 
accuracy. As part of this thesis, texture analysis methods are investigated to better 
understand such image-based tumour characteristics and potentially provide appropriate 
imaging markers for computer-aided diagnosis.  
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 THEORETICAL BACKGROUND OF CHAPTER 3
PROCESSING FRAMEWORK 
This chapter presents the literature review and theoretical background of the processing 
framework employed in this thesis, supporting the three main objectives of section 1.2. 
Multiple methods of neuroimage processing, pattern recognition and statistical analysis 
are discussed in this chapter. 
 Introduction 3.1
Computer-aided diagnosis systems have been studied to improve performance of 
differential diagnosis of brain tumours. Texture analysis based classification of medical 
images has been shown to produce promising results in several studies, for example in 
studies of Vlachou et al. (19) and Rodriguez Gutierrez et al. (30). In order to investigate 
this approach further in the context of childhood brain tumours, a processing pipeline is 
designed and evaluated. The high-level process flow of the framework has been used in 
other studies, for example in study of Kassner and Thornhill, where the process involves 
selection of an ROI, feature generation, feature selection, classification and evaluation 
(18). This study is focused on TA derived from a single imaging modality. In order to 
investigate the merits of multimodal TA, we designed a processing pipeline graphically 
depicted in Figure 3.1. The process pipeline contains data pre-processing step which 
enables multimodal TA-based classification. In order to select the most suitable 
techniques for each step in the pipeline, a literature review is conducted. In the following 
58 
sections we present the reasoning behind specific choices and a concise theoretical 
background of the chosen methods. 
Figure 3.1: A general framework of multimodal MRI based texture analysis for 
classification of childhood brain tumours. 
 Pre-Processing Analysis 3.2
Four methods involve artefact removal, skull stripping, image registration and intensity 
normalisation are reviewed and considered as pre-processing analysis, described in the 
following sections.  
 Artefact Removal 3.2.1
Artefacts are undesirable features which obscure or otherwise hinder the extraction of 
useful image data. Artefact removal is important to improve the SNR and to produce 
Combining  
Information 
 
Magnetic Resonance Images 
Data pre-processing 
 
Tumour Segmentation 
 
Texture Analysis 
Feature Selection 
 
Classification 
59 
sufficiently clean input data for further analysis. Generally, artefacts related MRI can be 
generated by various sources and broadly divided into three categories: motion, field 
inhomogeneity and digital imaging (41). Motion artefacts can be produced from 
disordered muscular action, so-called involuntary movement, patient motion and 
physiological movement such as blood flow. Motion artefacts commonly appear as ghosts 
or blurring along the phase-encode direction, however, they can be potentially corrected 
by B-matrix reorientation for DTI data (68) and image registration methods (95). Field 
inhomogeneity produces off-resonance, any signal which has a frequency different from 
the Larmor frequency of a nuclear spin in a perfectly uniform static magnetic field. The 
off-resonance can be caused by hardware imperfection due to, for instance, a non-
optimised setting (96) and susceptibility effects within the human body, for example air in 
the sinuses. This artefact typically causes geometric and intensity distortion on an image 
(Derek and et al., 2001). The third artefact type is induced by digital imaging artefacts, 
generating for example phase wrap-around artefacts. The phase wrap-around artefacts 
are present when the anatomy is larger than the field of view (FOV) and is recorded at the 
opposite edge of the scan  (41). 
In this thesis, the emphasis of artefact removal is on the motion and field inhomogeneity 
artefacts. Correction of digital imaging artefact due to an inappropriate used FOV is 
beyond our scope of study because we can only access to the post-imaging data. The 
motion artefacts are corrected by using co-registration of input images (including MRI and 
diffusion MRI) onto T2-weighted images. The field inhomogeneity is corrected for cases of 
diffusion MRI dataset which are commonly acquired with EPI (97, 98) and is susceptible to 
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the off-resonance artefacts influenced by such as B0 field inhomogeneity and the eddy 
current effects (99).  
B0 inhomogeneity affects EPI by producing geometric distortion which is seen as pixel 
shifts in the read-out direction and particularly in the phase-encode direction (96). The B0 
inhomogeneity effects can be removed by using a B0 field mapping approach and image 
registration. Comparing the two correction methods, Metaxas et al. (98) showed that B0 
field mapping was superior than a deformable registration method. B0 field mapping 
requires a fieldmap (phasemap) to unwrap phase discontinuities and modulate the k-
space data in Fourier domain (100). The field mapping method can only correct B0 field 
inhomogeneity, but not the off-resonance induced by eddy currents.  
Eddy currents are induced currents, which are generated when large gradient pulses are 
switched on and off rapidly, such as those used for diffusion MRI (101). Eddy currents 
induce geometric distortions which appear as image shearing in the read-out gradient 
field direction, scaling in phase-encode gradient field direction and bulk shifting (102). 
The significance of eddy current-induced geometric distortion depends on the direction 
and strength of the applied diffusion field gradients, for example different b-values 
applied in different gradient direction. The distortion can be partially corrected by using 
geometric registration to a reference volume (Jezzard et al., 1998). Other techniques have 
been implemented for eddy current-induced artefacts, for example using an iterative 
cross-correlation algorithm (103), using a twice-refocused spin echo (104), using bipolar 
diffusion-weighting schemes (105), and using interleaved echo planar techniques instead 
of single shot EPI (102). 
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 Skull Stripping 3.2.2
Whole brain extraction, skull-stripping, or brain/non brain segmentation is a process of 
separating brain tissue (e.g. grey matter, white matter, CSF) from non-brain (e.g. skull, 
scalp and dura). Accurate whole brain extraction is an important initial step in image 
processing for inhomogeneity correction, image registration, intensity normalisation, and 
tissue classification (106-108). Various automatic segmentation methods have been 
implemented based on three main approaches that are pixel classification, boundary-
based segmentation and surface-based model (109). However, hybrid segmentation 
approaches are more commonly implemented because they can achieve a better result 
than a single algorithm approach. A number of software tools include a skull stripping 
algorithm as part of their packages, reviewed as follows.  
Shattuck et al. developed Brain Surface Extractor (BSE) as part of the BrainSuite (110). BSE 
incorporates two main algorithms: edge detection and morphology. After anisotropic 
diffusion filtering, a 2D Marr-Hildreth edge detector (convolving an image with the 
Laplacian of the Gaussian function) is initially applied to obtain a brain edge map. The 
brain surface is consequently obtained from the edge map by using mathematical 
morphology. 
Smith implemented Brain Extraction Tool (BET) as part of the FSL package (111). BET 
integrates an intensity-based estimation of the brain/non-brain threshold and a 
deformable model to segment brain from non-brain elements. The method approximates 
the minimum and maximum intensity values of brain volumes and subsequently applies a 
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deformable model to shape the brain surface by using a smoothness criteria and a local 
intensity threshold.  
Segonne et al. implemented Hybrid Watershed Algorithm (HWA) as part of the FreeSurfer 
tool (112). HWA combines watershed algorithms and deformable surface models. The 
watershed algorithm provides an initial estimate of the brain volume and incorporates 
with the deformable surface model to refine the brain surface.  
Boesen et al. developed a method called Minneapolis Consensus Strip (McStrip), which 
uses a hybrid algorithm incorporating three procedures: warping to a template, intensity 
thresholding and edge detection (113). The study reported that McStrip consistently 
outperformed SPM2, BET and BSE. However, the McStrip method requires much longer 
processing time than the other techniques and may not be suitable for a large number of 
cases.  
Apart from the well-known skull stripping methods, several other algorithms have also 
been developed, for example a hybrid approach of expectation maximisation and 
geodesic active contours (114), a skull stripping based on graph cuts (107) and a Multi-
Atlas Propagation and Segmentation (MAPS) (108). However, these techniques have not 
been widely adapted in the field of medical image analysis. A well-known skull removal 
technique, which has been used in a number of studies, is the BET method. The BET 
method is considered as state of the art and is part of the FSL package. Therefore, it is 
convenient to employ the BET method in the processing pipeline and it also provides fast 
processing time compared to other methods.  
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 Image Registration  3.2.3
Image registration is an important process for removing motion artefacts and 
incorporating multimodal image analysis in this study. The registration aligns an image to 
a template of the same object acquired, either at different times, from different scanning 
directions or by different imaging devices (115). Basic components of registration 
algorithms comprise three parts: 1) transformation, 2) similarity measures and cost 
function, and 3) optimisation (116, 117), as described in the following sections. 
 Transformations  3.2.3.1
Transformation specifies a mapping function in order to overlay a floating image (𝑋) on a 
reference image (𝑌) geometrically. The transformation model provides two main 
operations: control the spatial mapping and interpolate missing features between 
reference and floating images (116). The complexity of transformation in terms of 
elasticity, reliability and computational load is explained by the degrees of freedom 
(DOF). DOF is the number of independent transformation in a specified mapping function. 
For example, translation in 3D space encompasses 3 independent translation, which is 
equivalent to 3 DOF transformation model (117). The transformation model can be 
classified into three main types: rigid, affine and non-linear transformation.  
Rigid transformations are linear operations, which preserve the shape and size of an 
object. These techniques are suitable for intramodal imaging data of the same subject 
that has no distortion and no anatomical changes (118). A rigid transformation comprises 
6 DOF: three rotations and three translations, and provides the fastest calculation.  
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Affine transformations offer higher DOF of linear transformations than rigid 
transformations. They allow linear coordinate changes up to 12 DOF including rotation, 
translation, scaling and skews (shear). Affine transformations are typically used as an 
initialisation to nonrigid transformations, either for primary approximation of location, or 
compensation for geometric image distortions affected by eddy currents in diffusion MRI, 
for instance (119).  
Nonrigid, non-linear, deformable or elastic transformations are more commonly used for 
images of different subjects, images with distortions during acquisition or images with 
actual physical differences such as biological changes (116). The non-linear 
transformations have at least 12 to millions of DOF. The choice of DOF affects the 
computational load and the accuracy of the registration. Generally a low DOF or affine 
transformations are more useful than a very high DOF because they are less sensitive to 
artefacts and poor image quality, hence a more robust model. A high DOF may be more 
beneficial for an image, having moderate to high resolution with good contrast and little 
to no artefacts (117).  
An interpolation is considered as part of the transformation process and is used to fill the 
missing values between the reference and floating images. The interpolation method is 
calculated by convolving the image data with a continuous kernel. The kernel functions, 
which have been commonly used, are for example trilinear, spline and sinc kernels. Sinc 
interpolation was showed to provide more accuracy than the trilinear approach, as 
recommended by Jenkinson et al. (120). Therefore sinc interpolation is used with a 
default window width 7. The optimisation adopts a multi-resolution approach with a local 
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optimisation method (95, 121, 122). Two methods for dealing with the local minima 
problem are cost function apodization, which is used to reduce or eliminate small-scale 
dips, and the hybrid global-local optimisation technique. The details of the optimisation 
are beyond the scope of this thesis.  
 Similarity and Cost Functions 3.2.3.2
Similarity and cost functions measure the quality of a transformation model, orientating 
two images on the same spatial location. Cost functions can be broadly divided to 
geometric- and intensity-based cost function. Intensity-based cost functions offer higher 
accuracy and reliability than geometric-based cost functions (120). Intensity-based cost 
functions can be categorised by intramodal and intermodal registration. For registration 
of intramodal imaging, the most commonly used functions are least squares and 
normalised correlation. For registration of intermodal imaging, the most commonly used 
functions are woods, mutual information, normalised mutual information, and correlation 
ratio.  
In FLIRT, the correlation ratio (123) is a default similarity function, while normalised 
mutual information is an alternative cost function. The correlation ratio (CR) and 
normalised mutual information (NMI) are mathematically defined in equation (3.1) and 
(3.2) respectively.  
𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛⁡𝑅𝑎𝑡𝑖𝑜 = ⁡
1
𝑉𝑎𝑟(𝐼𝐵)⁡
∑
𝑛𝑖
𝑁
𝑉𝑎𝑟(𝐼𝐵𝑖)
𝑖
 (3.1) 
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑⁡𝑀𝑢𝑡𝑢𝑎𝑙⁡𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 = ⁡
𝐻(𝐼𝐴, 𝐼𝐵)
𝐻(𝐼𝐴) ⁡+ ⁡𝐻(𝐼𝐵)⁡
 (3.2) 
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where 𝐼𝐴 and 𝐼𝐵 represent a set of image intensity of image 𝐴 and 𝐵; 𝐼𝐵𝑖 is the 𝑖𝑡ℎ set of 
intensities of image 𝐼𝐵 at positions where the intensity in 𝐼𝐴 is the⁡𝑖𝑡ℎ intensity bin; 
𝑉𝑎𝑟(𝐼𝐵𝑖) is the variance of the 𝐼𝐵 in area 𝑖; 𝑉𝑎𝑟(𝐼𝐵) is the variance of set 𝐼𝐵; 𝑁 = ∑ 𝑛𝑖 ⁡𝑖 ; 
𝑛𝑖 ⁡ is the number of elements in the set 𝐼𝐵𝑖; 𝐻(𝐼𝐴, 𝐼𝐵) = ⁡−∑
𝑛𝑖𝑗
𝑁
𝑙𝑜𝑔 (
𝑛𝑖𝑗
𝑁
)⁡𝑖𝑗 ⁡ where 𝑛𝑖𝑗  is 
the number of voxels that are assigned to the bin pair (𝑖, 𝑗); The marginal entropies 𝐻(𝐼𝐴) 
and 𝐻(𝐼𝐵) are defined similarly, but using the individual image histograms rather than the 
joint histogram.  
 Optimisation 3.2.3.3
After a cost function is chosen, the transformation (𝑇∗) is optimised by minimising the 
cost function as mathematically defined by equation (3.3) (120). 
𝑇∗ = argmin
T∈ST
C(𝐼𝐵, T(𝐼𝐴)) (3.3) 
where 𝑆𝑇 is the transformable space,⁡𝐼𝐵 is the reference images, 𝐼𝐴 is the floating images, 
C(𝐼𝐵, T(𝐼𝐴)) is the cost function and T(𝐼𝐴) represents the transformed image 𝐼𝐴 by the 
transformation⁡T. 
 Intensity Normalisation 3.2.4
The integration of multi-centre MRI data to acquire sufficient study cases produces 
disparities in the dynamic intensity range of brain tissue. In addition, tissue intensity 
behaviours of brain MRI volumes can also vary significantly due to multiple sources of 
variation, such as different manufacturers and scanner-models, different pulse sequence 
parameters, field inhomogeneity, heterogeneity of tissues and stage of disease 
progression. To deal with intensity variations of raw MR images, two main approaches: 
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intensity inhomogeneity correction and intensity normalisation, have been mentioned 
(124). Intensity inhomogeneity is corrected using a mathematical model, as well as 
controlling the signal acquisition and instrument, such as the MR pulse sequence and the 
imaging coils (125). In this thesis, we can only access post-imaging data; therefore only 
intensity normalisation is considered here. 
Standardising intensity scale is useful in texture analysis to remove dependence on the 
individual MRI setting, affecting gain and image contrast (26). It is also useful to 
generalise the relative behaviour of various tissue types across different MRI volumes in 
the presence of pathology (124). In classification system, Collewet et al. showed that 
supervised automated tissue classification methods rely strongly on intensity 
normalisation (126). They evaluated the effect of MRI acquisition protocols and grey-level 
normalisation methods on texture-based classification. Their results showed that the 
classification outcome is affected by the normalisation methods and the acquisition 
protocol. In the case of no normalisation methods, the level of classification errors is 
dependent on the MR acquisition protocols. Whereas, applying normalisation improves 
classification accuracy and the relationship with the acquisition protocols was negligible.  
Various intensity normalisation methods have been proposed to address the issue of 
standardising the tissue intensity ranging across MR data. Shah et al. provided a 
comprehensive review of intensity normalisation techniques based on MR images of 
multiple sclerosis (124). Early work on intensity normalisation produced the dynamic 
histogram warping method (127) applied on a pair of stereo image. Although this 
technique was reported to produce satisfactory results for stereo images, it is less 
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intuitive to apply on medical imaging with non-uniform tissue composition and artefacts 
(128).  
Wells et al. proposed an adaptive segmentation of MRI data together with intensity 
inhomogeneity removal (129). This method requires two main parameters: tissue class 
probability and gain field estimation. Then, the method supplies the parameters into an 
iterative Expectation-Maximisation method to refine the parameters for estimating 
classification and intensity normalisation. The acquisition of class conditional probability 
density functions and gain field could be difficult and time consuming.  
Sled et al. proposed a method for correcting intensity nonuniformity in MRI data with a 
non-parametric method (130). This method does not require parametric model of tissue 
intensities or segmentation of contiguous regions.   
Nyul and Udupa proposed a method consisting of two stages: a training stage and 
transformation stage (131). The training stage is initially performed to obtain the 
standard scale from the training dataset. Subsequently, the transformation stage maps a 
histograms of original image intensity to the standard scale in a piece-wise linear manner. 
This two-stage method has some significant advantages over other methods. It is both 
easier to customise to various anatomical regions and fast in practice.  
Hellier proposed a brain intensity normalisation of MR images by using a Gaussian 
mixture model computed through an Expectation-Maximisation algorithm (132). Mean 
intensity of five main anatomical tissues (background, CSF, grey matter, white matter and 
mixture of fat and muscle) was computed and mapped between source and target image. 
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However, pathological tissues may not fall into the five tissue categories and therefore it 
may be difficult to standardise the intensity.  
Chirstensen utilised even-order histogram derivatives to calculate characteristic values of 
white matter in various image modalities (133). A 3D model is rendered by interpolating 
the images. The images were de-noised improving the SNR by using histogram analysis 
and a box-car filter. The characteristic of white matter intensity was determined from the 
minimum of the 2nd and 6th derivatives and the maximum of the 4th derivative.  
Weisenfeld and Warfteld estimated a multiplicative correction field to match a template 
histogram to a reference model density (134). This method uses the Kullback–Leibler 
divergence (135) to optimise global statistics of template histogram and maintain local 
feature contrast. This approach requires pixelwise correction and yields slow processing 
time. 
Jäger et al. utilised non-rigid registration to map multimodal MRI to perform intensity 
normalisation (136). They used the probability densities of tissue types as images and 
applied a distance measure based non-rigid registration to the joint histograms. The 
method was applied on multimodal images and required the histogram to come from at 
least two imaging modalities. Although, the method gave promising results, performing 
non-rigid registration operations over multimodal images makes this method slower than 
other techniques that are independent to image pre-processing and operate on single 
modality. 
From the aforementioned techniques, Shah et al. (124) concluded that the decile-based 
piecewise method of Nyul and Udupa (131) has obtained a wide acceptance among these, 
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mainly as a result of the ease of application and speed of execution without loss of 
accuracy. In the following sections, the theoretical foundations of the decile-based 
piecewise linear transform and linear normalisation methods are presented as both 
methods are utilised in this thesis. 
 Linear Normalisation  3.2.4.1
Linear normalisation is a simple technique that transforms original intensity to a standard 
scale. Four quantities: the minimum and maximum values of the standard scale as well as 
the minimum and maximum intensity of the image being normalised, are considered. The 
minimum and maximum intensity of images are usually considered as outlier intensities 
caused by artefacts (131). The intensity at specific low and high percentiles of the overall 
image intensity range is commonly used as the minimum and maximum robust intensity, 
[𝐼𝑚𝑖𝑛, 𝐼𝑚𝑎𝑥]. Pixels having intensity less than the robust minimum are set to zero, while 
pixels having intensity greater than the robust maximum is set to the maximum standard 
scale. Then, the rest of the pixels, having intensity values between the robust minimum 
and maximum value, are scaled to 𝐼𝑛 as shown in equation (3.4). Diagram of linear 
normalisation is shown in Figure 3.2.   
𝐼𝑛 = 𝐾𝑛(𝐼𝑐 − 𝐼𝑚𝑖𝑛)/(𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛) (3.4) 
where 𝐾𝑛 is the maximum intensity value, the minimum intensity value is zero, 𝐼𝑐 is the 
original intensity being considered.  
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Figure 3.2: Intensity normalisation based on linear normalisation method. 
 Decile-Based Piecewise Linear Transform  3.2.4.2
This method consists of two stages. One is a training stage to find values for the standard 
scale. Another is a transformation stage that maps the histograms of candidate volumes 
to the standard histogram scale in a piece-wise linear manner, shown in Figure 3.3. The 
two-stage intensity normalisation algorithm is summarised as follows: 
In the training stage, the intensity landmark is set to 𝑝𝐿.  
𝑝𝐿 =⁡ [𝑝𝑚𝑖𝑛, ⁡𝑝10, ⁡𝑝20, ⁡𝑝30, ⁡𝑝40,⁡𝑝50,⁡𝑝60,⁡𝑝70,⁡𝑝80,⁡𝑝90,⁡𝑝𝑚𝑎𝑥] (3.5) 
𝑝𝐿 is calculated for each training case. The minimum and maximum percentile value of 
the overall intensity range is obtained at specific percentiles to avoid the tail of 
histogram. The other intensity landmark is obtained at 𝑗 ∈ {10, 20, 30,…, 90} percentile. 
The average of the mentioned intensity is calculated and is defined as standard scale 𝑆. 
 𝑆 = [𝑠𝑚𝑖𝑛, ⁡𝑠10, ⁡𝑠20, ⁡𝑠30, ⁡𝑠40,⁡𝑠50,⁡𝑠60,⁡𝑠70,⁡𝑠80,⁡𝑠90,⁡𝑠𝑚𝑎𝑥] (3.6) 
𝐾𝑛  
0 
𝐼𝑚𝑖𝑛 𝐼𝑚𝑎𝑥 𝐼𝑐 
𝐼𝑛  
Image scale 
Standard scale 
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In the transformation stage, the intensity within a region of interest 𝐼 ∈ [𝑝2𝑗, 𝑝1𝑗] is 
mapped to the standard scale derived from the training stage. A transformed intensity 𝐼𝑛 
is defined mathematically as: 
𝐼𝑛 =⁡𝑠1 +
𝑠2 − 𝑠1
𝑝2𝑗 − 𝑝1𝑗
(𝐼 − 𝑝1𝑗) (3.7) 
 
 
(a) (b) 
Figure 3.3: Intensity normalisation based on piecewise linear transform method (a) 
training stage and (b) transformation stage.  
 Comparison of Intensity Normalisation Methods 3.2.4.3
The two intensity normalisation methods and original data are compared to examine the 
efficiency of the intensity normalisation methods. The methods are compared by 
measuring the mean and standard deviation of intensity within the same tumour type of 
individual MRI types. The mean intensity of entire sample for individual MRI is normalised 
to zero mean and one standard deviation. Subsequently, the power of discrimination is 
measured by sum of mean difference square (SMD), shown in equation (3.8). 
𝑆𝑀𝐷 =⁡∑(𝑎
𝑎
− 𝜇)2 (3.8) 
s3 
 
 
smin      smax      
pmin2    p12      p22            …                           pmax2  
s1       s2           …    
pmin1    p11     p21      …      pmax1  
s2 
 p1j                 p2j                      p3j            p4j 
s4 
s1 
 
Standard Scale  
Image Scale  
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where 𝜇 = (𝜇𝑀𝐵 + 𝜇𝑃𝐴 + 𝜇𝐸𝑃)/3, 𝑎 ∈ {𝜇𝑀𝐵, 𝜇𝑃𝐴, 𝜇𝐸𝑃}, 𝜇𝑀𝐵, 𝜇𝑃𝐴 and 𝜇𝐸𝑃 are the mean of 
intensity of medulloblastomas, pilocytic astrocytomas and ependymomas respectively. 
 Brain Tumour Segmentation 3.3
In image processing, segmentation is the process of partitioning a digital image into 
homogeneous sub-regions. The goal is to detect the ROI from background or unrelated 
regions. Segmentation techniques can be divided into manual, semi-automatic, and fully 
automatic segmentation based on the level of user interaction. Manual segmentation 
relies on the domain-knowledge of the user, and therefore the resulting output from a 
recognised expert is commonly used as the ground truth or the gold standard. However, 
this technique is labour intensive, less likely to be reproducible as well as subject to intra-
observer and inter-observer variability (137, 138). Fully automatic segmentations require 
no operator interaction and can potentially achieve faster processing time. However, they 
are likely to perform less satisfactorily on medical images because of the complexity and 
heterogeneity of anatomical texture (139, 140), which would be easier to identify visually 
but not automatically. To deal with these issues, semi-automatic segmentation methods, 
integrating operator’s supervision with computer-aided analysis to define an optimal 
region of interest, is investigated.  
Classically, segmentation algorithms for medical images can be categorised into four main 
categories: thresholding, edge-based, region-based and classification approaches (141). 
Thresholding separates pixels into different classes, depending on their grey-level 
intensity and a number of threshold values. Edge-based methods detect edges or 
boundaries of different regions by considering rapid changes in intensity near edges, 
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whereas region-based methods consider groups of pixels to form a homogenous region 
and partition an image into sub-regions. In the classification approach, an image can be 
partitioned according to supervised or unsupervised criteria (142). A supervised approach 
assigns weighting values to pixels of training images and partitions a test image based on 
a training model, whereas an unsupervised approach does not require training data but 
uses features within an image to determine classes. The use of more than one 
segmentation techniques, referred to as hybrid methods, can improve segmentation 
performance because there is no ideal method that is well suited for all types of images 
nor can all methods perform equally well for a specific type of image (143). In the 
following section, some of the popular segmentation methods are reviewed, with a 
particular emphasis on brain tumour segmentation. 
Grey-level thresholding is considered as one of the simplest image segmentation methods 
and is also adapted in a number of segmentation methods. Edge detection algorithms 
offer edge detection operators such as Canny (144) and Sobel (145), which are used to 
reveal boundaries of objects in different regions. Both thresholding and edge detector 
algorithms provide results with a fast processing time. However, these methods are 
inappropriate for an image without apparent peaks of intensity representing distinctive 
regions and may not provide contiguous segments because there is no consideration of 
spatial information (143). There is still a need for post-processing, such as edge linking or 
morphological operations in order to connect lines or remove holes to form a complete 
boundary. It is also less likely to be suitable for segmenting MR images of brain tumours, 
which are often heterogeneous in structure (1).  
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Clustering techniques, categorised as a classification approach such as an unsupervised K-
means method (146), are used to classify pixels in an extracted feature space. 
Nevertheless, the use of variance to measure the cluster scatter and its sensitivity to 
noise may not be ideal for MR images (147). Watershed segmentation (148) is a region-
based technique that customises image morphology and requires at least one marker to 
partition an image. When the markers are set, the region can be grown by using a 
morphological watershed transformation (149). This method produces closed and 
adjacent contours, however, it often presents results with the problem of over-
segmentation when an image is highly contaminated or has low SNR (150, 151). Although 
a region merging technique has been proposed to resolve this issue, it could lead to 
under-segmentation of homogeneous sub-regions (150).  
The deformable model, active contour or snake approach, an advanced edge-based 
algorithm, is one of the recommended methods used in medical image segmentation 
(147, 152, 153). The Gradient Vector Flow (GVF) snake method, as proposed by Chenyang 
and Prince (154), is a preferred technique to the traditional snake method (155) because 
it is less sensitive to initialisation conditions and is more capable to move into concave 
boundary regions (156). This method was reported to perform satisfactorily on simple 
structures with a reasonably well defined boundary around an object. Nonetheless, due 
to the structural complexity observed on MR images of brain tumours, an active contour 
can progress towards the wrong boundary (157). It is usually preferable to place seeds 
(selected coordinates) close to the true boundary of the tumour region, however, this can 
be time consuming (32, 153).  
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Graph-based segmentation uses the similarity and dissimilarity of pixels to partition an 
image into different set of patterns. Given an image, a pixel or a group of pixels form a 
node and edges define relationships between neighbouring pixels. Each partition of the 
nodes (pixels) output from this algorithm denotes a segment in the image. The multiscale 
normalised cuts (MNcut) method, as introduced by Cour et al. is a recently developed 
graph-based segmentation technique and can be considered as a hybrid method of edge-
based and region-based approach (158). This method adopts the normalised cut method 
(159) as a partitioning framework and offers the advantage of detecting coherent regions 
with a faint boundary, which is hypothesised to be appropriate for brain tumours since 
they are often infiltrative, thus appearing with faded boundaries on MRI.  
In the following sections, the theoretical foundations of the GVF snake and MNcut 
methods are presented as both methods are utilised for the segmentation of brain 
tumour images in this thesis. 
 Gradient Vector Flow Snake  3.3.1
Snakes are active contour models that progress toward an image boundary by minimising 
an energy function influenced by internal and external forces. The internal forces are 
defined by the active contour model and the external forces are derived from the image 
itself. These forces are designed such that the snake can conform to an object boundary 
or other desired features within an image. Gradient Vector Flow (GVF) approach defines a 
parametric active contour model and improves the capture range of the boundary better 
than the conventional snake technique by using the GVF field as the external force. This 
GVF snake method is further discussed below. 
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Given an image having coordinates (𝑥, 𝑦) ∈ ⁡ℛ2, a traditional two-dimensional snake 
defines a parametric curve function as 𝒄(𝑠) = [𝑥(𝑠), 𝑦(𝑠)], s⁡∈⁡[0,1]. The contour moves 
through an image under the influence of internal and external forces to minimise the 
energy function as defined in equation (3.9).   
𝐸 = ∫
1
2
1
0
[𝛼|𝒄′(𝑠)|2 + 𝛽|𝒄′′(𝑠)|2] + 𝐸𝑒𝑥𝑡(𝒄(𝑠))𝑑𝑠 (3.9) 
where 𝛼 and 𝛽 are coefficients governing the snake’s tension and stiffness respectively. 
The tension controls the stretching and stiffness provides rigidity of the elastic curve. The 
𝒄′(𝑠) and 𝒄′′(𝑠) represent the first and second derivatives of the parametric curve 
function 𝒄(𝑠) with respect to 𝑠, where 𝑠 is the parametric domain. The external energy 
function 𝑬𝒆𝒙𝒕 is derived from a grey-scale image, explained as follows.  
Given a grey-level image, 𝐼(𝑥, 𝑦) is a function of position variable (𝑥, 𝑦). The external 
energy function is constructed to provide the deformable contour by blurring the image 
with the Gaussian function, as shown in equation (3.10).      
𝐸𝑒𝑥𝑡(𝑥, 𝑦) = −|∇(𝐺𝜎(𝑥, 𝑦) ∗ 𝐼(𝑥, 𝑦))|
2 (3.10) 
where 𝐺𝜎(𝑥, 𝑦) is a two-dimensional Gaussian function with standard deviation 𝜎, ∗ 
denotes the convolution, ∇ is the gradient operator of an edge map. A larger 𝜎 results in a 
more blurry image and potentially increases the capture range of the target boundary. A 
deformable contour that minimises energy function 𝐸 must satisfy the Euler equation, as 
shown in equation (3.11).  
𝑭𝒊𝒏𝒕 +⁡𝑭𝒆𝒙𝒕 = 0 (3.11) 
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The internal force 𝑭𝒊𝒏𝒕 = ⁡𝛼𝒄
′′(𝑠) − 𝛽𝒄′′′′(𝑠)⁡ maintains the shape of curvature and 
prevents the curve from stretching and bending. The external potential force 𝑭𝑒𝑥𝑡 =
⁡−⁡∇𝑬𝒆𝒙𝒕⁡ forms the deformable contour to progress toward the image contour. The 
equation (3.11) can be rewritten as in equation (3.12).  
𝛼𝒄′′(𝑠) − 𝛽𝒄′′′′(𝑠) −⁡∇𝑬𝒆𝒙𝒕 = 0 (3.12) 
To find a solution to equation (3.12), the snake is dynamically deformed by altering 𝒄 as a 
function of time 𝑡 and curvature 𝑠. Then the partial derivative of 𝒄𝒕(𝑠, 𝑡) with respect to 𝑡 
is set equal to the left hand side of equation (3.12) as shown in equation (3.13). 
        𝒄𝒕(𝑠, 𝑡) = 𝛼𝒄
′′(𝑠) − 𝛽𝒄′′′′(𝑠) −⁡∇𝑬𝒆𝒙𝒕    (3.13) 
The solution of equation (3.13) becomes steady when the term 𝑐𝑡(𝑠, 𝑡) approaches zero 
and reaches the objective of equation (3.12).  
The GVF snake method introduced the GVF field as the static external force field that is 
derived from the image data and does not change as the snake deforms. The GVF field is 
defined as 𝑭𝑒𝑥𝑡 = ⁡V(𝑥, 𝑦). To obtain the corresponding dynamic snake equation, the 
potential force −⁡∇𝑬𝒆𝒙𝒕 in equation (3.13) is replaced with 𝑉(𝑥, 𝑦). The GVF field is given 
by the equation 𝑉(𝑥, 𝑦) = ⁡ [𝑢(𝑥, 𝑦), 𝑣(𝑥, 𝑦)], where 𝑢 and 𝑣 represent the direction and 
strength of the field, and can be solved by minimizing the energy function of the relation 
in equation (3.14).  
𝜀 = ∫∫𝜇(𝑢𝑥
2 + 𝑢𝑦
2 + 𝑣𝑥
2 + 𝑣𝑦
2) + |∇𝐟|2|𝑉(𝑥, 𝑦) − ∇𝐟|2𝑑𝑥𝑑𝑦 (3.14) 
where 𝜇 is a regularisation parameter controlling the effects between the first term and 
the second term in the integrand. This parameter is set according to the amount of noise 
present in the image (more noise, increase μ). 𝐟 is an image map. ∇𝐟 is a gradient of an 
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edge map having vectors pointing toward the edges and normal to the edge (∇𝐟 =
(𝒇𝒙, 𝒇𝒚))⁡. 𝒖 and 𝒗 is initially set to 𝒇𝒙
2 and 𝒇𝒚
2 respectively. 
The energy function of equation (3.14) can be solved by using calculus of variations (160) 
to find a solution for the Euler equations in equation (3.15) and (3.16).  
𝜇∇2𝒖 − (𝒖 −⁡𝒇𝒙)(𝒇𝒙
2 + 𝒇𝒚
2) = 0 (3.15) 
𝜇∇2𝒗 − (𝒗 −⁡𝒇𝒚)(𝒇𝒙
2 + 𝒇𝒚
2) = 0 (3.16) 
where ∇2 is the Laplacian operator (a second order differential operator).  
The value 𝒖 and 𝒗 can be solved by running the equations for 𝑡 iterations as 
mathematically defined in equations (3.17) and (3.18).  
𝑢𝑡(𝑥, 𝑦, 𝑡) = ⁡𝜇∇
2𝑢(𝑥, 𝑦, 𝑡) − (𝑢(𝑥, 𝑦, 𝑡) −⁡𝑓𝑥(𝑥, 𝑦)) ∙ (𝑓𝑥(𝑥, 𝑦)
2 + 𝑓𝑦(𝑥, 𝑦)
2) (3.17) 
𝑣𝑡(𝑥, 𝑦, 𝑡) = ⁡𝜇∇
2𝑣(𝑥, 𝑦, 𝑡) − (𝑣(𝑥, 𝑦, 𝑡) −⁡𝑓𝑦(𝑥, 𝑦)) ∙ (𝑓𝑥(𝑥, 𝑦)
2 + 𝑓𝑦(𝑥, 𝑦)
2) (3.18) 
 Multiscale Normalised Cuts Segmentation  3.3.2
In a graph-based segmentation, a graph 𝐺 = (𝑉, 𝐸,𝑊) represents the relationship of 
nodes (vertices) 𝑉 connected by edges 𝐸 with weights 𝑊 associated on each edge. In the 
MNcut, the graph 𝐺 has the pixels as graph nodes 𝑉, and pixels within distance less than 
𝑅 are connected by a graph edge in 𝐸. The relationship of pixel connection is computed 
through a mixed weight value matrix 𝑾𝑴𝒊𝒙𝒆𝒅 (equation (3.21)), which measures the 
likelihood of pixels 𝑎 and 𝑏 belonging to the same coherent region. The 𝑾𝑴𝒊𝒙𝒆𝒅 is a 
combined two grouping cues, pairwise pixel affinities of intensity 𝑾𝑰 (equation (3.19)) 
and pairwise pixel affinities of intervening contour 𝑾𝑪 (equation (3.20)).  
80 
𝑊𝐼(𝑎, 𝑏) = ⁡ 𝑒
−
∥𝑋𝑎−𝑋𝑏∥
2
𝜎𝑥
⁡−⁡
∥𝐼𝑎−𝐼𝑏∥
2
𝜎𝐼  (3.19) 
𝑊𝐶(𝑎, 𝑏) = ⁡ 𝑒
−𝑚𝑎𝑥𝑥∈𝑙𝑖𝑛𝑒(𝑎,𝑏)
∥𝐸𝑑𝑔𝑒(𝑥)∥2
𝜎𝐶  (3.20) 
𝑊𝑀𝑖𝑥𝑒𝑑(𝑎, 𝑏) = √𝑊𝐼(𝑎, 𝑏) ×𝑊𝐶(𝑎, 𝑏) + ⁡𝛼𝑊𝐶(𝑎, 𝑏) (3.21) 
where 𝑋𝑎 and 𝐼𝑎 is the location and intensity of pixel 𝑎; 𝜎𝑥, 𝜎𝐼, and 𝜎𝐶  is a variance of 
pixel location, intensity, and edge; 𝑙𝑖𝑛𝑒(𝑎, 𝑏) is a straight line joining pixels 𝑎 and 𝑏; 
𝐸𝑑𝑔𝑒(𝑥) is the edge strength at location 𝑥; 𝛼 is a parameter, contributing to the 
magnitude of 𝑊𝑀𝑖𝑥𝑒𝑑(𝑎, 𝑏).  
The bipartition of a graph 𝑉 = 𝐴⁡ ∪ 𝐵 is based on the Normalised Cuts algorithm, 
partitioning the graph by maximising the ratio of affinities with a group to that across 
groups, as defined in equation (3.22) and (3.23). 
 𝑁𝑐𝑢𝑡(𝐴, 𝐵) =
𝐶𝑢𝑡(𝐴, 𝐵)
𝑉𝑜𝑙𝑢𝑚𝑒(𝐴) × 𝑉𝑜𝑙𝑢𝑚𝑒(𝐵)
 (3.22) 
where 𝐶𝑢𝑡(𝐴, 𝐵) = ⁡ ∑ 𝑊
𝑎∈𝐴,𝑏∈𝐵
(𝑎, 𝑏) (3.23) 
The binary group vector is defined as 𝑋𝐴 ∈ {0,1}
𝑁, with  𝑋𝐴,𝑎 = 1 if pixel 𝑎 belongs to 
segment 𝐴, otherwise 0 if the pixel belongs to segment 𝐵. The segmentation follows the 
criteria:  
𝑚𝑎𝑥𝑖𝑚𝑖𝑠𝑒⁡
1
2
∑
𝑿𝒍
𝑻𝑾𝑿𝒍
𝑿𝒍
𝑻𝑫𝑿𝒍
2
𝑙=1
 (3.24) 
where 𝑫 is a diagonal matrix, 𝐷(𝑎, 𝑎) = ⁡∑ 𝑊(𝑎, 𝑏)𝑗 , 𝑾 is the mixed weight values of 
affinity graph. 
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In multiscale graph segmentation, the graphs are decomposed into different scales and 
are connected by three different types of matrices: the multiscale affinity matrix, the 
cross-scale interpolation matrix, the cross-scale constraint matrix. To connect between 
scales, pixels are interpolated by using the cross-scale interpolation matrices 𝑪𝒔,𝒔+𝟏 
defined in equation (3.25).  
𝐶𝑠,𝑠+1(𝑎, 𝑏) = ⁡ {
1
|𝑁𝑎|
⁡⁡𝑖𝑓⁡𝑏 ∈ ⁡𝑁𝑎
0⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (3.25) 
where 𝑁𝑎 is sampling neighbourhood of 𝑎.   
To partition graph into different scales, the matrix 𝑪𝑠,𝑠+1 together with the cross-scale 
constraint matrices 𝑪 are employed to control the relationship between nodes in layer 𝑰𝒔 
and 𝑰𝒔+𝟏. The matrix 𝑪 has values in a diagonal direction as shown in equation (3.26).  
𝑪 = ⁡(
𝑪𝟏,𝟐
0
⁡⋱ ⁡
−𝑰𝟐
𝑪𝑺−𝟏,𝑺
⁡ ⋱ ⁡
0
−𝑰𝑺
⁡⁡⁡) (3.26) 
The cross-scale constraint equation satisfies the condition in equation (3.27).  
𝑪𝑿 = ⁡0 (3.27) 
where  𝑿 =⁡(
𝑋1
⋮
𝑋𝑠
)⁡ and 𝑋𝑠 ⁡ ∈ {0,1}⁡
𝑁𝑠
∗⁡×𝐾 is the partitioning matrix at scale 𝑠, 𝑁𝑠
∗ =⁡∑ 𝑁𝑠𝑠 , 
𝑋𝑠+1(𝑎) = ⁡
1
|𝑁𝑎|
∑ 𝑋𝑠(𝑏)𝑏∈𝑁𝑎 . The neighbourhood 𝑁𝑖 specifies the projection of 𝑎 ∈
𝑰𝒔+𝟏⁡on the finer layer 𝑰𝒔. 
The multiscale affinity matrix covers the full range of affinity matrix in each scale and is 
defined as the addition of affinity matrix from each scale as shown in equation (3.28).  
𝑾𝑭𝒖𝒍𝒍 =⁡𝑾𝟏 +𝑾𝟐 +⋯+⁡𝑾𝒔  (3.28) 
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This 𝑾𝑭𝒖𝒍𝒍 is memory inefficient and become unmanageable when an image size is 
increasing. As a result a compressed multiscale affinity matrix 𝑾𝒓𝒆𝒄𝒐𝒏𝒔𝒕𝒓𝒖𝒄𝒕 is 
reconstructed by using cross-scale interpolation matrix 𝑪𝒔,𝒔+𝟏 and recomputing 𝑾𝒔 by 
either sub-sample image or sampling values from the affinity matrix 𝑾𝒔−𝟏. The 
reconstruction affinity matrix is computed by using equation (3.29).  
𝑾𝒓𝒆𝒄𝒐𝒏𝒔𝒕𝒓𝒖𝒄𝒕 = 𝑾𝟏 + 𝑪𝟏,𝟐
𝑻 𝑾𝟐
𝒄𝑪𝟏,𝟐 +⋯+ 𝑪𝒔,𝒔+𝟏
𝑻 𝑾𝒔
𝒄𝑪𝒔,𝒔+𝟏  (3.29) 
For the multiple partition, a generalized K-way Ncut function can be similarly defined 
using 𝑿 = [𝑋1, …𝑋𝐾]. The optimal multiscale normalised cut partitioning can be solved by 
computing the 𝐾 eigenvectors, corresponding to the 𝐾 largest eigenvalues, with the 
maximising criteria of equation (3.30). The 𝐾 largest eigenvalues is determined by the 
number of segments altered by a user. Selection of 𝐾 values depends on the complexity 
of tumour structure. The higher the number of 𝐾 values, the finer the composition is 
acquired. It is obvious that the higher the 𝐾 values, the longer the computation time.  
𝑚𝑎𝑥𝑖𝑚𝑖𝑠𝑒⁡
1
𝐾
∑
𝑿𝒍
𝑻𝑾𝑿𝒍
𝑿𝒍
𝑻𝑫𝑿𝒍
𝐾
𝑙=1
 (3.30) 
Graphically, one-dimensional view of multiple-scale graph decomposition with 𝑅 = 1 is 
decomposed into three scales, 𝑠 ∈ {1, 2, 3}, as shown in Figure 3.4. At each scale, pixels 
are connected by the relationship defined by the affinity matrices: 𝑾𝟏, 𝑾𝟐 and 𝑾𝟑 for 
scales 1, 2 and 3 respectively. The connections between scales are defined by the cross-
scale interpolation matrices: 𝑪𝟏,𝟐 and 𝑪𝟐,𝟑. Pixels at each scale are sampled at (2𝑅 +
1)𝑠−1. The value 𝑅 determines the relationship of two pixels in a graph, i.e. the two pixels 
are connected if they are within distance 𝑅. The length of 𝑅 offers distinct segmentation 
results. Generally, a larger 𝑅 produces better segmentation because a long range graph 
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connections facilitate propagation of local grouping cues across larger image regions. 
However, the larger 𝑅 requires longer segmentation time.  
Figure 3.4: Three scales of the MNcut graph decomposition with 𝑅 = 1. Relationship 
between pixels at each scale and cross scales are defined by affinity matrices 𝑊𝑠  and 
cross-scale interpolation matrices 𝐶𝑠,𝑠+1.   
 Evaluation of Segmentation 3.3.3
An evaluation procedure is important to report the reliability and quality of segmentation 
techniques. Evaluation methods for image segmentation can be divided into two main 
approaches: subjective evaluation and objective evaluation (161). Subjective evaluation is 
a commonly used approach which requires one or more human experts to visually 
compare the image segmentation results, derived from different algorithms or image 
types. Objective evaluation approaches can be subdivided into supervised or 
unsupervised. Supervised evaluation approaches compare machine segmented images 
against manually segmented images or reference images (also called gold standard or 
ground truth) (139, 162). Unsupervised evaluation approaches do not require human 
visual assessment or manual segmentation. Instead, it relies on automatic validation by 
utilising different segmentation techniques or different parameterisation from a specific 
segmentation method to quantify the quality of segments. Compared with the 
𝑪𝟐,𝟑 
𝑪𝟏,𝟐 
Scale 1 
Scale 2 
Scale 3 
𝑾𝟏 
𝑾𝟐 
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unsupervised evaluation technique, the supervised evaluation approach is the preferred 
method in this thesis because of the complexity of brain tissue composing various 
components in the context of childhood brain tumours, such as abnormal tissues like solid 
tumour, cyst, necrosis, and normal tissues like white matter, grey matter, and CSF (9).  
In the literature, several studies applying brain tumour segmentation as part of their 
analysis have been conducted on structural MRI, for example on T1-weighted images 
(162, 163), FLAIR images (164, 165) and T2-weighted images (166, 167). A combination of 
parameters derived from multimodal MRI has also been applied to perform posterior 
fossa tumour segmentation (168-170). Therefore, it is observed that brain tumour 
segmentation has been broadly studied based on both single modality and multimodal 
MRI. However, a segmentation method has not yet been applied to different types of MR 
image-based paediatric brain tumours in arbitrary brain location. 
As aforementioned review, the quality of the proposed segmentation method is 
measured by using two evaluation methods: a scoring system by human experts and a 
supervised evaluation. A scoring system method adapts a five-point Likert scale to 
quantify the quality of the method performed on four types of MRI (T2, FLAIR, pre-
contrast T1 and post-contrast T1) to identify which MRI sequence provides the better 
tumour outlines.  
The supervised evaluation quantifies the degree of similarity between tumour volumes 
obtained from the manual segmentation and the proposed semi-automatic segmentation 
method. The common metrics has been reported are sensitivity, specificity, Hausdorff 
distance, dice coefficient and volume overlapping ratio, adapted in this thesis.  
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 Intraclass Correlation Coefficient 3.3.3.1
To indicate the degree of reliability of rating and compare the segmentation outcome 
from four types of MRI, the inter-rater reliability is calculated. The inter-rater reliability 
measures the level of which the ratings from different evaluators are the same when 
expressed as deviation from their means. A high inter-rater reliability indicates the high 
similarity of rating scores of each item provided by all evaluators, although the absolute 
values of rating score may differ from one to another evaluator (171). Therefore, a high 
inter-rater reliability is preferable as this would mean that the segmentation results are 
rated consistently or the manual segmentation is consistent across evaluators. A low 
inter-rater reliability could imply that the segmentation results are defective or the 
evaluators may need to be re-trained. In order to assess this inter-reliability, the intraclass 
correlation coefficient (ICC) approach proposed by Shrout and Fleiss (172) is adapted.  
There are several forms of ICC which are implemented based on three main guidelines. 
First is that the study requires a one-way or two-way analysis of variance (ANOVA). 
Second is whether the judges’ mean rating is relevant to the reliability of interest. Third is 
that an individual rating or the mean of several ratings is relevant. All of the ICC forms are 
defined as “a ratio of the variance of interest over the sum of variance of interest plus 
error”. The ICC value varies between 0 and 1, indicating from no reliability to perfect 
reliability. 
 Sensitivity and Specificity 3.3.3.2
In brain tumour segmentation, the sensitivity indicates the tumour portion that the 
segmentation method correctly segmented, whereas the specificity indicates the non-
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tumour portion that the segmentation method correctly segmented. The sensitivity and 
specificity are defined in equation (3.31) and (3.32) respectively.  
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = ⁡
𝑇𝑃⁡
𝑇𝑃 + 𝐹𝑁
 (3.31) 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = ⁡
𝑇𝑁
𝑇𝑁 + 𝐹𝑃⁡
 (3.32) 
where 𝑇𝑃 is true positive (correctly segmented as a tumour pixel), 𝐹𝑁 is false negative 
(incorrectly segmented as a non-tumour pixel), 𝑇𝑁 is true negative (correctly segmented 
as a non-tumour pixel), 𝐹𝑃 is false positive (incorrectly segmented as a tumour pixel). 
 Modified Hausdorff Distance 3.3.3.3
The Hausdorff distance (173) quantifies the degree of dissimilarity between two objects, 
with lower value indicating higher similarity between two objects and zero indicating a 
perfect match. The definition of modified Hausdorff distance (MHD) presented by 
Dubuisson and Jain (174) is illustrated as follows. 
Given two finite point sets 𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑚} and 𝐵 = {𝑏1, 𝑏2, … , 𝑏𝑛}, the Hausdorff 
distance defines a distance between a point in 𝐴 and 𝐵 as the maximum of ℎ(𝐴, 𝐵) and 
ℎ(𝐵, 𝐴) as shown in equation (3.33). 
𝐻(𝐴, 𝐵) = ⁡max⁡(ℎ(𝐴, 𝐵), ℎ(𝐵, 𝐴))  (3.33) 
The modified Hausdorff distance (MDH) defined ℎ(𝐴, 𝐵) as shown in equation (3.34). 
ℎ(𝐴, 𝐵) = ⁡
1
𝑚
∑ 𝑚𝑖𝑛
𝑎∈𝐴,𝑏∈𝐵
‖𝑎 − 𝑏‖ (3.34) 
where ‖𝑎 − 𝑏‖ is the Euclidean distance between two points 𝑎 ∈ 𝐴 and 𝑏 ∈ 𝐵.  
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 Overlap Volume Ratios 3.3.3.4
The two overlap volume ratios and dice coefficient are used to measure the similarity 
between the semi-automatically and manually segmented volumes. Three measures are 
used in evaluation of the brain tumour segmentation, and are defined as follows: 
𝑅𝑎𝑡𝑖𝑜1 = (𝑉1 ∩⁡𝑉2)/⁡𝑉1 (3.35) 
⁡𝑅𝑎𝑡𝑖𝑜2 = (𝑉1 ∩⁡𝑉2)/⁡𝑉2 (3.36) 
𝐷𝑖𝑐𝑒⁡𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 = 2(𝑉1 ∩⁡𝑉2)/(𝑉1 + 𝑉2)⁡      (3.37) 
where 𝑉1⁡is the semi-automatically segmented volume and  𝑉2  is the manually segmented 
volume.  
 Texture Analysis 3.4
Tissue characterisation by quantitative MRI has revealed that malignant intracranial 
tumours have a propensity of longer spin-lattice relaxation times than benign intracranial 
tumours and normal brain tissue (175, 176). However, because of tissue heterogeneity, 
the relaxation times of high-grade and low-grade lesions overlap and therefore reduce 
accuracy of diagnosis (24, 29). Although an optimised setting of image acquisition was set, 
the performance of tissue characterisation was not noticeably improved (177). Texture 
analysis offers an alternative quantitative diagnostic tool for MR image analysis. TA has 
been used to assess MR images of biological tissues, which contain large amounts of 
microscopic details that are scarcely legible by visual inspection. In comparison with 
human visual perception, TA can better characterise patterns of tissues in MR images, 
because it is more sensitive to variations of grey-level intensity in image pixels. This has 
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been experimentally demonstrated by Herlidou et al. where TA was reported to have 
produced better discrimination between healthy and pathological tissues compared to 
visual examination (20). In addition, TA can be conducted automatically and therefore is 
independent of operator's expertise. In this thesis, TA is adapted to generate textural 
features from different types of MR images in order to support diagnostic classification of 
childhood brain tumours. The following sections, existing applications of TA on structural, 
diffusion and multimodal MRI are discussed. 
 Texture Analysis for the Characterisation of Childhood Brain 3.4.1
Tumours 
 Texture Analysis of Conventional MRI  3.4.1.1
Conventional MRI offers structural imaging of anatomical elements and is a more 
preferable modality to functional imaging for localising tumour site, delineating tumour 
boundary and estimating tumour size (9, 178). Various studies have investigated texture 
analysis based structural MRI with T2 being the most informative for identifying 
pathology (24, 26, 43, 177, 179, 180). T2-weighted images can provide a rough 
measurement of free water abundance, macromolecules, and the presence of citrate 
(181). The sensitivity to such molecules enables T2-weighted images to provide tumour 
localisation with higher sensitivity and specificity than other MR images (164). It also 
allows T2-weighted images to be more sensitive in detecting and differentiating 
intracranial lesions than T1-weighted and FLAIR images (32, 164, 182, 183).  
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In studies of brain pathology, signal intensity and relative signal intensity of T2-weighted 
images have revealed identity of intracranial lesions. Arai et al. studied T2 signal intensity 
of pilocytic astrocytoma and medulloblastoma in children (82). They reported that the 
solid portion of cerebellar pilocytic astrocytoma is isointense to CSF on T2-weighted 
images and such signal intensity is not observed in medulloblastoma. Forbes et al. used 
the relative T2 signal intensity (T2 signal intensity tumours/T2 signal intensity vitreous 
tumour) to differentiate the three common paediatric brain tumour types (179). The 
relative T2 signal intensity identifies pilocytic astrocytoma as hyperintense, while 
ependymoma and medulloblastoma as hypointense. The signal intensity and relative 
signal intensity approaches demonstrate high accuracy in differentiating 
medulloblastomas and pilocytic astrocytomas. However, separating ependymoma from 
the two tumour types is still an unresolved problem. 
In a more extensive TA study, Kjaer et al. reported that no discrimination between adult 
benign and malignant tumour growth was possible, with an analysis of the common first-
order and second-order grey-level statistics on T1- and T2-weighted images (26). In a 
study conducted by Herlidou-Même et al. texture analysis of a multi-centre dataset of T1- 
and T2-weighted images for the characterisation of healthy and pathologic brain tissue 
(meningioma, gliomas and lymphoma) was investigated in adult subjects (24). The study 
reported that TA methods, including histogram, GLCMs, gradient matrix and GLRLMs, can 
moderately separate benign and malignant tumours based on T1- and T2-weighted 
images. 
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Recently, two studies demonstrated the use of TA applied on MR images of paediatric 
posterior fossa tumours with promising outcome. Fetit et al. employed the MaZda tool 
for dichotomous classification of three paediatric brain tumour types: embryonal against 
astrocytic, embryonal against ependymal and ependymal against astrocytic (184). Even 
sized square region of interests were manually segmented. Cystic or other abnormal 
tissue regions were not mentioned to be excluded. Textural features were derived from 
histogram, absolute gradient, GLCM, GLRLM, wavelets and autoregressive model. Their 
preliminary study showed that textural features extracted from T2-weighted images 
produced promising results, particularly the classification of embryonal against astrocytic. 
However, their results showed lower accuracy figures of separating ependymal tumours 
from embryonal and astrocytic tumour types. 
Vlachou et al. also employed the MaZda software to classify paediatric posterior fossa 
tumours based on textural features of pre-contrast T1- and T2-weighted images (19). 
Region of interests excluding large cystic areas were manually segmented. Their study 
demonstrated high sensitivity and specificity of medulloblastoma, pilocytic astrocytoma 
and ependymoma. However, sensitivity of classifying ependymoma is relatively lower 
than that of classifying the other two tumour types. In terms of texture analysis, GLCM-
based textural features were mentioned to give higher discriminative power than textural 
features derived from other methods. 
As discussed above, MRI, especially T2-weighted images, are useful for revealing 
structural information and sensing intracranial lesions. In terms of TA-based classification, 
some studies have reported poor to moderate differentiation between benign and 
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malignant tumour growth with the use of common statistical texture analysis on T1- and 
T2-weighted images (24-26). However, some studies demonstrated promising results of 
diagnostic classification of posterior fossa tumours in children with the use of a larger set 
of textural features calculated from statistical analysis and wavelet transform methods.  
Despite promising results, separating ependymomas from medulloblastomas and pilocytic 
astrocytomas in some patients are still challenging. Additional non-invasive diagnostic 
information is still needed; consequently, the textural features of diffusion MRI are 
examined in our study and discussed in the following section.  
 Texture Analysis of Diffusion MRI  3.4.1.2
Tissue microstructure can be reviewed by using diffusion MRI, which offers two main 
functional imaging techniques: DWI and DTI. Both techniques provide measurement of 
water movement; however the rate of movement is reported in different patterns. DWI 
reflects the rate of water diffusion in tissues described by a reconstructed parameter 
ADC, whereas DTI probes diffusion anisotropy in tissues characterised by a reconstructed 
parameter FA.  
Diffusion anisotropy in white matter measured by DTI has potential assessment of brain 
functionality and diseases, such as brain maturation in children, newborns or premature 
babies and diagnosis of white matter disorder in children (135). Although DTI has also 
been studied for characterising childhood brain tumours (185), DWI is more routinely 
acquired and is popularly employed for the study of brain related pathology.  
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DWI has found to be useful for distinguishing necrosis from cyst formation or oedema, 
identifying different tumour types and delineating pathological tissue boundaries against 
normal cerebral tissues (28). DWI was also reported to provide information that 
complements conventional pre- and post-contrast structural imaging (186). An ADC map, 
a reconstructed image obtained from DWI can reflect the rate of microscopic water 
diffusion better than DWI at each b-value because it considers signal at two different b-
values (57).  
ADC has been used as a biomarker in neurological studies including classification of brain 
tumours (187) and evaluation of brain tumour infiltration (188). Average of ADC values, 
tumour ADC ranges, or relative ADC ratios are used as measurement for tumour 
discrimination. Some studies employed ADC values in characterising brain pathology are 
described as follows.   
Kono et al. showed that ADC values can predict the degree of malignancy of adult 
astrocytic tumours (189). However there is an overlap between ADC values of grade II 
astrocytomas and glioblastomas.  
Bulakbasi et al. presented that ADC values and ratios can provide higher sensitivity in 
differentiating adult low-grade and high-grade brain tumours, than conventional contrast-
enhance MRI (190).  
Yamasaki et al. evaluated average intensity of ADC maps in children and adults (191). 
Their study showed a promising discrimination outcome among various tumour groups by 
using logistic discriminant analysis with ADC, age, and sex being independent variables.  
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Oksuzler et al. studied the relationship of diffusion properties in normal children and in 
different paediatric cerebral diseases (183). They demonstrated that ADC values are 
associated with paediatric neurologic disorders.  
Rumboldt et al. studied the classification of four childhood brain tumour types: juvenile 
pilocytic astrocytoma, ependymoma, medulloblastoma and atypical teratoid/rhabdoid 
tumours (192). They reported the usefulness of ADC maps with the use of absolute ADC 
values of contrast-enhancing solid tumour regions and ADC ratios (ADC of solid tumours 
to ADC of normal-appearing white matter). Their derived ratios corresponded with values 
of previous studies presented by Le Bihan (185) and Yamasaki et al. (191). The 
corresponding figures showed that ADC values of juvenile pilocytic astrocytoma, 
ependymoma, medulloblastoma and atypical teratoid/rhabdoid tumours ranges from 
high to low intensity respectively.  
Tozer et al. showed that ADC histograms may predict untreated low-grade glioma 
subtypes; astrocytomas and oligodendrogliomas in adult patients (193). Region of interest 
excluded large cystic region and biopsy damage.  
Jaremko et al. used minimum ADC values to characterise three main paediatric posterior 
fossa tumour types: juvenile pilocytic astrocytoma, medulloblastoma and ependymoma 
(194). They suggested that cystic, necrotic and haemorrhagic areas must be avoided and 
the region of interest should be within the solid tumour. 
Bull et al. used histogram analysis of ADC values to classify the common posterior fossa 
tumours of paediatric patients (195). They selected tumour region where cyst having a 
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size greater than solid tumour portion is excluded. Their study showed high classification 
accuracy with the use of logistic regression method.  
Rodriguez Gutierrez et al. also used ADC-based histogram analysis to differentiate single-
centre dataset of paediatric posterior fossa tumours (30). Combining 25th and 75th 
percentile and skewness features derived from ADC-based histogram analysis was 
reported to achieve high classification accuracy and outperformed classification of post-
contrast T1 and T2 based features.   
Several studies have shown that ADC-based histogram analysis can differentiate 
paediatric posterior tumours with high classification accuracy. However, multi-centre 
dataset of ADC maps with extensive TA has not been reviewed. In addition, although an 
optimal region of interest is selected, ADC values of medulloblastomas, pilocytic 
astrocytomas and ependymomas still overlap. In particular, ADC values of ependymomas 
are typically between and overlap with medulloblastomas and pilocytic astrocytomas. 
This overlapping could be contributed by technical difficulties in ADC measurement (small 
cystic, haemorrhagic or calcific components) and variation in tumour pathology. 
ADC in combination with MRI can provide an enhanced discrimination of brain tumour 
types (188, 194). As a result, it is hypothesised that the combination of conventional and 
diffusion MRI based TA could provide more comprehensive information for the 
characterisation of childhood brain tumours. The review of multimodal MRI based TA is 
discussed in the following section.  
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 Texture Analysis of Multimodal MRI 3.4.1.3
Diffusion MRI has been reported to provide better information than structural MRI for 
discriminating histological types of brain tumours. However, analysing diffusion MRI alone 
still produces overlapping feature values among the three tumour types. Various 
techniques of multimodal MRI analysis have shown higher classification accuracy to 
differentiate tissue pathology than using a single imaging modality, described as follows. 
Bulakbasi et al. showed that combined metabolites ratio acquired from single-voxel 
proton MR spectroscopy (1H-MRS) and ADC values better differentiates and grades adult 
brain tumours than using MRI or using single technique alone  (196). 
Tzika et al. studied the relationships between a number of parameters; MSRI, 
hemodynamic MRI (HMRI) and ADC values in order to examine physiologic state of 
tumours in children (197). They suggested that multi-parametric MRI with such 
parameters can provide an enhanced assessment of paediatric brain tumours. 
Costanzo et al. assessed multi-parametric MR of gliomas based on 1H-MRSI, perfusion 
weighted imaging (PWI) and DWI to discriminate infiltrating tumour from surrounding 
vasogenic oedema or normal tissues, and high- from low- grade gliomas in adult patients 
(198). They suggested that this approach may provide useful information for guiding 
stereotactic biopsies, surgical resection and radiation treatment. 
Schneider et al. studied the multi-parametric analysis of combined ADC values and 1H-
MRS in differentiating posterior fossa tumours: medulloblastomas, ependymomas, 
pilocytic astrocytomas and infiltrating gliomas in a paediatric population (199). They 
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showed that the multi-parametric analysis provides promising discrimination among 
these tumour types. 
Verma et al. created an intensity-based tissue profile derived from multi-parametric 
intensity of B0, DWI, FLAIR, T1, and gadolinium-enhanced T1, ADC and FA (200). Their 
preliminary results demonstrated that multi-parametric tissue characterisation helps to 
better differentiate among neoplasm, oedema, and healthy tissue in adult patients. 
Forbes et al. presented combining DWI and T2 to classify medulloblastoma, ependymoma 
and pilocytic astrocytoma (84). The relative intensity (tumour/ white matter) of DWI and 
T2 were used as features in a decision tree classification to determine the likelihood of 
paediatric cerebellar neoplasms. Medulloblastoma is likely DWI hyperintense. 
Ependymoma is DWI hypointense and T2 hypointense. Pilocytic astrocytoma is likely DWI 
hypointense and T2 hyperintense. 
From the aforementioned review, several studies have investigated features from various 
types of MR-based signal and image acquisition (e.g. HMRS/ MRSI, PWI, HMRI, MRI) 
combined with ADC or DWI values. Most studies applied first-order statistical TA on 
multimodal MRI, but second- and higher-order statistical analysis and wavelet transform 
have not been extensively explored. In addition, as summarised in Table 3.1, multimodal 
MRI based TA has been reviewed to provide better classification of brain tumour types 
than conventional and diffusion MRI based TA. Therefore the integration of first-, second- 
and higher-order statistics and wavelet transform based texture derived from 
conventional and diffusion MRI is investigated in this thesis. This investigation aims to 
develop a more accurate and robust classifier for childhood brain tumours in a multi-
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centre setting. In the following sections, texture analysis methods are reviewed in order 
to choose suitable methods for this thesis. 
Table 3.1: The common texture analysis methods applied on conventional, diffusion and 
multimodal MRI of brain tumours. 
Conventional MRI Diffusion MRI Multimodal MRI 
 T2 images are more 
sensitive to pathology and 
provide better textural 
features for characterising 
brain tumours, compared 
to T1 and FLAIR images. 
 The most common TA 
methods found are 
statistical analysis and 
wavelet transforms which 
revealed promising 
discrimination of posterior 
fossa tumours. 
 ADC maps are extensively 
studied with first-order 
statistical analysis being 
the most commonly 
applied. 
 A large combination of 
statistical and wavelet 
transform based textural 
features derived from 
ADC maps has not been 
comprehensively 
demonstrated.  
 ADC values combined 
with values from other 
modality offer higher 
diagnostic accuracy 
than using single 
modality. 
 Statistical and wavelet 
transform based 
textural features of a 
combined ADC and 
MRI are not found in 
the literature.  
 Review of Texture Analysis Methods 3.4.2
Texture exhibits visual patterns which are properties of surfaces containing information 
about the structural arrangement. In the context of medical image processing, texture is 
used to describe tissue structures and functionality with terms such as smoothness, 
granulation, regularity, homogeneity, heterogeneity, etc. These parameters can be 
derived from local intensity variation by using texture matrices (201). Such matrices can 
be calculated by considering for example “grey-level patterns, pixel interrelationships and 
spectral properties of an image” within a region of interest (18). 
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Texture analysis was firstly introduced by Haralick et al. (202) and was applied in 
diversified applications from macroscopic satellite images (203) and material structures 
(204) to microscopic images of biological tissues (205). TA methods are broadly 
categorised into four main approaches namely structural, model-based, statistical and 
transform-based techniques (206, 207).  
Structural-based methods, firstly presented by Haralick (205), symbolize texture by 
applying the principle of mathematical morphology to define a primitive (microtexture) to 
be placed at a particular location (spatial arrangement or macrotexture). These methods 
are more useful for producing new objects, by using approaches such as addition and 
subtraction between elements than quantifying surface arrangement. The natural 
textures of brain tumours, having variability of microstructure, macrostructure and 
limited information of separation lines between them, can be poorly defined by these 
methods (208).  
Model-based methods represent image texture-based on mathematical models, such as 
fractal or stochastic method (209, 210). The fractal model (211) can be useful for 
discriminating some natural textures. However, it is less flexible to provide orientation 
selectivity and is not appropriate to describe local image structures (206). The stochastic 
model requires the computational complexity to estimate texture parameters.  
Statistical techniques analyse the spatial distribution of images’ grey-levels. The methods 
can be classified as first-, second- or higher-order statistics according to the number of 
pixels used to define the local feature. In first-order statistics, local features are solely 
obtained from individual pixel values. Second-order statistics construct matrices based on 
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pixel pair relationships and higher-order statistics consider number of consecutive pixels 
at each grey-level.  
The first-order statistics include mean, variance, skewness and the kurtosis. However, 
some of these parameters can be roughly estimated visually, while provide limited 
information about the relative position of pixels to each other. For example, a 
checkerboard pattern in Figure 3.5 (a) has an equal number of black and white pixels, and 
produces the same grey-level histogram as Figure 3.5 (b).  
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(b) 
Figure 3.5: Two images having the same textural features of first-order statistics. Image 
(a) and (b) have the number of black and white elements. 
As a result, it is difficult to differentiate the two images using the first-order statistical 
analysis (212). The second- and higher-order statistical methods, constructed from grey-
level co-occurrence matrices (GLCMs) and grey-level run-length matrices (GLRLMs) 
respectively, have a tendency to obtain higher discrimination indices than the first-order 
statistics and visual examination (23). Although GLCMs and GLRLMs can describe surface 
pattern better, their matrices are rotational-variant (213), i.e. the rotation of the same 
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object produces different texture matrices and can lead to misinterpretation of object’s 
pattern. 
Transform-based TA methods employ time-frequency analysis based on Fourier (214), 
Gabor (215) or Wavelet transforms (216). These methods transform an image to another 
space, using particular mathematical functions. The texture characteristics of a 
transformed image space are commonly represented by energy and frequency. Fourier 
transform has the potential to capture an image’s global features, however, it can be 
insufficient to define local features (217) and to provide spatial localisation (206). Imaging 
features of intracranial lesions that vary in space and time may not be captured by the 
Fourier transform method. Gabor filters offer an improved spatial localisation, however, 
their non-orthogonality application produces redundant features at different scales and is 
difficult to localise a spatial structure of natural textures (218, 219). Wavelets are an 
extension of windowed Fourier analysis (220), decomposing an image into multi-scale of 
spatial resolutions. Wavelets provide several advantages over the other two transform 
approaches. For example, a multiresolution decomposition can represent natural texture 
at a suitable scale with lower computational cost than Gabor filters (216); an 
orthogonality property of certain wavelet families produces non-redundant feature maps 
from an original image to different scales. In spite of these advantages, wavelet 
transforms are translation-variant (221) which can lead to translation-variant textural 
features, reducing classification accuracy. However, they can possibly supply additional 
textural properties that may not be captured in GLCMs and GLRLMs. In addition, wavelet 
transform methods are often found in the medical image analysis literature, including 
image-based TA software, such as MaZda tool (222).  
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The statistical methods potentially provide better classification outcome than the 
structural or transform based methods (208, 223). In TA-based brain studies, the first-
order statistics, GLCMs, absolute gradient matrices, GLRLMs and wavelets are the well-
known techniques for the characterisation of healthy and pathological human cerebral 
tissues (23, 24, 224). Among these approaches, the first- and second-order statistical 
analysis outperform wavelet transforms in the classification of Alzheimer’s disease based 
on T2-weighted brain images (225), and the most popular texture analysis methods for 
MR images was voted to be the GLCMs (23). In addition, compared with features derived 
from Laws and Haar wavelet, GLCM-based features can achieve higher accuracy in 
differentiating between anaplastic/large cell and non-anaplastic/large cell 
medulloblastoma in children (226). Dange et al. compared texture classification based on 
four methods: GLCMs, Haar, Daubechies-4, Symlet-8 (213). The study showed that in the 
case of rotation, Haar wavelet was the most efficient method in terms of classification 
accuracy and computation time. Although GLCMs can provide relative similar 
classification accuracy, it performed badly when images are rotated.  
As discussed above, GLCMs are generally preferable in several applications. However, 
GLCMs require higher computation time and yield less accuracy when rotation takes 
place. Wavelet transform based features has been reported a high classification rate of 
some types of brain tumours (227). Therefore, wavelet transform based features are 
recommended as complementary features and offer superior result when image rotation 
is considered. In order to summarise the discussion aforementioned, the advantages and 
disadvantages of TA methods for diagnosing brain tumours are shown in Table 3.2. 
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Table 3.2: Advantages and disadvantage of TA for defining brain tumours. 
Textural Analysis Advantages Disadvantages 
Structural method 
e.g. morphological 
processing    
It is useful for representing an 
object by using addition and 
subtraction between elements.  
Micro and macrostructure of 
brain tumours’ MR images and 
faint separation lines between 
them can be poorly defined.  
Model-based 
method 
e.g. Fractal  and 
Stochastic method 
It offers sophisticated models 
for defining brain tumours. 
It requires high computation 
time and provides deficiency of 
orientation selectivity.  
Statistical analysis  
e.g. first-order 
statistics, GLCM, 
GLRLM  
The first-order statistic is simply 
calculated and can describe 
simple structures of biological 
tissues. The second- and 
higher-order statistics provide 
higher discriminative power 
and are found to be useful in 
various studies.  
The first-order statistic can give 
the same textural features of 
two distinct objects having the 
same grey-level distribution. 
The second- and higher-order 
statistics require high 
computation time and shift-
variant.  
Transform-based 
method 
e.g. Fourier, Gabor 
and wavelet 
transforms 
Wavelet transforms offer 
multiscale decomposition 
which can provide a suitable 
scale for brain tumours’ MR 
images with low computational 
cost. 
Discrete wavelet transform is 
shift-variant and energy 
derived from wavelet 
coefficients can be shift-
variant, resulting in low 
classification accuracy.  
As critically reviewed, this thesis aims to combine the advantages of the most commonly 
used sets of textural features derived from statistical and wavelet transform approaches. 
The first-, second- and higher-order statistics as well as Haar, Daubechies and Symlet 
wavelets are selected for our study. The theoretical background of these texture analysis 
methods and their associated textural features are explained in the following sections and 
Appendix A. 
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 First-Order Statistics Based Textural Features 3.4.3
The first-order statistical based textural features quantify an average brightness and an 
intensity distribution within a region of interest. Let 𝑥𝑖  be the grey-level intensity and 𝑛𝑝 
be the number of pixels within the ROI. Mean, variance, skewness and kurtosis are 
defined in equation (3.38) to (3.41) respectively.  
Mean  𝑚 =⁡
1
𝑛𝑝
.∑𝑥𝑖
𝑛𝑝
𝑖=1
⁡ (3.38) 
Mean is the average grey-level intensity within the ROI. 
Variance  𝑣𝑎𝑟 =
1
𝑛𝑝
.∑(𝑥𝑖 −𝑚)
2
𝑛𝑝
𝑖=1
  (3.39) 
Variance describes the deviation of the intensity from the mean within the ROI. 
Skewness  𝑠𝑘 = ⁡
1
𝑛𝑝
∑ (𝑥𝑖 −𝑚)
3𝑛𝑝
𝑖=1
(
1
𝑛𝑝
∑ (𝑥𝑖 −𝑚)2
𝑛𝑝
𝑖=1 )
3/2
 (3.40) 
Skewness represents the degree of data asymmetry around the mean. Value of zero 
indicates the symmetrical distribution around the mean. Positive or negative values 
indicate the asymmetric distribution with a long tail to the right and with a long tail to 
the left respectively. 
Kurtosis 𝑘 =
1
𝑛𝑝
∑ (𝑥𝑖 −𝑚)
4𝑛𝑝
𝑖=1
(
1
𝑛𝑝
∑ (𝑥𝑖 −𝑚)2
𝑛𝑝
𝑖=1 )
2 − 3 (3.41) 
Kurtosis measures the peak of data distribution compared with the Gaussian shape. 
Kurtosis is zero if the data distribution has a Gaussian distribution, otherwise negative 
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or positive if the distribution is flatter or has higher peak than a Gaussian distribution 
respectively.  
 Absolute Gradient Matrix Based Textural Features 3.4.4
Absolute gradient measures an intensity change across each pixel. Pixels laying on a 
boundary of an image are not considered. An example absolute gradient value of a pixel 
M in an image of Figure 3.6 is calculated by using the three neighbouring pixels as shown 
in equation 3.42. Textural features derived from the absolute gradient matrix are the 
same as the first-order statistical features.  
A B C D E 
F G H I J 
K L M N O 
P Q R S T 
U V W X Y 
Figure 3.6: An example image for calculating an absolute gradient matrix. The capital 
letters represent grey-level intensity of pixels. 
For 3 neighbouring pixels: 𝑨 = ⁡√(𝐻 − 𝑅)2 +⁡(𝑁 − 𝐿)2 (3.42) 
 Grey-Level Co-Occurrence Matrix Based Textural Features 3.4.5
Haralick et al. introduced the GLCM, a second-order statistical analysis (202). GLCMs are 
constructed by considering the relationship between pixel pairs across the entire intensity 
range and tabulating the frequency of grey levels. The GLCMs have the row and column 
which is equal to the number of grey levels. GLCMs count the number of pairs of grey 
tone pixels at a distance 𝑑 within a ROI in four directions (𝜃): 0o, 45o, 900, and 1350.  
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The GLCMs can be reconstructed as shown in Figure 3.7. Given an example image (Figure 
3.7 (a)) with five grey-levels (0, 1, 2, 3, and 4); the GLCMs with 𝑑 = 1, scanned in four 
directions, are constructed as shown in Figure 3.7 (b) - 3.7 (e). The GLCMs show different 
patterns, for example the pixel pair (2,4) is counted differently in the four GLCMs. In the 
horizontal (0o), the diagonal (45o), the vertical (90o) and the anti-diagonal (135o) direction, 
the pixels pair (2,4) appears 4, 1, 1 and 0 times respectively. In this thesis, the GLCMs are 
constructed with 𝑑 = 1, 2, 3, 4 and 5; 𝜃 = 0o, 45o, 900, and 1350 for each distance 𝑑. The 20 
textural features derived from each GLCM are used in this thesis (Table 3.3). The details 
of these textural features are described in section A.1, Appendix A. Theses textural 
features are calculated by using the built-in function in MATLAB and a package 
implemented by Avinash Uppuluri, available at File Exchange - MATLAB Central. 
Although, GLCM approach can provide the spatial interrelationships of the grey tones and 
is invariant under monotonic grey tone transformations, there are several short-comings 
of this technique. Firstly, GLCM does not capture the shape features of the tonal 
primitives (tonal primitives are region of an image which can be evaluated in terms of 
shape and area, for example), and so it is less possibly to provide good information of 
large area primitives (205). Secondly, GLCMs requires high computation time because of 
generation of large matrices with different distance and degree in order to define texture 
structure. Thirdly, as the GLCMs can be very large, they may contain larger amount of 
data than the original image (228).  
Despites the aforementioned drawbacks, Ying et al. showed the usefulness of GLCM-
based textural features in separating subtype of medulloblastoma in children (226). 
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However, in order to obtain more insightful information of pathological tissue, grey-level 
run-length matrices are introduced to represent information that cannot be captured 
from GLCMs.   
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(a) Digital image 
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        (b) GLCM at  𝑑 = 1 and 𝜃 = 0o 
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0 0 0 0 0 0 
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4 2 1 0 0 2 
          (c) GLCM at  𝑑 = 1 and 𝜃 = 45o 
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1 1 2 0 0 0 
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4 3 0 2 1 1 
          (d) GLCM at  𝑑 = 1 and 𝜃 = 90o 
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          (e) GLCM at  𝑑 = 1 and 𝜃 = 135o 
Figure 3.7: The four grey-level co-occurrence matrices of a digital image are computed 
with one pixel distance and scanned at 0o, 45o, 900 and 1350. 
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Table 3.3: List of 20 textural features derived from GLCM. The definitions of these textural 
features are described in Appendix A.  
 Textural feature Textural feature 
Autocorrelation (𝑎𝑢𝑡𝑜𝑐) Sum of squares (𝑠𝑜𝑠𝑣) 
Correlation (𝑐𝑜𝑟𝑟) Sum average (𝑠𝑎𝑣𝑔) 
Contrast (𝑐𝑜𝑛𝑡𝑟) Sum variance (𝑠𝑣𝑎𝑟) 
Cluster prominence (𝑐𝑝𝑟𝑜𝑚) Sum entropy (𝑠𝑒𝑛𝑡) 
Cluster shade (𝑐𝑠ℎ𝑎𝑑) Difference variance (𝑑𝑣𝑎𝑟) 
Dissimilarity (𝑑𝑖𝑠𝑠𝑖) Difference entropy (𝑑𝑒𝑛𝑡) 
Energy (𝑒𝑛𝑒𝑟) Information measure of correlation 1 (𝑖𝑚𝑐1) 
Entropy (𝑒𝑛𝑡𝑟𝑜) Information measure of correlation 2 (𝑖𝑚𝑐2) 
Homogeneity (ℎ𝑜𝑚𝑜) Inverse difference normalised (𝑖𝑑𝑛) 
Maximum probability (𝑚𝑎𝑥𝑝𝑟) Inverse difference (𝑖𝑑𝑚𝑛) 
 Grey-Level Run-Length Matrix Based Textural Features 3.4.6
Galloway (229) firstly proposed GLRLMs, which are categorised as higher-order statistical 
analysis. GLRLMs are constructed by systematically considering a number of consecutive 
pixels having the same grey-level at each scanning direction. This application was not 
recommended by Weszka et al. (223) and Conners and Harlow (230) because of its 
inefficiency compared with other traditional features, such as GLCM and power spectrum 
based features. Xiaoou (231), Chu et al. (232) and Dasarathy and Holder (233) described a 
new feature set of GLRLMs which improved classification accuracy over the traditional 
method.  
Considering an example image with five grey-levels (0, 1, 2, 3 and 4) in Figure 3.8 (a), the 
GLRLMs can be computed at four directions: 0o, 45o, 900, and 1350 (Figure 3.8 (b) - (e)), 
showing different number of runs at each grey-level and each direction. For example, the 
number of run of grey-level 0 is counted as 5 horizontally (Figure 3.8 (b)) and 0 for other 
directions (Figure 3.8 (c) - (e)).  
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The 11 textual features derived from each GLRLM are used in this thesis (Table 3.4). The 
details of the GLRLM-based textural features are described in section A.2, Appendix A. 
These GLRLMs and their textural features are computed by using a package implemented 
by Xunkai Wei, available at File Exchange – MATLAB Central.  
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(b) GLRLM at  𝜃 = 0o 
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(c) GLRLM at  𝜃 = 45o 
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(d) GLRLM at  𝜃 = 90o 
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(e) GLRLM at  𝜃 = 135o 
Figure 3.8: The four grey-level run-length matrices of a digital image are derived from four 
directions: 0o, 45o, 900 and 1350. 
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Table 3.4: List of 11 textural features derived from GLRLM. The definitions of these 
textural features are described in Appendix A.  
Textural feature Textural feature 
Short Run Emphasis (𝑆𝑅𝐸) High Grey-Level Run Emphasis (𝐻𝐺𝑅𝐸) 
Long Run Emphasis (𝐿𝑅𝐸) Short Run Low Grey-Level Emphasis (𝑆𝑅𝐿𝐺𝐸) 
Grey-Level Nonuniformity (𝐺𝐿𝑁) Short Run High Grey-Level Emphasis (𝑆𝑅𝐻𝐺𝐸) 
Run Length Nonuniformity (𝑅𝐿𝑁) Long Run Low Grey-Level Emphasis (𝐿𝑅𝐿𝐺𝐸) 
Run Percentage (𝑅𝑃) Long Run High Grey-Level Emphasis (𝐿𝑅𝐻𝐺𝐸) 
Low Grey-Level Run Emphasis (𝐿𝐺𝑅𝐸) 
 Wavelet Transform Based Textural Features 3.4.7
Wavelet transforms have been introduced since early 20th century by Haar (234) and a 
numerous variations of the wavelet transforms were developed by different groups of 
scientists, for example Grossman and Morlet (235), Mallat (236), Daubechies (237), and 
Meyer (238). The wavelet transforms can be divided into two main categories: the 
continuous wavelet transform (CWT), computing continuous variables, and the discrete 
wavelet transform (DWT), considering only discrete values. The wavelets are typically 
used in one-dimensional (1D) for signal decomposition or two-dimensional (2D) transform 
for image decomposition. In this thesis, the 2D DWT is applied for analysing MR images of 
childhood brain tumours. The 2D DWT decomposes an image by using father and mother 
wavelet functions, incorporating with low and high pass filters to analyse image contents 
at multiscale or multiresolution. The father wavelet is also known as scaling function, 
𝜙(𝑥) and the mother wavelet is also called wavelet function, 𝜓(𝑥). The scaling function 
produces a moving average function or a trend of data, whereas the wavelet function 
measures the differences between the original signal and the average derived from the 
father wavelet or the fluctuation of data.  
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The wavelet transform of a signal 𝑓(𝑥) is obtained by the convolution of the signal with a 
scaling function and wavelet function 𝜓𝑠,𝑡(𝑥) as described in equation (3.43).  
〈𝑓(𝑥), 𝜓𝑠,𝑡(𝑥)〉 = ∫ 𝑓(𝑥)𝜓𝑠,𝑡(𝑥)𝑑𝑥
∞
−∞
 (3.43) 
The function 𝜓𝑠,𝑡(𝑥) is used to create a wavelet family by dilating 𝜓 with a scale factor 𝑠 
and translating 𝜓 by a translation factor⁡𝑡 as shown in equation (3.44). The dilation 
adjusts the size of the wavelet and the translation locates the wavelet transform.  
𝜓𝑠,𝑡(𝑥) = ⁡
1
√𝑠
𝑤 (
𝑥 − 𝑡
𝑠
) (3.44) 
The energy of wavelet defined as ‖𝜓𝑠,𝑡(𝑥)‖ = ⁡∫|𝜓𝑠,𝑡(𝑥)|
2
𝑑𝑥 is usually normalised to 
have unit energy.  
The wavelet transform is required to satisfy an admissibility condition in equation (3.45) 
so that it can form a complete and numerically stable representation. The sum over entire 
interval of wavelet is equal to zero satisfying the admissibility condition as shown in 
equation (3.46).   
∫
|Ψ(𝜔)|2
|𝜔|
𝑑𝜔 < ∞ (3.45) 
∫ 𝜓(𝑥)𝑑𝑥 = 0
∞
−∞
 (3.46) 
where Ψ(𝜔) = ⁡∫ ⁡𝜓(𝑥)𝑒−𝑖𝑥𝜔𝑑𝑥 is the Fourier transformation of⁡𝜓(𝑥). 
In 2D DWT, the wavelet decomposition is calculated along the rows and the columns of 
an image (239). It can be obtained by using the product of two one-dimensional wavelets. 
First, a wavelet transform is computed on each row to obtain a new image and follows by 
on each column of a new image. The reverse order (perform wavelet transform on 
column and then row) can be done and would obtain the same result.  
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Figure 3.9 graphically demonstrates the image decomposition into 1-scale in Figure 3.9 (a) 
and 2-scale in Figure 3.9 (b). In the 1-scale image decomposition, d1 represents diagonal 
details, h1 gives horizontal high frequencies, v1 denotes vertical high frequencies, and the 
a1 relates to the lowest frequencies. In the consecutive scale decomposition, the image a1 
are decomposed by using the same low and high filters. 
The wavelet transform of an image at the first scale decomposition has the same size as 
the original image, while at the subsequent decomposition produces next four sub-
images with size being twice smaller than the previous scale.  
a1 v1 
h1 d1 
(a) 1-scale decomposition 
 
v1 
h1 d1 
(b) 2-scale decomposition 
Figure 3.9: A 2D wavelet decomposition with 1-scale and 2-scale decomposition. 
The 2D DWT of three wavelet families: Haar, Daubechies4 (D4) and Symlet4 (sym4), as 
discussed in the previous section, are considered in this thesis. These wavelet families are 
orthogonal based of wavelets which offer non-redundant energy map at different scales. 
Wavelet decomposition at 2 to 4 scales was claimed to provide good texture 
segmentation (206). The 2D wavelet energies of the aforementioned wavelet families 
decomposing with 4 scales are used as textural features including energy of 
approximation coefficients, horizontal detail coefficients, vertical detail coefficients and 
diagonal detail coefficients. As a result, the Haar, Daubechies 4 and Symlet 4 are 
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employed and described in the following sections. The comprehensive tutorial of wavelet 
transform can be found from (240-242).  
 Haar Wavelet  3.4.7.1
Haar basis, proposed by Haar (234), is one of the earliest and simplest wavelet transform. 
The Haar transform is a prototype of all other wavelet transforms and is known as 
Daubechies1 (D1). It decomposes a discrete signal into two sub-signals of half its length 
(243). One sub-signal is a run of an average or trend of each pair value in a sample by 
using scaling function, as shown in equation (3.47) and Figure 3.10 (a). Another is a run of 
difference or fluctuation of each pair value in a sample by using wavelet function, as 
shown in equation (3.48) and Figure 3.10 (b). The Haar mother wavelet can be derived 
from the scaling function as 𝜓(𝑥) = 𝜙(2𝑥) − 𝜙(2𝑥 − 1). 
𝜙(𝑥) = ⁡ {
1
0
⁡⁡⁡⁡
0 ≤ 𝑥 < 1
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (3.47) 
𝜓(𝑥) = ⁡ {
1
−1
0
⁡⁡⁡
0 ≤ 𝑥 ≤ 1/2
1/2 ≤ 𝑥 < 1
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (3.48) 
 
(a) 
 
  (b) 
Figure 3.10: Scaling and wavelet functions of Haar Wavelet (a) scaling and (b) wavelet 
function. 
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The Haar transform has been useful in denoising diffusion MRI (244). However, it is 
insufficient to reveal large variation in the high frequency coefficient because pairwise 
averaging and differentiating processing cannot detect such fluctuation (245). Daubechies 
wavelet transform was developed to address this issue, as described in the following 
section.  
 Daubechies Wavelets 3.4.7.2
Daubechies wavelets adopt the Haar wavelet as a prototype and calculate running 
averages and differences of signal as Haar transform. However, the Daubechies wavelets 
provide better detection of high frequency contents than Haar wavelet because of the 
use of overlapping windows. The 𝐷𝑁 is the Daubechies wavelet, which has the number of 
𝑁 coefficients. Coefficient 𝑁 refers to a number of “zero moments” or “vanishing 
moments” (decay toward low frequencies) equal to half of number of coefficients. The 
“zero moments” control how the wavelets represent information of a signal or an image 
in a specific manner. Too high value of 𝑁 index results in instability. Generally, the even 
index: 𝐷2 to 𝐷20 is used in broad range of applications (237).  
 
(a) 
 
(b) 
Figure 3.11: Scaling and wavelet functions of 𝐷4 (a) scaling and (b) wavelet function 
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Among Daubechies wavelets, 𝐷4 and 𝐷6 are popularly applied in medical imaging 
applications (246). 𝐷4 with the scaling and wavelet function, depicted in Figure 3.11, is 
presumed to provide appropriate energy values for MRI based childhood brain tumours. 
 Symlet Wavelets 3.4.7.3
Symlet stands for Symmetrical wavelet is a modified version of Daubechies wavelet with 
increased symmetry and is known as Daubechies’ least asymmetric wavelets. Apart from 
the better symmetry of Symlets, the properties of Symlet and Daubechies wavelet 
families are similar. The Symlet wavelet of order 𝑁 is denoted as 𝑠𝑦𝑚𝑁, where 𝑁 is the 
number of vanishing moments for a given support width of 2𝑁-1 (247). The order of 
Symlet is related to the quality of image resolution. A higher order degrades the image 
quality (248) and likely mislead the energy values used as textural features. As 
aforementioned, wavelet decomposition at 2-4 scales can provide good segmentation 
result, 𝑠𝑦𝑚4 is therefore adapted in this thesis. A father and mother wavelet of 𝑠𝑦𝑚4 are 
shown in Figure 3.12 (a) and (b) respectively. 
 
(a) 
 
(b) 
Figure 3.12: Scaling and wavelet functions of 𝑠𝑦𝑚4 (a) scaling and (b) wavelet function. 
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 Textural Feature Normalisation  3.5
Two dimensional MRI produces multiple slices of brain structure. Tumours appear on 
multiple slices, varying from a few to over twenty slices. The largest visible coverage of 
tumour is segmented and their textural features are derived for each slice. An average of 
textural features across slices was used as a representative of each case. These average 
feature values across all cases vary in different dynamic ranges. Features with large values 
have more weight on parameters involved in designing the classifier. Therefore, data 
normalisation is required to scale feature values within predetermined ranges. Each 
feature was scaled to the same interval range of zero and one, as defined in equation 
(3.49).  
𝑥𝑖,𝑛,𝑛𝑜𝑟𝑚 =
𝑥𝑖,𝑛 − 𝑥𝑖,𝑚𝑖𝑛
𝑥𝑖,𝑚𝑎𝑥 − 𝑥𝑖,𝑚𝑖𝑛
 (3.49) 
where 𝑥𝑖,𝑛,𝑛𝑜𝑟𝑚 is the normalised value of feature 𝑖 of case 𝑛; 𝑥𝑖,𝑛 is the value of textural 
feature 𝑖 of case 𝑛; 𝑥𝑖,𝑚𝑖𝑛 is the minimum value of textural feature 𝑖 of the training data; 
𝑥𝑖,𝑚𝑎𝑥  is the maximum intensity of textural feature⁡𝑖 of the training data; 𝑖 ∈
{1, 2, 3, … ,𝑁𝑓}; 𝑁𝑓 is the total number of features; 𝑛 ∈ {1,2,3,… ,𝑁𝑠𝑐}; 𝑁𝑠𝑐 is the total 
number of cases.  
 Feature Selection 3.6
With small numbers of samples and high-dimensional feature space (number of features 
> 50) (249), the so-called “curse of dimensionality”, resulting in the slow convergence to 
the solution of any estimator, is often present (250, 251). In addition, irrelevant features 
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can contribute to unsatisfactory classification accuracy and difficulties in interpreting the 
feature relations.  
Good features should be invariant when there are variations within a class and still reveal 
important identity among different classes (252). An inappropriate method of feature 
selection can degrade classifier performance when larger datasets are used (253), 
therefore an appropriate method of feature selection is important to provide a good 
feature set.  
Feature selection is used to select relevant features to improve the classification 
accuracy, enhance feature interpretability to better relate the features to the target 
pathology, as well as, reduce dimensionality to minimise computational load and over-
fitting (254). Methods of feature selection can be broadly divided into three main 
approaches: filter, wrapper and embedded approaches (255). Filter methods do not 
require learning algorithms but can be unsupervised or supervised, for example PCA and 
Mutual Information (MI) based feature selection. Wrapper and embedded approaches 
use a learning algorithm to score feature subsets according to their discriminative 
selection criteria (256). Wrapper methods can provide more accurate solutions than filter 
methods (257) because of the optimisation technique of a learning algorithm, however, 
they generally require higher computation time because the induction algorithm must be 
evaluated over each feature set. The embedded methods perform feature selection in the 
process of training. The most common embedded methods are such as Least absolute 
shrinkage and selection operator (Lasso) and ℓ1-norm regularized Support Vector 
Machines (255).  
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PCA is a popular technique, which has been used for MR image based brain tumour 
classification (19, 258). MI based feature selection has also been widely applied on 
medical data analysis (259-261). Minimal-Redundancy-Maximum-Relevance (mRMR), 
proposed by Peng et al. (257), is one of popular MI based feature selection methods, 
which has been useful for classifying MR image based brain diseases including brain 
tumours (262-264). In this thesis, the unsupervised PCA method and the wrapper 
approach based on mRMR and sequential forward selection (SFS) are considered, as 
explained in the following sections. 
 Principal Component Analysis 3.6.1
Principal component analysis (PCA) is a feature extraction method which is commonly 
used for dimensionality reduction. It is an unsupervised feature selection technique which 
generates a new set of features, called principal components (PCs). Each of the PCs is a 
linear combination of original variables with different coefficients associated to each 
original variable. The PCA transforms the original feature set in a way that all the PCs are 
orthogonal to each other to eliminate redundant information and arrange the PCs in 
descending order from highest variance (the first PC) to lowest variance (the last PC). The 
entire set of PCs is the same as the original feature set.  
The method of PCA is composed of normalising the original feature set, which has 𝑛 
observations and 𝑝 variables, to zero mean and one standard deviation shown in 
equation (3.50).  
𝑧𝑗𝑘 = (𝑥𝑗𝑘 −𝑚𝑘)/𝜎𝑘 (3.50) 
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where 𝑥𝑗𝑘 ∈ 𝑿 = [
𝑥11
𝑥21
⋮
𝑥𝑛1
⁡⁡
𝑥12
𝑥22
⋮
𝑥𝑛2
⁡⁡
…
…
⋱
…
⁡⁡
𝑥1𝑝
𝑥2𝑝
⋮
𝑥𝑛𝑝
] is the original features; 𝑧𝑗𝑘 ∈ 𝒁 = [
𝑧11
𝑧21
⋮
𝑧𝑛1
⁡⁡
𝑧12
𝑧22
⋮
𝑧𝑛2
⁡⁡
…
…
⋱
…
⁡⁡
𝑧1𝑝
𝑧2𝑝
⋮
𝑧𝑛𝑝
] is 
the normalised features; 𝑚𝑘 ∈ 𝑴 = [
𝑚1
𝑚1
⋮
𝑚1
⁡⁡
𝑚2
𝑚2
⋮
𝑚2
⁡⁡
…
…
⋱
…
⁡⁡
𝑚𝑝
𝑚𝑝
⋮
𝑚𝑝
]
𝑛×𝑝
is the mean of the original 
features,⁡𝑚𝑘 is the mean of the 𝑘th feature; 𝜎𝑘 ∈ 𝚺 = [
𝜎1
𝜎1
⋮
𝜎1
⁡⁡
𝜎2
𝜎2
⋮
𝜎2
⁡⁡
…
…
⋱
…
⁡⁡
𝜎𝑝
𝜎𝑝
⋮
𝜎𝑝
]
𝑛×𝑝
 is the standard 
deviation of the original feature, 𝜎𝑘 is the standard deviation of the 𝑘th feature; 
𝑗⁡ ∈ {1,2, … , 𝑛};  𝑘 ∈ {1,2, … , 𝑝}.  
The eigenvector 𝑽 is calculated from the covariance of 𝒁 and is used to calculate the PCs. 
The PCs are the transformed data (𝒀), computed from the multiplication of 𝒁 with the 
transpose of eigenvectors, as defined in equation (3.51). 
𝒀 = 𝑽𝑻𝒁 (3.51) 
 Minimum Redundancy and Maximum Relevance 3.6.2
Minimal-Redundancy-Maximum-Relevance (mRMR) is a filter and supervised based 
feature selection method. It employs a mutual information technique to select the most 
relevant features with the true observation classes and reduce the redundancy among 
selected features concurrently.  
The mutual information of the two discrete random variables, 𝐼(𝑋, 𝑌) quantifies an 
amount of mutual dependence of the two discrete random variables, 𝑋 and 𝑌. Given 
𝑥 ∈ 𝑋 and 𝑦 ∈ 𝑌, their mutual information of the two variables 𝑥 and 𝑦 is defined in 
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terms of their probability density functions 𝑝(𝑥), 𝑝(𝑦) and joint probability density 
function, 𝑝(𝑥, 𝑦).  
The probability density function, 𝑝(𝑥)⁡of 𝑋 is the function 𝑓(𝑥) that 𝑥 take on a value in 
the interval [𝑎, 𝑏], as shown in equation (3.52). 
𝑝(𝑥) = ⁡𝑃(𝑎 ≤ 𝑋 ≤ 𝑏) = ⁡∫ 𝑓(𝑥)𝑑𝑥
𝑏
𝑎
 (3.52) 
The joint probability density function 𝑝(𝑥, 𝑦) of 𝑋 and 𝑌 is the function 𝑓(𝑥, 𝑦) that 
satisfies the conditions, 𝑓(𝑥, 𝑦) ≥ 0⁡∀𝑥, 𝑦⁡and ∫ ∫ 𝑓
∞
−∞
(𝑥, 𝑦)𝑑𝑥
∞
−∞
𝑑𝑦 = 1.  
𝑝(𝑥, 𝑦) = ⁡𝑃(𝑋 = 𝑥⁡𝑎𝑛𝑑⁡𝑌 = 𝑦) = ⁡𝑃(𝑌 = 𝑦|𝑋 = 𝑥) ∙ 𝑃(𝑋 = 𝑥) 
                                                             or        = ⁡𝑃(𝑋 = 𝑥|𝑌 = 𝑦) ∙ 𝑃(𝑌 = 𝑦) 
(3.53) 
The mutual information of two variables 𝑥 and 𝑦 is  
𝐼(𝑋, 𝑌) = ∑ ∑ 𝑝(𝑥, 𝑦)𝑙𝑜𝑔
𝑝(𝑥, 𝑦)
𝑝(𝑥)𝑝(𝑦)
𝑦⁡∈⁡𝑌𝑥⁡∈⁡𝑋⁡
 (3.54) 
To determine the maximal relevance, the amount of dependency (𝐷) of a feature 𝑥𝑖  
related to class 𝑐 is measured. The mutual information is zero if 𝑥𝑖  and 𝑐 are independent, 
so knowing 𝑥𝑖  gives no information about 𝑐. The mutual information is one if 𝑥𝑖  and 𝑐 are 
identical, so knowing 𝑥𝑖  provides value of 𝑐. Given a feature set 𝑆 and a cardinality (a 
number of elements of the set) |𝑆|, max-relevance is calculated as in equation (3.55).  
max𝐷(𝑆, 𝑐), ⁡𝐷 = ⁡
1
|𝑆|
∑ 𝐼(𝑥𝑖; 𝑐)
𝑥𝑖∈𝑆
 (3.55) 
In filter based feature selection, the combination of the most relevant features does not 
necessarily produce a good classification result because the features can be highly 
correlated and provide a limited power of discrimination (254). In order to reduce the 
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dependency of individual features on each other, the value of min-redundancy is 
calculated from the mutual information of pairwise features (𝑥𝑖, 𝑥𝑗), as shown in equation 
(3.56). 
min𝑅(𝑆), ⁡𝑅 = ⁡
1
|𝑆|2
∑ 𝐼(𝑥𝑖, 𝑥𝑗)
𝑥𝑖,𝑥𝑗∈𝑆
 (3.56) 
The combining of two criteria is called minimal-redundancy-maximal-relevance (mRMR). 
There are two mRMR schemes: mutual information difference (MID) (3.57) and mutual 
information quotient (MIQ) (3.58).  
The MID scheme is the subtraction of redundant score from relevant score. 
max(𝐷, 𝑅) = 𝐷 − 𝑅 (3.57) 
The MIQ scheme is the division of relevant score over redundant score.   
max(𝐷, 𝑅) = 𝐷/𝑅 (3.58) 
Ding and Peng (254) recommended that for discrete features, MIQ gives a smaller error 
compared to MID. However, Gulgezen et al. (265) showed a contradictory result that both 
MID and MIQ provide comparable accuracy but MID gives a more stable feature set. They 
also suggested the use of the weighting parameter 𝛼 for different datasets for better 
stability and accuracy as shown in equation (3.59).  
max(𝐷, 𝑅) = 𝛼𝐷 − (1 − 𝛼)𝑅 (3.59) 
According to Gulgezen et al. (2009)’s study, the MID scheme of mRMR defined by 
equation (3.60) is used as the main feature selection criteria in this thesis. The first 𝑚th 
features are selected from the entire feature set, defined as follows.   
max(𝐷, 𝑅) =
max
𝑥𝑖 ∈ 𝑋 − 𝑆𝑚−1
[𝐼(𝑥𝑖, 𝑐) −
1
𝑚 − 1
∑ 𝐼(𝑥𝑖, 𝑥𝑗)
𝑥𝑗∈𝑆
] (3.60) 
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 Sequential Forward Selection 3.6.3
Sequential Forward Selection starts with no variables in the model and sequentially adds 
variables to an empty candidate set until the addition of further features does not 
increase the classification accuracy. If any candidate subset provides the same accuracy, 
the first combination feature subset containing higher discriminative power is selected in 
order to reduce over-fitting, as demonstrated in Figure 3.13. Let 𝑉𝑓 be a set of feature 
space, 𝑓𝑖⁡ ∈ 𝑉𝑓 , 𝑖 ∈ {1,2,3. . , |𝑉𝑓|}. 
Level 1 
 
 
 
Level 2 
 
 
 
Level 3 
 
 
 
Output 
 
  
Figure 3.13: A diagram of sequential forward selection. The process starts with one 
feature variable in the feature set and records the feature giving the highest classification 
accuracy. Add a new feature into the feature set to find a new value of classification 
outcome. Repeat the process to the last feature variable. Then the output is the feature 
set giving the highest classification accuracy and lesser number of features. 
 Classification 3.7
A number of standard classification methods have been applied to differentiate MRI-
based brain tumour types for example, two of the most popular methods: support vector 
machines (SVMs) and neural networks (19, 30, 227, 258, 266-268). Compared with neural 
{𝑓1}: 70% {𝑓2}: 77% {𝑓3}: 73% 
{𝑓2,𝑓1}: 80% {𝑓2,𝑓3}: 80% 
{𝑓2,𝑓1, 𝑓3}: 80% 
{𝑓2,𝑓1} 
122 
networks, SVMs were shown to be a better classifier for MRI-based paediatric brain 
tumour types (184, 266). As a result, a SVM method is selected for single modality MRI 
based TA.  
In order to pursue multimodal MRI based TA, a classifier that can provide probability 
values, is used instead of the SVM. A multinomial logistic regression is one of popular 
probability classification algorithms and is a common used technique for medical data 
analysis (181, 191). As a result, this method is employed as a classifier for multimodal MRI 
based TA.  
 Support Vector Machines 3.7.1
SVMs were developed by Cortes and Vapnik (269) and are considered as state-of-the-art 
supervised learning models used in various applications (270). Basically, the SVMs build 
the maximum marginal separation line from a set of training samples to separate two 
classes. By using a kernel function, it maps the original features into higher dimensional 
space where it computes a hyperplane that maximises the distance from the hyperplane 
to the training data in each class. The SVMs predict unlabelled test data by mapping it 
into the feature space to indicate the side of the separating plane where the test data 
lays. The LIBSVM tool (271) with ‘one-against-one’ multiclass approach and linear kernel 
function is adapted. The ‘one-against-one’ method yields 𝑘(𝑘 − 1)/2 binary models, 
where 𝑘 is the number of classes. The linear kernel is employed because mapping high 
dimensional data into another space can linearly separate different classes. It also offers 
lower computational load compared to other kernels. The hyperplane and decision 
function can be explained mathematically as follows. 
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Given 𝑛𝑠 training samples, {𝑥𝑖, 𝑦𝑖}, where 𝑖 = 1, … , 𝑛𝑠, each sample has 𝑐 features,⁡𝒙𝒊 ∈
⁡𝑅𝐶 ⁡ in two classes and a label vector 𝑦 ∈ {−1,+1}. The hyperplane that separates a 
binary data and the maximum marginal separation lines are defined by (3.61) – (3.63) 
respectively.    
𝒘 ∙ 𝒙 + 𝑏 = 0 (3.61) 
𝒘 ∙ 𝒙𝒊 + 𝑏 ≥ ⁡+1⁡⁡⁡⁡⁡⁡𝑤ℎ𝑒𝑛⁡𝑦𝑖 =⁡+1 (3.62) 
𝒘 ∙ 𝒙𝒊 + 𝑏 ≤ ⁡−1⁡⁡⁡⁡⁡⁡𝑤ℎ𝑒𝑛⁡𝑦𝑖 =⁡−1 (3.63) 
where 𝒘 is the weight vector orthogonal to the hyperplane, 𝑏 is a bias translating the 
hyperplane away from the origin.  
In LIBSVM, the maximum margin classifier is the discriminant function that maximises the 
geometric margin 
1
∥𝒘∥
 which is equivalent to minimising ∥ 𝒘 ∥2 defined as  
minimise
𝑤,𝑏
⁡⁡⁡⁡⁡
1
2
𝒘𝑻𝒘+ 𝐶∑ 𝜉𝑖
𝑁𝑠
𝑖=1
 (3.64) 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡⁡𝑡𝑜:⁡⁡⁡⁡𝑦𝑖(𝒘
𝑻𝜙(𝒙𝒊) + 𝑏) ≥ 1 − 𝜉𝑖,⁡⁡⁡𝜉𝑖 ≥ 0                              (3.65) 
where 𝜉𝑖is a slack variable that allows an example to be in the margin, 𝜙(𝒙𝒊) maps 𝒙𝒊 into 
a higher-dimensional space, and  𝐶 > 0 is the regularization parameter.  
The decision function is generally defined mathematically as:  
𝑠𝑖𝑔𝑛(𝒘𝑻𝜙(𝒙) + 𝑏) = 𝑠𝑖𝑔𝑛(∑𝑦𝑖𝛼𝑖𝐾(𝒙𝒊, 𝒙) + 𝑏)
𝑛𝑠𝑣
𝑖=1
 (3.66) 
where 𝐾(𝒙𝒊, 𝒙) =⁡𝜙(𝒙𝒊)
𝑇𝜙(𝒙) is the kernel function used for transforming data into the 
linearly separable feature space, 𝛼𝑖 is a weighting parameter, 𝒙𝒊 is the support vector, 𝒙 is 
the input vectors mapped into a higher dimensional space by the kernel function, 𝑛𝑠𝑣  is 
the number of support vectors.  
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 Logistic Regression  3.7.2
Logistic regression (272), also called a logit model, is a type of regression analysis used for 
predicting the outcome of categorical (nominal) dependent variables based on one or 
more predictor variables. Assumptions of logistic regression allow the classification of 
brain tumours based on MR textural features to be feasible. A dependent variable does 
not need linear relationship with predictor variables. There is also no requirement for the 
predictor variables to be interval, normally distributed, or have equal variance within 
each group (273). It also offers probabilistic values of predicted outcomes, permitting the 
manipulation of multimodal MR image analysis as described in chapter 8.   
 Binary Logistic Regression 3.7.2.1
The logistic regression is a linear function of predictor variable(s) and can be seen as a 
non-linear transform of linear regression. The logit of a dichotomous outcome and one 
predictor variable 𝑥𝑖  is modelled as equation (3.67). 
𝑙𝑜𝑔𝑖𝑡⁡(𝑌𝑖 = 1) = 𝑙𝑛 [
𝑃(𝑌𝑖 = 1|𝑥𝑖)
1 − 𝑃(𝑌𝑖 = 1|𝑥𝑖)
] = ⁡𝛼 + 𝛽𝑥𝑖  (3.67) 
where 𝑃(𝑌𝑖 = 1|𝑥𝑖) = ⁡
1
1+𝑒−(𝛼+𝛽𝑥𝑖)
 is the probability of the outcome 𝑌𝑖=1, 𝛼 is the 
intercept of the logit against the predictor variable on 𝑌 axis, and 𝛽 is the regression 
coefficient. The ratio 
𝑃(𝑌𝑖=1|𝑥𝑖)
1−𝑃(𝑌𝑖=1|𝑥𝑖)
 is called an odd ratio, explaining the relationship 
between a predictor and a dependent variable. The relationship between the probability 
of the outcome and 𝑥𝑖  has a sigmoidal distribution, while 𝑙𝑜𝑔𝑖𝑡⁡(𝑌𝑖) and 𝑥𝑖  is linearly 
related.  
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The value of regression coefficients directs the relationship between the predictor 
variable 𝑥𝑖  and 𝑙𝑜𝑔𝑖𝑡⁡(𝑌𝑖); the larger the 𝛽 value, the greater association of 𝑥𝑖  with 
dependent variable 𝑌𝑖.  
 Multinomial Logistic Regression 3.7.2.2
When a nominal outcome variable has more than two categories, the model is called 
multinomial, polychotomous or polytomous logistic regression (274). The multinomial 
logistic regression (MLR) model explains the relative chance of being in one category 
versus being in the reference category 𝐾. The multinomial logit model of 𝐾 category 
outcomes can be described by using a linear combination of 𝑗 predictor variables as 
shown in equations (3.68) - (3.70).  
𝑙𝑜𝑔𝑖𝑡⁡(𝑌𝑖 = 1) = 𝑙𝑛⁡ (
𝑃(𝑌𝑖 = 1|𝑥𝑖)
𝑃(𝑌𝑖 = 𝐾|𝑥𝑖)
) = ⁡𝛼1 + 𝛽11𝑥1 + 𝛽12𝑥2 +⋯+ 𝛽1𝑗𝑥𝑗  (3.68) 
𝑙𝑜𝑔𝑖𝑡⁡(𝑌𝑖 = 𝑛𝑗) = 𝑙𝑛⁡ (
𝑃(𝑌𝑖 = 𝑛𝑗|𝑥𝑖)
𝑃(𝑌𝑖 = 𝐾|𝑥𝑖)
)
= ⁡𝛼𝑛𝑗 + 𝛽𝑛𝑗,1𝑥1 + 𝛽𝑛𝑗,2𝑥2 +⋯+ 𝛽𝑛𝑗,𝑗𝑥𝑗 
(3.69) 
𝑙𝑜𝑔𝑖𝑡⁡(𝑌𝑖 = 𝐾 − 1) = 𝑙𝑛⁡ (
𝑃(𝑌𝑖 = 𝐾 − 1|𝑥𝑖)
𝑃(𝑌𝑖 = 𝐾|𝑥𝑖)
) 
           =⁡𝛼𝑘−1 + 𝛽𝑘−1,1𝑥1 + 𝛽𝑘−1,2𝑥2 +⋯+ 𝛽𝑘−1,𝑗𝑥𝑗 
(3.70) 
where 𝛼𝑛𝑗 are the intercept of the logit against the predictor variable 𝑥𝑗 on 𝑌 axis, while 
keeping other predictor variables constant; 𝛽𝑛𝑗,𝑗 are the regression coefficients; 𝑥𝑗 is the 
𝑗th predictor variables; 𝑛𝑗 ∈ {1, … , 𝐾 − 1}.  
Multinomial logit models compute the probability related to each category as defined in 
equations (3.71) – (3.73).   
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𝑃(𝑌𝑖 = 1|𝑥𝑖) = ⁡
𝑒𝛽1𝑥𝑖
1 +⁡∑ 𝑒𝛽𝑘𝑥𝑖𝐾−1𝑘=1
 (3.71) 
𝑃(𝑌𝑖 = 𝑛𝑗′|𝑥𝑖) = ⁡
𝑒
𝛽
𝑛𝑗′
𝑥𝑖
1 +⁡∑ 𝑒𝛽𝑘𝑥𝑖𝐾−1𝑘=1
 (3.72) 
𝑃(𝑌𝑖 = 𝐾|𝑥𝑖) = ⁡
1
1 +⁡∑ 𝑒𝛽𝑘𝑥𝑖𝐾−1𝑘=1
 (3.73) 
where 𝑃(𝑌𝑖 = 𝐾|𝑥𝑖) is the probability of 𝑌𝑖 = 𝐾; 𝑥𝑖  is a vector of predictor variables; 𝛽𝑘 is 
a vector of beta coefficients; 𝑛𝑗′ ∈ {1,… , 𝐾}. 
The coefficients in the model explain the effects of the predictor variables on the relative 
risk or the log odds of being in one category versus the reference category 𝐾. Considering 
coefficient 𝛽11, the relative log odds of the dependent variable being category 1 versus in 
category 𝐾 increases 𝛽11 times with a one-unit increase in 𝑥1, given all else equal. In 
terms of probability estimation, the coefficient 𝛽11 indicates that the probability of the 
outcome being in category 1 compared to the probability of being in category 𝐾 increases 
exp(𝛽11) times for each unit increase in 𝑥1, given all else is held constant.  
The function of multinomial logistic regression is employed from MATLAB toolbox. In 
MATLAB, the coefficients in the logit model are computed by using the iteratively 
weighted least squares algorithm (275) as the maximum likelihood method, which is 
equivalent to iteratively searching for the smallest possible deviance or best fit between 
the observed and predicted. Once it has found the best solution, it provides a final value 
for the deviance.  
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 Goodness of Fit 3.7.2.3
To evaluate the performance of the logistic regression model, the “goodness of fit” (276), 
statistical tests of predictor variables and classification accuracy are examined. The 
“goodness of fit” of the observed and the predicted values is evaluated using deviance. A 
larger deviance represents the deviation of observed values from the predicted values 
and implies poorer fit to the model and vice versa. Once a suitable functional form of a 
model is derived using feature selection and cross-validation techniques, deviance can be 
employed to measure how well the model fits observed values. Deviance values can also 
be used to measure the relative level of fit (to observed values) of models derived from 
different sets of textual features.  
The statistical tests of predictor variables are computed using the Wald chi-square 
statistic which is calculated as (
𝐵
𝑆.𝐸.
)
2
, where 𝐵 is a beta coefficient and 𝑆. 𝐸. is a standard 
error. The classification accuracy of each class and overall accuracy is also calculated and 
presented in the form of the confusion matrix, tabulating a number of correct predicted 
cases and incorrect predicted cases against the true observed cases.  
 Validation for Classification 3.8
Cross-validation and bootstrapping are the two main approaches in estimating classifier 
performance. K-fold cross-validation partitions data into k segments or folds with equal or 
nearly equal segment size. The k iterations are performed while each fold is held-out as a 
test set and k-1 folds are used for learning. In genetic data analysis, 10-fold and 5-fold 
cross validation are two recommended techniques (277, 278), however, this approach 
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requires a large sample size to provide a reliable prediction error rate. Leave-one-out 
cross-validation (LOOCV) is a special case of k-fold cross-validation where k is equal to the 
number of instances in the data. The LOOCV approach is used when the smallest group 
size is at least five times the number of predictor variables (279). Amongst classifier 
validation methods, LOOCV method has a propensity to produce the highest prediction 
accuracy for the classification problems due to its capability to process almost all of the 
available data for training the classifier (280). It was also demonstrated that LOOCV has 
high variance (281). The bootstrapping methods were introduced to reduce bias raised 
from LOOCV.  
A bootstrap estimates prediction error by re-sampling the training data, 𝑥𝑡. This approach 
randomly chooses 𝑛 elements of 𝑥𝑡 with replacement and repeats the process 𝐵 times to 
obtain 𝐵 bootstrapping samples. Due to the replacement process, some elements of 𝑥𝑡 
can be selected multiple times and some element may not be selected at all. In this 
thesis, 50 bootstrap replications were used as recommended by Efron and Tibshirani 
(282). The .632 estimator is a classical bootstrap method, however, this technique suffers 
from downward bias (283). The .632+ estimator is an improved version and aims to 
correct the upwardly biased leave-one-out bootstrap (LOOB) and downwardly biased .632 
estimator (282).  
The validation methods based on LOOCV, LOOB, .632 estimator and .632+ estimator are 
considered, in this thesis. These validation techniques can be mathematically explained as 
follows: 
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Given the observation data 𝑥𝑡 = {𝑥1, 𝑥2, 𝑥3, … 𝑥𝑛}, the classifier rule 𝐶, the discrepancy 
between the predicted value 𝐶(𝑥𝑡) and response 𝑦. 
𝐹(𝑦, 𝐶(𝑥𝑡)) = ⁡ {
⁡⁡⁡0⁡⁡⁡𝑖𝑓⁡𝐶(𝑥𝑡) = 𝑦
⁡⁡⁡1⁡⁡⁡𝑖𝑓⁡𝐶(𝑥𝑡) ≠ 𝑦
 (3.74) 
The LOOCV error, 𝐸𝑟?̂?(𝑐𝑣1) is defined in equation (3.75). 
𝐸𝑟?̂?(𝑐𝑣1) =⁡
1
𝑛
∑ 𝐹(
𝑛
𝑖=1
𝑦𝑖, 𝐶(𝑥𝑡(𝑖))) (3.75) 
where 𝑥𝑡(𝑖) is the training set with the 𝑖th case being removed.  
The LOOB error, 𝐸𝑟?̂?(1) is shown in equation (3.76). 
𝐸𝑟?̂?(1) =
1
𝐵
(∑
1
𝑛
∑ 𝐹(𝑦𝑖, 𝑟𝑥𝑏(𝑡)𝐶(𝑥𝑡(𝑖)))
𝑛
𝑖=1
𝐵
𝑏=1
) (3.76) 
The .632 estimator is defined in equation (3.77). 
𝐸𝑟?̂?(.632) = .368 ∙ 𝑒𝑟𝑟̅̅̅̅̅ + .632 ∙ 𝐸𝑟?̂?(1) (3.77) 
The .632+ estimator is defined as in equation (3.78). 
𝐸𝑟?̂?(.632+) = (1 − ?̂?) ∙ 𝑒𝑟𝑟̅̅̅̅̅ + ?̂? ∙ 𝐸𝑟?̂?(1) (3.78) 
where 𝑒𝑟𝑟̅̅̅̅̅ is the apparent error and ?̂? is the weighting parameter defined as follows: 
𝑒𝑟𝑟̅̅̅̅̅ = ⁡
1
𝑛
∑ 𝐹(
𝑛
𝑖=1
𝑦𝑖 , 𝐶(𝑥𝑡)) 
(3.79) 
?̂? =
. 632
1 − .368?̂?
 
(3.80) 
The .632+ estimator requires the relative over-fitting rate, ?̂? (equation (3.81)) and the no-
information error rate, 𝛾 (equation (3.82)). 
?̂? = ⁡
𝐸𝑟?̂?(1) − 𝑒𝑟𝑟̅̅̅̅̅
𝛾 −⁡𝑒𝑟𝑟̅̅̅̅̅
 
(3.81) 
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The no-information error rate is estimated based on assumption of independence 
between the class labels and the feature vectors of the training set. The no-information 
error for multicategory generalization is defined as:  
𝛾 = ⁡∑∑𝐹(𝑦𝑖, 𝐶(𝑥𝑡))/𝑛
2
𝑛
𝑗=1
𝑛
𝑖=1
 
(3.82) 
 Over-Fitting in Pattern Recognition 3.9
In pattern recognition, a statistical model is presented with a training dataset with the 
aim of obtaining useful descriptive features that apply to the larger population from 
which the training sample was drawn. The over-fitting problem arises when the model 
incorporates random artefacts or noise from the training sample that does not generalise 
to the overall population (284). Such a model would perform poorly on a larger test 
dataset.  
Over-fitting is likely to occur where the number of parameters in the model is large 
relative to the size of the training set (285). In this study, given the small sample sizes, we 
have used two approaches to reduce the risk of over-fitting. First we employ 
dimensionality reduction techniques in feature selection to build parsimonious models. 
Second, we employ cross-validation and bootstrapping techniques which use partitioning 
to generate multiple training sets. In terms of estimation of classification error rate, 
bootstrapping and cross-validation statistics evaluate the stability of the classifier over 
different datasets thereby providing a more accurate reflection of its performance on a 
larger dataset. 
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 Statistical Measures 3.10
Apart from classification accuracy, performance of the processing methods used in this 
thesis is measured by the common techniques named sensitivity, specificity, and 
hypothesis test for two proportions.  
 Sensitivity and Specificity 3.10.1
The sensitivity and specificity of binary classification test is defined in the same way as the 
sensitivity and specificity used in evaluation of brain tumour segmentation, in section 
3.3.3.2. In brain tumour segmentation image pixels are considered as samples. However, 
in binary classification, the study cases are used as samples. The sensitivity indicates the 
positive cases that the method correctly predicted, whereas the specificity indicates the 
negative cases that the method correctly predicted.  
 Hypothesis Test for Two Proportions 3.10.2
In order to compare classification accuracy based on significance level, a comparative 
statistical hypothesis testing is employed. A commonly used method is the comparison of 
proportion test by estimating the correctly predicted cases samples 𝑝0 and 𝑝1 from 
sample size  𝑛0 and 𝑛1 respectively.  The statistical significance of a difference between 
two proportions is calculated by equation (3.83). 
𝑧 = ⁡
|𝑝1 − 𝑝0|
√?̅?(1 − ?̅?) (
1
𝑛1
+
1
𝑛0
)
 
(3.83) 
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where ?̅? =
𝑥1+𝑥0
𝑛1+𝑛0
 with 𝑥0 and 𝑥1 representing the number of correctly allocated cases in 
the classifications of samples of size 𝑛0 and 𝑛1 respectively (286, 287).  
In this thesis, we use two-tailed Z-test and consider a result to be significant at two 
confidence intervals. One is at 95% confidence interval (5% significance level); if a p-value 
is less than 0.05, the test is considered significance. Another is at 90% confidence interval 
(10% significance level); if a p-value is less than 0.1, the result is considered significance.  
 Comparative Studies 3.11
In this section, we discuss the methods used in the two recent published papers from 
Vlachou et al. (19) and Rodriguez Gutierrez et al. (30) in comparison to the methods used 
in our work. 
Vlachou et al. (19) classify the posterior fossa tumours based on TA of pre-contrast T1, T2 
and combined textural features from pre-contrast T1 and T2 images, using the MaZda 
tool. They show that individual pre-contrast T1 and T2 based TA provide higher sensitivity 
and specificity than the combined textural features obtained from these images. Three 
main differences are observed between our and their studies.   
The first difference relates to the region of interest used. Vlachou et al. (19) use manual 
segmentation in order to exclude large cystic regions and attempt to use mostly solid 
tumours. We intend to develop a semi-automatic technique for segmenting tumour 
regions with the largest possible abnormal region, comprising for example solid and cystic 
regions.  
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The second difference is the textural features used. Vlachou et al. (19) use the MaZda tool 
to generate textural features based histogram, gradient map, GLCM at 𝑑 = 5, GLRLM, 
Haar and autoregressive models. The number of grey levels used was not stated in their 
study. Our study use all the above texture analysis methods except autoregressive models 
and additionally we use wavelet transform based Dau4 and Sym4. The GLCM and GLRLM 
are calculated using nine grey levels. The Dau4 and Sym4 based textural features provide 
complementary information to the Haar based textural features as reviewed in section 
3.4. 
The third difference between the studies is the use of classification methods. Vlachou et 
al. (19) compare the performance of classification based on probabilistic neural network 
(PNN) and linear discriminant analysis (LDA) and show that probabilistic neural network 
produces higher sensitivity and specificity. In this thesis, we intend to use a SVM and 
multinomial logistic regression for single modality and multimodal MRI based TA 
respectively. The discriminative criteria between the two techniques are different, 
resulting in different classification outcomes. A SVM is chosen instead of a neural network 
based on the results of similar studies (184, 266). 
The second publication we discuss is the work of Rodriguez Gutierrez et al. (30) where 
they use ADC-based histogram analysis to differentiate single-centre dataset of paediatric 
posterior fossa tumours. The 25th and 75th percentile and skewness of ADC based 
histogram analysis are reported to achieve high classification accuracy and outperform 
post-contrast T1 and T2 based features classification. Three main techniques: intensity 
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normalisation, texture analysis and defining region of interest differ between the two 
studies. 
For intensity normalisation, they scale data intensity to the mean value of normal-
appearing white matter from two small ROIs drawn bilaterally above the ventricles, 
whereas we intend to choose experimentally between decile-based pricewise linear 
transform and linear normalisation. Our methods are better suited for automating 
intensity normalisation.   
For texture analysis, they use a smaller set of manually selected features which are input 
directly into the classifier. In our study, we extract a large set of initial features which are 
input into a feature selection algorithm which automatically selects a smaller, relevant set 
of features for classification. Starting with a richer set of descriptive features increases 
the likelihood of ultimately using a more relevant set of features in classification and 
thereby the classification accuracy.  
For defining the region of interest, they define tumour regions based on post-contrast T1 
registered onto T2 to include low contrast tumour or necrotic tissue, but exclude 
peripheral blood vessels adjacent to enhancing tumour and exclude perilesional oedema. 
Our tumour regions include a larger abnormal region comprising for example solid 
tumour and cyst, observed on T2. This is also a result of our preference for using a semi-
automatic segmentation technique. 
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 Summary 3.12
The chapter presented a comprehensive literature review in order to select appropriate 
techniques and parameters for the automated processing pipeline. The processing 
framework involves pre-processing analysis, tumour segmentation, texture analysis, 
texture normalisation, feature selection and classification. The theoretical background of 
chosen methods including evaluation methods for each step was described.  
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 METHODOLOGY CHAPTER 4
This chapter presents the methodology of the overall processing methods, supporting the 
three objectives of section 1.2. It describes the four experiments and the quality control 
of datasets used in this thesis.  
 Introduction 4.1
Three main objectives were defined to achieve the aim of this thesis articulated in section 
1.2. The approach taken to achieve those objectives resulted in the integration of several 
methods to enhance diagnostic classification performance of paediatric brain tumours 
based on textural features extracted from conventional and diffusion MR images. Four 
main experiments were designed to evaluate the methods and optimise the processing 
outcome. This chapter explains the motivation, presents flowcharts of the experiments 
and describes methods of the entire processing pipeline. The overview of the entire 
workflow of this processing framework is shown in Figure 4.1. The four experiments: pre-
processing analysis for brain imaging data, brain tumour segmentation, classification of 
brain tumours based on TA of single modality MRI and classification of brain tumours 
based on TA of multimodal MRI are explained in section 4.2 to 4.5. The dataset and 
quality control of datasets used in this thesis is described in section 4.6 and 4.7. The 
literature review and theoretical background of the related subjects are described in 
chapter 3. 
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Figure 4.1: Processing pipeline of texture analysis of childhood brain tumour based on 
single modality and multimodal MRI. 
 Experiment 1: Pre-Processing Analysis for Brain Imaging 4.2
Data 
Pre-processing analysis is an important procedure in order to improve the SNR of MR 
images and therefore enhances TA-based classification accuracy. This pre-processing 
pipeline also enables multimodal MRI comparison by means of aligning different types of 
images onto the same spatial location for segmentation as well as standardising intensity 
ranges. The aim of experiment 1 is to identify the optimal pre-processing methods and 
associated parameter settings. The work-flow of this experiment is shown in Figure 4.2.  
Pre-processing analysis for brain imaging data based MRI has been well established by the 
FMRIB analysis group, providing a variety of standard neuroimage processing methods. As 
a result, the processes are executed by running shell scripts on FSL tool, as shown in 
Appendix B. The theoretical background of individual processing steps is presented in 
Feature Selection 
Classification  
 
Data pre-processing 
 
Brain Tumour Segmentation 
Texture analysis 
Scaling Textural Feature 
Feature Selection 
Single Modality 
MRI  
Multimodality 
Classification  
 
MR image 
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section 3.2, whereas this experiment details are presented chapter 5. The five processing 
methods are described below. 
Figure 4.2: Pre-processing analysis of brain imaging data based MRI. 
 Artefact Removal 4.2.1
As aforementioned in section 3.2.1, the B0 field mapping and eddy current correction are 
recommended artefact removal for diffusion MRI. However B0 field mapping is not 
applied in this work because the fieldmaps are not available in the CCLG database. To 
compensate for this, image registration is conducted to reduce motion artefacts and field 
inhomogeneity. The eddy current correction is applied for diffusion MRI dataset by using 
FMRIB’s Diffusion Toolbox (288). This tool corrects eddy current distortion by using affine 
registration to a reference volume. 
Eddy current correction 
 
Skull stripping: Examine threshold setting of BET method. 
Diffusion MRI reconstruction 
Intensity normalisation: Compare original intensity, decile-based 
piecewise linear transform and linear normalisation method.  
 
Image Registration: Examine similarity and cost function of FLIRT. 
MR image 
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 Skull Stripping  4.2.2
The skull stripping based on BET method is used. The choice of this method is explained in 
section 3.2.2. Due to the diversity of resolution and contrast, suitable threshold values are 
selected for each MR-based image type. Threshold value is initially set to 0.3. Final choice 
of threshold value can be changed depending on skull stripping result.  
 Diffusion Magnetic Resonance Image Reconstruction  4.2.3
ADC maps are reconstructed from either DWI or DTI, subjecting to data availability from 
CCLG database. ADC map is computed by using equation (2.25) in section 2.2.2. Most of 
DWI datasets consisted of two b-values: 𝑏0 and 𝑏1 of 0 and 1000 s/mm
2 respectively. In 
this work, however, three b-values are found in some cases, so the average of the ADC 
values is calculated, i.e. the first ADC map is obtained from 𝑏1 and 𝑏0; the second ADC 
map is obtained from 𝑏2 and 𝑏0; the average ADC values are the average of the first and 
second ADC maps. 
FA and MD maps are calculated from DTI dataset as shown in section 2.2.3. The DTI 
dataset from CCLG database are acquired with the number of scanning directions, ranging 
from 7 to 42 directions.  
 Image Registration  4.2.4
In order to align intermodal brain imaging data within the same subjects, linear 
registration with 6 DOF, correcting rotation and translation of the head during scanning, is 
recommended by Mark Jenkinson, head of structural image analysis and physics 
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modelling at FMRIB centre (Jenkinson M., personal communication, July 10, 2012). 
FMRIB’s Linear Image Registration Tool - FLIRT (95, 120), a popular tool used in many 
studies (200, 289), is employed in this thesis. Similarity and cost function is an important 
factor for mapping two images, as explained in section 3.2.3. In order to select a suitable 
mapping function, the correlation ratio (123), a default similarity function of FLIRT, is 
compared against a cost function named normalised mutual information.  
As reviewed in section 3.4, T2 provide the most sensitive imaging to pathology. 
Consequently, T2-weighted images are selected as reference images for registering 
multimodal MRI within the same subject.  
 Intensity Standardisation  4.2.5
Pixel intensity values of brain tissue are standardised to the same intensity interval based 
on linear normalisation and decile-based piecewise linear transform method. In linear 
normalisation, brain tissue of MRI and diffusion MRI are normalised to the interval of the 
standard scales [0,4095] and [0,1] respectively. The intensity at 2% and 98% percentiles of 
the overall image intensity range for each study case is used as the minimum and 
maximum robust intensity. For training stage in decile-based piecewise linear transform, 
the tail of the histogram is avoided and so the minimum and maximum percentile value of 
the overall intensity range is obtained at 2% and 98%.  An effective performance of the 
methods is compared by calculating the sum of mean difference square, described in 
section 3.2.4. 
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 Experiment 2: Brain Tumour Segmentation 4.3
Segmentation refers to the separation of background from the region of interest in an 
image and is an important step in differentiating brain tumour types. Experiment 2 has 
two stages. In the first stage, we identify which MR-based image type can better partition 
tumour from non-tumour region based on a proposed segmentation method. In the 
second stage, using the chosen image type from the first stage, we evaluate the semi-
automatic segmentation method against manual segmentation. A critical review of 
segmentation techniques, presented in section 3.3, is needed to understand relative 
merits of different techniques in order to select the most suitable existing technique or to 
postulate a novel technique for brain tumour segmentation. The evaluation methods are 
reviewed and discussed in section 3.3.3, whereas the details of experiment 2 are 
described in chapter 6.  
 Combined MNcut and GVF Snake Hybrid Method 4.3.1
The proposed algorithm is a hybrid semi-automatic segmentation technique, combining 
the MNcut and the GVF snake method (Figure 4.3). This method is hypothesised to 
improve the performance of the GVF snake method by reducing the number of input 
parameters and the likelihood of the snake progressing toward the wrong edges with the 
initial boundary produced by the MNcut technique. MR images displaying abnormal 
tissues are cropped to focus on the tumour region and to reduce the computational load 
for MNcut and GVF snake processing. Initially, tumour images are segmented by using the 
MNcut method. Sub-partitions are manually selected to form a complete tumour 
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boundary. This boundary constitutes an initial contour for the GVF snake method to 
capture the target edges.  
When using the MNcut method, the 𝐾 value (a number of segments) is defined by the 
user to obtain a segmentation result of acceptable quality. For the GVF snake method, 
appropriate parameter values of the deformable model were selected partially based on 
He et al. (290) and experimental results on our dataset. 
Figure 4.3: The proposed segmentation algorithm based on the combined MNcut and GVF 
snake method. 
 Evaluation of Segmentation 4.3.2
Four types of structural MRI are considered; T2, FLAIR, pre-contrast T1, post-contrast T1.  
In order to compare the segmentation results of four different types of MR images, each 
image type has to be acquired at the same spatial location (the same slice position and 
angulation). However, the resolution and especially the slice spacing of each MR 
sequence is sometimes acquired with different parameter settings. In experiment 2, the 
most similar plane of each MR sequence was selected and, as such, all images are 
Initial segmentation using the MNcut method 
Adjusted tumour boundary by the GVF snake method 
Crop MR image to focus on tumour region 
Final tumour boundary using MNcut and GVF snake method 
MR image 
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assumed as comparable. The original sequences are used instead of co-registered images, 
because the performance of the segmentation method is required to be examined on the 
original spatial resolution of each MRI sequence.  
 Five-Point Likert Scale of Evaluation 4.3.2.1
Three slices displaying a brain tumour region (corresponding to approximately the 
tumour’s middle axial plane) are used for evaluation based on the five-point Likert scale 
of evaluation criteria (291), which is a commonly used rating scheme. In this study, each 
item of the scale has a meaning associated to it, as tabulated in Table 4.1. The samples 
based on these scales were rated independently by the four evaluators.  
Table 4.1: Meaning of scores for the five-point Likert scale evaluation form. 
Score Meaning 
Strongly agree 5 
The segmentation is done very satisfactorily. No change is 
required (81%-100%). 
Agree 4 
The segmentation is done satisfactorily. Little change is required 
(61%-80%).   
Neutral 3 
The segmentation is done moderately well. Moderate change is 
required (41%-60%). 
Disagree 2 
The segmentation is done poorly. Large change is required  
(21%-40%). 
Strongly disagree 1 
The segmentation is done very poorly. Exhaustive change is 
required (0%-20%). 
In this thesis, the two-way ANOVA with mixed average measures of samples, denoted as 
ICC(3,k) is adapted. This form of ICC assumes that each subject was assessed by the same 
group of evaluators, but these particular evaluators are the only evaluators of interest 
and evaluators are a fixed effect on this evaluation study. Moreover, the average of k 
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rating and the mean of ratings are taken into account. This ICC function is implemented 
by Kevin Brownhill and available at File Exchange – MATLAB Central. In addition to the ICC 
analysis, the mean and standard deviation of the rating scores are also reported.  
 Supervised Evaluation 4.3.2.2
The MRI sequence gaining the highest average score from the five-point Likert scale 
evaluation is further evaluated based on the supervised evaluation approach. The manual 
segmentation is conducted by interpolating selected adjacent points on the tumour 
boundary. The proposed segmentation method was evaluated against the manual 
segmentation by measuring the sensitivity, specificity, modified Hausdorff distance, and 
the volume overlap ratios including dice coefficient as described in section 3.3.3.  
 Experiment 3: Classification of Brain Tumours Based on 4.4
Texture Analysis of Single Modality MRI 
Experiment 3 has two objectives. The first objective is identifying a feature selection 
method that performs well for this dataset. Using the chosen feature selection method, 
the second objective is ranking the classification results of individual MR image types. The 
workflows of the two steps are shown in Figure 4.4. The theoretical background of 
pattern recognition methods and validation techniques are reviewed in section 3.4 to 
3.10. The details of experiment 3 are described in chapter 7. 
In the first part, the two feature selection methods: PCA and the combined mRMR and 
SFS method are compared using the following methodology (Figure 4.4(a)). First raw 
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textural features are extracted from seven types of MR-based images: T2, FLAIR, pre-
contrast T1, post-contrast T1, ADC, MD and FA. For each image type a set of features are 
selected using the PCA and the combined mRMR and SFS method. Those chosen features 
are then input into the same classifier (SVM with a linear kernel). The feature selection 
method that performed better (in terms of classification accuracy) across all MR image 
types is deemed to be the more suitable technique. The performance evaluation employs 
a hypothesis test for two proportions.  
 
 
 
 
 
(a) (b) 
Figure 4.4: Classification of brain tumours based on TA of Single Modality MRI. The 
workflows of (a) identifying a feature selection method and (b) ranking MR-based image 
types based on classification accuracy.  
The second objective is ranking the MR-based image types by the classification accuracy 
(Figure 4.4(b)), so that the top-ranked image types may be used in the generation of a 
multimodal feature set to be used in experiment 4. The methodology for experiment 3 
involves computing a classification accuracy figure for each image type (across the same 
number test cases) keeping the feature selection and classification methods constant. The 
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classification accuracy for each image type is estimated using well known cross-validation 
and bootstrapping techniques as well comparative statistical testing. Specifically LOOCV, 
LOOB, .632 estimator, .632+ estimator methods are used.  
 Principal Component Analysis  4.4.1
To examine the classification accuracy of single modality MR image-based TA, the number 
of PCs against the prediction rate is calculated. The number of PCs that provides the 
maximum balanced accuracy (an average accuracy obtained from medulloblastoma, 
pilocytic astrocytoma and ependymoma) is used to report the classification accuracy, 
sensitivity and specificity of a dataset. The built-in PCA function in MATLAB is used in this 
thesis. This classification result is also compared with the classification based on the 
original features and the features selected by a combined mRMR and SFS method. 
 Combined mRMR and SFS method  4.4.2
As reviewed in section 3.6.2, the MID scheme of mRMR defined by equation (3.60) is 
employed with the first ten features being selected from the entire feature set. In order 
to optimise the classification result, the SFS approach is adapted to search the optimal 
combination within the ten top-ranked features. For scoring a feature in SFS, the accuracy 
is calculated by averaging the three prediction accuracy values of medulloblastoma, 
pilocytic astrocytoma and ependymoma. When there are multiple feature sets having the 
same average accuracy, a feature set with a smaller cardinality is chosen in order to 
reduce the risk of over-fitting.  
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 Experiment 4: Classification of Brain Tumours Based on 4.5
Texture Analysis of Multimodal MRI 
Experiment 4 aims to examine whether the TA of multimodal MRI can improve the 
classification of childhood brain tumours compared to TA of single modality MR 
techniques, as illustrated in Figure 4.5. The use of MR image types in multimodal MRI is 
based on the literature review and the results obtained from experiment 3, while the 
choice of feature selection is derived from experiment 3. Multinomial logistic regression 
and LOOCV techniques are used as the classifier and error estimator. Therefore the 
specific methods of experiment 4 are further detailed in chapter 8.  
Figure 4.5: Classification of brain tumours based on TA of Multimodal MRI. 
 Dataset 4.6
In order to maximise the available number of brain tumour study cases, the experiment 
datasets are acquired from multiple centres, stored in the CCLG database. The use of this 
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data is governed by a protocol defined by the CCLG Functional Imaging Group. The 
experiment datasets are anonymous to the author; as a result, there is no requirement 
for ethics approval of this research. The number of study cases used in each experiment is 
the maximum number of cases available at the time of the study. The axial multimodal 
MRI scans including T2, FLAIR, pre-contrast T1, post-contrast T1, DWI and DTI are used in 
this thesis.  
The pre-treatment dataset of embryonal, astrocytic and ependymal tumours are 
considered. The embryonal tumour type includes classic medulloblastoma (grade IV) and 
desmoplastic/nodular medulloblastoma (grade IV). Astrocytic tumour type includes 
pilocytic astrocytoma (grade I). Ependymal tumour type includes ependymoma (grade II) 
and anaplastic ependymoma (grade III). In this thesis, embryonal and ependymal tumour 
types are denoted as medulloblastoma (MB) and ependymoma (EP), respectively. 
Pilocytic astrocytoma is only subtype used from astrocytic tumour type and denoted as 
PA. These tumours are located in either infratentorial or supratentorial region.  
The nomenclature for labelling individual cases is the abbreviation of tumour type 
followed by trial number, e.g. MB718, PA622 and EP611. The imaging parameters of all 
study cases and all image types are separated into four experiments, listed in Appendix C. 
 Quality Control 4.7
Due to sources of variation in the data acquisition, the selection of the dataset for this 
study is qualified using the following criteria.  
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1) The dataset with strong effect of ghost or motion artefact were excluded from the 
study.  
2) In order to reconstruct DWI and DTI, b-matrix and b-value files are required by 
converting the DICOM to NIFTY file format. However, some cases are possibly 
corrupted and contain no b-matrix and b-value files. These cases are not included into 
the study. 
3) Due to protocol variations at the different centres and multiple slices acquired for the 
analysis, an image type would be excluded according to the slice spacing criteria. If 
the registered images have a slice spacing that is different from the T2 image (the 
reference image for registration and segmentation) by more than 25%, that image 
type is excluded. The slice difference is calculated from 100 x (𝑠1 - 𝑠2)/(⁡𝑠1 + 𝑠2), 
where 𝑠1 is a T2 image’s slice spacing and 𝑠2 is the slice spacing of the image being 
considered.  
4) If the skull stripping method fails to perform satisfactorily on any dataset, the original 
dataset is used for the analysis. 
 Summary 4.8
This chapter described the methodology of the four experiments employed to answer the 
research question of section 1.2, whether the multimodal MRI based TA can improve the 
classification of childhood brain tumours compared to single modality MR technique 
based TA. The four experiments include pre-processing analysis of brain imaging data, 
brain tumour segmentation, classification of brain tumours based on texture analysis of 
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single modality MRI and classification of brain tumours based on texture analysis of 
multimodal MRI.  
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 EXPERIMENT 1: PRE-PROCESSING CHAPTER 5
ANALYSIS FOR BRAIN IMAGING DATA 
This chapter presents the first experiment of the pre-processing framework described in 
section 4.2, supporting all three objectives of section 1.2. The background theory and 
literature review of pre-processing pipeline are described in section 3.2. In this chapter, 
neuroimage processing including examining different techniques and parameter settings 
are presented.  
 Introduction  5.1
In experiment 1, MR-based image processing includes artefact removal, skull stripping, 
diffusion MRI reconstruction, image registration and intensity normalisation. These 
techniques help to enhance the performance of segmentation, texture analysis and 
classification that are studied in more detail in chapters 6, 7 and 8. In the following 
sections we examine the parameter settings and compare the performance of several 
pre-processing techniques. 
As reviewed in section 3.2, a number of software packages are available for analysing 
brain imaging data based on MR images. FSL is one of the most established and 
specialised software libraries for analysing brain imaging data based on functional, 
conventional and diffusion MRI. FSL has robust algorithms, provides compatibility on 
various operating systems and offers a user-friendly Graphical User Interface. It also 
provides comprehensive procedures for the pre-processing pipeline including artefacts 
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removal, skull stripping, registration and DTI map reconstruction. Due to several benefits, 
FSL is employed for this processing analysis.  
 Material 5.2
A pre-treatment dataset of paediatric brain tumours based on seven MR-based image 
types depicting medulloblastoma, pilocytic astrocytoma and ependymoma cases are used 
in experiment 1. The number of MB, PA and EP cases available at the time this study was 
undertaken are listed in Table 5.1. The average and range of TR, TE, TI, resolution and 
slice thickness of the brain imaging data are shown in Table 5.2. The study cases with 
value of TR, TE, TI, resolution, FOV, slice thickness and magnetic field strength as well as 
the scanners used in experiment 1 are listed in section C.1, Appendix C. 
Table 5.1: Number of MRI and diffusion MRI dataset of three tumour types. 
Image type Medulloblastoma Pilocytic Astrocytoma Ependymoma 
ADC 25 33 18 
MD 19 16 8 
FA 19 16 8 
T2 25 33 18 
Pre-contrast T1 21 24 15 
Post-contrast T1 21 29 17 
FLAIR 20 19 9 
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Table 5.2: Imaging parameters for experiment 1. Average and range of TR, TE, resolution 
and slice thickness are presented in the format of average (min, max). 
Image 
type 
TR (ms) TE (ms) Resolution (mm) 
Slice thickness 
(mm) 
ADC 
4961 
(2486,8700) 
86 
(48,161) 
[1.4,1.4,5.1] 
([0.8,0.8,2.5],[2.4,2.4,8]) 
4.3 
(2.5,5) 
DTI 
6057 
(2486,12000) 
78 
(48,110) 
[1.8,1,8,3.7] 
([0.9,0.9,2.5],[2.4,2.4,6.5]) 
3.4 
(2.5,5) 
T2 
4766 
(2660,9140) 
87 
(14,119) 
[0.5,0.5,5] 
([0.4,0.4,3.9],[0.9,0.9,8.5]) 
4.0 
(3,5) 
FLAIR 
9930 
(8002,1100) 
116 
(89,140) 
[0.6,0.6,5.2] 
([0.4,0.4,3],[1,1,6.6]) 
4.4 
(3,6) 
Pre-T1 
602 
(360,1400) 
13 
(8.4,23) 
[0.6,0.6,5.3] 
([0.4,0.4,4.4],[0.9,0.9,7.5]) 
4.4 
(4,5) 
Post-T1 
557 
(8.2,828) 
15 
(2.3,23) 
[0.6,0.6,5.4] 
([0.4,0.4,1.9],[0.9,0.9,7.9]) 
4.2 
(0.8,6) 
TI of FLAIR = 2499 (2000, 2800) ms.  
 Results and Discussion 5.3
 Artefact Removal 5.3.1
Eddy current correction was applied on DWI and DTI to remove eddy current artefact, 
induced during acquisition of diffusion MRI. Figure 5.1 shows original, eddy current 
corrected and the difference of intensity between the two images. Even though the effect 
of eddy current correction is not apparent from visual inspection, the method is widely 
adopted to correct for this artefact, which causes geometric distortions. Hence we adopt 
the eddy current correction method offered by FSL as a verified standard pre-processing 
step in our processing pipeline.  
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Original images 
Eddy current 
corrected images 
Difference of 
intensity 
   
(a) DTI at b value = 0 s/mm2 
   
(b) DTI at b value = 1000 s/mm2 
Figure 5.1: A comparison between original and eddy current corrected images. Eddy 
current correction applied on DTI data at b-value = 0 s/mm2, and b-value = 1000 s/mm2. 
The difference of image intensity is a subtraction of eddy current corrected image from 
the original image (case MB532). 
 Skull Stripping 5.3.2
From the observation of skull stripping results, threshold values can be set to 0.3-0.35 for 
MRI and to 0.25 for diffusion MRI. On gross dataset, the BET method can remove most of 
non-brain tissues on T2, FLAIR, pre-contrast T1, post-contrast T1, DWI and DTI, as shown 
in Figure 5.2. According to FSL’s guideline, the results are acceptable although some non-
brain tissues such as eyeballs and nasal bone are not entirely removed. However, the 
result is deemed unacceptable if brain tissue is removed after skull stripping process. 
The BET method occasionally performed poorly on some dataset as shown in Figure 5.3. 
The brain extraction produced hollow region within brain tissue on DWI of Figure 5.3 (d) 
and especially on FLAIR images of Figure 5.3 (a) and (b). Although the threshold was set to 
a very low value, the brain tissue was not properly extracted. In the case of post-contrast 
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T1 images of Figure 5.3 (c), partial brain tissue was removed due to the similar intensity of 
brain tissue and the non-brain tissues. In the cases of poor skull stripping, the original 
brain imaging data are used instead for image registration. 
 Before After  Before After 
T2 
  
FLAIR 
  
Pre-
contrast 
T1 
  
Post-
contrast T1 
  
DWI 
  
DTI 
  
Figure 5.2: Satisfactory skull stripping outcomes obtained from BET method. Before and 
after skull stripping of a medulloblastoma based on T2, FLAIR, pre-contrast T1, post-
contrast T1, DWI and DTI (case MB783). 
 Before After  Before After 
FLAIR 
(MB532) 
  
FLAIR 
(PA666) 
  
 (a)  (b) 
Post-T1 
(EP871) 
  
DWI  
(MB536) 
  
 (c)  (d) 
Figure 5.3: Failure of skull removal on some datasets. The BET method produced hollow 
regions within the brain tissue on some types of MRI: FLAIR, post-contrast T1 and DWI.  
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 Diffusion MRI Reconstruction 5.3.3
Diffusion MRI reconstruction is conducted with the use of standard equations, explained 
in section 4.2.3, and functions in FSL. Examples of ADC, MD and FA maps reconstructed 
from DTI are shown in Figure 5.4. Observing the image characteristics, a FA map has 
distinctive features compared to a MD and ADC map, whereas the image features of MD 
and ADC map is similar. This is because FA aims to measure value of anisotropic diffusion, 
whereas ADC and MD attempt to measure an average of diffusion coefficient in each 
imaging voxel. 
  
b-value = 0 
s/mm2 
 
b-value = 1000 
s/mm2 
 
ADC 
 
MD 
 
FA 
Figure 5.4: Reconstruction of DTI images produces ADC, MD and FA maps (case MB718). 
 Image Registration 5.3.4
After the whole brain extraction was conducted before registration, the floating images: 
pre-contrast T1, post-contrast T1, FLAIR, ADC, MD and FA images are registered on the T2 
reference images within the same subject. Based on FLIRT method, correlation ratio (the 
default similar measure) was compared against normalised mutual information (cost 
function). Based on visual inspection, FLIRT method with the correlation ratio produces 
corrupted registration results for some cases, whereas FLIRT method with normalised 
mutual information produces a more satisfactory outcome on the same cases. For 
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example, post-contrast T1 images are not registered on T2 images correctly on three 
study cases, as shown in Figure 5.5.  
The registration with normalised mutual information worked well for all cases and all 
image types used in this thesis. For example, linear registration for a case involving a 
medulloblastoma tumour is shown in Figure 5.6. In addition, the interpolation based on 
sinc function is recommended over the interpolation based on trilinear (120). As a result, 
FLIRT with 6 DOF, normalised mutual information of cost function and sinc interpolation 
is used throughout the thesis. 
Case T2 Post-contrast T1 
Registered post-T1 
on T2 with CR 
Registered post-
T1 on T2 with 
NMI 
MB862 
    
PA776 
    
PA666 
    
Figure 5.5: Failure of registration based on CR similarity measure. Cases that are 
registered incorrectly with CR function but registered correctly with NMI function. 
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T2 
 
FLAIR 
 
Pre-contrast T1 
 
Post-contrast T1 
 
ADC 
 
FA 
 
MD 
Figure 5.6: Successful registration for a medulloblastoma with NMI cost function shows 
the same slice of T2, FLAIR, pre-contrast T1, post-contrast T1, ADC, FA and MD (case 
MB719). 
 Intensity Normalisation 5.3.5
The original images, images normalised by using the decile-based piecewise linear 
transform method and images normalised by using the linear normalisation method are 
displayed in Figure 5.7. For all three tumour types and all MR image types, the images 
normalised by using the linear normalisation method are brighter and have higher 
contrast than the original images and images normalised by using the decile-based 
piecewise linear transform method. This is because linear stretching provides a wider 
range of intensity transformation and enhances image contrast, thus better highlighting 
the pathological region. 
The intensity normalisation methods were examined by comparing sum of mean 
difference square, SMD between different tumour types (Table 5.3). The comparison of 
intensity normalisation methods shows that the linear normalisation method provides 
higher mean intensity difference between different tumour types, for most of MRI types, 
except for pre-contrast T1-weighted images. This implies that the linear normalisation 
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method provides the better classification of pathological tissues than the original image 
intensity and the decile-based piecewise linear transform method. As a result, the linear 
normalisation method is selected in this thesis. 
It should be noted that the two methods evaluated in this thesis are standard techniques 
widely used in MRI pre-processing. It is beyond the scope of this work to perform a 
comprehensive review of intensity normalisation techniques. However, for potential 
future studies the technique proposed by Ekin (292), presenting intensity normalisation 
method for MR images of pathological tissues, would be a useful refernce.      
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Figure 5.7: A comparison of intensity normalisation performed on a medulloblastoma 
(case MB783). For each MRI type: (i) original, (ii) applied decile-based piecewise linear 
transform and (iii) applied linear normalisation images.  
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Table 5.3: Mean and standard deviation of intensity for each tumour and MRI type. The 
value of sum of mean difference square, SMD summarises the power of discrimination of 
the intensity normalisation methods. 
 ADC MD FA T2 Pre-T1 Post-T1 FLAIR 
Original Image 
MB -0.12(0.00) -0.86(0.51) 0.59(1.04) -0.12(0.91) 0.05(0.94) -0.02(0.91) -0.22(0.55) 
PA 0.15(1.52) 0.77(0.83) -0.51(0.66) 0.12(0.97) -0.05(1.14) 0.04(1.09) 0.19(1.38) 
EP -0.11(0.01) 0.50(0.49) -0.39(0.76) -0.04(1.20) 0.01(0.91) -0.04(0.99) 0.09(0.80) 
SMD 0.05 1.52 0.72 0.03 0.01 0.00 0.09 
Decile-based Piecewise Linear Transform 
MB -0.35(0.33) -0.81(0.49) 0.65(0.89) -0.63(0.37) 0.16(0.92) -0.05(0.84) -0.15(0.53) 
PA 0.13(1.03) 0.71(0.83) -0.59(0.68) 0.57(1.10) -0.40(1.01) 0.14(1.21) 0.12(1.06) 
EP 0.26(1.41) 0.50(0.82) -0.36(0.94) -0.18(0.82) 0.41(0.92) -0.19(0.77) 0.07(1.61) 
SMD 0.21 1.36 0.86 0.73 0.34 0.06 0.04 
Linear Normalisation 
MB -1.06(0.38) -0.94(0.43) 0.70(0.83) -0.75(0.74) 0.11(0.80) -0.05(1.07) -0.04(0.75) 
PA 0.72(0.70) 0.86(0.64) -0.73(0.60) 0.63(0.80) -0.14(1.17) 0.17(0.99) 0.17(1.05) 
EP 0.15(0.77) 0.51(0.52) -0.21(0.92) -0.12(0.89) 0.06(0.99) -0.35(0.89) -0.27(1.37) 
SMD 1.66 1.82 1.05 0.96 0.03 0.15 0.10 
 Conclusions 5.4
This chapter presented the procedures for pre-processing before applying pattern 
recognition methods, described in the subsequent chapters. The process includes artefact 
removal, skull stripping, diffusion MRI reconstruction, registration, and intensity 
normalisation. From this study, it is learnt that default parameters recommended in the 
standard tool do not always work well for some cases in our study; therefore an 
experiment was conducted to select the optimal parameters for our dataset.   
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Skull stripping is recommended as aforementioned in section 3.2.2 to enhance 
registration performance. It is used as a part of the intensity normalisation method to 
scale intensity within the brain tissue region. However, it was found that skull stripping 
does not work well on some cases. Therefore registration was done with the original data 
for those cases. In registration, the default parameters of FLIRT did not perform well with 
our dataset. We found that normalised mutual information gives a better result than 
correlation ratio; hence normalised mutual information is used throughout the thesis. 
In order to standardise image intensity, it was initially reviewed that decile-based 
piecewise linear transform method is the ease of use and provides a suitable image 
intensity range for classification. However, empirically linear normalisation, a simpler 
technique, produced higher sum of mean difference square between tumour types. This 
implies that using the linear normalisation method should result in better classification 
accuracy. As a result, it is selected for the work in this thesis.  
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 EXPERIMENT 2: BRAIN TUMOUR CHAPTER 6
SEGMENTATION 
This chapter presents the hybrid segmentation and evaluation methods, addressing the 
first major objective of section 1.2. The methodology of experiment 2 is described in 
section 4.3. The hybrid segmentation method involving graph and active contour based 
image segmentation method is proposed and evaluated against the gold standard.  
 Introduction 6.1
In medical image analysis, the characterisation of histological types of brain tumours 
begins with the definition of a region of interest using a segmentation method. A 
segmentation method is used to extract target from irrelevant regions. In experiment 2, 
the goal is to extract brain tumour regions from healthy tissues.  
The hybrid semi-automatic segmentation based on the MNcut and GVF snake methods, 
as reviewed in section 3.3, is hypothesised to improve the capture range of brain tumour 
boundary. The method is applied on four types of MRI: T2, FLAIR, pre-contrast T1 and 
post-contrast T1. Subsequently four evaluators provide rating scores for tumour outlining 
on the four MRI types. A single type of MRI obtained the highest scores are selected and 
evaluated by comparing with manual segmentation.   
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 Material  6.2
The most common paediatric brain tumour types with pre-treatment MRI were 
considered; pilocytic astrocytoma, medulloblastoma, and ependymoma. The acquisition 
of T2, FLAIR, pre-contrast T1, and post-contrast T1 images was conducted in three 
separate centres using 1.5T GE, 1.5T and 3T Phillips scanners, following a common 
protocol defined by the CCLG Functional Imaging Group. All images were stored in the 
CCLG Functional Imaging Database. The number of PA, MB, and EP cases available at the 
time this study was undertaken is 15, 14 and 8 respectively. The average and range of TR, 
TE, TI, resolution and slice thickness of the brain imaging data are shown in Table 6.1. The 
study cases with value of TR, TE, TI, resolution, FOV, slice thickness and magnetic field 
strength as well as scanner’s manufacture used in experiment 2 are listed in section C.2, 
Appendix C. 
Table 6.1: Imaging parameters for experiment 2. Average and range of TR, TE, resolution 
and slice thickness are presented in the format of average (min, max). 
Image 
type 
TR (ms) TE (ms) Resolution (mm) 
Slice thickness 
(mm) 
T2 
4617 
(2660,9140) 
89 
(77,105) 
[11.3,12.6,5.8] 
([0.4,0.4,3.9], [402,448,50]) 
3.8 
(3, 5) 
FLAIR 
10071 
(8002,11000) 
119 
(89,140) 
[0.6,0.6,5.1] 
([0.4,0.4,4.4], [1,1,6.6]) 
4.4 
(4, 6) 
Pre-T1 
610 
(360,1400) 
13 
(8,18) 
0.6,0.6,5.1] 
([0.4,0.4,4.4], [0.9,0.9,6.5]) 
4.3 
(4, 5) 
Post-T1 
548 
(250,828) 
15 
(2.3,22) 
[0.6,2.5,4.9] 
([0.4,0.4,4.4], [0.9,0.9,6.6]) 
4.1 
(3, 6) 
TI of FLAIR = 2511 (2000, 2800) ms. 
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 Results and Discussion 6.3
This content presented in this section is organised using the following sub-sections: 1) 
segmentation outcomes, 2) evaluation based on scoring system, 3) evaluation based on 
supervised method, 4) constraints of the proposed method, 5) adaptation to the clinical 
environment and 6) future work.  
 Segmentation Outcomes 6.3.1
The segmentation results for T2, FLAIR, pre-contrast T1 and post-contrast T1 obtained 
from the proposed semi-automatic segmentation method are shown in Figure 6.1. For 
example in Figure 6.1 (a), a T2 image is cropped to reduce computational load and then 
initially segmented by using the MNcut method. The MNcut method produces multiple 
segments. Seven sub-regions within the T2 segmented images were selected to form an 
entire tumour region where the boundary was drawn. The initial boundary was 
subsequently adjusted by using the GVF snake method. The gradient of edge map and 
GVF field map produced by the GVF snake method are computed. The final boundary is 
adjusted by using the GVF snake method, showing the improved capture of the abnormal 
region. The segmentation results depend on parameter values of the semi-automatic 
segmentation method. For example, varying 𝐾 value of the MNcut method, while other 
parameters of the GVF snake method are fixed, the segmentation based on FLAIR image 
in Figure 6.2 can yield different tumour outlines. A higher 𝐾 value generally produces a 
better initial boundary, although it may require a higher level of manual input and longer 
computation time. 
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  T2 FLAIR Pre-T1 Post-T1 
Original 
images 
    
Segmented 
images by 
MNcut 
method 
    
MNcut 
boundaries 
    
Gradient 
maps 
    
GVF field 
maps 
    
Combined 
MNcut and 
GVF snake 
boundaries 
    
 (a) (b) (c) (d) 
Figure 6.1: The four MRI types of a pilocytic astrocytoma are segmented by the combined 
MNcut and GVF snake method. Tumours are initially segmented by the MNcut method 
and the derived tumour boundaries are refined by the GVF snake method (case PA873). 
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𝐾 
value 
Images segmented by the 
MNcut method 
Initial boundary obtained 
from the MNcut method 
Boundary after adjusted 
by the GVF snake method 
30 
   
90 
   
Figure 6.2: Segmentation results derived from two 𝐾 values of the MNcut method. FLAIR 
image based segmentation with different 𝐾 values of the MNcut method, and fixed 
parameters of GVF snake method (𝜎=1, threshold of Canny detector = 0.2) (case PA873). 
For the MNcut method, the 𝐾 value is initialised to 60. A variation is applied if the 
segmentation result is not satisfactory. Experimentally, 𝐾 values in the range [30, 150] 
are selected depending on the image type by adjusting the value in steps of 10. Compared 
to other MR image types, T2 images have better image contrast and generally require 
lower 𝐾 values. The suitable number of segments was experimentally determined to be 
between 30-100 segments for T2 images. The mid-range either 60 or 80 number of 
segments is more commonly used. 
For GVF snake method, according to He et al. (290)’s study, the parameters are set as 
follows. The Gaussian filter is used to blur images with 𝜎 set to between 1 to 3. The Canny 
edge detector is used to find an edge map with threshold set between 0.1 to 0.4, 
depending on tumour structure, 𝜇 = 0.2, 𝛼 = 1 and 𝛽 = 1. 
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 Five-Point Likert Scale of Evaluation  6.3.2
Brain tumour boundaries extracted from four types of MRI (T2, FLAIR, pre-contrast T1 and 
post-contrast T1) and from three tumour types (medulloblastoma, pilocytic astrocytoma 
and ependymoma) were assessed by using the five-point Likert scale of evaluation 
criteria. The evaluation was performed using visual inspection by four trained observers 
with knowledge of brain anatomy and tumour morphology. The evaluators rated the 
quality of semi-automatic segmentation results based on the five-point Likert scale of 
evaluation criteria, as demonstrated in Figure 6.3.  
Figure 6.3: A segmentation evaluation form. The tumour boundaries are semi-
automatically segmented from T2, FLAIR, pre-contrast T1 and post-contrast T1 (MB796). 
 
T2 
Strongly 
agree 
Agree Neutral Disagree Strongly 
disagree 
5 4 3 2 1 
 
 
FLAIR 
Strongly 
agree 
Agree Neutral Disagree Strongly 
disagree 
5 4 3 2 1 
 
 
Pre-contrast T1 
Strongly 
Agree 
Agree Neutral Disagree Strongly 
disagree 
5 4 3 2 1 
 
 
Post-contrast T1 
Strongly 
agree 
Agree Neutral Disagree Strongly 
disagree 
5 4 3 2 1 
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The boundaries drawn for each MRI type varies in relation to a visible abnormal region 
(Figure 6.4). The boundaries extracted from T2, FLAIR and pre-contrast T1 images 
generally reveal the capture of a larger tumour region because these image types have 
greater sensitivity to pathology. The boundaries obtained from post-contrast T1 images 
tend to have a smaller tumour region because these images have lesser extent of visible 
tumour, their enhanced patterns are more heterogeneous and tumour boundaries are 
less well defined. 
Tumour T2 FLAIR Pre-contrast T1 Post contrast T1 
MB783 
 
    
PA934 
 
    
EP535 
 
    
Figure 6.4: Semi-automatic segments of medulloblastoma, pilocytic astrocytoma, and 
ependymoma based on T2, FLAIR, pre-contrast T1, and post-contrast T1. 
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From the five-point Likert scale of evaluation, the average score rated by the four 
evaluators and the inter-rater reliability on the ratings is shown in Figure 6.5. On average, 
the evaluators rated the T2 based segmentation as highest, while post-contrast T1 based 
segmentation was rated as lowest (Figure 6.5 (a) – (d)). However, one of the evaluators 
rated the T2 based segmentations on pilocytic astrocytomas slightly lower compared to 
the FLAIR based segmentation (Figure 6.5 (c)). On average, the inter-rater reliability of the 
T2 and post-contrast T1 based segmentation are over 0.8 (Figure 6.5 (e)).  
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
Figure 6.5: The average score with standard deviation obtained from segmentation scores 
rated by the four evaluators (a) all tumour types, (b) medulloblastoma cases, (c) pilocytic 
astrocytoma cases, (d) ependymoma cases and (e) intraclass correlation coefficient. The 
average score and standard deviation are indicated by a bar height and error bar.  
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The scores of the FLAIR and pre-contrast T1 based segmentation are relatively similar and 
generally have lower scores than the T2 based segmentation (Figure 6.5 (a) – (d)). The 
inter-reliability of rating FLAIR and pre-contrast T1 based segmentation varied depending 
on tumour types (Figure 6.5 (e)). 
From the evaluation based on five-point Likert scale, the proposed semi-automatic 
segmentation method performs better for some image types, particularly for T2 images 
because its sensitivity to lesions and oedema provides greater visibility of pathological 
tissues and hence offers higher distinction between tissues. The method performs less 
well for post-contrast T1 images than the other image types because they appear more 
heterogeneous and consecutive homogeneous regions are difficult to define. 
Improved segmentation results can be achieved with parameters optimised for each 
image type, particularly for those with greater heterogeneity of post-contrast T1. In some 
cases, the contrast agent enhances pathological tissues and exhibits a thick rim-enhancing 
lesion. The semi-automatic segmentation method can sometimes only capture the inner 
boundary of a rim-enhancing lesion on post-contrast T1 images because the MNcut 
method separate two regions of the edges and the GVF snake method can only capture 
one part of the edges. 
The evaluation based on Likert scale criteria is known as a subjective evaluation, which 
may have two factors influencing the evaluators’ scores. One is that how well the 
delineation of the semi-automatic method matched the visible abnormality on the image. 
Another is that how well the delineation of the semi-automatic method matched the 
tumour border as judged from all of the image types together. The first of these 
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corresponds to the performance of the semi-automatic segmentation method itself for 
the image, while the second includes an additional evaluation of the ability of that image 
type to capture the entire extent of the tumour border. The amount of emphasis placed 
on each of these factors will probably have been different for each observer.   
Despite these limitations of the subjective evaluation, the optimal delineation of brain 
tumour region produced by this segmentation method was rated to be based on T2-
weighted images, which corresponds to the study of Tsuchiya et al. (94); stating that T2-
weighted images are the most sensitive for detecting intracranial lesions. In addition, the 
results of the subjective evaluation showed that the level of importance of the image type 
is in agreement with the way MR image types used in a clinical delineation of a brain 
tumour in children.  
Clinically, the delineation of a brain tumour is performed on a single image type, but with 
information gathered from examining a combination of MR sequences. Lesley 
Macpherson, a radiologist at University Hospitals Birmingham NHS Foundation Trust, gave 
her viewpoint on deciding brain tumour boundary in children; it highly depends on T2, 
moderately depends on FLAIR and pre-contrast T1, and occasionally depends on post-
contrast T1 images. The tumour boundary is generally delineated on T2 images 
(Macpherson L., personal communication, October 22, 2013). However, Nigel P. Davies, a 
lead MRI Physicist at University Hospitals Birmingham NHS Foundation Trust, pointed out 
the difference of outlining adult brain tumours. Outlining adult high-grade tumours is 
more dependent on post-contrast T1 images, while outlining adult low-grade tumours is 
more commonly done on T2 and/or FLAIR images (Nigel P. Davies, personal 
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communication, July 4, 2014). As a result, the evaluation outcome of the semi-automatic 
segmentation method can be different for outlining adult brain tumours. 
 Supervised Evaluation 6.3.3
From the five-point Likert scale of evaluation results, the semi-automatic segmentation 
can delineate the boundary of abnormal tissue on T2 better than FLAIR, pre-contrast T1, 
and post-contrast T1 images. To further quantify the quality of the proposed 
segmentation method based on T2 images, manual segmentation was conducted. The 
semi-automatic segmentation and manual segmentation was conducted by the same 
person, who has knowledge of brain anatomy and tumour morphology, because the 
decision of outlining tumour border should be consistent between the two segmentation 
approaches. An example of brain tumour outlining obtained from the manual and semi-
automatic segmentation method is shown in Figure 6.6.  
 
(a) 
 
(b) 
 
(c) 
Figure 6.6: A comparison of tumour boundaries derived from manual segmentation and 
semi-automatic segmentation based on T2 image (a) original image, (b) tumour boundary 
obtained from manual segmentation and (c) tumour boundary obtained from the semi-
automatic segmentation method (case MB532). 
A quantitative comparison was performed based on the average and standard deviation 
of sensitivity, specificity, and modified Hausdorff distance (MHD) and volume overlap 
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ratios and dice coefficient, as shown in Table 6.2. High sensitivity, high specificity, and 
short distance computed by using MHD imply high similarity between manually and semi-
automatically segmented tumour volumes. On average, the volume overlap ratios show 
that the semi-automatic and manual segmentation capture a similar region, with mean of 
the volume overlap over semi-automatically segmented volume (Ratio1), volume overlap 
over manually segmented volume (Ratio2) and dice coefficient being 95%, 90%, and 93% 
respectively.  
Table 6.2: Comparison between manual segmentation and semi-automatic segmentation. 
The evaluation is based on sensitivity, specificity and modified Hausdorff distance, ratio 1, 
ratio 2 and dice coefficient. Average (standard deviation) of the evaluation criteria is 
represented.  
Evaluation  MB PA EP Total 
Sensitivity 91.0% (3.1) 90.5% (6.1) 89.2% (3.4) 90.4% (4.6) 
Specificity 99.4% (0.6) 99.3% (0.8) 99.0% (0.7) 99.3% (0.7) 
MHD 0.8 (0.3) 0.9 (0.5) 1.1 (0.5) 0.9 (0.4) 
Ratio 1 97.1% (2.6) 93.6% (8.0) 95.0% (4.0) 95.2% (5.8) 
Ratio 2 91.0% (3.1) 90.5% (6.1) 89.2% (3.4) 90.4% (4.6) 
Dice coefficient 93.8% (1.6) 91.6% (4.5) 91.8% (1.8) 92.5% (3.3) 
Compared to manual segmentation, semi-automatic segmentation of medulloblastoma 
tends to have more similarity and less deviation than that of pilocytic astrocytoma and 
ependymoma. This is because simpler pathological structures of medulloblastoma are 
relatively easier to delineate. The Ratio 1 shows higher value than the Ratio 2 and the dice 
coefficient. This implies that the semi-automatically segmented volumes could be under-
segmented or have smaller volumes in comparison with manually segmented volumes. 
174 
The non-overlapping volumes are the volumes which may be misclassified by either the 
manual or semi-automatic segmentation method.  
Experiment 2 is conducted on a computer with the specification of CPU intel Core i5 @ 
2.4 GHz and RAM 6 GB. Based on this machine, the computation time for semi-automatic 
segmentation method of each slice is approximately 30-120 seconds, while the time 
required for manual segmentation depends on the level of expertise of the operator. 
 Constraints of the Proposed Method 6.3.4
The proposed segmentation method provides extraction of abnormal brain region based 
on T2 better than FLAIR, pre-contrast, post-contrast T1 (see Figure 6.5). The method 
offers better coverage of abnormal region than using a single technique alone based on 
visual inspection (see Figure 6.1). The MNcut method produces an initial boundary which 
reduces the number of seed points for the GVF snake technique and the chance of the 
snake contour moving towards the wrong boundary. The GVF snake method refines the 
boundary obtained from the MNcut method and offers an optimal outlining. 
Furthermore, the supervised evaluation results showed over 90% similarity between the 
boundaries obtained from manual and semi-automatic segmentation methods (see Table 
6.2). As a result, this segmentation method is suitable for the purpose of our study.   
Although the proposed hybrid semi-automatic segmentation method offers several 
advantages, some limitations of this approach need to be improved. The main constraint 
of this segmentation technique is the requirement of two main interactions from the 
operator; the input number of segments for the MNcut method and the setting of the 
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threshold for edge detection used in the GVF snake technique. These parameters rely 
heavily on the tissue structures and image contrast.  
A default number of segments can be initialised so that there is no requirement from the 
operator; however, the number of segments is data dependent and an appropriate value 
can be manually selected to optimise the result. The higher the number of segments, the 
higher the number of patterns obtained. A tumour image having less complex structures 
or a well-defined tumour boundary generally requires a smaller number of segments.  
In edge detection used in the GVF snake technique, higher threshold values may be 
required to remove lines either within or surrounding the abnormal region to avoid 
tracing toward an unsatisfactory boundary. On the other hand, lower threshold values 
may be preferred to maintain the boundary of a faint contour.  
 Adaptation to Clinical Environment 6.3.5
The proposed technique is simple, reduces manual input, offers faster operation and 
produces high accuracy compared to manual segmentation. Due to the ability of the GVF 
snake algorithm to progress towards the tumour boundary, an operator only needs to 
select certain sub-regions produced by the MNcut method that make up the ROI. As the 
required manual input to GVF snake is the boundary of a composite region, the operator 
can select any coordinate within a sub-region in order to mark it as selected. This is much 
less labour-intensive and the operator does not require extensive oncological expertise to 
perform this task. The resulting ROI is then used in the next steps of the processing 
pipeline to produce an automated diagnosis. This could be advantageous in a clinical 
setting to complement conventional radiological diagnosis.  
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 Future Work 6.3.6
Although the combined MNcut and GVF snake method provides the optimal 
segmentation for abnormal brain region based on T2 datasets, it still requires further 
improvement to provide differentiation of distinct tissue compositions within the 
abnormal region. Single modality MRI cannot provide sufficient information for extracting 
sub-regions. Post-contrast T1-weighted images demonstrate blood-brain barrier 
breakdown and highlight specific tissues such as necrosis and active tumour region (293). 
FLAIR images represent more vivid depiction of cystic region and better differentiate 
between maldevelopmental/porencephalic and neoplastic/inflammatory lesions than do 
other MRI (294). FLAIR can also distinguish between cystic intracranial lesions and CSF 
with high sensitivity (88). As a result, the use of multimodal MRI analysis can provide 
added advantages of differentiating tissue types. 
Because T2-weighted image based segmentation empirically provides better tumour 
delineation, T2-weighted images can potentially be used as reference images for 
registration and consequently segmentation of other MR image types. Within the T2 
based segmented region, the other co-registered images can be segmented by using the 
MNcut method. The sub-regions obtained from each image type could be used to identify 
distinct components within abnormal tissues. 
 Conclusions 6.4
This chapter presented a hybrid semi-automatic segmentation technique, based on the 
MNcut and GVF snake methods. The method was applied to four types of structural MRI: 
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T2, FLAIR, pre-contrast T1, and post-contrast T1 and three conclusions were drawn as 
follows. 
First, this approach improves upon the MNcut or GVF snake method alone by increasing 
the capture range of tumour boundary delineation. The MNcut method provides an initial 
contour to reduce the number of input parameters for the GVF snake method and 
prevents the snake falling into local minimum (or progress into the wrong edges). The 
GVF snake method subsequently adjusts jagged contours produced from the MNcut 
method and extends the capture range of abnormal region.  
 Second, the five-point Likert scale evaluation revealed that the T2-based semi-automatic 
segmentation method provided a better delineation of tumour boundary in comparison 
with segmentation based on other image types. In addition, the tumour boundary 
obtained from the T2-based semi-automatic segmentation method has relatively similar 
capture range to the manual segmentation approach.  
 Third, the proposed hybrid semi-automatic segmentation technique promises to be useful 
in clinical settings, because it can be performed within a shorter timeframe than manual 
segmentation and does not require extensive neuroanatomical expertise. It could also be 
used as the first step in a manual segmentation allowing rapid refinement.  
In terms of future work, to separate abnormal components, such as cystic regions from 
solid tumours, the combination of multi-sequence MR image based segmentation should 
be further investigated.      
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 EXPERIMENT 3: CLASSIFICATION OF CHAPTER 7
BRAIN TUMOURS BASED ON TEXTURE ANALYSIS OF 
SINGLE MODALITY MRI 
This chapter presents the methods of pattern recognition employed to differentiate 
childhood brain tumours based on textural features of single MRI modality, supporting 
the second objective of section 1.2. This process includes TA for feature generation, 
feature selection for dimensionality reduction and, classification for the discrimination of 
tumour types. Classification performance derived from the TA of individual MR modality 
is validated and compared using several validation methods and statistical hypothesis 
testing.   
 Introduction 7.1
Textural features derived from MR images have been shown to provide high sensitivity 
for the characterisation of histological types of brain tumours. In order to obtain a robust 
textural feature set, an appropriate feature selection method is required to reduce 
dimensionality, to define a good feature combination and so to enhance classification 
rate, as reviewed in section 3.6. 
This chapter investigates the two different feature selection techniques: PCA and the 
combined mRMR and SFS method. PCA is a popular feature extraction and dimensionality 
reduction method, which has been used for MR image based brain tumour classification 
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(19, 258). Mutual information based feature selection has also been widely applied on 
medical data analysis (259-261). Minimum redundancy and maximum relevance 
proposed by Peng et al. (257), is one of popular MI based feature selection methods, 
which has been useful for classifying MR image based brain diseases including brain 
tumours (262-264).  
A better feature selection method obtained from the experiment is subsequently used in 
the classification process to identify which image type can provide better discriminative 
power through the use of texture analysis. The theoretical background of these feature 
selection methods were described in section 3.6. The design of experiment 3 is illustrated 
in the flowchart (Figure 4.4) in section 4.4. 
 Material 7.2
Three types of pre-treatment paediatric brain tumours have been considered: embryonal, 
astrocytic and ependymal tumours. The number of embryonal, astrocytic and ependymal 
cases available at the time this study was undertaken are 12, 8 and 6 cases. The number 
of subtype is shown in Table 7.1. All cases were obtained from the CCLG database. The 
structural and diffusion MRI scans were acquired from four centres using a 1.5T GE, 1.5T 
Siemens, 1.5T and 3T Phillips scanners, following a common protocol defined by the CCLG 
Functional Imaging Group. The average and range of TR, TE, TI, resolution and slice 
thickness of the brain imaging data are shown in Table 7.2. The study cases with value of 
TR, TE, TI, resolution, FOV, slice thickness and magnetic field strength as well as the 
scanners used in experiment 3 are listed in section C.3, Appendix C. 
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Table 7.1: Number of subjects for each tumour type for experiment 3. 
WHO 
Defined 
Tumour 
Embryonal  Astrocytic  Ependymal 
Subtype medulloblastoma 
Desmoplastic 
/nodular 
medulloblastoma 
Pilocytic 
Astrocytoma 
Ependymoma 
Anaplastic 
Ependymoma 
Number of 
cases 
11 1 8 2 4 
Table 7.2: Imaging parameters for experiment 3. Average and range of TR, TE, resolution 
and slice thickness are presented in the format of average (min, max). 
Image 
type 
TR (ms) TE (ms) Resolution (mm) 
Slice thickness 
(mm) 
ADC 
5194 
(2486,8575) 
79 
(48,100) 
[1.4,1.4,4.4] 
([0.8,0.8,2.5],[2.2,2.2,5]) 
3.9 
(2.5, 5) 
DTI 
6824 
(2486,12000) 
80 
(48,101) 
[1.9,1.9,3.5] 
([0.9,0.9,2.5],[2.2,2.2,5]) 
3.1 
(2.5, 4.2) 
T2 
4765 
(3000,8162) 
86 
(77,100) 
[0.5,0.5,4.3] 
([0.4,0.4,3.9], [0.5,0.5,5]) 
3.7 
(3, 4) 
FLAIR 
10154 
(8002,11000) 
113 
(89,136) 
[0.6,0.6,5.2] 
([0.5,0.5,4.4], [1,1,6.5]) 
4.4 
(4, 5) 
Pre-T1 
600 
(373,819) 
13 
(8,18) 
[0.6,0.6,4.8] 
([0.5,0.5,4.4], 0.9,0.9,6.5]) 
4.1 
(4, 5) 
Post-T1 
508 
(250,676) 
14 
(2.3,21) 
[0.6,0.6,4.9] 
([0.5,0.5,4.4], [0.9,0.9,6.5]) 
4.0 
(3, 5) 
TI of FLAIR = 2581 (2000, 2800) ms. 
 Results and Discussion 7.3
After the process of data pre-processing analysis, tumour regions of conventional and 
diffusion MR images are defined using T2 images as references. Figure 7.1 illustrates the 
effectiveness of using the T2 tumour boundary across the six other image types using a 
typical case drawn from each of the three tumour types.  
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 T2 FLAIR Pre-T1 Post-T1 MD FA ADC 
MB 
783 
       
PA 
808 
       
EP 
821 
       
Figure 7.1: Tumour boundaries of the three tumour types. Tumour boundaries of medulloblastoma, pilocytic astrocytoma and 
ependymoma based on T2, FLAIR, pre-contrast T1, post-contrast T1, MD, FA, and ADC. A typical case of each tumour type is shown: cases 
MB783, PA808 and EP821. 
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Specifically, the tumour boundaries of medulloblastoma, pilocytic astrocytoma and 
ependymoma are drawn on seven MR-based image types: T2, FLAIR, pre-contrast T1, 
post-contrast T1, MD, FA and ADC. The textual features are derived from the tumour 
regions and subsequently an optimal set of textural features is selected for classification.  
Further results and discussion in this section is organised using the following sub-sections: 
1) classification based on PCA, 2) classification based on the combined mRMR and SFS 
method, 3) comparative analysis of the feature selection methods in order to identify 
which image types provide better classification outcomes, 4) evaluation of classifier, 5) 
effects from texture analysis and 6) comparative studies between our and the two recent 
published papers. 
 PCA Based Classification  7.3.1
From the classification based PCA method, two observations can be drawn from the 
results. First, conventional and diffusion MRI require different number of PCs to obtain 
the highest classification accuracy. The number of PCs is an important parameter in PCA 
analysis, with diffusion MRI generally requiring less number of components to achieve 
maximum classification rates than MRI (Figure 7.2). This shows that the textural features 
derived from diffusion MRI contain a stronger textural feature set in the top-ranked PCs.  
Second, at the maximum classification accuracy, PCA based feature selection shows that 
ADC, T2 and post-contrast T1 based textual features provide the top-three best 
classification of the three tumour types, while MD, FA, pre-contrast T1 and FLAIR based 
textural features yield lesser accuracy in that order. The sensitivity and specificity of the 
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three tumour types obtained at the optimal number of PCs also shows a higher sensitivity 
and specificity of ADC, T2 and post-contrast T1 than other image types (Table 7.3).  
 
Figure 7.2: The variation of classification accuracy with respective to the number of PCs 
for TA based on conventional and diffusion MRI. The classification accuracy is measured 
using leave-one-out cross validation technique. 
Table 7.3: Sensitivity and specificity for medulloblastoma, pilocytic astrocytoma, 
ependymoma at the optimal number of principal components.  
Image 
Number 
of PCs 
Medulloblastoma Pilocytic Astrocytoma Ependymoma 
Sensitivity   Specificity Sensitivity Specificity Sensitivity Specificity 
ADC 3 91.7% 92.9% 77.8% 94.1% 60.0% 85.7% 
MD 5 72.7% 73.3% 85.7% 89.5% 50.0% 88.9% 
FA 5 71.4% 83.3% 66.7% 88.2% 66.7% 82.6% 
T2 5 90.1% 86.7% 87.5% 94.4% 57.1% 89.5% 
FLAIR 6 46.7% 54.6% 50.0% 75.0% 20.0% 76.2% 
Pre-T1 13 80.0% 75.0% 62.5% 83.3% 25.0% 77.8% 
Post-T1 5 73.3% 90.9% 87.5% 94.4% 100% 87.0% 
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 Combined mRMR and SFS Method Based Classification 7.3.2
For each image type, the ten top-ranked features are selected by mRMR method and an 
optimal feature set is searched by SFS technique (Table 7.4). The feature subset selected 
from this technique is similar to the findings presented by Krier et al. (261) in the sense 
that the group of most individually relevant features does not always provide the superior 
prediction result. Adding some less relevant features to the feature set contributes more 
to the accuracy of the classifier than using the top-ranked relevant features only.  
This combined mRMR and SFS approach shows that the classification of ADC, T2 and post-
contrast T1 based textural features are the top-three most informative, while MD, FA, 
FLAIR and pre-contrast T1 based textural features yield lesser accuracy in that order. This 
method also shows a higher sensitivity and specificity of ADC, T2 and post-contrast T1 
compared with other image types (Table 7.5). 
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Table 7.4: Textural features selected by using mRMR and followed by SFS method. 
Image type 
The top 10th features selected by using 
mRMR 
Features selected by mRMR and  
SFS method 
ADC  
(DWI or DTI) 
𝑎𝑢𝑡𝑜𝑐(1, 0∘), 𝐻𝑎𝑎𝑟(𝐷4), 𝐿𝑅𝐸⁡0∘, 𝑚, 
𝑠𝑣𝑎𝑟(1, 0∘), 𝐿𝑅𝐸⁡45∘, 𝑚𝑎𝑥𝑝𝑟(1, 0∘), 
𝑠𝑜𝑠𝑣(1, 0∘), 𝐿𝑅𝐸⁡90∘, 𝐺𝐿𝑁⁡0∘ 
𝑎𝑢𝑡𝑜𝑐(1, 0∘), 𝐺𝐿𝑁⁡0∘, 𝑠𝑜𝑠𝑣(1, 0∘) 
MD (DTI) 𝑠𝑎𝑣𝑔(5, 0∘),⁡𝑑𝑒𝑛𝑡(2, 45∘), 𝑠𝑣𝑎𝑟(1, 0∘), 
𝑆𝑅𝐿𝐺𝐸⁡90∘, 𝑚, 𝑆𝑅𝐸⁡45∘, 𝑠𝑣𝑎𝑟(1, 45∘), 
𝑚𝑎𝑥𝑝𝑟(3, 135∘), 𝑆𝑅𝐸⁡135∘, 𝑠𝑣𝑎𝑟(1, 90∘) 
𝑠𝑣𝑎𝑟(1, 0∘),⁡𝑠𝑣𝑎𝑟(1, 45∘), 
𝑠𝑣𝑎𝑟(1, 90∘),⁡𝑚,⁡𝑆𝑅𝐸⁡135∘, 
𝑆𝑅𝐿𝐺𝐸⁡90∘,⁡𝑚𝑎𝑥𝑝𝑟(3, 135∘), 
𝑠𝑎𝑣𝑔(5, 0∘) 
FA (DTI) 𝑒𝑛𝑡𝑟𝑜(2, 45∘), 𝑐𝑠ℎ𝑎𝑑(5, 135∘), 
𝑠𝑦𝑚4(𝐷4), 𝑐𝑜𝑟𝑟𝑝(5, 45∘),⁡𝑠𝑦𝑚4(𝐻3), 
𝑅𝑃⁡90∘, 𝑒𝑛𝑡𝑟𝑜(2, 90∘), 𝑐𝑜𝑟𝑟𝑝(3, 0∘),  
𝑆𝑅𝐻𝐺𝐸⁡45∘, 𝑒𝑛𝑡𝑟𝑜(3, 45∘) 
𝑅𝑃⁡90∘, 𝑆𝑅𝐻𝐺𝐸⁡45∘ 
 
T2 𝑐𝑠ℎ𝑎𝑑(3, 135∘), 𝑠𝑒𝑛𝑡(5, 135∘), 
𝐿𝑅𝐿𝐺𝐸⁡90∘,⁡𝑐𝑠ℎ𝑎𝑑(1, 90∘), 𝑚, 
𝐻𝐺𝑅𝐸⁡0∘, 𝑐𝑠ℎ𝑎𝑑(2, 135∘), 
𝑚𝑎𝑥𝑝𝑟(2, 135∘), 𝑐𝑠ℎ𝑎𝑑(3, 0∘), 
𝐿𝑅𝐻𝐺𝐸⁡0∘ 
𝑐𝑠ℎ𝑎𝑑(3, 135∘), 𝑠𝑒𝑛𝑡(5, 135∘),  
𝑚, 𝐻𝐺𝑅𝐸⁡0∘, 𝑐𝑠ℎ𝑎𝑑(2, 135∘), 
𝑐𝑠ℎ𝑎𝑑(3, 0∘) 
 
FLAIR 𝑑𝑒𝑛𝑡(3, 90∘), 𝑠𝑦𝑚4(𝐻1), 𝐺𝐿𝑁⁡135∘, 
𝑖𝑚𝑐1(2, 90∘), 𝑑𝑒𝑛𝑡(4, 0∘), 𝐷4(𝐷2), 
𝐺𝐿𝑁⁡90∘, 𝑖𝑚𝑐1(3, 90∘), ℎ𝑜𝑚𝑜(5, 90∘), 
𝑣𝑎𝑟 
𝑠𝑦𝑚4(𝐻1), 𝐷4(𝐷2), 𝐺𝐿𝑁⁡135∘, 
𝑖𝑚𝑐1(3, 90∘), 𝐺𝐿𝑁⁡90∘, 𝑣𝑎𝑟 
 
Pre-contrast 
T1 
𝑠𝑦𝑚4(𝐻1), 𝑠𝑒𝑛𝑡(5, 90∘), 𝐿𝐺𝑅𝐸⁡0∘, 
𝑣𝑎𝑟, 𝑠𝑘, 𝐻𝑎𝑎𝑟(𝐻2), 𝑖𝑚𝑐2(1, 90∘), 
𝑒𝑛𝑡𝑟𝑜(1,0∘), 𝐻𝑎𝑎𝑟(𝐴), 𝑖𝑚𝑐1(1, 135∘)  
𝑠𝑦𝑚4(𝐻1) 
Post-contrast 
T1 
𝑠𝑦𝑚4(𝐷1), 𝑐𝑝𝑟𝑜𝑚(1, 45∘), 𝐺𝐿𝑁⁡0∘, 
𝑐𝑠ℎ𝑎𝑑(2,45∘), 𝑠𝑦𝑚4(𝐻1), 𝐿𝑅𝐿𝐺𝐸⁡0∘, 
𝑆𝑅𝐿𝐺𝐸⁡45∘, 𝑐𝑠ℎ𝑎𝑑⁡(3, 90∘), 𝐺𝐿𝑁⁡45∘, 
𝑐𝑝𝑟𝑜𝑚(1, 135∘) 
𝑠𝑦𝑚4(𝐷1), 𝐺𝐿𝑁⁡0∘, 
𝑐𝑠ℎ𝑎𝑑⁡(3, 90∘),𝑐𝑠ℎ𝑎𝑑(2,45∘),
𝑐𝑝𝑟𝑜𝑚(1, 45∘) 
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Table 7.5: Sensitivity and specificity for medulloblastoma, pilocytic astrocytoma, 
ependymoma derived from the combined mRMR and SFS method based classification. 
Image type 
Medulloblastoma Pilocytic Astrocytoma Ependymoma 
Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity 
ADC 100% 92.9% 100% 94.4% 66.7% 100% 
MD 91.7% 85.7% 100% 94.4% 50.0% 95.0% 
FA 83.3% 85.7% 87.5% 77.8% 33.3% 95.0% 
T2 91.7% 92.9% 100% 94.4% 83.3% 100% 
FLAIR 100% 35.7% 50.0% 100% 16.7% 100% 
Pre-T1 100% 28.6% 50.0% 100% 0% 100% 
Post-T1 100% 92.9% 100% 88.9% 50.0% 100% 
In order to visualise higher dimensional variables, we employed PCA to study the 
distribution of features in two-dimensional space. After features are selected by the 
combined mRMR and SFS method, the features are transformed to the 1st and 2nd PC (see 
Figure 7.3). This figure illustrates that medulloblastoma and pilocytic astrocytoma can be 
linearly separated in the cases of ADC, MD, T2 and post-contrast T1 images but less likely 
to be linearly separable for other image types.  
Features obtained from ependymoma images lie between those obtained from 
medulloblastoma and pilocytic astrocytoma images and therefore difficult to differentiate 
from the other two tumour types. It is important to note here that although this figure 
provides a useful graphical explanation of the classification difficulty using 2D projection, 
the classification results presented in the thesis are based on a higher-dimensional 
classification exercise. 
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Figure 7.3: Plot of 1st and 2nd PC of 
features selected by combined mRMR and 
SFS method. 
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 Comparative Analysis 7.3.3
In terms of classification accuracy, PCA based classification generally provides better 
results than using the original feature set, but gives lower discrimination rates than the 
combined mRMR and SFS method (Figure 7.4). The fact is that the PCA method 
transforms all training data to obtain the maximum variance and still keeps all textural 
feature variables to generate the PCs. Some outliers or noise, contributed by less 
separable textural features in the PCs, can affect the classification outcome. Combining 
mRMR and SFS schemes enhances the discrimination performance for all types of MRI.  
In statistical hypothesis testing (Table 7.6), PCA and the combined mRMR and SFS method 
based classification are not significantly different at 90% confidence interval, except the 
combined mRMR and SFS method produces significantly higher classification accuracy for 
FLAIR at 90% confidence interval.  
However, the combined mRMR and SFS method based classification produce relatively 
better result than PCA based classification when compared with original features based 
classification. The combined mRMR and SFS method based classification produces 
significantly higher classification results than the original features based classification for 
ADC, FA, FLAIR and post-contrast T1 at 95% confidence interval and for MD and T2 at 90% 
confidence interval. The PCA based classification can only produces better classification 
for ADC and FA at 90% confidence interval. 
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Figure 7.4: Classification accuracy of MB, PA, EP and overall tumour types obtained from 
PCA, combined mRMR and SFS and original features based classification The classification 
accuracy values are obtained for ADC, MD, FA, T2, FLAIR, pre-contrast T1 and post-
contrast T1, where the accuracy figures are measured using LOOCV technique.   
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Table 7.6: P-values of statistical hypothesis test between the classification accuracy 
obtained from three pairwise comparisons. 1) Original features vs PCA based 
classification. 2) Original features vs the combined mRMR and SFS method based 
classification. 3) PCA and the combined mRMR and SFS method based classification. The 
bold figures are p-values showing significant results at either 95% confidence interval (p-
value < 0.05) or 90% confidence interval (p-value < 0.1). 
 Image types ADC MD FA T2 FLAIR Pre-T1 Post-T1 
Original vs 
PCA 
0.0714 0.5599 0.0921 0.5103 0.5686 1 0.1259 
Original vs 
mRMR+SFS 
0.0039 0.0607 0.0479 0.0668 0.0265 0.7775 0.025 
PCA vs 
mRMR+SFS 
0.2229 0.188 0.7595 0.2229 0.0951 0.7775 0.4421 
Despite the statistically insignificant difference of the two methods, the combined mRMR 
and SFS method based classification is observed to improve the discriminative 
performance of childhood brain tumours for all image types. With the combined mRMR 
and SFS method, the classification is examined using four validation methods. The LOOCV 
𝐸𝑟?̂?(𝑐𝑣1), the LOOB 𝐸𝑟?̂?(1), the .632 estimator 𝐸𝑟?̂?(.632) and the .632+ estimator 
𝐸𝑟?̂?(.632+) are computed to estimate classification error of specific MR-based image type, 
as shown in Table 7.7. The .632+ estimator reduces bias and gives the error estimation 
values in the range bounded by the error values obtained from LOOCV, LOOB and .632 
estimators. The four validation methods show that T2, ADC, post-contrast T1 provide 
better outcome than the other image types, matching the results obtained from PCA 
based classification. 
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Table 7.7: Comparison of classification error estimated from LOOCV, LOOB, .632 
estimator and .632+ estimator. The error values range between zero and one; a higher 
error value refers to lesser power of discrimination.  
Image type 
Validation Techniques 
𝐸𝑟?̂?(𝑐𝑣1) 𝐸𝑟?̂?(1) 𝐸𝑟?̂?(.632) 𝐸𝑟?̂?(.632+) 
ADC 0.0769 0.0892 0.0847 0.0848 
MD 0.1538 0.1608 0.1158 0.1220 
FA 0.2692 0.2769 0.2599 0.2612 
T2 0.0769 0.0669 0.0564 0.0568 
FLAIR 0.3462 0.3492 0.3481 0.3481 
Pre-T1 0.3846 0.3646 0.3720 0.3723 
Post-T1 0.1154 0.1146 0.1149 0.1149 
In order to identify which image type can provide better classification outcome, the p-
values of comparative statistical testing are measured and compared between 
classification accuracy obtained from different MR-based image types, as shown in Table 
7.8. Four observations can be drawn from these p-values. First, at 95% confidence 
interval, the classification accuracy obtained from ADC, T2 and post-contrast T1 based are 
significantly better than those obtained from FLAIR and pre-contrast T1 based TA.  
Second, at 90% confidence interval, the classification accuracy obtained from ADC and T2 
based TA is significantly higher than that from FA based TA. However, the classification 
accuracy obtained from post-contrast T1 based TA is not significantly better than that 
from FA based TA. Third, at 95% confidence interval, the classification accuracy derived 
from ADC, T2 and post-contrast T1 do not show significantly different results among 
themselves.  
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Fourth, the classification accuracy obtained from MD based TA does not show 
significantly different result compared to ADC, T2 and post-contrast T1 based TA. 
However, their p-values identify that MD based TA tends to provide less power of 
discrimination among the tumour types than ADC, T2 and post-contrast T1 based TA. As a 
result, ADC, T2 and post-contrast T1 based TA are selected for analysing multimodal MRI 
based TA, as demonstrated in chapter 8. 
Table 7.8: P-values of statistical hypothesis test between the classification accuracy 
obtained from two MR-based image types. The bold figures are p-values showing 
significant results at either 95% confidence interval (p-value < 0.05) or 90% confidence 
interval (p-value < 0.1). 
 ADC MD FA T2 FLAIR Pre-T1 Post-T1 
ADC 1 0.3853 0.0668 1 0.0175 0.0085 0.6381 
MD 0.3853 1 0.3083 0.3853 0.1093 0.0607 0.6845 
FA 0.0668 0.3083 1 0.0668 0.5479 0.3751 0.1593 
T2 1 0.3853 0.0668 1 0.0175 0.0085 0.6381 
FLAIR 0.0175 0.1093 0.5479 0.0175 1 0.7733 0.0483 
Pre-T1 0.0085 0.0607 0.3751 0.0085 0.7733 1 0.025 
Post-T1 0.6381 0.6845 0.1593 0.6381 0.0483 0.025 1 
 Evaluation of Classifier 7.3.4
The risk of over-fitting as mentioned in section 3.9 is addressed by using two approaches. 
The first approach is dimensionality reduction and the second approach is bootstrapping 
and cross-validation methods. 
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During the feature selection phase, dimensionality reduction techniques are employed 
such that the number of chosen features is kept small relative to the number of samples. 
It can be observed that the numbers of features selected using the mRMR and SFS 
method are 3 for ADC, 6 for T2 and 5 for post-contrast T1. In addition, the numbers of PCs 
that provide highest average classification accuracy are 3 for ADC and 5 for both T2 and 
post-contrast T1.  
The use of bootstrapping and cross-validation statistics suggest that the three-class 
classifier of ADC, T2 and post-contrast T1 based TA have a high predictive ability for 
future cases of these tumour types. The classification accuracy rates obtained from four 
validation techniques are 91%-92% for ADC, 92%-94% for T2 and 88%-89% for post-
contrast T1.  
 Effects from Texture Analysis 7.3.5
The number of grey levels used in GLCM and GLRLM has an impact on the texture 
patterns and can affect the classification outcome. This is because the number of grey 
levels can alter the elements of matrices, hence the textural features that depend on 
them. Inappropriate quantization, i.e. too low and too high number of grey levels, can 
provide unsatisfactory results. Furthermore, a large number of grey levels requires a 
longer processing time. The following section discusses the effect of the number of grey 
levels to the classification accuracy derived from GLCM and GLRLM. In addition, two other 
effects from using texture analysis: shift-variance and three-dimensional texture analysis 
are also discussed. 
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In our literature review, there was only one direct reference to the number of grey levels 
employed for TA of MRI based brain tumour classification. In Kassner et al. (18), the 
number of grey levels was reported to be scaled down to either 32 or 64. Experimentally, 
using 64 grey-levels requires extensive computation time on a standard PC. As result, we 
calculated the classification accuracy against number of grey levels ranging from 4 to 32 
used in GLCM and GLRLM, as shown in Figure 7.5 and 7.6.  
The observed classification accuracy does not vary linearly with the number of grey levels 
used for calculating the textural features. In fact, the pattern of variation is highly 
irregular. The optimal number of grey levels for GLCM and GLRLM (Table 7.9) do not 
exceed 32 and are less than 16 in most cases, except for FLAIR based TA. At the optimal 
number of grey levels from Table 7.9, the classification accuracy is calculated with the use 
of combined textural features obtained from first-order statistics, absolute gradient, 
GLCM, GLRLM, Haar, Daubechies 4 and Symlet 4. 
In Table 7.10, the classification accuracy obtained by using the optimal number of grey 
levels is similar compared to the classification accuracy presented in section 7.3.3, which 
employs nine grey-levels. However with the optimal number of grey levels, a small gain 
for MD and larger increase for pre-contrast T1 are observed.  
As the sample size used in this section is small, the optimal number of grey levels 
obtained in experiment 3 may not be applicable for a different dataset. In addition, 
altering the number of grey levels may not affect the classification outcome when 
combining textural features from different texture analysis approaches is used, as 
observed from TA of some image types in Table 7.10. 
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Figure 7.5: The variation of classification accuracy with respect to the number of grey 
levels for GLCM based TA. 
 
Figure 7.6: The variation of classification accuracy with respect to the number of grey 
levels for GLRLM based TA. 
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Table 7.9: The optimal number of grey levels that gives the highest classification accuracy 
derived from GLCM and GLRLM.  
Method ADC MD FA T2 FLAIR Pre-T1 Post-T1 
GLCM 7 7 4 6 21 12 9 
GLRLM 12 7 7 5 17 12 14 
Table 7.10: Classification accuracy obtained from the optimal number of grey levels vs 
nine grey levels. The classification is based on textural features obtained from first-order 
statistics, absolute gradient matrix, GLCM, GLRLM, Haar, Daubechies 4 and Symlet 4. 
Image type ADC MD FA T2 FLAIR Pre-T1 Post-T1 
Optimal grey-
levels 
92% 88% 73% 92% 65% 85% 88% 
Nine grey-levels 92% 85% 73% 92% 65% 62% 88% 
Apart from variation of the number of grey levels in statistical texture analysis, shift-
invariant texture and higher dimensional texture analysis should also be mentioned. 
Texture matrices which are altered by rotating, translating and scaling of an image, can 
also affect the classification outcome. For example, DWT is shift-variant and its texture 
matrices extracted from wavelet coefficients will also be shift-variant, and therefore can 
degrade the classification performance (295-297). 
Although the two-dimensional TA has shown promising results in classifying the primary 
childhood brain tumours, work on three-dimensional TA has revealed promising results 
for the discrimination of secondary brain tumours (298). Three-dimensional TA also offers 
better discrimination between necrosis and solid tumours as well as between oedema 
and solid tumours (180).  
Consequently, the effects of shift-invariant texture matrices and three-dimensional TA on 
discrimination of the primary brain tumours should be inspected for future work.  
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 Comparative Studies 7.3.6
In this section, we discuss the results obtained from our findings and two recent 
published papers from Vlachou et al. (19) and Rodriguez Gutierrez et al. (30). It should be 
noted that these studies are not based on the same study cases; therefore the figures 
listed in following tables are not directly comparable.  
Vlachou et al. (19) presented the classification of posterior fossa tumours based TA. The 
sensitivity and specificity obtained from T2 and pre-contrast T1 based TA are shown in 
Table 7.11. Our T2 based TA result produced sensitivity and specificity for the three 
tumour types as high as the PNN based classification and better than the LDA based 
classification in Vlachou et al. (19). However our pre-contrast T1 based TA tends to 
produce lower classification accuracy compared to PNN based classification, but show 
similar outcomes to LDA based classification in Vlachou et al. (19). 
Table 7.11: Sensitivity and specificity derived from T2 and pre-contrast T1 based TA, 
reported in Vlachou et al. (19) and our study. 
 T2 Pre-contrast T1 
 MB PA EP MB PA EP 
PNN based classification presented in Vlachou et al. (19) 
Sensitivity (%) 95.2 95.2 80.0 96.8 90.5 60.0 
Specificity (%) 91.2 98.7 98.1 84.2 96.2 100 
LDA based classification presented in Vlachou et al. (19) 
Sensitivity (%) 58.7 71.4 13.3 36.5 50.0 6.7 
Specificity (%) 82.5 87.2 70.5 63.2 70.5 70.5 
Our study 
Sensitivity (%) 91.7 100 83.3 100 50.0 0 
Specificity (%) 92.9 94.4 100 28.6 100 100 
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Rodriguez Gutierrez et al. (30) presented the classification of posterior fossa tumours 
based on histogram analysis of ADC values. The classificiation accuracy derived from their 
and our studies is shown in Table 7.12. The classification of ependymoma in their study 
tends to provide higher accuracy. 
The result differences between ours and the two recent publications can be affected by 
several factors, which are discussed in section 3.11.  However, it is beyond the scope of 
this thesis to verify whether such differences are attributable to the dataset used or the 
use of different methods. It should also be noted that we present a semi-automatic 
processing pipeline which aims to improve diagnostic classification of brain tumours 
holistically rather than focussing solely on classification accuracy. Furthermore, the 
framework is flexible to permit the integration of different techniques or optimisations.  
Table 7.12: Comparison of classification accuracy derived from ADC based TA, reported in 
Rodriguez Gutierrez et al. (30) and our study. 
 MB PA EP 
Rodriguez Gutierrez et al. (30)     
Classification accuracy (%) 95.8 96.9 94.3 
Our study    
Classification accuracy (%) 100 100 67 
 Conclusions 7.4
This chapter presented the examination of single MRI modality based TA and identified 
which MR-based image type can better discriminate childhood brain tumour types. Three 
conclusions were drawn from experiment 3.  
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First, amongst all data from various types of conventional and diffusion MRI obtained 
from the multiple centres, the combined mRMR and SFS method provides a textural 
feature subset that are observed to better discriminate the three tumour types than using 
the original features or the transformed features extracted by using the PCA.  
Second, with the combined mRMR and SFS method, classification based on textural 
features of ADC, T2-weighted and post-contrast T1-weighted images provide an overall 
classification accuracy of 92%, 92% and 88% respectively and significantly outperform 
textural features of FLAIR and pre-contrast T1. They are also observed to give higher 
power of discrimination than DTI based TA.  
Third, the ADC, T2 and post-contrast T1 based TA indicate a good separation between 
medulloblastoma and pilocytic astrocytoma. However, an improvement in the 
discrimination of ependymoma from the other two groups is required and suggested as a 
future study.  
In the next chapter, combining textural features based on multimodal MRI is investigated 
with larger samples of the multi-centre dataset.  
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 EXPERIMENT 4: CLASSIFICATION OF CHAPTER 8
BRAIN TUMOURS BASED ON TEXTURE ANALYSIS OF 
MULTIMODAL MRI 
To meet the final objective of section 1.2, this chapter demonstrates the combination of 
conventional and diffusion MRI based TA of a multi-centre dataset. The classification of 
childhood brain tumours based on TA of single modality and multimodal MRI are 
compared. Experiment 4 follows the flowchart in section 4.5. The automated processing 
pipeline described in chapter 5 to 7 is adapted with the use of a multinomial logistic 
regression method and the LOOCV technique as the examination criteria.  
 Introduction 8.1
As reviewed in section 3.4.2, single modality MR image analysis is not sufficient to 
completely represent histologic types of brain tumours. The use of multimodal MRI has 
been shown to provide more comprehensive characterisation of brain tumours. Three 
common types of MRI: ADC, T2-weighted and post-contrast T1-weighted images have 
been shown to exhibit high sensitivity and specificity in differentiating brain tumours in 
several studies (30, 196-200, 299) and in chapter 7 of this thesis. These types of MRI have 
their own unique advantages. ADC measures the magnitude of water diffusion, which 
helps to characterise the posterior fossa tumours with high sensitivity. T2 provides an 
indication of free water abundance and macromolecules, which offer high sensitivity of 
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distinction between medulloblastomas and pilocytic astrocytomas. Post-contrast T1 
enhances pathology and exhibits the region with blood-brain barrier11 breakdown.  
As discussed above, it is hypothesised that integrating the advantages of ADC, T2-
weighted and post-contrast T1-weighted images, through the use of TA based on 
statistical and wavelet transform approaches, would offer more comprehensive 
discrimination of childhood brain tumours. In order to examine this hypothesis, the 
automated processing pipeline follows the processes as aforementioned in chapter 5 to 7. 
However, a classifier that can provide probability values, is used instead of the SVM 
method to examine multimodal MRI based TA. A multinomial logistic regression is one of 
popular probability classification algorithms and is commonly used for medical data 
analysis (181, 191). This method is thus employed as a classifier and validated by the 
LOOCV technique. 
 Material 8.2
A pre-treatment MRI dataset of paediatric brain tumours was considered. The number of 
embryonal, astrocytic and ependymal cases available at the time this study was 
undertaken were 23, 29, and 19 cases and their subtypes are shown in Table 8.1. The 
acquisition of T2-weighted, post-contrast T1-weighted and DW images are acquired from 
five recruitment centres using 1.5T and 3T Siemens, 1.5T GE, 1.5T and 3T Philips scanners. 
The average and range of TR, TE, TI, resolution and slice thickness of the brain imaging 
data are shown in Table 8.2. The study cases with value of TR, TE, TI, resolution, FOV, slice 
                                                     
11
Blood-brain barrier is the permeability of brain capillaries controlling the type and amount of substances 
passing to the blood vessel.  
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thickness and magnetic field strength as well as scanner’s manufacture used in 
experiment 4 are listed in section C.4, Appendix C. 
Table 8.1: Number of subjects for each tumour type for experiment 4. 
WHO 
Defined 
Tumour 
Embryonal  Astrocytic  Ependymal 
Subtype medulloblastoma 
Desmoplastic 
/nodular 
medulloblastoma 
Pilocytic 
Astrocytoma 
Ependymoma 
Anaplastic 
Ependymoma 
Number 
of cases 
21 2 29 6 13 
Table 8.2: Imaging parameters for experiment 4. Average and range of TR, TE, resolution 
and slice thickness are presented in the format of average (min,max). 
Image 
type 
TR (ms) TE (ms) Resolution (mm) 
Slice Thickness 
(mm) 
ADC 
5175 
(2486, 8900) 
89 
(48, 161) 
[1.4, 1.4, 5.2] 
([0.8, 0.8, 2.5], [2.4, 2.4, 8]) 
4.3 
(2.5, 5) 
T2 
4916 
(2660, 9140) 
88 
(14, 119) 
[0.5, 0.5, 5.1] 
([0.4, 0.4, 3.9], [0.9, 0.9, 8.5]) 
4.0 
(3, 5) 
Post-T1 
587 
(8, 2640) 
15 
(2.3, 23) 
[0.6, 1.6, 5.4] 
([0.4, 0.4, 1.9], [0.9, 0.9, 7.9]) 
4.3 
(0.8, 6) 
 Methods 8.3
From the results of chapter 7, the classification of ADC, T2 and post-contrast T1 based TA 
are conducted in order to compare with the classification of multimodal MRI based TA. In 
experiment 4, multinomial logistic regression is used as a classifier, as reviewed in section 
3.7. The deviance values derived from the models are reported to relatively compare the 
quality of the fitted models. In addition, classification accuracy obtained from single 
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modality and multimodal MRI based TA approaches are statistically compared using a 
hypothesis test of two proportions. Three approaches of classification of multimodal MRI 
based textural features are defined. The first approach selects the first ten textural 
features ranked by using the mRMR method for ADC, T2 and post-contrast T1 and 
concatenates these textural features into a feature vector. After an optimal feature set is 
obtained from the concatenated feature set using the SFS method, the class of data is 
predicted. This approach is named as the combined multimodal MRI based TA, as shown 
in Figure 8.1.  
Figure 8.1: Classification based on combined multimodal MRI based TA. 
The second approach combines the probability of predicted classes derived from each 
image type, as shown in Figure 8.2.  
Figure 8.2: Classification based on additive probability outcome. 
 
Top 10 features from 
T2 
Top 10 features from  
post-contrast T1  
Top 10 features from 
ADC  
Feature selection 
Classification Predicted class  
 
Predicted as MB 
PMB=PADC,MB+PT2,MB+Ppost-T1,MB 
 
Predicted as PA 
PPA=PADC,PA+PT2,PA+Ppost-T1,PA 
 
Predicted as EP 
PEP=PADC,EP+PT2,EP+Ppost-T1,EP 
 
MAX(PMB,PPA,PEP) 
Predicted class that has 
highest additive probability 
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For example, the probability of being medulloblastoma obtained from individual ADC, T2 
and post-contrast T1 are denoted as PADC,MB, PT2,MB and Ppost-T1,MB respectively. 
Subsequently, the probability of being medulloblastoma derived from these image types 
are PMB = PADC,MB + PT2,MB + Ppost-T1,MB. Consequently, the highest additive probability 
determines the final predicted class. This approach is named as the additive probability 
outcome. 
The third approach examines the predicted class for each image type of T2, post-contrast 
T1 and ADC and assigns a weight (overall accuracy of each image type) to each predicted 
class. The outcome of this approach is a class having the highest vote from the weighted 
combination of predicted classes. This approach is named as the superposition of 
weighted outcomes (Figure 8.3).  
Figure 8.3: Classification based on superposition of weighted outcomes. 
 Results and Discussion 8.4
This section is organised using the following sub-sections: 1) examining textural features 
selected from ADC, T2, post-contrast T1 and multimodal MR images, 2) classification 
outcomes derived from single modality and multimodal MRI based TA, 3) statistical 
WADC = Predicted class 
from ADC x weight 
WT2 = Predicted class 
from T2 x weight 
Wpost-T1 = Predicted class from 
post-contrast T1 x weight 
Predicted class that has 
highest weighted value 
 
MAX(WADC,WT2,Wpost-T1) 
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analysis comparing different classification approaches, 4) visual examination of 
misclassified cases, 5) building multinomial logistic regression models of suggested 
processing frameworks, 6) recommended processing frameworks, 7) biological 
perspective and 8) classification difficulties and future work.  
 Examining Textural Features 8.4.1
After pre-processing and tumour segmentation described in chapter 5 and 6, high 
dimensionality of textural features is generated. In order to obtain the maximum relevant 
and minimum redundant textual features, the ten top-ranked features are selected by 
using mRMR method. In order to measure performance of these textural features for 
discriminating brain tumours, classification accuracy and deviance are computed, as 
shown in Table 8.3 - 8.5. 
In general, features with lower deviance have higher classification accuracy, and vice 
versa. However, some features that are less relevant to the class or fit to the model less 
well (higher deviance) can produce higher classification accuracy. For example, in ADC 
based TA, 𝑠𝑣𝑎𝑟(2, 0∘), having a deviance of 101.6, produces higher accuracy than 𝑚, 
having a deviance of 89.5 (Table 8.3). This means that the correlation between a features 
and actual class does not always explain the accuracy or error associated with the 
classification model. 
 In T2 and post-contrast T1 based TA (Table 8.4 and Table 8.5), their lower classification 
accuracy and higher deviance imply that their textural features fit the model less well, 
compared to the textural features of ADC. ADC based TA can distinguish all tumour types 
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better than T2 and post-contrast T1 based TA. However single modal features derived 
from none of these image types were able to achieve a satisfactory accuracy level for 
ependymoma cases. 
Table 8.3: Classification accuracy and deviance of the ten top-ranked textural features 
selected by using mRMR method from ADC dataset. 
ADC Deviance 
Predicted Correct (%) 
MB PA EP Overall 
𝑠𝑎𝑣𝑔(5, 135∘) 
𝑖𝑑𝑚𝑛(2, 90∘) 
𝑠𝑜𝑠𝑣(4, 0∘) 
𝑅𝑃(45∘) 
𝑠𝑣𝑎𝑟(2, 0∘) 
𝑚 
𝑐𝑠ℎ𝑎𝑑(1, 0∘) 
𝑆𝑅𝐿𝐺𝐸(135∘) 
𝑠𝑎𝑣𝑔(5, 45∘) 
𝑠𝑣𝑎𝑟(2, 135∘) 
93.6 
143.7 
96.3 
148.5 
101.6 
89.5 
118.9 
145.1 
93.7 
101.9 
87.0 
0.0 
87.0 
0.0 
82.6 
91.3 
56.5 
47.8 
87.0 
82.6 
86.2 
69.0 
82.8 
86.2 
86.2 
79.3 
79.3 
72.4 
86.2 
86.2 
26.3 
42.1 
26.3 
21.1 
36.8 
21.1 
5.3 
0.0 
21.1 
36.8 
70.4 
39.4 
69.0 
40.8 
71.8 
67.6 
52.1 
45.1 
69.0 
71.8 
Table 8.4: Classification accuracy and deviance of the ten top-ranked textural features 
selected by using mRMR method from T2 dataset. 
T2 Deviance 
Predicted Correct (%) 
MB PA EP Overall 
𝑐𝑠ℎ𝑎𝑑(5, 0∘) 
𝑒𝑛𝑡𝑟𝑜(1, 90∘) 
𝑐𝑠ℎ𝑎𝑑(1, 90∘) 
𝑠𝑣𝑎𝑟(1, 90∘) 
𝑖𝑚𝑐1(4, 0∘) 
𝑐𝑠ℎ𝑎𝑑(5, 45∘) 
𝑑𝑒𝑛𝑡(2, 135∘) 
𝑠𝑎𝑣𝑔(1, 0∘) 
𝑐𝑠ℎ𝑎𝑑(2, 90∘) 
𝐻𝑎𝑎𝑟(𝑉2) 
113.7 
141.1 
107.9 
109.9 
131.4 
116.1 
128.0 
110.7 
109.5 
147.1 
78.3 
4.3 
78.3 
73.9 
69.6 
78.3 
39.1 
73.9 
78.3 
0.0 
75.9 
75.9 
82.8 
82.8 
65.5 
79.3 
82.8 
82.8 
82.8 
79.3 
10.5 
47.4 
15.8 
10.5 
0.0 
15.8 
0.0 
21.1 
15.8 
26.3 
59.2 
45.1 
63.4 
60.6 
49.3 
62.0 
46.5 
63.4 
63.4 
39.4 
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Table 8.5: Classification accuracy and deviance of the ten top-ranked textural features 
selected by using mRMR method from post-contrast T1 dataset. 
Post-contrast T1 Deviance 
Predicted Correct (%) 
MB PA EP Overall 
𝑐𝑠ℎ𝑎𝑑(2, 0∘) 
𝐿𝐺𝑅𝐸⁡0∘ 
𝑣𝑎𝑟 
𝑖𝑚𝑐1(2, 135∘) 
𝑆𝑅𝐿𝐺𝐸(135∘) 
𝐻𝑎𝑎𝑟(𝑉2) 
𝑐𝑠ℎ𝑎𝑑(2, 135∘) 
𝑐𝑝𝑟𝑜𝑚(1, 0∘) 
𝑅𝑃(90∘) 
ℎ𝑜𝑚𝑜(1, 135∘) 
143.1 
139.5 
129.9 
138.8 
143.1 
145.5 
142.9 
121.3 
147.0 
146.5 
65.2 
43.5 
69.6 
60.9 
39.1 
21.7 
69.6 
82.6 
0.0 
0.0 
65.5 
48.3 
72.4 
75.9 
62.1 
41.4 
69.6 
79.3 
86.2 
86.2 
0.0 
26.3 
0.0 
0.0 
26.3 
5.3 
0.0 
0.0 
42.1 
21.1 
47.9 
40.8 
52.1 
50.7 
45.1 
25.4 
50.7 
59.2 
46.5 
40.8 
After the ten top-ranked features are selected, the optimal textural feature set for ADC, 
T2, post-contrast T1 and the combined textural features was obtained by using SFS 
method, as shown in Table 8.6. The textural features selected in this study are different 
from the features selected in Table 7.4, section 7.3 because of the use of larger dataset 
containing more complicated cases and the use of the different classifier providing 
different discriminative criteria. (There is more number of cases that have the scans of 
ADC, T2 and post-contrast T1 than cases having all seven MR-based image types, used in 
chapter 7.) 
However, there are some common textural features selected from both classifiers (SVM 
and MLR method). The common textural features are derived from grey-level co-
occurrence matrices: 𝑠𝑜𝑠𝑣 for ADC, 𝑐𝑠ℎ𝑎𝑑 for T2-weighted and 𝑐𝑝𝑟𝑜𝑚 for post-contrast 
T1-weighted images. In addition, the optimal feature set contains GLCM based textural 
features as majority members for single modality and multimodal MRI. From this 
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observation, the GLCM based textural features can be considered as important features 
for the classification of childhood brain tumours.  
In a related study, Rodriguez Gutierrez et al. (30) reported that in their ADC based TA 
study, sum average and sum variance based GLCM are the most interesting textural 
features apart from texture based histogram. Our study also found that these two 
textural features (𝑠𝑣𝑎𝑟, 𝑠𝑎𝑣𝑔) are the top most discriminative features for ADC based TA, 
as shown in Table 8.6.  
From Table 8.6, it is observed that the optimal numbers of features are 6 for both ADC 
and T2, 4 for post-contrast T1 and 10 for the combined ADC, T2, and post-contrast T1. 
The number of features chosen based on the mRMR and SFS method is smaller than the 
sample size available for each tumour type (23 MB, 29 PA and 19 EP). As discussed in 
section 3.9, this criterion is useful in reducing the likelihood of over-fitting.  
Table 8.6: The optimal feature set for ADC, T2, post-contrast T1 and the combined 
multimodal MRI based TA. The features are selected by the mRMR and SFS method. 
Image Types Textural Features 
ADC 
𝑠𝑣𝑎𝑟(2, 0∘), 𝑠𝑎𝑣𝑔(5, 135∘), 𝑚, 𝑠𝑜𝑠𝑣(4, 0∘), 𝑖𝑑𝑚𝑛(2, 90∘), 
𝑐𝑠ℎ𝑎𝑑(1, 0∘) 
T2 
𝑠𝑎𝑣𝑔(1, 0∘), 𝐻𝑎𝑎𝑟(V2), 𝑐𝑠ℎ𝑎𝑑(1,90∘), 𝑒𝑛𝑡𝑟𝑜(1, 90∘), 𝑠𝑣𝑎𝑟(1,90∘), 
𝑐𝑠ℎ𝑎𝑑(2,90∘) 
Post-T1 𝑐𝑝𝑟𝑜𝑚(1, 0∘), 𝐿𝐺𝑅𝐸(0∘), 𝑆𝑅𝐿𝐺𝐸(135∘), ℎ𝑜𝑚𝑜(1, 135∘), 
Combined ADC, 
T2 and post-T1 
ADC: 𝑠𝑣𝑎𝑟(2, 0∘), 𝑠𝑎𝑣𝑔(5, 135∘), 𝑚, 𝑠𝑜𝑠𝑣(4, 0∘), 𝑖𝑑𝑚𝑛(2, 90∘) 
T2: 𝑒𝑛𝑡𝑟𝑜(1, 90∘), 𝐻𝑎𝑎𝑟(V2) 
Post-T1: 𝑅𝑃(90∘), 𝑣𝑎𝑟, 𝑖𝑚𝑐1(2, 135°) 
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(a) ADC:⁡𝑠𝑣𝑎𝑟(2, 0∘) 
 
(b) ADC: 𝑠𝑎𝑣𝑔(5, 135∘) 
 
(c) T2: 𝑠𝑎𝑣𝑔(1, 0∘) 
 
(d) T2: 𝐻𝑎𝑎𝑟(V2) 
 
(e) Post-contrast T1: 𝑐𝑝𝑟𝑜𝑚(1, 0∘) 
 
(f) Post-T1: 𝐿𝐺𝑅𝐸(0∘) 
Figure 8.4: Data distribution of the two top-ranked features derived from ADC, T2 and 
post-contrast T1 dataset. The central red line is the median. The blue edges of the box are 
the 25th and 75th percentiles. The black whiskers extend to the most extreme data 
points. The outliers are red marks plotted individually. 
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In order to examine data distribution of the top-ranked textural features, box plot is 
employed to visualise the relationship between groups and textural feature values. Data 
distribution of the two top-ranked features derived from ADC, T2 and post-contrast T1 
images (Figure 8.4), do not show absolute separation and has a wide range of overlapping 
feature values between the different tumour types. This shows that no single textural 
feature can completely distinguish all three tumour types.  
Despite overlapping values, the top-ranked textural features derived from ADC (Figure 8.4 
(a) - (b)) shows better separation between tumour types than those derived from T2 and 
post-contrast T1 (Figure 8.4 (c) - (f)). Furthermore, ADC-based textural features are more 
clustered within the same group and have fewer outliers. 
 Classification Outcomes 8.4.2
The confusion matrix12 is used to analyse the classification results from 1) ADC, 2) T2, 3) 
post-contrast T1, 4) the combined multimodal MRI based TA, 5) the additive probability 
outcome, and 6) the superposition of weighted outcomes, as shown in Table 8.7 – 8.12. 
The classification accuracy derived from each technique is also graphically compared and 
depicted in Figure 8.5.  
From Table 8.7 - 8.12, amongst the single modality MR technique based TA; ADC provides 
better discrimination of the tumour types than T2 and post-contrast T1. This result 
corresponds to the finding in chapter 7 of this thesis. In the multimodal MRI based TA, the 
additive probability outcome approach gives a similar result to ADC based TA, whereas it 
                                                     
12
 The confusion matrix shows the number of predicted classes against actual classes, the classification 
accuracy and the proportion of predicted members of each tumour type. 
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is observed to provide lesser accuracy compared to the combined multimodal MRI based 
TA and the superposition of weighted outcomes. The combined multimodal MRI based TA 
and the superposition of weighted outcomes gives higher overall accuracy than the ADC, 
T2 and post-contrast T1 based TA as well as the additive probability outcome approach.  
Table 8.7: Confusion matrix for ADC dataset. 
Observed 
Predicted 
MB PA EP Accuracy 
MB 21 1 1 91.3% 
PA 1 27 1 93.1% 
EP 3 6 10 52.6% 
Overall Percentage 35.2% 47.9% 16.9% 81.7% 
Table 8.8: Confusion matrix for T2 dataset. 
Observed 
Predicted 
MB PA EP Accuracy 
MB 19 0 4 82.6% 
PA 1 23 5 79.3% 
EP 3 5 11 57.9% 
Overall Percentage 32.4% 39.4% 28.2% 74.6% 
Table 8.9: Confusion matrix for post-contrast T1 dataset. 
Observed 
Predicted 
MB PA EP Accuracy 
MB 17 4 2 73.9% 
PA 6 21 2 72.4% 
EP 5 2 12 63.2% 
Overall Percentage 39.4% 38.0% 22.5% 70.4% 
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Table 8.10: Confusion matrix of the additive probability outcome.  
Observed 
Predicted 
MB PA EP Accuracy 
MB 21 0 2 91.3% 
PA 1 27 1 93.1% 
EP 2 7 10 52.6% 
Overall Percentage 33.8% 47.9% 18.3% 81.7% 
Table 8.11: Confusion matrix of the combined multimodal MRI based TA. 
Observed 
Predicted 
MB PA EP Accuracy 
MB 23 0 0 100.0% 
PA 0 26 3 89.7% 
EP 1 3 15 79.0% 
Overall Percentage 33.8% 40.8% 25.4% 90.1% 
Table 8.12: Confusion matrix of the superposition of weighted outcomes. 
Observed 
Predicted 
MB PA EP Accuracy 
MB 22 0 1 95.6% 
PA 1 27 1 93.1% 
EP 2 5 12 63.2% 
Overall Percentage 35.2% 45.1% 19.7% 85.9% 
 
Figure 8.5: Classification accuracy derived from single modality and multimodal MRI 
based texture analysis. The accuracy figures are measured using LOOCV technique.  
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 Comparative Statistical Test  8.4.3
The statistical hypothesis test of results in section 8.4.2 is shown in Table 8.13. The main 
conclusions to be drawn from these results are as follows. The classification accuracy 
obtained from the combined multimodal MRI based TA is significantly better than T2 and 
post-contrast T1 based TA at 95% confidence interval (p-value = 0.015 and 0.003, 
respectively). The classification accuracy obtained from the superposition of weighted 
outcomes is significantly better than post-contrast T1 based TA at 95% confidence 
interval (p-value = 0.025) and T2 based TA at 90% confidence interval (p-value = 0.092).  
Table 8.13: P-values of statistical hypothesis test of pairwise classification comparison. 
The bold figures are p-values showing significant results at either 95% confidence interval 
(p-value < 0.05) or 90% confidence interval (p-value < 0.1).   
 ADC T2 Post-T1 
Additive 
probability 
outcome 
Combined 
multimodal 
MRI 
Superposition 
of weighted 
outcome 
ADC 1 0.310 0.116 1 0.148 0.494 
T2 0.310 1 0.573 0.310 0.015 0.092 
Post-T1 0.116 0.573 1 0.116 0.003 0.025 
Additive 
probability 
outcome 
1 0.310 0.116 1 0.148 0.494 
Combined 
multimodal 
MRI 
0.148 0.015 0.003 0.148 1 0.438 
Superposition 
of weighted 
outcome 
0.494 0.092 0.025 0.494 0.438 1 
Next we turn to the comparison of single modality ADC based TA with the combined 
multimodal MRI based TA and the superposition of weighted outcomes approaches. 
214 
Neither approach managed to produce a statistically significant improvement over ADC 
based TA at a 95% confidence level. However it should be noted that multimodal 
approaches help to discriminate certain types of tumours where single modality 
approaches fail. These two techniques are still promising techniques to be examined 
further with a larger dataset. 
The experiment revealed that the combined multimodal MRI based TA is less suitable to 
be combined in the logistic regression model than the combined single modality MR-
based image texture. This is because the difference of textural feature ranges obtained 
from ADC, T2 and post-contrast T1 can lead to the maximum likelihood not converging 
within the maximum number of iterations and consequently results in a non-reliable 
classifier system. In addition, this approach takes excessive computation time because it 
considers larger combinations of feature sets.  
Although the combined multimodal MRI based TA produces higher classification accuracy 
for overall and ependymoma cases than the superposition of weighted outcomes, the 
outcomes derived from the two methods are not significantly different at 95% confidence 
interval. The superposition of weighted outcomes approach also provides improved 
separation of ependymoma from medulloblastoma and pilocytic astrocytoma and still 
maintains a good classification for medulloblastoma and pilocytic astrocytoma cases, 
compared to ADC based TA. As a result, we suggested the combined multimodal MRI 
based TA and superposition of weighted outcomes as processing frameworks for the 
classification of childhood brain tumours.  
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 Visual Analysis 8.4.4
In order to visualise the improved results obtained from the combined multimodal MRI 
based TA and superposition weighted outcomes approach, the cases that were 
misclassified by ADC based TA but were correctly classified by the suggested techniques 
are presented. The complicated cases that were misclassified by the two multimodal MRI 
based TA approaches are also demonstrated to examine the difficulty in classification. 
Some example images are shown in the following figures and additional images are 
presented in Appendix D. 
Four cases, which were misclassified by ADC based TA, were correctly predicted by the 
superposition of weighted outcomes approach. Two of these cases are shown in Figure 
8.6. It is noticeable that the misclassified cases by ADC based TA have similar appearance 
as the predicted classes. For example histologically, a case in Figure 8.6 (a) is diagnosed as 
ependymoma. However, it has a relatively large cystic region compared to the solid 
portion, which is more typical of a pilocytic astrocytoma and ADC based TA misclassified it 
as such. Histologically, a case in Figure 8.6 (b) is diagnosed as medulloblastoma but is 
misclassified as ependymoma. We observe that in this particular case a cystic region is 
included in the ROI. This has the effect of increasing the mean grey-level intensity within 
the ROI. Therefore it is likely that the features extracted from ADC images which are 
sensitive to grey-level intensity caused the classifier to identify this case as an 
ependymoma, which exhibit high grey-level intensities. 
Nine cases, which were misclassified by ADC based TA, were correctly predicted by the 
combined multimodal MRI based TA approach. Two of these cases are shown in Figure 
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8.7. Some misclassified cases by ADC based TA have similar appearance as the predicted 
classes. For example, histologically a case in Figure 8.7 (a) is diagnosed as pilocytic 
astrocytoma. However, the tumour has a dominant solid portion, which is more typical of 
a medulloblastoma and ADC based TA misclassified it as such. Histologically a case in 
Figure 8.7 (b) is diagnosed as anaplastic ependymoma. However it has large cystic 
component which is also a common feature for a pilocytic astrocytoma and ADC based TA 
misclassified it as such. 
With the superposition of weighted outcomes approach, ten cases were predicted 
incorrectly. Four of these are displayed in Figure 8.8, showing that these tumours deviate 
from the typical characteristics for their tumour types. The heterogeneous 
medulloblastoma was misclassified as ependymoma (Figure 8.8 (a)). The ependymomas 
with large cystic region were misclassified as pilocytic astrocytoma (Figure 8.8 (b)).  
With the combined multimodal MRI based TA approach, seven cases were predicted 
incorrectly. Four of these cases are displayed in Figure 8.9, showing that these tumours 
deviate from the typical characteristics for their tumour types. Pilocytic astrocytomas and 
ependymomas are mostly misclassified. This is because pilocytic astrocytoma with 
dominant solid portion can be misclassified as ependymoma whereas ependymomas with 
large cystic region can be misclassified as pilocytic astrocytoma (Figure 8.9 (a)). When 
anaplastic ependymoma or ependymoma has more homogenous tissue like solid portion, 
it can be misclassified as medulloblastoma (Figure 8.9 (b)). 
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T2 Post-T1 ADC T2 Post-T1 ADC 
      
(a) EP968 misclassified as PA (b) MB803 misclassified as EP 
Figure 8.6: Two cases misclassified by ADC based TA but correctly predicted by the 
superposition of weighted outcomes.
T2 Post-T1 ADC T2 Post-T1 ADC 
      
(a) PA837 misclassified as MB (b) Anaplastic EP988 misclassified as PA 
Figure 8.7: Two cases misclassified by ADC based TA but correctly predicted by the 
combined multimodal MRI based TA approach. 
T2 Post-T1 ADC T2 Post-T1 ADC 
      
(a) MB1098 was predicted as EP (b) EP611 was predicted as PA 
Figure 8.8: Four cases misclassified by the superposition of weighted outcomes. 
T2 Post-T1 ADC T2 Post-T1 ADC 
      
(a) Anaplastic EP816 misclassified as PA (b) Anaplastic EP1117 misclassified as MB 
Figure 8.9: Four cases misclassified by the combined multimodal MRI based TA approach. 
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 Building Multinomial Logistic Regression Models 8.4.5
Observing the deviance values, the combined multimodal MRI based TA (deviance = 26) 
produces a better fitted classification model than the ADC, T2 and post-contrast T1 based 
TA (deviance = 56, 73 and 87 respectively). However, the combined multimodal MRI 
based TA does not show significantly better classification accuracy compared to 
superposition of weighted outcomes approach. As a result, the combined multimodal MRI 
based TA and the superposition of weighted outcomes approaches are the two promising 
approaches. We suggested the probability equations of each tumour type can be written 
by following the concept in equations (3.71) - (3.73), and the multinomial logit models can 
be written as follows. 
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Table 8.14: Beta coefficients and goodness of fit derived from ADC dataset. The reference 
category is ependymoma and the deviance of the model is 55.895. 
Predicted class Variable B S.E. Wald p-value 
Medulloblastoma Intercept  
𝑠𝑣𝑎𝑟(2, 0∘) 
𝑠𝑎𝑣𝑔(5, 135∘) 
𝑚 
𝑠𝑜𝑠𝑣(4, 0∘) 
𝑖𝑑𝑚𝑛(2,90∘) 
𝑐𝑠ℎ𝑎𝑑(1, 0∘) 
9.634 
-81.016 
-59.337 
-63.574 
152.192 
11.553 
10.851 
6.287 
30.596 
57.003 
18.649 
59.568 
4.592 
6.759 
2.348 
7.012 
1.084 
11.621 
6.528 
6.330 
2.577 
0.125 
0.008 
0.298 
0.001 
0.012 
0.012 
0.108 
Pilocytic 
astrocytoma 
Intercept 
𝑠𝑣𝑎𝑟(2, 0∘) 
𝑠𝑎𝑣𝑔(5, 135∘) 
𝑚 
𝑠𝑜𝑠𝑣(4, 0∘) 
𝑖𝑑𝑚𝑛(2,90∘) 
𝑐𝑠ℎ𝑎𝑑(1, 0∘) 
-7.267 
7.042 
34.510 
4.218 
-40.024 
6.093 
-6.666 
3.388 
9.326 
25.904 
5.167 
25.248 
2.862 
5.239 
4.601 
0.570 
1.775 
0.666 
2.513 
4.532 
1.619 
0.032 
0.450 
0.183 
0.414 
0.113 
0.033 
0.203 
The multinomial logit models of ADC dataset are:  
𝑙𝑜𝑔𝑖𝑡(𝑃(𝑌𝑖 = 𝑀𝐵)) = 𝑙𝑛 (
𝑃(𝑌𝑖=𝑀𝐵)
𝑃(𝑌𝑖=𝐸𝑃)
) = 9.634 + (-81.016) 𝑠𝑣𝑎𝑟(2, 0∘) + (-59.337) 
𝑠𝑎𝑣𝑔(5, 135∘) + (-63.574) 𝑚  + (152.192) 𝑠𝑜𝑠𝑣(4, 0∘) + (11.553) 𝑖𝑑𝑚𝑛(2,90∘) + (10.851) 
𝑐𝑠ℎ𝑎𝑑(1, 0∘) 
𝑙𝑜𝑔𝑖𝑡(𝑃(𝑌𝑖 = 𝑃𝐴)) = 𝑙𝑛⁡ (
𝑃(𝑌𝑖=𝑃𝐴)
𝑃(𝑌𝑖=𝐸𝑃)
) = -7.267 + (7.042)⁡𝑠𝑣𝑎𝑟(2, 0∘) + (34.510) 
𝑠𝑎𝑣𝑔(5, 135∘) + (4.218)⁡𝑚 + (-40.024)⁡𝑠𝑜𝑠𝑣(4, 0∘) + (6.093) 𝑖𝑑𝑚𝑛(2,90∘) + (-6.666) 
𝑐𝑠ℎ𝑎𝑑(1, 0∘) 
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Table 8.15: Beta coefficients and goodness of fit derived from T2 dataset. The reference 
category is ependymoma and the deviance of the model is 72.638. 
Predicted class Variable B S.E. Wald p-value 
Medulloblastoma  Intercept  
𝑠𝑎𝑣𝑔(1, 0∘) 
𝐻𝑎𝑎𝑟(V2) 
𝑐𝑠ℎ𝑎𝑑(1, 90∘) 
𝑒𝑛𝑡𝑟𝑜(1, 90∘) 
𝑠𝑣𝑎𝑟(1, 90∘) 
𝑐𝑠ℎ𝑎𝑑(2, 90∘) 
-15.503 
53.340 
-5.297 
276.811 
-15.456 
-57.961 
-248.621 
7.667 
17.211 
2.780 
112.366 
4.374 
19.605 
106.195 
4.089 
9.605 
3.631 
6.069 
12.486 
8.741 
5.481 
0.043 
0.002 
0.057 
0.014 
0.000 
0.003 
0.019 
Pilocytic 
astrocytoma 
Intercept 
𝑠𝑎𝑣𝑔(1, 0∘) 
𝐻𝑎𝑎𝑟(V2) 
𝑐𝑠ℎ𝑎𝑑(1, 90∘) 
𝑒𝑛𝑡𝑟𝑜(1, 90∘) 
𝑠𝑣𝑎𝑟(1, 90∘) 
𝑐𝑠ℎ𝑎𝑑(2, 90∘) 
13.592 
27.409 
-1.494 
-20.969 
-14.219 
-27.687 
2.818 
5.761 
20.666 
1.800 
82.009 
5.443 
20.763 
82.487 
5.566 
1.759 
0.689 
0.065 
6.824 
1.778 
       0.001 
0.018 
0.185 
0.407 
0.798 
0.009 
0.182 
0.973 
The multinomial logit models of T2 dataset are:  
𝑙𝑜𝑔𝑖𝑡(𝑃(𝑌𝑖 = 𝑀𝐵)) = 𝑙𝑛 (
𝑃(𝑌𝑖=𝑀𝐵)
𝑃(𝑌𝑖=𝐸𝑃)
) = -15.503 + (53.340) 𝑠𝑎𝑣𝑔(1, 0∘) + (-5.297) 
𝐻𝑎𝑎𝑟(V2) + (279.811) 𝑐𝑠ℎ𝑎𝑑(1, 90∘) + (-15.456) 𝑒𝑛𝑡𝑟𝑜(1, 90∘) + (-57.961) 𝑠𝑣𝑎𝑟(1, 90∘) 
+ (-248.621) 𝑐𝑠ℎ𝑎𝑑(2, 90∘) 
𝑙𝑜𝑔𝑖𝑡(𝑃(𝑌𝑖 = 𝑃𝐴)) = 𝑙𝑛 (
𝑃(𝑌𝑖=𝑃𝐴)
𝑃(𝑌𝑖=𝐸𝑃)
) = 13.592 + (27.409)⁡𝑠𝑎𝑣𝑔(1, 0∘) + (-1.494) 𝐻𝑎𝑎𝑟(V2)  
+ (-20.969)⁡𝑐𝑠ℎ𝑎𝑑(1, 90∘) + (-14.219)⁡𝑒𝑛𝑡𝑟𝑜(1, 90∘) +(-27.687)⁡𝑠𝑣𝑎𝑟(1, 90∘) + 
(2.818)⁡𝑐𝑠ℎ𝑎𝑑(2, 90∘) 
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Table 8.16: Beta coefficients and goodness of fit derived from post-contrast T1 dataset. 
The reference category is ependymoma and the deviance of the model is 86.907. 
Predicted class Variable B S.E. Wald p-value 
Medulloblastoma Intercept 
𝑐𝑝𝑟𝑜𝑚(1, 0∘) 
𝐿𝐺𝑅𝐸⁡0∘ 
𝑆𝑅𝐿𝐺𝐸⁡135∘ 
ℎ𝑜𝑚𝑜(1, 135∘) 
13.008 
-2.465 
-15.031 
-3.395 
-8.319 
4.613 
4.638 
5.380 
2.334 
4.204 
7.952 
0.282 
7.806 
2.116 
3.916 
0.005 
0.595 
0.005 
0.146 
0.048 
Pilocytic 
astrocytoma 
Intercept 
𝑐𝑝𝑟𝑜𝑚(1, 0∘) 
𝐿𝐺𝑅𝐸⁡0∘ 
𝑆𝑅𝐿𝐺𝐸⁡135∘ 
ℎ𝑜𝑚𝑜(1, 135∘) 
1.272 
15.488 
-5.647 
-10.371 
2.535 
4.286 
4.324 
5.081 
3.967 
3.957 
0.088 
12.830 
1.235 
6.835 
 0.410 
0.767 
0.000 
0.266 
0.009 
0.522 
The multinomial logit models of post-contrast T1 dataset are:  
𝑙𝑜𝑔𝑖𝑡(𝑃(𝑌𝑖 = 𝑀𝐵)) = ⁡𝑙𝑛 (
𝑃(𝑌𝑖=𝑀𝐵)
𝑃(𝑌𝑖=𝐸𝑃)
) = 13.008 + (-2.465) 𝑐𝑝𝑟𝑜𝑚(1, 0∘) + (-15.031) 
𝐿𝐺𝑅𝐸⁡0∘ + (-3.395) 𝑆𝑅𝐿𝐺𝐸⁡135∘  + (-8.319) ℎ𝑜𝑚𝑜(1, 135∘) 
𝑙𝑜𝑔𝑖𝑡(𝑃(𝑌𝑖 = 𝑃𝐴)) = ⁡𝑙𝑛 (
𝑃(𝑌𝑖=𝑃𝐴)
𝑃(𝑌𝑖=𝐸𝑃)
) = 1.272 + (15.488) 𝑐𝑝𝑟𝑜𝑚(1, 0∘)+ (-5.647) 𝐿𝐺𝑅𝐸⁡0∘+ 
(-10.371) 𝑆𝑅𝐿𝐺𝐸⁡135∘+ (2.535) ℎ𝑜𝑚𝑜(1, 135∘) 
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Table 8.17: Beta coefficients and goodness of fit derived from the combined multimodal 
MRI based TA approach. The reference category is ependymoma and the deviance of the 
model is 25.836. 
Predicted class Variable B S.E. Wald p-value 
Medulloblastoma Intercept 
ADC: 𝑠𝑣𝑎𝑟(2, 0∘) 
ADC: 𝑠𝑎𝑣𝑔(5, 135∘) 
ADC: 𝑚 
ADC: 𝑠𝑜𝑠𝑣(4, 0∘) 
ADC: 𝑖𝑑𝑚𝑛(2, 90∘) 
T2: 𝑒𝑛𝑡𝑟𝑜(1, 90∘) 
T2: 𝐻𝑎𝑎𝑟(V2) 
Post-T1: 𝑅𝑃(90∘)  
Post-T1: 𝑣𝑎𝑟 
Post-T1: 𝑖𝑚𝑐1(2, 135°) 
27.766 
13.570 
-166.617 
  -24.398 
143.749 
-4.064 
21.851 
-30.221 
-21.214 
11.801  
3.911                              
    8.694 
27.137 
   57.295 
10.592 
51.349 
 7.490 
    8.327 
8.861 
7.480  
    5.791 
4.770                                   
10.200 
0.250 
8.457 
5.306 
7.837 
0.294 
6.886 
11.632 
8.043 
4.152 
0.672
    0.001 
0.617 
0.004 
0.021 
0.005 
0.587     
0.009 
    0.000 
0.005 
0.042 
0.412                                            
Pilocytic  
astrocytoma 
Intercept 
ADC: 𝑠𝑣𝑎𝑟(2, 0∘) 
ADC: 𝑠𝑎𝑣𝑔(5, 135∘) 
ADC: 𝑚 
ADC: 𝑠𝑜𝑠𝑣(4, 0∘) 
ADC: 𝑖𝑑𝑚𝑛(2, 90∘) 
T2: 𝑒𝑛𝑡𝑟𝑜(1, 90∘) 
T2: 𝐻𝑎𝑎𝑟(V2) 
Post-T1: 𝑅𝑃(90∘)  
Post-T1: 𝑣𝑎𝑟 
Post-T1: 𝑖𝑚𝑐1(2, 135°) 
3.704 
35.766 
-85.978 
24.896 
29.655 
1.988 
2.180 
-19.462 
-24.946 
25.210 
11.119 
5.573 
21.988 
47.709 
9.798 
39.058 
5.794 
4.300 
6.105 
7.006 
6.734 
4.248 
0.442 
2.646 
3.248 
6.456 
0.576 
0.118 
0.257 
10.164 
12.678 
14.016 
6.852 
0.506 
0.104 
0.072 
0.011 
0.448 
0.732 
0.612 
0.001 
0.000 
0.000 
0.009 
The multinomial logit models of multimodal MRI based TA approach is:  
𝑙𝑜𝑔𝑖𝑡(𝑃(𝑌𝑖 = 𝑀𝐵)) = ⁡𝑙𝑛 (
𝑃(𝑌𝑖=𝑀𝐵)
𝑃(𝑌𝑖=𝐸𝑃)
) = 27.766 + (13.570) ADC: 𝑠𝑣𝑎𝑟(2, 0∘) + (-166.617) 
ADC: 𝑠𝑎𝑣𝑔(5, 135∘) + (-24.398) ADC: 𝑚 + (143.749) ADC: 𝑠𝑜𝑠𝑣(4, 0∘) + (-4.064) ADC: 
𝑖𝑑𝑚𝑛(2, 90∘) + (21.851) T2: 𝑒𝑛𝑡𝑟𝑜(1, 90∘) + (-30.221) T2: 𝐻𝑎𝑎𝑟(V2) + (-21.214) Post-T1: 
𝑅𝑃(90∘) + (11.801) Post-T1: 𝑣𝑎𝑟 + (3.911) Post-T1: 𝑖𝑚𝑐1(2, 135°) 
𝑙𝑜𝑔𝑖𝑡(𝑃(𝑌𝑖 = 𝑃𝐴)) = 𝑙𝑛 (
𝑃(𝑌𝑖=𝑃𝐴)
𝑃(𝑌𝑖=𝐸𝑃)
) = 3.704 + (35.766) ADC: 𝑠𝑣𝑎𝑟(2, 0∘) + (-85.978) ADC: 
𝑠𝑎𝑣𝑔(5, 135∘) + (24.896) ADC: 𝑚 + (29.655) ADC: 𝑠𝑜𝑠𝑣(4, 0∘) + (1.988) 
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ADC:𝑖𝑑𝑚𝑛(2, 90∘) + (2.180) T2: 𝑒𝑛𝑡𝑟𝑜(1, 90∘) + (-19.462) T2: 𝐻𝑎𝑎𝑟(V2) + (-24.946) Post-
T1: 𝑅𝑃(90∘) + (25.210) Post-T1: 𝑣𝑎𝑟 + (11.119) Post-T1: 𝑖𝑚𝑐1(2, 135°) 
 Recommended Processing Framework 8.4.6
Diagnostic classification accuracy based on recent radiological reports (19) is compared 
with our results obtained from the combined multimodal MRI based TA and superposition 
of weighted outcomes (Table 8.18). The figures based on radiological reports are the 
highest estimates as they excude all those where a diagnosis was not given. These 
unknown diagnostic figures present 52% medulloblastoma, 43% pilocytic astrocytoma, 
20% ependymoma and 45% overall (19). Comparing these classification accuracy, our 
results obtained from combined multimodal MRI based TA and superposition of weighted 
outcomes approach produce higher classification rates. 
Table 8.18: Classification accuracy based on the analysis of radiological reports and our 
study. 
Tumours 
Using radiological 
reports (%) 
Combined 
multimodal MRI 
based TA (%) 
Superposition of 
weighted outcomes 
(%) 
overall 67 90 86 
Medulloblastoma 73 100 96 
Pilocytic astrocytoma 75 90 93 
Ependymoma 25 79 63 
224 
Our two methods provide gains on overall and each tumour based classification 
compared to single modality MR image based TA and using the radiological reports. As a 
result, we suggested the two processing frameworks, as represented in Figure 8.10. 
However, when using different dataset, one processing framework can be more 
preferable than the other processing framework.  
Figure 8.10: The two recommended processing pipelines for the classification of 
childhood brain tumours. The first pipeline is the combined multimodal MRI based TA. 
The second pipeline is the superposition weighted outcomes approach. 
Method 
Data pre-processing 
Tumour Segmentation 
Scaling Textural Feature 
Combined top ten 
textural features 
obtained from ADC, 
T2 and post-
contrast T1 
Texture analysis 
 
Magnetic Resonance Images 
Individual top ten 
textural features 
obtained from ADC, T2 
and post-contrast T1 
Predicted class 
derived from 
weighted outcome 
 
Classification  
Feature selection 
Feature 
selection 
Classification  Predicted 
class  
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Andrew Peet, a reader in paediatric oncology at the University of Birmingham and an 
honorary consultant at Birmingham Children’s Hospital suggested that our processing 
framework is an encouraging study and the results are promising in aiding the clinical 
management of patients with brain tumours. However, the software analysis package is 
not approved by regulatory groups, which impedes its clinical use. (Andrew Peet, personal 
communication, November 27, 2014). To accommodate this issue, there is a need for 
collaboration between industry, academia and healthcare providers to deliver robust 
solutions for clinical practices. In addition, appropriate training for radiologists in using 
software would be beneficial  (178). 
 Biological Perspective 8.4.7
From a biological perspective, tumours can have some similar characteristics resulting in 
classification difficulties and some distinctive features giving good separable information 
for the classifiers. The typical imaging features of medulloblastomas are that the tumour 
is densely packed, small, round to oval, and reduced free water (77, 78). With these 
imaging characteristics, medulloblastomas, which are highly malignant tumours 
originating from embryonal cells have promising distinctive textural features from 
pilocytic astrocytomas, which are slow-growing tumours, and ependymomas, which are 
mostly composed of solid ependymal cells. The medulloblastomas are reasonably well 
separated from the other two tumour types.  
Ependymomas usually have higher cell density compared to pilocytic astrocytomas, which 
have low cell density in solid portions with a relatively unrestricted diffusion of water 
molecules in extracellular space (25). Although these two tumour types are easily 
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differentiated on the basis of MRI morphology in a majority of cases, diagnosis may be 
difficult in cases of solid pilocytic astrocytomas without a typical cystic component. In 
addition, pilocytic astrocytomas and ependymomas located in the cerebellum, near the 
fourth ventricle, one of the common locations, may have similar MRI appearance (25). As 
the typical cellularity, ependymomas located in the posterior fossa is somewhere 
between that of astrocytomas and medulloblastomas (192), the differential diagnosis 
between ependymomas and the other two tumour types, especially pilocytic 
astrocytomas, still remains an important question.  
 Classification Difficulties and Future Work 8.4.8
Various challenges are examined in this thesis, including the selection of region of 
interest, the selection of study cases with different tumour location and the use of multi-
centre dataset. Selection of the ROI is important and mostly obtained by excluding areas 
of visible cyst, necrosis, haemorrhage, and calcification as much as possible (26, 28, 186, 
188, 191, 192, 300). Alteration of ROI coverage varies the value of textural features and 
the characterisation result. A ROI with large cystic and normal tissues, which may have 
less informative textural features about histological tumour type, could reduce the overall 
discriminative power. However, we extracted the largest possible region of abnormal 
brain tissue by using the semi-automatic segmentation method and derived textural 
features based on these segments. The textural features derived from such a ROI may be 
less informative. In addition, atypical characteristics of tumours such as solid pilocytic 
astrocytoma without typical cystic component and ependymoma with large cystic region 
were included in the study and resulted in classification difficulties.  
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The variation of tumour subtypes (e.g. classic medulloblastoma and desmoplastic/nodular 
medulloblastoma of embryonal tumours as well as ependymoma and anaplastic 
ependymoma of ependymal tumours), which have biological difference, contributes to 
the complexity of the classifier. In addition, the variation of cell properties in 
infratentorial and supratentorial regions also plays an important role in characterising the 
tumour type. Despite being the same tumour type, cell properties in infratentorial and 
supratentorial regions can be diverse. Many studies only included tumours in the 
infratentorial region, while this thesis included tumours from both regions; a majority of 
cases are located infratentorially and a few cases are located supratentorially. As 
expected, some of these cases were not correctly classified by the automated methods 
employed.  
A number of previous studies used datasets obtained from a single centre where the 
same settings are usually applied. However, in this thesis, MR datasets were acquired 
from a multi-centre setting, where the parameters (e.g. magnetic field, slice thickness, 
number of scanning direction and b-value) have been configured differently. For example, 
we use datasets acquired from both 1.5T and 3T scanners. The MRI scans acquired at 3T 
have higher SNR, greater spatial resolution and reduced motion artefacts because of 
faster acquisition times compared to the MRI scans at 1.5T (301). As a result, the use of 
different magnetic field strengths affects the quality of images and hence textural 
features obtained from those images. In terms of resolution, we use datasets scanned 
with different slice thickness, which was reported to affect texture details (302). Our 
datasets have slice thickness across conventional and diffusion MRI scans ranging 
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between 0.8 to 6 mm. Due to a wide range of slice thickness, textural features derived 
from these dataset can influence classification performance.  
To improve the automatic decision support system, two main approaches within the 
scope of our study should be investigated: an improved approach of segmentation 
process and improved methods of TA. As textural features are sensitive to the tissue 
heterogeneity, the segmentation method should be further developed to separate 
different tissue types within the region of interest. The current segmentation approach is 
proposed to extract the largest possible abnormal tumour region. However, the use of 
solid portion of brain tumours is recommended for classification to improve the 
differentiation of medulloblastoma, pilocytic astrocytoma and ependymoma (82, 194).  
The extraction of tissue subtypes such as cystic, oedema and necrosis tissue from solid 
tumours is planned for future work. The combination of multimodal MRI was also shown 
to benefit extraction of distinctive tissue types. This multimodal MR image based 
segmentation also requires further investigation. In order to improve TA methods, the 
three approaches were discussed in chapter 7. The number of grey levels, three-
dimensional TA and shift-invariant textural features are interesting to be explored.  
 Conclusions 8.5
This chapter presented the classification of childhood brain tumours based on textural 
features derived from single modality and multimodal MRI. Two conclusions were drawn. 
First, in single modality MRI based TA, ADC based TA provided better differentiation 
among the three brain tumour types from a multi-scanner multi-centre cohort, compared 
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with T2- and post-contrast T1-based TA. However, the characterisation of childhood brain 
tumours can be improved by analysing TA of multimodal MRI. The two approaches: 
superposition of weighted outcomes and combined multimodal MRI based TA have 
shown promising results.  
Using the superposition of the weighted outcomes approach improves the overall 
classification accuracy from 82% to 86%, with 10% increased gains for ependymoma, 
which are particularly difficult to diagnose using TA of single modality MR technique. 
Using the combined multimodal MRI based TA approach improved the overall 
classification accuracy from 82% to 90%, with 26% and 9% increased grains for 
ependymoma and medulloblastoma. However there is minor loss of accuracy (3%) in the 
case of pilocytic astrocytoma classification.  
Second, in clinical application, this approach can be useful to support the diagnostic 
classification system to identify tumour types. As the system requires a person with no 
extensive neuroanatomical expertise, it would not be difficult to employ the system in a 
real clinical practice. However, due to difficulty in obtaining the approval from regulatory 
bodies, we require the collaboration from industry and healthcare providers to produce a 
more robust system.  
In terms of future work, combining the current finding with other functional MRI such as 
MRS or perfusion MRI is an interesting area to be explored.  
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 CONCLUSIONS CHAPTER 9
The aim of this thesis is to develop and examine whether a framework for the texture 
analysis of multimodal MRI can improve upon the classification accuracy of childhood 
brain tumours compared with TA of single modality MR technique. To achieve this aim, a 
multidisciplinary literature review was conducted and a set of focused objectives were 
defined, researched and evaluated.  
The literature review spanned several areas of study, including the principles of MRI and 
diffusion MRI, MRI characteristics, brain imaging data processing and pattern recognition 
techniques. All topics were studied with a special emphasis on childhood brain tumours.  
The first objective in this thesis is improving the quality of brain tumour segmentation. 
After evaluating the merits of a number of existing techniques, a novel hybrid semi-
automatic segmentation method, based on the MNcut and GVF snake methods is 
proposed. This combines the advantages of both techniques to enhance the delineation 
of the tumour boundary. The method was evaluated on four types of structural MRI: T2, 
FLAIR, pre-contrast T1, and post-contrast T1. T2 based segmentation was scored highest 
by the experts with consistent inter-rater reliability index and also had high overlap 
volume ratios and similarity index compared to manual segmentation results. This new 
segmentation technique would be advantageous in clinical settings, because it is faster 
than manual segmentation, guarantees reproducibility of results and is less dependent on 
neuroanatomical expertise.  
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The second objective is examining tumour classification based on single modality MR 
textural features in order to understand how differences in image type and feature 
selection can affect classification accuracy. In order to achieve this objective, experiment 
3 was designed where textural features were selected from each image type and 
presented to the same classifier. Two conclusions were drawn from the results of this 
experiment. First, ADC, T2 and post-contrast T1 based TA significantly outperformed 
FLAIR and pre-contrast T1 and tended to produce better discrimination than DTI based 
TA. The ADC, T2 and post-contrast T1 based TA produce 92%, 92% and 88% overall 
accuracy respectively. Second, ADC, T2 and post-contrast T1 based TA indicated a good 
separation between medulloblastoma and pilocytic astrocytoma. However, the 
differentiation of ependymoma from the other two groups was not satisfactory.  
The third objective follows naturally from the observations in the study on single-
modality MR technique based TA. That is, whether classification based on multimodal MR 
textural features can improve upon the single modality results. There are two parts to this 
objective. First, investigating the methods for multimodal MRI based TA. Second, 
comparing, the classification results based multimodal and single modality MR textural 
features. Experiment 4 was designed where the three MR image types: ADC, T2 and post-
contrast T1 based TA were integrated into the classification system. The result showed 
that the classification accuracy could be improved by analysing multimodal MRI using TA. 
Compared with ADC based TA, the combined multimodal MRI based TA and superposition 
of the weighted outcomes approach produced 26% and 10% higher diagnostic 
classification accuracy for ependymoma, which are particularly difficult to diagnose using 
structural MRI. In addition, compared with using radiological reports, the combined 
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multimodal MRI based TA and superposition of the weighted outcomes also produce 
relatively higher classification accuracy.  
In terms of future work, certain methods in the processing framework can be improved to 
enhance performance of the classification system. The segmentation of solid tumours, 
separating cystic region from region of interest, discussed in chapter 6, 7 and 8, are 
promising approach to provide better classification outcome. Other procedures such as 
intensity normalisation discussed in chapter 5 as well as three-dimensional TA and shift-
invariant texture matrices discussed in chapter 7, could provide more comprehensive 
textural features. In addition, combining conventional and diffusion MRI based TA with 
the metabolite profiles of MRS are an interesting area to be explored. Apart from these, 
we should seek collaboration between healthcare providers and industries to produce a 
robust software package and deliver to a real clinical practice.  
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APPENDIX A: TEXTURAL FEATURES DERIVED FROM 
GLCM AND GLRLM 
A.1 Grey-Level Co-Occurrence Matrix Based Textural Features 
For a given image, the GLCM (𝑷) and its associated vectors (202, 203, 303) are mathematically 
defined as follows: 
𝑃(𝑖, 𝑗) is the (𝑖, 𝑗)𝑡ℎ element of a normalised grey-tone spatial dependence matrix 𝑷. 
𝑝𝑥(𝑖) is the 𝑖th element of the marginal probability vector 𝒑𝒙, obtained by summing the rows of 𝑷 
and given by equation (A.1).                                       
𝑝𝑥(𝑖) =∑ 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗=1
 (A.1) 
𝑝𝑦(𝑗) is the 𝑗th element of the marginal probability vector 𝒑𝒚, obtained by summing the columns 
of 𝑷 and given by equation (A.2).          
𝑝𝑦(𝑗) =∑ 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑖=1
 (A.2) 
𝑝𝑥+𝑦(𝑘) =
∑ ∑ 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
𝑖 + 𝑗 = 𝑘
 𝑘 = 2, 3, …2𝑁𝑔 (A.3) 
𝑝𝑥−𝑦(𝑘) =
∑ ∑ 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
|𝑖 − 𝑗| = 𝑘
 𝑘 = 0, 1, …𝑁𝑔 − 1 (A.4) 
𝜇𝑥 =∑ ∑ 𝑖 ∙ 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 (A.5) 
𝜇𝑦 =∑ ∑ 𝑗 ∙ 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 (A.6) 
𝜎𝑥 =∑ ∑ (𝑖 − 𝜇𝑥)
2 ∙ 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 (A.7) 
𝜎𝑦 =∑ ∑ (𝑖 − 𝜇𝑦)
2 ∙ 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 (A.8) 
where 𝑁𝑔 is the number of distinct grey-levels in the quantized image; 𝜇𝑥 and 𝜇𝑦 are mean of 𝒑𝒙 
and 𝒑𝒚; 𝜎𝑥 and 𝜎𝑦  are the standard deviations of 𝒑𝒙 and 𝒑𝒚.  
Some of the textural features derived from the GLCMs are related to the first-order statistical 
texture measures. The commonly used 20 textural features from GLCM are adapted in the thesis, 
as mathematically described below.  
Autocorrelation 𝑎𝑢𝑡𝑜𝑐 =∑∑(𝑖𝑗) ∙ 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
 (A.9) 
Autocorrelation describes regularity, fineness and coarseness of the texture. The small primitives 
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repeated periodically in a short distance have higher 𝑎𝑢𝑡𝑜𝑐 value than that in a larger distance. 
The bigger primitive have decreasing 𝑎𝑢𝑡𝑜𝑐 value with increasing distance (212). 
Correlation 𝑐𝑜𝑟𝑟 =
∑ ∑ (𝑖𝑗) ∙ 𝑃(𝑖, 𝑗) −⁡𝜇𝑥𝜇𝑦
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
𝜎𝑥𝜎𝑦
 (A.10) 
Correlation measures how a pixel is correlated to its neighbour over the ROI. Values of 𝑐𝑜𝑟𝑟 
ranges between -1 and 1; -1 and 1 refers to a perfectly negatively or positively correlated pixel 
pairs. NaN (Not a Number) indicates a constant image. 
Contrast 𝑐𝑜𝑛𝑡𝑟 = ∑ 𝑛2
{
 
 
∑∑𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗=1
𝑁𝑔
𝑖=1
|𝑖 − 𝑗| = 𝑛 }
 
 𝑁𝑔−1
𝑛=0
 (A.11) 
Contrast explains the amount of local variation between a pixel and its neighbour over the ROI. 
Contrast is 0 for a constant image.  
Cluster Prominence 𝑐𝑝𝑟𝑜𝑚 =∑∑(𝑖 + 𝑗 − 𝜇𝑥 − 𝜇𝑦)
4
𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗
𝑁𝑔
𝑖
 (A.12) 
Cluster prominence measures a peak of data distribution, i.e. measures a kurtosis of the GLCM. A 
low value of 𝑐𝑝𝑟𝑜𝑚 refers to small variation in grey-level (304). 
Cluster Shade 𝑐𝑠ℎ𝑎𝑑 =∑∑(𝑖 + 𝑗 − 𝜇𝑥 − 𝜇𝑦)
3
𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗
𝑁𝑔
𝑖
 (A.13) 
Cluster shade measures the symmetry of data distribution, i.e. measures the skewness of the 
GLCM. A high value of 𝑐𝑠ℎ𝑎𝑑 indicates asymmetry of the GLCM (304). 
Dissimilarity 𝑑𝑖𝑠𝑠𝑖 =∑∑|𝑖 − 𝑗| ∙ 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗
𝑁𝑔
𝑖
 (A.14) 
Dissimilarity measures difference between grey-level intensity. A value of 𝑑𝑖𝑠𝑠𝑖 is zero if an 
image is constant. 
Energy (Angular Second 
Moment)  
𝑒𝑛𝑒𝑟 =∑∑𝑃(𝑖, 𝑗)2
𝑁𝑔
𝑗
𝑁𝑔
𝑖
 (A.15) 
Energy describes uniformity of texture and has values ranges between 0 and 1. A high 𝑒𝑛𝑒𝑟 
value represents an image having the constant distribution or a periodic pattern (305). 
Entropy 𝑒𝑛𝑡𝑟𝑜 = −∑∑𝑃(𝑖, 𝑗)log⁡(𝑃(𝑖, 𝑗))
𝑁𝑔
𝑗
𝑁𝑔
𝑖
 (A.16) 
Entropy measures the randomness of the grey-level distribution and is inversely correlated to 
energy. A higher 𝑒𝑛𝑡𝑟𝑜 value denotes heterogeneous texture.  
Homogeneity ℎ𝑜𝑚𝑜 =∑∑
1
1 + (𝑖 − 𝑗)2
𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗
𝑁𝑔
𝑖
 (A.17) 
Homogeneity measures the closeness of the distribution of elements in the GLCM to the GLCM 
diagonal. Values of ℎ𝑜𝑚𝑜 range between 0 and 1. Value of ℎ𝑜𝑚𝑜 is 1 for a diagonal GLCM. 
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Maximum Probability 
𝑚𝑎𝑥𝑝𝑟 = 𝑀𝐴𝑋⁡𝑃(𝑖, 𝑗)
𝑖, 𝑗
 (A.18) 
Maximum probability determines the probability of the most predominant pixel pair within an 
ROI. 
Sum of Squares 
(Variance) 
𝑠𝑜𝑠𝑣 =∑∑(𝑖 − 𝜇)2 ∙ 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗
𝑁𝑔
𝑖
 (A.19) 
Sum of square measures the distribution of GLCM. A higher value of 𝑠𝑜𝑠𝑣 implies the higher 
heterogeneity of texture. A value of 𝑠𝑜𝑠𝑣 is correlated with the GLCM contrast and the first-
order standard deviation value. But when texture has low spatial frequencies and low GLCM 
contrast, 𝑠𝑜𝑠𝑣 can have a low or high value (305).  
Sum Average 𝑠𝑎𝑣𝑔 =∑𝑖
2𝑁𝑔
𝑖=2
𝑝𝑥+𝑦(𝑖) (A.20) 
Sum average measures mean of 𝒑𝒙+𝒚. 
Sum Variance 𝑠𝑣𝑎𝑟 =∑(𝑖 − 𝑓𝑠𝑢𝑚⁡𝑒𝑛𝑡𝑟𝑜𝑝𝑦)
2
2𝑁𝑔
𝑖=2
𝑝𝑥+𝑦(𝑖) (A.21) 
Sum variance measures variance of 𝒑𝒙+𝒚. 
Sum Entropy 𝑠𝑒𝑛𝑡 = −∑𝑝𝑥+𝑦(𝑖)log⁡{𝑝𝑥+𝑦(𝑖)}
2𝑁𝑔
𝑖=2
 (A.22) 
Sum entropy measures entropy of 𝒑𝒙+𝒚. 
Difference Variance 𝑑𝑣𝑎𝑟 = 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒⁡𝑜𝑓⁡𝒑𝒙−𝒚 (A.23) 
Difference variance measures variance of 𝒑𝒙−𝒚. 
Difference Entropy 𝑑𝑒𝑛𝑡 = − ∑ 𝑝𝑥−𝑦(𝑖)log⁡{𝑝𝑥−𝑦(𝑖)}
𝑁𝑔−1
𝑖=0
 (A.24) 
Difference entropy measures entropy of 𝒑𝒙−𝒚. 
Information Measure of 
Correlation 1  
𝑖𝑚𝑐1 =
𝐻𝑋𝑌 − 𝐻𝑋𝑌1
max ⁡{𝐻𝑋,𝐻𝑌}
 (A.25) 
Information Measure of 
Correlation 2 
𝑖𝑚𝑐2 = (1 − exp[−2.0(𝐻𝑋𝑌2 − 𝐻𝑋𝑌)])1/2 (A.26) 
 𝐻𝑋𝑌 = −∑∑𝑃(𝑖, 𝑗)log⁡(𝑃(𝑖, 𝑗))
𝑗𝑖
 (A.27) 
 𝐻𝑋𝑌1 = −∑∑𝑃(𝑖, 𝑗)log⁡{𝑝𝑥(𝑖)𝑝𝑦(𝑖)}
𝑗𝑖
 (A.28) 
 
𝐻𝑋𝑌2 = −∑∑𝑝𝑥(𝑖)𝑝𝑦(𝑖)log⁡{𝑝𝑥(𝑖)𝑝𝑦(𝑖)}
𝑗𝑖
 
where 𝐻𝑋  and 𝐻𝑌 are entropies of 𝒑𝒙 and 𝒑𝒚  . 
(A.29) 
Information measure of correlation (306). 
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Inverse difference 
normalised 
𝑖𝑑𝑛 =∑∑
1
1 + (𝑖 − 𝑗)2/𝑁𝑔
𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗
𝑁𝑔
𝑖
 (A.30) 
Inverse difference normalised refers to smoothness of the surface. 
Inverse difference 
moment normalised 
𝑖𝑑𝑚𝑛 =∑∑
1
1+ [
𝑖 − 𝑗
𝑁𝑔
]
2 𝑃(𝑖, 𝑗)
𝑁𝑔
𝑗
𝑁𝑔
𝑖
 (A.31) 
Inverse difference moment normalised is inversely related to both contrast and energy. 
However, this is relevant when one of the parameter is kept constant, for example 𝑖𝑑𝑚𝑛  
increases and contrast decrease when energy is constant (305).  
A.2 Grey-Level Run-Length Matrix Based Textural Features 
For a given image, a GLRLM⁡(𝑷) is derived with elements of 𝑃(𝑖, 𝑗) filling along the row of grey-
level 𝑖 and the column of run-length 𝑗. The matrix 𝑷 can be obtained from four directions of 0o, 
45o, 90o and 135o. Let 𝑁𝑔 be the number of grey-levels, 𝑁𝑟  be the maximum run length, 𝑛𝑟   be the 
total number of runs, 𝑛𝑝  be the number of pixels in the image. The associated matrix and vectors 
derived from the matrix 𝑷 are defined as follows:  
Grey-level run-length pixel 
number matrix 
𝑝𝑝(𝑖, 𝑗) = ⁡𝑃(𝑖, 𝑗) ∙ 𝑗 (A.32) 
Grey-level run-number Vector 𝑝𝑔(𝑖) =∑𝑃(𝑖, 𝑗)
𝑁𝑟
𝑗=1
 (A.33) 
Run-length run-number vector 𝑝𝑟(𝑗) =∑𝑃(𝑖, 𝑗)
𝑁𝑔
𝑖=1
 (A.34) 
Grey-level run-length-one vector 𝑝𝑜(𝑖) = ⁡𝑃(𝑖, 1) (A.35) 
Textural features obtained from the aforementioned matrix and vectors; 𝑷, 𝒑𝒑, 𝒑𝒈, 𝒑𝒓 and 𝒑𝒐, 
are mathematically defined as follows: 
Short Run Emphasis 𝑆𝑅𝐸⁡ =
1
𝑛𝑟
∑
𝑝𝑟(𝑗)
𝑗2
𝑁𝑟
𝑗=1
 (A.36) 
Short run emphasis describes the emphasis of short runs of grey-level intensity by dividing with 
number of run 𝑗2. 
Long Run Emphasis 𝐿𝑅𝐸 =
1
𝑛𝑟
∑𝑝𝑟(𝑗) ∙ 𝑗
2
𝑁𝑟
𝑗=1
 (A.37) 
Long run emphasis describes the emphasis of long runs of grey-level intensity by multiplying with 
number of run 𝑗2. 
Grey-Level Nonuniformity 𝐺𝐿𝑁 =
1
𝑛𝑟
∑𝑝𝑔(𝑖)
2
𝑁𝑔
𝑖=1
 (A.38) 
Grey-level non uniformity is proportional with large run length values that are uniformly 
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distributed.  
Run Length Nonuniformity 𝑅𝐿𝑁 =
1
𝑛𝑟
∑𝑝𝑟(𝑖)
2
𝑁𝑟
𝑗=1
 (A.39) 
Run length nonuniformity encodes long runs that are non-uniformly distributed.  
Run Percentage 𝑅𝑃 =
𝑛𝑟
𝑛𝑝
 (A.40) 
A low value of 𝑅𝑃 indicates the low variability.  
Low Grey-Level Run Emphasis 𝐿𝐺𝑅𝐸 =
1
𝑛𝑟
∑
𝑝𝑔(𝑗)
𝑖2
𝑁𝑔
𝑖=1
 (A.41) 
Low grey-level run emphasis describes the emphasis of runs of low grey-level intensity by dividing 
grey-level 𝑖2. 
High Grey-Level Run Emphasis 𝐻𝐺𝑅𝐸 =
1
𝑛𝑟
∑𝑝𝑔(𝑖) ∙ 𝑖
2
𝑁𝑔
𝑖=1
 (A.42) 
High grey-level run emphasis describes the emphasis of runs of high grey-level intensity by 
multiplying grey-level 𝑖2.  
Short Run Low Grey-Level 
Emphasis 
𝑆𝑅𝐿𝐺𝐸 =
1
𝑛𝑟
∑∑
𝑃(𝑖, 𝑗)
𝑖2 ∙ 𝑗2
𝑁𝑟
𝑗=1
𝑁𝑔
𝑖=1
 (A.43) 
Short run low grey-level describes the emphasis of short run of low grey-level by dividing grey-
level 𝑖2and number of run 𝑗2. 
Short Run High Grey-Level 
Emphasis 
𝑆𝑅𝐻𝐺𝐸 =
1
𝑛𝑟
∑∑
𝑃(𝑖, 𝑗) ∙ 𝑖2
𝑗2
𝑁𝑟
𝑗=1
𝑁𝑔
𝑖=1
 (A.44) 
Short run high grey-level describes the emphasis of short run of high grey-level by multiplying with 
grey-level 𝑖2 and dividing by number of run 𝑗2. 
Long Run Low Grey-Level 
Emphasis 
𝐿𝑅𝐿𝐺𝐸 =
1
𝑛𝑟
∑∑
𝑃(𝑖, 𝑗) ∙ 𝑗2
𝑖2
𝑁𝑟
𝑗=1
𝑁𝑔
𝑖=1
 (A.45) 
Long run low grey-level describes the emphasis of long run of low grey-level by multiplying with 
number of run 𝑗2  and dividing by grey-level 𝑖2. 
Long Run High Grey-Level 
Emphasis  
𝐿𝑅𝐻𝐺𝐸 =
1
𝑛𝑟
∑∑𝑃(𝑖, 𝑗) ∙ 𝑖2
𝑁𝑟
𝑗=1
𝑁𝑔
𝑖=1
∙ 𝑗2 (A.46) 
Long Run High Grey-Level describes the emphasis of long run of high grey-level by multiplying with 
number of run 𝑗2 and grey-level  𝑖2. 
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APPENDIX B: PRE-PROCESSING SHELL SCRIPT 
The pre-processing analysis for MRI is operated by using the FSL library. A shell script is written for 
each study case, as exemplified below.  
# -------------------------------- Eddy Current Correction for Diffusion MR Images --------------- 
eddy_correct  dti_in  dti_ed  0 
eddy_correct  dwi_in  dwi_ed  0 
# -----------------------------------------------------Skull Stripping ----------------------------------------- 
bet  T2_in  T2_brain  -f  0.35  -g  0 
bet  FLAIR_in  FLAIR_brain  -f  0.3  -g  0  
bet  T1pre_in  T1pre_brain  -f  0.35  -g  0  
bet  T1post_in  T1post_brain  -f  0.35  -g  0  
bet  dti_ed  dti_brain  -f  0.25  -g  0  -m 
# ------------------------------- DTI map reconstruction – create FA and MD map ----------------- 
dtifit  --data=dti_brain  --out=dti  --mask=dti_brain_mask  --bvecs=bvec  --bvals=bval 
# ------------------------------------------------ Create ADC maps------------------------------------------ 
fslroi  dwi_ed  b0  0  128  0  128  0  27  0  1 
bet  b0  b0_brain  -f  0.25  -g  0 
fslroi  dwi_ed  b1000  0  128  0  128  0  27  1  1 
bet  b1000  b1000_brain  -f  0.25  -g  0 
fslmaths  b1000_brain  -div  b0_brain  -log  -div  -1000  ADC 
# ------------------------------------------------- Registration ----------------------------------------------- 
flirt  -in  ADC  -ref  T2_brain  -out  T2_ADC  -omat  T2_ADC.mat  -bins  256  -cost  normmi -
searchrx  -90  90  -searchry  -90  90  -searchrz  -90  90  -dof  6  -interp  sinc  -sincwidth  7 -
sincwindow  hanning 
 
flirt  -in  dti_MD  -ref  T2_brain  -out  T2_MD  -omat  T2_MD.mat  -bins  256  -cost  normmi -
searchrx  -90  90  -searchry  -90  90  -searchrz  -90  90  -dof  6  -interp  sinc  -sincwidth  7  -
sincwindow  hanning 
 
flirt  -in  dti_FA  -ref  T2_brain  -out  T2_FA  -omat  T2_FA.mat  -bins  256  -cost  normmi -searchrx  
-90  90  -searchry  -90  90  -searchrz  -90  90  -dof  6  -interp  sinc  -sincwidth  7 -sincwindow  
hanning 
 
flirt  -in  T1pre_brain  -ref  T2_brain  -out  T2_T1pre  -omat  T2_T1pre.mat  -bins  256  -cost 
normmi  -searchrx  -90  90  -searchry  -90  90  -searchrz  -90  90  -dof  6  -interp  sinc  -sincwidth  
7  -sincwindow  hanning 
 
flirt  -in  T1post_brain  -ref  T2_brain  -out  T2_T1post  -omat  T2_T1post.mat  -bins  256  -cost 
normmi  -searchrx  -90  90  -searchry  -90  90  -searchrz  -90  90  -dof  6  -interp  sinc  -sincwidth  
7  -sincwindow  hanning 
 
flirt  -in  FLAIR_brain  -ref  T2_brain  -out  T2_FLAIR  -omat  T2_FLAIR.mat  -bins  256  -cost  
normmi  -searchrx  -90  90  -searchry  -90  90  -searchrz  -90  90  -dof  6  -interp  sinc  -sincwidth  
7  -sincwindow  hanning 
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# ----------------------------------------------Linear Intensity Normalisation --------------------------- 
scale=4095  
bet  T2  bet  -f  0.2  -m  -n 
read  min  max <<< $(fslstats T2_brain -k  bet_mask -r)  
fslmaths  T2_brain  -thr  $max  -bin  -mul  $scale  peaks  
fslmaths  T2_brain  -sub  $min  -thr  0  -mul  $scale  -div $(echo $max - $min | /usr/bin/bc )  -uthr 
$scale  -add  peaks  T2_norm 
 
bet  T2_FLAIR  bet  -f  0.2  -m  -n 
read  min  max <<< $(fslstats T2_FLAIR  -k  bet_mask -r)  
fslmaths  T2_FLAIR  -thr  $max  -bin  -mul $scale  peaks  
fslmaths  T2_FLAIR  -sub $min  -thr  0  -mul  $scale  -div $(echo $max - $min | /usr/bin/bc )  -uthr 
$scale  -add  peaks  T2_FLAIR_norm 
bet  T2_T1pre  bet  -f  0.2  -m  -n 
read  min  max <<< $(fslstats T2_T1pre  -k  bet_mask -r)  
fslmaths  T2_T1pre  -thr  $max  -bin  -mul $scale  peaks  
fslmaths  T2_T1pre  -sub $min  -thr  0  -mul  $scale  -div $(echo $max - $min | /usr/bin/bc )  -uthr 
$scale  -add  peaks  T2_T1pre_norm 
 
bet  T2_T1post  bet  -f  0.2  -m  -n 
read  min  max <<< $(fslstats T2_T1post  -k  bet_mask -r)  
fslmaths  T2_T1post  -thr  $max  -bin  -mul $scale  peaks  
fslmaths  T2_T1post  -sub $min  -thr  0  -mul  $scale  -div $(echo $max - $min | /usr/bin/bc)  -
uthr $scale  -add  peaks  T2_T1post_norm 
 
scale=1 
bet  T2_ADC  bet  -f  0.2  -m  -n 
read  min  max <<< $(fslstats T2_ADC  -k  bet_mask -r)  
fslmaths  T2_ADC  -thr  $max  -bin  -mul $scale  peaks  
fslmaths  T2_ADC  -sub $min  -thr  0  -mul  $scale  -div $(echo $max - $min | /usr/bin/bc )  -uthr 
$scale  -add  peaks  T2_ADC_norm 
 
bet  T2_MD  bet  -f  0.2  -m  -n 
read  min  max <<< $(fslstats T2_MD  -k  bet_mask -r)  
fslmaths  T2_MD  -thr  $max  -bin  -mul $scale  peaks  
fslmaths  T2_MD  -sub $min  -thr  0  -mul $scale  -div $(echo $max - $min | /usr/bin/bc )  -uthr 
$scale  -add  peaks  T2_MD_norm 
 
bet  T2_FA  bet  -f  0.2  -m  -n 
read  min  max <<< $(fslstats T2_FA  -k  bet_mask -r)  
fslmaths  T2_FA  -thr  $max  -bin  -mul  $scale  peaks  
fslmaths  T2_FA  -sub $min  -thr  0  -mul  $scale  -div $(echo $max - $min | /usr/bin/bc )  -uthr 
$scale  -add  peaks  T2_FA_norm 
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APPENDIX C: IMAGING PARAMETERS FOR 
EXPERIMENTAL DATASET 
This section lists imaging parameters of images used in the thesis. The detail of TR, TE, TI, 
resolution, FOV, slice thickness, number of diffusion direction for DTI and scanners used are listed 
for the four experiments.  
C.1 Imaging Parameters of Datasets for Experiment 1  
Table C.1.1: Imaging parameters of ADC for experiment 1. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP611 3925 89 1.8x1.8x5 128x128x25 4 1.5 Philips 
EP639 2604 68 0.79x0.79x5 288x288x27 4 3 Philips 
EP813 8575 87 0.8x0.8x5 256x256x25 5 1.5 GE 
EP821 8575 85 0.9x0.9x5 256x256x37 5 1.5 GE 
EP904 2700 96 1.8x1.8x7 128x128x19 5 1.5 Siemens 
EP968 3700 108 0.9x0.9x7.25 256x256x20 5 1.5 Siemens 
EP535 4813 48 1.8x1.8x4.5 128x128x27 4 3 Philips 
EP774 8575 85 0.9x0.9x6 256x256x26 5 1.5 GE 
EP815 4321 84 1.8x1.8x5 128x128x27 4 1.5 Philips 
EP816 2604 68 0.79x0.79x5 288x288x27 4 3 Philips 
EP829 3296 70 1.59x1.59x4 144x144x28 4 3 Philips 
EP871 4616 100 1.6x1.6x4.4 144x144x30 4 1.5 Philips 
EP875 3296 70 1.6x1.6x4 144x144x28 4 3 Philips 
EP902 2700 96 1.8x1.8x7 128x128x19 5 1.5 Siemens 
EP 936 3700 108 0.9x0.9x7 256x256x20 5 1.5 Siemens 
EP 1111 2700 96 1.8x1.8x8 128x128x19 5 1.5 Siemens 
EP1115 2700 96 1.8x1.8x6.5 128x128x19 5 1.5 Siemens 
EP1117 2700 96 1.8x1.8x7.5 128x128x19 5 1.5 Siemens 
MB532 2486 62 1.8x1.8x5 128x128x27 4 3 Philips 
MB536 8000 88.6 0.94x0.94x6.5 256x256x20 5 1.5 GE 
MB616 8000 94.6 0.98x0.98x4.4 256x256x30 4 1.5 GE 
MB622 5826 58 2x2x3.3 112x112x32 3 3 Phillips 
MB629 8575 74.6 0.9x0.9x6 256x256x30 5 1.5 GE 
MB673 6200 161 1.8x1.8x6.5 128x128x22 5 1.5 Siemens 
MB718 4411 84 1.8x1.8x5 128x128x27 4 1.5 Philips 
MB719 4620 100 1.6x1.6x4.4 144x144x30 4 1.5 Philips 
MB762 5335 83.6 1.8x1.8x5 128x128x32 4 1.5 Philips 
MB783 3086 68 0.8x0.8x4.5 288x288x32 4 3 Philips 
MB792 5545 89 1.2x1.2x4 192x192x35 4 1.5 Siemens 
MB793 4542 100 1.6x1.6x4.4 144x144x30 4 1.5 Philips 
MB796 8000 90 2x2x3.3 112x112x36 3 3 Philips 
MB801 5000 93 1.2x1.2x4 192x192x30 4 1.5 Siemens 
MB803 8575 84.6 0.9x0.9x5 256x256x33 5 1.5 GE 
MB804 4438 84 1.8x1.8x5 128x128x27 4 1.5 Philips 
MB820 2604 68 0.8x0.8x5 288x288x27 4 3 Philips 
MB827 4452 89 1.8x1.8x4.4 128x128x30 4 1.5 Philips 
MB834 5400 94 1.2x1.2x4 192x192x32 4 1.5 Siemens 
MB844 7300 97 1.2x1.2x4 192x192x42 4 1.5 Siemens 
MB860 8575 86 0.9x0.9x5 256x256x28 5 1.5 GE 
MB861 8575 85 0.9x0.9x5 256x256x31 5 1.5 GE 
MB862 6700 99 1.2x1.2x4 192x192x38 4 1.5 Siemens 
MB867 3296 70 1.6x1.6x4 144x144x28 4 3 Philips 
MB929 6000 99 1.2x1.2x4 192x192x34 4 1.5 Siemens 
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PA571 3600 107 0.9x0.9x7.5 256x256x20 5 1.5 Siemens 
PA593 5300 161 1.56x1.56x6.5 104x128x19 5 1.5 Siemens 
PA607 8700 110 0.94x0.94x6.5 256x256x20 5 1.5 GE 
PA613 4300 89 1.8x1.8x4.4 128x128x27 4 1.5 Philips 
PA624 2605 68 0.79x0.79x5 288x288x27 4 3 Philips 
PA632 2608 68 0.79x0.79x5 288x288x27 4 3 Philips 
PA645 5088 99 1.95x1.95x4.4 128x128x27 4 1.5 Philips 
PA655 5026 89 1.8x1.8x4.4 128x128x31 4 1.5 Philips 
PA666 5826 58 2x2x3.3 112x112x32 3 3 Philips 
PA696 3176 57 2x2x3.3 112x112x32 3 3 Philips 
PA722 3350 74 2.4x2.4x5 96x96x24 5 1.5 Philips 
PA723 5826 58 2x2x3.3 112x112x32 3 3 Philips 
PA728 8575 85 0.9x0.9x6 256x256x24 5 1.5 GE 
PA731 3094 68 0.8x0.8x4.4 288x288x32 4 3 Philips 
PA741 8575 85 0.9x0.9x6 256x256x23 5 1.5 GE 
PA753 2990 62 1.6x1.6x5 144x144x32 4 3 Philips 
PA766 3288 70 1.75x1.75x4 128x128x30 4 3 Philips 
PA784 2604 68 0.79x0.79x5 288x288x27 4 3 Philips 
PA791 8000 85 0.9x0.9x5 256x256x29 5 1.5 GE 
PA808 2703 68 0.9x0.9x5 256x256x28 4 3 Philips 
PA832 5214 100 1.6x1.6x4.4 144x144x34 4 1.5 Philips 
PA837 8000 92 0.98x0.98x4.4 256x256x29 4 1.5 GE 
PA846 3296 70 1.6x1.6x4 144x144x28 4 3 Philips 
PA856 2903 68 0.9x0.9x5 256x256x30 4 3 Philips 
PA863 7736 86 2.2x2.2x2.5 104x108x61 2.5 1.5 Siemens 
PA873 7129 89 1.2x1.2x4 192x192x45 4 1.5 Siemens 
PA883 3700 108 0.9x0.9x7 256x256x20 5 1.5 Siemens 
PA890 3296 70 1.6x1.6x4 144x144x28 4 3 Philips 
PA903 2700 96 1.8x1.8x6.5 128x128x19 5 1.5 Siemens 
PA912 2700 96 1.8x1.8x6.5 128x128x19 5 1.5 Siemens 
PA934 6100 89 1.2x1.2x4 192x192x38 4 1.5 Siemens 
PA954 3700 108 0.9x0.9x7.5 256x256x20 5 1.5 Siemens 
PA961 3700 108 0.9x0.9x7.5 256x256x20 5 1.5 Siemens 
Table C.1.2: Imaging parameters of DTI for experiment 1. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner No Direction 
EP639 5826 58 2x2x3.3 112x112x32 3 3 Philips 16 
EP821 12000 88 0.94x0.94x2.5 256x256x54 2.5 1.5 GE 26 
EP535 4813 48 1.8x1.8x4.5 128x128x27 4 3 Philips 7 
EP815 4321 84 1.8x1.8x5 128x128x27 4 1.5 Philips 7 
EP816 8000 90 2x2x3.3 112x112x32 3 3 Philips 16 
EP829 3296 70 1.6x1.6x4 144x144x28 4 3 Philips 33 
EP871 4497 84 1.8x1.8x5 128x128x27 4 1.5 Philips 7 
EP875 3296 70 1.6x1.6x4 144x144x28 4 3 Philips 33 
MB532 2486 62 1.8x1.8x5 128x128x27 4.2 3 Philips 7 
MB536 7100 88 0.94x0.94x4.4 256x256x23 4 1.5 GE 26 
MB622 5826 58 2x2x3.3 112x112x32 3 3 Philips 16 
MB718 4411 84 1.8x1.8x5 128x128x27 4 1.5 Philips 7 
MB719 4628 66 1.75x1.75x5 128x128x27 4 1.5 Philips 16 
MB762 5335 84 1.8x1.8x5 128x128x32 4 1.5 Philips 7 
MB783 8000 90 2x2x3.3 112x112x32 3 3 Philips 16 
MB792 6510 86 2.2x2.2x2.5 108x104x50 2.5 1.5 Siemens 42 
MB796 8000 90 2x2x3.3 112x112x36 3 3 Philips 16 
MB801 6510 86 2.2x2.2x2.5 104x108x50 2.5 1.5 Siemens 42 
MB804 4438 84 1.8x1.8x5 128x128x27 4 1.5 Philips 7 
MB820 5827 58 2x2x3.3 112x112x32 3 3 Philips 16 
MB834 7000 86 2.2x2.2x2.5 104x108x55 2.5 1.5 Siemens 42 
MB844 7609 86 2.2x2.2x2.5 104x108x60 2.5 1.5 Siemens 42 
MB860 12000 101 0.94x0.94x2.5 256x256x58 2.5 1.5 GE 26 
MB861 12000 95 0.94x0.94x2.5 256x256x64 2.5 1.5 GE 26 
MB862 7400 86 2.2x2.2x2.5 104x108x58 2.5 1.5 Siemens 42 
MB867 3296 70 1.6x1.6x4 144x144x28 4 3 Philips 33 
MB929 6510 86 2.2x2.2x2.5 104x108x50 2.5 1.5 Siemens 42 
PA607 8700 110 0.94x0.94x6.5 256x256x20 5 1.5 GE 7 
PA632 3504 62 1.8x1.8x5 128x128x27 4.2 3 Philips 7 
PA666 5826 58 2.2x2.2x3.3 112x112x32 3 3 Philips 16 
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PA696 3176 57 2x2x3.3 112x112x32 3 3 Philips 16 
PA722 3350 74 2.4x2.4x5 96x96x24 5 1.5 Philips 33 
PA723 5826 58 2x2x3.3 112x112x32 3 3 Philips 16 
PA731 8000 90 2x2x3.3 112x112x32 3 3 Philips 16 
PA753 2990 62 1.6x1.6x5 144x144x32 4 3 Philips 7 
PA766 3288 70 1.75x1.75x4 128x128x30 4 3 Philips 16 
PA784 8000 90 2x2x3.3 112x112x32 3 3 Philips 16 
PA808 8000 90 2x2x3.3 112x112x32 3 3 Philips 16 
PA846 3296 70 1.6x1.6x4 144x144x28 4 3 Philips 33 
PA856 8000 90 2x2x3.3 112x112x32 3 3 Philips 16 
PA863 7736 86 2x2x2.5 104x108x61 2.5 1.5 Siemens 42 
PA890 3296 70 1.6x1.6x4 144x144x28 4 3 Philips 33 
PA934 6510 86 2.2x2.2x2.5 108x104x50 2.5 1.5 Siemens 42 
Table C.1.3: Imaging parameters of T2 for experiment 1. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP611 5050 100 0.45x0.45x5 512x512x25 4 1.5 Philips 
EP639 3000 85 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP813 5300 84 0.43x0.43x6 512x512x23 5 1.5 GE 
EP821 5100 85 0.45x0.45x4 512x512x46 3 1.5 GE 
EP904 6180 115 0.66x0.66x6 240x320x22 4 1.5 Siemens 
EP968 4000 89 0.43x0.43x7.25 384x512x20 5 1.5 Siemens 
EP535 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP774 4220 85 0.45x0.45x4 512x512x38 3 1.5 GE 
EP815 6055 100 0.4x0.4x4.4 512x512x30 4 1.5 Philips 
EP816 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP829 3000 80 0.45x0.45x5 512x512x24 4 3 Philips 
EP871 6055 100 0.4x0.4x4.4 512x512x30 4 1.5 Philips 
EP875 3000 80 0.45x0.45x5 512x512x28 4 3 Philips 
EP902 4920 101 0.57x0.57x5.6 306x384x25 4 1.5 Siemens 
EP936 4000 89 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
EP1111 4920 95 0.6x0.6x6.4 306x384x25 4 1.5 Siemens 
EP1115 6180 14 0.63x0.63x5.8 240x320x22 4 1.5 Siemens 
EP1117 6180 14 0.63x0.63x6.8 240x320x22 4 1.5 Siemens 
MB532 3000 80 0.45x.45x5 512x512x27 4 3 Philips 
MB536 5060 84 0.47x0.47x6.5 512x512x20 5 1.5 GE 
MB616 3760 96 0.49x0.49x4.4 512x512x30 4 1.5 GE 
MB622 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
MB629 5040 87 0.45x0.45x4 512x512x43 3 1.5 GE 
MB673 4560 105 0.90x0.90x6.5 224x256x22 5 1.5 Siemens 
MB718 6459 100 0.41x0.41x4.4 512x512x32 4 1.5 Philips 
MB719 6070 100 0.45x0.45x4.4 512x512x30 4 1.5 Philips 
MB762 6474 100 0.4x0.4x5 512x512x32 4 1.5 Philips 
MB783 3000 85 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB792 6980 77 0.45x0.45x3.9 402x448x40 3 1.5 Siemens 
MB793 6055 100 0.41x0.41x4.4 512x512x30 4 1.5 Philips 
MB796 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB801 7183 77 0.45x0.45x3.9 402x448x44 3 1.5 Siemens 
MB803 4660 85 0.45x0.45x4 512x512x41 3 1.5 GE 
MB804 6055 100 0.4x0.4x4.4 512x512x30 4 1.5 Philips 
MB820 3000 85 0.45x0.45x4.5 512x512x33 4 3 Philips 
MB827 6059 100 0.45x0.45x4.4 512x512x30 4 1.5 Philips 
MB834 5230 107 0.72x0.72x5.2 256x320x30 4 1.5 Siemens 
MB844 6890 77 0.51x0.51x3.9 402x448x42 3 1.5 Siemens 
MB860 4260 86 0.45x0.45x4 512x512x37 3 1.5 GE 
MB861 4440 85 0.45x0.45x4 512x512x39 3 1.5 GE 
MB862 6980 77 0.45x0.45x3.9 360x448x40 3 1.5 Siemens 
MB867 3000 80 0.45x0.45x5 512x512x28 4 3 Philips 
MB929 6980 77 0.51x0.51x3.9 402x448x40 3 1.5 Siemens 
PA571 4000 89 0.4x0.4x7.5 384x512x20 5 1.5 Siemens 
PA593 4970 105 0.4x0.4x6.5 408x512x24 5 1.5 Siemens 
PA607 5320 89 0.47x0.47x6.5 512x512x20 5 1.5 GE 
PA613 5453 100 0.45x0.45x4.4 512x512x27 4 1.5 Philips 
PA624 3000 80 0.44x0.44x5 480x480x27 4 3 Philips 
PA632 3000 80 0.45x0.45x5 512x512x27 4 3 Philips 
PA645 5453 100 0.45x0.45x4.4 512x512x27 4 1.5 Philips 
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PA655 6261 100 0.45x0.45x4.4 512x512x31 4 1.5 Philips 
PA666 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 3000 85 0.45x0.45x4.5 512x512x22 4 3 Philips 
PA722 5595 110 0.45x0.45x6 512x512x25 5 1.5 Philips 
PA723 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
PA728 9140 86 0.45x0.45x4 512x512x41 3 1.5 GE 
PA731 3000 80 0.45x0.45x4.4 512x512x34 4 3 Philips 
PA741 2660 84 0.4x0.4x6 512x512x23 5 1.5 GE 
PA753 3000 80 0.45x0.45x5 512x512x27 4 3 Philips 
PA766 3000 80 0.45x0.45x5 512x512x28 4 3 Philips 
PA784 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA791 4440 85 0.45x0.45x4 512x512x39 3 1.5 GE 
PA808 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA832 6863 100 0.4x0.4x4.4 512x512x34 4 1.5 Philips 
PA837 7120 95 0.49x0.49x4.4 512x512x29 4 1.5 GE 
PA846 3000 80 0.45x0.45x5 512x512x28 4 3 Philips 
PA856 3000 85 0.45x0.45x5 512x512x30 4 3 Philips 
PA863 6980 77 0.5x0.5x3.9 402x448x42 3 1.5 Siemens 
PA873 7020 77 0.45x0.45x3.9 360x448x43 3 1.5 Siemens 
PA883 5550 119 0.4x0.4x8.5 384x512x16 5 1.5 Siemens 
PA890 3000 80 0.45x0.45x5 512x512x28 4 3 Philips 
PA903 4920 101 0.67x0.57x5.6 306x384x25 4 1.5 Siemens 
PA912 4920 101 0.57x0.57x5.6 306x384x25 4 1.5 Siemens 
PA934 8162 77 0.5x0.5x3.9 402x448x50 3 1.5 Siemens 
PA954 4000 89 0.43x0.43x8 384x512x20 5 1.5 Siemens 
PA961 4000 89 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
Table C.1.4: Imaging parameters of FLAIR for experiment 1.  
Case TR TE TI Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP639 11000 125 2800 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP813 8002 136 2000 0.4x0.4x6 512x512x23 5 1.5 GE 
EP821 8002 136 2000 0.45x0.45x6 512x512x30 5 1.5 GE 
EP535 11000 125 2800 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP774 8002 136 2000 0.45x0.45x6 512x512x24 5 1.5 GE 
EP815 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
EP816 11000 125 2800 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP871 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
EP902 11000 140 2800 0.58x0.58x6.6 400x400x22 6 1.5 Siemens 
MB532 11000 125 2800 1x1x5 256x256x27 4 3 Philips 
MB616 9627 131 2400 0.98x0.98x4.4 256x256x30 4 1.5 GE 
MB629 8002 139 2000 0.45x0.45x6 512x512x30 5 1.5 GE 
MB673 9000 122 2500 0.9x0.9x6.5 204x256x24 5 1.5 Siemens 
MB718 11000 100 2500 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
MB719 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB762 11000 100 2500 0.9x0.9x5 256x256x32 4 1.5 Philips 
MB783 11000 125 2800 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB792 9000 89 2500 0.6x0.6x6.5 336x384x24 5 1.5 Siemens 
MB793 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB796 11000 125 2800 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB801 9000 89 2500 0.6x0.6x6.5 336x384x26 5 1.5 Siemens 
MB803 8002 136 2000 0.45x0.45x6.5 512x512x24 5 1.5 GE 
MB820 11000 125 2800 0.45x0.45x4.5 512x512x33 4 3 Philips 
MB827 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB844 9000 89 2500 0.6x0.6x6.5 336x384x26 5 1.5 Siemens 
MB860 8002 135 2000 0.45x0.45x6.5 512x512x24 5 1.5 GE 
MB861 8002 135 2000 0.45x0.45x6.5 512x512x24 5 1.5 GE 
MB862 9000 89 2500 0.6x0.6x6.5 336x384x23 5 1.5 Siemens 
MB929 9000 89 2500 0.6x0.6x6.5 336x384x26 5 1.5 Siemens 
PA613 11000 100 2500 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA624 11000 125 2800 0.44x0.44x5 480x480x27 4 3 Philips 
PA645 11000 100 2500 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA655 11000 100 2500 0.9x0.9x4.4 256x256x31 4 1.5 Philips 
PA666 11000 125 2800 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 10000 125 2800 0.45x0.45x4.5 512x512x33 4 3 Philips 
PA723 11000 125 2800 0.45x0.45x4.5 512x512x27 4 3 Philips 
PA728 8002 136 2000 0.44x0.44x6 512x512x24 5 1.5 GE 
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PA731 11000 125 2800 0.45x0.45x4.4 512x512x34 4 3 Philips 
PA741 8002 136 2000 0.4x0.4x6 512x512x23 5 1.5 GE 
PA753 10000 140 2750 1x1x3 224x224x45 3 3 Philips 
PA784 11000 125 2800 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA791 8002 136 2000 0.44x0.44x6 512x512x24 5 1.5 GE 
PA808 11000 125 2800 0.45x0.45x4.5 512x512x32 4 3 Philips 
PA832 11000 100 2500 0.9x0.9x4.4 256x256x34 4 1.5 Philips 
PA856 11000 125 2800 0.45x0.45x5 512x512x30 4 3 Philips 
PA863 9000 89 2500 0.6x0.6x6.5 336x384x25 5 1.5 Siemens 
PA873 9000 89 2500 0.6x0.6x6.5 288x384x27 5 1.5 Siemens 
PA934 9000 89 2500 0.6x0.6x5 336x384x40 5 1.5 Siemens 
Table C.1.5: Imaging parameters of pre-contrast T1 for experiment 1. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP639 645 14 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP813 660 18 0.43x0.43x6 512x512x23 5 1.5 GE 
EP821 420 18 0.45x0.45x6.5 512x512x28 5 1.5 GE 
EP904 561 13 0.55x0.55x5.4 288x384x25 4.5 1.5 Siemens 
EP968 550 14 0.43x0.43x7.25 384x512x20 5 1.5 Siemens 
EP535 574 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP774 360 18 0.45x0.45x6.5 512x512x24 5 1.5 GE 
EP815 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
EP816 565 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP871 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
EP902 561 13 0.57x0.57x5.4 288x384x25 4.5 1.5 Siemens 
EP936 550 14 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
EP1111 561 13 0.6x0.6x6.5 288x384x25 4.5 1.5 Siemens 
EP1115 561 13 0.5x0.5x5.4 288x384x25 4.5 1.5 Siemens 
EP1117 561 13 0.5x0.5x6 288x384x25 4.5 1.5 Siemens 
MB532 425 10 0.45x0.45x5 512x512x27 4 3 Philips 
MB536 660 22 0.47x0.47x6.5 512x512x20 5 1.5 GE 
MB616 700 14 0.49x0.49x4.4 512x512x30 4 1.5 GE 
MB622 571 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
MB629 420 18 0.45x0.45x6.5 512x512x27 5 1.5 GE 
MB673 588 8.7 0.9x0.9x6.5 192x256x23 5 1.5 Siemens 
MB718 373 12 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
MB719 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB762 721 12 0.9x0.9x5 256x256x32 4 1.5 Philips 
MB783 651 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB792 613 8.4 0.63x0.63x4.8 288x320x30 4 1.5 Siemens 
MB793 665 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB796 612 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB801 613 8.4 0.63x0.63x4.8 288x320x30 4 1.5 Siemens 
MB803 380 18 0.45x0.45x6.5 512x512x26 5 1.5 GE 
MB827 675 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB844 400 8.4 0.72x0.72x4.8 288x320x35 4 1.5 Siemens 
MB860 660 18 0.45x0.45x6.5 512x512x23 5 1.5 GE 
MB861 460 18 0.45x0.45x6.5 512x512x25 5 1.5 GE 
MB862 675 8.4 0.63x0.63x4.8 288x320x32 4 1.5 Siemens 
MB929 654 8.4 0.7x0.7x4.8 288x320x32 4 1.5 Siemens 
PA593 500 8.7 0.39x0.39x6.5 416x512x24 5 1.5 Siemens 
PA607 700 23 0.47x0.47x6.5 512x512x20 5 1.5 GE 
PA613 603 12 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA624 1400 12 0.44x0.44x5 480x480x27 4 3 Philips 
PA645 603 12 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA655 698 12 0.9x0.9x4.4 256x256x31 4 1.5 Philips 
PA666 603 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 691 14 0.45x0.45x4.5 512x512x33 4 3 Philips 
PA722 677 15 0.9x0.9x6 256x256x25 5 1.5 Philips 
PA723 566 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
PA728 720 18 0.44x0.44x6.5 512x512x25 5 1.5 GE 
PA741 360 18 0.4x0.4x6 512x512x23 5 1.5 GE 
PA784 604 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA791 360 18 0.44x0.44x6.5 512x512x24 5 1.5 GE 
PA808 604 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
PA832 766 12 0.9x0.9x4.4 256x256x34 4 1.5 Philips 
 245 
PA837 660 14 0.49x0.49x4.4 512x512x29 4 1.5 GE 
PA856 530 10 0.45x0.45x5 512x512x30 4 3 Philips 
PA863 695 13 0.72x0.72x4.8 288x320x34 4 1.5 Siemens 
PA873 716 8.4 0.63x0.63x4.8 272x320x35 4 1.5 Siemens 
PA883 504 14 0.39x0.39x7 384x512x20 5 1.5 Siemens 
PA903 561 13 0.57x0.57x5.85 288x384x25 4.5 1.5 Siemens 
PA934 819 8.4 0.72x0.72x4.8 288x320x40 4 1.5 Siemens 
PA961 550 14 0.39x0.39x7.5 448x512x20 5 1.5 Siemens 
Table C.1.6: Imaging parameters of post-contrast T1 for experiment 1. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP611 400 15 0.9x0.9x5 256x256x25 4 1.5 Philips 
EP639 645 14 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP813 500 22 0.43x0.43x6 512x512x23 5 1.5 GE 
EP821 500 21 0.45x0.45x6.5 512x512x28 5 1.5 GE 
EP904 580 11 0.55x0.55x6.75 288x384x20 4.5 1.5 Siemens 
EP968 697 14 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
EP535 574 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP774 500 21 0.45x0.45x5 512x512x30 4 1.5 GE 
EP815 591 10 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
EP816 565 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP829 8.2 3.77 0.84x0.84x1.85 288x288x60 0.8 3 Philips 
EP871 300 10 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
EP902 597 15 0.58x0.58x6.6 400x400x22 6 1.5 Siemens 
EP936 697 14 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
EP1111 580 11 0.6x0.6x7.9 288x384x20 4.5 1.5 Siemens 
EP1115 580 11 0.55x0.55x6.75 288x384x20 4.5 1.5 Siemens 
EP1117 580 11 0.55x0.55x7.65 288x384x16 4.5 1.5 Siemens 
MB532 425 10 0.45x.45x5 512x512x27 4 3 Philips 
MB536 660 22 0.47x0.47x6.5 512x512x20 5 1.5 GE 
MB616 500 22 0.49x0.49x4.4 512x512x30 4 1.5 GE 
MB622 571 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
MB629 560 21 0.45x0.45x6.5 512x512x28 5 1.5 GE 
MB673 828 17 0.45x0.45x5.2 384x512x30 4 1.5 Siemens 
MB718 325 10 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
MB719 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB762 594 10 0.9x0.9x5 256x256x32 4 1.5 Philips 
MB783 651 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB792 414 17 0.78x0.78x5 256x208x30 4 1.5 Siemens 
MB793 565 10 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB796 612 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB803 500 21 0.45x0.45x5.5 512x512x29 4 1.5 GE 
MB827 675 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB834 414 17 0.72x0.72x5 260x320x30 4 1.5 Siemens 
MB844 414 17 0.72x0.72x5 260x320x30 4 1.5 Siemens 
MB860 400 21 0.45x0.45x6.5 512x512x23 5 1.5 GE 
MB861 540 21 0.45x0.45x5 512x512x32 4 1.5 GE 
MB862 414 17 0.72x0.72x5 260x320x30 3 1.5 Siemens 
MB929 414 17 0.72x0.72x5 260x320x30 4 1.5 Siemens 
PA571 697 14 0.4x0.4x7.5 384x512x20 5 1.5 Siemens 
PA593 663 17 0.45x0.45x6.5 384x512x24 5 1.5 Siemens 
PA607 700 23 0.47x0.47x6.5 512x512x20 5 1.5 GE 
PA613 603 12 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA624 567 14 0.44x0.44x5 480x480x27 4 3 Philips 
PA645 603 12 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA655 692 12 0.9x0.9x4.4 256x256x31 4 1.5 Philips 
PA666 603 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 250 2.3 0.45x0.45x5 512x512x30 4 3 Philips 
PA722 656 15 0.9x0.9x6 256x256x20 5 1.5 Philips 
PA723 566 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
PA728 560 21 0.45x0.45x5 512x512x33 4 1.5 GE 
PA731 689 14 0.45x0.45x4.4 512x512x34 4 3 Philips 
PA741 520 22 0.4x0.4x5 512x512x30 4 1.5 GE 
PA753 565 14 0.45x0.45x5 512x512x27 4 3 Philips 
PA784 604 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA791 540 21 0.45x0.45x5 512x512x32 4 1.5 GE 
 246 
PA808 646 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
PA832 628 10 0.9x0.9x4.4 256x256x34 4 1.5 Philips 
PA837 500 22 0.49x0.49x4.4 512x512x29 4 1.5 GE 
PA856 530 10 0.45x0.45x5 512x512x30 4 3 Philips 
PA863 470 17 0.7x0.7x5 260x320x33 4 1.5 Siemens 
PA873 525 17 0.72x0.72x5 260x320x37 4 1.5 Siemens 
PA883 697 14 0.4x0.4x7 384x512x20 5 1.5 Siemens 
PA903 580 11 0.57x0.57x6.75 288x384x20 4.5 1.5 Siemens 
PA912 697 14 0.39x0.39x7.5 384x512x20 5 1.5 Siemens 
PA934 497 17 0.72x0.72x5.2 320x320x35 4 1.5 Siemens 
PA954 697 14 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
PA961 697 14 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
C.2 Imaging Parameters of Datasets for Experiment 2  
Table C.2.1: Imaging parameters of T2 for experiment 2. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP639 3000 85 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP821 5100 85 0.45x0.45x4 512x512x46 3 1.5 GE 
EP535 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP774 4220 85 0.45x0.45x4 512x512x38 3 1.5 GE 
EP815 6055 100 0.4x0.4x4.4 512x512x30 4 1.5 Philips 
EP816 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP871 6055 100 0.4x0.4x4.4 512x512x30 4 1.5 Philips 
EP902 4920 101 0.57x0.57x5.6 306x384x25 4 1.5 Siemens 
MB532 3000 80 0.45x.45x5 512x512x27 4 3 Philips 
MB616 3760 95.7 0.49x0.49x4.4 512x512x30 4 1.5 GE 
MB629 5040 87.4 0.45x0.45x4 512x512x43 3 1.5 GE 
MB673 4560 105 0.90x0.90x6.5 224x256x22 5 1.5 Siemens 
MB718 6459 100 0.41x0.41x4.4 512x512x32 4 1.5 Philips 
MB719 6070 100 0.45x0.45x4.4 512x512x30 4 1.5 Philips 
MB762 6474 100 0.4x0.4x5 512x512x32 4 1.5 Philips 
MB783 3000 85 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB793 6055 100 0.41x0.41x4.4 512x512x30 4 1.5 Philips 
MB796 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB827 6059 100 0.45x0.45x4.4 512x512x30 4 1.5 Philips 
MB860 4260 86 0.45x0.45x4 512x512x37 3 1.5 GE 
MB861 4440 85 0.45x0.45x4 512x512x39 3 1.5 GE 
MB862 6980 77 0.45x0.45x3.9 360x448x40 3 1.5 Siemens 
PA613 5453 100 0.45x0.45x4.4 512x512x27 4 1.5 Philips 
PA624 3000 80 0.44x0.44x5 480x480x27 4 3 Philips 
PA645 5453 100 0.45x0.45x4.4 512x512x27 4 1.5 Philips 
PA666 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 3000 85 0.45x0.45x4.5 512x512x22 4 3 Philips 
PA728 9140 86 0.45x0.45x4 512x512x41 3 1.5 GE 
PA733 3000 85 0.45x0.45x4.5 512x512xx27 4 3 Philips 
PA741 2660 84 0.4x0.4x6 512x512x23 5 1.5 GE 
PA776 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA784 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA791 4440 85 0.45x0.45x4 512x512x39 3 1.5 GE 
PA808 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA856 3000 85 0.45x0.45x5 512x512x30 4 3 Philips 
PA873 7020 77 0.45x0.45x3.9 360x448x43 3 1.5 Siemens 
PA934 8162 77 402x448x50 0.5x0.5x3.9 3 1.5 Siemens 
Table C.2.2: Imaging parameters of FLAIR for experiment 2. 
Case TR TE TI Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP639 11000 125 2800 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP821 8002 136 2000 0.45x0.45x6 512x512x30 5 1.5 GE 
EP535 11000 125 2800 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP774 8002 136 2000 0.45x0.45x6 512x512x24 5 1.5 GE 
EP815 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
 247 
EP816 11000 125 2800 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP871 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
EP902 11000 140 2800 0.58x0.58x6.6 400x400x22 6 1.5 Siemens 
MB532 11000 125 2800 1x1x5 256x256x27 4 3 Philips 
MB616 9627 131 2400 0.98x0.98x4.4 256x256x30 4 1.5 GE 
MB629 8002 139 2000 0.45x0.45x6 512x512x30 5 1.5 GE 
MB673 9000 122 2500 0.9x0.9x6.5 204x256x24 5 1.5 Siemens 
MB718 11000 100 2500 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
MB719 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB762 11000 100 2500 0.9x0.9x5 256x256x32 4 1.5 Philips 
MB783 11000 125 2800 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB793 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB796 11000 125 2800 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB827 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB860 8002 135 2000 0.45x0.45x6.5 512x512x24 5 1.5 GE 
MB861 8002 135 2000 0.45x0.45x6.5 512x512x24 5 1.5 GE 
MB862 9000 89 2500 0.6x0.6x6.5 336x384x23 5 1.5 Siemens 
PA613 11000 100 2500 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA624 11000 125 2800 0.44x0.44x5 480x480x27 4 3 Philips 
PA645 11000 100 2500 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA666 11000 125 2800 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 10000 125 2800 0.45x0.45x4.5 512x512x33 4 3 Philips 
PA728 8002 136 2000 0.44x0.44x6 512x512x24 5 1.5 GE 
PA733 11000 125 2800 0.44x0.44x4.5 512x512x27 4 3 Philips 
PA741 8002 136 2000 0.4x0.4x6 512x512x23 5 1.5 GE 
PA776 11000 125 2800 0.44x0.44x4.5 512x512x30 4 3 Philips 
PA784 11000 125 2800 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA791 8002 136 2000 0.44x0.44x6 512x512x24 5 1.5 GE 
PA808 11000 125 2800 0.45x0.45x4.5 512x512x32 4 3 Philips 
PA856 11000 125 2800 0.45x0.45x5 512x512x30 4 3 Philips 
PA873 9000 89 2500 0.6x0.6x6.5 288x384x27 5 1.5 Siemens 
PA934 9000 89 2500 0.6x0.6x5 336x384x40 5 1.5 Siemens 
Table C.2.3: Imaging parameters of pre-contrast T1 for experiment 2. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP639 645 14 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP821 420 18 0.45x0.45x6.5 512x512x28 5 1.5 GE 
EP535 574 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP774 360 18 0.45x0.45x6.5 512x512x24 5 1.5 GE 
EP815 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
EP816 565 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP871 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
EP902 561 13 0.57x0.57x5.4 288x384x25 4.5 1.5 Siemens 
MB532 425 10 0.45x0.45x5 512x512x27 4 3 Philips 
MB616 700 14 0.49x0.49x4.4 512x512x30 4 1.5 GE 
MB629 420 18 0.45x0.45x6.5 512x512x27 5 1.5 GE 
MB673 588 8.7 0.9x0.9x6.5 192x256x23 5 1.5 Siemens 
MB718 373 12 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
MB719 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB762 721 12 0.9x0.9x5 256x256x32 4 1.5 Philips 
MB783 651 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB793 665 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB796 612 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB827 675 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB860 660 18 0.45x0.45x6.5 512x512x23 5 1.5 GE 
MB861 460 18 0.45x0.45x6.5 512x512x25 5 1.5 GE 
MB862 675 8.4 0.63x0.63x4.8 288x320x32 4 1.5 Siemens 
PA613 603 12 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA624 1400 12 0.44x0.44x5 480x480x27 4 3 Philips 
PA645 603 12 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA666 603 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 691 14 0.45x0.45x4.5 512x512x33 4 3 Philips 
PA728 720 18 0.44x0.44x6.5 512x512x25 5 1.5 GE 
PA733 566 14 0.44x0.44x4.5 512x512x27 4 3 Philips 
PA741 360 18 0.4x0.4x6 512x512x23 5 1.5 GE 
PA776 610 14 0.44x0.44x4.5 512x512x30 4 3 Philips 
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PA784 604 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA791 360 18 0.44x0.44x6.5 512x512x24 5 1.5 GE 
PA808 604 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
PA856 530 10 0.45x0.45x5 512x512x30 4 3 Philips 
PA873 716 8.4 0.63x0.63x4.8 272x320x35 4 1.5 Siemens 
PA934 819 8.4 0.72x0.72x4.8 288x320x40 4 1.5 Siemens 
Table C.2.4: Imaging parameters of post-contrast T1 for experiment 2. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP639 645 14 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP821 500 21 0.45x0.45x6.5 512x512x28 5 1.5 GE 
EP535 574 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP774 500 21 0.45x0.45x5 512x512x30 4 1.5 GE 
EP815 591 10 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
EP816 565 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP871 300 10 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
EP902 597 15 0.58x0.58x6.6 400x400x22 6 1.5 Siemens 
MB532 425 10 0.45x.45x5 512x512x27 4 3 Philips 
MB616 500 22 0.49x0.49x4.4 512x512x30 4 1.5 GE 
MB629 560 21 0.45x0.45x6.5 512x512x28 5 1.5 GE 
MB673 828 17 0.45x0.45x5.2 384x512x30 4 1.5 Siemens 
MB718 325 10 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
MB719 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB762 594 10 0.9x0.9x5 256x256x32 4 1.5 Philips 
MB783 651 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB793 565 10 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB796 612 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB827 675 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB860 400 21 0.45x0.45x6.5 512x512x23 5 1.5 GE 
MB861 540 21 0.45x0.45x5 512x512x32 4 1.5 GE 
MB862 414 17 0.72x0.72x5 260x320x30 3 1.5 Siemens 
PA613 603 12 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA624 567 14 0.44x0.44x5 480x480x27 4 3 Philips 
PA645 603 12 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA666 603 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 250 2.3 0.45x0.45x5 512x512x30 4 3 Philips 
PA728 560 21 0.45x0.45x5 512x512x33 4 1.5 GE 
PA733 566 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
PA741 520 22 0.4x0.4x5 512x512x30 4 1.5 GE 
PA776 610 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA784 604 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA791 540 21 0.45x0.45x5 512x512x32 4 1.5 GE 
PA808 646 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
PA856 530 10 0.45x0.45x5 512x512x30 4 3 Philips 
PA856 530 10 0.45x0.45x5 512x512x30 4 3 Philips 
PA934 497 17 0.72x072x5.2 320x320x35 4 1.5 Siemens 
C.3 Imaging Parameters of Datasets for Experiment 3 
Table C.3.1: Imaging parameters of ADC for experiment 3. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP639 2604 68 0.79x0.79x5 288x288x27 4 3 Philips 
EP821 8575 85 0.9x0.9x5 256x256x37 5 1.5 GE 
EP535 4813 48 1.8x1.8x4.5 128x128x27 4 3 Philips 
EP815 4321 84 1.8x1.8x5 128x128x27 4 1.5 Philips 
EP816 2604 68 0.79x0.79x5 288x288x27 4 3 Philips 
EP871 4616 100 1.6x1.6x4.4 144x144x30 4 1.5 Philips 
MB532 2486 62 1.8x1.8x5 128x128x27 4 3 Philips 
MB718 4411 84 1.8x1.8x5 128x128x27 4 1.5 Philips 
MB719 4620 100 1.6x1.6x4.4 144x144x30 4 1.5 Philips 
MB762 5335 83.6 1.8x1.8x5 128x128x32 4 1.5 Philips 
MB783 3086 68 0.8x0.8x4.5 288x288x32 4 3 Philips 
MB792 5545 89 1.2x1.2x4 192x192x35 4 1.5 Siemens 
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MB796 8000 90 2x2x3.3 112x112x36 3 3 Philips 
MB844 7300 97 1.2x1.2x4 192x192x42 4 1.5 Siemens 
MB860 8575 86 0.9x0.9x5 256x256x28 5 1.5 GE 
MB861 8575 85 0.9x0.9x5 256x256x31 5 1.5 GE 
MB862 6700 99 1.2x1.2x4 192x192x38 4 1.5 Siemens 
MB929 6000 99 1.2x1.2x4 192x192x34 4 1.5 Siemens 
PA666 5826 58 2x2x3.3 112x112x32 3 3 Philips 
PA696 3176 57 2x2x3.3 112x112x32 3 3 Philips 
PA723 5826 58 2x2x3.3 112x112x32 3 3 Philips 
PA784 2604 68 0.79x0.79x5 288x288x27 4 3 Philips 
PA808 2703 68 0.9x0.9x5 256x256x28 4 3 Philips 
PA856 2903 68 0.9x0.9x5 256x256x30 4 3 Philips 
Table C.3.2: Imaging parameters of DTI for experiment 3. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner No Direction 
EP639 5826 58 2x2x3.3 112x112x32 3 3 Philips 16 
EP821 12000 88 0.94x0.94x2.5 256x256x54 2.5 1.5 GE 26 
EP535 4813 48 1.8x1.8x4.5 128x128x27 4 3 Philips 7 
EP815 4321 84 1.8x1.8x5 128x128x27 4 1.5 Philips 7 
EP816 8000 90 2x2x3.3 112x112x32 3 3 Philips 16 
EP871 4497 84 1.8x1.8x5 128x128x27 4 1.5 Philips 7 
MB532 2486 62 1.8x1.8x5 128x128x27 4.2 3 Philips 7 
MB718 4411 84 1.8x1.8x5 128x128x27 4 1.5 Philips 7 
MB719 4628 66 1.75x1.75x5 128x128x27 4 1.5 Philips 16 
MB762 5335 84 1.8x1.8x5 128x128x32 4 1.5 Philips 7 
MB783 8000 90 2x2x3.3 112x112x32 3 3 Philips 16 
MB792 6510 86 2.2x2.2x2.5 108x104x50 2.5 1.5 Siemens 42 
MB796 8000 90 2x2x3.3 112x112x36 3 3 Philips 16 
MB844 7609 86 2.2x2.2x2.5 104x108x60 2.5 1.5 Siemens 42 
MB860 12000 101 0.94x0.94x2.5 256x256x58 2.5 1.5 GE 26 
MB861 12000 95 0.94x0.94x2.5 256x256x64 2.5 1.5 GE 26 
MB862 7400 86 2.2x2.2x2.5 104x108x58 2.5 1.5 Siemens 42 
MB929 6510 86 2.2x2.2x2.5 104x108x50 2.5 1.5 Siemens 42 
PA666 5826 58 2.2x2.2x3.3 112x112x32 3 3 Philips 16 
PA696 3176 57 2x2x3.3 112x112x32 3 3 Philips 16 
PA723 5826 58 2x2x3.3 112x112x32 3 3 Philips 16 
PA784 8000 90 2x2x3.3 112x112x32 3 3 Philips 16 
PA808 8000 90 2x2x3.3 112x112x32 3 3 Philips 16 
PA856 8000 90 2x2x3.3 112x112x32 3 3 Philips 16 
PA863 7736 86 2x2x2.5 104x108x61 2.5 1.5 Siemens 42 
PA934 6510 86 2.2x2.2x2.5 108x104x50 2.5 1.5 Siemens 42 
Table C.3.3: Imaging parameters of T2 for experiment 3. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP639 3000 85 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP821 5100 85 0.45x0.45x4 512x512x46 3 1.5 GE 
EP535 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP815 6055 100 0.4x0.4x4.4 512x512x30 4 1.5 Philips 
EP816 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP871 6055 100 0.4x0.4x4.4 512x512x30 4 1.5 Philips 
MB532 3000 80 0.45x.45x5 512x512x27 4 3 Philips 
MB718 6459 100 0.41x0.41x4.4 512x512x32 4 1.5 Philips 
MB719 6070 100 0.45x0.45x4.4 512x512x30 4 1.5 Philips 
MB762 6474 100 0.4x0.4x5 512x512x32 4 1.5 Philips 
MB783 3000 85 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB792 6980 77 0.45x0.45x3.9 402x448x40 3 1.5 Siemens 
MB796 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB844 6890 77 0.51x0.51x3.9 402x448x42 3 1.5 Siemens 
MB860 4260 86 0.45x0.45x4 512x512x37 3 1.5 GE 
MB861 4440 85 0.45x0.45x4 512x512x39 3 1.5 GE 
MB862 6980 77 0.45x0.45x3.9 360x448x40 3 1.5 Siemens 
MB929 6980 77 0.51x0.51x3.9 402x448x40 3 1.5 Siemens 
PA666 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 3000 85 0.45x0.45x4.5 512x512x22 4 3 Philips 
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PA723 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
PA784 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA808 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA856 3000 85 0.45x0.45x5 512x512x30 4 3 Philips 
PA863 6980 77 0.5x0.5x3.9 402x448x42 3 1.5 Siemens 
PA934 8162 77 0.5x0.5x3.9 402x448x50 3 1.5 Siemens 
Table C.3.4: Imaging parameters of FLAIR for experiment 3. 
Case TR TE TI Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP639 11000 125 2800 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP821 8002 136 2000 0.45x0.45x6 512x512x30 5 1.5 GE 
EP535 11000 125 2800 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP815 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
EP816 11000 125 2800 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP871 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB532 11000 125 2800 1x1x5 256x256x27 4 3 Philips 
MB718 11000 100 2500 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
MB719 11000 100 2500 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB762 11000 100 2500 0.9x0.9x5 256x256x32 4 1.5 Philips 
MB783 11000 125 2800 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB792 9000 89 2500 0.6x0.6x6.5 336x384x24 5 1.5 Siemens 
MB796 11000 125 2800 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB844 9000 89 2500 0.6x0.6x6.5 336x384x26 5 1.5 Siemens 
MB860 8002 135 2000 0.45x0.45x6.5 512x512x24 5 1.5 GE 
MB861 8002 135 2000 0.45x0.45x6.5 512x512x24 5 1.5 GE 
MB862 9000 89 2500 0.6x0.6x6.5 336x384x23 5 1.5 Siemens 
MB929 9000 89 2500 0.6x0.6x6.5 336x384x26 5 1.5 Siemens 
PA666 11000 125 2800 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 10000 125 2800 0.45x0.45x4.5 512x512x33 4 3 Philips 
PA723 11000 125 2800 0.45x0.45x4.5 512x512x27 4 3 Philips 
PA784 11000 125 2800 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA808 11000 125 2800 0.45x0.45x4.5 512x512x32 4 3 Philips 
PA856 11000 125 2800 0.45x0.45x5 512x512x30 4 3 Philips 
PA863 9000 89 2500 0.6x0.6x6.5 336x384x25 5 1.5 Siemens 
PA934 9000 89 2500 0.6x0.6x5 336x384x40 5 1.5 Siemens 
Table C.3.5: Imaging parameters of pre-contrast T1 for experiment 3. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP639 645 14 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP821 420 18 0.45x0.45x6.5 512x512x28 5 1.5 GE 
EP535 574 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP815 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
EP816 565 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP871 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB532 425 10 0.45x0.45x5 512x512x27 4 3 Philips 
MB718 373 12 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
MB719 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB762 721 12 0.9x0.9x5 256x256x32 4 1.5 Philips 
MB783 651 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB792 613 8.4 0.63x0.63x4.8 288x320x30 4 1.5 Siemens 
MB796 612 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB844 400 8.4 0.72x0.72x4.8 288x320x35 4 1.5 Siemens 
MB860 660 18 0.45x0.45x6.5 512x512x23 5 1.5 GE 
MB861 460 18 0.45x0.45x6.5 512x512x25 5 1.5 GE 
MB862 675 8.4 0.63x0.63x4.8 288x320x32 4 1.5 Siemens 
MB929 654 8.4 0.72x0.72x4.8 288x320x32 4 1.5 Siemens 
PA666 603 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 691 14 0.45x0.45x4.5 512x512x33 4 3 Philips 
PA723 566 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
PA784 604 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA808 604 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
PA856 530 10 0.45x0.45x5 512x512x30 4 3 Philips 
PA863 695 13 0.72x0.72x4.8 288x320x34 4 1.5 Siemens 
PA934 819 8.4 0.72x0.72x4.8 288x320x40 4 1.5 Siemens 
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Table C.3.6: Imaging parameters of post-contrast T1 for experiment 3. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP639 645 14 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP821 500 21 0.45x0.45x6.5 512x512x28 5 1.5 GE 
EP535 574 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP815 591 10 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
EP816 565 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP871 300 10 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB532 425 10 0.45x.45x5 512x512x27 4 3 Philips 
MB718 325 10 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
MB719 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB762 594 10 0.9x0.9x5 256x256x32 4 1.5 Philips 
MB783 651 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB792 414 17 0.78x0.78x5 256x208x30 4 1.5 Siemens 
MB796 612 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB844 414 17 0.72x0.72x5 260x320x30 4 1.5 Siemens 
MB860 400 21 0.45x0.45x6.5 512x512x23 5 1.5 GE 
MB861 540 21 0.45x0.45x5 512x512x32 4 1.5 GE 
MB862 414 17 0.72x0.72x5 260x320x30 3 1.5 Siemens 
MB929 414 17 0.72x0.72x5 260x320x30 4 1.5 Siemens 
PA666 603 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 250 2.3 0.45x0.45x5 512x512x30 4 3 Philips 
PA723 566 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
PA784 604 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA808 646 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
PA856 530 10 0.45x0.45x5 512x512x30 4 3 Philips 
PA863 470 17 0.7x0.7x5 260x320x33 4 1.5 Siemens 
PA934 497 17 0.72x072x5.2 320x320x35 4 1.5 Siemens 
C.4 Imaging Parameters of Datasets for Experiment 4 
Table C.4.1: Imaging parameters of ADC maps for experiment 4. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP611 3925 89 1.8x1.8x5 128x128x25 4 1.5 Philips 
EP639 2604 68 0.79x0.79x5 288x288x27 4 3 Philips 
EP813 8575 87 0.8x0.8x5 256x256x25 5 1.5 GE 
EP821 8575 85 0.9x0.9x5 256x256x37 5 1.5 GE 
EP904 2700 96 1.8x1.8x7 128x128x19 5 1.5 Siemens 
EP968 3700 108 0.9x0.9x7.25 256x256x20 5 1.5 Siemens 
EP535 4813 48 1.8x1.8x4.5 128x128x27 4 3 Philips 
EP774 8575 85 0.9x0.9x6 256x256x26 5 1.5 GE 
EP815 4321 84 1.8x1.8x5 128x128x27 4 1.5 Philips 
EP816 2604 68 0.79x0.79x5 288x288x27 4 3 Philips 
EP829 3296 70 1.59x1.59x4 144x144x28 4 3 Philips 
EP871 4616 100 1.6x1.6x4.4 144x144x30 4 1.5 Philips 
EP902 2700 96 1.8x1.8x7 128x128x19 5 1.5 Siemens 
EP936 3700 108 0.9x0.9x7 256x256x20 5 1.5 Siemens 
EP988 4500 103 1.2x1.2x5.5 192x192x25 5 1.5 Siemens 
EP1012 3600 107 0.9x0.9x7 256x256x20 5 1.5 Siemens 
EP1111 2700 96 1.8x1.8x8 128x128x19 5 1.5 Siemens 
EP1115 2700 96 1.8x1.8x6.5 128x128x19 5 1.5 Siemens 
EP1117 2700 96 1.8x1.8x7.5 128x128x19 5 1.5 Siemens 
MB532 2486 62 1.8x1.8x5 128x128x27 4 3 Philips 
MB536 8000 88.6 0.94x0.94x6.5 256x256x20 5 1.5 GE 
MB616 8000 94.6 0.98x0.98x4.4 256x256x30 4 1.5 GE 
MB622 5826 58 2x2x3.3 112x112x32 3 3 Phillips 
MB629 8575 74.6 0.9x0.9x6 256x256x30 5 1.5 GE 
MB673 6200 161 1.8x1.8x6.5 128x128x22 5 1.5 Siemens 
MB718 4411 84 1.8x1.8x5 128x128x27 4 1.5 Philips 
MB719 4620 100 1.6x1.6x4.4 144x144x30 4 1.5 Philips 
MB762 5335 83.6 1.8x1.8x5 128x128x32 4 1.5 Philips 
MB783 3086 68 0.8x0.8x4.5 288x288x32 4 3 Philips 
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MB792 5545 89 1.2x1.2x4 192x192x35 4 1.5 Siemens 
MB793 4542 100 1.6x1.6x4.4 144x144x30 4 1.5 Philips 
MB796 8000 90 2x2x3.3 112x112x36 3 3 Philips 
MB803 8575 84.6 0.9x0.9x5 256x256x33 5 1.5 GE 
MB827 4452 89 1.8x1.8x4.4 128x128x30 4 1.5 Philips 
MB834 5400 94 1.2x1.2x4 192x192x32 4 1.5 Siemens 
MB844 7300 97 1.2x1.2x4 192x192x42 4 1.5 Siemens 
MB860 8575 86 0.9x0.9x5 256x256x28 5 1.5 GE 
MB861 8575 85 0.9x0.9x5 256x256x31 5 1.5 GE 
MB862 6700 99 1.2x1.2x4 192x192x38 4 1.5 Siemens 
MB929 6000 99 1.2x1.2x4 192x192x34 4 1.5 Siemens 
MB1075 4500 103 1.2x1.2x5.5 192x192x25 5 1.5 Siemens 
MB1098 8900 78 1.3x1.3x5 180x180x29 4 3 Siemens 
PA571 3600 107 0.9x0.9x7.5 256x256x20 5 1.5 Siemens 
PA593 5300 161 1.56x1.56x6.5 104x128x19 5 1.5 Siemens 
PA607 8700 110 0.94x0.94x6.5 256x256x20 5 1.5 GE 
PA613 4300 89 1.8x1.8x4.4 128x128x27 4 1.5 Philips 
PA624 2605 68 0.79x0.79x5 288x288x27 4 3 Philips 
PA645 5088 99 1.95x1.95x4.4 128x128x27 4 1.5 Philips 
PA655 5026 89 1.8x1.8x4.4 128x128x31 4 1.5 Philips 
PA666 5826 58 2x2x3.3 112x112x32 3 3 Philips 
PA696 3176 57 2x2x3.3 112x112x32 3 3 Philips 
PA722 3350 74 2.4x2.4x5 96x96x24 5 1.5 Philips 
PA723 5826 58 2x2x3.3 112x112x32 3 3 Philips 
PA728 8575 85 0.9x0.9x6 256x256x24 5 1.5 GE 
PA731 3094 68 0.8x0.8x4.4 288x288x32 4 3 Philips 
PA741 8575 85 0.9x0.9x6 256x256x23 5 1.5 GE 
PA753 2990 62 1.6x1.6x5 144x144x32 4 3 Philips 
PA784 2604 68 0.79x0.79x5 288x288x27 4 3 Philips 
PA791 8000 85 0.9x0.9x5 256x256x29 5 1.5 GE 
PA808 2703 68 0.9x0.9x5 256x256x28 4 3 Philips 
PA832 5214 100 1.6x1.6x4.4 144x144x34 4 1.5 Philips 
PA837 8000 92 0.98x0.98x4.4 256x256x29 4 1.5 GE 
PA856 2903 68 0.9x0.9x5 256x256x30 4 3 Philips 
PA863 7736 86 2.2x2.2x2.5 104x108x61 2.5 1.5 Siemens 
PA873 7129 89 1.2x1.2x4 192x192x45 4 1.5 Siemens 
PA883 3700 108 0.9x0.9x7 256x256x20 5 1.5 Siemens 
PA903 2700 96 1.8x1.8x6.5 128x128x19 5 1.5 Siemens 
PA912 2700 96 1.8x1.8x6.5 128x128x19 5 1.5 Siemens 
PA934 6100 89 1.2x1.2x4 192x192x38 4 1.5 Siemens 
PA954 3700 108 0.9x0.9x7.5 256x256x20 5 1.5 Siemens 
PA961 3700 108 0.9x0.9x7.5 256x256x20 5 1.5 Siemens 
Table C.4.2: Imaging parameters of T2 for experiment 4. 
Case TR TE Resolution FOV 
Slice 
thickness 
B0 Scanner 
EP611 5050 100 0.45x0.45x5 512x512x25 4 1.5 Philips 
EP639 3000 85 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP813 5300 84 0.43x0.43x6 512x512x23 5 1.5 GE 
EP821 5100 85 0.45x0.45x4 512x512x46 3 1.5 GE 
EP904 6180 115 0.66x0.66x6 240x320x22 4 1.5 Siemens 
EP968 4000 89 0.43x0.43x7.25 384x512x20 5 1.5 Siemens 
EP535 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP774 4220 85 0.45x0.45x4 512x512x38 3 1.5 GE 
EP815 6055 100 0.4x0.4x4.4 512x512x30 4 1.5 Philips 
EP816 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP829 3000 80 0.45x0.45x5 512x512x24 4 3 Philips 
EP871 6055 100 0.4x0.4x4.4 512x512x30 4 1.5 Philips 
EP902 4920 101 0.57x0.57x5.6 306x384x25 4 1.5 Siemens 
EP936 4000 89 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
EP988 4750 90 0.5x0.5x5.5 360x448x25 5 1.5 Siemens 
EP1012 5550 30 0.4x0.4x8.5 384x512x16 5 1.5 Siemens 
EP1111 4920 95 0.6x0.6x6.4 306x384x25 4 1.5 Siemens 
EP1115 6180 14 0.63x0.63x5.8 240x320x22 4 1.5 Siemens 
EP1117 6180 14 0.63x0.63x6.8 240x320x22 4 1.5 Siemens 
MB532 3000 80 0.45x.45x5 512x512x27 4 3 Philips 
MB536 5060 83.5 0.47x0.47x6.5 512x512x20 5 1.5 GE 
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MB616 3760 95.7 0.49x0.49x4.4 512x512x30 4 1.5 GE 
MB622 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
MB629 5040 87.4 0.45x0.45x4 512x512x43 3 1.5 GE 
MB673 4560 105 0.90x0.90x6.5 224x256x22 5 1.5 Siemens 
MB718 6459 100 0.41x0.41x4.4 512x512x32 4 1.5 Philips 
MB719 6070 100 0.45x0.45x4.4 512x512x30 4 1.5 Philips 
MB762 6474 100 0.4x0.4x5 512x512x32 4 1.5 Philips 
MB783 3000 85 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB792 6980 77 0.45x0.45x3.9 402x448x40 3 1.5 Siemens 
MB793 6055 100 0.41x0.41x4.4 512x512x30 4 1.5 Philips 
MB796 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB803 4660 85 0.45x0.45x4 512x512x41 3 1.5 GE 
MB827 6059 100 0.45x0.45x4.4 512x512x30 4 1.5 Philips 
MB834 5230 107 0.72x0.72x5.2 256x320x30 4 1.5 Siemens 
MB844 6890 77 0.51x0.51x3.9 402x448x42 3 1.5 Siemens 
MB860 4260 86 0.45x0.45x4 512x512x37 3 1.5 GE 
MB861 4440 85 0.45x0.45x4 512x512x39 3 1.5 GE 
MB862 6980 77 0.45x0.45x3.9 360x448x40 3 1.5 Siemens 
MB929 6980 77 0.51x0.51x3.9 402x448x40 3 1.5 Siemens 
MB1075 5130 90 0.51x0.51x5.5 360x448x27 5 1.5 Siemens 
MB1098 5660 104 0.5x0.5x4.8 402x448x29 4 3 Siemens 
PA571 4000 89 0.4x0.4x7.5 384x512x20 5 1.5 Siemens 
PA593 4970 105 0.4x0.4x6.5 408x512x24 5 1.5 Siemens 
PA607 5320 89 0.47x0.47x6.5 512x512x20 5 1.5 GE 
PA613 5453 100 0.45x0.45x4.4 512x512x27 4 1.5 Philips 
PA624 3000 80 0.44x0.44x5 480x480x27 4 3 Philips 
PA645 5453 100 0.45x0.45x4.4 512x512x27 4 1.5 Philips 
PA655 6261 100 0.45x0.45x4.4 512x512x31 4 1.5 Philips 
PA666 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 3000 85 0.45x0.45x4.5 512x512x22 4 3 Philips 
PA722 5595 110 0.45x0.45x6 512x512x25 5 1.5 Philips 
PA723 3000 85 0.45x0.45x4.5 512x512x27 4 3 Philips 
PA728 9140 86 0.45x0.45x4 512x512x41 3 1.5 GE 
PA731 3000 80 0.45x0.45x4.4 512x512x34 4 3 Philips 
PA741 2660 84 0.4x0.4x6 512x512x23 5 1.5 GE 
PA753 3000 80 0.45x0.45x5 512x512x27 4 3 Philips 
PA784 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA791 4440 85 0.45x0.45x4 512x512x39 3 1.5 GE 
PA808 3000 85 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA832 6863 100 0.4x0.4x4.4 512x512x34 4 1.5 Philips 
PA837 7120 95 0.49x0.49x4.4 512x512x29 4 1.5 GE 
PA856 3000 85 0.45x0.45x5 512x512x30 4 3 Philips 
PA863 6980 77 0.5x0.5x3.9 402x448x42 3 1.5 Siemens 
PA873 7020 77 0.45x0.45x3.9 360x448x43 3 1.5 Siemens 
PA883 5550 119 0.4x0.4x8.5 384x512x16 5 1.5 Siemens 
PA903 4920 101 0.67x0.57x5.6 306x384x25 4 1.5 Siemens 
PA912 4920 101 0.57x0.57x5.6 306x384x25 4 1.5 Siemens 
PA934 8162 77 0.5x0.5x3.9 402x448x50 3 1.5 Siemens 
PA954 4000 89 0.43x0.43x8 384x512x20 5 1.5 Siemens 
PA961 4000 89 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
Table C.4.3: Imaging parameters of post-contrast T1 for experiment 4. 
Case TR TE Resolution FOV 
Slice 
Thickness 
B0 Scanner 
EP611 400 15 0.9x0.9x5 256x256x25 4 1.5 Philips 
EP639 645 14 0.45x0.45x4.4 512x512x32 4 3 Philips 
EP813 500 22 0.43x0.43x6 512x512x23 5 1.5 GE 
EP821 500 21 0.45x0.45x6.5 512x512x28 5 1.5 GE 
EP904 580 11 0.55x0.55x6.75 288x384x20 4.5 1.5 Siemens 
EP968 697 14 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
EP535 574 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP774 500 21 0.45x0.45x5 512x512x30 4 1.5 GE 
EP815 591 10 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
EP816 565 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
EP829 8.2 3.77 0.84x0.84x1.85 288x288x60 0.8 3 Philips 
EP871 300 10 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
EP902 597 15 0.58x0.58x6.6 400x400x22 6 1.5 Siemens 
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EP936 697 14 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
EP988 512 8.7 0.7x0.7x5.5 256x320x25 5 1.5 Siemens 
EP1012 697 14 0.4x0.4x7 384x512x20 5 1.5 Siemens 
EP1111 580 11 0.6x0.6x7.9 288x384x20 4.5 1.5 Siemens 
EP1115 580 11 0.55x0.55x6.75 288x384x20 4.5 1.5 Siemens 
EP1117 580 11 0.55x0.55x7.65 288x384x16 4.5 1.5 Siemens 
MB532 425 10 0.45x.45x5 512x512x27 4 3 Philips 
MB536 660 22 0.47x0.47x6.5 512x512x20 5 1.5 GE 
MB616 500 22 0.49x0.49x4.4 512x512x30 4 1.5 GE 
MB622 571 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
MB629 560 21 0.45x0.45x6.5 512x512x28 5 1.5 GE 
MB673 828 17 0.45x0.45x5.2 384x512x30 4 1.5 Siemens 
MB718 325 10 0.9x0.9x4.4 256x256x32 4 1.5 Philips 
MB719 676 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB762 594 10 0.9x0.9x5 256x256x32 4 1.5 Philips 
MB783 651 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
MB792 414 17 0.78x0.78x5 256x208x30 4 1.5 Siemens 
MB793 565 10 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB796 612 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
MB803 500 21 0.45x0.45x5.5 512x512x29 4 1.5 GE 
MB827 675 12 0.9x0.9x4.4 256x256x30 4 1.5 Philips 
MB834 414 17 0.72x0.72x5 260x320x30 4 1.5 Siemens 
MB844 414 17 0.72x0.72x5 260x320x30 4 1.5 Siemens 
MB860 400 21 0.45x0.45x6.5 512x512x23 5 1.5 GE 
MB861 540 21 0.45x0.45x5 512x512x32 4 1.5 GE 
MB862 414 17 0.72x0.72x5 260x320x30 3 1.5 Siemens 
MB929 414 17 0.72x0.72x5 260x320x30 4 1.5 Siemens 
MB1075 553 8.7 0.72x0.72x5.5 256x320x27 5 1.5 Siemens 
MB1098 2640 9 0.72x0.72x4.8 256x320x29 4 3 Siemens 
PA571 697 14 0.4x0.4x7.5 384x512x20 5 1.5 Siemens 
PA593 663 17 0.45x0.45x6.5 384x512x24 5 1.5 Siemens 
PA607 700 23 0.47x0.47x6.5 512x512x20 5 1.5 GE 
PA613 603 12 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA624 567 14 0.44x0.44x5 480x480x27 4 3 Philips 
PA645 603 12 0.9x0.9x4.4 256x256x27 4 1.5 Philips 
PA655 692 12 0.9x0.9x4.4 256x256x31 4 1.5 Philips 
PA666 603 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA696 250 2.3 0.45x0.45x5 512x512x30 4 3 Philips 
PA722 656 15 0.9x0.9x6 256x256x20 5 1.5 Philips 
PA723 566 14 0.45x0.45x4.5 512x512x27 4 3 Philips 
PA728 560 21 0.45x0.45x5 512x512x33 4 1.5 GE 
PA731 689 14 0.45x0.45x4.4 512x512x34 4 3 Philips 
PA741 520 22 0.4x0.4x5 512x512x30 4 1.5 GE 
PA753 565 14 0.45x0.45x5 512x512x27 4 3 Philips 
PA784 604 14 0.45x0.45x4.5 512x512x30 4 3 Philips 
PA791 540 21 0.45x0.45x5 512x512x32 4 1.5 GE 
PA808 646 14 0.45x0.45x4.5 512x512x32 4 3 Philips 
PA832 628 10 0.9x0.9x4.4 256x256x34 4 1.5 Philips 
PA837 500 22 0.49x0.49x4.4 512x512x29 4 1.5 GE 
PA856 530 10 0.45x0.45x5 512x512x30 4 3 Philips 
PA863 470 17 0.7x0.7x5 260x320x33 4 1.5 Siemens 
PA873 525 17 0.72x0.72x5 260x320x37 4 1.5 Siemens 
PA883 697 14 0.4x0.4x7 384x512x20 5 1.5 Siemens 
PA903 580 11 0.57x0.57x6.75 288x384x20 4.5 1.5 Siemens 
PA912 697 14 0.39x0.39x7.5 384x512x20 5 1.5 Siemens 
PA934 497 17 0.72x0.72x5.2 320x320x35 4 1.5 Siemens 
PA954 697 14 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
PA961 697 14 0.43x0.43x7.5 384x512x20 5 1.5 Siemens 
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APPENDIX D: ADDITIONAL EXAMPLE IMAGES 
In this section, additional example images for results in section 8.4.4 are shown in the following 
figures. 
T2 Post-T1 ADC T2 Post-T1 ADC 
   
   
(a) MB719 misclassified as PA (b) EP813 misclassified as MB 
Figure D.1: Two cases misclassified by ADC based TA but correctly predicted by the 
superposition of weighted outcomes.  
T2 Post-T1 ADC T2 Post-T1 ADC 
      
(a) MB719 misclassified as PA (b) MB803 misclassified as EP 
   
   
(c) PA613 misclassified as EP (d) EP813 misclassified as MB 
   
   
(e) Anaplastic EP829 misclassified as PA (f) Anaplastic EP871 misclassified as MB 
   
 
Figure D.2: Seven cases misclassified by ADC 
based TA but correctly predicted by the 
combined multimodal MRI based TA 
approach. 
(g) Anaplastic EP936 misclassified as PA 
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T2 Post-T1 ADC T2 Post-T1 ADC 
    
  
(a) PA613 misclassified as EP (b) Anaplastic EP816 misclassified as PA 
   
   
(c) Anaplastic EP829 misclassified as PA (d) Anaplastic EP871 misclassified as MB 
      
(a) Anaplastic EP988 misclassified as PA (f) Anaplastic EP936 misclassified as PA 
Figure D.3: Six cases misclassified by the superposition of weighted outcomes. 
T2 Post-T1 ADC T2 Post-T1 ADC 
      
(a) PA784 misclassified as EP (b) EP968 misclassified as PA 
   
   
(c) EP611 misclassified as PA  
Figure D.4: Three cases misclassified by the combined multimodal MRI based TA 
approach.  
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Introduction: Primary brain tumours are the most common solid tumours found in children and are an 
important cause of morbidity and mortality. MRI scanning is commonly used for non-invasive early-detection, 
diagnosis and delineation of tumours for treatment planning and assessment of post treatment changes. 
Different MRI modalities provide complementary contrast of tumour tissues with varying degrees of 
heterogeneity and diffusivity in different tumour types. Segmentation methods suitable for multimodal MRI are 
required to aid diagnosis, treatment planning and treatment response assessment. Hence, we aim to evaluate 
two well-known semi-automated segmentation methods named GVF snake and multiscale normalized cut and 
conduct the procedure based on conventional MRI images and Diffusion Tensor Imaging (DTI), which offers 
superior visualization of gross anatomical structure and tissue micro-structure respectively.  
Methods: T1-weighted images (TE 3.37 ms, TR 1900 ms) of two patients were acquired using a 1.5T 
Siemens scanner. For each patient, fractional anisotropy (FA) maps were reconstructed using FSL tools [1] 
from a DTI dataset (TE 86 ms, TR 7000 ms, b-value 1000 s/mm
2
, 42 gradient directions, resolution 
2.22x2.22x2.50 mm).The T1-weighted and FA images were processed by the two methods. One is Gradient 
Vector Flow (GVF) deformable model or GVF snake [2] which is popularly used for medical image analysis. 
Initial seeds around tumour inserted by a user are a directive boundary. The method attempts to form edges 
by initially computing an edge map of an input image and progressing contour toward a force balance 
condition; balance an internal force (prevent stretching and bending of contour) and external force (pull the 
snake towards the desired contour) to form edges. The other is a multiscale normalized cut (ncut) method [3] 
which applies the normalized cut graph [4] as a partitioning framework. It computes the propagation of local 
cues (group of vertices formed by intensity similarity and intervening contours) across multiple ranges of 
spatial connections and offers the advantage of detecting coherent regions with a faint boundary as it appears 
in DTI images. The segmentation procedure was assessed by a process involving three levels of evaluation 
[5]. Firstly, a series of segmented images produced from the two methods were visually assessed. Secondly, 
a bootstrapping technique was used to optimize the selected methods from the first step. Finally, results 
obtained from the bootstrapping were compared with the gold standard (manual segments) by using empirical 
discrepancy methods. The root mean square error (RMSE) of mean and standard deviation of gray-level 
intensity within the region, Hausdorff distance (for shape matching) were computed from semi-automated and 
hand segments. It is expected that the closer the semi-automated segments to the gold standard, the lower 
the RMSE values. The receiver operating characteristics (ROC) was also used to characterize the 
performance of tests having lower RMSE values.  
Results and Discussion: The T1-weighted and FA segments acquired from the two methods were visually 
monitored and shown in Figure 1 a)-d). The GVF snake could delineate the tumour when the initial seeds 
inserted close to the true boundary, while multiscale ncut performed segmenting according to the number of 
segment and internal parameter setting and produced reasonably results. Due to improved segmentation 
outcome and being more user-friendly, the multiscale ncut was selected for this study. The bootstrapping step 
based on multiscale ncut was performed by varying the main parameters of the method. ROC curves of test 1 
and test 2, yielded lower RMSE values, were plotted in Figure 1 e)-f). Compare with test 2, the test 1, the blue 
ROC curves, provided higher true positive rate at the same false positive rate, and produced 99% accuracy for 
both T1 and FA based segmentation. Test 1 was selected for these data sets 
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Image Type T1 FA 
Manual 
Segmentation 
    
GVF 
    
Multiscale  
Ncut 
    
RMSE 
  
ROC 
  
 
Conclusions: The multiscale normalized cut offers the advantage of robustly segmenting low resolution and 
faint boundary of DTI based brain tumour images. It is a promising semi-automated technique to extract brain 
tumour for both FA and T1-weighted images close to the gold standard. However, the result is parameter-
dependent and requires careful setting for satisfactory outcome.       
Reference: [1] http://www.fmrib.ox.ac.uk/fsl/. [2] C Xu et al., (1997) IEEE Proc. Conf on Comp. Vis. Patt. 
Recog., 66-71. [3] T Cour et al., (2005) CVPR, 2:1124:31. [4] J Shi et al., (2000) IEEE Tran. Patt. Anal. 
Machine Intell.,22:888-905. [5] R. Pohle et al., (2002) Proc. SPIE 4684,287 
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ABSTRACT 
Primary brain tumours are the most common solid 
tumours found in children and are an important 
cause of morbidity and mortality. Magnetic 
resonance imaging (MRI) is commonly used for 
non-invasive early-detection, diagnosis, 
delineation of tumours for treatment planning and 
assessment of post treatment changes. Different 
MRI modalities provide complementary contrast 
of tumour tissues, which can have varying 
degrees of heterogeneity and diffusivity in 
different tumour types. A variety of texture 
analysis methods have been shown to reveal 
tumour histological types. It is hypothesized that 
textural features, based on conventional and 
diffusion MRI modalities, would differentiate the 
characteristics of tumours. Tumour extraction is 
also a significant procedure needed to obtain a 
true tumour region. Semi-automated segmentation 
methods were applied, in comparison with the 
gold standard of manual segmentation by an 
expert, in order to speed up a manual 
segmentation approach and reduce any bias 
effects. In this study, we present an automatic 
processing pipeline for the characterization of 
brain tumours, based on texture analysis. We 
apply this to a multi-centre dataset of paediatric 
brain tumours and investigate the accuracy of 
 260 
tumour classification, based on textural features 
of diffusion and conventional MR images.  
KEY WORDS 
Brain tumours, semi-automated segmentation, 
diffusion and conventional MRI, texture analysis, 
image processing 
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Abstract—Textural feature based classification has 
shown that magnetic resonance images can 
characterize histological brain tumor types. Feature 
selection is an important process to acquire a robust 
textural feature subset and enhance classification rate. 
This work investigates two different feature selection 
techniques; principal component analysis (PCA), and 
the combination of max-relevance and min-
redundancy (mRMR) and feedforward selection. We 
validated these techniques based on a multi-center 
dataset of pediatric brain tumor types; 
medulloblastoma, pilocytic astrocytoma and 
ependymoma, and investigated the accuracy of tumor 
classification, based on textural features of diffusion 
and conventional MR images.  
  
Keywords—PCA, mRMR, feedforward selection, 
pediatric brain tumors, diffusion and conventional 
MR images 
 
I. INTRODUCTION 
Conventional Magnetic Resonance Imaging 
(MRI) is an essential part of clinical diagnosis and 
offers superior structural imaging of anatomical 
elements compared with diffusion MRI. However, 
conventional MRI offers limited functional 
information of brain tissue. Diffusion MRI, a 
functional imaging technique, allows examination of 
tissue microstructure and provides complementary 
structural visualization. Diffusion weighted imaging 
(DWI) and diffusion tensor imaging (DTI), has been 
utilized as a biomarker in various neuro-
pathological diseases [1]. A sensitization of DTI to 
subtle disturbances in white-matter tracts has 
revealed the neural tracts and tumor infiltration and 
invasion on healthy tissue [2]. Diffusion MR images 
would provide promising information for 
discriminating brain tumor types.  
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Texture analysis has been widely used to extract 
information from the MR images [3,4] 
Dimensionality reduction is commonly required to 
avoid over-fitting and to obtain the optimal feature 
subset. Choosing an appropriate feature selection 
approach is important because an inappropriate use 
of feature selection can distort classifier 
performance when larger datasets are used [5]. 
Feature selection is broadly divided into three main 
methods which are filter, wrapper and embedded 
approaches. Filter methods do not require learning 
algorithms; for example PCA, Fisher score and 
mutual information based feature selection. Wrapper 
and embedded methods use a learning algorithm to 
score feature subsets according to their 
discriminative rate as the selection criterion [6]. 
Wrapper methods can provide more accurate 
solutions than filter methods [7], but in general are 
more computationally expensive because the 
induction algorithm must be evaluated over each 
feature set. The embedded methods perform feature 
selection during the process of training. The most 
common embedded methods are such as least 
absolute shrinkage and selection operator (Lasso) 
and ℓ1-norm regularized Support Vector Machines 
[7]. In this study, we examine the unsupervised PCA 
and the combination of maximum relevance and 
minimum redundancy (mRMR) [8] and feedforward 
selection.  
Support vector machines (SVMs), originally 
proposed by Vapnik et al 1992 [9], have shown 
superb performance at binary classification [10] and 
have been widely used in medical image analysis. 
SVMs tend to be more robust with smaller standard 
error compared to artificial neural network (ANN) 
training [11] and linear discriminant analysis 
(LDA), which is prone to non-singular value 
decomposition error. We applied the SVM as a 
validating classifier for the comparison of the two 
feature selection techniques. 
II. MATERIAL AND MEDTHODS 
A. Material  
Three types of pre-treatment brain tumors have 
been considered: medulloblastoma (MB), pilocytic 
astrocytoma (PA) and ependymoma (EP). These 
cases were obtained from the Children’s Cancer and 
Leukemia Group (CCLG) database. Apparent 
Diffusion Coefficient (ADC) maps reconstructed 
from DWI, Mean Diffusivity (MD) and Fractional 
Anisotropy (FA) maps derived from DTI and 
conventional MR images were acquired from four 
centers using a 1.5T GE, 1.5T Siemens, 1.5T and 3T 
Phillips scanners, following a common protocol 
defined by the CCLG Functional Imaging Group 
[12]. The number of MB, PA and EP cases used in 
this study is shown in Table 1.  
Table 1 Number of subjects for each image type 
Image type MB PA EP 
Resolution 
(x, y, z) 
ADC 
(DWI) 
16 21 11 
(0.8, 0.8, 4) – 
(1.8, 1.8, 7.5) 
MD (DTI) 19 17 8 
(0.94, 0.94, 2.5) – 
(2, 2, 6.5) 
FA (DTI) 19 17 8 
(0.94, 0.94, 2.5) – 
(2, 2, 6.5) 
T2w 25 34 15 
(0.4, 0.4, 4) – 
(0.9, 0.9, 7.5) 
FLAIR 20 19 9 
(0.45, 0.45, 3) – 
(1, 1, 6.5) 
T1w pre-
contrast 
21 24 12 
(0.4, 0.4, 4.4) – 
(0.9, 0.9, 7.25) 
T1w post-
contrast 
21 28 15 
(0.4, 0.4, 4.4) – 
(0.9, 0.9, 7.25) 
 
B. Data pre-processing 
The processing pipeline is conducted according 
to the work presented by [13] including eddy current 
correction, skull stripping, Diffusion MR image 
reconstruction, registration, intensity normalization, 
segmentation and texture analysis. Due to protocol 
variation at the different centers and multiple slices 
acquired for the analysis, an image type would be 
included according to the slice spacing. If the 
registered images have the slice spacing greater than 
the T2w image (the reference image for registration 
and segmentation) and the difference is more than 
20% by calculating from 100 x (s1-s2)/(s1+s2), where 
s1 is a T2w’s slice spacing and s2 is a current 
image’s slice spacing, the images are excluded. The 
number of gray levels applied in the texture analysis 
affects the discrimination outcome. Inappropriate 
quantization provides unsatisfactory results and too 
many gray levels yields longer processing times. We 
set the number of gray levels for co-occurrence and 
run-length matrices to be 9 for all MR image types.  
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C. Feature selection 
1. Principal Component Analysis (PCA) 
PCA is an unsupervised feature selection method 
which transforms observed data to an orthogonal 
subspace such that the transformed variables are 
linearly uncorrelated (called principal components). 
The transformation arranges the principal 
components (PCs) in descending order in a way that 
the first PC has the largest variance; the second PC 
has the second largest variance and so on. In this 
study, we used the number of PCs that provides the 
maximum balanced accuracy (an average accuracy 
obtained from MB, PA and EP). 
2. Maximum Relevance and Minimum 
Redundancy (mRMR) 
The mRMR method applies mutual information 
theory in order to arrange features according to the 
criterion of maximum relevance (max-relevance) 
and minimum redundancy (min-redundancy). Max-
relevance criteria search for features which satisfy 
the maximum relevant between individual features 
and class. The max relevant features could be highly 
redundant, because the features are highly 
dependent on each other. As a result, the power of 
discrimination would not change much. The highly 
redundant features are filtered by applying the min-
redundancy condition to obtain the first m
th
 features. 
To obtain the highest accuracy, feedforward 
selection technique is used to search the optimal 
combination within the top-ranked 20
th
 features. If 
any feature subset provides the same accuracy, the 
first combination feature subset is selected. For 
scoring feature in feedforwad selection, the 
accuracy is calculated by using balanced accuracy 
values. 
D. Classification 
Support vector machines (SVMs) compute the 
maximum marginal separation line between two 
classes. By using a kernel function, it maps the 
original features into higher dimensional space 
where it computes a hyperplane that maximizes the 
distance from the hyperplane to the training data in 
each class. Having found such a hyperplane, the 
SVM can then predict the classification of unlabeled 
test data by mapping it into the feature space and 
checking on which side of the separating plane the 
test data lies. We used the LIBSVM tools [14] with 
the function of C-SVC, and a linear kernel. For 
multi-classification, the ‘one-against-one’ approach 
implemented within LIBSVM was applied.  Due to 
the small dataset, the validation of the classification 
was evaluated by using a leave-one-out validation 
technique.  
III. RESULTS AND DISCUSSION 
The number of principal components used is an 
important parameter in PCA analysis, with diffusion 
images requiring less components to achieve 
maximum classification rates than conventional 
images (see Fig. 1). This shows that the textural 
features derived from diffusion MR images contain 
the stronger feature subset in the top-ranked of PCs. 
In this study, features selected by using the PCA do 
not provide obviously better result than using the 
original feature set (see Fig. 2). The fact is that the 
PCA transforms all the observation data to obtain 
the maximum variance and still retains all variables 
to generate the PCs. Some outliers or noise, 
contributed by less separable textural features in the 
PCs, can affect the classification outcome.  
Combining mRMR and feedforward selection 
scheme apparently enhances the discrimination 
performance for all of MR image types (see Fig. 2). 
The feature subset selected from this technique is 
similar to the finding presented by [15]. The group 
of most individually relevant features does not 
always provide the superior prediction result. 
Adding some less relevant features to the features 
having high discriminant index, contributes more to 
the accuracy of the classifier than using the top-
ranked relevant features only (see Table 2). 
The prediction rate for each tumor type (MB, 
PA and EP), as well as the overall accuracy, are 
higher in ADC and MD image based analysis (see 
Fig. 2). Textural features based on ADC and MD 
provides the most promising result compared to 
those based on other MR modalities. The result 
indicated a good separation between MB and PA. 
However improvement in the discrimination of EP 
from the other two groups still needs to be achieved.  
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IV. CONCLUSIONS 
For all image types, combining mRMR and 
feedforward selection provides a textural feature 
subset that can better discriminate the three tumor 
types than using the original features or the 
transformed features extracted by using the PCA. 
With this feature selection approach, classification 
based on ADC and MD image analysis outperforms 
other types of MR images. Future work involves the 
investigation of fusing textural features, based on  
Table 2 Feature ID selected from mRMR and feedforward selection for each MR image type 
Image type 
ID of the top-ranked 20
th
 features 
selected by using mRMR 
ID of the feature subset of the top 20
th
 features 
 selected by using feedforward selection 
ADC (DWI) [65, 62, 1, 97, 143, 121, 52, 85, 
113, 49, 7, 9, 11, 123, 120, 94, 70, 
42, 8, 57] 
1-H:mean, 11-R:GLN 0o, 8-A:kurtosis, 9-R:SRE 0o, 65-C:svarh 0o, 
57-C:cshad 0o, 42-R:SRE 135o, 85-C:svarh 45o 
MD (DTI) [1, 11, 80, 64, 56, 65, 5, 84, 2, 100, 
104, 38, 12, 124, 129, 102, 6, 85, 
24, 53] 
1-H:mean, 56-C:cprom 0o, 12-R:RLN 0o 
FA (DTI) [142, 35, 81, 9, 134, 57, 70, 144, 
28, 100, 44, 7, 21, 46, 91, 90, 19, 
117, 139, 42] 
134-Wavelet, 35-R:RP 90o, 28-R:SRHGE 45o, 142-Wavelet 
T2w [97, 86, 53, 139, 101, 77, 129, 10, 
9, 117, 63, 126, 6, 22, 73, 8, 57, 
131, 69, 83] 
97-C:cshad 90o, 129-C:inf1h 135o , 117-C:cshad 135o, 57-C:cshad 
0o, 139-Wavelet,8-A:kurtosis, 22-R:GLN 45o , 10-R:LRE 0o, 6-
A:variance, 77-C:cshad 45o, 131-C:indnc 135o, 101-C:homom 90o, 
73-C:autoc 45o, 69-C:inf1h 0o, 53-C:autoc 0o 
FLAIR [88, 44, 97, 94, 33, 27, 61, 129, 28, 
3, 16, 7, 108, 6, 24, 17, 142, 38, 
128, 74] 
15-R:HGRE 0o, 97-C:cshad 90o, 44-R:GLN 135o, 3-H:skewness, 
74-C:corrp 45o, 88-C:denth 45o, 95-C:contr 135o 
T1w pre-
contrast 
[3, 60, 129, 2, 12, 145, 97, 102, 8, 
56, 55, 17, 16, 57, 19, 135, 76, 1, 
80, 23] 
3-H:skewness, 102-C:maxpr 90
o
, 97-C:cshad 90
o
, 145-Wavelet, 76-
C:cprom 45
o
, 129-C:inf1h 135
o
, 60-C:entropy 0
o
, 57-C:cshad 0
o
 
T1w post-
contrast 
[57, 11, 96, 49, 143, 2, 47, 69, 22, 
77, 30, 27, 100, 82, 56, 117, 144, 
12, 17, 41] 
56-C:cprom 0
o
, 22-R:GLN 45
o
, 47-R:LGRE 135
o
, 11-R:GLN 0
o
, 96-
C:cprom 90
o
, 144-Wavelet, 30-R:LRHGE 45
o
, 77-C:cshad 45
o
, 49-
R:SRLGE 135
o
, 57-C:cshad 0
o
, 41-R:LRHGE 90
o
, 117-C:cshad 135
o
 
Abbreviation: H-histogram, A-absolute gradient, R-gray-level run length matrix, C-gray-level cooccurrence matrix, 
GLN-gray-level nonuniformity, SRE-short run emphasis, SRLGE-short run low gray-level emphasis, SRHGE-short 
run high gray-level emphasis, LRHGE-long run high gray-level emphasis, SRLGE-short run low gray-level emphasis, 
RLN-run length nonuniformity, LRE-long run empasis,  HGRE-High Gray-Level Run Emphasis, RP-run percentage, 
svarh-sum variance, cshad-cluster shade, cprom-cluster prominence, inf1h-information measure of correlation, 
homom-homogeneity, indnc-inverse difference normalized, autoc-autocorrelation, denth-difference entropy, corrp-
correlation, maxpr-maximum probability, contr-contrast [13],[16,17] .   
     
Fig. 1 Plot of number of principal component against classification accuracy for  
a) diffusion MR images. b) conventional MR images 
(a) (b) 
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multimodal MR images, in order to boost up the 
prediction performance of classifiers.  
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Abstract 
Conventional magnetic resonance imaging (MRI) is an important tool in the diagnosis of childhood brain 
tumors. It has been commonly used to provide structural information of tumors; however it has shown a 
limited capacity to identify specific tumor types. Apparent Diffusion Coefficient (ADC), derived from MR-
based Diffusion Weighted Imaging (DWI), provides complementary structural visualization and can also 
reveal the information relating to different histological types of brain tumors. Integrating multimodal MR 
image analysis can take advantage of such complementary information derived from both structural and 
diffusion MR images. In this paper, we present a supervised machine learning approach to achieve image 
analysis based on textural features from individual image types of T2, T1-post contrast (T1-post) and ADC, 
as well their combination, in order to characterize the most common pediatric brain tumors; 
medulloblastomas (MB), pilocytic astrocytomas (PA), and ependymomas (EP).  
Material and Methods 
A pre-treatment MR image dataset of pediatric brain tumors were considered, with the number of MB, 
PA, and EP being 23, 29, and 19 respectively.  The acquisition of T2, T1-post and DWI was conducted in 
multiple centers using a 1.5T Siemens, 1.5T GE, 1.5T and 3T Phillips scanners. The processing pipeline 
followed the approach presented in [1] and the feature selection method followed the method suggested by 
[2]. A multinomial logistic regression technique [3] was customized as part of a classifier and validated by a 
leave-one-out cross validation. The texture based classification was performed on each single MR image 
type; T2, T1-post and ADC (reconstructed from DWI). Three approaches of integrating texture based T2, T1-
post and ADC classifications were investigated. The first approach combines the textural features from all 
aforementioned image types. The second approach combines the probability outcome of the classifier 
obtained from each MR image type; the highest probability value obtained from the addition determines the 
final result. The third approach defines the integrated classification as a superposition of the weighted 
predicted class from each image type (i.e. this is the outcome with highest accuracy in the individual 
classifications of the ADC, T2 and T1-post image types). 
Results and Discussion 
The optimal textural feature set derived from ADC, T2, T1-post images individually and combined is 
shown in Table 1. In the single MR image type analysis, ADC based texture analysis (TA) can better 
discriminate the three tumor types compared to T2 and T1-post based texture analysis (see Figure 1). In the 
multimodal MR image analysis, the combining probability outcome tends to provide less accuracy. The 
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combined textural features and superposition of the weighted predicted class multimodal MR image analysis 
approaches give higher overall accuracy than the individual ADC based analysis. However, the superposition 
of the weighted predicted class approach shows, overall, a better separation between EP from MB and PA, 
while it still maintains a good classification for the MB and PA cases.  
 
Table 1: The optimal textural feature set derived from single MR image and multimodal MR image based 
texture analysis 
Image type Textural Features 
ADC Csvarh(2,0o), Csavgh(5,135o), Hmean,Csosvh(4,0o), Cidmnc(2,90o), Ccshad(1,0o) 
T2 
Csavgh(1,0o), Wavelet Harr, Ccshad(1,90o), Centro(1,90o), Csvarh(1,90o), Ccshad(2,90o), 
Cdenth(2,135o), Ccshad(5,45o) 
T1-post contrast Ccprom(1,0o), RLGRE 0 o,RSRLGE 135o, Chomom (1,135o) 
Combined ADC, 
T2, and  
T1-post contrast 
ADC: Csvarh(2,0o), Csavgh(5,135o), Hmean, Csosvh(4,0o), RRP 45o, Cidmnc(2,90o), 
RSRLGE 135o, T2: Centro(1,90), Wavelet Haar, Csvarh(1,90o), Cdenth(2,135o), Cinf1h(4,0 o), 
Csavgh(1,0 o), Ccshad(1,90o), T1-post: Chomom(1,135o), RSRLGE 135o, Wavelet Haar 
  
 
Figure 1: The comparison of classification accuracy obtained from single image type analysis  
and multiple image type analysis 
 
           
            (a)  MB was predicted as EP                           (c)  EP was predicted as PA                                     
           
            (b)  PA was predicted as EP                   (d) Anaplastic EP  was predicted as MB                    
Figure 2: The example of four cases (out of ten cases) that were classified incorrectly by the superposition of 
weighted outcome approach. First, second and third image of each case is T2, T1-post and ADC image. The 
tumor boundary is delineated by red line. 
Conclusion 
In single image type analysis, ADC provided higher differentiation among the three brain tumor types. 
With this knowledge, the characterization of childhood brain tumor can be improved by analysing 
multimodal MR images based on the superposition of the weighted predicted class approach, with higher to 
lower weight given to ADC, T2 and T1-post respectively; the ependymomas can be better differentiate from 
the medulloblastomas and pilocytic astrocytomas. 
Reference 
[1] Tantisatirapong, S., et al., 2013. BioMed, 376-383 [2] Tantisatirapong, S., et al., 2013. MEDICON [3] McCullagh, P., 
et al., 1990. New York: Chapman & Hall 
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