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Parte 1
Richiami

CAPITOLO 1
Algebra lineare
1. Matrici ed applicazioni lineari
1.1. Matrici. Identificheremo i vettori di Rn con le matrici n× 1
ossia con i vettori colonna.
δij indica il simbolo di Kroneker: δij = 1 se i = j e δij = 0 se i 6= j.
In indica la matrice identità di ordine n.
At indica la trasposta della matrice A.
Se v1, . . . , vm ∈ Rn indicheremo con
[v1, . . . , vm]
la matrice la cui i-esima colonna coincide con il vettore vi, i = 1, . . . ,m.
Se u, v ∈ Rn, u = (u1, . . . , un), v = (v1, . . . , vn), indicheremo con
u.v
la matrice quadrata (wij) di ordine n di componenti
wij = uivj.
Denoteremo con e1, . . . , en i vettori della base canonica di Rn, ossia
et1 = (1, 0, . . . , 0),
et2 = (0, 1, . . . , 0),
. . .
etn = (0, 0, . . . , 1).
Equivalentemente e1, . . . , en sono caratterizzati dall’identità
[e1, . . . , en] = In.
Sia x ∈ Rn. Se xt = (x1, . . . , xn) allora xi si dice i-esima componente
del vettore x.
Siano x, y ∈ Rn. Indicheremo con
〈x, y〉
il prodotto scalare canonico di Rn, ossia, se xt = (x1, . . . , xn) e yt =
(y1, . . . , yn) allora
〈x, y〉 =
n∑
i=1
xiyi.
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Proposizione 1.1. Per ogni x ∈ Rn, xt = (x1, . . . , xn) e per ogni
i = 1, . . . , n abbiamo
xi = 〈x, ei〉
ed inoltre
x =
n∑
i=1
〈x, ei〉 ei
Proposizione 1.2. Siano v1, . . . , vm ∈ Rn e sia sia A una matrice
reale n×m. Allora
A = [v1, . . . , vm]
se, e solo se, per ogni i = 1, . . . ,m abbiamo
vi = Aei.
Proposizione 1.3. Sia A = (aij) una matrice quadrata di ordine
n. Allora per i, j = 1, . . . , n abbiamo
aij = 〈ei, Aej〉.
Proposizione 1.4. Siano v1, w1, . . . , vm, wm ∈ Rn e siano
A = [v1, . . . , vm], B = [w1, . . . , wm], C = A
tB.
Se C = [z1, . . . , zn] = (cij) allora per i, j = 1, . . . ,m abbiamo
zj = Awj
e
cij = 〈vi, wj〉.
1.2. La matrice dei cofattori.
Definizione 1.1. Sia A una matrice quadrata di ordine n. La
matrice dei cofattori A] è la matrice il cui elemento di posto (i, j) è
(−1)i+j detAij,
dove Aij è il minore che si ottiene dalla matrice A eliminandone la
i-esima riga e la j-esima colonna.
Ricordiamo se A è invertibile allora A] = (detA) (A−1)t.
Proposizione 1.5. Sia A una matrice reale di ordine n. Siano
x, y ∈ Rn vettori (colonna). Allora vale l’identità
〈x,A]y〉 = − det
(
0 yt
x A
)
.
In particolare, se A è invertibile allora
(detA)〈A−1x, y〉 = − det
(
0 yt
x A
)
,
(dove yt indica il vettore riga che si ottiene trasponendo il vettore
colonna y).
10
Dimostrazione. Entrambi i membri dell’uguaglianza da dimo-
strare sono forme bilineari nelle variabili x, y ∈ Rn.
È sufficiente dimostrare l’identità per x = ei, y = ej, i, j = 1, . . . , n,
dove e1, . . . , en sono i vettori della base canonica di Rn. In tal caso
entrambi i membri coincidono con il determinante della matrice che si
ottiene rimuovendo dalla matrice A l’i-esima riga e la j-esima colonna
moltiplicato per (−1)i+j.
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Proposizione 1.6. Sia A una matrice di ordine n. Siano x, y ∈ Rn
vettori (colonna) e sia a ∈ R. Allora vale l’identità
det
(
a yt
x A
)
= a (detA) + det
(
0 yt
x A
)
.
Dimostrazione. Sia
f(z) = det
(
a z yt
x A
)
.
Sviluppando il determinante lungo la prima riga si ottiene
f(z) = a(detA) z + c
dove c è un termine che non dipende da z.
In particolare f(z) è un polinomio di primo grado in z. Per z = 0
si ottiene
c = f(0) = det
(
0 yt
x A
)
da cui
f(z) = a(detA) z + det
(
0 yt
x A
)
.
Per z = 1 si ottiene
det
(
a yt
x A
)
= f(1) = a(detA) + det
(
0 yt
x A
)
,
ossia la tesi.
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1.3. Minori principali.
Definizione 1.2. Sia A una matrice quadrata di ordine n. Per
k = 1, . . . , n indicheremo con
mk(A)
la somma dei determinanti dei minori principali di ordine k della ma-
trice A.
Per convenzione poniamo m0(A) = 1 e mk(A) = 0 per k > n.
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Teorema 1.1. Sia A una matrice quadrata di ordine n. Allora
det(In + t A) =
n∑
k=0
mk(A)t
k.
Dimostrazione. Sia A = (aij). La funzione determinante A 7→
detA è un polinomio omogeneo di grado n nelle variabili aij.
La matrice In+tA è una matrice di ordine n le cui componenti sono
polinomi di grado al più uno nella variabile t.
Per composizione t 7→ det(In + tA) è un polinomio di grado al più
n nella variabile t.
Sia
A = [v1, . . . , vn].
Allora
det(In + t A) = det[e1 + t v1, . . . , en + t vn].
Se indichiamo con P(k, n) la famiglia dei sottoinsiemi di {1, . . . , n}
di cardinalità k, per la multilinearità rispetto alle colonne del deter-
minante troviamo che il coefficiente di tk nel polinomio det(In + t A)
è ∑
I∈P(k,n)
detAI ,
dove AI è la matrice in cui per i = 1, . . . , n la i-esima colonna di AI
coincide con vi se i ∈ I e con ei se i 6∈ I.
Terminiamo la dimostrazione osservando che detAI coincide con il
determinante del minore principale che si ottiene eliminando da A le
righe e le colonne i cui indici non appartengono ad I.
2
Come conseguenza otteniamo:
Teorema 1.2. Sia A una matrice quadrata di ordine n. Sia pA(t)
il polinomio caratteristico di A, ossia
pA(t) = det(A− t In).
Se indichiamo con mk(A) la somma dei determinanti dei minori prin-
cipali della matrice A, ponendo per convenzione m0(A) = 1, allora
pA(t) =
n∑
k=0
(−1)kmn−k(A)tk
Dimostrazione. Abbiamo
det(In + t A) = det
(
t(t−1In + A)
)
= tn det(t−1In + A)
= tn det
(
A− (−t−1)In
)
= tnpA(−t−1),
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ossia, per il teorema precedente
tnpA(−t−1) = det(In + t A) =
n∑
k=0
mk(A)t
k.
Otteniamo in successione
pA(−t−1) =
n∑
k=0
mk(A)t
k−n,
pA(−t) =
n∑
k=0
mk(A)t
n−k =
n∑
k=0
mn−k(A)tk,
pA(t) =
n∑
k=0
(−1)kmn−k(A)tk,
ossia la tesi.
2
Proposizione 1.7. Siano A e B matrici reali aventi entrambe n
righe ed m colonne. Allora
det(Im + t A
tB) = det(In + t BA
t).
Dimostrazione. Abbiamo le seguenti identità tra matrici a bloc-
chi: (
Im t A
t
0 In
)(
Im −t At
B In
)
=
(
Im + t A
tB 0
B In
)
e (
Im 0
−B In
)(
Im −t At
B In
)
=
(
Im −t At
0 In + t BA
t
)
,
da cui segue che entrambi i polinomi det(Im + t AtB) e det(In + t BAt)
coincidono con
det
(
Im −t At
B In
)
.
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2. Spazi Euclidei
2.1. Applicazioni simmetriche positive. Sia H uno spazio Eu-
clideo con prodotto scalare 〈x, y〉.
Definizione 1.3. Un’ applicazione lineare A : H → H si dice
simmetrica se per ogni x, y ∈ H
〈Ax, y〉 = 〈x,Ay〉.
Definizione 1.4. Un’ applicazione lineare simmetrica A : H → H
si dice positiva e si scrive A > 0 se per ogni x ∈ H \ {0}
〈Ax, x〉 > 0.
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Lemma 1.1. Siano A : H → H un’ applicazione lineare simmetrica,
b ∈ H e γ ∈ R. Per ogni x ∈ H poniamo
f(x) = 〈Ax, x〉 − 2 〈b, x〉+ γ.
Allora per ogni x, y ∈ H abbiamo
f(x+ y)− f(x) = 2 〈Ax− b, y〉+ 〈Ay, y〉.
Dimostrazione. Per ogni x ∈ H poniamo
f1(x) = 〈b, x〉,
f2(x) = 〈Ax, x〉.
Abbiamo quindi
f(x) = f2(x)− 2 f1(x) + γ.
Siano x, y ∈ H. Allora
f(x+ y)− f(x) = f2(x+ y)− f2(x)− 2 f1(x+ y) + 2 f1(x).
Osserviamo che f1 è lineare e quindi
f1(x+ y)− f1(x) = f1(y) = 〈b, y〉.
Inoltre abbiamo
f2(x+ y) = 〈A(x+ y), x+ y〉
= 〈Ax+ Ay, x+ y〉
= 〈Ax, x〉+ 〈Ax, y〉+ 〈Ay, x〉+ 〈Ay, y〉
= 〈Ax, x〉+ 〈Ax, y〉+ 〈x,Ay〉+ 〈Ay, y〉
= 〈Ax, x〉+ 〈Ax, y〉+ 〈Ax, y〉+ 〈Ay, y〉
= 〈Ax, x〉+ 2 〈Ax, y〉+ 〈Ay, y〉
= f2(x) + 2 〈Ax, y〉+ 〈Ay, y〉,
ossia
f2(x+ y)− f2(x) = 2 〈Ax, y〉+ 〈Ay, y〉,
da cui
f(x+ y)− f(x) = f2(x+ y)− f2(x)− 2 f1(x+ y) + 2 f1(x)
= 2 〈Ax, y〉+ 〈Ay, y〉 − 2 〈b, y〉
= 2 〈Ax− b, y〉+ 〈Ay, y〉.
2
Teorema 1.3. Siano A : H → H un’ applicazione lineare simme-
trica positiva, b ∈ H e γ ∈ R. Per ogni x ∈ H poniamo
f(x) = 〈Ax, x〉 − 2 〈b, x〉+ γ.
Sia infine u ∈ H. Allora le condizioni seguenti sono equivalenti:
(1) Au = b;
(2) f(u+ x) > f(x) per ogni x ∈ H, x 6= 0.
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Se tali condizioni sono verificate allora
f(u) = γ − 〈Au, u〉 = γ − 〈b, u〉.
Dimostrazione. Sia Au = b. Allora Au− b = 0.
L’applicazione simmetrica A è per ipotesi positiva, da cui 〈Ax, x〉 >
0.
Per il lemma precedente, se x ∈ H, x 6= 0, abbiamo
f(u+ x) = f(x) + 2 〈Au− b, x〉+ 〈Ax, x〉
= f(x) + 〈Ax, x〉 > f(x).
Viceversa, supponiamo f(u + x) > f(x) per ogni x ∈ H, x 6= 0.
Dobbiamo dimostrare che Au = b, ossia Au − b = 0. È sufficiente
dimostrare che per ogni x ∈ H, x 6= 0
〈Au− b, x〉 = 0.
Sia dunque x ∈ H, x 6= 0. Per ogni t ∈ R, per il lemma precedente,
abbiamo
0 ≤ f(u+ tx)− f(u) = 2 〈Au− b, tx〉+ 〈Atx, tx〉
= 2 〈Au− b, x〉 t+ 〈Ax, x〉 t2,
ossia, per ogni t ∈ R deve essere
2 〈Au− b, x〉 t+ 〈Ax, x〉 t2 ≥ 0.
sostituendo
t = −〈Au− b, x〉〈Ax, x〉
si ottiene
〈Au− b, x〉2
〈Ax, x〉 ≤ 0.
Essendo 〈Ax, x〉 > 0 questo è possibile solo se 〈Au− b, x〉 = 0.
Infine supponiamo che sia Au = b. Allora
f(u) = 〈Au, u〉 − 2 〈b, u〉+ γ
= 〈b, u〉 − 2 〈b, u〉+ γ
= γ − 〈b, u〉
ed anche
f(u) = 〈Au, u〉 − 2 〈b, u〉+ γ
= 〈Au, u〉 − 2 〈Au, u〉+ γ
= γ − 〈Au, u〉
2
Quando H = Rn con il prodotto scalare canonico otteniamo il
teorema seguente.
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Teorema 1.4. Siano A = (aij) una matrice reale simmetrica de-
finita positiva di ordine n, b = (b1, . . . , bn) ∈ Rn e γ ∈ R. Sia infine
u = (u1, . . . , un) ∈ Rn. Allora le condizioni seguenti sono equivalenti:
(1) il vettore u = (u1, . . . , un) è soluzione del sistema lineare a11x1 + · · · + a1nxn = b1. . . . . . . . . . . . . . . . . . . . . . . .an1x1 + · · · + annxn = bn ,
ossia per i = 1, . . . , n abbiamo
n∑
j=1
aijuj = bi;
(2) il vettore u = (u1, . . . , un) è minimo assoluto della funzione
f(x1, . . . , xn) =
n∑
i,j=1
aijxixj − 2
n∑
i=1
bixi + γ.
Se tali condizioni sono verificate abbiamo allora
f(u1, . . . , un) = γ −
n∑
i,j=1
aijuiuj = γ −
n∑
i=1
biui.
Ogni matrice simmetrica definita positiva A è invertibile, quindi
ogni sistema lineare avente A come matrice dei coefficienti è risolubile.
Abbiamo quindi il seguente teorema.
Teorema 1.5. Siano A = (aij) una matrice reale simmetrica de-
finita positiva di ordine n, b = (b1, . . . , bn) ∈ Rn e γ ∈ R. Allora la
funzione
f(x1, . . . , xn) =
n∑
i,j=1
aijxixj − 2
n∑
i=1
bixi + γ
ammette un unico minimo assoluto u = (u1, . . . , un) ∈ Rn caratterizza-
to dalla condizione
Au = b,
ossia, per i = 1, . . . , n,
n∑
j=1
aijuj = bi.
Inoltre
f(u1, . . . , un) = γ −
n∑
i,j=1
aijuiuj = γ −
n∑
i=1
biui.
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2.2. Il piano: Proiezione ortogonale su un sottospazio. Sia-
no x, y ∈ Rn e sia u la proiezione ortogonale di x su y, ossia u è il punto
della forma u = ty tale che minimizza (il quadrato del)la distanza da
x. Allora valgono le formule
u =
〈x, y〉
||y||2 y = 〈x, y〉y
||x− u||2 = ||x||
2 ||y||2 − 〈x, y〉2
||y||2 = ||x||
2 − 〈x, y〉2
dove abbiamo posto
y =
y
||y|| .
Infatti abbiamo
u = ty
dove t minimizza la funzione
t 7→ f(t) = ||x− ty||2
che rappresenta il quadrato della distanza tra ty ed x.
Abbiamo
f(t) = 〈x− ty, x− ty〉 = ||y||2 t2 − 2〈x, y〉t+ ||x||2
ossia f(t) è un polinomio di secondo grado in t che ammette minimo
per
t =
〈x, y〉
||y||2
ed inoltre
f(t) = ||y||2 〈x, y〉
2
||y||4 − 2〈x, y〉
〈x, y〉
||y||2 + ||x||
2
=
〈x, y〉2
||y||2 − 2
〈x, y〉2
||y||2 + ||x||
2
=
||x||2 ||y||2 − 〈x, y〉2
||y||2
2.3. La gramiana ed il gramiano. Sia H uno spazio Euclideo
con prodotto scalare 〈x, y〉.
Definizione 1.5. Sia k > 0 e siano x1, . . . , xk ∈ H. La matrice
Γ = Γ(x1, . . . , xk) =

〈x1, x1〉 〈x1, x2〉 . . . 〈x1, xk〉
〈x2, x1〉 〈x2, x2〉 . . . 〈x2, xk〉
...
... . . .
...
〈xk, x1〉 〈xk, x2〉 . . . 〈xk, xk〉

si dice matrice di Gram o gramiana associata ai vettori x1, . . . , xk.
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Il relativo determinante
G = G(x1, . . . , xk) =
∣∣∣∣∣∣∣∣
〈x1, x1〉 〈x1, x2〉 . . . 〈x1, xk〉
〈x2, x1〉 〈x2, x2〉 . . . 〈x2, xk〉
...
... . . .
...
〈xk, x1〉 〈xk, x2〉 . . . 〈xk, xk〉
∣∣∣∣∣∣∣∣ .
si dice determinante di Gram o gramiano associato ai vettori x1, . . . , xk.
Teorema 1.6. Sia k > 0 e siano x1, . . . , xk ∈ H. La matrice
gramiana Γ associata ai vettori x1, . . . , xk è semidefinita positiva ed
è definita positiva se, e solo se, i vettori x1, . . . , xk sono linearmente
indipendenti.
Dimostrazione. Sia a = (a1, . . . , ak) ∈ Rk e sia
x = a1x1 + · · ·+ akxk.
Abbiamo
〈Γa, a〉 =
k∑
i,j=1
〈xi, xj〉 aiaj = ||a1x1 + · · ·+ akxk||2 = ||x||2 ≥ 0.
Essendo a = (a1, . . . , ak) ∈ Rk arbitrario ne segue che la matrice Γ è
semidefinita positiva.
Se i vettori x1, . . . , xk sono linearmente dipendenti allora esiste a 6=
0 tale che x = 0, da cui
〈Γa, a〉 = ||x||2 = 0
e quindi la matrice Γ non è definita positiva.
Viceversa supponiamo che i vettori x1, . . . , xk siano linearmente
indipendenti. Allora per ogni a 6= 0 abbiamo x 6= 0 e quindi
〈Γa, a〉 = ||x||2 > 0,
ossia la matrice Γ è definita positiva.
2
Dal teorema 1.6 segue immediatamente:
Teorema 1.7. Sian k > 0 e siano x1, . . . , xk ∈ H. Allora
G(x1, . . . , xk) ≥ 0
e abbiamo inoltre
G(x1, . . . , xk) > 0
se, e solo se, x1, . . . , xk sono linearmente indipendenti.
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2.4. Proiezione ortogonale su un sottospazio.
Teorema 1.8. Sia E ⊂ H un sottospazio e siano x ∈ H e u ∈ E.
Le condizioni seguenti sono equivalenti
(1) 〈x− u, z〉 = 0 per ogni z ∈ E;
(2) ||x− y|| > ||x− u|| per ogni y ∈ E, y 6= u.
Se queste condizioni sono soddisfatte allora vale l’uguaglianza
||x||2 = ||x− u||2 + ||u||2 .
Il vettore u descritto da tali proprietà si dice proiezione ortogonale
di x sul sottospazio E.
Dimostrazione. Supponiamo che 〈x− u, z〉 = 0 per ogni z ∈ E.
In particolare, essendo u ∈ E, abbiamo 〈x− u, u〉 = 0 e quindi
||x||2 = ||(x− u) + u||2
= ||x− u||2 + 2 〈x− u, u〉+ ||u||2
= ||x− u||2 + ||u||2 .
Sia y ∈ E arbitrario. Consideriamo la funzione f : R→ R definita
da
f(t) = ||x− u− t(y − u)||2
= ||y − u||2 t2 − 2〈x− u, y − u〉 t+ ||x− u||2 .
Essendo z = y − u ∈ E abbiamo 〈x− u, y − u〉 = 0 e, poiché y 6= u, la
funzione f(t) ammette un unico minimo per t = 0, da cui
||x− y||2 = f(1) > f(0) = ||x− u||2 .
Viceversa, supponiamo che sia ||x− y|| ≥ ||x− u|| per ogni y ∈ E.
Sia z ∈ E arbitrario. Dobbiamo dimostrare che 〈x − u, z〉 = 0. Se
z = 0 la tesi è ovvia. Supponiamo quindi che sia z 6= 0 Consideriamo
la funzione g : R→ R definita da
g(t) = ||x− u− tz||2 = ||z||2 t2 − 2〈x− u, z〉 t+ ||x− u||2 .
Poiché y = u + tz ∈ E e se t 6= 0 allora y 6= u ne segue che se t 6= 0
allora
g(t) = ||x− y||2 > ||x− u||2 = g(0)
ossia la funzione g(t) ammette un minimo isolato per t = 0 e quindi,
necessariamente 〈x− u, z〉 = 0.
2
Da questo teorema segue immediatamente che la proiezione orto-
gonale di x su E quando esiste è unica.
Il teorema seguente dice che se E ha dimensione finita allora la
proiezione ortogonale esiste.
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Teorema 1.9. Sia E ⊂ H un sottospazio di dimensione finita e
sia x ∈ E. Allora ogni vettore x ∈ H ammette una (unica) proiezione
ortogonale su E.
Se k è la dimensione di E e x1, . . . , xk è una base di E allora
u = c1x1 + · · ·+ ckxk
è la proiezione ortogonale su E di x ∈ H se, e solo se, il vettore c ∈ Rk
di componenti c1, . . . , ck è soluzione del sistema lineare
Γc = b
dove Γ =
(〈xi, xj〉) è la gramiana associata alla base x1, . . . , xk e b ∈ Rk
è il vettore di componenti
b1 = 〈x, x1〉, . . . , bk = 〈x, xk〉.
Dimostrazione. Sia k la dimensione di E e sia x1, . . . , xk una base
di E. Ogni vettore di E si scrive in modo unico come combinazione
lineare di x1, . . . , xk.
Per il teorema 1.8 il vettore x ammette proiezione ortogonale se, e
solo se, la funzione f : Rk → R definita da
f(t) = f(t1, . . . , tk) = ||x− t1x1 − · · · − tkxk||2
ammette un unico minimo in Rk.
Abbiamo
f(t1, . . . , tk) =
k∑
i,j=1
〈xi, xj〉titj − 2
k∑
i=1
〈x, xi〉ti + ||x||2 ,
e la matrice Γ =
(〈xi, xj〉) è definita positva, essendo la gramiana
associata alla base x1, . . . , xk.
L’esistenza di tale minimo e le restanti affermazioni del teorema
seguono immediatamente dal teorema 1.5.
2
Il teorema seguente è conseguenza immediata del teorema prece-
dente.
Teorema 1.10. Sia E ⊂ H un sottospazio di dimensione k finita
e sia e x1, . . . , xk è una base ortonormale di E.
Allora per ogni vettore x ∈ H la proiezione ortogonale u di x su E
è data dalla formula
u =
k∑
i=1
〈x, xi〉xi.
Teorema 1.11. Sia k > 0 e siano x, x1, . . . , xk ∈ H. Sia u la
proiezione ortogonale di x sul sottospazio generato da x1, . . . , xk. Allora
G(x, x1, . . . , xk) = ||x− u||2G(x1, . . . , xk).
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Dimostrazione. Se i vettori x1, . . . , xk sono linearmente dipen-
denti entrambi i membri della 1.11 sono nulli. Possiamo quindi sup-
porre che x1, . . . , xk siano linearmente indipendenti.
Come nel teorema 1.9 la funzione f : Rk → R,
f(t) = f(t1, . . . , tk) = ||x− t1x1 − · · · − tkxk||2
=
k∑
i,j=1
〈xi, xj〉titj − 2
k∑
i=1
〈x, xi〉ti + ||x||2
ammette un unico punto di minimo t = (t1, . . . , tk) ∈ Rk che verifica
f(t) = ||x− u||2 .
Indichiamo con Γ la gramiana associata x1, . . . , xk. Sia b ∈ Rk il
vettore (colonna) di componenti 〈x, xi〉 ed infine poniamo γ = ||x||2.
Allora
f(t) = 〈Γt, t〉 − 2 〈b, t〉+ γ
dove 〈·, ·〉 indica (da ora in poi nella dimostrazione) il prodotto scalare
canonico in Rk.
Per il teorema 1.3 abbiamo t = Γ−1b e f(t) = γ − 〈b, t〉, da cui
||x− u||2 = f(t) = γ − 〈b, t〉 = γ − 〈Γ−1b, b〉.
Moltiplicando per G(x1, . . . , xk) = det Γ, il gramiano associato a
x1, . . . , xk, ed utilizzando le proposizioni 1.5 e 1.6 otteniamo
G(x1, . . . , xk) ||x− u||2 = γ (det Γ)− (det Γ) 〈Γ−1b, b〉
= γ (det Γ)− det
(
0 bt
b Γ
)
= det
(
γ bt
b Γ
)
= G(x, x1, . . . , xk),
come richiesto.
2
2.5. Identità per i gramiani.
Teorema 1.12. Sia A una matrice reale quadrata di ordine n.
Siano
c1, . . . , cn
le colonne di A. Allora
G(c1, . . . , cm) = (detA)
2
Dimostrazione. Abbiamo evidentemente
Γ(c1, . . . , cm) = A
tA
e prendendo i determinanti si ottiene
G(c1, . . . , cm) = det Γ(c1, . . . , cm) = det(A
tA) = (detA)2.
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2Teorema 1.13. Sia A una matrice reale con n righe e m colonne.
Siano
r1, . . . , rn
e
c1, . . . , cm
rispettivamente le righe e le colonne di A.
Per ogni intero k, con 1 ≤ k ≤ min(m,n) vale l’identità∑
1≤ii<···<ik≤n
G(ri1 , . . . , rik) =
∑
1≤j1<···<jk≤m
G(cj1 , . . . , cjk).
Dimostrazione. Il termine a primo membro coincide con la som-
ma dei determinanti dei minori principali di ordine k della matrice AAt
mentre il secondo con la somma dei determinanti dei minori principali
di ordine k della matrice AtA e tali somme coincidono per il teorema
1.1 e la proposizione 1.7
2
Dai teoremi precedenti segue immediatamente la proposizione se-
guente.
Proposizione 1.8. Sia A una matrice reale con n righe e m colon-
ne con m > n. Allora il gramiano associato alle righe di A coincide con
la somma dei quadrati dei determinanti dei minori di ordine massimo
della matrice A.
3. Forme bilineari e quadratiche
3.1. Forme bilineari in spazi euclidei. Ricordiamo la corri-
spondenza tra forme bilineari ed applicazioni lineari negli spazi euclidei.
Teorema 1.14. Sia H uno spazio euclideo di dimensione finita.
Sia
a : H ×H → R
una forma bilineare. Allora esiste un unico operatore lineare
A : H → H
tale che
a(x, y) = 〈x,Ay〉
per ogni x, y ∈ H.
La forma bilineare a è simmetrica se, e solo se, l’operatore lineare
A è simmetrico.
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Definizione 1.6. Con le notazioni del teorema precedente, chiame-
remo l’operatore lineare A l’operatore associato alla forma bilineare a.
Se a è una forma bilineare simmetrica con forma quadratica associata
q(x) = a(x, x)
diremo anche che A è l’operatore lineare associato alla forma quadratica
q.
Ricordiamo il teorema spettrale per operatori simmetrici.
Teorema 1.15. Sia H uno spazio euclideo e sia A : H → H un
operatore lineare simmetrico. Allora gli autovalori di A sono reali ed
esiste una base ortonormale formata da autovettori di A.
Le seguenti proposizioni illustrano come trovare gli autovalori degli
operatori lineari associati a forme bilineari e forme quadratiche su spazi
euclidei.
Proposizione 1.9. Sia H uno spazio euclideo di dimensione finita
n. Sia
a : H ×H → R
una forma bilineare su H con operatore lineare associato A.
Sia x1, . . . , xn una base di H e sia Γ la gramiana associata. Sia
A˜ = (aij) la matrice associata alla forma bilineare a, ossia la matrice
definita da
aij = a(xi, xj) = 〈xi, Axj〉.
Allora:
(1) La matrice associata all’operatore lineare A è
Γ−1A˜;
(2) indicando con pA(t) il polinomio caratteristico dell’operatore A
abbiamo
det
(
A˜− tΓ) = (det Γ) pA(t);
(3) gli autovalori
λ1, . . . , λn
dell’operatore A sono le radici del polinomio
det
(
A˜− tΓ)
e valgono le formule
λ1 + · · ·+ λn = Tr(Γ
]A˜)
det Γ
,
λ1 · · ·λn = det A˜
det Γ
,
dove Γ] è la matrice dei cofattori di Γ.
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Dimostrazione. (1). Sia C = (cij) la matrice associata ad A
rispetto alla base x1, . . . , xn. Per definizione per j = 1, . . . , n abbiamo
Axj = c1jx1 + · · ·+ cnjxn =
n∑
h=1
chjxh.
Moltiplicando scalarmente per xi, con i = 1, . . . , n, otteniamo
aij = 〈xi, Axj〉 =
n∑
h=1
〈xi, xh〉chj,
ossia vale l’identità
A˜ = ΓC
che equivale a C = Γ−1A˜.
(2). Abbiamo
pA(t) = det
(
Γ−1A˜− t In
)
= det
(
Γ−1(A˜− tΓ))
= det(Γ−1) det
(
(A˜− tΓ)),
che equivale a
(det Γ) pA(t) = det
(
A˜− tΓ).
(3). Essendo x1, . . . , xn linearmente indipendenti abbiamo
det Γ 6= 0,
da cui segue che gli autovalori λ1, . . . , λn di A, che sono le radici di
pA(t), coincidono con le radici di det(A˜− tΓ).
La somma degli autovalori di una matrice coincide con la traccia
della matrice stessa. Dalla relazione
Γ−1 = (det Γ)−1Γt] = (det Γ)−1Γ]
segue che
λ1 + · · ·+ λn = Tr(Γ−1A˜) = Tr
(
(det Γ)−1Γ]A˜
)
=
Tr(Γ]A˜)
det Γ
.
Il prodotto degli autovalori di una matrice coincide con il determinante
della matrice stessa da cui segue che
λ1 · · ·λn = det
(
Γ−1A˜
)
=
det A˜
det Γ
.
2
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3.2. Forme bilineari ed iperpiani. Sia a : Rn × Rn → R una
forma bilineare su Rn e sia E ⊂ Rn un sottospazio di dimensione n− 1
di equazione
u1x1 + · · ·+ unxn = 0.
In questa sezione mostreremo come si trovano gli autovalori dell’ ope-
ratore lineare associato alla restrizione ad E della forma bilinare a.
Proposizione 1.10. Sia A = (aij) una matrice quadrata di ordine
n, e siano x = (xi), y = (yi) ∈ Rn. Sia
qA(x, y, t) = det
(
0 yt
x A− t In
)
= det

0 y1 . . . yn
x1 a11 − t . . . a1n
...
... . . .
...
xn an1 . . . ann − t
 .
Allora
qA(x, y, t) = an−1(x, y) tn−1 + an−2(x, y) tn−2 + · · ·+ a0(x, y),
dove an−k(x, y), k = 1, . . . , n sono forme bilineari in Rn definite da
an−k(x, y) = (−1)n−k
∑
1≤i1,...,ik≤n
det

0 yi1 . . . yik
xi1 ai1i1 . . . ai1ik
...
... . . .
...
xik aiki1 . . . aikik
 .
Per k = 1, 2, n rispettivamente abbiamo
an−1(x, y) = (−1)n〈x, y〉,
an−2(x, y) = (−1)n
(〈Ax, y〉 − (TrA) 〈x, y〉),
a0(x, y) = −〈x,A]y〉,
Dimostrazione. Sia
A˜ =
(
0 yt
x A
)
e siano pA(t) e pA˜(t) i polinomi caratteristici rispettivamente delle
matrici A e A˜.
Per la proposizione 1.6 abbiamo
pA˜(t) = −tpA(t) + qA(x, y, t),
ossia
qA(x, y, t) = pA˜(t) + tpA(t).
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Osserviamo che A e A˜ hanno la stessa traccia, quindi
pA(t) =
n∑
k=0
(−1)kmn−k(A)tk =
n∑
k=0
(−1)n−kmk(A)tn−k
= (−1)ntn + (−1)n−1(TrA)tn−1 +
n∑
k=2
(−1)n−kmk(A)tn−k,
pA˜(t) =
n+1∑
k=0
(−1)kmn+1−k(A˜)tk =
n+1∑
k=0
(−1)n+1−kmk(A˜)tn+1−k
= (−1)n+1tn+1 + (−1)n(Tr A˜)tn +
n∑
k=2
(−1)n+1−kmk(A˜)tn+1−k + det A˜,
= (−1)n+1tn+1 + (−1)n(Tr A˜)tn +
n−1∑
k=1
(−1)n−kmk+1(A˜)tn−k + det A˜,
t pA(t) = (−1)ntn+1 + (−1)n−1(TrA)tn +
n∑
k=2
(−1)n−kmk(A)tn+1−k
= −(−1)n+1tn+1 − (−1)n(TrA)tn −
n−1∑
k=1
(−1)n−kmk+1(A)tn−k,
da cui segue che
qA(x, y, t) = pA˜(t) + t pA(t)
=
n−1∑
k=1
(−1)n−k(mk+1(A˜)−mk+1(A))tn−k + det A˜.
L’espressione così trovata è un polinomio di grado n− 1 nella variabile
t. Il coefficiente di grado zero è
a0(x, y) = det A˜.
Per la proposizione 1.5 abbiamo
a0(x, y) = det A˜ = −〈x,A]y〉.
Se 0 < k < n il coefficiente di tn−k è
an−k(x, y) = (−1)n−k
(
mk+1(A˜)−mk+1(A)
)
.
L’espressione
(
mk+1(A˜) −mk+1(A)
)
coincide con la somma dei deter-
minanti dei minori principali della matrice A˜ di ordine k + 1 che non
sono minori principali della matrice A, ossia di quei minori principali
della matrice A˜ che orlano lo zero di posto (1, 1), ossia
an−k(x, y) = (−1)n−k
∑
1≤i1,...,ik≤n
det

0 yi1 . . . yik
xi1 ai1i1 . . . ai1ik
...
... . . .
...
xik aiki1 . . . aikik
 ,
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da cui segue che an−k(x, y) è una forma bilineare nelle variabili x ed y.
Non resta che calcolare tale espressione per k = 1, 2.
Per k = 1 otteniamo
an−1(x, y) = (−1)n−1
n∑
i=1
det
(
0 yi
xi aii
)
= (−1)n
n∑
i=1
xiyi
= (−1)n〈x, y〉
Per k = 2 abbiamo
an−2(x, y) = (−1)n−2
∑
1≤i<j≤n
det
 0 yi yjxi aii aij
xj aji ajj

= (−1)n
∑
1≤i<j≤n
(aijxjyi + ajixiyj − ajjxiyi − aiixjyj).
Abbiamo anche
an−2(x, y) =
n∑
h,k=1
an−2(eh, ek)xhyk.
Utilizzando il simbolo di Kronecker δij abbiamo
an−2(eh, ek) = (−1)n
∑
1≤i<j≤n
(aijδhjδki + ajiδhiδkj − ajjδhiδki− aiiδhjδkj).
Se h < k abbiamo
an−2(eh, ek) = (−1)nakh.
Anche per h > k abbiamo
an−2(eh, ek) = (−1)nakh.
Per h = k abbiamo
an−2(eh, eh) = (−1)n
(
−
∑
j>h
ajj −
∑
i<h
aii
)
= (−1)n
(
ahh −
n∑
i=1
aii
)
= (−1)n(ahh − Tr(A)).
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Abbiamo quindi
an−2(x, y) =
n∑
h,k=1
an−2(eh, ek)xhyk
= (−1)n
(
n∑
h,k=1
akhxhyk − Tr(A)
n∑
h=1
xhyh
)
= (−1)n(〈x,Aty〉 − Tr(A)〈x, y〉)
= (−1)n(〈Ax, y〉 − Tr(A)〈x, y〉).
2
Teorema 1.16. Sia a : Rn × Rn → R la forma bilineare su Rn
a(x, y) =
n∑
ij=1
aijxiyj.
Sia E ⊂ Rn un sottospazio di dimensione n− 1 di equazione
u1x1 + · · ·+ unxn = 0,
dove u = (u1, . . . , un) 6= 0.
Sia
AE : E → E
l’operatore associato alla restrizione di a ad E. Indicato con pAE(t) il
polinomio caratteristico di AE abbiamo
det

0 u1 . . . un
u1 a11 − t . . . a1n
...
... . . .
...
un an1 . . . ann − t
 = − ||u||2 pAE(t).
Posto u = (u1, . . . , un), A = (aij) ed indicati con
λ1, . . . , λn−1
gli autovalori di AE valgono le formule
Tr(AE) = λ1 + · · ·+ λn−1 = Tr(A) ||u||
2 − 〈Au, u〉
||u||2 ,
det(AE) = λ1 · · ·λn−1 = 〈A
]u, u〉
||u||2 ,
dove A] è la matrice dei cofattori della matrice A.
Osservazione 1.1. Se ||u|| = 1 le ultime due formule si riducono a
Tr(AE) = λ1 + · · ·+ λn−1 = Tr(A)− 〈Au, u〉,
det(AE) = λ1 · · ·λn−1 = 〈A]u, u〉,
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Dimostrazione. Sia x ∈ E.
Mostriamo innanzitutto che AEx coincide con la proiezione ortogo-
nale di Ax su E.
Abbiamo AEx ∈ E e per ogni z ∈ E risulta
〈z, AEx〉 = a(z, x) = 〈z, Ax〉,
ossia
〈z, AEx− Ax〉 = 0.
Per il teorema 1.8 AEx è la proiezione ortogonale di Ax su E.
Supponiamo che l’operatore AE abbia tutti gli autovalori
λ1, . . . , λn−1
reali e a due a due distinti.
Poniamo
p˜A(t) = − ||u||2 pAE(t)
e
qA(t) = det

0 u1 . . . un
u1 a11 − t . . . a1n
...
... . . .
...
un an1 . . . ann − t
 .
Dobbiamo dimostrare che
p˜A(t) = qA(t).
Sappiamo che p˜A(t) è un polinomio di grado n− 1 il cui coefficiente di
grado massimo è − ||u||2 (−1)n−1 = (−1)n ||u||2.
Per la proposizione 1.10 anche qA(t) è un polinomio di grado n− 1
avente per coefficiente di grado massimo (−1)n ||u||2.
Dunque p˜A(t) e qA(t) sono polinomi aventi lo stesso grado e lo stesso
coefficiente di grado massimo.
Per dimostrare che sono uguali è sufficiente verificare che hanno le
stesse radici.
Per ipotesi le radici di p˜A(t) sono λ1, . . . , λn−1 e sono reali a due a
due distinte.
È sufficiente quindi verificare che ogni λj è radice di qA(t).
Sia dunque λ = λj con j = 1, . . . , n. Poiché λ è autovalore di AE
esiste x ∈ E \ {0}, x = (x1, . . . , xn) tale che
AEx = λx.
Abbiamo già osservato che AEx = λx coincide con la proiezione orto-
gonale di Ax su E, e quindi Ax − λx è un vettore ortogonale ad ogni
elemento di E.
Per un’opportuna costante c ∈ R abbiamo
Ax− λx = c u.
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Osseviamo che la condizione x ∈ E equivale a
〈u, x〉 = 0
e quindi abbiamo che il vettore
(−c, x) = (−c, x1, . . . , xn) ∈ Rn+1
verifica 
0 u1 . . . un
u1 a11 − λ . . . a1n
...
... . . .
...
un an1 . . . ann − λ


−c
x1
...
xn
 =

0
0
...
0
 .
Essendo x 6= 0 necessariamente la matrice quadrata che compare in
quest’ultima equazione è necessariamente singolare, quindi
qA(λ) = 0.
Supponiamo che ora A sia una matrice arbitraria senza alcuna
ipotesi sui suoi autovalori.
Consideriamo la matrice diagonale
A =

1 0 . . . 0
0 2 . . . 0
...
... . . .
...
0 0 . . . n

e la relativa forma bilineare
a(x, y) = 〈x,Ay〉 =
n∑
h=1
hxhyh
Considerando il vettore non nullo u = (u1, . . . , un), scegliamo un
indice j0 tale che uj0 6= 0 e definiamo
u = uj0ej0 ,
dove uj0 il j0-esimo vettore della base canonica di Rn.
Per ogni s ∈ R definiamo allora
As = sA+ (1− s)A
e
us = s u+ (1− s)u
Osserviamo che per s = 0 abbiamo
A0 = A,
u0 = u
e per s = 1 abbiamo
A1 = A,
u1 = u.
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Per ogni s ∈ R la j0-esima componente di us è
s uj0 + (1− s)uj0 = uj0 6= 0.
Quindi l’iperpiano
Es =
{
x ∈ Rn | 〈us, x〉 = 0
}
è ben definito per ogni s ∈ R.
Sia
AEs : Es → Es
l’operatore lineare che rappresenta la restrizione della forma bilineare
as su Es.
È facile verificare che gli autovalori di AE0 sono tutti gli interi
compresi tra 1 ed n tranne j0, quindi sono tutti reali e due a due
distinti.
Per continuità gli autovalori di AEs sono tutti reali e a due a due
distinti per ogni s in un intorno sufficientemente piccolo di 0.
Per quanto dimostrato precedentemente abbiamo
p˜As(t) = qAs(t).
per ogni s in un intorno sufficientemente piccolo di 0.
Ma per ogni t fissato entrambi i membri di quest’ultima equazione
sono polinomi nella variabile s.
Ma due polinomi che coincidono per infiniti valori necessariamente
sono uguali.
Quindi, per s = 1 otteniamo
pA(t) = p˜A1(t) = qA1(t) = qA(t).
Le rimanenti affermazioni seguono immediatamente dalla proposi-
zione 1.10.
2
Utilizzeremo nel seguito la proposizione seguente
Proposizione 1.11. Siano A = (aij) una matrice reale quadrata
di ordine n e sia u = (u1, . . . , un) ∈ Rn. Allora
det

0 u1 . . . un −1
u1 a11 − t . . . a1n 0
...
... . . .
...
...
un an1 . . . ann − t 0
−1 0 . . . 0 −t
 = − det(A− t(In + u.u)).
Dimostrazione. Sia a : Rn+1 × Rn+1 → R la forma bilineare su
Rn+1
a(x, y) =
n∑
ij=1
aijxiyj,
(ossia a(x, y) dipende solo dalle prime n coordinate di x ed y).
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Sia E ⊂ Rn il sottospazio di dimensione n di equazione
u1x1 + · · ·+ unxn − xn+1 = 0
e sia
AE : E → E
l’operatore associato alla restrizione di a ad E.
Per il teorema 1.16 abbiamo
det

0 u1 . . . un −1
u1 a11 − t . . . a1n 0
...
... . . .
...
...
un an1 . . . ann − t 0
−1 0 . . . 0 −t
 = −(1 + ||u||2) pAE(t).
Per i = 1, . . . , n definiamo
vi = ei + uien+1,
dove e1, . . . , en+1 è la base canonica di Rn+1.
Chiaramente tali vettori appartengono al sottospazio E. Eviden-
temente sono linearmente indipendenti e quindi formano una base di
E.
Abbiamo
〈vi, vj〉 = δij + uiuj,
(dove δij è il simbolo di Kroneker) e quindi la gramiana Γ associata a
v1, . . . , vn è
Γ = In + u.u.
Inoltre
a(vi, vj) = aij
Per la proposizione 1.9 abbiamo
det
(
A− t(In + u.u)
)
= (1 + ||u||2) pAE(t).
Confrontando le due equazioni trovate e dividendo per la quantità
positiva (1 + ||u||2) si ottiene la tesi
2
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CAPITOLO 2
Calcolo
1. Calcolo in più variabili
1.1. Derivate prime e seconde. Siano v = (v1, . . . , vn), w =
(w1, . . . , wn) due vettori di IRn. Indicheremo con v.w la matrice n× n
di componenti viwj.
Sia A un aperto di IRn. Sia f(x) : A→ IR una funzione differenzia-
bile.
Indicheremo con
∇f(x) =
(
∂f(x)
∂x1
, . . . ,
∂f(x)
∂xn
)
il gradiente di f .
Indicheremo con Hf (x), la matrice Hessiana di f ossia la matrice
di ordine n formata dalle derivate di ordine 2 della funzione f :
Hf (x) =
(
∂2f(x)
∂xi∂xj
)
, i, j = 1, . . . , n.
Il laplaciano di f è la traccia dell’hessiano:
∆f(x) =
n∑
i=1
∂2F (x)
∂x2i
.
Dati ξ, η ∈ IRn poniamo
Hf (x, ξ, η) =
n∑
i,j=1
∂2f(x)
∂xi∂xj
ξiηj,
Hf (x, ξ) = Hf (x, ξ, ξ) =
n∑
i,j=1
∂2f(x)
∂xi∂xj
ξiξj.
Hf (x, ξ, η) e Hf (x, ξ) sono rispettivamente la forma bilineare e la forma
quadratica associate alla matrice (simmetrica) Hf (x).
Useremo anche le notazioni
f ′xi =
∂f(x)
∂xi
,
f ′′xixj =
∂2f(x)
∂xi∂xj
,
ecc..
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Se F : A → Rm è un’applicazione differenziabile di componenti
F = (F1, . . . , Fm) indichiamo con
DF (x) =

∂F1(x)
∂x1
. . .
∂F1(x)
∂xn... . . .
...
∂Fm(x)
∂x1
. . .
∂Fm(x)
∂xn

la matrice jacobiana associata ad F , ossia la matrice le cui righe sono
∇F1(x), . . . ,∇Fm(x).
Proposizione 2.1. Se f e g sono funzioni differenziabili il gra-
diente del prodotto verifica
∇(f(x)g(x)) = g(x)∇f(x) + f(x)∇g(x).
Dimostrazione. Se f(x), g(x) : A→ IR sono funzioni differenzia-
bili allora valgono le formule di Leibniz
∂(f(x)g(x))
∂xi
= g(x)
∂f(x)
∂xi
+ f(x)
∂g(x)
∂xi
, i = 1, . . . , n,
ossia la tesi.
2
Proposizione 2.2. Se f e g sono funzioni differenziabili l’hessiano
del prodotto fg verifica
Hfg(x) = g(x)Hf (x) +∇f(x).∇g(x) +∇g(x).∇f(x) + f(x)Hg(x),
Hfg(x, ξ, η) = g(x)Hf (x, ξ, η) + 〈∇f(x), ξ〉〈∇g(x), η〉+
+〈∇f(x), η〉〈∇g(x), ξ〉+ f(x)Hg(x, ξ, η),
Hfg(x, ξ) = g(x)Hf (x, ξ) + 2〈∇f(x), ξ〉〈∇g(x), ξ〉+ f(x)Hg(x, ξ).
Dimostrazione. per i = 1, . . . , n abbiamo
∂(f(x)g(x))
∂xi
= g(x)
∂f(x)
∂xi
+ f(x)
∂g(x)
∂xi
, i = 1, . . . , n.
Considerando le derivate seconde per i, j = 1, . . . , n abbiamo
∂2(f(x)g(x))
∂xi∂xj
= g(x)
∂2f(x)
∂xi∂xj
+
∂f(x)
∂xi
∂g(x)
∂xj
+
+
∂f(x)
∂xj
∂g(x)
∂xi
+ f(x)
∂2g(x)
∂xi∂xj
,
da cui la tesi.
2
Proposizione 2.3. Siano A e B aperti di Rn ed Rm. Siano
f : A→ B, g : B → R
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funzioni differenziabili. Per i = 1, . . . , n abbiamo
∂g ◦ f(x)
∂xi
=
〈
∇g(f(x)), ∂f(x)
∂xi
〉
,
e per i, j = 1, . . . , n abbiamo
∂2g ◦ f(x)
∂xi∂xj
= Hg
(
f(x),
∂f(x)
∂xi
,
∂f(x)
∂xj
)
+
〈
∇g(f(x)), ∂
2f(x)
∂xi∂xj
〉
.
Dimostrazione. Indichiamo con fh, h = 1, . . . ,m, le componenti
di f . Per i = 1, . . . , n abbiamo
∂g ◦ f(x)
∂xi
=
m∑
h=1
∂g(f(x))
∂yh
∂fh(x)
∂xi
,
che equivale alla prima formula da dimostrare.
Considerando le derivate seconde, per i, j = 1, . . . , n abbiamo
∂2g ◦ f(x)
∂xi∂xj
=
m∑
h=1
[
m∑
k=1
(
∂2g(f(x))
∂yh∂yk
∂fh(x)
∂xi
∂fk(x)
∂xj
)
+
∂g(f(x))
∂yh
∂2fh(x)
∂xi∂xj
]
=
m∑
h=1
m∑
k=1
(
∂2g(f(x))
∂yh∂yk
∂fh(x)
∂xi
∂fk(x)
∂xj
)
+
m∑
h=1
∂g(f(x))
∂yh
∂2fh(x)
∂xi∂xj
,
che equivale alla seconda formula da dimostrare.
2
Proposizione 2.4. Sia A un aperto di Rn e sia f : A → R una
funzione differenziabile. Per ogni x ∈ A e per ogni ξ ∈ Rn abbiamo
f(x+ tξ) = f(x) + 〈∇f(x), ξ〉 t+ 1
2
Hf (x, ξ) t
2 + ◦(t2).
Dimostrazione. La proposizione descrive lo sviluppo di Taylor al
second’ordine della funzione
t 7→ f(x+ tξ).
Utilizzando le proposizioni precedenti per il calcolo della derivata prima
e seconda di una funzione composta troviamo
d
dt
f(x+ tξ)|t=0 = 〈∇f(x), ξ〉
e
d2
dt2
f(x+ tξ)|t=0 = Hf (x, ξ),
da cui la tesi.
2
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Parte 2
Curve

CAPITOLO 3
Curve nello spazio euclideo
1. Curve in Rn
1.1. Curve parametriche. Una funzione differenziabile
α : I → Rn
dove I ⊂ R è un intervallo definisce una curva parametrizzata in Rn;
• la funzione α si dice parametrizzazione della curva,
• l’immagine α(I) ⊂ Rn si dice sostegno della curva;
• se n = 2 la curva si dice piana;
• il vettore α′(t) si dice velocità della curva in t ∈ I;
• la funzione t 7→ ||α′(t)|| si dice velocità scalare della curva;
• α si dice regolare in t ∈ I se α′(t) 6= 0;
• α si dice regolare se è regolare in ogni t ∈ I;
• α si dice parametrizzata d’arco se ||α′|| ≡ 1.
1.2. Equivalenza geometrica. Siano
α : I → Rn, β : J → Rn
due funzioni di classe Ck, dove I e J sono intervalli di R. Le funzioni α
e β si dicono geometricamente equivalenti se esiste un diffeomorfismo.
ϕ : J → I
di classe Ck tale che
β = α ◦ ϕ.
Se inoltre ϕ(u) > 0 per ogni u ∈ J allora α e β si dicono equiorientate
Le relazioni di equivalenza geometrica e di equivalenza geometrica
equiorientata sono relazioni di equivalenza nell’insieme delle funzioni
α : I → Rn definite su un intervallo di R di classe Ck.
Le corrispondenti classi di equivalenza si dicono rispettivamente
curve (parametriche) e curve (parametriche) orientate.
Ogni funzione α : I → Rn si dice parametrizzazione della corrispon-
dente curva/curva orientata.
Una curva si dice regolare se ammette una parametrizzazione rego-
lare
Esercizio 3.1. Dimostrare che ogni parametrizzazione di una cur-
va regolare è regolare.
Spesso identificheremo una curva con una qualsiasi delle sue para-
metrizzazioni.
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1.3. Parametrizzazione d’arco. Sia α : I → IRn una parame-
trizzazione di una curva.
Si definisce lunghezza della curva il numero
L(α) =
∫
I
||α′(u)|| du.
Esercizio 3.2. Mostrare che la lunghezza di una curva non dipende
dalla parametrizzazione.
Teorema 3.1. Sia I = [a, b] ⊂ R un intervallo chiuso e limitato.s
Sia α : I → Rn una curva di classe C1 e siano p = α(a), q = α(b).
Allora
L(α) ≥ ||q − p|| .
Dimostrazione. Consideriamo la funzione f : [a, b]→ R
f(t) = 〈α(t)− p, q − p〉.
Abbiamo f(a) = 0 e f(b) = ||q − p||2 da cui
||q − p||2 = f(b)− f(a) =
∫ b
a
f ′(t) dt.
Passando ai moduli, si ottiene
||q − p||2 =
∣∣∣∣∫ b
a
f ′(t) dt
∣∣∣∣ ≤ ∫ b
a
|f ′(t)| dt =
∫ b
a
|〈α′(t), q − p〉| dt
Per la disuguaglianza di Schwarz si ottiene
||q − p||2 ≤
∫ b
a
|〈α′(t), q − p〉| dt ≤ ||q − p||
∫ b
a
||α′(t)|| dt
da cui, semplificando,
||q − p|| ≤
∫ b
a
||α′(t)|| dt = L(α),
ossia la tesi.
2
Si dice che α è una parametrizazione d’arco se per ogni t ∈ I risulta
||α′(t)|| = 1.
Osserviamo che in tal caso la lunghezza della curva α è uguale a
quella dell’intervallo I.
Osserviamo anche che ogni curva parametrizzata d’arco è regolare.
Viceversa abbiamo il teorema seguente.
Teorema 3.2. Ogni curva regolare α : I → Rn di classe Ck con
k ≥ 1 ammette una parametrizzazione d’arco.
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Dimostrazione. Sia t0 ∈ I fissato e definiamo la funzione
ψ : I → R
ponendo
ψ(t) =
∫ t
t0
||α′(u)|| du.
Poiché la curva è regolare abbiamo
ψ′(t) = ||α′(t)|| > 0
e quindi ψ è un diffeomorfismo tra l’intervallo I e l’intervallo J = ψ(I).
Posto
ϕ = ψ−1 : J → I
definiamo
β = α ◦ ϕ : J → Rn.
Per costruzione α e β sono geometricamente equivalenti. Mostriamo
che β è una parametrizzazione d’arco.
Per ogni s ∈ J abbiamo
β′(s) = ϕ′(s)α′
(
ϕ(s)
)
=
1
ψ′
(
ϕ(s)
)α′(ϕ(s)) = 1∣∣∣∣α′(ϕ(s))∣∣∣∣α′(ϕ(s)).
Prendendo le norme otteniamo
||β′(s)|| =
∣∣∣∣∣
∣∣∣∣∣ 1∣∣∣∣α′(ϕ(s))∣∣∣∣α′(ϕ(s))
∣∣∣∣∣
∣∣∣∣∣ = 1∣∣∣∣α′(ϕ(s))∣∣∣∣ ∣∣∣∣α′(ϕ(s))∣∣∣∣ = 1
2
2. Curve piane
2.1. La curvatura e gli elementi di Frenet. Indicheremo con
J : R2 → R2 l’operatore lineare definito da
J(x, y) = (−y, x).
Osserviamo che la matrice associata a J rispetto alla base canonica è(
0 −1
1 0
)
Siano x1, x2 ∈ R2. Indicheremo con
[x1, x2]
la matrice di ordine due aventi per colonne i vettori x1 ed x2.
Sia α : I → R2 una curva piana regolare.
Chiamiamo curvatura della curva α la funzione
k =
det[α′, α′′]
||α′||3
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I vettori
T =
α′
||α′|| ,
N = JT
si dicono vettori rispettivamente tangente e normale alla curva α.
Per costruzione per ogni t ∈ I i vettori T (t) e N(t), tangente e
normale in t alla curva α, formano una base ortogonale di R2 orientata
positivamente, detta sistema di riferimento di Frenet associato alla
curva α.
Proposizione 3.1. Sia α una curva regolare. Abbiamo
k ||α′|| = det[α
′, α′′]
||α′||2 = det[T, T
′] = 〈T ′, N〉,
Dimostrazione. L’uguaglianza
k ||α′|| = det[α
′, α′′]
||α′||2
segue dalla definizione di curvatura.
Abbiamo
T ′ =
d
d t
(
α′
||α′||
)
=
d
d t
(
1
||α′||
)
α′ +
1
||α′||α
′′,
da cui
det[T, T ′] = det
[
α′
||α′|| ,
d
d t
(
1
||α′||
)
α′ +
1
||α′||α
′′
]
=
1
||α′||2 det[α
′, α′′].
Infine
〈T ′, N〉 = 〈N, T ′〉 = 〈JT, T ′〉 = det[T, T ′].
2
Proposizione 3.2. Sia α una curva regolare. Per ogni t ∈ I
abbiamo
k(t) =
1
||α′|| det[T (t), T
′(t)] =
1
||α′|| limh→0
det[T (t), T (t+ h)]
h
Dimostrazione. Sia t ∈ I. L’uguaglianza
k(t) =
1
||α′|| det[T (t), T
′(t)]
segue dalla proposizione precedente.
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Abbiamo
det[T (t), T ′(t)] = det
[
T (t), lim
h→0
h−1
(
T (t+ h)− T (t))]
= lim
h→0
det
[
T (t), T (t+ h)− T (t)]
h
= lim
h→0
det
[
T (t), T (t+ h)
]− det[T (t), T (t)]
h
= lim
h→0
det
[
T (t), T (t+ h)
]
h
che equivale alla tesi.
2
Osservazione 3.1. Osserviamo che se indichiamo con θ(h) l’angolo
tra i vettori unitari T (t) e T (t+ h) allora
sin θ(h) = det[T (t), T (t+ h)]
e quindi
k(t) =
1
||α′|| limh→0
sin θ(h)
h
=
1
||α′|| limh→0
θ(h)
h
.
La quantità
lim
h→0
θ(h)
h
si dice variazione dell’argomento del vettore T .
Abbiamo dunque.
Proposizione 3.3. La curvatura di una curva piana regolare è
il rapporto tra la variazione dell’argomento del vettore tangente e la
velocità della curva stessa.
Esercizio 3.3. Siano α : I → R2 una curva regolare, ϕ : J → I un
diffeomorfismo con ϕ′ > 0 su J e sia β = α ◦ ϕ.
Siano kα, Tα, Nα gli elementi di Frenet della curva α e kβ, Tβ, Nβ gli
elementi di Frenet della curva β.
Mostrare che
kβ = kα ◦ ϕ,
Tβ = Tα ◦ ϕ,
Nβ = Nα ◦ ϕ.
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2.2. Formule di Frenet (R2).
Formule di Frenet (R2). Sia α una curva regolare. Allora
valgono le formule di Frenet:
1
||α′|| T
′ = k N,
1
||α′|| N
′ = −k T.
Dimostrazione. I vettori T ed N formano una base ortonormale
di R2 e quindi per ogni vettore x ∈ R2 abbiamo
x = 〈x, T 〉T + 〈x,N〉N.
Derivando le relazioni
〈T, T 〉 = 1,
〈T,N〉 = 0,
〈N,N〉 = 1
si ottiene
〈T ′, T 〉 = 0,
〈T ′, N〉 = −〈N ′, T 〉,
〈N ′, N〉 = 0.
Ricordando che
〈T ′, N〉 = k ||α′||
otteniamo
T ′ = 〈T ′, T 〉T + 〈T ′, N〉N = k ||α′||N
e
N ′ = 〈N ′, T 〉T + 〈N ′, N〉N = −k ||α′||T
che equivalgono alle formule di Frenet.
2
2.3. Curve piane: formulario. Sia α : I → R2 una curva
regolare, ossia α′(t) 6= 0 per ogni t ∈ I.
• La curvatura di α è
k =
det[α′, α′′]
||α′||3
• Il vettore tangente è
T =
α′
||α′||
• il vettore normale è
N = JT
dove J : R2 → R2, J(x, y) = (−y, x) è la rotazione di 90◦ in
senso antiorario.
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Se α : I → R2 una curva regolare allora
α′ = ||α′||T,
T ′ = ||α′|| k N,
N ′ = − ||α′|| k T.
Se α : I → R2 una curva parametrizzata d’arco, ossia α′(t) = 1 per
ogni t ∈ I, allora
α′ = T,
T ′ = k N,
N ′ = −k T.
2.4. Curve piane a curvatura costante. Caratterizzeremo le
curve piane a curvatura costante
Proposizione 3.4. Sia α : I → R2 una curva regolare. Le condi-
zioni seguenti sono equivalenti.
(1) la curvatura k di α è identicamente nulla;
(2) il vettore tangente T è costante.
(3) il sostegno di α è contenuto in una retta;
Dimostrazione. (1)⇐⇒ (2) Dalla prima delle formule di Frenet
abbiamo
T ′ = ||α′|| k N.
Se k ≡ 0 allora T ′ = 0 e quindi T è costante.
Viceversa se T è costante allora T ′ = 0 e quindi ||α′|| k N = 0.
Essendo ||α′|| 6= 0 e N 6= 0 necessariamente k = 0.
(2) =⇒ (3) Riparametrizzando eventualmente la curva possiamo
supporre che ||α′|| ≡ 1.
Allora α′ = T , ed essendo T costante le componenti di α sono
polinomi di primo grado, ossia α è la parametrizzazione di una retta.
(3) =⇒ (1) Supponiamo che la curva α sia contenuta in una retta
di equazione
〈x− x0, v〉 = 0
dove x0 è un punto della retta e v 6= 0 è un vettore perpendicolare alla
retta stessa. Abbiamo quindi
〈α− x0, v〉 = 0.
Derivando si ottiene
〈α′, v〉 = 0
e
〈α′′, v〉 = 0.
Ne segue che per ogni t ∈ I i vettori α′(t) e α′′(t), essendo entrambi
perpendicolari al vettore v, sono linearmente dipendenti, e quindi
det[α′(t), α′′(t)] = 0
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da cui k(t) = 0.
2
Proposizione 3.5. Siano α : I → R2 una curva regolare ed R ∈
R,R > 0. Le condizioni seguenti sono equivalenti.
(1) il sostegno di α è contenuto in una circonferenza di raggio R;
(2) per ogni t ∈ I la curvatura verifica
|k(t)| = 1
R
.
Dimostrazione. (1) =⇒ (2) Dopo aver eventualmente ripara-
metrizzato α possiamo supporre
||α′|| = 1.
Per ipotesi esistono p ∈ R2 ed R > 0 tali che
〈α− p, α− p〉 = R2
Derivando otteniamo
2 〈α− p, α′〉 = 0
ossia
〈α− p, α′〉 = 0.
Derivando ulteriormente
〈α′, α′〉+ 〈α− p, α′′〉 = 〈α− p, α′′〉+ 1,
da cui
〈α− p, α′′〉 = −1.
Ricapitolando abbiamo ottenuto
〈α− p, α′〉 = 0,
〈α− p, α′′〉 = −1.
Ricordano che
α′ = T,
α′′ = T ′ = k N
otteniamo
〈α− p, T 〉 = 0,
k 〈α− p,N〉 = −1.
Essendo T , N una base ortonormale di R2 abbiamo
α− p = 〈α− p, T 〉T + 〈α− p,N〉N = 〈α− p,N〉N.
Prendendo il quadrato delle norme si ottiene
R2 = ||α− p||2 = 〈α− p,N〉2
e quindi
k2R2 = k2 〈α− p,N〉2 = (−1)2 = 1
che equivale alla (2).
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(2) =⇒ (1) Poniamo
c = α +
1
k
N.
È sufficiente dimostrare che c(t) è costante. Abbiamo infatti
c′ = α′ +
1
k
N ′ = ||α′||T − 1
k
||α′|| kT = 0.
2
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CAPITOLO 4
La teoria di Frenet
1. Elementi di Frenet
1.1. Spazi di matrici. Indicheremo con
M(n,R)
l’algebra delle matrici quadrate reali di ordine n.
Indicheremo con In ∈M(n,R) la matrice identità di ordine n.
Se V e W sono spazi vettoriali reali L(V,W ) denota lo spazio degli
operatori lineari da V in W .
Richiamiamo le definizioni di alcuni dei principali gruppi di matrici
e operatori lineari. Sia V uno spazio vettoriale reale.
GL(V ) =
{
A ∈ L(V, V ) | detA 6= 0};
GL+(V ) =
{
A ∈ GL(V ) | detA > 0};
SL(V ) =
{
A ∈ GL(V ) | detA = 1}.
Abbiamo inoltre
GL(n,R) = GL(Rn),
GL+(n,R) = GL+(Rn),
SL(n,R) = SL(Rn).
Se H è uno spazio euclideo poniamo
O(H) =
{
A ∈ L(V, V ) | 〈Ax,Ay〉 = 〈x, y〉 ∀ x, y ∈ H};
SO(H) =
{
A ∈ O(H) | detA = 1} = O(H) ∩ SL(H).
Se Rn è munito del prodotto scalare canonico ricordiamo che
O(n) = O(n,R) = O(Rn),
SO(n) = SO(n,R) = SO(Rn).
Gli elementi di O(n,R) si diconomatrici ortogonali e quelli di SO(n,R)
matrici ortogonali speciali .
1.2. Curve negli spazi di matrici.
Definizione 4.1. Sia Q : I → GL(n,R) una curva differenziabile.
La curva
ΩQ := Q
−1Q′
si dice forma fondamentale associata alla curva Q.
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Teorema 4.1. Sia Q : I → GL(n,R) una curva differenziabile con
forma fondamentale ΩQ := Q−1Q′. Allora
Q′ = QΩQ;
(Qt)′ = ΩtQQ
t;
(Q−1)′ = −ΩQQ−1;
(QtQ)′ = ΩtQ(Q
tQ) + (QtQ)ΩQ;
(QQt)′ = Q(ΩQ + ΩtQ)Q
t.
Dimostrazione. L’identità Q′ = QΩQ è conseguenza immediata
della definizione di ΩQ.
L’identità (Qt)′ = ΩtQQt è conseguenza del fatto che la derivata
della trasposta è la trasposta della derivata e che la trasposta di un
prodotto è il prodotto delle trasposte in ordine inverso.
Derivando l’identità
QQ−1 = In
si ottiene
0 = Q′Q−1 +Q(Q−1)′,
ossia
Q(Q−1)′ = −Q′Q−1.
Moltiplicando a sinistra per Q−1 si ottiene
(Q
−1)′ = −Q−1Q′Q−1 = −ΩQQ−1.
Infine abbiamo
(QtQ)′ = (Qt)′Q+QtQ′
= (ΩtQQ
t)Q+Qt(QΩQ)
= ΩtQ(Q
tQ) + (QtQ)ΩQ
ed anche
(QQt)′ = Q′Qt +Q(Qt)′
= (QΩQ)Q
t +Q(ΩtQQ
t)
= Q(ΩQ + Ω
t
Q)Q
t.
2
Teorema 4.2. Siano Q1, Q2 : I → GL(n,R) due curve differenzia-
bili e siano Ω1 = Q−11 Q′1 e Ω2 = Q
−1
2 Q
′
2 le rispettive forme fondamentali
associate. Allora
Q1Q
−1
2 costante ⇐⇒ Ω1 = Ω2.
Dimostrazione. Abbiamo infatti
Q1Q
−1
2 costante ⇐⇒ (Q1Q−12 )′ = 0.
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Calcolando la derivata si ottiene
(Q1Q
−1
2 )
′ = Q′1Q
−1
2 +Q1(Q
−1
2 )
′
= (Q1Ω1)Q
−1
2 −Q1(Ω2Q−12 )
= Q1(Ω1 − Ω2)Q−12
e quindi, essendo Q1 e Q2 invertibili, si ottiene
Q1Q
−1
2 costante ⇐⇒ (Q1Q−12 )′ = 0 ⇐⇒ Ω1 − Ω2 = 0,
che equivale alla tesi. 2
Teorema 4.3. Sia Q : I → GL(n,R) una curva differenziabile con
forma fondamentale ΩQ := Q−1Q′.
Se (il sostegno di) Q è contenuto in O(n,R) allora ΩQ è antisim-
metrica.
Viceversa se ΩQ è antisimmetrica ed esiste t0 ∈ I tale che Q(t0) ∈
O(n,R) allora (il sostegno di) Q è contenuto in O(n,R).
Dimostrazione. Sia Q ∈ O(n,R). Allora QQt = In, e quindi
0 = (QtQ)′ = ΩtQ(Q
tQ) + (QtQ)ΩQ = Ω
t
Q + ΩQ,
ossia ΩQ è antisimmetrica.
Viceversa supponiamo che ΩQ sia antisimmetrica ed che esista t0 ∈
I tale che Q(t0) ∈ O(n,R). Abbiamo
(QQt)′ = Q(ΩQ + ΩtQ)Q
t = Q(ΩQ − ΩQ)Qt = 0,
ossia QQt è costante.
Essendo Q(t0)Q(t0)t = In ne segue che QQt = In, ossia Q ∈
O(n,R).
2
Sia M(n,R) l’algebra delle matrici di ordine n e sia V uno spazio
vettoriale reale.
Definizione 4.2. Si chiama azione lineare (sinistra) diM(n,R) su
V un’applicazione bilineare
M(n,R)× V 3 (A, x) 7→ Ax ∈ V
tale che
(1) Inx = x per ogni x ∈ V ;
(2) A(Bx) = (AB)x per ogni A,B ∈M(n,R).
Gli esempi naturali di azioni di M(n,R) sono V = Rn con l’azione
definita dal prodotto tra matrici e vettore (colonna) e V = M(n,R)
con l’azione definita dal prodotto tra matrici.
Teorema 4.4. Supponiamo che M(n,R) agisca linearmente sullo
spazio vettoriale V e sia Q : I → GL(n,R) ⊂ M(n,R) una curva
differenziabile con forma fondamentale Ω = ΩQ = Q−1Q′.
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Se x : I → V è una curva differenziabile allora
Q−1x = y, =⇒ Q−1x′ = Ωy + y′.
Dimostrazione. Per ipotesi
Q−1x = y.
Moltiplicando a sinistra per Q si ottiene
x = Qy.
Derivando, poiché Q′ = QΩ, si ottiene
x′ = Q′y +Qy′ = QΩy +Qy′ = Q(Ωy + y′).
Moltiplicando a sinistra per Q−1 si ottiene
Q−1x′ = Ωy + y′,
come richiesto.
2
Come conseguenza immediata si ottiene:
Teorema 4.5. Supponiamo che M(n,R) agisca linearmente sullo
spazio vettoriale V e sia Q : I → GL(n,R) ⊂ M(n,R) una curva
differenziabile con forma fondamentale Ω = ΩQ = Q−1Q′.
Se x : I → V è una curva differenziabile allora la successione
yk = Q
−1x(k), k = 0, 1, . . .
verifica la relazione di ricorrenza{
y0 = Q
−1x,
yk+1 = Ωyk + y
′
k.
1.3. Lo spazio osculatore. Una curva α : I → Rn si dice i-
regolare in t ∈ I se le derivate
α′(t), . . . , α(i)(t)
sono linearmente indipendenti. La curva α si dice i-regolare se è i-
regolare in ogni t ∈ I.
Definizione 4.3. Sia α : I → Rn una curva i-regolare. Il sotto-
spazio vettoriale di Rn generato da
α′, . . . , α(i)
si dice i-esimo spazio osculatore, o anche spazio osculatore di ordine i
della curva α.
Poniamo, per convenzione, che lo spazio osculatore di ordine zero
sia il sottospazio nullo di Rn.
Dalla definizione segue che
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Proposizione 4.1. Sia α : I → Rn una curva differenziabile.
Allora la curva α è i-regolare se, e solo se, per ogni t ∈ I lo spazio
osculatore in t ha dimensione i.
Abbiamo inoltre le proposizioni seguenti.
Proposizione 4.2. Sia α : I → Rn una curva differenziabile i-
regolare e sia Ei = Ei(t) lo spazio osculatore di ordine i.
Sia x : I → Rn differenziabile tale che
x(t) ∈ Ei(t)
per ogni t ∈ I. Allora
x =
i∑
h=1
ch α
(h)
dove c1, . . . , ci : I → Rn sono differenziabili.
Dimostrazione. Essendo α(1), . . . , α(i) una base di Ei (per ogni
t ∈ I) esistono funzioni
c1, . . . , ci : I → R
univocamente determinate dalla condizione
x =
i∑
h=1
ch α
(h).
Dobbiamo dimostrare che tali funzioni sono in realtà differenziabili.
Moltiplicando scalarmente per α(1), . . . , α(i) si ottiene〈α
(1), α(1)〉 c1 + . . . + 〈α(1), α(i)〉 ci = 〈α(1), x〉
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
〈α(i), α(1)〉 c1 + . . . + 〈α(i), α(i)〉 ci = 〈α(i), x〉
ossia, posto c = (c1, . . . , ci) abbiamo
Γc = b,
dove Γ è la gramiana associata ai vettori α(1), . . . , α(i) e b è il vettore
b =
(〈α(1), x〉, . . . , 〈α(i), x〉).
Essendo i vettori α(1), . . . , α(i) linearmente indipendenti ne segue che la
gramiana associata Γ è invertibile e quindi
c = Γ−1b
è un vettore le cui componenti sono differenziabili essendo differenziabili
(la funzione a valori matrici) Γ−1 e (la funzione vettoriale) b.
2
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Proposizione 4.3. Sia α : I → Rn una curva differenziabile i-
regolare e siano Ei = Ei(t) ed Ei+1 = Ei+1(t) gli spazi osculatori di
ordine rispettivamente i ed i+ 1.
Se x : I → Rn differenziabile tale che
x(t) ∈ Ei(t)
per ogni t ∈ I allora
x′(t) ∈ Ei+1(t)
Dimostrazione. Per la proposizione precedente abbiamo
x =
i∑
h=1
ch α
(h)
dove c1, . . . , cn : I → R sono differenziabili.
Derivando si ottiene
x′ =
i∑
h=1
(
c′h α
(h) + ch α
(h+1)
) ∈ Ei+1,
ossia la tesi.
2
1.4. Le curvature. Sia α : I → Rn una curva differenziabile.
Poniamo
Vi =
√
G(α′, . . . , α(i)), i = 1, . . . , n− 1
Vn = det[α
′, . . . , α(n)]
e definiamo
ki =
1
V1
Vi−1Vi+1
V 2i
, i = 1, . . . , n− 1.
Definizione 4.4. La funzione ki si dice curvatura di ordine i,
ovvero i-esima curvatura della curva α.
Osservazione 4.1. La curvatura ki è ben definita se la curva α è
i-regolare
Osservazione 4.2. Per i = 1, 2 abbiamo
k1 =
V2
V 31
,
k2 =
V3
V 22
.
Osservazione 4.3. Se n = 2 la curvatura k1 coincide con la cur-
vatura definita dalla (2.1).
Definizione 4.5. Se n = 3 le curvatura k1 e k2 si dicono rispet-
tivamente curvatura e torsione della curva α : I → R3 e si indicano
tradizionalmente con k e τ .
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Esercizio 4.1. Sia α : I → Rn una curva i-regolare. Sia ϕ : J → I
un diffeomorfismo con ϕ′ > 0 su J e sia β = α ◦ ϕ.
Mostrare che β è i-regolare e che indicando con kαi e k
β
i le rispettive
curvature di ordine i allora
kβi = k
α
i ◦ ϕ.
Teorema 4.6. Sia α : I → Rn una curva i-regolare. Allora il
sostegno della curva α è contenuto in un sottospazio affine pi ⊂ Rn
di dimensione i se, e solo se, la i-esima curvatura della curva α è
identicamente nulla.
Dimostrazione. Supponiamo che α(I) ⊂ pi con pi ⊂ Rn sottospa-
zio affine di dimensione i.
Sia pˆi la giacitura di pi. Allora
α(1)(I), . . . , α(i+1)(I) ⊂ pˆi.
Essendo pˆi ⊂ Rn un sottospazio di Rn di dimensione i ne segue che
α(1), . . . , α(i+1) sono linearmente dipendenti, da cui
V 2i+1 = G(α
(1), . . . , α(i+1)) = 0
e quindi
ki =
1
V1
Vi−1Vi+1
V 2i
= 0.
Viceversa se la curva i-regolare α verifica ki = 0 allora Vi+1 = 0 e
quindi α(1), . . . , α(i+1) sono linearmente dipendenti.
Essendo α(1), . . . , α(i) linearmente indipendenti per la proposizione
4.2 abbiamo
α(i+1) = c1 α
(1) + · · ·+ ci α(i)
con c1, . . . , ci funzioni differenziabili su I.
Sia t0 ∈ I fissato e sia pˆi il sottospazio di Rn generato da α(1)(t0), . . . , α(i)(t0).
Siano u1, . . . , un−i ∈ Rn tali che
α(1)(t0), . . . , α
(i)(t0), u1, . . . , un−i
siano una base di Rn con
〈α(h)(t0), uk〉 = 0, h = 1 . . . , i, k = 1, . . . , n− i.
Le funzioni fhk : I → R definite da
fhk = 〈α(h), uk〉, h = 1 . . . , i, k = 1, . . . , n− i
sono soluzione del problema di Cauchy
f ′h k = fh+1 k 1 ≤ h ≤ i− 1, 1 ≤ k ≤ n− i,
f ′i k = c1 f1 k + · · ·+ ci fi k 1 ≤ k ≤ n− i,
fh k(t0) = 0 1 ≤ h ≤ i, 1 ≤ k ≤ n− i.
Le funzioni gij ≡ 0 sono anch’esse soluzioni dello stesso problema di
Cauchy. Per unicità abbiamo
fhk ≡ 0, h = 1 . . . , i, k = 1, . . . , n− i
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ossia per ogni t ∈ T i vettori α′, . . . , α(i) giacciono nel sottospazio pˆi.
La formula
α(t) = α(t0) +
∫ t
t0
α′(u) du
implica che la curva α giace nel sottospazio affine pi passante per α(t0)
e di giacitura pˆi.
2
1.5. Il sistema di riferimento di Frenet. Sia α : I → Rn una
curva (n − 1)-regolare. Per i = 1, . . . , (n − 1) sia ui la proiezione
ortogonale di α(i) sul (i− 1)-esimo spazio osculatore e poniamo
Fi =
∣∣∣∣α(i) − ui∣∣∣∣−1 (α(i) − ui)
Osserviamo che per costruzione
• i vettori F1, . . . , Fn−1 sono unitari e a due a due ortogonali;
• per i = 1, . . . , (n−1) i vettori F1, . . . , Fi ed i vettori α′, . . . , α(i)
sono basi equiorientate del i-esimo spazio osculatore;
Esercizio 4.2. Siano F˜1, . . . , F˜n−1 vettori tali che
• i vettori F˜1, . . . , F˜n−1 sono unitari e a due a due ortogonali;
• per i = 1, . . . , (n−1) i vettori F˜1, . . . , F˜i ed i vettori α′, . . . , α(i)
sono basi equiorientate del i-esimo spazio osculatore.
Mostrare che per i = 1, . . . , (n− 1) abbiamo F˜i = Fi.
Poiché lo spazio osculatore di ordine (n − 1) è un iperpiano di Rn
esiste un unico vettore di Fn ∈ Rn tale che
F1, . . . , Fn
sia una base ortonormale di Rn orientata positivamente.
Definizione 4.6. La base F1, . . . , Fn si dice sistema di riferimento
di Frenet associato alla curva α.
Identificheremo il sistema di riferimento di Frenet F1, . . . , Fn con la
matrice
F = [F1, . . . , Fn].
Osservazione 4.4. F1 ed F2 si dicono rispettivamente vettore tan-
gente e vettore normale alla curva.
Osservazione 4.5. Se n = 2 F1 ed F2 coincidono rispettivamente
con i vettori T ed N definiti nella sezione 2.1
Definizione 4.7. Se n = 3 i vettori F1, F2 e F3 si dicono ri-
spettivamente vettori tangente, normale e binormale. Li indicheremo
rispettivamente con T , N e B.
Per n = 3 oltre al piano osculatore abbiamo le definizioni seguenti.
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Definizione 4.8. Sia α : I → R3 una curva biregolare con sistema
di riferimento di Frenet T , N e B.
Il piano generato da T , N si dice piano osculatore.
Il piano generato da N , B si dice piano normale.
Il piano generato da T , B si dice piano rettificante.
Proposizione 4.4. Sia α una curva differenziabile (n−1)-regolare
e sia F = [F1, . . . , Fn] il sistema di riferimento associato.
Per i = 1, . . . , n− 1 sia ui la proiezione di α(i) sul piano osculatore
di ordine i− 1. Allora
〈Fi, α(i)〉 =
∣∣∣∣α(i) − ui∣∣∣∣ > 0.
Inoltre, se i > j allora
〈Fi, α(j)〉 = 0.
Dimostrazione. Per costruzione abbiamo per i = 1, . . . , n− 1,
α(i) − ui =
∣∣∣∣α(i) − ui∣∣∣∣Fi,
dove ui è la proiezione ortogonale di α(i) sullo spazio osculatore di
ordine i− 1 e quindi, essendo 〈Fi, ui〉 = 0, abbiamo
〈Fi, α(i)〉 = 〈Fi, α(i) − ui〉 =
∣∣∣∣α(i) − ui∣∣∣∣ 〈Fi, Fi〉 = ∣∣∣∣α(i) − ui∣∣∣∣ > 0.
Osserviamo infine che α(j) è contenuta nello spazio osculatore di ordine
j e se i > j allora per costruzione Fi è ortogonale allo spazio osculatore
di ordine j, ossia
〈Fi, α(j)〉 = 0.
2
Proposizione 4.5. Sia α una curva differenziabile e sia
Q = [Q1, . . . , Qn] : I → SO(n,R)
un’applicazione differenziabile.
Allora la curva α è (n − 1)-regolare con sistema di riferimento di
Frenet F = Q se e solo se:
(1) i > j =⇒ 〈Qi, α(j)〉 = 0;
(2) 1 ≤ i ≤ n− 1 =⇒ 〈Qi, α(i)〉 > 0.
Dimostrazione. Se α è una curva (n − 1)-regolare con siste-
ma di riferimento F = Q allora (1) e (2) seguono dalla proposizione
precedente.
Supponiamo che Q : I → SO(n,R) verifichi le condizioni (1) e (2).
Mostriamo che α è una curva (n−1)-regolare con sistema di riferimento
F = Q.
Mostriamo che α è una curva (n − 1)-regolare. Supponiamo che
(esista un t ∈ I tale che) i vettori α(1), . . . , α(n−1) siano linearmente
dipendenti. Allora esiste k con 1 ≤ k < n− 1 tale che
α(1), . . . , α(k−1)
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siano linearmente indipendenti ed invece esistono c1, . . . , ck con ck 6= 0
tali che
c1 α
(1) + · · ·+ ck α(k) = 0.
Per ipotesi, se i < k allora 〈α(i), Qk〉 = 0 e quindi, moltiplicando
scalarmente per Qk otteniamo
ck〈α(k), Qk〉 = 0.
Per ipotesi 〈α(k), Qk〉 > 0 e quindi necessariamente ck = 0, assurdo.
Mostriamo cheQ coincide con il sistema di riferimento F della curva
α.
Posto
F = [F1, . . . , Fn],
mostreremo per induzione su i = 1, . . . , n − 1 che Qi = Fi. Per i = 1,
utilizzando il teorema 1.10, abbiamo
α′ =
n∑
h=1
〈Qh, α′〉Qh = 〈Q1, α′〉Q1,
da cui
||α′|| = |〈Q1, α′〉| = 〈Q1, α′〉
e quindi
F1 = ||α′||−1 α′ = 〈Q1, α′〉−1〈Q1, α′〉Q1 = Q1.
Sia ora 1 < i ≤ n− 1 e supponiamo la tesi vera per 1, . . . , i− 1.
Abbiamo
α(i) =
n∑
h=1
〈Qh, α(i)〉Qh
=
i∑
h=1
〈Qh, α(i)〉Qh
= 〈Qi, α(i)〉Qi +
i−1∑
h=1
〈Qh, α(i)〉Qh
= 〈Qi, α(i)〉Qi +
i−1∑
h=1
〈Fh, α(i)〉Fh
Ancora per il teorema 1.10 abbiamo che
ui =
i−1∑
h=1
〈Fh, α(i)〉Fh
è la proiezione di α(i) sullo spazio osculatore di ordine i − 1, e quindi
abbiamo
α(i) − ui = 〈Qi, α(i)〉Qi.
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Prendendo le norme si ottiene∣∣∣∣α(i) − ui∣∣∣∣ = ∣∣〈Qi, α(i)〉∣∣ = 〈Qi, α(i)〉,
da cui
Fi =
∣∣∣∣α(i) − ui∣∣∣∣−1 (α(i) − ui) = 〈Qi, α(i)〉−1〈Qi, α(i)〉Qi = Qi.
2
Teorema 4.7. Sia α una curva differenziabile (n− 1)-regolare.
Sia
A = QR
la decomposizione QR della matrice
A = [α(1), . . . , α(n)],
dove Q ∈ SO(n,R) e gli elementi rii sulla diagonale principale della
matrice R = (rij) verificano rii > 0 per i = 1, . . . , n− 1.
Allora Q = F , dove
F = [F1, . . . , Fn]
è il sistema di riferimento di Frenet associato alla curva α e per i, j =
1, . . . , n abbiamo
rij = 〈Fi, α(j)〉
Inoltre abbiamo
r2ii =
G(α(1), . . . , α(i))
G(α(1), . . . , α(i−1))
, i = 1, . . . , n− 1,
rnn =
detA√
G(α(1), . . . , α(n−1))
.
Infine,
ki ||α′|| = ri+1 i+1
rii
i = 1, . . . , n− 1,
dove k1, . . . , kn−1 sono le curvature di α.
Dimostrazione. Sia
Q = [Q1, . . . , Qn].
Abbiamo
R = Q−1A = QtA
e quindi per ij = 1, . . . , n abbiamo
rij = 〈Qi, α(j)〉.
In particolare per i = 1, . . . , n− 1 abbiamo
〈Qi, α(i)〉 = rii > 0
e se i > j
〈Qi, α(j)〉 = rij = 0.
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La proposizione 4.5 implica allora che Q = F e quindi, per i, j =
1, . . . , n abbiamo anche
〈Fi, α(j)〉 = rij.
Indichiamo con ui la proiezione di α(i) sullo spazio osculatore di
ordine i− 1.
Sia i = 1, . . . , n− 1. Per la proposizione 4.4 abbiamo
rii = 〈Fi, α(i)〉 =
∣∣∣∣α(i) − ui∣∣∣∣
e dal teorema 1.11 otteniamo quindi
r2ii =
∣∣∣∣α(i) − ui∣∣∣∣2 = G(α(1), . . . , α(i))
G(α(1), . . . , α(i−1))
.
Se poniamo
Vi =
√
G(α(1), . . . , α(i))
per i = 1, . . . , n− 1 e
V0 = 1,
Vn = detA,
abbiamo allora
rii =
Vi
Vi−1
i = 1, . . . , n− 1
ed anche
Vn = detA = detQ detR = detR
= r11r22r33 · · · rn−1n−1rnn
= V1
V2
V1
V3
V2
· · · Vn−1
Vn−2
rnn
= Vn−1rnn,
ossia
rnn =
Vn
Vn−1
=
detA√
G(α(1), . . . , α(n−1))
.
Ricordando che le curvature sono definite da
ki =
1
V1
Vi+1Vi−1
V 2i
si ricava elementarmente l’uguaglianza
ki ||α′|| = ri+1 i+1
rii
i = 1, . . . , n− 1,
2
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Esercizio 4.3. Sia α : I → R3 una curva biregolare con sistema di
riferimento di Frenet T,N,B. Indicando con v∧w il prodotto vettoriale
di due vettori di R3 definiamo
T˜ = α′,
B˜ = α′ ∧ α′′,
N˜ = B˜ ∧ α′.
Mostrare che
T = ˜||T ||−1T˜ ,
N = ˜||N ||−1N˜ ,
B = ˜||B||−1B˜.
1.6. Matrice di Frenet.
Definizione 4.9. Siano k1, . . . , kn−1 numeri (o funzioni) reali non
nulli. La matrice antisimmetrica di ordine n
Ω(k1, . . . , kn−1) =

0 −k1 0 . . . 0 0
k1 0 −k2 . . . 0 0
0 k2 0 . . . 0 0
...
...
... . . .
...
...
0 0 0 . . . 0 −kn−1
0 0 0 . . . kn−1 0

si dice matrice di Frenet associata a k1, . . . , kn−1.
Osservazione 4.6. La matrice Ω(k1, . . . , kn−2) si ottiene dalla ma-
trice Ω(k1, . . . , kn−1) eliminandone l’ultima riga e l’ultima colonna.
Esercizio 4.4. Se n è dispari allora
det Ω(k1, . . . , kn−1) = 0.
n = 2m è pari allora
det Ω(k1, . . . , k2m−1) =
(
m∏
i=1
k2i−1
)2
= (k1k3 · · · k2m−1)2.
Esercizio 4.5. Se n = 2m + 1 è dispari allora la matrice Ω =
Ω(k1, . . . , k2m) ha rango n− 1 = 2m. Un generatore per ker Ω è
xt0 =
(
1, 0,
k1
k2
, 0
k1k3
k2k4
, 0, . . . , 0,
k1k3 · · · k2m−1
k2 · · · k2m
)
.
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1.7. Formule di Frenet.
Definizione 4.10. Sia α : I → Rn una curva differenziabile (n −
1)-regolare. Si dice matrice di Frenet associata ad α la matrice di
Frenet
Ω = Ωα = Ω(k1, . . . , kn−1)
associata alle curvature k1, . . . , kn−1 della curva α.
Teorema 4.8. Sia α : I → Rn una curva differenziabile (n − 1)-
regolare e siano F ed Ω rispettivamente il sistema di riferimento e la
matrice di Frenet associati alla curva α. Allora valgono le formule di
Frenet
1
||α′||F
′ = FΩ,
ossia, se ΩF = F−1F ′ è la forma fondamentale associata a F allora
ΩF = ||α′||Ω.
Dimostrazione. Sia
Ω˜ = ΩF = F
−1F ′
la matrice fondamentale associata al sistema di riferimento di Frenet
F .
Dobbiamo dimostrare che
Ω˜ = ||α′||Ω.
Siano
ωi = 〈Fi+1F ′i 〉, i = 1, . . . , n− 1.
Mostriamo che
Ω˜ = Ω(ω1, . . . , ωn−1).
Posto Ω˜ = (ωij), essendo F−1 = F t, abbiamo
ωij = 〈Fi, F ′j〉
e quindi
ωi = ωi+1 i, i = 1, . . . , n− 1.
Per il teorema 4.3 Ω˜ è antisimmetrica, quindi
ωij = −ωji.
Mostriamo che
i > j + 1 =⇒ ωij = 0.
Siano i, j = 1, . . . , n con i > j + 1. Allora Fj è contenuto nello spazio
osculatore di ordine j e quindi F ′j è contenuto nello spazio osculatore
di ordine j + 1. Per costruzione se i > j + 1 il vettore Fi è ortogonale
allo spazio osculatore di ordine j + 1 e quindi
ωij = 〈Fi, F ′j〉 = 0.
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Terminiamo la dimostrazione mostrando che
ωi = ||α′|| ki, i = 1, . . . , n− 1.
Per il teorema 4.7 sappiamo che
||α′|| ki = ri+1 i+1
rii
.
È sufficiente quindi dimostrare che
〈Fi+1, F ′i 〉 = ωi =
ri+1 i+1
rii
, i = 1, . . . , n− 1.
Sia
A = [α(1), . . . , α(n)].
Ricordando il teorema 4.7, abbiamo A = FR con R = (rij) triangolare
superiore, ossia
R = F−1A.
Per il teorema 4.4 abbiamo
Ω˜R +R′ = F−1A′,
ossia, tenuto conto che F−1 = F t,
Ω˜R = F tA′ −R′.
Abbiamo
Ω˜R =

0 −ω1 · · · 0
ω1 0
...
... . . . −ωn−1
0 · · · ωn−1 0


r11 ∗
r22
. . .
0 rnn

=

0 ∗
r11ω1 ∗
... . . .
0 · · · rn−1n−1ωn−1 ∗

Ossia, per i = 1, . . . , n − 1 il termine di posto (i + 1, i) della matrice
Ω˜R è
ωirii.
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Formalmente abbiamo
n∑
h=1
ωi+1hrhi =
i−1∑
h=1
ωi+1hrhi + ωi+1 irii
+
n∑
h=i+1
ωi+1hrhi
=
i−1∑
h=1
0 · rhi + ωi+1 iri,i
+
n∑
h=i+1
ωi+1h · 0
= ωirii.
Il termine di posto (i+ 1, i) del secondo membro, F tA′−R′, è dato da
〈Fi+1, α(i+1)〉+ r′i+1 i = ri+1 i+1 + 0 = ri+1 i+1
ossia abbiamo che per i = 1, . . . , n− 1
ωirii = ri+1 i+1,
da cui
ωi =
ri+1 i+1
rii
,
come richiesto.
2
In particolare abbiamo:
Corollario 4.1. Sia α : I → Rn una curva differenziabile (n−1)-
regolare e siano F = [F1, . . . , Fn] il sistema di riferimento di Frenet
associato alla curva α. Siano k1, . . . , kn−1 le curvature della curva α.
Allora
ki =
1
||α′|| 〈Fi+1, F
′
i 〉.
Osservazione 4.7. Nel caso piano, n = 2, le formule di Frenet si
riconducono a quelle dimostrate in 2.2
Osservazione 4.8. Nello spazio ordinario, n = 3, le formule di
Frenet si riconducono a
1
||α′||T
′ = kN,
1
||α′||N
′ = −kT + τB,
1
||α′||B
′ = −τN,
64
e se la curva è parametrizzata d’arco abbiamo T
′ = kN,
N ′ = −kT + τB,
B′ = −τN.
Esercizio 4.6. Siano α : I → Rn una curva (n − 1)-regolare,
ϕ : J → I un diffeomorfismo con ϕ′ > 0 su J e sia β = α ◦ ϕ.
Siano Fα,Ωα il sistema e la matrice di Frenet associati alla curva α
e siano Fβ,Ωβ il sistema e la matrice di Frenet associati alla curva β.
Mostrare che
Fβ = Fα ◦ ϕ,
Ωβ = Ωα ◦ ϕ.
1.8. Curve e movimenti rigidi.
Definizione 4.11. Si dice isometria di Rn un’applicazione T :
Rn → Rn della forma
Tx = Qx+ b,
dove Q ∈ O(n) e b ∈ Rn.
Se Q ∈ SO(n) l’isometria si dice diretta.
Teorema 4.9. Sia T : Rn → Rn un’isometria diretta, Tx = Qx+b.
Sia α : I → Rn una curva differenziabile (n−1)-regolare e sia β = T ◦α.
Allora anche β è una curva differenziabile (n − 1)-regolare. Siano Fα
e Fβ i rispettivi sistemi di riferimento di Frenet e siano Ωα e Ωβ le
rispettive matrici di Frenet. Allora ||β
′|| = ||α′|| ,
Fβ = QFα,
Ωβ = Ωα.
In particolare le curve α e β hanno la stessa velocità scalare e le stesse
curvature.
Dimostrazione. Abbiamo
β′ = Qα′,
da cui, essendo Q ortogonale,
||β′|| = ||Qα′|| = ||α′|| ,
ossia α e β hanno la stessa velocità scalare.
Derivando ulteriormente si ottiene anche
β′′ = Qα′′,
. . .
β(n) = Qα(n),
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ossia, posto A = [α(1), . . . , α(n)] e B = [β(1), . . . , β(n)] abbiamo
B = QA.
Siano
A = FαRα, B = FβRβ
le rispettive decomposizioni QR, dove Fα e Fβ sono i rispettivi sistemi
di riferimento di Frenet. Abbiamo allora
FβRβ = Q(FαRα) = (QFα)Rα.
Essendo la decomposizione QR di una matrice unica ne segue che
Fβ = QFα.
Infine abbiamo
Ωβ = F
−1
β F
′
β = (QFα)
−1(QFα)′ = F−1α Q
−1QF ′α = F
−1
α F
′
α = Ωα.
2
Teorema 4.10. Siano α, β : I → Rn due curve differenziabile (n−
1)-regolari. Se α e β hanno la stessa velocità e le stesse curvature allora
esiste un’isometria diretta T : Rn → Rn tale che
β = T ◦ α.
Dimostrazione. Siano Fα e Fβ i sistemi di riferimento di Frenet
associati rispettivamente ad α e β.
Sia
v = ||α′|| = ||β′||
la velocità scalare delle due curve e sia Ω la matrice comune di Frenet
ad entrambe le curve.
Per il teorema 4.2 abbiamo che la funzione matriciale Q = FβF−1α
è costante.
Sia
b = β −Qα.
Mostriamo che b è costante. Abbiamo infatti
b′ = β′ −Qα′ = vFβe1 − vQFαe1 = v(Fβe1 − FβF−1α Fαe1)
= v(Fβe1 − Fβe1) = 0.
Ne segue che
β = T ◦ α.
dove T : Rn → Rn è l’isometria definita da
Tx = Qx+ b.
2
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Teorema 4.11. Sia I ⊂ R un intervallo e siano
v, k1, . . . , kn−1 : I → R
funzioni differenziabili, con v, k1, . . . , kn−2 positive. Siano t0 ∈ I, x0 ∈
Rn e F0 ∈ SO(n,R).
Allora esiste un’unica curva differenziabile
α : I → Rn
(n− 1) regolare tale che
(1) α(t0) = x0;
(2) F0 sia il sistema di riferimento di Frenet associato ad α in t0;
(3) v sia la velocità scalare ||α′|| della curva α;
(4) k1, . . . , kn−1 siano le curvature della curva α.
Dimostrazione. L’unicità segue dal teorema precedente.
Mostriamo l’esistenza della curva.
Sia Ω la matrice di Frenet associata alle funzioni k1, . . . , kn−1. Ri-
cordando che M(n,R) è l’algebra delle matrici quadrate reali di ordine
n, sia
(α, F ) : I → Rn ×M(n,R)
la soluzione del problema di Cauchy
x′ = vXe1,
X ′ = vXΩ
x(t0) = x0,
X(t0) = F0.
Mostreremo che α è la curva cercata.
Mostriamo che F ∈ SO(n,R). Sia G = FF t. Abbiamo
G′ = F ′F t + F (F ′)t = vFΩF t + vF (FΩ)t = vF (Ω− Ω)F t = 0
ossia G è costante. Essendo
G(t0) = F (t0)F (t0)
t = F0F
t
0 = In
abbiamo FF t = In. Ossia F ∈ O(n,R).
La funzione detF è continua, può assume valori 1 e −1. Essendo
detF (t0) = detF0 = 1, per continuità detF = 1 e quindi
F ∈ SO(n,R).
Abbiamo inoltre
α′ = vFe1
da cui
||α′|| = ||vFe1|| = v ||Fe1|| = v ||e1|| = v,
ossia v è la velocità scalare della curva α.
Mostriamo ora che α è una curva (n−1)-regolare e che F è il sistema
di riferimento di Frenet associato alla curva α.
Per la proposizione 4.5 è sufficiente dimostrare che:
67
〈Fi, α(i)〉 > 0 per i = 1, . . . , n− 1;
〈Fj, α(i)〉 = 0 per j > i.
Dimostreremo le due condizioni per induzione su i = 1, . . . , n− 1.
Per i = 1 abbiamo
α′ = vFe1
e quindi
〈F1, α′〉 = v〈Fe1, Fe1〉 = v〈e1, e1〉 = v > 0,
e se j > i abbiamo
〈Fj, α′〉 = v〈Fej, Fe1〉 = v〈ej, e1〉 = 0.
Supponiamo la tesi vera per 1, . . . , i, con i < n− 1 e dimostriamola
per i+ 1.
Mostriamo che per j > i abbiamo
〈Fj, α(i+1)〉 = v kj−1〈Fj−1, α(i)〉.
Essendo j > i, per ipotesi induttiva abbiamo
〈Fj, α(i)〉 = 0.
Derivando si ottiene
〈F ′j , α(i)〉+ 〈Fj, α(i+1)〉 = 0,
ossia
〈Fj, α(i+1)〉 = −〈F ′j , α(i)〉.
Se j < n abbiamo
〈Fj, α(i+1)〉 = −〈F ′j , α(i)〉
= v kj−1〈Fj−1, α(i)〉 − v kj〈Fj+1, α(i)〉
= v kj−1〈Fj−1, α(i)〉.
Se j = n abbiamo
〈Fj, α(i+1)〉 = −〈F ′n, α(i)〉
= v kn−1〈Fn−1, α(i)〉
= v kj−1〈Fj−1, α(i)〉.
Ne segue che, sfruttando le ipotesi induttive, per j = i+1 otteniamo
〈Fi+1, α(i+1)〉 = v ki〈Fi, α(i)〉 > 0
e per j > i+ 1
〈Fj, α(i+1)〉 = v kj−1〈Fj−1, α(i)〉 = 0.
Terminiamo la dimostrazione mostrando che le curvature della cur-
va α sono proprio le funzioni ki.
Per il corollario 4.1 abbiamo che la i-esima curvatura, i = 1, . . . , n−
1, è data da
1
||α′|| 〈Fi+1, F
′
i 〉.
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Se i = 1 abbiamo
1
||α′|| 〈F2, F
′
1〉 =
1
||α′|| ||α
′|| k1〈F2, F2〉. = k1.
Se i > 1 abbiamo
1
||α′|| 〈Fi+1, F
′
i 〉 = −
1
||α′|| ||α
′|| ki−1〈Fi+1, Fi−1〉+ 1||α′|| ||α
′|| ki〈Fi+1, Fi+1〉
= ki.
La dimostrazione è così completata. 2
1.9. Sviluppi locali.
Teorema 4.12. Sia α : I → Rn una curva differenziabile. Suppo-
niamo che α sia (n− 1)-regolare e parametrizzata d’arco.
Siano F ed Ω rispettivamente il sistema di riferimento e la matrice
di Frenet associati alla curva α. Allora per ogni intero N > 0
F t(t)
(
α(s)− α(t)) = N∑
k=1
(s− t)k
k!
rk(t) + o
(|s− t|N),
dove la successione di vettori rk = rk(t) verifica la ricorrenza{
r1 = e1,
rk+1 = Ωrk + r
′
k,
dove e1 = (1, 0, . . . , 0).
Dimostrazione. Per la formula di Taylor abbiamo
α(s)− α(t) =
N∑
k=1
(s− t)k
k!
α(k)(t) + o
(|s− t|N).
Moltiplicando a sinistra per F t(t) = F (−1)(t) si ottiene
F t(t)
(
α(s)− α(t)) = N∑
k=1
(s− t)k
k!
F t(t)α(k)(t) + o
(|s− t|N)
=
N∑
k=1
(s− t)k
k!
rk(t) + o
(|s− t|N),
dove abbiamo posto
rk = F
tα(k).
Essendo F una matrice ortogonale abbiamo
rk = F
tα(k) = F−1α(k).
Osserviamo che essendo la curva α parametrizzata d’arco abbiamo
α′ = F1 = Fe1
e quindi
r1 = F
−1α′ = F−1Fe1 = e1,
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e la relazione di ricorrenza segue dal teorema (4.5).
2
Ricordando che le matrici di Frenet per n piccolo sono
Ω2 =
(
0 −k
k 0
)
,
Ω3 =
0 −k 0k 0 −τ
0 τ 0
 ,
Ω4 =

0 −k1 0 0
k1 0 −k2 0
0 k2 0 −k3
0 0 k3 0
 , . . . ,
se poniamo
R(n,N) = [r1, . . . , rN ],
la matrice n×N le cui colonne sono i vettori (colonna) r1, . . . , rN e
R(n,N)k = rk,
troviamo, per piccoli valori di n ed N ,
R(2, 5) =
(
1 0 −k2 −3 kk′ −4 kk′′ − 3 k′2 + k4
0 k k′ k′′ − k3 −6 k2k′ + k(3)
)
,
R(3, 4) =
1 0 −k2 −3 kk′0 k k′ k′′ − kτ 2 − k3
0 0 kτ kτ ′ + 2k′τ
 ,
R(3, 5)5 =
 −4 kk′′ − 3 k′2 + k2(τ 2 + k2)−6 k2k′ − 3 τ(k′τ + kτ ′) + k(3)
kτ ′′ + 3 k′τ ′ + 3 τk′′ − kτ(k2 + τ 2)
 ,
R(4, 4) =

1 0 −k21 −3 k1k′1
0 k1 k
′
1 k
′′
1 − k1k22 − k31
0 0 k1k2 k1k
′
2 + 2k
′
1k2
0 0 0 k1k2k3
 ,
R(5, 5)5 =

−4 k1k′′1 − 3 k′21 + k21(k21 + k22)
k
(3)
1 − 3 k1k2k′2 − 3 k′1(2k21 + k22)
k1k
′′
2 + 3 k
′
1k
′
2 + 3 k
′′
1k2 − k1k2k23 − k1k2(k21 + k22 + k23)
k1k2k
′
3 + 2 k1k
′
2k3 + 3 k
′
1k2k3
k1k2k3k4
 ,
Dal teorema (4.12) seguono immediatamente i risultati seguenti per
n = 2, 3, 4.
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Teorema 4.13. Sia α : I → R2 una curva regolare parametrizzata
d’arco. Siano a, b : I × I → R definite dalle relazione
α(s)− α(t) = a(s, t)T (t) + b(s, t)N(t).
Allora
a(s, t) = (s− t)− k
2
6
(s− t)3 − kk
′
8
(s− t)4 + o(s− t)4,
b(s, t) =
k
2
(s− t)2 + k
′
6
(s− t)3 + k
′′ − k3
24
(s− t)4 + o(s− t)4.
Teorema 4.14. Sia α : I → R3 una curva bi-regolare parametriz-
zata d’arco. Siano a, b, c : I × I → R definite dalle relazione
α(s)− α(t) = a(s, t)T (t) + b(s, t)N(t) + c(s, t)B(t).
Allora
a(s, t) = (s− t)− k
2
6
(s− t)3 − kk
′
8
(s− t)4 + o(s− t)4,
b(s, t) =
k
2
(s− t)2 + k
′
6
(s− t)3 + k
′′ − kτ 2 − k3
24
(s− t)4 + o(s− t)4,
c(s, t) =
kτ
6
(s− t)3 + kτ
′ + 2k′τ
24
(s− t)4 + o(s− t)4.
Teorema 4.15. Sia α : I → R4 una curva 3-regolare parametriz-
zata d’arco. Siano a1, a2, a3, a4 : I × I → R definite dalle relazione
α(s)− α(t) =
4∑
i=1
ai(s, t)Fi(t)
Allora
a1(s, t) = (s− t)− k
2
1
6
(s− t)3 − k1k
′
1
8
(s− t)4 + o(s− t)4,
a2(s, t) =
k1
2
(s− t)2 + k
′
1
6
(s− t)3 + k
′′
1 − k1k22 − k31
24
(s− t)4 + o(s− t)4,
a3(s, t) =
k1k2
6
(s− t)3 + k1k
′
2 + 2k
′
1k2
24
(s− t)4 + o(s− t)4
a4(s, t) =
k1k2k3
24
(s− t)4 + o(s− t)4.
1.10. Eliche.
Definizione 4.12. Sia α : I → Rn una curva differenziabile (n−1)-
regolare. Un vettore (costante) 0 6= v ∈ Rn si dice asse della curva α
se ogni elemento del sistema di Frenet Fi associato alla curva α forma
un angolo costante con il vettore v, ossia se
c = F tv
è costante.
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Proposizione 4.6. Sia α : I → Rn una curva differenziabile pa-
rametrizzata d’arco (n − 1)-regolare e siano F ed Ω rispettivamente il
sistema di riferimento e la matrice di Frenet associati alla curva α.
Siano v, c : I → Rn legati dalla relazione
c = F tv
Consideriamo le condizioni seguenti:
(1) v′ = 0, ossia v è costante;
(2) c′ = 0, ossia c è costante;
(3) Ωc = 0.
Allora ogni coppia tra queste due condizioni implica la terza rimanente.
Dimostrazione. Abbiamo F t = F−1 e quindi
F−1v = c.
Per il teorema 4.4 abbiamo anche
F−1v′ = Ωc+ c′,
ovvero
c′ = F−1v′ − Ωc
e
Ωc = F−1v′ − c′,
da cui la tesi.
2
Il teorema precedente e l’esercizio 4.5 implicano immediatamente il
seguente enunciato.
Teorema 4.16. Sia α : I → Rn una curva differenziabile n-
regolare, dove n = 2m + 1 è dispari, e siano k1, . . . , kn−1 le curvature
della curva α.
La curva α ammette un asse se, e solo se, le quantità
k1
k2
,
k3
k4
, . . . ,
k2m−1
k2m
sono costanti.
Per n = 3 le curve che ammettono un asse si dicono eliche.
Abbiamo la caratterizzazione seguente delle eliche nello spazio or-
dinario.
Teorema 4.17. Sia α : I → R3 una curva biregolare parame-
trizzata d’arco avente curvatura e torsione rispettivamente k e τ . Le
condizioni seguenti sono equivalenti:
(1) la curva α è un’elica di asse v ∈ Rn \ {0};
(2) esiste v ∈ Rn \ {0} tale che 〈T, v〉 sia costante;
(3) esiste v ∈ Rn \ {0} tale che 〈N, v〉 = 0;
(4) esiste v ∈ Rn \ {0} tale che 〈B, v〉 sia costante;
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(5) il rapporto k/τ è costante.
Dimostrazione. L’equivalenza (1) ⇐⇒ (5) segue dal teorema
precedente.
Mostriamo l’equivalenza tra le prime quattro condizioni.
(1) =⇒ (2) è evidente.
(2) =⇒ (3): se 〈T, v〉 è costante allora, utilizzando le formule di
Frenet abbiamo
0 = 〈T ′, v〉 = k〈N, v〉.
Essendo k 6= 0 deve essere 〈N, v〉 = 0.
(3) =⇒ (4): sempre utilizzando le formule di Frenet abbiamo
0 = 〈B′, v〉 = −τ〈N, v〉 = 0,
ossia 〈B, v〉 è costante.
(4) =⇒ (1): se 〈B, v〉 è costante abbiamo
0 = 〈B′, v〉 = −τ〈N, v〉 = 0.
Essendo τ 6= 0 deve essere 〈N, v〉 = 0. Abbiamo inoltre
〈T ′, v〉 = k〈N, v〉 = 0,
ossia anche 〈T, v〉 è costante.
Abbiamo quindi mostrato che se 〈B, v〉 è costante allora sono co-
stanti anche 〈N, v〉 e 〈T, v〉, ossia la curva α è un’elica.
2
1.11. Curve sferiche.
Definizione 4.13. Una curva α : I → Rn si dice sferica se esistono
x0 ∈ Rn ed R > 0 tali che
||α− x0||2 = R2.
Teorema 4.18. Sia α : I → Rn una curva differenziabile para-
metrizzata d’arco (n − 1)-regolare e siano F ed Ω rispettivamente il
sistema di riferimento e la matrice di Frenet associati alla curva α.
Allora α è una curva sferica se, e solo se, esiste una funzione
differenziabile a : I → Rn tale che{ 〈a, e1〉 = 0,
Ωa+ a′ = e1.
,
dove et1 = (1, 0, . . . , 0).
In tal caso il centro ed il raggio della sfera che contiene la curva α
sono dati dalle formule
R = ||a|| ,
x0 = α− Fa,
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Dimostrazione. Supponiamo che la curva sia sferica e siano x0 ∈
Rn ed R > 0 il centro ed il raggio della sfera che la contiene.
Definiamo allora la funzione
a = F−1(α− x0).
Allora
α− x0 = Fa.
Essendo α parametrizzata d’arco abbiamo
α′ = Fe1,
dove et1 = (1, 0, . . . , 0).
Mostriamo che 〈a, e1〉 = 0. Derivando l’identità
〈α− x0, α− x0〉 = R2
si ottiene
0 = 〈α− x0, α′〉 = 〈Fa, Fe1〉 = 〈a, e1〉.
Mostriamo che Ωa+ a′ = e1. Dalla relazione
a = F−1(α− x0)
e dal teorema 4.4 si ottiene
Ωa+ a′ = F−1α′ = F−1Fe1 = e1.
Viceversa supponiamo che esista una funzione a : I → Rn che
verifichi 〈a, e1〉 = 0 e Ωa+ a′ = e1.
Mostriamo che la α è una curva sferica. Definiamo le funzioni R :
I → R e x0 : I → Rn mediante le formule
R = ||a|| ,
x0 = α− Fa.
Abbiamo
〈α− x0, α− x0〉 = 〈Fa, Fa〉 = 〈a, a〉 = R2
È sufficiente quindi dimostrare che le funzioni R ed x0 sono costanti.
Mostriamo che R2 è costante. Abbiamo
(R2)′ = 2〈a′, a〉 = 2〈e1 − Ωa, a〉 = 2〈e1, a〉 − 2〈Ωa, a〉.
Abbiamo 〈e1, a〉 = 0 per ipotesi e l’uguaglianza 〈Ωa, a〉 = 0 segue dall’
antisimmetria della matrice Ω.
Mostriamo che x0 è costante. Utilizzando le formule di Frenet si
ottiene
x′0 = α
′ − (Fa)′
= α′ − F ′a− Fa′
= α′ − FΩa− Fa′
= α′ − F (Ωa− a′)
= α′ − Fe1 = 0.
2
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Sia at = (a1, . . . , an). Allora la condizione 〈a, e1〉 = 0 e Ωa+a′ = e1
equivalgono al sistema
a1 = 0,
−k1a2 = 1,
−k2a3 + a′2 = 0, se n > 2,
ai−1ki−1 − ai+1ki + a′i = 0, 2 < i < n,
an−1ki−1 + a′n = 0.
Ne segue che se ricaviamo ricorsivamente le funzioni a2, . . . , an mediante
le formule 
a2 = − 1
k1
,
a3 =
a′2
k2
, se n > 2,
ai+1 =
1
ki
(a′i + ai−1ki−1), 2 < i < n,
ed sostituiamo le espressioni trovate per an−1 ed an nell’equazione
a′n + an−1ki−1 = 0
si ottiene una condizione necessaria e sufficiente sulle curvature k1, . . . , kn−1
e le loro derivate affinchè la curva α sia sferica.
Il centro x0 ed il raggio R della sfera si trovano con le formule
x0 = α− a2F2 − · · · − anFn,
R2 = a22 + · · ·+ a2n.
Trattiamo ora i casi n = 2, 3, 4.
Per n = 2 il sistema si riduce all’equazione
−k1a2 = 1
ed alla condizione
a′2 = 0.
L’equazione è risolubile se, e solo se, k 6= 0 e la soluzione è
a2 = −1
k
e la condizione di sfericità è quindi(
1
k
)′
= 0.
Ne segue che:
Proposizione 4.7. Una curva piana regolare α : I → R2 è sferica
se, e solo se, la curvatura è costante e non nulla. In tal caso il centro
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x0 ed il raggio R della circonferenza contenente la curva sono dati dalle
formule
x0 = α +
1
k
N
R2 =
1
k2
.
Se n = 3, dette k e τ rispettivamente la curvatura e la torsione della
curva α : I → R3, il sistema è
a2 = −1
k
a3 =
a′2
τ
e la condizione di sfericità è
a′3 + a2τ = 0.
Le soluzioni del sistema sono
a2 = −1
k
,
a3 =
k′
k2τ
.
Ne segue la seguente:
Proposizione 4.8. Sia α : I → R3 una curva biregolare. Siano k
e τ la curvatura e la torsione della curva α. Allora la curva α è sferica
se, e solo se, (
k′
k2τ
)′
− τ
k
= 0.
In tal caso il centro x0 ed il raggio R della sfera sono dati dalle formule
x0 = α +
1
k
N − k
′
k2τ
B,
R2 =
(
1
k
)2
+
(
k′
k2τ
)2
=
k′2 + k2τ 2
k4τ 2
.
Se n = 4 abbiamo
a2 = − 1
k1
a3 =
a′2
k2
a4 =
1
k3
(a2k2 + a
′
3)
e la condizione di sfericità è
a′4 + a3k3 = 0.
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Si trova che 
a2 = − 1
k1
,
a3 =
k′1
k21k2
,
a4 =
1
k3
(
k′1
k21k2
)′
− k2
k1k3
e quindi abbiamo l’enunciato seguente.
Proposizione 4.9. Sia α : I → R4 una curva 3-regolare. Sia
F = [F1, F2, F3, F4] il sistema di riferimento di Frenet associato e siano
k1, k2, k3 le curvature della curva.
Allora la curva α è sferica se, e solo se,(
1
k3
(
k′1
k21k2
)′
− k2
k1k3
)′
+
k′1k3
k21k2
= 0
ed in tal caso il centro x0 ed il raggio della sfera sono dati da
x0 = α +
1
k1
F2 − k
′
1
k21k2
F3 −
(
1
k3
(
k′1
k21k2
)′
− k2
k1k3
)
F4,
R2 =
(
1
k1
)2
+
(
k′1
k21k2
)2
+
(
1
k3
(
k′1
k21k2
)′
− k2
k1k3
)2
.
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Parte 3
Ipersuperfici

CAPITOLO 5
Ipersuperfici nello spazio euclideo
1. Generalità
1.1. Equazione di una ipersupeficie.
Definizione 5.1. Siano dati
• un aperto Ω ⊂ Rn;
• un sottoinsieme non vuoto S ⊂ Ω;
• una funzione differenziabile F : Ω→ R.
Diremo che S è una ipersuperficie in Ω di equazione F se:
(1) per ogni x ∈ Ω
x ∈ S ⇐⇒ F (x) = 0;
(2) per ogni x ∈ S
∇F (x) 6= 0.
Definizione 5.2. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω un sot-
toinsieme non vuoto chiuso. Diremo che S è una ipersuperficie se per
ogni x ∈ S esistono un intorno aperto U di x in Ω ed una funzione
F : U → R differenziabile tale che S ∩ U sia una ipersuperficie in U di
equazione F .
La funzione F si dice equazione locale di S in x.
La dimensione della ipersuperficie è per definizione n− 1.
Le ipersuperfici di dimensione 2 (in R3)si dicono superfici.
Le ipersuperfici di dimensione 1 (in R2)si dicono curve.
Definizione 5.3. Se c ∈ R è una costante diremo che S è una
ipersuperficie di equazione
F = c
se S è una ipersuperficie di equazione F − c. Più in generale Se F
e G sono funzioni differenziabili diremo che S è una ipersuperficie di
equazione
F = G
se S è una ipersuperficie di equazione F −G.
Definizione 5.4. Sia Ω ⊂ Rn un aperto e sia
F : Ω→ R
un’applicazione differenziabile. Diremo che c ∈ R è un valore critico di
F se esiste x ∈ Ω tale che F (x) = c e ∇F (x) = 0.
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Se c non è un valore critico diremo che c è un valore regolare.
Proposizione 5.1. Sia Ω ⊂ Rn un aperto di Rn e sia
F : Ω→ R
un’applicazione differenziabile. Per ogni valore regolare c di F la con-
troimmagine F−1(c) è una ipersuperficie in Ω di equazione F = c.
Dimostrazione. Per ogni x ∈ Ω, per definizione di controimma-
gine abbiamo
x ∈ F−1(c) ⇐⇒ F (x) = c
e, per definizione di valore regolare, per ogni x ∈ F−1(c) abbiamo
∇F (x) 6= 0.
2
Esempio 5.1 (Iperpiano). Sia Ω = Rn e sia a ∈ Rn \ {0}. Conside-
riamo la funzione
F (x) = 〈a, x〉 =
n∑
i=1
aixi.
Per i = 1, . . . , n abbiamo
∂F (x)
∂xi
= ai
quindi per ogni x ∈ Rn
∇F (x) = a 6= 0.
Inoltre F è surgettiva, quindi ogni c ∈ R è valore regolare per F .
Abbiamo quindi che per ogni c ∈ R l’equazione
〈a, x〉 = c
definisce una ipersuperficie in Rn dimensione n − 1, detta iperpiano
affine.
Esempio 5.2 (Ipersfera). Sia x0 ∈ Rn e sia F : Rn → R definita da
F (x) =
∣∣∣∣x− x0∣∣∣∣2 = n∑
i=1
(xi − x0i )2.
Per i = 1, . . . , n abbiamo
∂F (x)
∂xi
= 2(xi − x0i )
quindi per ogni x ∈ Rn
∇F (x) = 2(x− x0).
Abbiamo F (Rn) = [0,+∞[ e 0 è l’unico valore critico di F . I valori
regolari di F sono tutti e soli i numeri positivi.
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Dunque per ogni r > 0 abbiamo che l’equazione
F (x) = r2
definisce una ipersuperficie in Rn di dimensione n − 1 detta ipersfera
di centro x0 e raggio r.
Esercizio 5.1. Siano Ω1 e Ω2 aperti di Rn e sia
Φ : Ω1 → Ω2
un diffeomorfismo. Mostrare che S1 ⊂ Ω1 è un’ipersuperficie in Ω1 se,
e solo se, S2 = Φ(S1) ⊂ Ω2 è un’ipersuperficie in Ω2.
Terminiamo la sezione con una prima proprietà topologica delle
ipersuperfici.
Proposizione 5.2. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una
ipersuperficie. Allora Ω \ S è denso in Ω.
Dimostrazione. Sia x ∈ S e sia F un’equazione locale di S
attorno ad x.
Per la proposizione 2.4 abbiamo
F (x+ t∇F (x)) = ||∇F (x)||2 t+ ◦(t),
e quindi, per t 6= 0 sufficientemente piccolo
x+ t∇F (x) ∈ Ω
e F (x+ t∇F (x)) 6= 0, ossia
x+ t∇F (x) ∈ Ω \ S.
Per t 6= 0 che tende a zero x+ t∇F (x) converge a x.
Essendo x ∈ S arbitrario ne segue che Ω \ S è denso in Ω.
2
1.2. Ipersuperfici cartesiane.
Definizione 5.5. Sia D ⊂ Rn−1 un’ aperto e sia
f : D → R
un’applicazione Si dice grafico di f il sottoinsieme di D × R ⊂ Rn
definito da
Gf =
{
(x, y) ∈ D × R | y = f(x)}
Proposizione 5.3. Sia D ⊂ Rn−1 un’ aperto e sia
f : D → R
un’applicazione differenziabile.
Allora il grafico Gf di f è una ipersuperficie in Ω = D × R ⊂ Rn
di equazione
y = f(x).
Inoltre Gf e D sono omeomorfi.
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Dimostrazione. Dobbiamo dimostrare che Gf è una ipersuperfi-
cie di equazione F (x, y) = y − f(x).
Per definizione di grafico abbiamo F (x, y) = 0 se, e solo se, y =
f(x), ossia se, e solo se, (x, y) ∈ Gf .
Dobbiamo dimostrare che 0 è un valore regolare di F . Abbiamo
infatti
∂F (x, y)
∂y
= 1 6= 0
e quindi F (x, y) non ha valori critici in Ω.
Mostriamo che Gf e D sono omeomorfi. Infatti l’applicazione
D 3 x 7→ (x, f(x)) ∈ Gf
è continua con inversa data dalla restrizione a Gf della proiezione
canonica di D × R su D.
2
Definizione 5.6. Sia σ una permutazione dell’insieme {1, . . . , n}.
Indicheremo con
Tσ : Rn → Rn
la trasformazione definita da
Tσ(x1, . . . , xn) = (xσ(1), . . . , xσ(n)).
Definizione 5.7. Sia D ⊂ Rn−1 un’ aperto e sia
f : D → R
un’applicazione differenziabile. Sia infine σ una permutazione dell’in-
sieme {1, . . . , n}.
Una ipersuperficie della forma
Tσ(Gf ),
dove Gf è il grafico della funzione f si dice ipersuperficie cartesiana.
Teorema 5.1. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una ipersuper-
ficie. Allora ogni x ∈ S ammette un intorno aperto U ⊂ Ω tale che
S ∩ U sia una ipersuperficie cartesiana in U .
Dimostrazione. L’enunciato del teorema è una formulazione equi-
valente del teorema del Dini sulla funzione implicita.
2
Proposizione 5.4. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una ipersu-
perficie. Allora ogni x ∈ S ammette un intorno aperto U ⊂ Ω tale che
S ∩ U sia omemorfo ad un aperto connesso di Rn−1.
Dimostrazione. Sia x ∈ S arbitrario. Sia U un intorno di x
in Ω tale che S ∩ U sia omeomorfo ad una ipersuperficie cartesiana
che non è restrittivo supporre connessa. Per la proposizione 5.3 ogni
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ipersuperficie cartesiana è omeomorfa ad un aperto di Rn−1 da cui la
tesi.
2
1.3. L’ideale associato ad una ipersuperficie. Sia A un anello
commutativo. Ricordiamo che un sottoinsieme I ⊂ A si dice ideale se
I + I ⊂ I e AI ⊂ I.
Sia A un anello commutativo con unità. Il gruppo degli elementi
invertibili di A si indica con A∗.
Per ogni aperto Ω ⊂ Rn indichiamo con
C∞(Ω)
lo spazio delle funzioni su Ω a valori reali di classe C∞.
Con le operazioni di somma e prodotto tra funzioni C∞(Ω) è un
anello commutativo con unità.
Gli elementi invertibili di C∞(Ω) sono tutte e sole le funzioni prive
di zeri in Ω.
Definizione 5.8. Sia Ω ⊂ Rn un aperto. Per ogni sottoinsieme
E ⊂ Ω poniamo
IΩ(E) =
{
f ∈ C∞(Ω) | f|E ≡ 0
}
e per ogni f ∈ C∞(Ω) poniamo
ZΩ(f) =
{
x ∈ Ω | f(x) = 0}
Esercizio 5.2. Per ogni aperto Ω ⊂ Rn e per ogni sottoinsieme
E ⊂ Ω la famiglia IΩ(E) è un ideale di C∞(Ω).
Esercizio 5.3. Per ogni aperto Ω ⊂ Rn e per ogni f ∈ C∞(Ω) il
sottoinsieme ZΩ(f) è un sottoinsieme chiuso di Ω.
Esercizio 5.4. Sia Ω ∈ Rn. Dimostrare che f ∈ C∞(Ω) è un
divisore dello zero (dell’anello C∞(Ω)) se, e solo se, ZΩ(f) ha parte
interna non vuota, ossia f non è un divisore dello zero se, e solo se,
Ω \ ZΩ(f) è denso in Ω.
Ricordiamo che un ideale I di un anello commutativo si dice prin-
cipale se è generato da un singolo elemento.
In questa sezione dimostreremo il teorema seguente
Teorema 5.2. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una ipersuperficie
di equazione F . Allora IΩ(S) è un ideale principale di C∞(Ω) generato
da F .
Inoltre se G ∈ IΩ(S) allora G è un generatore di IΩ(S) se, e solo
se, G è una equazione per S.
Dimostrazione. Sia G ∈ IΩ(S) arbitraria. Definiamo
u : Ω \ S → R
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ponendo per ogni x ∈ Ω \ S
u(x) =
G(x)
F (x)
.
Dobbiamo dimostrare che u è la restrizione di una funzione di classe
C∞ su Ω.
Per la proposizione 5.2 Ω \ S è denso in Ω, quindi la funzione
differenziabile che estende u se esiste è unica.
È sufficiente quindi dimostrare che per ogni x0 ∈ S esiste un intorno
U di x0 in Ω tale che la funzione u (ristretta ad U \ S) si estenda ad
una funzione C∞ su U .
Sia dunque x0 ∈ S arbitrario. Sia U un intorno convesso di x0 in Ω
tale che S ∩ U sia una ipersuperficie cartesiana.
Permutando eventualmente le variabili possiamo supporre che S∩U
sia il grafico di una funzione
xn = f(x
′),
dove x′ = (x1, . . . , xn−1).
Sia x = (x′, xn) ∈ U . Per t ∈ [0, 1] poniamo
α(t) = F
(
x′, t xn + (1− t)f(x′)
)
.
Abbiamo allora
α(1) = F (x′, xn),
α(0) = F
(
x′, f(x′)
)
= 0
e quindi
F (x) = α(1)− α(0)
=
∫ 1
0
α′(t) dt
=
(
xn − f(x′)
) ∫ 1
0
∂F
(
x′, t xn + (1− t)f(x′)
)
∂xn
dt
=
(
xn − f(x′)
)
F1(x
′, xn),
dove abbiamo posto
F1(x) = F1(x
′, xn) =
∫ 1
0
∂F
(
x′, t xn + (1− t)f(x′)
)
∂xn
dt.
Analogamente abbiamo
G(x) =
(
xn − f(x′)
)
G1(x
′, xn),
dove
G1(x) = G1(x
′, xn) =
∫ 1
0
∂G
(
x′, t xn + (1− t)f(x′)
)
∂xn
dt.
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Chiaramente le funzioni F1 eG1 sono di classe C∞. PostoH(x′, xn) =
xn − f(x′) abbiamo
∇F (x′, xn) = F1(x′, xn)∇H(x′, xn) +H(x′, xn)∇F1(x′, xn).
Sostituendo xn = f(x′) abbiamo H
(
x′, f(x′)
)
= 0 e quindi
F1
(
x′, f(x′)
)∇H(x′, f(x′)) = ∇F(x′, f(x′)) 6= 0
da cui necessariamente F1
(
x′, f(x′)
) 6= 0.
Restringendo eventualmente U possiamo dunque supporre che F1
sia priva di zeri su U . Abbiamo allora(
xn − f(x′)
)
=
F (x′, xn)
F1(x′, xn)
da cui
G(x) = G(x′, xn) =
(
xn − f(x′)
)
G1(x
′, xn) =
G1(x)
F1(x)
F (x).
Essendo
G1(x)
F1(x)
∈ C∞(U),
ne segue che G appartiene all’ideale principale generato da F .
Abbiamo dunque dimostrato che ogni equazione di S è un genera-
tore dell’ideale IΩ(S).
Viceversa supponiamo che G ∈ IΩ(S) sia un generatore per IΩ(S).
Mostriamo che allora G è un’equazione di S.
Abbiamo
F = uG
per una opportuna funzione u ∈ C∞(Ω). Per definizione di IΩ(S) se
x ∈ S allora G(x) = 0. Se invece x ∈ Ω \ S allora
u(x)G(x) = F (x) 6= 0
e quindi necessariamente G(x) 6= 0.
Dunque G si annulla precisamente sui punti di S.
Sia infine x ∈ S e mostriamo che allora ∇G(x) 6= 0. Abbiamo
infatti
G(x)∇u(x) + u(x)∇G(x) = ∇F (x)
ed essendo G(x) = 0 ne segue che
u(x)∇G(x) = ∇F (x) 6= 0,
da cui necessariamente ∇G(x) 6= 0.
2
Come immediato corollario abbiamo
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Teorema 5.3. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una ipersuperficie
di equazione F . Sia G un’altra equazione per S. Allora esiste un’unica
funzione u ∈ C∞(Ω) tale che
G = uF.
La funzione u è priva di zeri in Ω.
1.4. Spazio tangente.
Definizione 5.9. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una ipersu-
perficie.
Siano x ∈ S e sia ξ ∈ Rn. Diremo che ξ è un vettore tangente ad S
in x se
〈∇F (x), ξ〉 =
n∑
i=1
∂F (x)
∂xi
ξi = 0,
dove F è un’equazione locale per S in x. Indicheremo con
TxS
lo spazio di tutti i vettori di Rn tangenti ad S in x.
Osserviamo che la definizione di vettore tangente non dipende dalla
scelta dell’equazione locale F . Infatti se G è un’altra equazione locale
di S in x allora per il teorema 5.3 esiste u ∈ C∞(U), dove U è un
opportuno intorno di x in Ω, priva di zeri in U tale che G = uF e
quindi
〈∇G(x), ξ〉 = u(x)〈∇F (x), ξ〉+ F (x)〈∇u(x), ξ〉.
Essendo F (x) = 0 allora
〈∇G(x), ξ〉 = u(x)〈∇F (x), ξ〉.
Poinché u(x) 6= 0 abbiamo che
〈∇F (x), ξ〉 = 0
se, e solo se,
〈∇G(x), ξ〉 = 0.
Proposizione 5.5. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una iper-
superficie. Per ogni x ∈ S lo spazio tangente TxS è un sottospazio
vettoriale di Rn di dimensione n− 1.
Dimostrazione. Sia x ∈ S arbitrario e sia F un’equazione locale
di S in x. Allora TxS è, per definizione, il nucleo dell’applicazione
lineare
Rn 3 ξ 7→ 〈∇F (x), ξ〉 ∈ R
che ha rango 1, da cui la tesi.
2
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1.5. Mappe di Gauss ed ipersuperfici orientate.
Definizione 5.10. Sia S una ipersuperficie nell’aperto Ω ⊂ Rn.
Un’applicazione
N : S → Rn
si dice mappa di Gauss per la superficie S se verifica le proprietà
seguenti:
(1) N è continua;
(2) ||N(x)|| = 1 per ogni x ∈ S;
(3) 〈N(x), ξ〉 = 0 per ogni x ∈ S e per ogni ξ ∈ TxS.
Proposizione 5.6. Sia Ω un aperto di Rn e sia S una ipersuperficie
in Ω di equazione F . Allora la funzione
N(x) =
1
||∇F (x)||∇F (x)
è una mappa di Gauss per l’ipersuperficie S.
Dimostrazione. Le prime due condizioni sono evidenti.
Sia x ∈ S e sia ξ ∈ TxS. Allora, per definizione di vettore tangente
abbiamo.
〈N(x), ξ〉 = 1||∇F (x)|| 〈∇F (x), ξ〉 = 0.
2
Definizione 5.11. Sia Ω un aperto di Rn e sia S una ipersuperficie
in Ω. Se F è una equazione di S allora la funzione
N(x) =
1
||∇F (x)||∇F (x)
si dice mappa di Gauss di S associata all’equazione F .
Proposizione 5.7. Sia Ω un aperto di Rn e siano F1 ed F2 due
equazioni della stessa ipersuperficie S in Ω con
F2 = uF1,
dove u è non si annulla in alcun punto di S.
Siano N1 ed N2 le mappe di Gauss associate rispettivamente a F1
ed F2.
Allora per ogni x ∈ S abbiamo
N2(x) =
u(x)
|u(x)|N1(x).
In particolare abbiamo N1 = N2 se, e solo se, u è positiva in ogni
punto di S.
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Dimostrazione. Sia x ∈ S. Allora, essendo F1(x) = 0,
∇F2(x) = u(x)∇F1(x) + F1(x)∇u(x) = u(x)∇F1(x)
e quindi
||∇F2(x)|| = |u(x)| ||∇F1(x)|| .
Ne segue che
N2(x) =
1
||∇F2(x)||∇F2(x) =
u(x)
|u(x)|
1
||∇F1(x)||∇F1(x) =
u(x)
|u(x)|N1(x),
da cui la tesi.
2
Teorema 5.4. Sia Ω un aperto di Rn e sia S una ipersuperficie in
Ω di equazione F . Supponiamo che S sia connessa.
Allora S ammette esattamente due mappe di Gauss: la mappa di
Gauss associata ad F e la sua opposta.
Dimostrazione. Sia NF la mappa di Gauss associata ad S. Sia N
un’arbitraria mappa di Gauss per S. Mostriamo che N = NF oppure
N = −NF .
Sia x ∈ S. Allora N(x) e NF (x) sono entrambi ortogonali a TxS. Il
complemento ortogonale di TxS ha dimensione n− (n− 1) = 1, quindi
N(x) e NF (x) sono proporzionali. Poiché NF (x) ha norma 1, abbiamo
N(x) = 〈N(x), NF (x)〉NF (x).
Prendendo le norme otteniamo
|〈N(x), NF (x)〉| = 1
La funzione
S 3 x 7→ 〈N(x), NF (x)〉 ∈ {−1, 1}
è continua, quindi 〈N,NF 〉 ≡ 1 oppure 〈N,NF 〉 ≡ −1. Nel primo caso
abbiamo N = NF e nel secondo N = −NF .
2
Definizione 5.12. Sia Ω un aperto di Rn e sia S una ipersuperficie
in Ω. Sia N una mappa di Gauss per S e sia F una equazione di S
diremo che F è compatibile con N se N coincide con la mappa di Gauss
associata a F .
Definizione 5.13. Due equazioni F e G della stessa ipersuperficie
S si dicono positivamente equivalenti se
G = uF
con u funzione positiva in ogni punto di S.
Esercizio 5.5. Siano F e G equazioni della stessa superficie orien-
tata S. Mostrare che se F e G sono entrambe compatibili con l’orien-
tazione di S allora F e G sono positivamente equivalenti.
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Definizione 5.14. Una superficie si dice orientabile se esiste una
mappa di Gauss N per S. Diremo anche che N induce un’orientazione
su S.
Chiameremo ipersuperficie orientata una coppia (S,N) dove S è
una ipersuperficie e N è una mappa di Gauss per S.
Una funzione F si dice equazione della ipersuperficie orientata (S,N)
se F è una equazione di S compatibile con N .
Osservazione 5.1. Ogni ipersuperficie S è localmente orientabile.
Infatti se x ∈ S allora la mappa di Gauss associata ad un’equazione
locale in x induce un’orientazione in un intorno di x.
Osservazione 5.2. Superfici non orientabili esistono, le più famose
sono il “nastro di Möbius” e la “bottiglia di Klein”. Si può dimostrare
che ogni ipersuperficie chiusa in Rn è orientabile.
Esercizio 5.6. Sia S ⊂ Rn una ipersuperficie formata dall’unione
di due iperpiani paralleli fra loro. Mostrare che S ammette una mappa
di Gauss che non è compatibile con alcuna equazione di S in Rn.
2. Forme fondamentali
2.1. Forme fondamentali e curvature.
Definizione 5.15. Sia S una ipersuperficie e siano x ∈ S e ξ ∈ TxS.
Poniamo
IS(x, ξ) = ||ξ||2 .
La forma IS(x, ξ) è una forma quadratica su TxS detta prima for-
ma fondamentale della ipersuperficie S. La relativa forma bilineare
simmetrica si indica con
IS(x, ξ, η) = 〈ξ, η〉,
dove ξ, η ∈ TxS.
Ricordiamo che se f è una funzione reale differenziabile allora
Hf (x, ξ, η) =
n∑
i,j=1
∂2f(x)
∂xi∂xj
ξiηj,
Hf (x, ξ) = Hf (x, ξ, ξ) =
n∑
i,j=1
∂2f(x)
∂xi∂xj
ξiξj.
Definizione 5.16. Sia (S,N) una ipersuperficie orientata e sia-
no x ∈ S e ξ ∈ TxS. Se F è un’equazione locale dell’ipersuperficie
orientata (S,N) in x poniamo
IIS(x, ξ) = − ||∇F (x)||−1HF (x, ξ).
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La forma IIS(x, ξ) è una forma quadratica su TxS detta seconda for-
ma fondamentale della ipersuperficie S. La relativa forma bilineare
simmetrica si indica con
IIS(x, ξ, η) = − ||∇F (x)||−1HF (x, ξ, η),
dove ξ, η ∈ TxS.
La proposizione seguente mostra che la seconda forma fondamentale
non dipende dalla scelta dell’equazione locale.
Proposizione 5.8. Siano F,G equazioni di una ipersuperficie orien-
tata (S,N) nell’aperto Ω ⊂ Rn. Per ogni x ∈ S e per ogni ξ, η ∈ TxS
abbiamo
1
||∇G(x)||HG(x, ξ, η) =
1
||∇F (x)||HF (x, ξ, η).
Dimostrazione. Per il teorema 5.3 e la proposizione 5.7 Abbiamo
G = uF
con u positiva su S. Sia x ∈ S. Per la proposizione 2.1 abbiamo
∇G(x) = u(x)∇F (x) + F (x)∇u(x)
ed essendo F (x) = 0
∇G(x) = u(x)∇F (x).
Prendendo le norme, essendo u(x) > 0 abbiamo
||∇G(x)|| = u(x) ||∇F (x)|| .
Siano ora ξ, η ∈ TxS. Per la proposizione 2.2 abbiamo
HG(x, ξ, η) = u(x)HF (x, ξ, η) + 〈∇u(x), ξ〉〈∇F (x), η〉+
+〈∇u(x), η〉〈∇F (x), ξ〉+ F (x)Hu(x, ξ, η).
Essendo x ∈ S abbiamo F (x) = 0 ed essendo ξ, η ∈ TxS abbiamo anche
〈∇F (x), ξ〉 = 〈∇F (x), η〉 = 0
e quindi
HG(x, ξ, η) = u(x)HF (x, ξ, η).
Dividendo otteniamo
1
||∇G(x)||HG(x, ξ, η) =
1
u(x) ||∇F (x)||u(x)HG(x, ξ, η)
=
1
||∇F (x)||HF (x, ξ, η),
ossia la tesi.
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Sia (S,N) una ipersuperficie orientata. La prima forma fondamen-
tale di S induce una struttura di spazio euclideo in ogni spazio tangente
ad S in ciascun punto x di S.
Per il teorema 1.14 per ogni x ∈ S esiste un unico operatore lineare
simmetrico
AS(x) : TxS → TxS
tale che per ogni ξ, η ∈ TxS risulti
IIS(x, ξ, η) = IS(x, ξ, AS(x)η).
Definizione 5.17. Gli autovalori dell’operatore lineare AS(x) si
dicono curvature principali della superficie S nel punto x. I corrispon-
denti autovettori si dicono direzioni principali.
La traccia dell’operatore AS(x), ovvero la somma delle curvature
principali, divisa per n − 1 si dice curvatura media della superficie S
nel punto x.
Il determinante dell’operatore AS(x), ovvero il prodotto delle cur-
vature principali, si dice curvatura totale o di Gauss della superficie S
nel punto x.
Dal teorema 1.15 segue che
Teorema 5.5. Sia (S,N) una superficie orientata. Per ogni x ∈ S
le curvature principali di S in x sono reali ed esiste una base ortonor-
male di TxS formata da direzioni principali.
2.2. Ipersuperfici in foma implicita. Il teorema seguente for-
nisce alcune formule per il calcolo effettivo delle curvature principali,
media e totale di una ipersuperficie di equazione assegnata.
Teorema 5.6. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω un’ipersuperficie
di equazione F = c.
Le curvature principali della superficie S nel punto in x ∈ S sono
k1 = − ||∇F (x)||−1 λ1, . . . , kn−1 = − ||∇F (x)||−1 λn−1,
dove λ1, . . . , λn−1 sono le radici del polinomio
p(t) = det

0
∂F (x)
∂x1
. . .
∂F (x)
∂xn
∂F (x)
∂x1
∂2F (x)
∂x21
− t . . . ∂
2F (x)
∂x1∂xn
...
... . . .
...
∂F (x)
∂xn
∂2F (x)
∂xn∂x1
. . .
∂2F (x)
∂x2n
− t

.
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La curvatura media H e la curvatura totale K si trovano mediante
le formule
(n− 1)H = HF (x,∇F (x))−∆F (x) ||∇F (x)||
2
||∇F (x)||3 ,
K = (−1)n−1 〈∇F (x), H
]
F (x)∇F (x)〉
||∇F (x)||n+1 ,
dove H]F (x) è la matrice dei cofattori della matrice hessiana HF .
Per la curvatura totale vale anche la formula
K =
(−1)n
||∇F (x)||n+1 det

0
∂F (x)
∂x1
. . .
∂F (x)
∂xn
∂F (x)
∂x1
∂2F (x)
∂x21
. . .
∂2F (x)
∂x1∂xn
...
... . . .
...
∂F (x)
∂xn
∂2F (x)
∂xn∂x1
. . .
∂2F (x)
∂x2n

.
Dimostrazione. Usando le matrici a blocchi possiamo scrivere
p(t) = det
(
0 ∇F (x)
∇F (x)t HF (x)− t
)
.
Dal teorema 1.16 segue che le curvature principali k1, . . . , kn−1 sono le
radici del polinomio
q(t) = det
(
0 ∇F (x)
∇F (x)t − ||∇F (x)||−1HF (x)− t
)
.
Abbiamo
q(t) = det
(
0 ∇F (x)
∇F (x)t − ||∇F (x)||−1HF (x)− t
)
= (−1)n ||∇F (x)||−n det
(
0 − ||∇F (x)|| ∇F (x)
∇F (x)t HF (x) + ||∇F (x)|| t
)
= (−1)n+1 ||∇F (x)||−n+1 det
(
0 ∇F (x)
∇F (x)t HF (x) + ||∇F (x)|| t
)
= (−1)n+1 ||∇F (x)||−n+1 p(− ||∇F (x)|| t),
e quindi
q(t) = 0 ⇐⇒ p(− ||∇F (x)|| t) = 0,
da cui segue che se λ1, . . . , λn−1 sono le radici di p(t) allora
− ||∇F (x)||−1 λ1, . . . ,− ||∇F (x)||−1 λn−1
sono le radici del polinomio q(t), ossia le curvature dell’ipersuperficie
S in x.
Le rimanenti affermazioni seguono dal teorema 1.16.
2
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Proposizione 5.9. Sia A una matrice reale simmetrica di ordine
n. Sia Ω = Rn \ kerA e sia
Ω 3 x 7→ F (x) = 〈x,Ax〉.
La curvatura totale di ogni ipersuperficie contenuta in Ω della forma
F (x) = 〈x,Ax〉 = c
è data dalla formula
K(x) = (−1)n−1 (detA)〈x,Ax〉||Ax||n+1 = (−1)
n−1 (detA) c
||Ax||n+1 .
Dimostrazione. Per la proposizione 5.6 abbiamo
K(x) = (−1)n−1 〈∇F (x), H
]
F (x)∇F (x)〉
||∇F (x)||n+1 ,
dove
F (x) = 〈x,Ax〉.
Abbiamo
∇F (x) = 2Ax,
HF (x) = 2A
e quindi
HF (x)
] = 2n−1A].
A]A = detAIn,
dove In è la matrice identità di ordine n, ne segue che
〈∇F (x), H]F (x)∇F (x)〉 = 2n+1〈Ax,A]A(x)〉
= 2n+1〈Ax, (detA)x〉
= 2n+1(detA)〈Ax, x〉
= 2n+1(detA)〈x,Ax〉
= 2n+1(detA)F (x)
= 2n+1(detA) c
ed anche
||∇F (x)|| = 2 ||Ax||
da cui
K(x) = (−1)n−1 〈∇F (x), H
]
F (x)∇F (x)〉
||∇F (x)||n+1
= (−1)n−1 2
n+1(detA) c
2n+1 ||Ax||n+1
= (−1)n−1 (detA) c||Ax||n+1 ,
come richiesto.
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2Come corollario abbiamo:
Proposizione 5.10. Sia A una matrice reale simmetrica di ordine
n Sia x0 ∈ Rn \ {0} un autovettore di A con relativo autovalore (reale)
λ 6= 0. La curvatura dell’ipersupeficie di equazione
〈x,Ax〉 = 〈x0, Ax0〉
nel punto x0 vale
K(x0) = (−1)n−1 (detA) sgnλ
λn ||x0||n−1
dove sgnλ è rappresenta la funzione segno
sgnλ =
 1 se λ > 00 se λ = 0−1 se λ < 0 .
Dimostrazione. Per la proposizione precedente
K(x0) = (−1)n−1 (detA)〈x0, Ax0〉||Ax0||n+1
.
Essendo Ax0 = λx0 abbiamo
K(x0) = (−1)n−1 (detA)〈x0, λ x0〉||λx0||n+1
= (−1)n−1 (detA)λ ||x||
2
|λ|n+1 ||x0||n+1
= (−1)n−1 λ|λ|
(detA)
|λ|n ||x0||n−1
= (−1)n−1 (detA) sgnλ|λ|n ||x0||n−1
,
ossia la tesi.
2
Esempio 5.3. La curvatura totale di un ellissoide nello spazio or-
dinario di equazione
x2
a2
+
y2
b2
+
z2
c2
= 1
nei punti (±a, 0, 0), (0,±b, 0) e (0, 0,±c) vale rispettivamente
a2
b2c2
,
b2
a2c2
,
c2
a2b2
.
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2.3. Ipersuperfici cartesiane. In questa sezione studieremo le
curvature delle ipersuperficie in forma cartesiana.
Dal teorema 5.6 e dalla proposizione 1.11 otteniamo l’enunciato
seguente.
Proposizione 5.11. Sia (S,N) una ipersuperficie orientata carte-
siana di equazione
f(x1, . . . , xn−1)− xn = 0
(quindi se N = (N1, . . . , Nn) abbiamo Nn < 0).
Allora le curvature principali della ipersuperficie nel punto x =
(x1, . . . , xn) ∈ S sono
k1 = − λ1√
1 + ||∇f(x)||2
, . . . , kn−1 = − λn−1√
1 + ||∇f(x)||2
,
dove λ1, . . . , λn−1 sono le radici del polinomio
det
(
Hf (x)− t (In−1 +∇f(x).∇f(x)
)
dove Hf (x) indica la matrice Hessiana della funzione f e
∇f(x).∇f(x) =

(
∂f(x)
∂x1
)2
. . .
∂f(x)
∂x1
∂f(x)
∂xn−1
... . . .
...
∂f(x)
∂xn−1
∂f(x)
∂x1
. . .
(
∂f(x)
∂xn−1
)2
 .
La curvatura media H e la curvatura totale K sono date dalle
formule
(n− 1)H = Hf
(
x,∇f(x))−∆f(x)(1 + ||∇f(x)||2)(
1 + ||∇f(x)||2)3/2
e
K = (−1)n−1 detHf (x)(
1 + ||∇f(x)2||)n+12 .
2.4. Ipersuperfici parametriche.
Definizione 5.18. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una ipersu-
perficie.
Un’applicazione differenziabile
h = (h1, . . . , hn) : D → Ω,
dove D ⊂ Rn−1 si dice parametrizzazione locale o semplicemente para-
metrizzazione dell’ipersuperficie S se verifica le proprietà seguenti:
• h(D) ⊂ S;
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• per ogni u ∈ D la matrice Jacobiana
∂h1(u)
∂u1
. . .
∂h1(u)
∂un−1
... · · · ...
∂hn(u)
∂u1
. . .
∂hn(u)
∂un−1

ha rango massimo n− 1.
Per α = 1, . . . , n− 1 indicheremo con huα il vettore di componenti
∂hi
∂uα
, i = 1, . . . , n
e analogamente se β = 1, . . . , n− 1 indicheremo con huαuβ il vettore di
componenti
∂2hi
∂uα∂uβ
, i = 1, . . . , n.
Proposizione 5.12. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una
ipersuperficie. Sia
h = D → Ω
una parametrizzazione locale di S.
Per ogni u ∈ D, posto x = h(u) ∈ S, i vettori
hu1(u), . . . , hun−1(u)
formano una base di TxS.
Dimostrazione. Sia F un’equazione locale di S in x. Allora,
essendo h(D) ⊂ S abbiamo
F ◦ h ≡ 0.
Derivando rispetto ad uα si ottiene
0 =
n∑
i=1
∂F
(
h(u)
)
∂xi
∂hi(u)
∂uα
=
〈∇F(h(u)), huα(u)〉,
ossia, per definizione, per ogni u ∈ D, posto x = h(u) abbiamo
huα ∈ TxS.
per definizione di parametrizzazione locale i vettori hu1(u), . . . , hun−1(u)
sono linearmente indipendenti. Poinché TxS ha dimensione proprio
n − 1 ne segue che i vettori hu1(u), . . . , hun−1(u) formano una base di
TxS.
2
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Definizione 5.19. Sia (S,N) una ipersuperficie orientata e sia h
una parametrizzazione (locale) di S. Diremo che la parametrizzazione
h è compatibile con l’orientazione (indotta da) N se per ogni u ∈ D i
vettori
hu1(u), . . . , hun−1(u), N
(
h(u)
)
formano una base di Rn orientata positivamente.
Diremo allora che h è una parametrizzazione della superficie orien-
tata (S,N).
Definizione 5.20. Sia h una parametrizzazione locale della iper-
superficie S. Per α, β = 1, . . . , n− 1 le quantità
Eαβ = IS
(
h, huα , huβ
)
=
〈
huα , huβ
〉
si dicono coefficienti di Gauss della prima forma fondamentale di S,
ossia (Eαβ) è la matrice associata alla prima forma fondamentale della
ipersuperficie S rispetto alla base hu1 , . . . , hun−1 .
Osservazione 5.3. La matrice (Eαβ) dei coefficienti di Gauss della
prima forma fondamentale coincide con la gramiana associata ai vettori
hu1 , . . . , hun−1 .
Definizione 5.21. Siano x1, . . . , xn−1 ∈ Rn, dove
xi = (xi1, . . . , xin).
Indicheremo con
x1 ∧ . . . ∧ xn−1
il vettore che si ottiene sviluppando formalmente il determinante
det

x1 1 . . . x1n
... . . .
...
xn−1 1 . . . xn−1n
e1 . . . en

rispetto all’ultima riga, dove e1, . . . , en sono i vettori della base canonica
di Rn.
Osservazione 5.4. Dati x1, . . . , xn−1 ∈ Rn, posto x = x1 ∧ . . . ∧
xn−1 abbiamo
(1) per i = 1, . . . , n− 1 abbiamo 〈x, xi〉 = 0;
(2) x = 0 se, e solo se, x1, . . . , xn−1 sono linearmente dipendenti;
(3) se x1, . . . , xn−1 sono linearmente indipendenti allora x1, . . . , xn−1, x
formano una base di Rn orientata positivamente.
(4) abbiamo
||x||2 = G(x1, . . . , xn−1),
doveG(x1, . . . , xn−1) è il gramiano associato ai vettori x1, . . . , xn−1.
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Definizione 5.22. Sia h una parametrizzazione locale della iper-
superficie orientata (S,N). Per α, β = 1, . . . , n− 1 le quantità
eαβ = IIS
(
h, huα , huβ
)
si dicono coefficienti di Gauss della seconda forma fondamentale di S,
ossia (eαβ) è la matrice associata alla seconda forma fondamentale della
ipersuperficie S rispetto alla base hu1 , . . . , hun−1 .
Teorema 5.7. Sia h : D → Ω una parametrizzazione locale di
una ipersuperficie orientata (S,N) nell’aperto Ω ⊂ Rn. e per α, β =
1, . . . , n− 1 abbiamo
eαβ = IIS(h, huα , huβ) = 〈N ◦ h, huαuβ〉 = −〈(N ◦ h)uα , huβ〉.
Dimostrazione. Sia u0 ∈ D e sia x0 = h(u0) ∈ S. Sia F una
parametrizzazione locale di S attorno a x0. Per la proposizione 2.3
abbiamo
−HF
(
h, huα , hβ
)
= 〈(∇F ) ◦ h, huαuβ〉
e quindi, in un opportuno intorno di u0 abbiamo
eαβ = IIS
(
h, huα , huβ
)
= − 1||(∇F ) ◦ h||HF
(
h, huα , huβ
)
=
1
||(∇F ) ◦ h|| 〈(∇F ) ◦ h, huαuβ〉
= 〈N ◦ h, huαuβ〉.
Essendo u0 ∈ D arbitrario abbiamo quindi
eαβ = IIS(h, huα , huβ) = 〈N ◦ h, huαuβ〉.
Osserviamo infine che
〈N ◦ h, huβ〉 = 0.
Derivando rispetto a uα si ottiene
0 = 〈(N ◦ h)uα , huβ〉,+〈N ◦ h, huαuβ〉
ossia la tesi.
2
Teorema 5.8. Sia h una parametrizzazione locale di una ipersu-
perficie orientata (S,N) nell’aperto Ω ⊂ Rn. Sia
G = G
(
hu1 , . . . , hun−1
)
.
Definiamo quindi
N˜ = hu1 ∧ . . . ∧ hun−1 .
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e per α, β = 1, . . . , n− 1
e˜αβ = 〈N˜ , huα uβ〉 = det

h1u1 . . . h
n
u1... . . .
...
h1un−1 . . . h
n
un−1
h1uαuβ . . . h
n
uαuβ
 .
Allora
N ◦ h = 1√
G
N˜
e per α, β = 1, . . . , n− 1
eαβ =
1√
G
e˜αβ.
Dimostrazione. Sia u0 ∈ D arbitrario e sia x0 = h(u0) ∈ S. Sia
F un’equazione locale di S in x0 compatibile con N .
I vettori N(u0) e N˜(u0) sono entrambi ortogonali allo spazio Tx0S.
Inoltre hu1(u0), . . . , hun−1(u0), N(x0) e hu1(u0), . . . , hun−1(u0), N˜(u0)
sono basi di Rn equiorientate, quindi
N˜(u0) = aN(x0)
con a > 0. Prendendo le norme si ottiene
a = ||N˜ || =
√
G
da cui si ottiene
N˜(u0) = aN(x0) =
√
GN(x0).
La composizione F ◦ h è identicamente nulla. Per il teorema prece-
dente abbiamo √
Geαβ =
√
GIIS
(
h, huα , huβ
)
=
√
G〈N ◦ h, huαuβ〉
= 〈N˜ ◦ h, huαuβ〉
= e˜αβ.
2
Teorema 5.9. Sia h una parametrizzazione locale di una ipersu-
perficie orientata (S,N) nell’aperto Ω ⊂ Rn. Sia
G = G
(
hu1 , . . . , hun−1
)
e siano A = (Eαβ) e B = (eαβ) i coefficienti di Gauss della prima e
della seconda forma fondamentale. Poniamo inoltre B˜ = (e˜αβ) dove
e˜αβ =
√
Geαβ.
Allora:
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(1) le curvature principali sono
k1 =
λ1√
G
, . . . , kn−1 =
λn−1√
G
dove λ1, . . . , λn sono le radici del polinomio
det(B˜ − t A);
(2) la curvatura media e totale sono date dalle formule
(n− 1)H = Tr(A
]B˜)
G3/2
,
K =
det B˜
G
n+1
2
,
dove A] è la matrice dei cofattori di A.
Dimostrazione. La dimostrazione è conseguenza diretta della pro-
posizione 1.9.
2
2.5. Curve piane. Sia Ω ⊂ R2 un aperto nel piano e sia (S,N)
una ipersuperficie orientata in Ω.
Allora la dimensione di S è 1 e S ammette un’unica curvatura
principale che coincide sia con la curvatura media che la con curvatura
di Gauss.
Ogni parametrizzazione locale di S è una curva regolare.
Proposizione 5.13. Sia Ω ⊂ R2 e sia sia (S,N) una ipersuperficie
orientata in Ω.
Sia α : I → S ⊂ R2 una curva regolare che sia una parametrizza-
zione di S compatibile con l’orientazione.
Indicata con k : I → R la curvatura della curva α e con K : S → R
la curvatura (principale, media, totale) della ipersuperficie S, abbiamo
allora
k = K ◦ α.
Dimostrazione. Per ogni x ∈ S e per ogni ξ ∈ TxS abbiamo
dunque
IIS(x, ξ) = K(x) ||ξ||2 .
Per il teorema 5.7 allora
K
(
α(t)
) ||α′(t)||2 = IIS(α(t), α′(t)) = 〈N(α(t)), α′′(t)〉.
Indichiamo con Tα, Nα il sistema di riferimento di Frenet associato alla
curva α. Osserviamo che sia
Tα(t), Nα(t)
che
Tα(t), N
(
α(t)
)
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sono basi ortonormali di R2 orientate positivamente. Necessariamente
deve allora essere
Nα(t) = N
(
α(t)
)
Abbiamo allora
α′(t) = ||α′(t)||Tα(t)
e, per le formule di Frenet,
α′′(t) =
d
dt
(||α′(t)||)Tα(t) + ||α′(t)|| T ′α(t)
=
d
dt
(||α′(t)||)Tα(t) + ||α′(t)||2 k(t)Nα(t)
=
d
dt
(||α′(t)||)Tα(t) + ||α′(t)||2 k(t)N(α(t)).
Essendo 〈
N
(
α(t)
)
, Tα(t)
〉
= 0
e 〈
N
(
α(t)
)
, N
(
α(t)
)〉
= 1
otteniamo quindi
K
(
α(t)
) ||α′(t)||2 = 〈N(α(t)), α′′(t)〉
=
d
dt
(||α′(t)||)〈N(α(t)), Tα(t)〉
+ ||α′(t)||2 k(t)〈N(α(t)), N(α(t))〉
= ||α′(t)||2 k(t).
Dividendo per ||α′(t)||2 si ottiene
K
(
α(t)
)
= k(t).
ossia la tesi.
2
Dal teorema 5.6 si ricava immediatamente la proposizione seguente.
Proposizione 5.14. Sia F l’equazione di una ipersuperficie orien-
tata (S,N) in un aperto Ω ⊂ R2.
La curvatura totale K (ovvero media, principale) di S si trova
mediante la formula
K = −
∂2F
∂x
(
∂F
∂y
)2
− 2 ∂
2F
∂x∂y
∂F
∂x
∂F
∂y
+
∂2F
∂y
(
∂F
∂x
)2
((
∂F
∂x
)2
+
(
∂F
∂y
)2)3/2
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CAPITOLO 6
Superfici nello spazio ordinario
1. Generalità
1.1. Classificazione. Sia S una superficie nello spazio ordinario
R3 e sia x ∈ S un punto. Sia N una mappa di Gauss locale definita in
un intorno di x e sia IIS la seconda forma fondamentale associata.
Definizione 6.1. Il punto x ∈ S si dice:
• ellittico se IIS(x, )˙ è una forma quadratica definita su TxS;
• iperbolico se IIS(x, )˙ è una forma quadratica non degenere
indefinita su TxS;
• parabolico se IIS(x, )˙ è una forma quadratica degenere non
nulla;
• piatto se IIS(x, )˙ è identicamente nulla;
Osservazione 6.1. La classificazione non dipende dalla scelta della
mappa di Gauss N .
Proposizione 6.1. Sia S, x, N come nella definizione. Siano H
ed K le curvatura media e totale della superficie S. Allora il punto x è
• ellittico ⇐⇒ K(x) > 0;
• iperbolico ⇐⇒ K(x) < 0;
• parabolico ⇐⇒ K(x) = 0 e H(x) 6= 0;
• piatto ⇐⇒ K(x) = H(x) = 0.
Dimostrazione. Siano k1 e k2 le curvature principali di S nel
punto x. Allora
2H(x) = k1 + k2,
K(x) = k1k2.
La seconda forma fondamentale è non degenere se, e solo se, en-
trambi k1 e k2 sono diversi da zero ossia se, e solo se, K(x) 6= 0.
Il punto x è ellittico se, e solo se, la seconda forma fondamentale è
definita ossia se è non degenere e k1 e k2 hanno lo stesso segno, ossia
se, e solo se, K(x) > 0.
Il punto x è iperbolico se, e solo se, la seconda forma fondamentale
è non degenere ed indefinita ossia se k1 e k2 sono non nulli e hanno
segno contrario, ossia se, e solo se, K(x) < 0.
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Il punto x è parabolico se, e solo se, la seconda forma fondamentale
è degenere ed non identicamente nulla, ossia se tra k1 e k2 solo uno è
nullo, ossia se, e solo se, K(x) = 0 e H(x) 6= 0.
Il punto x è piatto se, e solo se, la seconda forma fondamentale è
identicamente nulla, ossia se k1 e k2 sono entrambi nulli, ossia se, e solo
se, K(x) = 0 e H(x) = 0.
2
1.2. La curvatura normale. Sia Ω ⊂ R3 un aperto e sia (S,N)
una superficie orientata in Ω.
Definizione 6.2. Sia
α : I → R3
una curva regolare tale che α(I) ⊂ S.
Si dice curvatura normale della curva α la funzione kn : I → R
definita da
kn =
1
||α′||2 〈N ◦ α, α
′′〉.
Osservazione 6.2. Cambiando segno alla mappa di Gauss N la
curvatura normale cambia segno.
La curvatura è un invariante geometrico. Infatti abbiamo la propo-
sizione seguente.
Proposizione 6.2. Sia α : I → S una curva regolare e sia β =
α ◦ ϕ : J → S una curva geometricamente equivalente ad α. Allora,
indicate con kαn e kβn le rispettive curvature normali abbiamo
kβn = k
α
n ◦ ϕ.
Dimostrazione. Abbiamo
β′(t) = ϕ′(t)α′
(
ϕ(t)
)
,
β′′(t) = ϕ′′(t)α′
(
ϕ(t)
)
+ ϕ′(t)2α′′
(
ϕ(t)
)
,
da cui
||β′(t)||2 = ϕ′(t)2 ∣∣∣∣α′(ϕ(t))∣∣∣∣2
e 〈
N
(
β(t)
)
, β′′(t)
〉
= ϕ′′(t)
〈
N
(
α(ϕ(t))
)
, α′
(
ϕ(t)
)〉
+ϕ′(t)2
〈
N
(
α(ϕ(t))
)
, α′′
(
ϕ(t)
)〉
= ϕ′(t)2
〈
N
(
α(ϕ(t))
)
, α′′
(
ϕ(t)
)〉
,
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da cui
kβn(t) =
1
||β′(t)||2
〈
N
(
β(t)
)
, β′′(t)
〉
=
1
ϕ′(t)2
∣∣∣∣α′(ϕ(t))∣∣∣∣2ϕ′(t)2〈N(α(ϕ(t))), α′′(ϕ(t))〉
=
1∣∣∣∣α′(ϕ(t))∣∣∣∣2〈N(α(ϕ(t))), α′′(ϕ(t))〉
= kαn
(
ϕ(t)
)
,
ossia la tesi.
2
Proposizione 6.3. Sia α : I → S una curva regolare e sia t0 ∈ I.
Sia k : I → R la curvatura della curva t. Se k(t0) = 0 allora anche
kn(t0) = 0.
Dimostrazione. Se la curva è regolare allora
α′(t0) 6= 0.
Se k(t0) = 0 allora α′(t0) e α′′(t) sono linearmente dipendenti e quindi
esiste c ∈ R tale che
α′′(t0) = c α′(t0).
Abbiamo quindi〈
N
(
α(t0)
)
, α′′(t0)
〉
= c
〈
N
(
α(t0)
)
, α′(t0)
〉
= 0,
da cui
kn(t0) =
1
||α′(t)||2
〈
N
(
α(t0)
)
, α′′(t0)
〉
= 0.
2
Proposizione 6.4. Sia α : I → S una curva biregolare. Sia k la
curvatura di α e sia T ,ν, B il sistema di riferimento di Frenet di α.
Allora vale la formula
kn = k 〈N ◦ α, ν〉.
Dimostrazione. Per la proposizione 6.2 non è restrittivo supporre
che la curva α sia parametrizzata d’arco, ossia che ||α′|| = 1. Abbiamo
allora
α′ = T
e, per le formule di Frenet,
T ′ = k ν,
da cui
α′′ = k ν.
Abbiamo quindi
kn = 〈N ◦ α, α′′〉 = 〈N ◦ α, k ν〉 = k 〈N ◦ α, ν〉,
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come richiesto.
2
Proposizione 6.5. Sia α : I → S una curva parametrizzata d’arco
e sia kn la curvatura normale di α. Per ogni t ∈ I sia α// la proiezione
ortogonale di α′′ su Tα(t)S. Allora
α′′ = knN ◦ α + α//
Dimostrazione. Per ogni t ∈ I lo spazio R3 è somma ortogonale
di Tα(t)S e della retta generata da N
(
α(t)
)
. Esiste quindi una funzione
c : I → R tale che
α′′ = cN ◦ α + α//.
Moltiplicando scalarmente per N ◦ α si ottiene
kn = 〈N ◦ α, α′′〉 = 〈N ◦ α, cN ◦ α〉+ 〈N ◦ α, α//〉 = c,
da cui la tesi.
2
Definizione 6.3. Sia α : I → S una curva biregolare. Siano k
e T, ν, B rispettivamente la curvatura ed il sistema di riferimento di
Frenet di α. Si dice centro di curvatura della curva α il vettore
1
k
ν.
Detta kn la curvatura normale di α, se kn 6= 0 si dice centro di
curvatura normale della curva α il vettore
1
kn
N ◦ α.
Proposizione 6.6. Sia α : I → S una curva biregolare e suppo-
niamo che la curvatura normale kn di α sia non nulla. Per ogni t ∈ I
il centro di curvatura della curva α è la proiezione ortogonale del suo
centro di curvatura normale sul corrispondente piano osculatore.
Dimostrazione. Siano k e T, ν, B rispettivamente la curvatura ed
il sistema di riferimento di Frenet di α. Poiché T e ν formano una base
ornonormale del piano osculatore, la proiezione ortogonale v del centro
di curvatura normale
1
kn
N ◦ α
è
v =
〈
1
kn
N ◦ α, T
〉
T +
〈
1
kn
N ◦ α, ν
〉
ν =
1
kn
〈N ◦ α, ν〉ν.
Per la proposizione 6.4 abbiamo
kn = k 〈N ◦ α, ν〉,
da cui segue che
v =
1
kn
〈N ◦ α, ν〉ν = 1
k
ν,
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ossia la tesi.
2
Teorema 6.1. Sia α : I → S una curva regolare. Allora vale la
formula
kn =
IIS(α, α
′)
IS(α, α′)
Dimostrazione. Sia t0 ∈ I e sia x0 ∈ S. Sia F un’equazione
locale per S in x0 compatibile con N .
In un intorno di t0 in I abbiamo
F ◦ α = 0
Per la proposizione 2.3 (ossia derivando due volte rispetto a t)
〈∇F ◦ α, α′′〉 = −HF (α, α′).
Dividendo per ||∇F ◦ α|| si ottiene
〈N ◦ α, α′′〉 = IIS(α, α′).
Poiché
||α′||2 = IS(α, α′)
otteniamo
kn =
1
||α′||2 〈N ◦ α, α
′′〉 = IIS(α, α
′)
IS(α, α′)
.
Essendo t0 ∈ I arbitrario la tesi è dimostrata.
2
Come corollario otteniamo il teorema di Meusnier.
Teorema 6.2. Siano α, β : I → S due curve regolari e siano kαn e
kβn le rispettive curvature normali.
Se per un certo t0 ∈ I abbiamo
α(t0) = β(t0)
e per un opportuno c ∈ R
α′(t0) = c β′(t0)
allora
kαn(t0) = k
β
n(t0).
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Dimostrazione. Per il teorema precedente abbiamo
kαn(t0) =
IIS
(
α(t0), α
′(t0)
)
IS
(
α(t0), α′(t0)
)
=
IIS
(
β(t0), c β
′(t0)
)
IS
(
β(t0), c β′(t0)
)
=
c2 IIS
(
β(t0), β
′(t0)
)
c2 IS
(
β(t0), β′(t0)
)
=
IIS
(
β(t0), β
′(t0)
)
IS
(
β(t0), β′(t0)
)
= kβn(t0),
ossia la tesi.
2
Il teorema 6.1 giustifica la definizione seguente.
Definizione 6.4. Sia (S,N) una superficie orientata. Sia x ∈ S e
sia ξ ∈ TxS \{0}. Si dice curvatura normale si S in x lungo la direzione
ξ la quantità
kn(x, ξ) =
IIS(x, ξ)
IS(x, ξ)
.
Se kn(x, ξ) 6= 0 il punto
x+
1
kn(x, ξ)
N(x)
si dice centro di curvatura normale e la sfera di tale centro e raggio
R =
1
|kn(x, ξ)|
si dice sfera osculatrice della superficie S nel punto x lungo la direzione
ξ.
Osservazione 6.3. Il teorema di Meusnier può essere enunciato
dicendo che kn(x, ξ) è la curvatura normale in t di ogni curva α : I → S
che all’istante t ∈ I passa per x e che abbia velocità α′(t) proporzionale
a ξ.
Proposizione 6.7. Sia (S,N) una superficie orientata. Sia x ∈ S
e supponiamo che ξ sia direzione principale di con curvatura principale
associata k1. Allora
kn(x, ξ) = k1.
Dimostrazione. Abbiamo infatti
kn(x, ξ) =
IIS(x, ξ)
IS(x, ξ)
=
k1 IS(x, ξ)
IS(x, ξ)
= k1.
2
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Vale il seguente teorema di Eulero.
Teorema 6.3. Sia (S,N) una superficie orientata e sia x ∈ S.
Siano ξ1 e ξ2 una base ortogonale di TxS formata da direzioni principali
e siano k1 e k2 le rispettive curvature principali.
Sia ξ ∈ TxS \ {0} e sia θ l’angolo formato tra ξ e ξ1. Allora
kn(x, ξ) = k1 cos
2 θ + k2 sin
2 θ.
Dimostrazione. Non è restrittivo supporre che
||ξ|| = ||ξ1|| = ||ξ2|| = 1.
Abbiamo allora
ξ = cos θ ξ1 + sin θ ξ2
e quindi, utilizzando la proposizione precedente,
kn(x, ξ) = IIS(x, ξ)
= cos2 θ IIS(x, ξ1) + sin
2 θ IIS(x, ξ2)
= cos2 θ kn(x, ξ1) + sin
2 θ kn(x, ξ1)
= cos2 θ k1 + sin
2 θ k2,
che equivale alla tesi.
2
Come conseguenza del teorema di Eulero abbiamo
Proposizione 6.8. Sia (S,N) una superficie orientata e sia x ∈ S.
Siano k1 e k2 le curvature principali in x. Per ogni ξ ∈ TxS \ {0}
abbiamo
k1 ≤ kn(x, ξ) ≤ k2.
Dimostrazione. Per il teorema di Eulero abbiamo Siano ξ1 e ξ2
direzioni principali ortogonali corrispondenti a k1 e k2 e sia θ l’angolo
formato tra ξ e ξ1. Per il teorema di Eulero
kn(x, ξ) = k1 cos
2 θ + k2 sin
2 θ.
Essendo cos2 θ ≥ 0, sin2 θ ≥ 0 e cos2 θ+sin2 θ = 1 segue elementarmente
la disuguaglianza cercata.
2
Osservazione 6.4. Dalle proposizioni 6.7 e 6.8 segue che le curva-
ture principali in un punto x ∈ S sono il massimo ed il minimo delle
curvature normali rispetto a tutti i vettori ξ ∈ TxS \ {0}. Il minimo ed
il massimo è assunto sulle direzioni principali.
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1.3. Sezioni piane.
Definizione 6.5. Sia pi ⊂ R3 un piano. Si dice giacitura di pi il
piano pˆi parallelo a pi passante per l’origine di R3.
Osservazione 6.5. La giacitura pˆi di un piano pi ⊂ R3 è un sotto-
spazio vettoriale di R3 di dimensione 2.
Proposizione 6.9. Sia S una superficie e sia x ∈ S. Sia pi un
piano passante per x la cui giacitura pˆi sia distinta dal piano tangente
TxS. Allora S∩pi è in un intorno di x il sostegno di una curva regolare
α :]− ε, ε[→ S]− ε, ε[
tale che α(0) = x.
Dimostrazione. È un’applicazione standard del teorema del Dini
sulla funzione implicita.
2
Definizione 6.6. Con le notazioni della proposizione precedente
diremo che la curva α è la sezione della superficie S con il piano pi (in
x).
La curvatura della sezione S ∩ pi in x è la curvatura della curva α
in 0 ∈]− ε, ε[.
Definizione 6.7. Sia S una superficie e sia pi ⊂ R3 un piano.
Diremo che il piano pi è normale alla superficie S in x se x ∈ S ∩ pi e
la retta passante per x normale alla superficie S in x è contenuta in pi.
Definizione 6.8. Sia S una superficie. Per ogni x ∈ S e per ogni
ξ ∈ TxS \ {0} indicheremo con
pi(x, ξ)
l’unico piano normale alla superficie S in x tale che la retta passante
per x e parallela al vettore ξ sia contenuta in pi(x, ξ). L’intersezione
S ∩ pi(x, ξ)
si dice sezione normale della superficie S nel punto x lungo la direzione
ξ.
Esercizio 6.1. Sia S una superficie. Siano x ∈ S e ξ ∈ TxS \
{0}. Mostrare che la sezione normale di S in x lungo la direzione ξ
è in un intorno di x il sostegno di una curva regolare la cui curvatura
coincide con il valore assoluto della curvatura normale di S in x lungo
la direzione ξ.
Più in generale abbiamo la proposizione seguente.
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Proposizione 6.10. Sia S una superficie e sia x ∈ S. Sia pi un
piano passante per x la cui giacitura pˆi sia distinta dal piano tangente
TxS. Se ξ ∈ TxS ∩ pˆi \ {0} e γ è l’angolo formato dai piani TxS e pˆi
allora la curvatura della sezione di S ∩ pi in x è il valore assoluto di
kn(x, ξ)
sin γ
.
Dimostrazione. Sia α :] − ε, ε[→ S una parametrizzazione della
sezione S ∩ pi tale che α(0) = x. Allora kn(x, ξ) è la curvatura normale
della curva α in 0. Per la proposizione 6.3 se k = 0 allora anche
kn(x, ξ) = 0 ed in questo caso l’uguaglianza
k =
kn(x, ξ)
sin γ
è evidente.
Supponiamo quindi che k 6= 0. Osserviamo che pˆi è il piano oscula-
tore della curva α in ogni suo punto. Per la proposizione 6.6 il centro di
curvatura della curva α è la proiezione ortogonale su pˆi del suo centro
di curvatura normale, da cui la tesi.
2
Corollario 6.1. Sia S una superficie e sia x ∈ S. Sia pi un piano
passante per x la cui giacitura pˆi sia distinta dal piano tangente TxS e
sia ξ ∈ TxS ∩ pˆi \ {0}. Siano k e kn le curvature in x rispettivamente
della sezione S ∩pi e della sezione normale S ∩pi(x, ξ). Se γ è l’angolo
formato tra il piano tangente TxS e la giacitura pˆi del piano pi allora
k =
kn
sin γ
.
Come conseguenza del teorema precedente e del teorema di Eulero
segue la proposizione seguente.
Proposizione 6.11. Sia S una superficie e sia x ∈ S e sia Sia
ξ1, ξ2 una base ortogonale de piano tangente TxS formata da direzioni
principali con curvature principali associate k1 e k2.
Sia pi un piano passante per x la cui giacitura pˆi sia distinta dal
piano tangente TxS e sia ξ ∈ TxS ∩ pˆi \ {0}.
Sia θ l’angolo formato dai vettori ξ e ξ1 e sia γ l’angolo formato
tra il piano tangente TxS e la giacitura pˆi del piano pi.
Allora la curvature della sezione S∩pi in 0 è il valore assoluto della
quantità
k1 cos
2 θ + k2 sin
2 θ.
sin γ
1.4. Formulario.
Proposizione 6.12. Sia (S,N) una superficie orientata in un aper-
to dello spazio R3 e siano H e K le curvature rispettivamente media e
totale.
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Allora le curvature principali di S sono date dalle formule
k1 = H −
√
H2 −K,
k2 = H +
√
H2 −K.
Proposizione 6.13. Sia (S,N) una superficie orientata in un aper-
to dello spazio R3 di equazione
F (x, y, z) = 0.
Allora la curvatura media è
2H =
S
(F 2x + F
2
y + F
2
z )
3/2
,
dove
S = −[(Fyy + Fzz)F 2x + (Fzz + Fxx)F 2y + (Fxx + Fyy)F 2z ]
+2 (FxyFxFy + FxzFxFz + FyzFyFz)
e la curvatura totale è
K =
T
(F 2x + F
2
y + F
2
z )
2
,
dove
T = (FyyFzz − F 2yz)F 2x + (FzzFxx − F 2zx)F 2y + (FxxFyy − F 2xy)F 2z
+2 (FxzFyz − FxyFzz)FxFy
+2 (FyxFzx − FyzFxx)FyFz
+2 (FzyFxy − FzxFyy)FzFx.
Proposizione 6.14. Sia (S,N) una ipersuperficie orientata carte-
siana di equazione
f(x, y)− z = 0
(quindi se N = (N1, N2, N3) abbiamo N3 < 0).
Allora la curvatura media è
2H = −fyy(1 + f
2
x)− 2 fxyfxfy + fxx(1 + f 2y )
(1 + f 2x + f
2
y )
3/2
,
e la curvatura totale è
K =
fxxfyy − f 2xy
(1 + f 2x + f
2
y )
2
.
Proposizione 6.15. Sia (S,N) una superficie orientata in un aper-
to dello spazio R3. Sia h = (h1, h2, h3) : D → S una parametrizzazione
locale per S, dove D ⊂ R2 è un aperto.
Siano E,F,G ed e, f, g i coefficienti di Gauss rispettivamente della
prima e della seconda forma fondamentale associata alla parametrizza-
zione h e siano H e K le curvature rispettivamente media o totale (di
Gauss) di S.
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Definiamo
N˜ = hu ∧ hv,
e˜ = 〈N˜ , huu〉 = det
 h1u h2u h3uh1v h2v h3v
h1uu h
2
uu h
3
uu
 ,
f˜ = 〈N˜ , huv〉 = det
 h1u h2u h3uh1v h2v h3v
h1uv h
2
uv h
3
uv
 ,
g˜ = 〈N˜ , hvv〉 = det
h1u h2u h3uh1v h2v h3v
h1vv h
2
vv h
3
vv
 .
Allora
E = 〈hu, hu〉 = ||hu||2 ,
F = 〈hu, hv〉,
G = 〈hv, hv〉 = ||hv||2 ,
e =
e˜√
EG− F 2 ,
f =
f˜√
EG− F 2 ,
g =
g˜√
EG− F 2 ,
N ◦ h = 1√
EG− F 2 N˜ ,
2H =
e˜G− 2f˜F + g˜E
(EG− F 2)3/2
K =
e˜g˜ − f˜ 2
(EG− F 2)2 .
Esercizio 6.2. Sia E l’ellisse di equazione
x2
a2
+
y2
b2
= 1
dove a, b > 0 sono le lunghezze dei semiassi, orientata con la normale
interna.
Mostrare che nei punti (±a, 0) e (0,±b) la curvatura di E vale
rispettivamente
a
b2
e
b
a2
.
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2. Argomenti scelti
2.1. Teorema di Gauss per superfici piatte. Sia h : D → S
una parametrizzazione locale di una superficie S nello spazio ordinario.
In questa sezione mostreremo che se i coefficienti di Gauss della
prima forma fondamentale di S associati ad h sono costanti allora in
ogni punto x ∈ h(D) ⊂ S la curvatura di Gauss è nulla.
Questo risultato è un caso particolare del teorema egregium di Gauss
sull’invarianza per isometrie della curvatura totale.
Indicheremo con E, F , G ed e, f , g i coefficienti rispettivamen-
te della prima e della seconda forma fondamentale di S associati alla
parametrizzazione h.
Ricordiamo infine che per la curvatura totale (o di Gauss) vale la
formula
K =
eg − f 2
EG− F 2 .
Introduciamo alcune notazioni valide per tutta la sezione.
Se f = f(u, v) è una funzione differenziabile poniamo
∂f
∂u
= fu,
∂f
∂v
= fv,
∂2f
∂u2
= fuu, . . . .
Sia N : D → IR3 definita da
N =
hu ∧ hv
||hu ∧ hv|| ,
Osserviamo che N è la composizione tra la mappa di Gauss locale
associata ad h e la parametrizzazione h stessa.
Ricordiamo che valgono le formule
E = 〈hu, hu〉, F = 〈hu, hv〉, G = 〈hv, hv〉,
e = 〈huu, N〉, f = 〈huv, N〉, g = 〈hvv, N〉.
Cominciamo con alcuni risultati ausiliari.
Proposizione 6.16. Se E, F e G sono costanti allora il prodotto
scalare di ciascuna delle quantità huu, huv e hvv con ciascuna delle
quantità hu ed hv è nullo.
Dimostrazione. Derivando E e G rispetto a u e v otteniamo
0 =
∂E
∂u
= 2〈huu, hu〉, 0 = ∂E
∂v
= 2〈huv, hu〉,
0 =
∂G
∂u
= 2〈hvu, hv〉, 0 = ∂G
∂v
= 2〈hvv, hv〉,
ossia
〈huu, hu〉 = 〈huv, hu〉 = 0,
〈huv, hv〉 = 〈hvv, hv〉 = 0.
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Derivando quindi F rispetto a u e v otteniamo infine
0 =
∂F
∂u
=
∂
∂u
〈hu, hv〉 = 〈huu, hv〉+ 〈hu, huv〉 = 〈huu, hv〉,
0 =
∂F
∂v
=
∂
∂v
〈hu, hv〉 = 〈huv, hv〉+ 〈hv, hvv〉 = 〈hv, hvv〉.
ossia
〈huu, hv〉 = 〈hv, hvv〉 = 0.
La dimostrazione è completa.
2
Proposizione 6.17. Se E, F e G sono costanti allora valgono le
identità
huu = eN,
huv = fN,
hvv = gN.
Dimostrazione. Consideriamo il vettore huu. Per la proposizione
6.16 abbiamo
〈huu, hu〉 = 〈huu, hv〉 = 0,
ossia il vettore huu è perpendicolare allo spazio tangente alla superficie
S in h(u, v).
Ne segue che necessariamente il vettore huu è proporzionale al vet-
tore N , ossia esiste una funzione a : U → IR tale che
huu = aN.
Moltiplicando scalarmente per N otteniamo
e = 〈huu, N〉 = 〈aN,N〉 = a〈N,N〉 = a,
da cui segue l’identità huu = eN .
Le altre due identità si dimostrano in modo analogo.
2
Proposizione 6.18. Vale l’identità
〈huu, hvv〉 − 〈huv, huv〉 = ∂
∂u
〈hu, hvv〉 − ∂
∂v
〈hu, huv〉.
Dimostrazione. Applicando due volte la formula di Leibniz ed il
fatto che le derivate parziali commutano abbiamo
〈huu, hvv〉 = ∂
∂u
〈hu, hvv〉 − 〈hu, huvv〉
=
∂
∂u
〈hu, hvv〉 − ∂
∂v
〈hu, huv〉+ 〈huv, huv〉,
che equivale alla tesi.
2
Dimostriamo ora il risultato principale della sezione:
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Teorema 6.4. Se E, F e G sono costanti allora K ◦ h ≡ 0.
Dimostrazione. È sufficiente provare che
eg − f 2 = 0.
Per la proposizione 6.17
〈huu, hvv〉 = 〈eN, gN〉 = eg〈N,N〉 = eg,
〈huv, huv〉 = 〈fN, fN〉 = f 2〈N,N〉 = f 2.
Per la proposizione 6.16
〈hu, hvv〉 = 〈hu, huv〉 = 0,
da cui, utilizzando la proposizione 6.18, otteniamo
eg − f 2 = 〈huu, hvv〉 − 〈huv, huv〉 = ∂
∂u
〈hu, hvv〉 − ∂
∂v
〈hu, huv〉 = 0,
ossia la tesi.
2
2.2. Superfici di rotazione. Consideriamo nel piano xz una cur-
va regolare di equazione parametrica(
f(t), g(t)
)
La superficie di rotazione (attorno all’asse z) associata è la superficie
avente come parametrizzazione
h(u, v) =
(
f(u) cos v, f(u) sin v, g(u)
)
.
Abbiamo
hu =
(
f ′(u) cos v, f ′(u) sin v, g′(u)
)
,
hv =
(−f(u) sin v, f(u) cos v, 0),
huu =
(
f ′′(u) cos v, f ′′(u) sin v, g′′(u)
)
,
huv =
(−f ′(u) sin v, f ′(u) cos v, 0),
hvv =
(−f(u) cos v,−f(u) sin v, 0).
I coefficienti della prima forma fondamentale sono
E = f ′(u)2 + g′(u)2,
F = 0,
G = f(u)2
e quindi √
EG− F 2 = f(u)
√
f ′(u)2 + g′(u)2
Per la seconda abbiamo
e˜ = f(u)
(
f ′(u)g′′(u)− g′(u)f ′′(u)),
f˜ = 0,
g˜ = f(u)2g′(u)
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e quindi
e =
f ′(u)g′′(u)− g′(u)f ′′(u)√
f ′(u)2 + g′(u)2
,
f = 0,
g =
f(u)g′(u)√
f ′(u)2 + g′(u)2
.
Essendo F = f = 0 le curvature principali sono
k1 =
e
E
=
f ′(u)g′′(u)− g′(u)f ′′(u)(
f ′(u)2 + g′(u)2
)3/2 ,
k2 =
g
G
=
g′(u)
f(u)
√
f ′(u)2 + g′(u)2
.
La curvatura totale K = k1k2 è
K =
g′(u)
(
f ′(u)g′′(u)− g′(u)f ′′(u))
f(u)
(
f ′(u)2 + g′(u)2
)2 .
Osservazione 6.6. La curvatura k1 coincide con la curvatura della
curva piana
(
f(t), g(t)
)
generatrice della superficie di rotazione.
Definizione 6.9. Sia S una superficie. Una parametrizzazione
locale h : D → S di S si dice conforme se i coefficienti di Gauss E,F
e G della prima forma fondamentale associati ad h verificano
E = G,
F = 0.
Teorema 6.5. Sia S ⊂ R3 una superficie di rotazione ottenuta
ruotando la curva nel piano y = 0 di equazione parametrica
I 3 t 7→ (f(t), 0, g(t))
con f(t) > 0. È possibile riparametrizzare localmente tale curva
J 3 t 7→ (f(α(t)), 0, g(α(t)))
con α′(t) > 0 in modo tale che la parametrizzazione di S definita da
(u, v) 7→ h(u, v) = (f(α(u)) cos(v), f(α(u)) sin(v), g(α(u)))
sia conforme.
Dimostrazione. Non è restrittivo supporre che la curva
t 7→ (f(t), 0, g(t))
sia parametrizzata d’arco, ossia che
f ′(t)2 + g′(t)2 = 1.
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Derivando rispetto ad u e v otteniamo
hu(u, v) =
(
f ′
(
α(u)
)
α′(u) cos(v), f ′
(
α(u)
)
α′(u) sin(v), g′
(
α(u)
)
α′(u)
)
,
hv(u, v) =
(−f(α(u)) sin(v), f(α(u)) cos(v), 0).
I coefficienti di Gauss della prima forma fondamentale sono
E = ||hu||2 = α′(u)2,
F = 0,
G = ||hv||2 = f
(
α(u)
)2
Se scegliamo come α(t) una soluzione dell’equazione differenziale
ordinaria
α′(t) = f
(
α(u)
)
otteniamo dunque una parametrizzazione conforme, come richiesto.
2
2.3. Eliche su superfici.
Proposizione 6.19. Sia S ⊂ R3 una superficie. Siano x0 ∈ S,
ξ ∈ TxS con ||ξ|| = 1, v ∈ R3 \ {0} e sia N una mappa di Gauss locale
per S attorno ad x.
Supponiamo che i vettori ξ, v e N(x) siano linearmente indipenden-
ti. Allora esiste ε > 0 ed una curva regolare
α :]ε, ε[:→ S
parametrizata d’arco tale che:
(1) α(0) = x0;
(2) α′(0) = ξ;
(3) la curva α è un’elica di asse v.
Dimostrazione. Poniamo x = (x1, x2, x3), ξ = (ξ1, ξ2, ξ3) e v =
(v1, v2, v3).
Sia F : U → R un’equazione locale per S attorno ad x. Definiamo
un’ applicazione
U × R3 3 (x1, x2, x3, X1, X2, X3) 7→ (y1, y2, y3) ∈ R3
ponendo
y1 =
∂F (x)
∂x1
X1 +
∂F (x)
∂x2
X2 +
∂F (x)
∂x3
X3,
y2 = v1X1 + v2X2 + vξ3X3,
y3 = X
2
1 +X
2
2 +X
2
3 .
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Allora abbiamo
∂y1
∂X1
∂y1
∂X2
∂y1
∂X3
∂y2
∂X1
∂y2
∂X2
∂y2
∂X3
∂y3
∂X1
∂y3
∂X2
∂y3
∂X3
 =

∂F (x)
∂x1
∂F (x)
∂x2
∂F (x)
∂x3
v1 v2 v3
2X1 2X2 2X3
 .
Per (x1, x2, x3, X1, X2, X3) = (x01, x02, x03, ξ1, ξ2, ξ3) abbiamo
y1 = 0,
y2 = v1 ξ1 + v2 ξ2 + vξ3 ξ3 = 〈v, ξ〉
y3 = ξ
2
1 + ξ
2
2 + ξ
2
3 = 1
e 
∂y1
∂X1
∂y1
∂X2
∂y1
∂X3
∂y2
∂X1
∂y2
∂X2
∂y2
∂X3
∂y3
∂X1
∂y3
∂X2
∂y3
∂X3
 =

∂F (x0)
∂x1
∂F (x0)
∂x2
∂F (x0)
∂x3
v1 v2 v3
2 ξ1 2 ξ2 2 ξ3
 .
Quest’ultima matrice è invertibile. Infatti il vettore(
∂F (x0)
∂x1
,
∂F (x0)
∂x2
,
∂F (x0)
∂x3
)
proporzionale a N(x0) e per ipotesi i vettori v, ξ ed N(x0) sono linear-
mente indipendenti.
Per il teorema del Dini, restringendo eventualmente l’intorno U di
x0, esistono funzioni
X = (X1, X2, X3) : U → R3
tale che
∂F (x)
∂x1
X1 +
∂F (x)
∂x2
X2 +
∂F (x)
∂x3
X3 = 0,
v1X1 + v2X2 + vξ3X3 = 〈v, ξ〉,
X21 +X
2
2 +X
2
3 = 1.
Sia quindi
α :]ε, ε[→ U
la soluzione del problema di Cauchy in U
x′1(t) = X1
(
x1(t), x2(t), x3(t)
)
,
x′2(t) = X2
(
x1(t), x2(t), x3(t)
)
,
x′3(t) = X3
(
x1(t), x2(t), x3(t)
)
,
x1(0) = x
0
1,
x2(0) = x
0
2,
x3(0) = x
0
3.
Mostreremo che α è la curva cercata.
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Mostriamo che α è parametrizzat d’arco. Abbiamo infatti (omet-
tendo gli argomenti delle funzioni)
||α′|| = X21 +X22 +X23 = 1.
Abbiamo inoltre
〈α′, v〉 = 〈ξ, v〉
e quindi la curva α è un’ elica di asse v.
Terminiamo la dimostrazione mostrando che (il sostegno di) α è
contenuta in S. È sufficiente mostrare che F ◦ α ≡ 0. Abbiamo
(F ◦ α)′ = 〈∇F ◦ α, α′〉 = ∂F (α)
∂x1
X1 +
∂F (α)
∂x2
X2 +
∂F (α)
∂x3
X3 = 0
e quindi F ◦ α è costante. Essendo F ◦ α(0) = F (x0) = 0 ne segue che
F ◦ α ≡ 0, come richiesto.
2
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CAPITOLO 7
Sottovarietà
1. Generalità
1.1. Sottovarietà.
Definizione 7.1. Siano A ⊂ Rn e B ⊂ Rm sottoinsiemi arbitrari
e sia
f : A→ B
un’applicazione. Diremo che f è differenziabile se per ogni x ∈ A esiste
un intorno aperto U di x in Rn ed un’applicazione
F : U → Rm
di classe C∞ (in senso ordinario) che coincide con la funzione f su
A ∩ U .
Per ogni A ⊂ Rn indicheremo con C∞(A) lo spazio di tutte le
funzioni differenziabili su su A a valori in R.
Definizione 7.2. Siano A ⊂ Rn e B ⊂ Rm sottoinsiemi. Un’ap-
plicazione differenziabile
f : A→ B
si dice diffeomorfismo se esiste
g : B → A
differenziabile tale che g ◦ f sia l’identità su A e f ◦ g sia l’identità su
B.
Definizione 7.3. Un sottoinsieme A ⊂ Rn si dice sottovarietà
differenziabile di dimensione k se ogni punto x ammette un intorno U
in Rn tale che A ∩ U sia diffeomorfo ad un aperto di Rk.
1.2. Spazio tangente.
Definizione 7.4. Sia A ⊂ Rn un sottoinsieme, sia x ∈ A e sia
ξ ∈ Rn. Diremo che il vettore ξ è tangente ad A nel punto x se per
ogni intorno aperto U di x in Rn, ogni funzione
f : U → R
di classe C∞ su U che si annulla identicamente su A ∩ U verifica
〈∇f(x), ξ〉 = 0.
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Indicheremo con
TxA
lo spazio di tutti i vettori tangenti ad A in x.
Esercizio 7.1. Per ogni sottoinsieme A ⊂ Rn e per ogni x ∈ A lo
spazio TxA è un sottospazio vettoriale di Rn.
Esercizio 7.2. Se Ω è un aperto di Rn allora per ogni x ∈ Ω
TxΩ = Rn.
Esercizio 7.3. Se A ⊂ Rn è un sottoinsieme discreto chiuso allora
per ogni x ∈ A
TxA = (0).
La proposizione seguente mostra che nel caso delle ipersuperfici la
definizione di spazio tangente appena data coincide con la quella data
nella definizione 5.9.
Proposizione 7.1. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una iper-
superficie in Ω. Sia x ∈ Ω e sia F : U → R un’equazione locale di S
in x. Allora lo spazio TxS come definito sopra coincide l’insieme dei
vettori ξ ∈ Rn tali che
〈∇F (x), ξ〉 =
n∑
i=1
∂F (x)
∂xi
ξi = 0.
Dimostrazione. Sia V ⊂ Rn l’insieme dei vettori che soddifano
〈∇F (x), ξ〉 = 0.
Poiché F è identicamente nulla in S ∩ U ne segue che
TxS ⊂ V.
Mostriamo l’inclusione contraria.
Sia ξ ∈ V , ossia
〈∇F (x), ξ〉 = 0.
Sia f un’arbitraria funzione reale definita in un intorno U ′ di x ed
identicamente nulla su S ∩ U . Per il teorema 5.2, restringendo even-
tualmente U ′ abbiamo
f = uF
con u funzione di classe C∞ su U ′. Abbiamo quindi
∇f = F∇u+ u∇F.
Essendo x ∈ S abbiamo F (x) = 0 e quindi
〈∇f(x), ξ〉 = u(x)〈∇F (x), ξ〉 = 0.
Essendo f arbitraria abbiamo ξ ∈ TxS, come desiderato.
2
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Lemma 7.1. Sia A ⊂ Rn un sottoinsieme. Sia U un aperto di Rn
e siano
f, g : U → R
due funzioni reali di classe C∞ su U tali che
f(x) = g(x)
per ogni x ∈ A ∩ U . Allora per ogni x ∈ A ∩ U e per ogni ξ ∈ TxA
〈∇f(x), ξ〉 = 〈∇g(x), ξ〉.
Dimostrazione. Sia x ∈ A ∩ U e sia ξ ∈ TxA. La funzione
h = f − g si annulla identicamente su A ∩ U , quindi
〈∇f(x), ξ〉 − 〈∇g(x), ξ〉 = 〈∇f(x)−∇g(x), ξ〉 = 〈∇h(x), ξ〉 = 0,
ossia la tesi.
2
Corollario 7.1. Sia A ⊂ Rn un sottoinsieme. Sia U un aperto
di Rn e siano
F,G : U → Rm
due funzioni vettoriali di classe C∞ su U tali che
F (x) = G(x)
per ogni x ∈ A ∩ U . Allora per ogni x ∈ A ∩ U e per ogni ξ ∈ TxA
DF (x)ξ = DG(x)ξ.
Dimostrazione. È sufficiente applicare il lemma precedente a cia-
scuna delle componenti di F .
2
Lemma 7.2. Sia A ⊂ Rn e B ⊂ Rm sottoinsiemi arbitrari. Sia
U ⊂ Rn un aperto e sia
F : U → Rm
un’applicazione di classe C∞. Se
F (U ∩ A) ⊂ B
allora per ogni x ∈ U ∩ A e per ogni ξ ∈ Rn risulta
ξ ∈ TxA =⇒ DF (x)ξ ∈ TF (x)B.
Dimostrazione. Sia x ∈ A ∩ U e sia ξ ∈ TxA. Dobbiamo dimo-
strare che DF (x)ξ ∈ TF (x)B.
Sia f una funzione reale di classe C∞ definita un intorno V di F (x)
che si annulla su B ∩ V . Allora g = f ◦ F è una funzione di classe C∞
definita su U ′ := U ∩ F−1(V ) che si annulla identicamente su A ∩ U ′,
quindi
0 = 〈∇g(x), ξ〉 = 〈∇f(F (x)), DF (x)ξ〉.
Essendo f arbitraria abbiamo DF (x)ξ ∈ TF (x)B, come richiesto. 2
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Definizione 7.5. Siano A ⊂ Rn e B ⊂ Rm sottoinsiemi. Sia
f : A→ B differenziabile e sia x ∈ A. Sia F : U → IRm un’applicazione
di classe C∞ in un intorno aperto U di x in Rn che coincide con f in
U ∩ A.
Si dice differenziale di f in x l’unica applicazione
df(x) : TxA → Tf(x)B,
TxA 3 ξ 7→ df(x, ξ) ∈ Tf(x)B
tale che
df(x, ξ) = DF (x)ξ.
Per i lemmi precedenti il differenziale df(x) : TxA → Tf(x)B è un
applicazione lineare ben definita che non dipende dalla scelta della
mappa F che estende localmente f intorno ad x.
Inoltre dalle proprietà ben note della matrice Jacobiana seguono le
regole di calcolo seguenti.
Proposizione 7.2. Siano A ⊂ Rn, B ⊂ Rm e C ⊂ Rk e sia x ∈ A
Allora
(1) se idA : A→ A è la mappa identità allora df(x) : TxA→ TxA
è la mappa identità;
(2) se f : A → B è differenziabile e g : B → C è differenziabile
allora h = g ◦ f è differenziabile e
dh(x) = dg
(
f(x)
) ◦ df(x);
(3) se f : A→ B è un diffeomorfismo allora df(x) è invertibile e
df−1
(
f(x)
)
= df(x)−1.
Come conseguenza di queste proprietà abbiamo.
Proposizione 7.3. Sia A ⊂ Rn una sottovarietà di dimensione k.
Per ogni x ∈ A la dimensione dello spazio tangente TxA è uguale a k.
Proposizione 7.4. Sia D ⊂ Rk un aperto e sia u : D → Rn−k di
classe C∞. Allora il grafico di u
Gu =
{
(x, y) ∈ Rn ≡ Rk × Rn−k | y = u(x)}
è una sottovarietà di Rn diffeomorfa a D
Dimostrazione. L’applicazione
D 3 x 7→ (x, u(x)) ∈ Gu
è differenziabile con inversa differenziabile data da
Gu 3 (x, y) 7→ x.
2
Da questa proposizione ed dal teorema del Dini segue immediata-
mente il teorema seguente.
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Teorema 7.1. Sia Ω ⊂ Rn e sia F : Ω → Rm un’applicazione di
classe C∞ su Ω, con k = n −m ≥ 0. Se DF (x) ha rango m in ogni
x ∈ Ω allora per ogni y ∈ F (Ω) ⊂ Rm l’insieme Ay = F−1(y) è una
sottovarietà di Rn di dimensione k = n−m chiusa in Ω.
Inoltre per ogni x ∈ Ay abbiamo
TxAy = kerDF (x).
Dimostrazione. La prima parte del teorema segue dal teorema
del Dini sulla funzione implicita.
Sia y = (y1, . . . , ym) ∈ F (Ω) e sia x ∈ Ay = F−1(y). Siano
F1, . . . , Fm le componenti dell’applicazione F . Abbiamo
kerDF (x) = kerDF1(x) ∩ · · · ∩ kerDFm(x).
Per ogni j = 1, . . . ,m la funzione Fj − yj è identicamente nulla su Ay,
quindi
TxAy ⊂ kerDFj(x).
e quindi
TxAy ⊂ kerDF (x).
Per dimostrare l’uguaglianza mostriamo che entrambi sono spazi vet-
toriali di dimensione k.
Infatti Ay è una sottovarietà di dimensione k e quindi, per la propo-
sizione 7.3, la dimensione di TxS è k. Poiché DF (x) ha rango massimo
pari ad m ne segue che anche la dimensione di kerDF (x) è n−m = k.
2
Corollario 7.2. Sia Ω ⊂ Rn e sia S ⊂ Ω una ipersuperficie.
Allora S è una sottovarietà di Rn di dimensione n− 1.
Teorema 7.2. Sia A ⊂ Rn una sottovarietà differenziabile connes-
sa di dimensione k e sia f : A → Rm un’applicazione differenziabile.
Allora f è costante se, e solo se, in ogni punto x ∈ A il differenziale
df(x) è identicamente nullo.
Dimostrazione. Essendo A connesso è sufficiente dimostrare che
f è localmente costante. Sia x ∈ A e sia h : Ω→ U un diffeomorfismo
tra un aperto connesso Ω ⊂ IRk ed un intorno aperto di x. Mostriamo
che la restrizione di f ad U è costante. L’applicazione f ◦ h è di classe
C∞ e la matrice Jacobiana associata è identicamente nulla su Ω. Quindi
f ◦ h è costante ed essendo h(Ω) = U ne segue che la restrizione della
f ad U è costante.
2
1.3. Diffeomorfismi locali.
Definizione 7.6. Sia A ⊂ Rn un sottoinsieme.Un’applicazione
differenziabile
f : A→ Rm
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si dice diffeomorfismo locale se per ogni x ∈ A esiste un intorno U di
x in Rn tale che la restrizione di f a A ∩ U sia un diffeomorfismo tra
A ∩ U e f(A ∩ U).
Teorema 7.3. Sia A ⊂ Rn una sottovarietà di dimensione k.
Un’applicazione
f : A→ Rm
è un diffeomeorfismo locale tra A e f(A) se, e solo se, per ogni x ∈ A
il differenziale
df(x) : TxA→ Rm
ha rango k.
Dimostrazione. Supponiamo che f sia un diffeomorfismo locale.
Sia x ∈ A. Per ipotesi esiste un intorno aperto U ⊂ Rn di x tale
che f sia un diffeomorfismo tra A ∩ U e f(A ∩ U), ossia esiste g :
f(A∩U)→ A∩U differenziabile tale che g ◦ f sia l’identità su A∩U e
f ◦ g sia l’identità su f(A ∩ U). Passando ai differenziali abbiamo che
dg
(
f(x)
) ◦ df(x) è l’identità su TxA e df(x) ◦ dg(f(x)) è l’identità su
Tf(x)f(U), e quindi df(x) è un operatore lineare iniettivo ossia di rango
massimo pari a k.
Viceversa sia x0 ∈ A e supponiamo che df(x0) abbia rango massimo
pari a k. Sia h : Ω → A ∩ U un diffeomorfismo tra un aperto Ω ⊂ Rk
e A ∩ U , dove U è un intorno aperto di x0 in Rn e sia u0 ∈ D tale che
x0 = h(u0) Allora
d(f ◦ h)(x0) : Rk → Rm
è un operatore di rango massimo pari a k. Restringendo eventualmente
Ω ed U . Esistono allora indici interi 1 ≤ i1, . . . , ik ≤ m tali che, indicata
con pi : Rm → Rk la proiezione
y = (y1, . . . , ym) 7→ pi(y) = (yi1 , . . . , yik)
e posto
ϕ = pi ◦ f ◦ h,
il differenziale
dϕ(u0) : Rk → Rk
sia un isomorfismo. Per il teorema del Dini (ovvero dell’applicazione
inversa) restringendo eventualmente l’aperto Ω possiamo supporre che
ϕ sia un diffeomorfismo tra Ω e ϕ(Ω). In particolare la restrizione di pi
a f(A ∩ U) è iniettiva.
Definiamo allora g : f(A∩U)→ A∩U ponendo per ogni y ∈ A∩U
g(y) = h ◦ ϕ−1 ◦ pi(y).
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Mostriamo che g è inversa destra e sinistra di f . Infatti se x ∈ A ∩ U
allora esiste u ∈ Ω tale che x = h(u) e quindi
g
(
f(x)
)
= g ◦ f(x)
= g ◦ f(h(u))
= (h ◦ ϕ−1 ◦ pi) ◦ f ◦ h(u)
= h ◦ (ϕ−1 ◦ pi ◦ f ◦ h)(u)
= h ◦ (ϕ−1 ◦ ϕ)(u)
= h(u) = x
e per ogni y ∈ f(A ∩ U) abbiamo
pi
(
f
(
g(y)
))
= pi ◦ f ◦ g(y)
= pi ◦ f ◦ (h ◦ ϕ−1 ◦ pi)(y)
= (pi ◦ f ◦ h) ◦ ϕ−1 ◦ pi(y)
= ϕ ◦ ϕ−1 ◦ pi(y)
= pi(y).
Abbiamo già osservato che la restrizione di pi a f(A ∩ U) è iniettiva e
quindi
f
(
g(y)
)
= y.
2
Corollario 7.3. Sia I ⊂ R un intervallo e sia
α : I → Rn
un’applicazione differenziabile. Allora α è un diffeomorfismo locale se,
e solo se, α è una curva regolare.
Corollario 7.4. Sia Ω ⊂ Rn un aperto e sia S ⊂ Ω una ipersu-
perficie. Sia D ⊂ Rn−1 un aperto e sia h : D → Rn un’applicazione
differenziabile.
Allora h è una parametrizzazione locale di S se, e solo se, h è un
diffeomorfismo locale tale che h(D) ⊂ S.
1.4. Isometrie locali.
Definizione 7.7. Sia A ⊂ Rn e B ⊂ Rm sottoinsiemi. Un’applica-
zione differenziabile
f : A→ B
si dice isometria locale se per ogni x ∈ A il differenziale
df(x) : TxA→ Tf(x)B
è un isomorfismo (surgettivo) e per ogni ξ ∈ TxA
||df(x, ξ)|| = ||ξ|| .
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Esercizio 7.4. la funzione f : A → B è un’isometria locale se,
e solo se, per ogni x ∈ A il differenziale df(x) : TxA → Tf(x)B è un
isomorfismo (surgettivo) e per ogni ξ1, ξ2 ∈ TxA〈
df(x, ξ1), df(x, ξ2)
〉
= 〈ξ1, ξ2〉.
Esercizio 7.5. Se f : A → B è un’isometria locale e A è una
sottovarietà allora f è un diffeomorfismo locale.
Esercizio 7.6. Sia I → R un intervallo e sia
α : I → Rn
un’applicazione differenziabile. Allora α è un’isometria locale se, e solo
se, α è una curva regolare parametrizzata d’arco.
Esercizio 7.7. Siano S1 ed S2 ipersuperfici in Rn e sia
f : S1 → S2
un’applicazione differenziabile. Allora f è un’isometria locale se, e solo
se, per ogni x ∈ S1 e per ogni ξ ∈ TxS1
IS2
(
f(x), df(x, ξ)
)
= IS1(x, ξ)
ovvero se, e solo se, per ogni x ∈ S1 e per ogni ξ1, ξ2 ∈ TxS1
IS2
(
f(x), df(x, ξ1), df(x, ξ2)
)
= IS1(x, ξ1, ξ2).
Proposizione 7.5. Siano S1 ed S2 ipersuperfici in Rn e sia
f : S1 → S2
un’applicazione differenziabile. Supponiamo che f sia un’isometria lo-
cale. Allora
(1) se
h : D → S1
è una parametrizzazione locale di S1 allora f ◦h è una parame-
trizzazione locale di S2. Se Eαβ ed E˜αβ sono i coefficienti delle
prime forme fondamentali di S1 ed S2 associati rispettivamente
ad h e f ◦ h allora per ogni α, β = 1, . . . , n− 1
E˜αβ ◦ f = Eαβ.
(2) Supponiamo che per ogni x ∈ S1 esista una parametrizzazione
locale
h : D → S1
attorno ad x tale che per ogni α, β = 1, . . . , n− 1
E˜αβ ◦ f = Eαβ,
dove Eαβ ed E˜αβ sono i coefficienti delle prime forme fonda-
mentali di S1 ed S2 associati rispettivamente ad h e f ◦ h.
Allora f è un’isometria locale.
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Dimostrazione. Dimostriamo la (1). Supponiamo che l’applica-
zione f sia un’isometria locale e sia h : D → S una parametrizzazione
locale. Per ogni x ∈ S il differenziale df(x) è iniettivo, quindi f ◦ h è
un’applicazione di rango n−1 in ogni punto avente immagine contenuta
in S2 e quindi è una parametrizzazione locale di S2.
Per ogni αβ = 1, . . . , n− 1, posto h˜ = f ◦ h, abbiamo
E˜αβ ◦ f = IS2(h˜, h˜uα , h˜uα)
= IS1
(
f ◦ h, df(h, huα), df(h, huα)
)
= IS1(h, huα , huα)
= Eαβ.
Dimostriamo la (2). Sia x ∈ S1. Sia h : D → S1 una pa-
rametrizzazione locale di S1 attorno a x tale che posto h˜ = f ◦ h
risulti
E˜αβ ◦ f = Eαβ,
dove Eαβ ed E˜αβ sono i coefficienti delle prime forme fondamentali di
S1 ed S2 associati rispettivamente ad h e h˜.
Ricordiamo che per ogni u ∈ D i vettori hu1 , . . . , hun−1 e h˜u1 , . . . , h˜un−1
sono basi rispettivamente di Th(u)S1 e Th˜(u)S2 e la condizione E˜αβ ◦f =
Eαβ equivale a dire che per ogni u ∈ D la matrice associata all’operatore
lineare
df
(
h(u)
)
: Th(u)S1 → Th˜(u)S2
è la matrice identità di ordine n − 1. In particolare essendo x = h(u)
per esattamente un u ∈ D l’operatore lineare
df(x) : TxS1 → Th˜(u)S2
ha rango massimo. Sia ora ξ ∈ TxS1. Allora per opportuni c1, . . . , cn−1 ∈
R
ξ = c1 hu1(u) + · · ·+ cn−1 hun−1(u)
e quindi
||df(x, ξ)||2 = IS2
(
f(x), df(x, ξ)
)
=
n−1∑
α,β=1
E˜αβ
(
h˜(u)
)
cαcβ
=
n−1∑
α,β=1
Eαβ
(
h(u)
)
cαcβ
= IS1(x, ξ)
= ||ξ||2 .
Essendo x ∈ S1 e ξ ∈ TxS arbitrari ne segue che f è un’isometria
locale.
2
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Diamo senza dimostrazione l’enunciato del teorema “Egregium” di
Gauss.
Teorema 7.4. Siano S1 ed S2 due superfici nello spazio ordinario
e siano
K1 : S1 → R,
K2 : S2 → R
le rispettive curvature di Gauss. Se
f : S1 → S2
è un’isometria locale allora
K2 ◦ f = K1.
2. Applicazioni
2.1. Il differenziale della mappa di Gauss.
Proposizione 7.6. Sia Ω ⊂ Rn e sia (S,N) una ipersuperficie
orientata in Ω. La mappa di Gauss N : S → Rn è differenziabile e per
ogni x ∈ S abbiamo
dN(TxS) ⊂ TxS.
Dimostrazione. Sia x ∈ S arbitrario e sia F : U → R un’equa-
zione locale di S in x compatibile con N . Allora l’applicazione di classe
C∞
||∇F ||−1∇F
è un’applicazione differenziabile di classe C∞ su U che coincide con N
su S ∩ U . Essendo x ∈ U arbitrario N è differenziabile.
Se poniamo
Sn−1 =
{
x ∈ Rn | ||x|| = 1}
alloraN è un’applicazione differenziabile da S in Sn−1 e quindi abbiamo
dN(TxS) ⊂ TN(x)Sn−1.
Mostriamo che TN(x)Sn−1 = TxS. Indicato con 〈N(x)〉 il sottospazio
generato da N(x) abbiamo
TxS = 〈N(x)〉⊥,
(dove V ⊥ indica lo spazio ortogonale al sottospazio V ).
Per il teorema 7.1 applicata alla funzione
Rn \ {0} 3 x 7→ ||x||2
abbiamo anche
TxS
n−1 = 〈N(x)〉⊥,
da cui segue che TxSn−1 = TxS.
2
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Teorema 7.5. Sia Ω ⊂ Rn e sia (S,N) una ipersuperficie orientata
in Ω. Per ogni x ∈ S e per ogni ξ1, ξ2 ∈ TxS abbiamo
IIS(x, ξ1, ξ2) = −IS
(
x, ξ1, dN(x, ξ2)
)
.
In particolare il differenziale
dN(x) : TxS → TxS
è un endomorfismo lineare autoaggiunto di TxS.
Dimostrazione. Siano x ∈ S e siano ξ1, ξ2 ∈ TxS. Sia F : U → R
un’equazione locale di S in x. Non è restrittivo supporre che S ∩U sia
diffeomorfo ad un aperto D ⊂ Rn−1 mediante un diffeomorfismo
h : D → S ∩ U.
Poiché per ogni u ∈ D abbiamo che hu1(u), . . . , hun−1(u) formano una
base di Th(u)S è sufficiente dimostrare che per α, β = 1, . . . , n− 1
IIS(h, hhα , huβ) = −IS
(
h, huα , dN(h, huβ)
)
= −〈huα , dN(h, huβ)〉.
Per la proposizione 7.2 abbiamo
dN(h, huβ) = (N ◦ h)uβ
e quindi dal teorema 5.7 segue che〈
huα , dN(h, huβ)
〉
= 〈huα , (N ◦ h)uβ〉 = −IIS(h, huα , huβ),
ossia la tesi.
Mostriamo che dN(x) : TxS → TxS è autoaggiunto. Siano x ∈ S e
ξ1, ξ2 ∈ TxS. Dobbiamo dimostrare che
IS
(
x, ξ1, dN(x, ξ2)
)
= IS
(
x, dN(x, ξ1), ξ2
)
.
Abbiamo infatti
IS
(
x, ξ1, dN(x, ξ2)
)
= −IIS(x, ξ1, ξ2)
= −IIS(x, ξ2, ξ1)
= IS
(
x, ξ2, dN(x, ξ1)
)
= IS
(
x, dN(x, ξ1), ξ2
)
.
2
2.2. Ipersuperfici a punti ombelicali.
Definizione 7.8. Sia Ω ⊂ Rn e sia S ⊂ Ω una ipersuperficie. Se
nel punto x ∈ S tutte le curvature principali coincidono il punto x si
dice ombelicale
Osservazione 7.1. La definizione non dipende dalla scelta dell’o-
rientazione locale di S. Il punto x ∈ S è ombelicale esiste k ∈ R tale
che per ogni ξ1, ξ2 ∈ TxS si ha
IIS(x, ξ1, ξ2) = k IS(x, ξ1, ξ2).
In tal caso ogni curvatura principale in x coincide con k.
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Osservazione 7.2. Poiché
IIS(x, ξ1, ξ2) = −IS
(
x, ξ1, dN(x, ξ2)
)
.
Il punto x è ombelicale se, e solo se, per ogni ξ ∈ TxS
dN(x, ξ) = −k ξ.
Teorema 7.6. Sia S una ipersuperficie connessa e supponiamo che
ogni punto di S sia ombelicale. Allora esiste una costante k > 0 tale
che per ogni x ∈ S e per ogni ξ1, ξ2 ∈ TxS risulta
IIS(x, ξ1, ξ2) = k IS(x, ξ1, ξ2).
Dimostrazione. Per ipotesi esiste una funzione k : S → R tale
che per ogni x ∈ S e per ogni ξ1, ξ2 ∈ TxS risulta
IIS(x, ξ1, ξ2) = k(x) IS(x, ξ1, ξ2).
Mostreremo che la funzione k è costante. Essendo S connessa è suffi-
ciente mostrare che k è localmente costante.
Sia x ∈ S arbitrario e sia h : D → S un diffeomeorfismo tra un aper-
to connesso D ⊂ Rn−1 ed un intorno U = h(D) di x in S. Mostriamo
che k ◦ h è costante. Abbiamo
e11(u) = IIS
(
h(u), hu1(u), hu1(u)
)
= k
(
h(u)
)
IS
(
h(u), hu1(u), hu1(u)
)
= k
(
h(u)
)
E11(u),
e quindi
k
(
h(u)
)
=
e11(u)
E11(u)
,
da cui segue che k ◦ h è differenziabile.
Sia N una mappa di Gauss definita in un intorno di x. Per ipotesi,
per ogni x ∈ S e per ogni ξ ∈ TxS abbiamo
−dN(x, ξ) = k(x) ξ.
Se 1 ≤ α 6= β ≤ n− 1 allora
−(N ◦ h)uα = −dN
(
h, hα
)
= (k ◦ h)huα
e analogamente
−(N ◦ h)uβ = −dN
(
h, hβ
)
= (k ◦ h)huβ .
Derivando la prima rispetto ad uβ e la seconda rispetto a uα si ottiene
rispettivamente
−(N ◦ h)uαuβ = (k ◦ h)uβhuα + (k ◦ h)huαuβ
e
−(N ◦ h)uαuβ = (k ◦ h)uαhuβ + (k ◦ h)huβuα .
Sottraendo membro a membro otteniamo
0 = (k ◦ h)uβhuα − (k ◦ h)uαhuα .
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Essendo hu1 , . . . , hun−1 linearmente indipendenti si ottiene
(k ◦ h)uα = 0
essendo α = 1, . . . , n−1 arbitrario ne segue che k◦h è costante e quindi
k è costante su U = h(D).
2
Teorema 7.7. Sia (S,N) una ipersuperficie orientata connessa
avente tutti i punti ombelicali. Allora S è contenuta in un piano oppure
in una sfera.
Dimostrazione. Per il teorema precedente esiste k ∈ R tale che
per ogni x ∈ S e per ogni ξ ∈ TxS risulta
dN(x, ξ) = k ξ
Supponiamo k = 0. Allora dN(x) ≡ 0 in ogni punto di S. Per il
teorema 7.2 N è costante su S.
Sia x0 ∈ S arbitrario e mostriamo che la funzione
S 3 x 7→ F (x) = 〈N, x− x0〉 ∈ R
è identicamente nulla su S. Per ogni x ∈ S e per ogni ξ ∈ TxS abbiamo
dF (x, ξ) = 〈N, ξ〉 = 0.
Per il teorema 7.2 F è costante su S. Essendo F (x0) = 0 ne segue che
F è identicamente nulla su S e quindi l’ipersuperficie S è contenuta nel
piano di equazione
〈N,X − x0〉 = 0.
Supponiamo ora k 6= 0 e consideriamo la funzione
S 3 x 7→ G(x) = x+ 1
k
N(x) ∈ Rn.
Per ogni x ∈ S e per ogni ξ ∈ S abbiamo
dG(x, ξ) = ξ +
1
k
dN(x, ξ) = ξ − 1
k
k ξ = ξ − ξ = 0.
Per il teorema 7.2 G è costante su S. Posto c0 = G(x), per ogni x ∈ S
abbiamo
||x− c0||2 = 1
k2
||N(x)||2 = 1
k2
e quindi l’ipersuperficie S è contenuta nella sfera di equazione
||X − c0||2 = 1
k2
.
2
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