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We investigate two sequences of polynomial operators, Han-&f1 ,f; x) and 
H2n-s(A, ,f; x), of degrees 2n - 2 and 2n - 3, respectively, detined by inter- 
polatory conditions similar to those of the classical Hermite-Fejer interpolators 
Hznml(A x). If &&fl ,f; x) and HSn-&tZ ,f; x) are based on the zeros of the 
jacobi polynomials P$@‘(x), their convergence behaviour is similar to that of 
Hz+& x). If they are based on the zeros of (1 - x~)~‘,-~(x), their convergence 
behaviour is better, in some sense, than that of HZ,-,(f, x). 
1. INTRODUCTION 
Let X, = (xln ,..., xn,), 1 3 xln > ..* > x,, > -1, and G, = (g,, ,..., gn,J 
denote the nth row of two triangular matrices X and G. For simplicity, we 
shall often write xIc , gk for xk,, , g,, . Also, set 
w(x) f wn(x) = (x - x1) *-* (x - x,), 
t&(X) = f&n(X) = (1 - (x - xk) $@f) zkzc2(x), 
i&*(X) = h&(x) = (x - xk) lk2(x), 
and 1etfG C[- 1, l] be given. The (2n - I)-degree polynomial 
H~-lv; x> = i: flxk) hk(d + 5 gkhk*(X) 
kc=1 k=l 
(1.1) 
(1.2) 
(1.3) 
is the well-known Hermite polynomial based on the nodes 1, , with deri- 
vatives at the nodes equal to g, ,..., g, . When G is identically zero, (1.3) is 
* Work for this paper was done at the Univ. of Alberta, Edmonton, Alberta, Canada, 
as part of a Ph.D. thesis directed by Professor A. Sharma. Work supported by Canada 
Council Grant W73 4793. 
347 
Copyright Q 1976 by Academic Preq Inc. 
All rights of reproduction in any form reserved. 
348 M. A. BOTTO 
better known as the Hermite-Fejer polynomial, which we shall simply 
denote Hz&f, x). 
The convergence behaviour of the sequence of polynomials (1.3), as IZ tends 
to infinity, has been investigated for a variety of matrices X and G. It is 
known, for instance, that when w(x) = P:*@(x), where Pi;~~)(x) denotes the 
nth Jacobi polynomial with a(, 8 > -1, and the vectors G, are bounded, 
the sequence H&,(f, x) converges to f(x) on (-1, l), uniformly on any 
closed subinterval [3, 6, 81. . 
On the other hand, Berman has shown [I, 21 that, when w(x) = 
(1 - x2) T&x), where T,,,(x) = cos(N arccos x), the Hermite-Fejer poly- 
nomials HznPl(f, x) actually diverge on (-1, 1) if f(x) = x, ) x 1, or x2. 
In the light of the above results, it would be interesting to see whether, 
by an appropriate choice of the matrix G, it is possible to obtain a sequence of 
polynomials that converges to f(x) for every f E C[ - 1, I], in both the cases 
w(x) = Pp*@(x) and w(x) = (1 - x2) T,-,(x). 
As a partial result in that direction, we construct wo polynomial sequences 
H2,-2(A1 ,f; x) and H2,&A2 ,f; x) (Section 2), with the following properties. 
If w(x) = PF*8)(x) (with 01, /3 > -l), then both H2,-2(A1 ,f; x) and 
Hzn&Az ,f; x) converge to f(x) on (-1, l), uniformly on every closed 
subinterval (Theorem 3.1). If w(x) = (1 - x2) Tnw2(x), then the uniform 
convergence class of H2n-l(f, x) is strictly contained in that of H2,&A1 ,f; x), 
which in turn is strictly contained in that of H2& A, , f; x) (Theorem 7.1). 
Such convergence classes are partially characterized in Sections 5 and 6 
(Theorems 5.1 and 6.1-6.4). 
2. DEFINITION OF H,,.-,(A, , f; x) AND H2,JA2 ,f; X) 
Let m be an integer less than n, and let A,(z) = C,“=, aizL be a polynomial 
with positive roots. It has been proved [5, Theorem 2. I] that, for every f(x), 
there exists a unique polynomial H(x) = H2n-1-m(Am ,f, x) of degree 
2n - 1 - m or less, satisfying the conditions 
H(x,) = f(x,& k = l,..., n, f a,H’(x,+J = 0, j = l,..., n - m. (2.1) 
2=0 
Such a polynomial may be called an averaging Hermite interpolator off(x), 
on account of the conditions on the derivatives. We shall concern ourselves 
only with the cases of the polynomials 
A,(z) = 1 - z(m = l), A,(z) = (1 - z)“(m = 2). 
Note that if A,(z) = 1, then H,,-,(A, ,f; x) = IS,,-,(f, x). 
(2.2) 
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To find an explicit expression for Hzn-l_n(A, ,f; x) in the two cases (2.2), 
let sla = x1 + ..* + x, , and set 
K,== i& 
k=l w (+J2 ’
(2.3) J”- 12 - & 2y&p-’ 
&&* = 
n k(2s, - x3 c 
k=l W’(Xkj2 ’ 
r;,* = i f(Xk) l + (2sn -wy;k;x(xk)‘w’(xk) * 
k=l (2.5) 
(2.4) 
THEOREM 2.1. Let h&c), hk*(x), k = 1,. ., 12 be us in (1.2). Then 
H2n-2641 A 4 = i _mk) h&4 -t- c i hkSW, 
k-l k=l 
c = c, = Fn/Jn = H;n-2(A1 ,f; x&, k = I,..., n. 
(2.6) 
THEOREM 2.2. Let h,(x), h,*(x), k = l,..., n be as in (1.2). Then 
where 
~2n442 3 .f; X) = i .f@k) h,(x) + f (d + ke) h*(X), 
k=l k=l 
(2.7) 
d $ ke = H&&AZ ,A xk), k = l,..., n, (2.8) 
and d, e are given by 
As the proof of Theorem 2.1 is similar to that of Theorem 2.2, we shall 
prove only the latter. 
Proof of Theorem 2.2, By definition, H2&A2, f; x) satisfies the linear 
difference equation 
fGd42 ,f; xk) - =LdA2 , f; xk+d + K:,-2(Az , f; %+2) = 0, 
whose general solution is given by (2.Q with arbitrary d, e. Since the degree 
of I&&AZ ,j’; X) cannot exceed 2n - 3, we can determine d, e by requiring 
that the coefficients of x2+-1, x2n-2 in the identity 
Hz&A2 , f; x) = i f(xk) hk(x) + i Kin&s 9 .I? xk) b*(x) (2.10) 
k=l k=l 
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should vanish. It is easy to see from (1.2) that 
h,(x) = ;,y$’ X”f+1 + 1 + ck - x3 u’“(Xk)/~“(Xk) x2,1-2 + . . .) w’(xJ2 
Ilk*(x) = & x zn-1 _ 2sn - xk X2n-2 
w'(x,)2 
+ . . . . 
Therefore, after a brief calculation, we see that the vanishing of the coefficients 
OfX2n-1, X2n-2 in (2.10) yields 
dJ, + eK, - F, = 0, dJ,* + eK,* - Fn* = 0, 
hence, (2.9). Q.E.D. 
Remark 2.1. An interesting property of H2,-2(A1 ,f; x) and H2,&t2 ,f; x) 
is that, unlike the Hermite-Fejer polynomial Hz&f, x), they reproduce 
polynomials up to degree 1, as can be seen directly from the defining con- 
ditions (2.1). If the nodes X, are equidistant, then H2&A2 ,f; x) reproduces 
polynomials up to degree 2. 
Remark 2.2. When the nodes x, are symmetrical (i.e., x,+1-k = -xk , 
k = l,..., n), it is easy to see directly from (2.1) that HznP1(f, x), 
H2,-2(A1 ,f; x), H2,&42 ,A x) are all even (odd) if f(x) is even (odd). 
Therefore, it is 
H2n-2641 LA 4 = Hzn-lM 4, if f(x) is even, 
~2,~A42 ,A 4 = H2,-,641 ,.A 4, if f(x) is odd. 
3. CONVERGENCE OF H2n+m(Am ,f; x) BASED ON THE ROOTS OF Pp*@(x) 
Let LY, /3 > -1, and let w(x) = Pg.@ (x) denote the Jacobi polynomial 
of degree n defined by the differential equation 
(1 - x2) WV + (j3 - 01 - (01 + /I + 2) x) w’ + n(n + 01 + #3 + 1) w = 0, 
with initial condition w(l) = (“z”). From the theory of orthogonal poly- 
nomials, we need to recall the relation [9, (8.9.1), p. 2361 
arccos xk = kvvz-l + O(n-l), k = l,..., n, (3.2) 
and the quadrature formula [9, (15.3.1), p. 3491 
s ' .dX)(l - X)"(l + X)'dx = i pkg(xk) + R,(g), -1 k=l (3.3) 
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where 
_ (a,B) 
PI< -: pkn = t,(l - $‘)-I (d(&))-‘, (3.4) 
t, = 2”+a+T(n + a + 1) T(n + /I + I)/@ + 1) r(n + (Y + fl + I), 
(3.5) 
and R,(g) = o(l) wheneveryE C[-I, 11. 
THEOREM 3.1. Zf f~ C[--1, 1] and 01, /I > -1. then for all a, h 
(1 > a > b > -1) we have 
uniformly on [b, a], 
uniformly on [b, a]. 
(3.6) 
(3.7) 
Furthermore, if a < 0 (/I < 0), we can take a = I (b = -1). 
As the proofs for (3.6) and (3.7) are similar, we give only the latter. The 
proof depends on the following two lemmas. 
LEMMA 3.1. Let t, be given by (3.5), and let w(x) = Pc*B’(x), a, /3 > -1. 
Zf we set q(x) = (I - x)~+~( 1 + x)o+l, then, us n tends to injinity, 
J,E f 4-t; 1 
k-1 bV'(Xk) 
q(x) d,x + o(l), 
J,’ E i -& = t, 
s 
1 
1 
1-1 lWkY 
d-4 x dx + o(l), 
-1 
n(nt,)-l J:I q(x) arccos x dx + o(l), (3.10) 
K,‘- i kxl,: 
k-1 IL”(XkY 
n(d,)-’ I‘_: q(x) x arccos x dx + o(l). (3.11) 
Proof. It is enough to derive (3.8) and (3.10), since (3.9) and (3.11) are 
similarly obtained. 
(i) To show (3.8) let us take g(x) = 1 - x2 in the quadrature formula 
(3.3). Since g(x) is continuous, (3.3) yields 
s l q(x) dx = t, i 1 + w(l). -1 1-1 JGT (3.12) 
As by Stirling’s asymptotic formula t, + 2a+o+1 (which is not 0), on dividing 
(3.12) by t, we get (3.8). 
640/16/4-s 
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(ii) To prove (3.10), let us observe that, from (3.2), it follows that 
k = m-r-l arccos X~ + O(1). Hence, by (3.8), 
j&y n arccos xlc = m-1 c k=l W’(Xk12 + O(1). 
The rest follows by taking g(x) = arccos x in (3.3) and repeating the 
argument of (i). Q.E.D. 
LEMMA 3.2. Let f E C[-1, l] and let J,, Jn*, K,,, K,,*, be given by 
(2.3)-(2.5). Zffol, /3 > -1, then 
-K,F%* + K,*F, = O(l), (3.13) 
J,F,* - J,*F% = O(l), (3.14) 
(J,K,* - J,*K,)-l = O(n-l). (3.15) 
Proof. We divide the proof into two parts. 
(i) To prove (3.13) and (3.14), let us first observe that (3.2) implies 
xk = cos(km-l + O(n-l)) = cos(km-l) + O(n-l). (3.16) 
Therefore, it follows easily that 
hz = f xk = f cos(km1) + O(1) = O(1). 
Jkl P=l 
(3.17) 
On using (2.3), (3.8)-(3.1 l), and (3.17), we obtain easily 
Jn = O(l), J,* = 2s,J, - J,’ = O(l), 
K, = O(n), K,* = 2s,K, - K,’ = O(n), 
(3.18) 
and since f(x) is continuous and S, = O(l), J, = O(l), 
From (3.1) it follows that 1 wn(xk)/w’(xk)l < C/(1 - x~“) for some C inde- 
pendent of k, PZ. Therefore, following the argument used to prove Lemma 3.1, 
we see that 
jl 1 i$$$ 1 ’ ’ il (1 - &&d(x,))2 
= ct,l 
f 
’ (1 - x>” (1 + x)‘dx + o(l) 
-1 
= O(1). 
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Therefore, Fn = O(l), F,* = O(l), which, combined with (3.18), yields 
(3.13) and (3.14). 
(ii) To prove (3.15), let us set 
z = j:l q(x) x dx j:l q(x) arccos x dx - j:l q(x) dx j:l q(x) x arccos x dx. 
We can easily see, on account of (2.3)-(2.5) and Lemma 3.1, that 
J,K,* - J,*K,, = -J,K,’ + J,‘K, = nZ/vrt,2 + o(n). (3.19) 
It is clear from (3.19) that, to prove (3.15), it is enough to show that Z # 0. 
But, since q(x) > 0 and x, arccos x are two nonconstant, monotone functions, 
Z # 0 is a consequence of the so-called Chebyshev inequality in integral 
form [7, Theorem 4.3, p. 431. Q.E.D. 
Proof of Theorem 3.1. From (2.6), it follows readily that 
fG,-3C42 ,f; x3 = W,) + We,), k = I,..., n, 
where d, , e, are given by (2.7). Therefore, from Lemma 3.2 it now follows 
that 
fG,-3642 ,f; x3 = O(l), k = l,..., n. (3.20) 
By [9, Theorem 14.6, p. 3381, (3.20) implies H&A, ,f; x) --f f(x), uniformly 
on every closed subinterval of (-1, 1) (if 01 < 0, on every subinterval of the 
form [-1, a]; if /3 < 0, on every subinterval of the form [b, 11). Q.E.D. 
4. THE POLYNOMIALS H2,-1-,(A, , f; x) BASED ON THE ROOTS OF 
(1 - x,)Tn-zW 
It is convenient to consider, as the nodes of interpolation, the zeros of 
(1 - x2) T,(x) rather than those of (1 - x2) T&x). That is, we consider 
the nodes x0 ,..., x,+r given by 
x0 = xo,n+z = 1, X n+1 = Xn+1.n+2 - -1, 
xk = Xk,n+2 = cos(2k - 1/2n) 7r, k = l,..., n. 
(4.1) 
As a consequence of this choice, the degree of the three polynomials 
ZIZ~+~-,,(A, ,A x) (m = 0, 1, 2) previously considered will be increased 
by 4, and for greater clarity we shall use for them the notations 
H,,+,(f, 4, H2,+2641 J-i 4, H2n+A42 A 4. 
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Since T,(x) satisfies the equation 
(1 - x2) T,” - XT,’ + II T, = 0, 
it is easy to see that, if we set w(x) = (1 - x2) T,,(x), then 
W”(Xk)/W’(XJ = -3x,/(1 - x,2), Xk # 9, 
= ‘(2n2 + I), XL = “1, 
and 
(4.2) 
(W’(Xk))2 = l/n”(l - x,2), Xk # t1, 
= l/4, Xk = 9. (4.3) 
From the known identity 1 = x:=1 (1 - xxp) Tn2(x)/n2(x - x~)~, we can 
easily obtain 
Since the points (4.1) are symmetrical, s,+:! = x,, + s.0 + x,+~ = 0. It 
is then easy to see, on using (4.2)-(4.4) and taking into account the notational 
change from n to n + 2, that (2.3)-(2.5) become 
w-1 
J nt2 ~- == ;o&=;~ 
n+1 
J* w-2 - = z. yg$ = 0, 
(4.5) 
K 
“+l k + 1 Hi-2 
la+2 = 
k=O w’oz 
c =-9 2 
(4.6) 
K” = 2 -‘;+$ Xk n+2 - 
nt1 
F n+2 = F,+,(f) = 1 .fW $$$ 
k=O 
-3 la =- 
n2 L;l (E:~,, + ; (f(l) -A-l)), 
(4.7) 
n+l .f(xk) 
Fit+2 = Fn*+z(f) = c 
k=,, wI(xk)2 
- Fn+,(xf) 
=‘if fo + ; (f(l) -j--l>) - F,+,(d). 
n2 p=1 1 - XL2 
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If we denote by h,(x), hk*(x), k = 0 ,..., 12 + 1 the polynomials (1.2) based 
on the points (4.1), then (2.6) is replaced by 
n+1 ?a+1 
Han+n(A, ,J; xl = 1 fW h,(x) + en+? 
k=O 
go h*W, 
(4.8) 
C n+a = Fn+dJn+a = H;n+,(A, ,f; xd, k = O,..., n $ I. 
Also, (2.7) is replaced by 
n+1 n+1 
H2,+dA2 ,f; 4 = 1 f(.d h(x) + c Cd,+:! + (k + 1) en+,) h*(x), (4.9) 
h=O h-=0 
where 
d n+2 + (k +- 1) en+, = %+1(A2 ,f; xJ, k = 0 ,..., n + 1, (4.10) 
and dn+2, ent2 are given by 
d +K* F n+2 
n+a 
_ ,"$:+2- J*";; ?2+? = - ___ e,+? + cn+? ,
n+2 n+a n+2 n+2 2 
e ~ Jn+,F,*+, - J:+$‘n+2 F:+,, 
*+2 -_ J,+X+2 - J,*,2%+2 =K1T,,. 
(4.11) 
5. CONVERGENCE OF Hzn+&Lx) 
In this section, we consider the Hermite-Fejer polynomials H,,+,(f, x) 
based on the points (4.1). 
Our first theorem completely characterizes the uniform convergence 
class of H2n+s(A x), thus adding to the results found earlier by Berman [ 1, 21. 
We recall that H,,+,(f, x) satisfies 
H2n+df, xd =f(xd, H;n+a(f, xJ = 0, k = 0 ,..., II + 1. (5.1) 
THEOREM 5.1. Zff E C[ - 1, I], the following three conditions are equivalent: 
Hzn+sCf, -4 -f(x), uniformly on [--I, I], (5.2) 
2nZ(H2,-l(f, ‘1) -KIN - H&(J 9) = 0(l), (5.3) 
(5.4) 
Here, (5.3) and (5.4) consist each of two separate conditions while 
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Hzla-I(f, x) denotes, as before, the Hermite-Fejer polynomial of degree 
2n - 1 defined by 
Hzn-l(f, XR) = “mk>> f&z-,(f, Xk) = 0, k = I,..., rz. (5.5) 
ProoJ: (i) (5.2) o (5.3). Set 
h(x) = H.f(x) + f(-xl), h(x) = W(x) -f(-x)), (5.6) 
so that 
&+df, 4 = Hzn+a(h 9 4 + Hzn+s(.h > xl. 
Since H2n+a(f, 4 = I&IYx~ h(x) and h,+l-k(x) = h,(-x) by sym- 
metry of (4.1), it is easy to see that 
Wtn+G, , 4 = t(Hzn+aU; 4 + bz+,(f, -41, 
H,,+df, 5 x) = HHzn+a(f, 4 - Hm+df, -4). 
(5.7) 
Therefore, it is enough to prove the equivalence of (5.2) and (5.3) when 
f(x) = fi(x) and f(x) = fi(x). We limit ourselves to the latter case, the proof 
of the former being similar. 
From (5.5) and (5.7) it is clear that Hzn+a(fi , x) and I&&& , x) are odd. 
Therefore, we can write, on account of (5.1) and (5.5), 
Hm+dh 2 4 - ha-dfi 3 4 = (P,X + w3) TnY-4, (5.8) 
where pa , qn depend on f(x) and on n. Since HznVI(f, x) -+ f(x) uniformly 
on [-1, I] by Fejer’s result [3], we immediately see from (5.8) that (5.2) 
is equivalent to the simultaneous occurrence of pn ---f 0 and qn + 0. Evalu- 
ating (5.8) and its derivative at x = I we obtain, on simplifying by means of 
(5. I), 
Pn + qn = M) - Hzn-02 , 11, 
pn + 39, = -2n2cL(l) - Hzn-02 2 1)) - fG-I($2 7 1). 
Since pn + qn -+ 0 by Fejer’s result, the condition pn --+ 0, qn ---f 0 is then 
equivalent to pn + 39, + 0, hence, as f2(l) = -f2(- I), it is equivalent 
to (5.2). 
(ii) (5.3) o (5.4). Here we assume that f(x) is completely arbitrary. 
It is sufficient o prove that 
2~2w2,-,~L 1) -f(l)) - Kin-l(f, 1) = 41) 
is equivalent o 
R f(l) -.f(xJ 
,sl (1 - x3” = o(n2), 
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as the proof for the point x = - 1 is quite similar. Differentiating the known 
formula &+r(f, x) = Ci=rf(xlc)(l - XXJ T,“(x)/n”(x - x~)~ and simpli- 
fying by means of T,(l) = 1, T,‘(l) = 0 we get 
and hence, 
2n2w2,-,u 1) -“f-Cl)> - %n-l(f, 1) 
(5.9) 
If f(x) G 1, then HznPI(f, x) = 1 and the left-hand side of (5.9) vanishes. 
This yields 
(5.10) 
Thus (5.9) can be further simplified to 
This completes the proof of Theorem 5.1. Q.E.D. 
A simpler sufficient condition for H2n+3 (f, x) to converge uniformly to 
f(x) is given by: 
THEOREM 5.2. If f E C[-1, I] is diferentiable at x = I1 and 
f’(1) = f’(-1) = 0, (5.11) 
then H 2n+3(f, 4 -+ f(x) Whrmlv on [ - 1, 11. 
Proof. After Theorem 5.1, it is enough to show that (5.11) implies (5.4). 
We only consider the case x = 1, the proof for x = -1 being similar. For 
arbitrary 6 (0 < 8 < I), we have 
1 il (f(l) -f(xJ)/(l - X8)2/ < I &-&s I -t I Lr,lGs 1 = 11 + 12 * 
(5.12) 
Since f’( 1) exits, we immediately obtain 
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for some C independent of n. Also, as 1 - X~ > 0, we see that 
Using (4.4) and (5.11) we thus obtain 
where ~(8) -+ 0 if 6 --f 0. Taking 6 = 1 /log n and using (5.12) we get (5.4). 
Q.E.D. 
Remark 5.1. Since 
CIk2/n2 < 1 - xlz = 2 sirP(2k - 1/4n) rr < C,k2/n2, k = I,..., n, 
(5.13) 
where C, , C, are independent of k, n, it is easy to see that, if fE C[ - 1, 11 
has nonzero derivative (finite or not) at x = 1, then 
j il (f(l) -f(x?J)l(l - x?J2 1 3 C3n2, 
with C, independent of II. Hence, by Theorem 5.1, H21L+3(f, x) does not 
converge uniformly to f(x). In particular, this happens when f(x) = x, 
x, or x2, in agreement with Berman’s results [ 1, 21. 
6. CONVERGENCE OF H,,+,(A, ,f; x) AND H2n+1(A2 ,f: x) 
Here, we give a partial characterization of the uniform convergence classes 
of the averaging Hermite interpolators (4.8) and (4.9). 
THEOREM 6.1. If f~ C[-I, l] and its even and odd parts fi(x), h(x) 
defined in (5.6) satisfy 
(6.1) 
(l/n”) LiI (h(l) - .L(&))l(l - xJ2 = o(n), (6.2) 
then H 21a+2(A1 , f; x) +f(x) uniformly on C-1, 11. Furthermore, the condition 
o(l) cannot be replaced by O(l), nor o(n) by O(n). 
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A simpler characterization is provided by 
THEOREM 6.2. Zf f~ C[- 1, I] and its even and odd parts h(x), f&x) 
dejined in (5.6) satisfy 
fi(x) is difirentiabie at x = ‘1 and fi’(l) = J1’(- 1) = 0, (6.3) 
f2(1) -fz(x) = o((l - x)“% x+ I-, (6.4) 
then H2,+.JA1 ,f; x) *f(x) zzniformIy on [-I, I]. Furthermore, the condition 
o((l - x)lj2) cannot be replaced by 0((1 - x)lj2). 
After Remark 2.2, the two conditions (6.1) and (6.3) follow immediately 
from conditions (5.4) of Theorem 5.1 and condition (5.11) of Theorem 5.2. 
Similarly, (6.2) follows from condition (6.5) of Theorem-6.3, while (6.4) 
follows from condition (6.6) of Theorem 6.4. 
THEOREM 6.3. Iff E C[-1, I] satisfies 
U/n’) k$ CfCl) - f(xk))/(l;xd2 = o(n), (6.5) 
then H2,+1(A2 ,f; x) + f (x) uniformly on [ - 1, I]. Furthermore, the condition 
o(n) cannot be replaced by O(n). 
THEOREM 6.4. Zf f E C[ - I, I ] satisfies 
f(Y) - f(x) = o((l;xy), x--f ‘1; ) (6.6) 
then H2n+l(A2 ,f; x) + f(x) uniformly on [-1, I]. Furthermore, the condition 
o((l;~)l/~) cannot be replaced by O((l;~)l/~). 
Note that both (6.5) and (6.6) consists of two separate conditions to hold 
simultaneously. The proof depends on the three lemmas below. 
LEMMA 6.1. Let h,*(x), k = I,..., n be the polynomials (1.2) based on 
the zeros x1 ,..., x, of T,(x). Then 
i h*(x) = T,(x) T,-,(x)/n, 
k=l 
i kh,*(x) = O(l), x E E-1, I]. 
I;=1 
(6.7) 
(6.8) 
Proof. (i) Formula (6.7) is due to Fejer [4, (59), p. 3001. 
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(ii) From the explicit expression (4.1) of x1 ,..., x, , we obtain 
k = ((n + 1)/2) - (n/z-) arcsin x1, k = l,..., n. 
Therefore, it follows from (6.7) that (6.8) is equivalent o 
S,(x) = $ (arcsin 5 - arcsin xk) h,*(x) = @n-l), x E [-1, I]. (6.9) 
7sl 
To prove (6.9), let first observe that, on account of the explicit expression 
h,*(x) = (1 - xkz) Tn2(x)/(x - xk) n2, S,(x) becomes 
(6.10) 
The function arcsin x is increasing, odd, convex on [0, l] and concave on 
[-1, 01. It is then easy to see geometrically that, for all x E [0, 11, 
O< 
arcsin x - arcsin xk 
< 
7~12 - arcsin xk 
l-xk ’ k = l,..., n. x - Xk 
Using this in (6.10) we obtain, after simplification, the inequalities 
0 < S,(x) < T,2(x) n-2 i (x/2 - arcsin xk)(l + xk) < 2n/n, (6.11) 
k=l 
valid on [0, 11. Similarly, we can see that on t-1, 01, the inequalities 
0 < S,(x) < T,2(x) n-2 i (?7/2 + arcsin x,)(1 - xk) < 2n/n (6.12) 
k=l 
are valid. Combining (6.11) and (6.12), we obtain (6.9) and thus (6.8). Q.E.D. 
LEMMA 6.2. Let c,+~ be as in (4.8) and let h,(x), h,*(x), k = l,..., II be 
the polynomials (1.2) based on the zeros of T,(x). rff E C[ - 1, l] is odd and 
satisfies (6.5), then 
cn+2 jl h*(x) = o(l), x E r-1, 11. (6.13) 
Proof. On account of (6.7), it is enough to show that, iff(x) is odd, then 
(6.5) implies c,+~ = o(n). From (4.5) and (4.7), it follows that c~+~ =
2F,+,(f)/3. Sincef(x) is odd and the points x1 ,..., x, of (4.1) are symmetrical, 
we have 
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From (4.4) and (5.10), it follows that 
f il (1 -! xk)2 = F. 
Now, multiply (6.15) by 3(f(l) - f( -I))/4 = 3f(1)/2, (6.14) by 
add together. Recalling that c,+~ = 2F,+Jf)/3, we then have 
It is now clear that (6.5) implies c,+~ = o(n), and hence, (6.13). 
(6.15) 
-3, and 
(6.16) 
Q.E.D. 
LEMMA 6.3. Let dn+2 , en+2 be as in (4.11) and let h,(x), hk*(x), k = l,..., n 
be the poIynomia1.v (1.2) based on the zeros of T,(x). Zf f E C[-1, I] is even 
and satisfies (6.5), then 
i GL+2 + (k -t 1) en+,) hk*(x) = o(l), x E [-1, 11. (6.17) 
k=l 
ProoJ: On account of (6.7) and (6.8), it is enough to show that, if f(x) 
is even, then (6.5) implies dn+2 = o(n) and en+2 = o( 1). As the points x1 ,..., x, 
are symmetrical and f(x) is even, c,+~ vanishes, hence, the two conditions 
we have to prove reduce to en+2 = o(1). 
Since f(x) is even and continuous, it follows from (4.4) and (4.7) that 
F:+,(f) = $ h$l $$ - Fn+&-f) = O(l) - F,+,(xf). 
h 
Replacing in (6.16) the function f(x) by xf(x) and using (4.4), we get 
F,+M) =$ kzl 
3 2 =- 2n2 k=l 
3 i =- 2n2 k=1 fy+$) + O(I). 
It is clear, therefore, that (6.5) implies F,+,(xf) = o(n). Now, from (5.13) 
we can see that 
$ jYl & = & il (-f-&g + L, = Wx 4, 1 + xg 
Thus, on account of (4.6) and (4.11), (6.5) implies en+2 = o(1). Q.E.D. 
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Proof of Theorem 6.3. We prove the two parts of the theorem separately. 
(i) Let hk(x), h,*(x), k = l,..., n be the polynomials (1.2) based on 
the zeros x1 ,..., x, of T,(x), and set 
f&t-df, 4 = f f&J h&) + i H;,+d4 ,f, x3 h,*(x). (6.18) 
k=l k=l 
From Fejer’s result [3], it follows that since fe C[ - 1, 11, 
%n-df, x> = f(x) + i H;n+,U, 3 .t x3 h,*(x) + o(l), x E [-1, I]. 
k=l (6.19) 
Since H,*,-,(f, x) and Hsn+&4 f ) 2 , , x , as well as their derivatives, coincide 
at x1 ,..., x, , we can write for some Pn , qn , 
H,,+,(-h ,f; 4 - &+L(.L 4 = (P, + qnx) Tn2W (6.20) 
As Hzla+i(A2 ,f; Il) = f(?l), on setting x = il, we get 
Pn = W(l) + n-1)) - w,*-,(f, 1) + fG-l(f, --1)), 
(6.21) 
qn = SW) - A-1)) - wG-1t.L 1) - fG-l(f, -1)). 
It is clear, therefore, from (6.19)-(6.21), that H,,+1(A2 ,f; x) -f(x) uni- 
formly on [-I, l] if 
If we now separate f(x) into its even and odd parts and take (4.8) and (4.11) 
into account, we find that (6.22) follows from Lemmas 6.2 and 6.3. 
(ii) To prove the second half of Theorem 6.3, we show that 
f(x) = x(1 - x2)l12 satisfies 
while H 2n+l(A2 ,f; x) fails to converge tof(x) uniformly on [-1, 11. 
To see (6.23), let us observe first that, since f(x) is odd, the two sums in 
(6.23) are equal and, on account of (6.16) and Remark 2.2, their common 
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value is c,+~, given by (4.8). Using the symmetry of x1 ,..., x, and the 
inequalities (5.13), we see that 
(6.24) 
1 h’z1 xl,(l + x,)l’2 
c 
2 [n/e1 
- ~=1 (1 - x,)3’2 G 2 & 
1 
n’L (1 - Xk)3/2 G "y 
for some constant C > 0. On the other hand, it is clear that, for some other 
constant c > 0, 
C n+2 > x,(1 + X,)1/2/?P(l - x,)3/2 > cn. (6.25) 
To see that H,,+,(A, ,f; x) does not converge to f(x) uniformly on [ - 1, I], 
let us first note that, on account of (6.7), (6.19) may be written 
fcL(f, 4 = f(-4 + n-l~,+,T,(x) T,-,(x) + o(l), x E [-1, 11. (6.26) 
Replacing (6.26) into (6.21), we get p,, = o(l), qn = n-k,,, + o(l). Using 
this and (6.26) to simplify (6.20), we obtain 
H2,+1642 ,A xl -f(x) = n-1c,+2b~n2W - T,(x) T,-,(x)) + o(l), 
XE [-I, I]. 
Setting x = cos t, it is easy to see that 
U,(x) = xTn2(x) - T,(x) Tn-l(x) = -4 sin t sin 2nt. (6.27) 
It is clear that, on any subinterval Z of [- 1, 11, we have, at least for all 
suitably large n, sup, I U,(x)1 3 & sup, j sin t I. Thus, it follows from (6.25) 
that n-k,,, 1 U,(x)\ 3 C > 0, for some constant C. Therefore, H2,+&t2 ,f; x) 
fails to converge to f(x) uniformly on any subinterval Z of [-1, 11. Q.E.D. 
Proof of Theorem 6.4. The second part has just been established in 
part (ii) above. 
To prove the first part, we show that (6.6) implies (6.5). To see this, let 
observe that, much as in the proof of Theorem 5.2, we have, for arbitrary 6 
(0 < 6 < I), 
' k=l I 
G '@ds2) + If2 ,,-",;& i(f(l) -f(xk))/(l - xk)l* 
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On account of (6.6), it is easy to see that 
It+7 il (f(l) -fbJY~l - xd2 / 
< (C/nS2) + 46) ,p& (1 - &P2 
= (C/nP) + (E(8),(lX~X1)l~2) < (C/nS2) + C1nr(G), 
where ~(6) ---f 0 if 6 --+ 0. Taking 6 = (log n/n)li2, we obtain one half of 
(6.5). The other half can be similarly obtained. Q.E.D. 
7. UNIFORM CONVERGENCE CLASSES OF H2n+3-n&4m ,,f;x) 
Let Hi,+, denote the uniform convergence class of H2R+3(fr x), i.e., let 
H.&+3 = {f E C[ - I, 11: H,,+,(f, x) -+ f(x) uniformly on [ - 1, l]}, 
and let H&+,(,4,) and H&+&t,) be analogously defined. 
THEOREM 7.1. We have, with strict inclusion, 
H&+3 C H;n+2(4) C %z+1W. (7.1) 
Proof. It is easy to see, on account of Remark 2.2, that if f(x) is even 
(odd), that f~ Hi,,, implies f~ Hi,,, (A,). If f(x) is arbitrary, we arrive at 
the same conclusion by separating f(x) into its even and odd parts and using 
linearity. This establishes one half of (7.1); the other half is similarly obtained. 
To see that the inclusions in (7.1) are strict, it is enough to exhibit functions 
that are in one class but not in the other. 
(i) Hc 2n+3 # H!&+,(A,). In fact, f(x) = x is in Hln+2(A1) on account 
of Theorem 6.2, but not in Hi,,, by Remark 5.1 (see also [l, 21). 
(ii) H&+,(A,) # H&+&4,). Consider f(x) = x2. Since f(x) is even, 
we have H,,+,(A, ,f; x) = H,,+,(f, X) on account of Remark 2.2. Since 
f’(1) = 1, we see from Remark 5.1 (or from [l, 21) that Hzn+s(f, x) fails 
to converge uniformly to f(x) on [ -1, 11. Therefore, f(x) does not belong 
to %+2(4. H owever, on account of Theorem 6.4, f(x) is obviously in 
H&+1(&). Q.E.D. 
8. CONCLUSIONS 
It is apparent, from Theorem 3.1 and Theorem 7.1, that the Hermite- 
Fejer operator Hzlael(f, x) and the averaging Hermite interpolators 
H2,-2(A1 ,f; x) and H2,&Az ,f; x) yield three sequences of polynomial 
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operators of increasing power, at least in the cases when W(X) = P:*“‘(x) 
and w(x) = (1 - x2) TnW2(x). It would be interesting to see whether or not 
the averaging Hermite interpolators H2n++&4, ,f; x) with m > 3 give yet 
more powerful operators. For instance, one may consider the operator 
H2,&A4 ,f; x), where Ad(z) = (1 - z)~, and ask whether the uniform 
convergence classes in the cases w(x) = P~~6’(x) and w(x) = (1 - x2)Tnm2(x) 
are the full C[-1, I]. 
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