A bslracl-The paper takes the automatic detection of pedestrians from a vehicle into consideration using an automotive night vision system. Accidents involving pedestrians at night cause a significant part of deaths in the roads. Therefore, the authors present a design of the automotive night vision system that combines the passive solutions, i.e. those using thermal vision, and active, which use the near infrared camera. Passive system provides greater range of detection, while the active one works in a closer range and offers more natural images. Beside the design of hardware also a software part for the automatic detection of pedestrians was prepared and tested. The software for object detection and classification uses modern digital signal processing algorithms like: connected component labeling (CeL), histogram of oriented gradients (HOG), and support vector machine (SVM).
INTRODUCTION
The development of civilization of our ages is strictly related to the growth of motorization, which results in a continuous increase of the traffic volume. To minimize the traveling risk and preserve the safety of all traffic participants it is necessary to introduce proper regulations as well as new technical safety systems.
Thanks to modem technical sciences now it is possible to offer tools that can aid the traveling safety on many levels. In the European Union funded research we can find e.g. the "Road Safety Programme" [7] . The main goal of this project is to reduce the number of fatalities in traffic accidents in the decade between 2011 and 2020 by half [7] . The coverage of the project includes many areas: roads planning, roads security, assisting of drivers and their capabilities, protection of drivers and passengers, protection of pedestrians, emergency medical services and rehabilitation. With the efforts undertaken by the European Union, the total number of fatalities in car accidents is falling rapidly. It changed from 54000 in 2001 to 31000 in 2010 [4] . If we take accidents among pedestrians into account only we get 9100 in 2001 and 5500 in 2010, but with no constant tendency (there is not always a real yearly reduction) [17] . Despite a significant drop in the average fatalities among pedestrians across the European Union, in some countries, especially those of rapid economic growth, e.g., in Poland and Romania, the descending trend is much weaker [17] .
According to [3] 3S% of fatal accidents in the EU occur in darkness, despite the fact that, in general, the traffic during nights is several times smaller than on a day. This means that the risk of an accident in darkness increases dramatically. This fact has a strong relation to the pedestrians. Currently, the pedestrians are of about 20 % of all traffic accidents [17] . More than half of pedestrian deaths take place at night (51 %) [17] .
Automotive companies offer more and more solutions that increase safety of the night traffic. Among them are: adaptive (intelligent) front lights, driver weariness detection, lane departure warning, traffic sign recognition [IS], blind spot information, automatic braking (it typically works under the limited speed and is dedicated to the city limits and traffic jams). But one of the most interesting solutions on this field is a night vision system. It assists the driver by improving his facilities of perception, offering more time to take a decision, and partly already nowadays but for sure in the future, by gradually taking a steering control in order to increase safety. Such systems can protect against accidents, a driver with passengers as well as pedestrians, who, in fact, are defenseless in contact with moving vehicles.
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In this paper we propose the automotive night vision system with pedestrian detection by the video processing. The work is organized as follows: after introduction we compare existing automotive night vision systems that are available on the market and propose the own solution. Then we describe the most important video processing algorithms that are used in our solution. Finally, we presents results of experiments on the night vision video databases and formulate some conclusions.
II. AUTOMOTIVE NIGHT VISION SYSTEMS

A. Active and Passive Systems
Taking into account a way of the image acquisition the automotive night vision systems can be divided into active, i.e., near-infrared (NIR) and passive i.e., far-infrared (FIR) systems.
In passive systems the thermal imaging camera captures infrared radiation (heat) emitted by objects. Each object with a temperature greater than 0 K emits radiation, but in practice, only the objects other than the surroundings become distinctive. The FIR systems detect the electromagnetic radiation with a wavelength in the range of 3 -30 11m. The cameras that are used to people detection most commonly use the range of 8 -14 !-1m [13] . In this band the human body with a temperature of about 3000K has the highest energy emission [10] , therefore objects with an internal heat source, such as pedestrians, cars in motion (e.g., engine, radiator, heated reflectors) are clearly visible.
A good contrast for living beings is one of major advantage of the passive systems. A range of detection is much larger than in active systems and for high-quality cameras it can reach 300 m. Thermal imaging cameras are also not blinded by the lights of other vehicles. This feature is very important, because it does not cause distraction of a driver.
The main disadvantage of the passive thermo-vision comes from the physical basis of this type of imaging: the measured emission of an object strongly depends on the source material and the covering of the object. It makes the calibration of the system difficult and strongly context-dependent. Fortunately, the absolute calibration of the camera in the automotive night vision applications is not so important as e.g. in the classical thermal imaging in construction and industry.
Among the other disadvantages of thermal cameras are lower resolution and higher costs than the cameras used in active systems. Because of a specific way of image capture, they are characterized by a weak representation of the textures and low signal dynamics [10] . Additionally, the infrared spectrum is more difficult to interpret for a driver: e.g. tires are white (hot), and the rest of the car is black, other, typically high-contrast objects like horizontal lane markings, cool headlamps (LED or rear lights) are not visible in the image. Another important disadvantage is the sensitivity to changes of thermal contrast: the season, weather, humidity. Sometimes, especially in warm nights, this may lead to even zero contrast.
On the other hand, active systems use vision feedback of infrared light close to the visible range (NIR), emitted by infrared illuminators and captured by cameras. In this case, the typical wavelength range is equal to 0.7 -1.1 !-1m [10] .
The main advantage of active systems is high resolution. The image is easy to interpret for the driver because of the proximity of NIR to the visible light. We can see, e.g., the lanes and the headlights of oncoming vehicles. A relatively low cost of the cameras and their small size make them attractive and widely available. The cameras of that type can also be used in other systems and successfully work in a day (e.g. the CCTV cameras are often equipped with the mechanically switched IR filter used as a day/night switch). The NIR cameras have also a greater potential for development than the passive systems, mainly due to the rapid technological progress in the area of automatic video processing.
The biggest drawback of the active systems is their vulnerability to dazzling from the headlights of oncoming vehicles (beside visible light, they emit NIR waves, too). The passive systems have also weaker detection range, up to 150 m, which strongly depends on the power of illuminators. This disadvantage is compensated by a greater resolution of the image sensor.
Finally, both active and passive systems used in automotive applications, like e.g. pedestrian detection reach the range of about 90 -100 m [13] . Active systems are cheaper and have better resolution than the passive ones, but for the pedestrian detection need more complicated algorithms. The active systems work significantly worse than passive systems in the fog, and, what can be a serious problem in the feature, if the active systems become popular, the illuminators of the other active systems can interfere and dazzle the cameras.
B. Carmaker vision systems
The first night vision system has been introduced to the market by General Motors in the year 2000 and applied in the Cadillac DeVille. Development of this project took 15 years of 70 persons team and costed approximately $100 million [19] . In 2003, Toyota has introduced first commercial active night vision system for Toyota Landcruiser and Lexus LX470 and reached the range of 100 m. In 2004 Honda has introduced it in the Legend model as an optional system named "Intelligent Night Vision" with the first option of pedestrian detection. The system gained the range between 30 and 80 m [9] .
Currently, the major innovation role took German automobile companies. In 2005, BMW introduced to the cars of 7 series a system called "NightVision". Now, the system has the ability to detect pedestrians and large animals in the distance of 100 m. Additionally it is connected to the intelligent lighting and automatically illuminates the detected pedestrians. Another system is the Audi "Night Vision Assistant". It has the ability to detect pedestrians in the range from 15 to 90 m. Like in the BMW system, this is a passive system. The only one active system, currently available on the market, is the "Night View Assist Plus" from Mercedes-Benz. Its newest version is supported also by the thermal camera. It is the most advanced system on the market with the ability to detect a pedestrian from the range of 150 m. The evolution of the night vision systems in the automotive market is presented in Table I . 
III. PROPOSAL OF AUTOMOTIVE NIGHT VISION SYSTEM
The authors designed a car night vision system for installation in the vehicle in two variants. The assumptions of the first variant (referred to as the high-quality system) point the maximum possible range for the pedestrian detection and a good quality of the image. The second variant (called low-cost system) is a modification of the first one with reduced costs but a possibility of detecting pedestrians no less than 100 m.
A. High-quality automotive night vision system
This system is a combination of the active and passive systems. This connection gives all the best features of both systems and compensates weaknesses. The system consists of a thermal imaging camera placed on the radiator grille (the camera cannot be placed behind the windshield because of its IR filtering properties). This camera is used to assist pedestrian detection due to their long range and sensitivity to living beings. The second camera is sensitive to the NIR light. It is placed behind the windshield in front of the rearview mirror for driver to view the road, so that the image is as close as possible to the one seen by the human eye. There will also be two illuminators to actively illuminate the road. An arrangement of the components is depicted in Fig. 1 .
Near-infrared camera Figure I . Components of high-quality automotive night vision system
The pedestrian detection uses the image from the thermal camera, it should detect pedestrians at a distance of 150 -200 m. NIR camera is used to transfer the image to the driver, because the picture is much more intuitive and easier to read. This camera has also a wider viewing angle. A composition of the cameras is presented in Fig. 2 . The second variant of the system has almost the same design assumptions as the first one, however, it is limited to the active system only. In consequence it has the same components except the costly thermal imager. Assumed pedestrian detection range for this system is 100 m.
C. Costs
In order to estimate the costs of the proposed night vision systems some additional assumptions have been made. Beside above mentioned components, a digital signal processor (DSP) with the necessary additional components is dedicated to the video processing [14] , results are depicted for the driver on LCD. The summary of components for both variants of the night vision system for the detection of pedestrians is presented in Table II . The presented costs are approximate, valid for Q2 2014 and apply to the hardware components only. They do not include a software layer, although the software will be described in Sections IV and V). Prices of the night vision systems offered by the vehicle manufacturers starting at $4000 (basic version) and some additional components should be purchased.
The price of the proposed high-quality system is comparable to the other available systems, but it has advantages in the video quality and additional features. The economic version achieves less, but it reaches the cost-effective level of products on the market. It should be noticed, that the costs of the designed systems can vary depending on various factors.
IV. VIDEO PROCESSING ALGORITHMS
The automatic pedestrian detection is a relatively new area of digital video processing but, as it is very important, it grows rapidly. Most of the implementations use passive [12] or active [8, 11, 15 , 21] night vision systems. Despite many differences in realizations the general video processing procedure presented in Fig. 3 is common. Most of the solutions use trained algorithms, like neural networks [21] , Support Vector Machine (SVM) [11, 12] , and other.
After the image acquisition (described in more details in Section II) the image pre-processing stage is performed. This stage can reduce noise from the image detector or remove the blur effect that comes from the cameras with interlaced scanning [8] .
The following step prepares the so called region of interest (ROI) that consists of candidates for further processing. Well generated ROI does not miss the objects to be detected (pedestrians), but significantly reduces the amount of data that is transferred to the next stages. The first step of ROI generation is segmentation. The segmentation separates the desired areas that can contain pedestrians from the background. Among the most popular algorithms in this stage we can mention: threshold or disparity maps in stereovision systems [21] . In this work a modified dual-threshold adaptive threshold [12] was used. The algorithm translates the input grayscale image to a binary image, while white objects are the potential candidates and the background is black (see Fig. 4 ). It works adaptively under various lighting conditions and the contrast level. A decision threshold is calculated for individual pixels with the knowledge of their neighborhood. In the passive systems the intensity of the pedestrian depends on the clothes, their thickness and the texture, so the object is not homogeneous.
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Output image I Warning A modification of the threshold technique presented in [12] is the additional offset that gives better results (see Fig. 5 ). After the image is segmented, the morphological opening removes small artifacts. Next operation is the connected component labeling (eeL). The eeL analyzes the binary image, looks for groups of connected pixels and labels them [20] . Then the labeled objects are processed to calculate their characteristic features like: width, height, position, which will be used by the next stages of processing, e.g., by the candidates selection.
For the selection of candidates it is possible to use numerical or statistical methods. The authors applied distribution of pedestrians aspect ratios (height to width ratio) from [8] and selected the range of this ratio from 1.3 to 4.3.
If the ROI is generated the object classification should be performed. This is the crucial stage that strongly affects the final quality of the pedestrian recognition. The first step here is the feature extraction. By this it is possible to reduce the amount of data that describes the object. For the feature extraction we can use e.g.: histogram of oriented gradients (HOG) [5] , shape context, and ID/2D Haar transform. In the presented system the HOG was used. This method calculates gradients and forms histograms of the gradients orientation.
The last stage that finally validates the object is a classifier. The most common classifiers are: support vector machine (SVM) as example of the supervised learning method, neural networks, self-organizing maps (SOM), and matrices of neurons [15] . A very helpful algorithm during classification is the boosting algorithm. By intensification of most important samples, it can produce one better classifier from several weaker classifiers. It has also good generalization properties. The most known implementation is AdaBoost [8] .
Some papers [1, 8] propose additional object tracking, e.g. with the use of Kalman filters. It can improve the object detection quality and reduce false alarms, but it is a very computational intensive algorithm, and, in fact, is not always needed.
To summarize, in the presented system the following solutions have been applied:
• modified adaptive dual-threshold for the image segmentation 
V. NIGHT VISION PEDESTRIAN DATABASES
In order to test the above presented video processing algorithms and for preparation of the system software for the night vision system, the authors used two night vision video databases, i.e. the NTPD -"Night-time Pedestrian Dataset" [11] and the "USArmy Tetravision" [2] .
Database NTPD has set of images of pedestrians stored by the active system in the resolution 64x 128 (see Fig. 5 ) and is divided into two sub-bases: training and testing.
Database "USArmy Tetravision" has been prepared with the use of the passive system and is in fact a movie recorded simultaneously with two stereo pairs of thermal cameras and NIR cameras (four video streams in total). Unfortunately, this database consists of several isolated pedestrians only. Thus this is not enough to prepare appropriate database for training and testing the prepared algorithms. 
VI. RESULTS OF EXPERIMENTS
The above introduced database NTPD was used to tune and test the proposed video processing algorithms for the pedestrian detection. All of images used for training and testing were prepared to the feature extraction by scaling to the size of 64x 128 pixels. For this size, the following values of HOG feature extractor were used: 15 blocks horizontally, 7 blocks vertically with four cells for each block. Those give 15·7·9-4 = 3780 features for each image. These features were isolated from the NTPD database. After that appropriate matrices for training and testing in the classification stage were prepared. The entire set of the training data is presented in Table III . As a set of negative samples randomly selected parts of the background (with no visible pedestrians) was used (see Fig. 7 ).
The classifier uses the radial basis function (RBF) kernel. The optimal classifier was trained using the "cross-search" and "grid-search" methods. The classifier was trained and tested on the modified NTPD database.
In order to describe the effects of the classification, the following measures were used: A special software for tuning and testing of the proposed algorithms was prepared. It was written in Microsoft Visual Studio 2012 environment with the use of C# language as a part of .NET framework. For the video processing the EmguCV v. 2.4.2 library was used. This is a multi-platform library that is compatible with many programming languages, and offers all functions from the commonly used OpenCV library [16] .
The best results obtained after the optimization of the classifier, compared to the source papers, are presented in Table IV .
As it can be seen, the effectiveness of the classifier is very high. The classifier with the RBF kernel is slightly better than the linear classifier. For comparison, the authors of the source database [11] , in the same resolution and the linear SVM kernel reached DR = 94.39 % only. In another paper [12] ever worse DR = 82.9 %, FAR = 6.5 % are reported but they were obtained for a smaller resolution of 24x64 pixels. The algorithm presented in [12] is quite fast and works with 35 fps (frames per second). This confirms the high efficiency of the linear solution for that kernel but the detection quality is worse. The total time of one frame processing by the proposed algorithm, implemented in C# software is about 500 ms. This gives 2 fps only. The computations were performed on the following hardware: CPU Intel Core 2 Duo 2.4 GHz, GPU GeForce 9600M GT, 6 GB of RAM (with no GPGPU usage).
It should be mentioned that the algorithms were optimized to be as exact as possible, without any optimization of the processing speed. The processing speed optimization is planned for the final implementation on the DSP platform.
Global testing of the whole pedestrian detection algorithm (especially the ROI generation) with the use of the NTPD database only is not possible, because this database does not have separate testing data, i.e., full resolution video frames assigned to training and testing. The second mentioned database i.e. the "USArmy Tetravision", although, in opposite to the previous one, recorded in the passive system, has the full resolution (320x240 pixels) frames. Despite basic differences in the characteristics of the image the authors performed trial tests. The classifier was trained with the NTPD database but tested with the "USArmy Tetravision" movies. The DR efficiency was worse and the FAR classifier gave increased values, but for the majority of cases it was still working properly. This comes from the fact that the used HOG feature extractor is quite universal. Comparison to very low FAR in the first experiment (equal to 0.01) brings new conclusions: negative samples in the NTPD database were selected randomly and are quite far in the classification space from the positive ones. Maybe if the negative samples will be more similar to the real pedestrians, e.g. telephone poles, free standing mailboxes, traffic signs, the results in both cases will be closer.
Figures 3 and 4 present correctly detected pedestrians and cases with false classifications, respectively. The source images were taken from the "USArmy Tetravision" database, while the detection was performed by the proposed algorithms. 
VII. CONCLUSIONS
The paper presents the automotive night vision system with automatic pedestrian detection. Thanks to carefully selected and tuned advanced video and data processing algorithms the system reaches very good quality of detection. It was tested and proved with the real night vision recordings. In future it is planned to improve the speed of processing with the use of the DSP hardware aided blocks and/or GPGPU technique [6] .
