Detecting spatial relations between objects in an image is a core task in image understanding and grounded natural language. This problem has been addressed in cognitive linguistics through the development of template and computational models from controlled experimental data using 2D or 3D synthetic diagrams. Furthermore, the Computer Vision (CV) and Natural Language Processing (NLP) communities developed machine learning models for real-world images mostly from crowd-sourced data. The latter models treat the problem as a single-label classification problem, whereas the problem is inherently a multi-label problem. In this paper, we learn a multi-label model based on computed spatial features. We chose to implement the model using a clustering-based approach since, apart from predicting multi-labels for a given instance, this method would allow us to get deeper insights into how spatial relations are related to each other. In this paper, we report our results from this model and a direct comparison with a Random Forest single-label classifier is presented. The proposed model generally shows that it outperforms the single-label classifier even when considering the top four prepositions predicted by the single-label classifier.
INTRODUCTION
Image understanding not only requires the detection of objects depicted in an image but also the prediction of spatial relationships between relevant objects. The latter sub-task, which is the focus of this paper, plays an important role in image captioning models as well as in robotic applications which involve human-to-robot interaction and vice-versa. Predicting the spatial relation between objects is a nontrivial task because the problem is (a) an inherently multi-label problem, i.e., there may be more than one relation that is applicable to a given context, and (b) human beings are not consistent in the choice of an appropriate relation (Muscat and Belz, 2017) . This inconsistency results from the selective nature of near-synonym spatial relations, which is evident in cases such as those involving two objects placed at a lower level from each other and thus described by one of the following equally plausible prepositions: {"under", "underneath", "beneath", "below"}. As an other example, the set of prepositions: next to, in front of, along, and near can be used to describe the spatial relationship between the bicycle and the car which are illustrated in Figure 1 .
This makes it inherently more challenging for supervised learning-based models to recognise single label relations (class labels) for a given pair of objects. Traditional supervised learning attempts to classify the spatial orientation between two objects by associating feature vectors with single class labels. Formally, these models are trained to learn the function f : X → Y , where X and Y represent the instance and label spaces respectively. Instance and label training pairs found in set D = {(x i , y i ) | 1 ≤ i ≤ m} are used to automatically learn the semantic relationship between each x i ∈ X and y i ∈ Y , with the fundamental assumption that each instance belongs to a single class concept (Zhang and Zhou, 2014) . While considering the multi-label nature of spatial relation classification, a direct solution which addresses the aforementioned difficulties is to cast spatial relation recog-nition as a multi-label classification problem, by assigning a set of appropriate labels (prepositions) for each instance (Tsoumakas and Katakis, 2007) . For a given space X = ℜ d denoting each d-dimensional feature vector per instance, and Y = {y 1 , y 2 , . . . y q } which represents the label space with q distinct class labels, multi-label learning aims to infer a function h : X → 2 q from the multi-label training data D. Multilabel pairs are represented by (x i , y i ), where x i is a ddimensional feature vector, while y i ⊆ Y is the corresponding set of associated labels. The learned multilabel model h(·) is then applied to predict the set of class labels h(x i ) ⊆ Y for a given unseen x i ∈ X.
Whilst also catering for the exponentially large output space 1 involved in multi-label learning, in this paper we are interested in studying (a) to what extent we can generate multi-label models from limited data and (b) what these models can tell us about the application of multiple, but equally plausible prepositions given a configuration. For these two reasons, we used an unsupervised clustering method to provide results from which we can use to build a multi-label model designed to:
• Cluster spatial relations based on their feature vectors in an unsupervised way.
• Analyse the preposition distribution found within each cluster by making use of the labelled data.
• Classify unseen instances by finding the closest cluster and output the predominant prepositions found within the same cluster.
• Calculate the similarity between prepositions by comparing their distribution across all clusters.
This section motivated the study and introduced the problem. The rest of the paper is organised as follows. Section 2 presents an overview of related work and Section 3 describes the dataset and features used in this study. The experiment carried out is described in Section 4 and is followed by Section 5 which discusses the results. The paper is concluded in Section 6 with a discussion and a look at the future direction.
RELATED WORK
In the psycho-and cognitive-linguistics literature, the multi-label spatial recognition problem was mainly addressed by the development of spatial templates (Logan and Sadler, 1996) and computational models (Regier and Carlson, 2001) , whilst the choice for the "most" appropriate preposition was tackled by considering the minimum cognitive load (least effort) in choosing an appropriate relation (Kelleher and Kruijff, 2005) . Such works were based on data gathered from controlled experiments, using 2D and 3D synthetic diagrams, where humans were asked to rate the acceptability of a given preposition depicted in a given configuration. Early models concentrated on the geometric features that predict prepositions. However, further work emphasized the language and geometrical bias of prepositions (Carlson-Radvansky and Radvansky, 1996; Coventry et al., 2001; Dobnik and Kelleher, 2014) , and other work studied how perceptual features, such as occlusion, modify the spatial templates (Kelleher et al., 2011) .
The prediction of spatial relations is even more difficult when images of the physical world are considered. Sadeghi and Farhadi (2011) were probably the first to deal directly with relation detection in realworld images and treated the problem as object detection. This method does not scale because of the large number of unique meaningful relations that exist. The obvious way is to compute spatial properties in addition to language and visual features. Two approaches are considered when dealing with features obtained from images, (a) methods based on image features learnt via deep neural networks, mainly convolutional neural networks (CNNs) (Lu et al., 2016; Dai et al., 2017) , and (b) methods based on manually defined geometrical or topological features (Belz et al., 2015; Ramisa et al., 2015) , or a mix of both (Ramisa et al., 2015; Yu et al., 2017) . We can view these machine learning models as follows. The models are trained such that they learn all the steps in one, i.e., the selection of all plausible prepositions based on spatial or geometrical features, as modified by perceptual properties and then filtered by linguistic knowledge. In addition, these models are expected to select an appropriate frame of reference (Logan and Sadler, 1996; Carlson-Radvansky and Logan, 1997) .
As opposed to template models, machine learning based classifiers are trained from crowd-sourced data, which is normally incomplete in terms of both the images depicting all possible spatial configurations, as well as their corresponding human annotations. Due to this limitation, these models until now, have all been trained in the single label classification mode, i.e., the output is a softmax type that only ranks the output classes without taking into account that multiple relations may be equally suitable in a given configuration. For this reason, single-label predictive models tend to be less effective and pronounced when distinguishing closely related prepositions.
For this reason, closely related prepositions end up competing with each other and subsequently being used repetitively when trained in the single-label classification mode. For example, in configurations where richer prepositions (e.g., "alongside", "behind") can be used to describe the relationship between two objects are replaced by more generic prepositions (e.g., "near") because of the inherent competing element in single label classification.
DATASET AND FEATURES
This study makes use of the French SpatialVOC2K dataset . Objects in this dataset are annotated with bounding boxes and textual labels, while the spatial relations linking each object pair is encoded as sets of prepositions. To collect spatial relations, annotators were instructed to (a) choose the single best preposition (free text entry) that best describes the relation between the two objects in the image, as well as (b) to select all possible prepositions from a list of candidate spatial prepositions, such that the preposition(s) accurately describe(s) the spatial relationship between the given pair of objects. We can therefore assume that the list of prepositions per object pair is exhaustive and hence the reason why this dataset was chosen to conduct the multi-label experiments. The dataset consists of 21 prepositions distributed across 5240 object pair combinations selected from 20 object categories found in a total of 1554 images. The dataset has an average of 2.16 prepositions per each object pair and follows the distribution tabulated in Table 1 . The entire number of prepositions used in the experiments was reduced to 17 after eliminating prepositions:à côté ("beside"), audessous de ("below"), près de ("near") and en travers de ("across"), which were recorded once. Previous work in this area (Ramisa et al., 2015; Muscat and Belz, 2017) considered both the linguistic aspect and the geometric configuration between objects when detecting spatial relations. Similarly, in this study, both linguistic and geometric features are used together with depth estimations as follows:
Linguistic Features (LF): Each pair of object labels {ob j l | 0 ≤ l < 2} was encoded with different sets of varying-sized feature vectors by the following encoding mechanisms:
• Label Encoding (LE): encodes each categorical object class label with F l:LE ∈ [ 0, n ob j ) , where n ob j is the number of objects (i.e., 20).
• Indicator Vector (IV): encodes each object label with one-hot encoding vector of size n ob j . Object labels are encoded with F l:IV , where F n l:IV = 1 if the n th element corresponds to the object's textual class label ob j l , and 0 otherwise.
• Global Vectors (GloVe): Object labels are encoded using a 50-dimensional feature vector F l:GloVe that captures both the fine-grained syntactic and semantic regularities between words in vector space (Pennington et al., 2014) .
• Word2Vec (W2V): Labels are encoded using a 300-dimensional feature vector F l:W 2V which explicitly encodes the linguistic patterns as word embeddings (Mikolov et al., 2013) .
Geometric Features (GF):
To examine the object orientation within the image and how it affects the selection of spatial relations, a set of 13 geometric features {F g | 2 ≤ g ≤ 14} extracted from object bounding boxes which were first proposed in (Muscat and Belz, 2017) and illustrated in Figure 2 were computed as follows:
• F {2,3} : Area of the two bounding boxes enclosing the objects ob j {0,1} normalised by the image area.
• F 4 : Ratio of ob j 0 bounding box area with respect to the area of object ob j 1 .
• F 5 : Euclidean distance computed between the two bounding boxes' centroid and normalised by the image diagonal.
• F 6 : The overlapping area between the two bounding boxes normalised by the smallest bounding box area.
• F 7 : Euclidean distance between centroids divided by half the sum of square root of bounding boxes' area (an approximate average width of the two bounding boxes).
• F 8 : Cardinal position of ob j 0 with respect to ob j 1 dependent on the angle between centroids.
• F 9−12 : Given the distance of the left margin between the image and ob j 0 's left edge is a 0 and to the right edge is b 0 , and for ob j 1 same measures are represented by a 1 and b 1 respectively, a 0 ). Similarly, F 11 and F 12 are computed with respect to the image's bottom edge and the bounding boxes' horizontal edges respectively.
• F {13,14} : Aspect ratio of the width to height of each bounding box.
Depth Features (DF):
To also consider the zdimension of each object, human estimated depths were also included as part of the visual feature set. Depth estimates were collected in (Birmingham et al., 2018) after instructing annotators to specify their estimated average depth in the range between 0 and 100. In this study, depth values for the two objects were normalised between 0 and 1 {F d | 15 ≤ d ≤ 16} and depth difference F 17 between ob j 0 and ob j 1 was computed to reflect the depth order of the two objects.
METHODOLOGY
To build a multi-label machine-learning model while simultaneously projecting the relationship between the various spatial relations, an unsupervised clustering approach was developed. The approach is designed to group similarly oriented spatial relations based on their linguistic and visual properties. By making use of the k-means clustering algorithm (Pedregosa et al., 2011) and without taking into consideration the ground-truth preposition sets, the scaled feature vectors having zero mean and unit variance were grouped into k distinct clusters. The probability distribution of prepositions across each cluster and thresholded at t was exploited for both the classification of unseen instances as well as for preposition similarity.
Model
The developed model is based on k-means clustering which aims to partition the instance space X into k disjointed and non-hierarchical clusters and represented by set C (Jain et al., 1999) . The method is designed to iteratively assign each x i ∈ X into one of the available clusters defined in set C in a 2-stepped approach until a terminating condition is met. Starting from an initial set of k centroids represented by the randomly initialised means
k } at time-step t, each having a dimension |x i |, the first step requires the assignment of each instance x i to the closest cluster centroid based on Euclidean distance. This is calculated between x i ∈ X and m i ∈ M, such that each cluster
where each x i is assigned to only one cluster c (t) irrespective of any instances which might fit in multiple clusters. The algorithm continues by updating each cluster mean found in set M by:
These two steps are repeated until either the centroids and instances stabilise (i.e., centroids stop changing their position and instances keep consistent cluster membership), or until a number of iterations are performed. Given the non-deterministic nature of this method and since it does not guarantee a global optimum, initial centroid seeds are initialised via the k-means++ algorithm (Arthur and Vassilvitskii, 2007) to speed up convergence. Furthermore, the method was executed for 1000 consecutive runs and each run was allowed to perform 300 iterations. This was performed to increase the likelihood of finding the centroids that best minimise the within-cluster variance.
Once the set of data points X are clustered in the final number of k clusters, multi spatial relation detection is implemented by first computing the preposition likelihoods P(P |C) for each spatial preposition p i ∈ P over each cluster c i ∈ C. Preposition likelihoods are then normalised with respect to the maximum likelihood found per each cluster c i , such that the dominant prepositions found within each cluster have a likelihood equal to 1 given that:
.
(2)
Classification
The multi spatial relation set for a given unseen object pair represented by x i is predicted by a two-stepped approach. The first step is to find the closest cluster C m represented by its mean m that minimises the L 2 norm distance among all cluster means by:
The second step is to extract the prepositions belonging to the closest cluster C m which have a likelihood ratio that exceeds a specified threshold t. Mathematically, the predicted spatial relations h(x i ) are denoted by:
The training phase and the details for optimising the hyper-parameters k and t of the presented model are discussed in subsection 4.5.
Distance Metric
To get deeper insights into how prepositions are related to each other, the clustering-based model offers a way to compute the similarity between each preposition p i ∈ P. By representing how each preposition p i is clustered through its distribution over each cluster c i ∈ C, spatial prepositions can be compared via a distribution distance metric. Given that the prepositions p {i, j} are represented by the probability distributions P(C | p {i, j} ), prepositions were compared via the histogram intersection method which computes the distance metric d(p i , p j ) as follows:
Evaluation Metrics
Hyper-parameter optimisation and evaluation were both performed after splitting the dataset into development (80%) and test set (20%). The development set was further sub-divided into training and validation sets in the same ratio for hyper-parameter optimisation purposes. The developed model h(·) was optimised by minimising the difference between the full dataset's (D) overall label cardinality (i.e., the average number of labels per instance which is equal to 2.16), and the average predicted preposition set size for the test set. The label cardinality (LCard) for dataset D is computed by:
where m is the total number of instances in the pertaining set.
Example-based metrics, accuracy (Acc), precision (P), recall (R) and F-score (F), were used to evaluate the multi-label classifier. These metrics were computed between the ground-truth labels Y and the predicted spatial preposition setsŶ = {h(x i ), ∀ x i ∈ X}, over each test instance computed by:
where m is the number of test instances, Y i is the ground-truth spatial relation set for the i th instance, x i is the i th feature vector, and h(x i ) is the predicted spatial relation set for x i by the classifier h(·).
Optimisation
The above metrics were computed under various k and t values to gain insight into how the clusteringbased model performs under both linguistic and visual features. The first experiment was carried out to evaluate the model based solely on linguistic properties. This was intended to identify the language feature set that best represents the object labels whilst also maximising the discussed evaluation metrics. Figure 3 , shows the accuracies obtained when predicting spatial relations for the instances found in the validation set based on each linguistic feature set. The plots show how the accuracy varies with the different number of clusters (k) and thresholds (t). The accuracy peaks when approaching the 100 th cluster for all varied thresholds, and the top two performing thresholds where 0.5 and 0.6 for each configuration. Furthermore, it is evident that the Indicator Vector (IV) feature set marginally improves on the Label Encoding (LE), while the GloVe and Word2Vec (W2V) slightly outperform the IV. When analysing the overall accuracies for each feature set computed across all k and t values (i.e., total of 342 per each feature set), Table 2 shows that the highest accuracy recorded is 0.273 for both GloVe and W2V embeddings, while the highest accuracy mean (0.195) and median (0.198) were obtained when using GloVe features. For this reason, the GloVe feature set was used for the following experiments in conjunction with both geometric and depth features. The hyper-parameters k and t were both optimised with respect to the corresponding average predicted preposition set size as obtained on the validation set. As shown in Figure 4 , the model was assessed in terms of how many prepositions are generated for a given unseen instance when represented by a combination of linguistic and visual features. This was performed for varying values of k and t. The plots show that when the model is parameterised with thresholds of 0.5 and 0.6, it gives an average preposition set size that is very comparable to the overall dataset's label cardinality (i.e., 2.16 and which is marked by the horizontal dashed line in the respective plots), given that the number of clusters (k) falls within the stable region (i.e., within the elbow curve which is represented by the vertical dashed line in the plots). Therefore, the number of optimal clusters for each configuration is set to 150, while a threshold t = 0.6 is used when the model is based on: {GloVe, GF, GloVe+GF} sets, and t = 0.5 is set when the model uses the combined feature set composed of: {Glove+GF+DF}.
The remaining evaluation metrics associated with the respective chosen hyper-parameters are tabulated in Table 3 . The table shows that the linguistic features highly influence the spatial relation detection. The accuracy obtained based only on linguistic features is 0.273. The accuracy decreased to 0.211 when spatial relations were predicted based on their geometric features. When both feature sets were combined (i.e, GloVe+GF), the average precision (AP) increased by 3.1%, over that obtained when using GloVe features alone, while the average recall (AR) decreased by 8.3% which resulted in a loss of 1.1% in accuracy. However, when adding the depth features together with the linguistic and geometric properties (i.e., GloVe+GF+DF), the average accuracy (Acc) increased by 3.7% and reached the highest recorded accuracy of 0.283, thus confirming the effectiveness of the added depth features.
RESULTS AND DISCUSSION
The final models were trained on the full development set with k = 150 for all feature sets. The likelihood threshold t was set to 0.5 when the models were trained on the complete feature set, while for the other cases, t was set to 0.6. Each trained model was evaluated on the testing set for 50 times to compute the average metrics which are reported in Table 4 . This was also intended to calculate the average recall per spatial relation as can be found in Table 5 . The latter re- sults were compared to those obtained by the best performing single-label classifier (i.e., Random Forest), as reported by Muscat and Belz (2017) . Furthermore, the similarity measure between each preposition was calculated based on the best performing multi-label model and is presented by Figure 5 . Table 4 confirms the importance of the linguistic features when predicting spatial relations. The average accuracy rate (A-Acc) when using only linguistic features is equal to 0.271. The accuracy decreased to 0.229 when considering only the geometric orientation setup between the image objects. Although by using both linguistic and geometric feaures, the average precision (AP) increased by 3.8% over that obtained when using GloVe features alone, the average recall (AR) decreased from 0.391 to 0.335. This resulted in an accuracy of 0.260 which implies a decrease of 4.1%. The introduction of the depth features (DF) resulted in the achievement of the highest evaluation metrics. Specifically, the accuracy increased by a margin of 9.6% and hence resulted in an overall accuracy of 0.285. Table 5 shows the average recall per spatial relation (SR) for all feature sets along with the recall@k obtained by the top performing single label classifier that was reported by Muscat and Belz (2017) . The per-preposition recall results were combined with the number of training and testing instances which were used for each model. The benefit of the linguistic features (LF) was most notably seen when predicting the spatial relations: along, around, on, outside of, and under, after exceeding the 0.7 average recall mark. Despite reducing the average recall (AR) from 0.391 to 0.333, the geometric features (GF) alone im-proved six out of all the total (17) relations which included: beyond, far from, in, in front of, none, and opposite. This confirmed that the latter set of relations were more distinguishable based on their geometric setup rather than the inherent language bias of the corresponding image objects. When combining both LF and GF, the AP was increased to 0.335 but this was still not better than the 0.391 mark which was recorded by the LF. Despite this outcome, the average recalls for the latter set of prepositions together with 3 additional relations (total of 9), including behind, on, and under were improved over the results obtained by the LF. After adding the depth features (DF), the latter set of spatial relations improved even more, except the preposition on which kept the same recall rate (reduced from 0.83 to 0.82). The most notable percentage gains were noted for the prepositions in front of (66.7%), far from (60.9%), behind (46.1%), and beyond (45%).
We also trained a Random Forest single label classifier which gave best results in (Muscat and Belz, 2017) to show the effectiveness of the designed approach. The single label classifier was trained on the full feature set and optimised by hyperparamer optimisation. The model is based on 10 estimators and has a maximum depth of 5 levels. The maximum accuracy obtained on the validation set based on the optimal hyperparameters was 0.35, while the accuracy on the testing set was to 0.34. This final model was trained on the development set for 50 times to evaluate the average recall@k per each preposition.
Table 5 (right side) gives the average perpreposition recall@k, k=1..4, although in practice the recall@1 is used for single-label prediction cases. From these results (recall@1), we see that the multilabel model improved the recall for 14 out of 17 prepositions (including the aucun ("none") option) and obtained lower recall rates for the three prepositions: devant ("in front of"), derrière ("behind") and près de ("near"). When taking into account that the dataset's cardinality was 2.16, the multi-label model still improved 11 prepositions when considering the recall@2 obtained by the Random Forest. The mean average recall for the multi-label model was equal to 0.52, whilst the mean average recall@1 that was obtained by the single label classifier was 0.18. The single label classifier obtained comparable rate at k = 4 since it predicted prepositions with a recall rate of 0.51. When taking into consideration the results achieved by the single label classifer @k = 4, it still underperformed in 10 prepositions while it obtained equal rate for the preposition under. This confirmed that the multi-label model is generally performing better than the single label classifier even when considering recall rates with k greater than the dataset's label cardinality. Figure 5 presents how prepositions are related in terms of how similar they are to each other based on their clustering distribution. The plot shows that the prepositions near and next to share common characteristics with other relations. Specifically, the spatial relation near is similar to next to (0.84), at the level of (0.74), in front of (0.72), and behind (0.69). Similarly, the preposition next to is similar to at the level of (0.85), near (0.84), in front of (0.63), and behind (0.61).
CONCLUSION AND FUTURE WORK
In this paper we reported on the development of a clustering-based model which we used to study the relations between prepositions and to generate a multilabel output. The analysis of the clusters shows that the prepositions near, next to and at the level of have similar feature characteristics and it may be difficult to model their fine-grained distinctions. We evaluated the performance of the multi-label prediction model, which takes as input linguistic, geometric and depth features and a comparison with a single-label Random Forest model shows that the majority of prepositions benefit from the multi-label model. In the near future, we will explore other clustering-based algorithms used in multi-label classification, and implement a multi-label Neural Network model, which can help us study the features that distinguish the application of each preposition in more depth.
