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1. Johdanto 
Viime vuosikymmenten aikana kiintolevyjen tehokkuudet ovat kasvaneet huomattavasti hitaammin 
kuin keskusmuistien [LMP09]. Samalla kuitenkin kiintolevyjen kapasiteetit ja käsiteltävät 
tietomäärät ovat kasvaneet nopeasti. Siksi kiintolevyjen tehokkuus on muodostunut yhä 
pahemmaksi tietokantajärjestelmän suorituskykyä rajoittavaksi tekijäksi. 
Uuteen flash-muistiin perustuvat tallennusvälineet ovat monessa suhteessa kiintolevyä parempia 
[LMP09]. Niiden on myös arveltu tulevaisuudessa kurovan vähitellen kiinni tallennusvälineen ja 
keskusmuistin välistä tehokkuuseroa. Flash-muistia on käytetty tiedon tallennukseen 
kämmentietokoneissa, digitaalikameroissa, MP3-soittimissa ja matkapuhelimissa [LeM07]. Sen 
etuja ovat suuri lukunopeus, alhainen energian kulutus, erinomainen iskunkestävyys, pieni koko ja 
keveys. Viime aikoina on valmistettu myös suurikapasiteettisia flash-muistilaitteita kiintolevyn 
korvaajaksi kannettaviin tietokoneisiin sekä myös raskasta palvelinkäyttöä varten flash-
muistilaitteita, jotka voivat tehokkuudeltaan vastata jopa kahdeksasta huipputehokkaasta 
kiintolevystä koostuvaa RAID-järjestelmää [LMP09]. Flash-muistilaitteiden kapasiteetti on viime 
aikoina kaksinkertaistunut joka vuosi, ja tämän kehityksen on ennustettu jatkuvan useiden vuosien 
ajan. On arveltu, että flash-muistilaitteet syrjäyttäisivät kiintolevyt tulevaisuudessa ja takaisivat 
paremman suorituskyvyn myös tietokantajärjestelmissä [YBQ09a]. 
Flash-muistissa on kuitenkin erityispiirteitä, joiden vuoksi osa tietokannan hallintajärjestelmissä 
käytetyistä menetelmistä ei sovellu sellaisenaan käytettäväksi flash-muistiin tallennetussa 
tietokannassa [LNK07]. Merkittävin flash-muistin rajoitus on se, että uutta tietoa ei ole mahdollista 
kirjoittaa vanhan päälle. Käytetyt lohkot on tyhjennettävä erillisellä tyhjennysoperaatiolla ennen 
kuin niihin voidaan kirjoittaa tietoa uudelleen. Tyhjennysoperaatio on huomattavan hidas verrattuna 
lukemiseen tai kirjoittamiseen. Lukemisessa ja kirjoittamisessa tietoa käsitellään kiintolevyn tavoin 
sivu kerrallaan. Tyhjennysoperaatio on kuitenkin tehtävä kerralla isolle useita sivuja sisältävälle 
lohkolle. Lisäksi kirjoittaminen tyhjäänkin lohkoon vaatii vähintään kaksi kertaa niin pitkän ajan 
kuin lukeminen. Näiden rajoitusten takia tietojen päivittäminen erityisesti hajanaisille sivuille on 
hidasta. Lisäksi kukin tyhjennysoperaatio kuluttaa flash-muistin lohkoa hiukan. Kun tavallisen 
flash-muistin lohko on tyhjennetty yli 100 000 kertaa, se alkaa toimia epäluotettavasti. Flash-
muistin etuna on, että siinä ei ole liikkuvia osia. Tämän vuoksi hajaluku flash-muistista on yli 100 
kertaa niin nopeaa kuin kiintolevyltä. Jos tietokantajärjestelmässä siirryttäisiin flash-muistin 
käyttöön pelkästään tallennusvälinettä vaihtamalla, osa flash-muistin erityspiirteistä hidastaisi 
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järjestelmän toimintaa kohtuuttomasti ja osa sen hyvistä ominaisuuksista jäisi hyödyntämättä. 
Tietokannan hallintajärjestelmä on siis optimoitava erikseen flash-muistia varten [LNK07]. 
Kiintolevyä varten kehitetyissä tietokannan hallintajärjestelmissä hyödynnetään paljon kiintolevylle 
mahdollista päällekirjoittamista, ja tehdään paljon hajapäivityksiä. Koska flash-muistiin tehtävät 
hajapäivitykset ovat kuitenkin hitaita, tietokannan hallintajärjestelmää on muutettava siten, että niitä 
tarvitaan vähemmän. Nykyiset tietokannan hallintajärjestelmät olettavat luku- ja kirjoitusnopeudet 
yhtä suuriksi. Monet järjestelmän optimointimenetelmät perustuvat tähän oletukseen. Flash-
muistissa luku- ja kirjoitusnopeudet ovat kuitenkin erisuuret. Tämä tulee huomioida optimoinnissa. 
Koska kiintolevyllä suuri osa sivun lukemiseen kuluvasta ajasta muodostuu hakuvarren siirtoajasta 
ja pyörähdysviiveestä, on tietokannan hallintajärjestelmän optimoinnissa pyritty minimoimaan näitä 
aikoja käyttämällä suurta sivukokoa ja sijoittelemalla usein samalla kertaa käsiteltäviä sivuja levylle 
fyysisesti lähekkäin. Flash-muistissa sivun lukuaika ei kuitenkaan riipu sivun sijainnista. Näin ollen 
voidaan käyttää pientä sivukokoa ja sijoitella sivut vapaammin. 
Tietokannan hallintajärjestelmän optimoinnissa lähes kaikki asiat on siis toteutettava uudelleen 
flash-muistin näkökulmasta [LNK07]. Usein kyselyissä tarvitaan vain pientä osaa relaation 
attribuuteista [SHW08]. Koska kiintolevyllä peräkkäishaku on tehokasta, relaation tietosivut on 
yleensä täytetty luettelemalla monikoita peräkkäin. Tällöin kyselyiden suorituksessa joudutaan 
kuitenkin usein käsittelemään paljon kyselyn kannalta epäoleellisten attribuuttien tietoja, mikä 
heikentää tietokantajärjestelmän suorituskykyä. Koska flash-muistissa hajaluku on tehokasta, 
relaatiossa on järkevää käyttää attribuuttiperustaista ositusta [SHW08]. Tällä tavoin voidaan 
vähentää kyselyn kannalta epäoleellisten attribuuttien tietojen käsittelyä ja siten tehostaa kyselyitä.  
Monet kiintolevyä varten kehitetyt kyselyiden käsittelymenetelmät kuten järjestämis- ja 
liitosalgoritmit sisältävät paljon hajalukuja ja peräkkäisiä kirjoituksia. Näin ollen ne toimivat 
tehokkaasti myös flash-muistissa [LMP08]. Flash-muistia varten on myös kehitetty omia liitoksen 
laskentamenetelmiä [LOX09, SHW08, THS09]. 
Kiintolevyä käytettäessä lokin ylläpitäminen rajoittaa merkittävästi transaktiosuoritustehoa 
erityisesti lyhyiden transaktioiden yhteydessä [Che09, LMP08]. Kunkin transaktion sitoutumisen 
yhteydessä transaktion lokitietueet pakotetaan levylle lokin loppuun. Tällöin levylle tulee paljon 
samalle sivulle kohdistuvia pieniä päivityksiä. Kiintolevy suoriutuu tällaisista päivityksistä hitaasti. 
Näin ollen kiintolevyn tehokkuus muodostuu pullonkaulaksi transaktiosuoritusteholle. Flash-muistit 
soveltuvat lokin ylläpitämiseen hyvin monesta syystä [Che09, LeM07, LMP08]. Uudet lokitietueet 
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voidaan kirjoittaa flash-muistiin hyvin pienellä viiveellä, minkä ansiosta transaktioita pystytään 
suorittamaan tehokkaammin. Lisäksi lokin ylläpitämisessä lisätään vain uusia tietueita edellisten 
perään tekemättä muutoksia vanhoihin, jolloin flash-muistille hitaita hajapäivityksiä ei tarvitse 
tehdä. Lokista poistetaan yleensä kerralla suuri määrä peräkkäisiä tietueita, mikä voidaan tehdä 
yhdellä tyhjennysoperaatiolla. Lokin ylläpitäminen tapahtuu siis juuri flash-muistin erityispiirteiden 
kannalta optimaalisella tavalla. Monet flash-muistia varten kehitetyt tietokannan 
hallintajärjestelmän optimointimenetelmät perustuvatkin tehokkaaseen lokin ylläpitoon [Che09, 
LeM07, LMP08, NML09a, NML09b]. 
Kiintolevyjä varten suunnitelluissa hakemistorakenteissa, kuten B+-puussa, luetaan ja päivitetään 
paljon hajanaisia sivuja [YBQ09a]. Hajanaisten sivujen lukeminen flash-muistista on tehokasta, 
mutta päivittäminen hidasta. Hakemistorakenteiden optimointi flash-muistia varten perustuu siihen, 
että päivityksiä varastoidaan keskusmuistissa olevaan puskuriin, josta ne päivitetään isommissa 
erissä flash-muistiin. B+-puusta on kehitetty useita variaatioita flash-muistia varten. Niissä puuhun 
tehtävien hajapäivitysten määrää on onnistuttu vähentämään paljon hakunopeutta kuitenkaan 
merkittävästi hidastamatta [AGS09, LPS07, NaK07, NML09a, NML09b, OHL09, RKK09, 
YBQ09a, WKC07, XYL08]. 
Puskurin hallinnan tehokkuuden kannalta on merkittävää, mitkä sivut pidetään puskurissa [LNK07]. 
Koska kiintolevyltä lukeminen ja sille kirjoittaminen ovat yhtä nopeita, puskurista poistettavat sivut 
valitaan siten, että sivuja tarvitsisi siirrellä levyn ja puskurin välillä mahdollisimman vähän. Flash-
muistia käytettäessä sivun kirjoittaminen on kuitenkin hitaampaa kuin sen lukeminen. Tämän 
vuoksi flash-muistia käytettäessä puskurin hallintaa kannattaa optimoida siten, että puskurista 
poistettavien sivujen valinnan avulla vähennetään hitaiden kirjoitusten määrää nopeiden lukujen 
määrän kustannuksella. 
Tässä pro gradu -tutkielmassa tarkastellaan tietokannan hallintajärjestelmän perustoiminnallisuuden 
optimoimista flash-muistia varten. Luvussa 2 esitellään flash-muisti ja tarkastellaan sen 
erityispiirteitä, jotka vaikuttavat tietokannan hallintajärjestelmän optimointiin. Luvussa 3 
tarkastellaan menetelmiä tietojen sijoittelemiseksi flash-muistiin. Kyselyiden käsittelyä ja erilaisia 
flash-muistia varten kehitettyjä liitoksen laskentamenetelmiä tarkastellaan luvussa 4. Luvussa 5 
tarkastellaan menetelmiä lokin ylläpitämiseksi. Luvussa 6 tutustutaan useisiin erilaisiin flash-
muistia varten optimoituihin hakemistorakenteisiin, jotka ovat pääosin B+-puusta kehitettyjä 
muunnelmia. Luvussa 7 esitetään kaksi erilaista lomitukseen perustuvaa hakemistorakennetta. 
Luvussa 8 esitellään kolme erilaista puskurin hallintakäytäntöä. Luvussa 9 esitetään yhteenveto 
  
  4 
 
tietokannan hallintajärjestelmän optimoinnista flash-muistia varten ja flash-muistin soveltuvuudesta 
tietokantajärjestelmään. 
2. Flash-muisti 
Flash-muistin (flash memory) toiminta perustuu sähkövarausten käsittelyyn, eikä se sisällä liikkuvia 
osia [BeC05]. Flash-muistia on NAND- ja NOR-tyyppiä. NOR-tyyppinen muisti on hitaampaa eikä 
sovellu käytettäväksi esimerkiksi tietokantajärjestelmissä. Tässä pro gradu -tutkielmassa flash-
muistilla tarkoitetaan aina NAND-tyyppistä muistia.  
Flash-muisti on organisoitu erikokoisiin sisäkkäisiin lohkoihin, jotka muodostavat monitasoisen 
hierarkian [APW08]. Flash-muistilaitteiden sisällä muistikapasiteetti on yleensä jaettu useisiin 
rinnakkain toimiviin yksiköihin, joiden hallinnointiin on erillisiä komponentteja. Flash-
muistilaitteiden erityispiirteet ja rinnakkain toimivat yksiköt mutkistavat muistin käsittelyä. Siksi 
flash-muistilaitteissa on erillinen kerros, joka huolehtii flash-muistin toiminnasta matalalla tasolla. 
2.1. Toimintaperiaate bittitasolla 
Flash-muistissa bitit on tallennettu muutaman kymmenen nanometrin levyisiin soluihin (cell) 
[BeC05, PBO97]. Solu voi olla useassa eri tilassa sen sisältämän sähkövarauksen mukaan. 
Yksitasoisella solulla (single-level cell, SLC) on kaksi mahdollista tilaa: negatiivinen varaus tai 
neutraali varaus. Bitit on koodattu siten, että negatiivinen varaus tarkoittaa arvoa 0 ja neutraali 
varaus arvoa 1. Flash-muistin solut säilyttävät sähkövarauksensa ilman sähkövirtaa, minkä ansiosta 
flash-muistia voidaan käyttää tiedon pysyvään tallennukseen. 
Solujen tilaa luetaan ja muutetaan kytkemällä niihin erilaisia jännitteitä [BeC05, PBO97]. Solujen 
sähkövarauksen purkaminen on kuitenkin mahdollista vain suurissa useita soluja kattavissa erissä. 
Siksi flash-muisti on EEPROM-tyyppistä (electrically-erasable programmable read-only memory). 
Halutut bitit voidaan siis asettaa arvoon 0, mutta niiden asettaminen takaisin arvoon 1 on 
mahdollista ainoastaan suurissa erissä. Bittijoukon asettamista arvoon 1 kutsutaan 
tyhjennysoperaatioksi (erase). Jokainen tyhjennysoperaatio kuluttaa soluja hiukan. Kun solu on 
tyhjennetty riittävän monta kertaa, se alkaa toimia epäluotettavasti. 
Tietokannan hallintajärjestelmän optimoinnin kannalta merkittävää on, että eri bittioperaatioiden 
kesto vaihtelee. Bitin arvon lukeminen on nopeinta [BeC05, PBO97]. Kirjoittaminen on hitaampaa 
kuin lukeminen. Tyhjennysoperaatio on hyvin paljon hitaampi kuin lukeminen tai kirjoittaminen. 
Bittioperaatioiden eroavaisuudet erisuuruisine bittijoukkoineen ja suoritusaikoineen vaikuttavat 
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ratkaisevasti koko flash-muistilaitteen arkkitehtuuriin ja siten myös tietokannan hallintajärjestelmän 
optimaaliseen toteutukseen. 
Flash-muisti koostuu joko yksitasoisista tai monitasoisista soluista [BeC05, PBO97]. Monitasoinen 
solu (multi-level cell, MLC) voi sisältää neljä erisuuruista sähkövarausta ja näin ollen olla neljässä 
eri tilassa. Tällöin yksi solu sisältää kaksi bittiä. Monitasoisista soluista koostuvan muistin etuna on, 
että tieto saadaan esitettyä tiiviimmässä muodossa ja muisti on halvempaa [APW08]. Haittapuolena 
on, että muisti on hitaampaa ja sen solut kestävät vähemmän tyhjennysoperaatioita. 
Solut on järjestetty mikropiiriin riveiksi ja sarakkeiksi [BeC05]. Solujen lukeminen ja 
kirjoittaminen tapahtuu käsittelemällä kerrallaan suuria bittijonoja. Tietobittien sekaan on lisätty 
tarkistusbittejä yhden bitin virheen korjaavan ja kahden bitin virheen havaitsevan Hamming-
koodauksen mukaisesti. Pitkissä bittijonoissa Hamming-koodauksen käyttö on edullista, sillä niissä 
koodauksen vaatima ylimääräinen tila on pienempi suhteessa bittijonon pituuteen kuin esimerkiksi 
tavanomaisessa keskusmuistissa, jossa käsitellään kerrallaan vaikkapa 32 bitin jonoja. 
2.2. Rakenne ja toiminta fyysisellä tasolla 
Flash-muistissa on monitasoinen rakenne. Muisti on jaettu tavallisesti 2 KB kokoisiin sivuihin 
(page) [DiJ09]. Sivut on järjestetty yleensä 64 sivun eli 128 KB kokoisiin lohkoihin (block, erase 
block, erase zone). Lohkot on järjestetty tavallisesti muutaman tuhannen lohkon tasoihin (plane) 
[APW08]. Tasot on järjestetty muutaman tason sisältäviin muistipankkeihin (die, memory bank). 
Muistipankin tallennustilan rakenne on esitetty kuvassa 2.1. 
Muistipankki on flash-muistilaitteen komponentti, joka tarjoaa yksinkertaisen matalan tason 
rajapinnan siinä olevan tallennustilan käsittelemiseksi [DiJ09]. Siinä on operaatiot luku, kirjoitus ja 
tyhjennys. Pienin kerralla luettava tai kirjoitettava tiedon yksikkö on sivu. Sivulle kirjoitetun tiedon 
päälle ei voida kirjoittaa uutta tietoa [LeM07]. Tiedot voidaan tyhjentää lohko kerrallaan. 
Yksitasoisista soluista koostuva flash-muistin lohko kestää nykyisin tavallisesti 100 000 
tyhjennyskertaa, minkä jälkeen se alkaa toimia epäluotettavasti. 
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Muistipankin rajapintaa käytettäessä lohkoihin ja sivuihin viitataan suoraan käyttäen niiden fyysisiä 
osoitteita [DiJ09]. Kuten kuvasta 2.1 näkyy, lohkot on numeroitu muistipankin sisällä tasojen yli 
0:sta n:ään. Kunkin lohkon sisällä sivut on numeroitu tässä 0:sta 63:een. Muistipankin tietoihin 
viitattaessa fyysinen osoite koostuu joko lohkon numerosta tai lohkon numerosta sekä 
sivunumerosta lohkon sisällä. Tyhjennettäessä muistipankille ilmoitetaan tyhjennettävän lohkon 
numero. Luettaessa tai kirjoitettaessa muistipankille ilmoitetaan lohkon numero sekä sivunumero 
lohkon sisällä. 
Taulukossa 2.1 on esitetty keskimääräiset tiedon käsittelyajat hakuvarren siirtoaikoineen ja 
pyörähdysviiveineen kiintolevylle (Seagate Barracuda 7200.7 ST380011A) ja tiedon käsittelyajat 
flash-muistille (Samsung K9WAG08U1A 16 Gbits SLC NAND). Hajaluku flash-muistista on tässä 
yli 150 kertaa nopeampaa kuin kiintolevyltä. Yksittäisen sivun kirjoittaminen flash-muistiin on 
myös tehokasta vaikkakin lukemista hitaampaa. Tässä on kuitenkin otettava huomioon, että 
jatkuvan sivujen kirjoituksen mahdollistamiseksi on välillä myös tyhjennettävä lohkoja, mihin 
kuluu huomattavasti aikaa. Juuri nämä flash-muistin ydinominaisuudet ovat perusta, jonka päälle 
kaikki menetelmät tietokannan hallintajärjestelmän optimoimiseksi flash-muistia varten rakentuvat. 
 
Kuva 2.1. Muistipankin tallennustilan rakenne [APW08]. 
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Sivua voidaan päivittää neljä kertaa tyhjennysoperaatioiden välillä [BIT07]. Tämän takia sivu 
jaetaan neljään 512 tavun kokoiseen alasivuun (sub-page), jotka voidaan täyttää yksi kerrallaan. 
Koska pienin kerralla kirjoitettava tiedon yksikkö on sivu, on alasivuille tehtävät kirjoitukset hiukan 
mutkikkaampia kuin kokonaisten sivujen. Ensin on luettava koko sivu flash-muistista 
keskusmuistiin, yhdistettävä tähän uuteen alasivuun kirjoitettavat tiedot ja lopuksi kirjoitettava koko 
sivu flash-muistiin. Tämä menettely ei ole ristiriidassa EEPROM-tyyppisyyden kanssa, sillä sivulla 
olevaa tietoa ei muuteta kuin kerran. Kirjoitukset tehdään sivulla olevaan vapaaseen tilaan 
muuttamalla bittejä 1:stä 0:ksi. 
2.3. Flash-muistilaitteet 
Flash-muistilaite sisältää yleensä useita muistipankkeja, RAM-muistia, ohjaimen sekä pienen 
akuilla tai kondensaattoreilla toteutetun energiavaraston [APW08]. RAM-muistissa ylläpidetään 
flash-muistin käsittelyssä tarvittavia metatietoja. Lisäksi sinne puskuroidaan sivuja niiden käsittelyn 
nopeuttamiseksi. Ohjain käsittelee flash-muistilaitteelle tulevat käskyt, koordinoi muistipankkien 
toimintaa sekä hallitsee RAM-muistissa olevaa puskuria. Energiavarastoa tarvitaan sähkökatkon 
sattuessa, jolloin puskurissa olevat sivut voidaan tarvittaessa kirjoittaa flash-muistiin. Flash-
muistilaitteen sisäinen rakenne on esitetty kuvassa 2.2. 
Flash-muistilaitteiden tehoa voidaan parantaa muun muassa kasvattamalla puskurin kokoa ja 
lisäämällä muistipankkien määrää sekä rinnakkaisuutta niiden välille [DiJ09]. Muistipankkien 
rinnakkainen toiminta muistuttaa osittain kiintolevyistä tuttua RAID-järjestelmää, mutta flash-
muistilaitteen tapauksessa rinnakkaisuutta voidaan lisätä yhden laitteen sisälle.  
Taulukko 2.1. Tiedon käsittelyajat kiintolevyllä ja flash-muistissa [LeM07]. 
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Rinnakkaisuutta voidaan lisätä lomittamalla ja klusteroimalla [DiJ09]. Lomituksessa (interleaving, 
banking) kukin muistipankki toimii itsenäisesti. Käskyjä jaetaan vuorotellen vapaana oleville 
muistipankeille. Lomituksesta on hyötyä erityisesti silloin, kun tehdään hitaita 
tyhjennysoperaatioita. Yhden muistipankin suorittaessa tyhjennystä muut muistipankit voivat 
käsitellä omaa tallennustilaansa.  
Klusteroinnissa (superblocking) muistipankit yhdistetään isommiksi samaa käskyä suorittaviksi 
klustereiksi [DiJ09]. Muistipankkien sivut ja lohkot yhdistetään isommiksi supersivuiksi ja 
superlohkoiksi (super block). Tarkastellaan esimerkkinä tilannetta, jossa sivun koko 
muistipankeissa on 2 KB, lohkon koko 128 KB, ja neljä muistipankkia yhdistetään isommaksi 
klusteriksi. Tällöin supersivun koko klusterissa on 8 KB ja superlohkon koko 512 KB. Kun 
klusterille annetaan sivun kirjoituskäsky, kaikki neljä muistipankkia kirjoittavat sivua yhtä aikaa 
oman tallennustilansa samaan fyysiseen osoitteeseen. 
Flash-muistilaitteita on valmistettu erilaisilla kokoonpanoilla eri tarkoituksiin, ja ne jakautuvat 
nykyisin suurin piirtein kolmeen eri luokkaan [APW08]. Ensimmäisinä yleistyivät USB-muistitikut 
ja pienet muistikortit, joita on digitaalikameroissa ja puhelimissa. Tällä hetkellä yleistymässä ovat 
kannettavien tietokoneiden SSD-levyt (solid-state-disk). Nämä ovat suunnilleen kiintolevyn 
kokoisia flash-muistilaitteita, joiden hajalukunopeus on paljon tavallista kiintolevyä parempi ja 
hajakirjoitus samaa luokkaa kuin tavallisissa kiintolevyissä. Viimeisimpänä markkinoille ovat 
tulleet raskaaseen palvelinkäyttöön tarkoitetut SSD-levyt, jotka voivat vastata tehokkuudeltaan jopa 
kahdeksasta huipputehokkaasta kiintolevystä koostuvaa RAID-järjestelmää [LMP09]. Kiintolevyn 
ja flash-muistilaitteiden ominaisuuksia on esitetty taulukossa 2.2. 
Kuva 2.2. Flash-muistilaitteen sisäinen rakenne [YBQ09b]. 
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2.4. Flash-muunnoskerros 
Flash-muistin EEPROM-tyyppisyys ja lohkon tyhjennyskertojen rajoitettu määrä mutkistavat 
muistin käsittelytapaa monin tavoin. Koska uutta tietoa ei voida kirjoittaa vanhan päälle eikä 
yksittäistä sivua voida tyhjentää, sivua päivitettäessä on tehokasta kirjoittaa sivun päivitetty versio 
uuteen vapaaseen paikkaan ja jättää epävalidi sivun vanha versio flash-muistiin [DiJ09]. Tästä 
seuraa, että epävalidien sivujen määrä kasvaa ja vapaan tilan määrä vähenee ajan mittaan. Näin 
ollen tilaa on ajoittain vapautettava tyhjentämällä lohkoja. Jos lohko sisältää pelkästään epävalideja 
sivuja, se voidaan tyhjentää heti. Muussa tapauksessa validit sivut on kopioitava ensin toiseen 
lohkoon.  
Tämän menetelmän käyttö vaatii paljon metatietojen käsittelyä. Koska sivujen fyysiset sijainnit 
vaihtelevat ajan kuluessa, kunkin sivun nykyisestä sijainnista on ylläpidettävä tietoa [DiJ09]. Jotta 
lohkoja voitaisiin tyhjentää, on pidettävä kirjaa mitkä lohkossa olevista sivuista ovat valideja. 
Koska lohkot kestävät rajallisen määrä tyhjennyskertoja, niitä olisi hyvä kuluttaa mahdollisimman 
tasaisesti. Tämän mahdollistamiseksi on pidettävä kirjaa kuhunkin lohkoon tehtyjen 
tyhjennysoperaatioiden määristä. Lisäksi on ylläpidettävä tietoa mahdollisista loppuun kulutetuista 
ja epäluotettavasti toimivista lohkoista. Koska flash-muistilaitteet sisältävät yleensä useita 
muistipankkeja, on myös huolehdittava, että käskyt välitetään oikeille muistipankeille. 
Flash-muunnoskerros eli FTL (flash translation layer) on flash-muistilaitteen ohjaimessa toimiva 
ohjelmakomponentti, joka toimii muistipankkien fyysisen tason päällä [DiJ09]. Sen tarkoituksena 
on tarjota looginen korkean tason rajapinta sivujen lukemista ja kirjoittamista varten, pitää kirjaa 
sivujen sijainneista sekä epäluotettavasti toimivista lohkoista ja huolehtia tilan vapauttamisesta, 
lohkojen tasaisesta kulutuksesta. FTL kapseloi flash-muistin erityispiirteet sisäänsä ja tarjoaa 
Taulukko 2.2. Kiintolevyn ja flash-muistilaitteiden ominaisuuksia [THS09]. SATA-levy: Seagate 
Barracuda; SATA-Flash: Mtron; FC-Flash: STech’s ZeusIOps 3.5” FibreChannel; ioD-Flash: 
FusionIO ioDrive. Hinnat ovat peräisin ajalta 25.11.2008. 
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käyttäjälleen samanlaisen rajapinnan kuin kiintolevyllä.  
Rajapintaa käytettäessä flash-muistilaitteen sivuihin viitataan niiden loogisilla sivunumeroilla, jotka 
juoksevat 0:sta n:ään kaikkien muistipankkien yli. FTL ylläpitää taulukkoa loogisten ja fyysisten 
sivunumeroiden vastaavuudesta. Kun FTL:lle tulee käsky, se muuntaa loogisen osoitteen fyysiseksi 
osoitteeksi ja lähettää käskyn eteenpäin oikealle muistipankille. Rajapinnan avulla voidaan lukea 
sivuja ja kirjoittaa sivuja virtuaalisesti vanhojen päälle. FTL:n ansiosta flash-muistia voidaan 
käyttää kiintolevyn tilalla tekemättä muutoksia sitä käyttäviin sovelluksiin. FTL:n toimintaperiaate 
on esitetty kuvassa 2.3. 
Lähes kaikki tässä kirjoituksessa esitetyt tietokannan hallintajärjestelmän optimointimenetelmät 
perustuvat siihen, että flash-muistia käytetään FTL:n avulla. Kohdassa 3.1 esitetty lisää perään ja 
pakkaa –käytäntö [SAJ09], kohdassa 5.2 esitetty sivun sisäinen lokikäytäntö [LeM07] sekä 
kohdassa 6.4 esitetty sivun sisäistä lokikäytäntöä hyödyntävä B+-puu [NML09a, NML09b] ovat 
kuitenkin poikkeuksia. Nämä menetelmät on suunniteltu toimimaan suoraan flash-muistin fyysisen 
tason päällä. 
FTL:n tarvitsemia metatietoja ylläpidetään flash-muistilaitteen RAM-muistissa [DiJ09]. Lisäksi 
kussakin sivussa ja lohkossa ylläpidetään pientä määrää metatietoa. Flash-muistilaitteen 
käynnistyksen jälkeen metatiedot päivitetään RAM-muistiin flash-muistiin tallennettujen 
Kuva 2.3. FTL:n toimintaperiaate [LPC07]. 
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metatietojen perusteella. 
Tilan vapauttaminen suoritetaan yleensä FTL:ssä siten, että kun tyhjien lohkojen määrä alittaa 
tietyn raja-arvon, käynnistetään roskienkeruuprosessi (garbage collection) [APW08, BIT07]. Tämä 
prosessi painottaa tyhjennettävien lohkojen valinnassa niitä, joissa valideja sivuja on vähiten, jotta 
sivuja tarvitsisi kopioida mahdollisimman vähän. Roskienkeruuprosessin nopeus riippuu siis siitä, 
miten validit sivut ovat hajaantuneet flash-muistin lohkoihin. Pahimmassa tapauksessa validit sivut 
ovat hajaantuneet tasaisesti kaikkiin lohkoihin. On kehitetty erilaisia roskienkeruualgoritmeja, joilla 
voidaan pienentää validien sivujen hajontaa, ja siten myös sivujen kopioimisen tarvetta.  
Joissain flash-muistilaitteissa muistipankkeihin on toteutettu erillinen sivun kopiointioperaatio 
roskienkeruuprosessin nopeuttamiseksi [APW08]. Tämän operaation avulla sivu voidaan 
tehokkaasti kopioida muistipankin sisällä lohkosta toiseen. Muistipankkeihin on toteutettu myös 
erilliset toiminnot peräkkäisten sivujen tehokkaaksi lukemiseksi ja kirjoittamiseksi [DiJ09]. 
Flash-muistiin tehtävien sivupäivitysten hajonta vaikuttaa siis suoraan kirjoituksen tehokkuuteen, 
mutta tämän lisäksi myös myöhemmin tehtävään roskienkeruuprosessin tehokkuuteen. Useat 
peräkkäisiin sivuihin kohdistuvat päivitykset aiheuttavat lohkojen täytymistä pelkistä epävalideista 
sivuista, ja näin ollen nopeuttavat roskienkeruuta. Hajanaisiin sivuihin tehtävät päivitykset 
hidastavat roskienkeruuta eniten. Tämä tieto on oleellinen tietokannan hallintajärjestelmän 
optimoimisen kannalta. Optimoinnissa tulisi vähentää hajapäivitysten määrää. 
Jotkut FTL:n toteutukset perustuvat siihen, että flash-muistissa olevaa sivua muutettaessa sivun 
päivitettyä versiota ei kirjoiteta flash-muistiin vaan sivulle tehdyt muutokset kirjoitetaan erilliseen 
flash-muistissa sijaitsevaan lokiin [LPC07]. Kun FTL:lle tulee sivun lukupyyntö, se lukee ensin 
flash-muistista sivun vanhan version ja siihen liittyvät lokitietueet puskuriin. Seuraavaksi FTL 
soveltaa lokitietueiden mukaiset operaatiot puskurissa olevalle sivulle ja palauttaa sivun sitä 
pyytäneelle sovellukselle. Jossain vaiheessa lokitietueiden mukaiset muutokset sovelletaan flash-
muistissa olevalle sivulle ja poistetaan flash-muistista. Tällä menettelyllä voidaan tehostaa 
erityisesti pienten hajapäivitysten tekemistä, mutta sivuja joudutaan lukemaan enemmän. Tällainen 
menettely on kannattavaa flash-muistissa, jossa lukeminen on huomattavasti kirjoittamista 
nopeampaa. 
Lohkojen kulutusta voidaan tasata roskienkeruuprosessin yhteydessä painottamalla tyhjennettävien 
lohkojen valinnassa vähän kulutettuja lohkoja. Toinen tapa on täyttää paljon keskimääräistä 
enemmän kulutettu lohko sellaisella datalla, jota päivitetään harvoin [APW08]. Koska lohkojen 
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kulutus jaetaan tasaisesti kaikille lohkoille, flash-muistin elinikä riippuu sen kapasiteetista. Koska 
flash-muistilaitteiden eliniät ovat tällä hetkellä aktiivisessa käytössä 5-10 vuotta [SHW08] ja 
kapasiteetit kaksinkertaistivat joka vuosi, muutaman vuoden kuluttua niiden eliniät ovat 
todennäköisesti käytännössä merkityksettömiä. 
3. Tietokannan tietojen sijoittelu 
Tietojen sijoittelua flash-muistiin voidaan tarkastella kahdella eri rakeisuustasolla. Ensinnäkin, 
miten sivut tulisi sijoitella flash-muistin lohkoihin [SAJ09]. Toiseksi, miten relaation tiedot 
kannattaisi sijoitella flash-muistin sivujen sisälle [THS09]. 
Sivujen sijoittelussa flash-muistin lohkoihin kannattaa toimia niin, että sivua päivitettäessä sivun 
uusi versio kirjoitetaan uuteen paikkaan ja vanha versio jätetään flash-muistiin sekä merkitään 
epävalidiksi [SAJ09]. Fyysisen tilan loppuessa lohkoja on tyhjennettävä. Ennen tyhjennystä 
joudutaan mahdollisesti kopioimaan valideja sivuja muihin lohkoihin. Sivut tulisi sijoitella siten, 
että valideja sivuja jouduttaisiin kopioimaan mahdollisimman vähän tyhjennyksen yhteydessä. 
Koska hajaluku flash-muistista on tehokasta, sivut voidaan sijoitella vapaasti hajalleen ja keskittyä 
optimoimaan validien sivujen kopiointiin kuluvaa aikaa. FTL kyllä tietojen sijoittelusta, mutta ei 
ole tietokannan hallintajärjestelmän kannalta tehokkain mahdollinen. 
Relaation tietojen sijoittelulla flash-muistin sivujen sisälle voidaan vaikuttaa kyselyiden 
suorituksessa käsiteltävän tiedon määrään. Usein kyselyissä tarvitaan vain pientä osaa relaation 
attribuuteista [SHW08]. Koska kiintolevyllä peräkkäishaku on tehokasta, relaation tietosivut on 
yleensä täytetty luettelemalla monikoita peräkkäin. Tällöin kyselyiden suorituksessa joudutaan 
kuitenkin usein lukemaan levyltä suuria määriä kyselyn kannalta tarpeetonta tietoa keskusmuistiin, 
ja käsittelemään sitä prosessorilla. Tämä kuormittaa kiintolevyä, keskusmuistia, prosessorin 
välimuistia ja prosessoria kyselyn kannalta epäoleellisilla tiedoilla. Koska flash-muistissa hajaluku 
on tehokasta, relaatiossa on järkevää käyttää attribuuttiperustaista ositusta. Tällä tavoin voidaan 
vähentää flash-muistista keskusmuistiin luettavan tiedon määrää ja tehostaa kyselyitä. Koska myös 
flash-muistia käytettäessä suurempi osa kyselyn suoritusajasta muodostuu keskusmuistin 
käsittelyajasta, korostuu prosessorin välimuistin merkitys kyselyiden tehokkuudessa. 
Attribuuttiperustaisella osituksella voidaan parantaa myös prosessorin välimuistista saatavaa 
hyötyä. 
Tässä luvussa esitetään ensin menetelmä sivujen sijoittelemiseksi flash-muistiin fyysisellä tasolla 
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[SAJ09]. Tämän jälkeen tarkastellaan relaation tietojen sijoittelua sivujen sisälle [THS09]. 
3.1. Lisää perään ja pakkaa -käytäntö 
FTL on kehitetty, jotta flash-muistia voitaisiin käyttää kiintolevyn tilalla tekemättä muutoksia 
tallennusvälinettä käyttäviin sovelluksiin [SAJ09]. Siksi se on suunniteltu yleispäteväksi 
kerrokseksi toimimaan tehokkaasti kaikenlaisissa tilanteissa kuten tiedostojärjestelmissä ja 
erilaisissa sovelluksissa. Tietojen käsittely tietokannoissa ja erityisesti OLTP-tietokannoissa sisältää 
paljon pieniä hajapäivityksiä. Siten se poikkeaa paljon monista muista sovelluksista ja 
tiedostojärjestelmistä. Tämän vuoksi FTL:n käyttämä tiedon fyysinen sijoittelu ei ole optimaalinen 
tietokannan hallintajärjestelmän tarpeisiin. 
Stoica ja kumppanit [SAJ09] ovat kehittäneet tietokannan hallintajärjestelmää varten optimoidun 
menetelmän sivujen sijoittelemiseksi flash-muistin fyysisellä tasolla. Tämä menetelmä on 
tarkoitettu toimivaksi suoraan flash-muistin fyysisen tason päällä FTL:n tilalla ja sitä kutsutaan 
lisää perään ja pakkaa –käytännöksi (append and pack). Usein päivitettävää sivua kutsutaan 
kuumaksi (write-hot) ja harvoin päivitettävää kylmäksi (write-cold). Fyysisen tilan vapauttamisen 
kannalta olisi edullista, että osa lohkoista sisältäisi mahdollisimman vähän valideja sivuja ja toiset 
taas mahdollisimman paljon valideja sivuja. Tähän päästään, jos osa lohkoista täytetään kuumilla 
sivuilla ja osa kylmillä. 
Lisää perään ja pakkaa -käytännössä on erilliset jonot kuumille ja kylmille sivuille. Kun sivu 
päivitetään, sen uusi versio kirjoitetaan kuuman jonon perään, ja vanha versio merkitään 
epävalidiksi. Kuvassa 3.1 (a) on esitetty lisää ja pakkaa –käytännön jonot sekä sivun päivitys. Kun 
fyysinen tila loppuu kuumasta jonosta, sen keulasta tyhjennetään lohkoja. Jos lohkot kuuman jonon 
keulassa sisältävät valideja sivuja, ne ovat kulkeneet jonon perästä keulaan asti päivittämättöminä. 
Näin ollen ne ovat todennäköisesti kylmiä sivuja, ja ne kopioidaan kylmän jonon perään ennen 
lohkojen tyhjentämistä. Sivujen kopiointi kuuman jonon täyttyessä on esitetty kuvassa 3.1 (b). 
Jos jokin kylmän jonon sivuista päivitetään, sen uusi versio kirjoitetaan kuuman jonon häntään. Jos 
fyysinen tila loppuu kylmästä jonosta, sen päässä mahdollisesti olevat validit sivut kopioidaan 
kylmän jonon häntään ja sen päästä tyhjennetään lohkoja 
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Tällä käytännöllä lohkot täyttyvät suunnilleen yhtä tiheästi päivitettävistä sivuista. Menetelmän 
tehokkuus riippuu siitä miten paljon valideja sivuja joudutaan kopioimaan lohkojen tyhjennyksen 
yhteydessä. Kopioitavien sivujen määrä riippuu taas siitä, millä todennäköisyydellä yksittäinen 
jonon häntään kirjoitettu sivu kulkeutuu jonon päähän asti päivittämättömänä. Tämä 
todennäköisyys puolestaan riippuu voimakkaasti käytettävissä olevan kapasiteetin suhteesta 
tietomäärän. Tästä suhteesta käytetään merkintää α. Mitä suurempi tekijän α arvo on, sitä enemmän 
sivujen päivityksiä ehditään tehdä suhteessa sivujen määrään ennen kuin sivu ehtii kulkeutua jonon 
hännästä päähän asti, ja sitä todennäköisemmin sivu ehditään päivittää tänä aikana. Sivun validina 
säilymisen todennäköisyys riippuu myös päivitystodennäköisyyden jakautumisesta sivujen kesken. 
Kuvassa 3.2 on esitetty validien sivujen suhteellinen osuus jonon päässä tekijän α funktiona, kun 
sivujen päivitystodennäköisyyden jakauma on oletettu tasaiseksi molempien jonojen sisällä. 
Validien sivujen osuus putoaa jyrkästi tekijän α kasvaessa. Tekijän α arvolla 3 enää 5 % prosenttia 
jonon päässä olevista sivuista on valideja. 
Stoica ja kumppanit [SAJ09] eivät ole ottaneet kantaa flash-muistin lohkojen kulutuksen 
tasaamiseen. Näin ollen lisää perään ja pakkaa -käytäntöä käytettäessä osa lohkoista saattaa kulua 
loppuun huomattavasti muita nopeammin. 
Kuva 3.1. (a) Lisää ja pakkaa –käytännön jonot ja erään sivun päivitys, (b) sivujen kopiointi 
kuuman jonon täyttyessä. 
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3.2. Attribuuttiperustainen tietosivun ositusmenetelmä 
Tarkastellaan nyt miten relaation tiedot tulisi sijoitella sivujen sisälle. Ailamaki ja kumppanit 
[ADH01] ovat kehittäneet relaation tietojen sijoittelumenetelmän prosessorin sisäisestä 
välimuistista saatavan hyödyn maksimoimiseksi. PAX-sijoittelumenetelmä (partition attribute 
across) on sekoitus riviperustaisesta ja attribuuttiperustaisesta sijoittelusta. Siinä kukin relaation 
tietosivu jakautuu useisiin pikkusivuihin (mini page). Kullakin pikkusivulla on vain yhden 
attribuutin arvoja. Tietosivu sisältää yhden pikkusivun jokaista attribuuttia kohti. Tietosivun 
rakenne riviperustaisessa- ja PAX-sijoittelumenetelmässä on esitetty kuvassa 3.3. 
Jos attribuutin kaikkien arvojen tilavaativuus on yhtä suuri, kunkin monikon attribuutin arvon 
sijainti pikkusivulla voidaan laskea attribuutin tilavaativuuden ja monikon järjestysluvun 
perusteella. Vaihtelevan mittaisten attribuuttien arvojen tapauksessa pikkusivun loppuun lisätään 
tietuehakemisto, joka ilmoittaa kunkin monikon attribuutin arvon osoitteen pikkusivun sisällä. 
Kun tietosivu on puskurissa, prosessorille voidaan siirtää tarkasti vain tietyn attribuutin arvo. Arvon 
siirron yhteydessä prosessorin sisäiseen välimuistiin siirtyy automaattisesti muitakin arvoja 
Kuva 3.2. Validien sivujen osuus jonon päässä tekijän α funktiona [SAJ09]. 
Kuva 3.3. Tietosivun rakenne riviperustaisessa- ja PAX-sijoittelumenetelmässä [THS09]. 
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läheisistä keskusmuistin osoitteista. Jos kyselyssä tarvitaan esimerkiksi kaikki peräkkäiset arvot 
yhdestä attribuutista, saadaan prosessorin sisäisestä välimuistista suurempi hyöty kuin 
riviperustaisessa sijoittelumenetelmässä, jota käytettäessä välimuistiin siirtyy muidenkin 
attribuuttien arvoja. PAX-sijoittelumenetelmää käytettäessä monikon kaikkien attribuuttien arvot 
ovat samalla tietosivulla. Tämän ansiosta monikon lisäyksessä ja päivityksessä tarvitsee päivittää 
vain yhtä tietosivua. PAX-sijoittelussa yhdistyvät siis attribuuttiperustaisen ja riviperustaisen 
sijoittelun hyvät puolet. 
Vaikka PAX-sijoittelu on kehitetty alun perin kiintolevyä varten, välimuistista saadaan sama hyöty, 
kun PAX-sijoittelua käytetään flash-muistissa. Flash-muistia käytettäessä PAX-sijoittelusta saadaan 
kuitenkin vielä suurempi hyöty, kun tietosivun koko valitaan siten, että se on useiden flash-muistin 
sivujen kokoinen [SHW08, THS09].. Tällöin voidaan menetellä niin, että flash-muistissa säilytetään 
aina kokonaisia tietosivuja, mutta puskuriin tuodaan vain tarvittavat pikkusivut. Samaten flash-
muistiin viedään vain päivitetyt pikkusivut. Tällä menettelyllä voidaan vähentää flash-muistilaitteen 
sekä keskusmuistin kuormitusta ja siten tehostaa kyselyitä. Ainoastaan tiettyjen pikkusivujen 
lukeminen tietosivulta on flash-muistissa kannattavaa tehokkaan hajaluvun ansiosta. Näin ollen alun 
perin kiintolevyä varten kehitetty PAX-sijoittelu soveltuu vielä paremmin flash-muistille, koska 
flash-muistia käytettäessä sillä voidaan tehostaa myös flash-muistin käsittelyä. 
4. Kyselyiden käsittely 
Monet kiintolevyä varten suunnitellut liitos- ja järjestämisalgoritmit soveltuvat hyvin myös flash-
muistille [DoP09, LMP08]. Näissä algoritmeissa luetaan yleensä paljon hajanaisia sivuja ja 
kirjoitetaan peräkkäisiä sivuja. Tällainen tallennusvälineen käyttötapa on flash-muistille erittäin 
edullista, joten flash-muistia käytettäessä monet kyselyiden käsittelymenetelmät nopeutuvat 
huomattavasti jo pelkästään tallennusvälinettä vaihtamalla. Attribuuttiperustaista sivun ositusta 
käyttämällä flash-muistista saadaan vielä suurempi hyöty.  
Toistaiseksi flash-muistia varten on kehitetty kolme erilaista liitosalgoritmia [LOX09, SHW08, 
THS09], joista kaksi hyödyntää attribuuttiperustaista sivun ositusta. Kaikissa kolmessa algoritmissa 
liitettävien relaatioiden toisiinsa liittyvistä monikkopareista tallennetaan ensin monikkotunnisteet 
väliaikaiseen taulukkoon. Muut kyselyssä tarvittavat attribuuttiarvot haetaan vasta myöhemmin. 
Liitosalgoritmeissa keskeisenä ongelmana on liitokseen osallistuvien monikoiden attribuuttiarvojen 
hakujärjestys. Yhdessä relaatiossa peräkkäin olevien monikoiden liitosparit ovat yleensä 
hajaantuneet toisessa relaatiossa. Jos kaikki monikot eivät mahdu kerralla puskuriin, eikä 
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hakujärjestykseen kiinnitetä erityistä huomiota, joudutaan samoja sivuja hakemaan useita kertoja. 
Tämä hidastaa liitoksen laskentaa huomattavasti. Muuten hajaluku flash-muistista ei ole ongelma, 
joten sivut voidaan hakea monessa eri järjestyksessä. Flash-muistia varten kehitetyt liitosalgoritmit 
poikkeavat merkittävästi toisistaan juuri menetelmässä, jolla pyritään löytämään optimaalinen 
sivujen hakujärjestys.  
4.1. Kiintolevyä varten kehitetyistä kyselyn käsittelymenetelmistä 
Ulkoisessa lomitusjärjestämisessä [SKS06, luku 13], tallennusvälineen pääasiallinen käyttötapa on 
ensin peräkkäinen kirjoitus ja seuraavaksi hajaluku [LMP08]. Näin ollen ulkoinen järjestäminen 
soveltuu sellaisenaan hyvin flash-muistille. Lee ja kumppanit [LMP08] ovat esittäneet kuvassa 4.1 
ulkoisen järjestämisen suorituksessa käsiteltävän sivun osoitteen ajan funktiona käytettäessä 
kiintolevyä ja flash-muistia. Peräkkäisten sivujen kirjoitusvaihe on vain hieman nopeampi flash-
muistissa kuin kiintolevyllä. Hajalukuvaiheessa ero on paljon suurempi. 
Kiintolevyä varten kehitetyt liitosalgoritmit sopivat myös hyvin flash-muistille. Lomitusliitosta 
[SKS06 luku 13, LMP08] laskettaessa tallennusvälineen käyttötapa on järjestämisvaiheen jälkeen 
pääasiassa hajaluku ja peräkkäinen kirjoitus, joten lomitusliitos soveltuu flash-muistille hyvin. 
Hajautusliitoksessa käyttötapa ilman erityistä optimointia olisi ensin hajakirjoitus ja seuraavaksi 
hajaluku. Lee ja kumppanit [LMP08] ovat tutkineet tallennusvälineen käyttötapaa hajautusliitoksen 
suorituksen aikana, ja ovat kuitenkin todenneet sen olevan muutamia poikkeuksia lukuun ottamatta 
peräkkäinen kirjoitus ja hajaluku. Tämä on mahdollisesti saatu aikaan viittaamalla sivuihin 
epäsuorasti. Joka tapauksessa hajautusliitos on toteutettu flash-muistille soveltuvalla tavalla. 
Kuva 4.1. Tallennusvälineellä käsiteltävän sivun osoite ajan funktiona ulkoisessa 
lomitusjärjestämisessä käytettäessä (a) kiintolevyä ja (b) flash-muistia [LMP08]. 
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Kiintolevyä varten suunniteltu hajautusliitoksen tehokkaampi variaatio hybridihajautusliitos (hybrid 
hash join) [DKO84] toimii myös flash-muistissa tehokkaammin kuin tavallinen hajautusliitos 
[DoP09]. Sisäkkäisten silmukoiden liitoksessa pelkästään luetaan, joten se soveltuu flash-muistille 
hyvin [LNK07]. Kaikki yleiset kiintolevyä varten kehitetyt liitoksen laskentamenetelmät toimivat 
siis tehokkaasti myös flash-muistissa. 
Kuvassa 4.2 Do ja Patel ovat vertailleet eri liitosalgoritmien suoritusaikoja puskurikoon funktiona 
kiintolevyllä ja flash-muistissa. Tallennusvälineen käsittelyaika on flash-muistin tapauksessa 
huomattavasti pienempi. Näin ollen prosessorin kuormitus nousee liitoksen laskenta-ajan kannalta 
ratkaisevammaksi tekijäksi. 
4.2. Hajalukuliitos 
Vaikka kiintolevylle suunnitellut liitosalgoritmit toimivatkin tehokkaasti flash-muistissa, niissä 
liitetään toisiinsa usein tarpeettomasti kokonaisia monikoita [SHW08]. PAX-sijoittelua käytettäessä 
voidaan liitoksen laskennassa käsitellä ainoastaan kyselyn kannalta tarpeellisia attribuutteja. Tällä 
tavoin voidaan pienentää flash-muistin sekä keskusmuistin kuormitusta, ja siten tehostaa liitoksen 
laskentaa. 
Shah ja kumppanit [SHW08] ovat kehittäneet flash-muistia varten oman liitosalgoritmin. 
Hajalukuliitos (random read efficient join, RARE-join) perustuu PAX-sijoittelun käyttöön ja 
muistuttaa hajautusliitosta, mutta tässä käsitellään vain kyselyssä tarvittavia attribuutteja. Algoritmi 
Kuva 4.2. Liitoksen laskenta-ajat eri liitosalgoritmeilla puskurin koon funktiona (a) kiintolevyllä ja 
(b) flash-muistissa. Liitosten nimet on lyhennetty seuraavasti: SS on sisäkkäisten silmukoiden liitos, 
LM on lomitusliitos, HL on hajautusliitos ja HH on hybridihajautusliitos [DoP09]. 
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voidaan suorittaa kolmella eri tavalla riippuen puskuritilan riittävyydestä liitettäville relaatioille. Jos 
pienemmän relaation liitosattribuutit ja monikkotunnisteet mahtuvat puskuriin algoritmi suoritetaan 
yhdessä vaiheessa. Jos pienemmän relaation liitosattribuuttien arvot ja monikkotunnisteet eivät 
mahdu puskuriin, kaikki algoritmissa käsiteltävät taulukot ositetaan kerralla puskuriin mahtuviin 
osioihin, jotka käsitellään yksi kerrallaan. Tällöin algoritmi sisältää myös enemmän vaiheita. 
Kahdella edellä mainitulla tapauksella on myös välimuoto, jossa pienemmän relaation 
liitosattribuutin arvot ja monikkotunnisteet mahtuvat puskuriin, mutta muut kyselyssä tarvittavat 
pienemmän relaation attribuutit eivät mahdu. Tätä tapausta varten algoritmilla on myös oma 
suoritustapansa. 
Olkoon R1 liitettävistä relaatioista isompi ja R2 pienempi. Olkoon J1 R1:n projektio liitosattribuutista 
J2 R2:n. Yhden vaiheen hajalukuliitos suoritetaan seuraavasti: Ensin luetaan J2. Hajautetaan se ja 
kunkin arvon monikkotunniste hajautustaulukkoon. Seuraavaksi luetaan J1 puskuriin sivu kerrallaan 
ja haetaan kunkin arvon vastine sekä monikkotunniste hajautustaulukosta. Kullekin parille haetaan 
tulokseen projisoitavien attribuuttien arvot R1:stä ja R2:sta ja tallennetaan ne tulosrelaatioon. Kukin 
J1:n sivu voidaan poistaa puskurista heti kun se on käsitelty. Kukin tulosrelaation sivu voidaan 
viedä flash-muistiin, kun se on täynnä. 
Tarkastellaan esimerkkinä relaatioiden Henkilö ja Toimisto liittämistä toisiinsa. Relaatiot on esitetty 
kuvassa 4.3. Kuvassa näkyvä sarake id tarkoittaa monikkotunnistetta. 
Suoritetaan kysely 
select nimi, kaupunki  
from henkilö, toimisto    (4.1) 
where henkilö.toimistoId = toimisto.toimistoId. 
 
Kuva 4.3. Relaatiot Henkilö ja Toimisto. 
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Hajalukuliitos etenee seuraavasti: Ensin luetaan toimisto-relaation toimistoId-attribuutin arvot. 
Hajautetaan ne ja monikkotunnisteet puskurissa olevaan hajautustaulukkoon. Käytetään 
hajautusfunktiona: h(toimistoId) = toimistoId mod 10. Kahdesta sivusta koostuva hajautustaulukko 
on esitetty kuvassa 4.4 (a). 
Seuraavaksi luetaan henkilö-relaatiosta toimistoId arvoja ja monikkotunnisteita puskuriin. Tämän 
vaiheen kaksi sivua on esitetty kuvassa 4.4 (b). Kunkin toimistoId arvon pari haetaan 
hajautustaulukosta. Aina kun parit löytyvät, kummastakin relaatiosta haetaan loput kyselyssä 
tarvittavat attribuutit nimi ja kaupunki. Näin saatuja tulosrelaation monikoita lisätään puskurissa 
olevalle sivulle. Tulosrelaation sivut on esitetty kuvassa 4.4 (c).  
Jos J2:sta muodostettu hajautustaulukko mahtuu muistiin, mutta muut kyselyssä tarvittavat R2:n 
attribuuttiarvot eivät mahdu, algoritmin suorituksessa tarvitaan enemmän vaiheita. Algoritmi etenee 
tällöin aluksi samoin kuin aiemminkin. Eli ensin hajautetaan J2 ja monikkotunnisteet 
hajautustaulukkoon. Seuraavaksi luetaan J1 arvoja ja monikkotunnisteita puskuriin sivu kerrallaan ja 
haetaan niiden vastineet hajautustaulukosta. Nyt liitosparille ei kuitenkaan haeta heti kaikkia 
kyselyssä tarvittavia attribuutteja. 
Koska kaikki R2:n kyselyssä tarvittavat attribuuttiarvot eivät mahdu puskuriin, yksinkertainen tapa 
olisi hakea niitä flash-muistista sitä mukaa kun niitä tarvitaan. Tällöin kuitenkin puskuriin 
jouduttaisiin hakemaan samoja sivuja useita kertoja, koska selattavan R1:n monikoiden liitosparit 
ovat hajautuneet R2:ssa. Tarkastellaan esimerkkinä tilannetta, jossa alussa tarvittaisiin 1. sivulta 2. 
monikon attribuuttiarvoja. Algoritmin edetessä 1. sivu jouduttaisiin poistamaan puskurista 
puskuritilan täyttymisen vuoksi. Myöhemmin tarvittaisiin 1. sivulta 4. monikon attribuuttiarvoja. 
Kuva 4.4. (a) toimisto-relaatiosta tehty hajautustaulukko, (b) henkilö-relaatiosta liitosattribuutti ja 
monikkotunniste ja (c) tulosrelaatio. 
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Tällöin 1. sivu olisi tuotava puskuriin uudestaan. Tämä ongelma tunnetaan sivun hakuongelmana 
(page fetching problem) [LOX09]. 
Toistuvien sivuhakujen välttämiseksi otetaan käyttöön väliaikainen taulukko R2:n 
monikkotunnisteita varten [SHW08]. Tälle määritellään R2:n monikkotunnisteen perusteella 
arvoväli- tai hajautusositus siten, että R2:ssa samalla sivulla olevat attribuuttiarvot tulevat samaan 
väliaikaisen taulukon osioon. Osioita tehdään niin paljon, että kukin osio mahtuu puskuriin. Myös 
tässä vaiheessa tyhjälle tulosrelaatiolle määritellään R2:n monikkotunnisteen perusteella sama ositus 
kuin väliaikaisessa taulukossa. 
Kullekin liitosparille haetaan ainoastaan R1:stä kyselyssä tarvittavat attribuuttiarvot ja lisätään ne 
tulosrelaation oikeaan osioon. R2:n kyselyssä tarvittavat attribuuttiarvot jätetään tulosrelaatiossa 
toistaiseksi tyhjiksi. Liitosparin pienemmän relaation monikkotunniste lisätään väliaikaisen 
taulukon oikeaan osioon. Tässä vaiheessa puskurissa on yhtä aikaa usean eri osion sivuja 
tulosrelaatiosta ja väliaikaisesta taulukosta. Aina kun sivu tulee täyteen, se viedään flash-muistiin.  
Tarkastellaan esimerkkinä kyselyn 4.1 suorittamista. Alkuvaihe suoritetaan kuten aiemminkin ja 
tuloksena saadaan kuvissa 4.4 (a) ja 4.4 (b) esitetyt taulukot. Tämän jälkeen väliaikainen taulukko 
ositetaan vaikkapa kahteen osaan siten, että parilliset monikkotunnisteet laitetaan yhteen osioon ja 
parittomat toiseen. Tämä on esitetty kuvassa 4.5 (b). Tällöin toistaiseksi tyhjälle tulosrelaatiolle 
määritellään ositus kahteen osaan siten, että parillisen monikkotunnisteen omaavaan toimistoon 
kuuluvat henkilöt tullaan laittamaan yhteen osioon ja parittoman monikkotunnisteen omaavaan 
toimistoon kuuluvat henkilöt toiseen. 
Kuva 4.5. Hajautusliitoksen välivaiheen tulokset (a) keskeneräisen tulosrelaation osiot, jossa on 
henkilö-relaation kyselyssä tarvittavat attribuuttiarvot, (b) väliaikaisen taulukon osiot, jossa on 
toimisto-relaation monikkotunnisteet, (c) tulosrelaation osiot. 
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Seuraavaksi selataan J1 läpi sivu kerrallaan, ja haetaan arvojen vastineet hajautustaulukosta. 
Kullekin liitosparille haetaan aluksi vain henkilö-relaatiosta kyselyssä tarvittava nimi-attribuutti. 
Muut tulosrelaation attribuutit jätetään toistaiseksi tyhjiksi. Tämän keskeneräisen tulosrelaation 
osiot on esitetty kuvassa 4.5 (a). 
Viimeisessä vaiheessa selataan läpi väliaikaisen taulukon 1. osio sivu kerrallaan. Kunkin taulukossa 
olevan monikkotunnisteen perusteella haetaan R2:sta kyselyssä tarvittavat attribuuttiarvot ja lisätään 
ne tulosrelaation 1. osioon niille varatulle tyhjälle paikalle. Rivit ovat väliaikaisessa taulukossa ja 
keskeneräisessä tulosrelaatiossa samassa järjestyksessä, joten tulosrelaation rivit täytetään 
yksinkertaisesti peräkkäin. Kaikki 1. osion läpikäynnissä tarvittavat attribuuttiarvot mahtuvat 
kerralla puskuriin, joten kukin sivu tarvitsee tuoda puskuriin vain kerran. Kun 1. osio on käsitelty, 
väliaikaisen taulukon 1. osion sivut voidaan poistaa puskurista. Loput osiot käsitellään samalla 
tavalla. Esimerkkikyselystä saatavan tulosrelaation osiot on esitetty kuvassa 4.5 (c). 
Jos J2 ei mahdu puskuriin, algoritmin suorituksessa tarvitaan vielä enemmän vaiheita. Ensin J2 ja J1 
ja ositetaan J2:n arvojen perusteella niin moneen osioon, että kukin J2:n osio mahtuu puskuriin. 
Tämän vaiheen tuotokset esimerkkikyselyn tapauksessa on esitetty kuvissa 4.6 (a) ja 4.6 (b), kun 
ositus on tehty toimistoId:n parillisuuden perusteella. Seuraavaksi luetaan J2:n arvot 1. osiosta, ja 
hajautetaan ne sekä monikkotunniste hajautustaulukkoon. Tämän jälkeen luetaan J1:n arvot 1. 
osiosta sivu kerrallaan. Kunkin arvon perusteella haetaan hajautustaulukosta R2:n monikkotunniste. 
Sitten liitosparin molempien relaatioiden monikkotunnisteet kirjoitetaan erillisen liitoshakemiston 
1. osioon.  
Kuva 4.6. (a) J1:n ja monikkotunnisteiden osiot, (b) J2:n ja monikkotunnisteiden osiot, (c) 
liitoshakemiston osiot. 
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Valduriezin [Val87] mukaan liitoshakemisto (join index, JI) on 2-attribuuttinen relaatio, joka 
sisältää tiedot toisiinsa liittyvistä monikoista. Liitoshakemistossa on yksi monikko kutakin toisiinsa 
liittyvää monikkoparia kohti. Sen attribuutteja ovat monikkoparien monikkotunnisteet. Koska 
liitoshakemistossa on monikkopareista vain monikkotunnisteet, sen tilavaativuus suhteessa 
monikoiden määrään on pieni. Tämän ansiosta liitosten välitulosten käsittely on tehokasta 
liitoshakemiston avulla. Myöhemmin tässä kirjoituksessa tarkasteltavien liitosalgoritmien 
yhteydessä liitoshakemiston käsitettä on laajennettu siten, että se voi sisältää myös attribuutteja 
toisiinsa liitettävistä relaatioista [THS09, LOX09]. 
Aina kun yksi sivu J2:sta on käsitelty, se voidaan poistaa puskurista [SHW08]. Aina kun yksi 
liitoshakemiston sivu on täynnä, se viedään flash-muistiin. Samalla tavoin käsitellään isomman 
relaation liitosattribuuttiarvojen kaikki osiot. Kuvassa 4.6 (c) on esitetty liitoshakemiston osiot 
esimerkkikyselyn 4.1 tapauksessa. 
Viimeiset kaksi vaihetta ovat samanlaiset kuin edellisessäkin tapauksessa. Eli selataan kaikki 
liitoshakemiston osiot läpi yksitellen. Haetaan R1:stä monikkotunnisteen perusteella loput kyselyssä 
tarvittavat attribuuttiarvot ja kirjoitetaan ne tulosrelaatioon. Tulosrelaatiosta jätetään tyhjäksi R2:n 
kyselyssä tarvittavat attribuuttiarvot. R2:n monikkotunnisteet kirjoitetaan väliaikaiseen taulukkoon, 
joka on ositettu samalla tavalla kuin tulosrelaatio. Lopuksi selataan läpi kaikki väliaikaisen taulukon 
osiot. Haetaan R2:sta monikkotunnisteen perusteella loput kyselyssä tarvittavat attribuuttiarvot ja 
tallennetaan ne tulosrelaatioon niille varatuille paikoille. 
Hajalukuliitoksessa käsitellään ainoastaan kyselyssä tarvittavia attribuuttiarvoja. Tämän ansiosta 
tallennusvälineen, keskusmuistin, prosessorin ja prosessorin sisäisen välimuistin kuormitus on 
pienempi kuin hajautusliitoksessa. Hajalukuliitos suoriutuu monissa tilanteissa nopeammin kuin 
hajautusliitos. Tätä ei ole kuitenkaan varmistettu kokeellisesti. Hajalukuliitoksen heikkoutena, on 
että tulosrelaatio materiaalistetaan. Joissain tilanteissa, kuten esimerkiksi materiaalistettujen 
näkymien laskennassa, tämä ei heikennä suorituskykyä. Jos kuitenkin hajalukuliitos on osana 
suoritussuunnitelmaa, ja sen tulos putkitetaan toisille operaatioille, tuloksen materiaalistaminen 
heikentää suorituskykyä. 
4.3. Flash-liitos 
Tsirogiannis ja kumppanit [THS09] ovat kehittäneet usean relaation väliseen liitoksen laskentaan 
algoritmin flash-muistia varten. Flash-liitos (flash join) perustuu PAX-sijoittelun käyttöön. Kuten 
hajalukuliitoksessakin, tässä algoritmissa relaatioista haetaan aluksi vain liitosattribuutin arvoja. 
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Muut kyselyssä tarvittavat attribuuttiarvot haetaan mahdollisimman myöhään. Tällä menettelyllä 
voidaan vähentää flash-muistin ja keskusmuistin kuormitusta.  
Flash-liitoksessa kahden relaation välisen liitoksen laskenta on jaettu kahden komponentin 
vastuulle, liitosytimelle ja hakuytimelle. Liitosydin (join kernel) laskee liitoksen annetuille 
liitosattribuuttiarvoille ja monikkotunnisteille hybridihajautusliitoksella sekä tallentaa liitoksen 
tuloksen liitoshakemistoon. Hakuydin (fetch kernel) hakee attribuuttien arvoja annettujen 
monikkotunnisteiden perusteella. 
Kuvassa 4.7 on esitetty algoritmin vaiheet esimerkkikyselyn tapauksessa. Ensin flash-muistia 
selaamalla haetaan Liitos 1:ssä tarvittavat attribuutit A ja D. Liitos 1:ssä Liitosydin laskee 
relaatioiden R1 ja R2 välisen liitoksen liitosehdolla A = D ja tuottaa liitoshakemiston, jossa on 
attribuutit A, D sekä relaatioiden R1 ja R2 monikkotunnisteet. Hakuydin hakee liitoshakemiston 
monikkotunnisteiden perusteella attribuutin G arvot ja lisää ne liitoshakemistoon. Liitos 2:ssa 
attribuutin K arvot haetaan selaamalla flash-muistia. Liitosydin laskee Liitos1:n tuloksena saadun 
relaation ja R3:n liitoksen liitosehdolla G = K ja tuottaa liitoshakemiston, jossa on attribuutit A, D, 
G, K sekä relaatioiden R1, R2 ja R3 monikkotunnisteet. Hakuydin hakee loput tulosrelaatiossa 
Kuva 4.7. Flash-liitosalgoritmin vaiheet kyselyn suorituksessa [THS09]. 
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tarvittavat attribuutit B, C, E, F, H. 
Attribuuttiarvojen hakemisessa liitoshakemiston monikkotunnisteiden perustella esiintyy sama 
sivun hakuongelma kuin hajalukuliitoksessa. Eli yhdessä relaatiossa järjestyksessä olevat monikot 
ovat hajaantuneet toisessa relaatiossa. Jos sivujen hakujärjestykseen ei kiinnitettäisi erityistä 
huomiota, jouduttaisiin samoja sivuja hakemaan flash-muistista useita kertoja puskuriin. Flash-
liitoksessa tämä ongelma on ratkaistu siten, että liitoshakemisto järjestetään ennen attribuuttiarvojen 
hakua sen relaation monikkotunnisteen mukaan, jonka attribuuttiarvoja aiotaan hakea. Tällöin 
samaa sivua ei tarvitse hakea uudelleen. Tämä menetelmä vaatii myös puskuritilaa hyvin vähän, 
koska edellinen sivu voidaan poistaa puskurista heti, kun seuraavaa sivua tarvitaan. Toisaalta tässä 
tavassa kuluu ylimääräistä aikaa toistuvaan järjestämiseen. 
Flash-liitoksessa käytetään useita eri optimointikeinoja. Liitoshakemisto järjestetään ulkoista 
lomitusjärjestämistä käyttäen, jos se ei mahdu puskuriin. Lomitusjärjestämisen viimeinen 
lomitusvaihe jätetään kuitenkin tekemättä. Se tehdään samalla, kun attribuuttiarvoja haetaan 
monikkotunnisteiden perusteella. Tällä menettelyllä saadaan vähennettyä flash-muistiin tehtävien 
kirjoitusten määrää. Jos hakuytimellä on haettavana arvoja useiden eri relaatioiden attribuuteista, se 
hakee ne attribuuttien tilavaativuuden mukaisessa järjestyksessä. Tällä tavoin saadaan vähennettyä 
flash-muistiin tehtävien kirjoitusten määrää lomitusjärjestämisen yhteydessä. Jos liitoshakemistoon 
on aiempien vaiheiden jäljiltä järjestyksessä tietyn relaation monikkotunnisteen mukaan ja tästä 
relaatiosta tarvitaan lisää attribuuttiarvoja, haetaan nämä attribuuttiarvot ennen muita mahdollisia 
arvoja. Tällä tavoin voidaan vähentää liitoshakemistoon tehtävien järjestyskertojen määrää. 
Tsirogiannis ja kumppanit [THS09] ovat arvioineet liitoksen laskentaan kuluvaa aikaa puskuritilan 
funktiona kuvassa 4.8 eri liitosalgoritmeilla. Kuvassa HNSM tarkoittaa hybridihajautusliitosta, 
käytettäessä NSM-sijoittelua eli tavallista riviperustaista sijoittelua. HPAX tarkoittaa 
hybridihajautusliitosta käytettäessä PAX-sijoittelua. FLASHJOIN tarkoittaa PAX-sijoittelua 
käyttävää flash-liitosta. Kuvasta nähdään, että flash-liitos on tehokkain erityisesti pienellä 
puskurikoolla. 
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4.4. Sulautusliitos 
Li ja kumppanit [LOX09] ovat kehittäneet riviperustaiseen sijoitteluun perustuvan liitosalgoritmin 
flash-muistia varten ja tutkineet kolmea erilaista ratkaisua sivun hakuongelmaan. Sulautusliitos 
(digest join) suoritetaan kahdessa vaiheessa kuten flash-liitoskin. Ensin muodostetaan 
liitoshakemisto, jossa on liitosattribuuttien arvot ja monikkotunnisteet. Seuraavaksi haetaan 
liitoshakemistossa olevien monikkotunnisteiden perusteella kokonaiset monikot. 
Liitoshakemiston muodostamisessa voidaan käyttää jotakin yleistä liitosalgoritmia kuten 
sisäkkäisten silmukoiden liitosta, hajautusliitosta tai lomitusliitosta. Sivujen haussa voidaan käyttää 
naiivia, sivuperustaista tai verkkoperustaista hakustrategiaa. Naiivissa hakustrategiassa (naive 
fetching strategy) liitoshakemistoa selataan järjestyksessä ja monikot haetaan relaatiosta sitä mukaa, 
kun niitä tarvitaan. Tämä strategia on tehoton, koska samoja sivuja joudutaan hakemaan useita 
kertoja.  
Sivuperustaisessa hakustrategiassa (page-based fetching strategy) otetaan käyttöön kaksi uutta 
väliaikaista tauluryhmää: hakuohjetaulut ja liitosehdokastaulut. Hakuohjetaulu (fetching instruction 
table) sisältää liitokseen osallistuvan relaation monikoiden tunnisteet niiden sivunumeroiden 
mukaisessa järjestyksessä. Liitosehdokastaulu (join candidate table) sisältää liitoksen tulokseen 
tulevien monikoiden attribuuttiarvot yhdestä relaatiosta. Liitoshakemiston monikot käsitellään siten, 
että kuhunkin relaatioon viittaavat monikkotunnisteet lajitellaan ensin omaan hakuohjetauluunsa 
liitosattribuutin kanssa. Seuraavaksi molemmat hakuohjetaulut järjestetään monikkotunnisteen 
sivunumeron perusteella. Tämän jälkeen monikot noudetaan erikseen molemmista relaatioista 
Kuva 4.8. Liitoksen laskentaan kuluva aika puskuritilan funktiona eri liitosalgoritmeja ja 
sijoittelumenetelmiä käytettäessä [THS09]. 
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hakuohjetaulujen mukaisessa järjestyksessä ja tallennetaan omaan liitosehdokastauluunsa. Tällöin 
tuloksena saadaan kaksi liitosehdokastaulua. Tätä menetelmää käytettäessä monikot saadaan haettua 
tehokkaasti, mutta toisaalta menetetään tieto siitä, että mitkä monikot muodostavat pareja. Kun 
liitos lasketaan näille liitosehdokastauluille uudestaan, saadaan lopullisen liitoksen tulos. 
Tarkastellaan esimerkkinä relaatioiden X ja Y liitoksen laskemista. Esitetään monikkotunniste 
muodossa ”sivunumero:monikon numero”. Liitoshakemiston monikot ovat (j1, A:1, C:1), (j2, B:1, 
D:1), (j3, A:2, C:2) ja (j4, B:2, D:2), jossa ji on monikkoparin liitosattribuutin arvo. Nämä monikot 
lajitellaan ensin kahteen eri hakuohjetauluun, jolloin X:n hakuohjetauluun tulee arvot {A:1, B:1, 
A:2, B:2} ja Y:n hakuohjetauluun {C:1, D:1, C:2, D:2}. Seuraavaksi hakuohjetaulut järjestetään 
sivunumeron perusteella, jolloin relaatiolle X saadaan arvot {A:1, A:2, B:1, B:2} ja relaatiolle Y 
{C:1, C:2, D:1, D:2}. Tämän jälkeen haetaan monikot erikseen kummankin hakuohjetaulun 
mukaisessa järjestyksessä. Tällöin saadaan kaksi liitosehdokastaulua: relaatiolle X {x1, x2, x3, x4} ja 
relaatiolle Y {y1, y2, y3, y4}. Lopuksi lasketaan näiden taulujen liitos, jolloin saadaan lopullinen 
tulos. 
Verkkoperustaisessa hakustrategiassa (graph-based fetching strategy) liitoksen monikkotunnisteet 
ja siinä tarvittavat sivut mallinnetaan liitosverkon avulla. Liitosverkko (join graph) on verkko, jonka 
jokainen solmu esittää yhtä liitoksessa tarvittavaa sivua ja jokainen kaari kahden sivuilla olevan 
monikon liitosta toisiinsa. Kuvassa 4.9 on esimerkki liitosverkosta. Solmut 1 ja 2 esittävät yhden 
relaation sivuja sekä solmut 3, 4 ja 5 toisen relaation sivuja. Kaari (1, 3) tarkoittaa, että sivulla 1 on 
yksi tai useampi monikko, joka liittyy sivulla a olevaan yhteen tai useampaan monikkoon. 
Vastaavasti kaaret (1, 4), (1, 5), (2, 3) ja (2, 5) tarkoittavat yhden tai useamman sivuilla olevan 
monikon liittymistä toisiinsa. 
Liitosverkon solmun sekä kaikkien sen kaarien yhdistämien solmujen muodostamaa aliverkkoa 
kutsutaan segmentiksi (segment). Näin ollen kullakin liitosverkon solmulla on segmentti. Kuvan 
4.10 liitosverkossa segmenttejä ovat {1, 3, 4, 5}, {2, 3, 5}, {3, 1, 2}, {4, 1} ja {5, 1, 2}. Segmentille 
Kuva 4.9. Esimerkki liitosverkosta. 
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voidaan laskea haettavien sivujen määrä. Haettavien sivujen määrä tarkoittaa segmentissä olevien 
sellaisten solmuja vastaavien sivujen määrää, jotka eivät ole puskurissa. Verkkoperustaisessa 
hakustrategiassa liitosverkosta valitaan aina sellainen solmu, jossa haettavien sivujen määrä sen 
segmentissä on pienin. Seuraavaksi puskuriin haetaan solmua vastaava sivu.  
Ensimmäisestä liitosvaiheesta saatavia monikkotunnisteita tallennetaan liitosverkkoon sitä mukaa 
kun suoritus etenee. Liitosverkko tallennetaan puskuriin vieruslistaesitystä käyttäen. Kuhunkin 
liitosverkon kaareen liitetään niiden monikoiden tunnukset, jotka osallistuvat kaaren esittämään 
liitokseen. Solmuja ja kaaria poistetaan liitosverkosta sitä mukaa, kun liitoksen lopullisia tuloksia 
saadaan laskettua. 
Liitosverkko ei välttämättä mahdu puskuriin. Puskuritila jaetaan kahteen osaan. Yksi osa varataan 
liitosverkkoa varten ja toinen osa puskuroitavia tietosivuja varten. Puskurin rakenne on esitetty 
kuvassa 4.10. Puskurin osien kokoa säädellään dynaamisesti algoritmin edetessä. Jos liitosverkkoa 
varten varattu tila ei riitä liitoksen 1. vaiheessa saaduille tuloksille, puskurista voidaan poistaa 
tietosivuja ja tämän jälkeen kasvattaa liitosverkkoa varten varattua tilaa. Toinen tapa on laskea liitos 
jo puskurissa oleville monikoille. Tällöin liitosverkosta poistetaan tiedot liitetyistä solmuista ja 
kaarista, ja liitosverkon tilavaativuus pienenee. 
Li ja kumppanit [LOX09] ovat arvioineet sulautusliitoksen vaatimaa aikaa liitoksen valikoivuuden 
funktiona kuvassa 4.11. Vertailun vuoksi kuvassa on esitetty myös lomitusliitoksen vaatima aika. 
Naiivi hakustrategia on hyvin tehoton. Sivuperustainen hakustrategia on lomitusliitosta 
tehokkaampi pienillä valikoivuuden arvoilla. Verkkoperustainen hakustrategia on kaikkein 
tehokkain. 
Kuva 4.10. Puskuritilan rakenne verkkoperustaisessa hakustrategiassa [LOX09].
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4.5. Yhteenveto kyselyiden käsittelymenetelmistä 
Kiintolevylle suunnitellut kyselyn käsittelymenetelmät soveltuvat flash-muistille hyvin [LMP08]. 
Suuren hajalukunopeutensa ansiosta attribuuttiperustainen ositus sopii hyvin flash-muistille 
[THS09]. Sitä käyttämällä kyselyn käsittelymenetelmä voidaan nopeuttaa entisestään.  
Flash-muistia varten suunnitellut liitosalgoritmit poikkeavat toisistaan enimmäkseen sivun 
hakuongelman ratkaisutavassa [LOX09, SHW08, THS09]. Hajalukuliitos muistuttaa paljon 
hajautusliitosta, mutta hyödyntää attribuuttiperustaista ositusta [SHW08]. Sivun hakuongelma on 
ratkaistu osittamalla kaikki taulukot kerralla puskuriin mahtuviksi osioiksi. Liitosalgoritmi perustuu 
hajautukseen, käyttää koko puskuritilaa hyväkseen ja hyödyntää flash-muistille nopeita hajalukuja. 
Hajalukuliitos suoriutuu liitoksen laskennasta huomattavasti pienemmällä flash-muistin ja 
keskusmuistin kuormituksella kuin hajautusliitos. Haittapuolena hajalukuliitoksessa on, että tulos 
joudutaan materiaalistamaan. Tämä ei ole tehokasta, jos tulos joudutaan putkittamaan kyselyn 
muille operaatioille. 
Flash-liitos perustuu attribuuttipohjaiseen sijoitteluun ja on suunniteltu usean taulun liitoksen 
laskentaan [THS09]. Sivun hakuongelma on ratkaistu järjestämällä liitoshakemisto ennen 
monikoiden hakua sen relaation monikkotunnisteen perusteella, josta attribuuttiarvoja aiotaan 
hakea. Tätä menetelmää käyttämällä monikoiden haussa tarvitaan hyvin vähän puskuritilaa. 
Haittapuolena on järjestämisen aiheuttama ylimääräinen kuormitus. Algoritmi on kiintolevyä varten 
kehitettyjä algoritmeja nopeampi erityisesti pienellä puskurikoolla. 
Sulautusliitoksessa itse liitos lasketaan jollain kiintolevyä varten kehitetyllä liitosalgoritmilla, mutta 
monikoiden haussa käytetään erilaista menetelmää [LOX09]. Sulautusliitoksen yhteydessä on 
tutkittu kolmea erilaista hakustrategiaa. Sivuperustaista tai verkkoperustaista hakustrategiaa 
Kuva 4.11. Liitoksen laskentaan kuluva aika liitoksen valikoivuuden funktiona käytettäessä 
lomitusliitosta (perus) ja sulautusliitoksen eri hakustrategioita [LOX09].  
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käyttämällä liitos voidaan laskea monissa tapauksissa hiukan tehokkaammin kuin kiintolevyä varten 
kehitetyillä menetelmillä. Sulautusliitoksessa ei kuitenkaan käytetä attribuuttiperustaista ositusta, 
mikä todennäköisesti toisi vielä lisää tehoa liitoksen laskentaan. 
5. Lokin ylläpito 
Jokaisen transaktion sitoutumisen yhteydessä transaktion lokitietueet on pakotettava 
tallennusvälineelle, joka säilyttää tiedot myös ilman sähköä. Lokitietueet kirjoitetaan 
tallennusvälineelle tavallisesti peräkkäin. Kiintolevy soveltuu kuitenkin huonosti pieniin samalle 
sivulle nopeassa tahdissa tehtäviin päivityksiin. Jokaisen päivityksen jälkeen on odotettava lähes 
kokonaiseen levyn pyörähdykseen kuluva aika. Jos transaktioiden pitäisi sitoutua nopeassa tahdissa, 
lokitietueiden kirjoittaminen levylle muodostuu pullonkaulaksi transaktiosuoritusteholle 
Flash-muisti sopii lokin ylläpitämiseen erittäin hyvin. Koska flash-muistissa ei ole liikkuvia osia, 
lokitietueet saadaan kirjoitettua sinne hyvin pienellä viiveellä. Lokiin ainoastaan lisätään uusia 
tietueita vanhojen perään, joten flash-muistille hitaita hajapäivityksiä ei tarvitse tehdä. Lisäksi 
lokista poistetaan yleensä kerralla suuri määrä peräkkäisiä tietueita, mikä voidaan tehdä flash-
muistissa yhdellä tyhjennysoperaatiolla. Flash-muisti sopii siis ominaisuuksiltaan erinomaisesti 
lokin ylläpitämiseen. 
Tässä luvussa tarkastellaan kahta erilaista flash-muistia varten kehitettyä lokin ylläpitomenetelmää. 
Ensin esitetään menetelmä, jossa lokin ylläpitämiseen käytetään useita USB-muistitikkuja. Tämän 
jälkeen tarkastellaan menetelmää, jossa kuhunkin tietosivuun tehtyjen päivitysten lokitietueet 
tallennetaan tietosivun kanssa samaan lohkoon. 
5.1. USB-muistitikkuihin perustuva lokikäytäntö 
Chen [Che09] on kehittänyt lokin ylläpitämiseen menetelmän, jossa käytetään useita USB-
muistitikkuja. Tätä menetelmää kutsutaan flash-lokitukseksi (FlashLogging). USB-muistitikut 
soveltuvat hyvin lokin ylläpitämiseen monesta eri syystä. USB-portit ovat nykyisin yleisiä. USB-
väylän nopeus riittää hyvin lokin ylläpitämiseen. USB-laitteita voidaan irrottaa ja kiinnittää 
tietokoneen ollessa päällä. Tästä on hyötyä erityisesti flash-muistia käytettäessä, koska sen lohkot 
kestävät rajallisen määrän tyhjennyskertoja. Loppuun kuluneet muistitikut voidaan vaihtaa helposti 
uusiin aiheuttamatta keskeytystä järjestelmän toimintaan. USB-muistitikut ovat myös halpoja ja 
niiden kapasiteetti riittää hyvin lokia varten. 
Flash-lokituksessa lokitietueita kirjataan keskusmuistissa olevaan puskuriin, ja loki pakotetaan 
  
  31 
 
tallennusvälineelle transaktion sitoutumisen yhteydessä kuten tavallisestikin. Lokitietueiden 
kirjoituspyyntöjä lähetetään muistitikuille kiertovuorokäytännön (round-robin) mukaisesti. 
Kiertovuorokäytännössä kukin lokin pakotus tehdään aluksi eri muistitikulle. Kun loki on pakotettu 
kaikille muistitikuille, kierros aloitetaan alusta. Tämä menettely tehostaa lokin ylläpitämistä, koska 
yhdelle muistitikulle voidaan kirjoittaa uusia lokitietueita sillä välin, kun muut muistitikut 
kirjoittavat vanhempia lokitietueita. 
Lokin kirjoittamisessa USB-muistitikuille ongelmana on suuri vaihtelu kirjoitusoperaation kestossa. 
Useimmat kirjoitusoperaatiot ovat nopeita, mutta toisinaan ne kestävät monta kertaa kauemmin. 
Tämä johtuu flash-muistissa suoritettavasta roskienkeruusta, ja sen yhteydessä tehtävästä lohkojen 
tyhjennyksestä, jota on tehtävä ajoittain. Kuvassa 5.1 on esitetty kirjoitusaikojen vaihteluita 
kolmella eri USB-muistitikulla. Pitkät viiveet kirjoituksissa hidastavat transaktioiden 
sitoutumisnopeutta. 
Koska käytössä on useita USB-muistitikkuja, kirjoitusviiveistä voidaan päästä eroon. Yksi tapa olisi 
yrittää ennustaa viiveen syntymishetki kullakin laitteella, lähettää tälle laitteelle tyhjä 
kirjoituspyyntö ja käyttää toista USB-muistitikkua lokitietueiden kirjoittamiseen. Viiveiden 
ennustaminen on kuitenkin osoittautunut hyvin vaikeaksi, koska niiden esiintyminen riippuu 
käytettävästä laitteesta sekä kirjoituspyynnön koosta. Lisäksi kirjoitusviiveiden esiintymistiheys voi 
vaihdella vaikka laite ja kirjoituspyyntöjen koko pysyisivät samoina. Tämän vuoksi viiveiden 
ennustamisen sijaan on järkevämpää pyrkiä havaitsemaan niitä, jolloin niiden haitallista vaikutusta 
voidaan vähentää. Tämä voidaan tehdä siten, että mitataan laitteen kirjoitusaikoja ja lasketaan 
niiden keskiarvo. Jos kirjoitusoperaatio kestää yli kaksi kertaa niin kauan kuin keskimäärin, viive 
Kuva 5.1. Kirjoitusaikojen vaihtelu kolmella eri USB-muistitikulla [Che09]. 
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 tulkitaan tapahtuneeksi. Tällöin sama kirjoituspyyntö voidaan lähettää uudestaan jollekin toiselle 
USB-muistitikulle ja toivoa, että se suoriutuisi pyynnöstä nopeammin kuin edellinen. 
Kullekin USB-muistitikulle tallennettujen lokitietueiden pitää täyttää vaatimus lokitietueiden 
järjestysnumeroiden eli LSN-arvojen nousevasta järjestyksestä. Kun kirjoituspyynnön suorituksessa 
havaitaan viive, on viivästyneen kirjoituspyynnön lähettämisestä kulunut jo suhteellisen kauan. 
Muille USB-muistitikuille on saatettu sillä välin lähettää uusia kirjoituspyyntöjä, jotka on ehkä 
ehditty suorittaa jo loppuun asti. Jos viivästynyt kirjoituspyyntö lähetetään toiselle USB-
muistitikulle, voi lokitietueiden LSN-arvojen järjestys mennä sekaisin. Tämä ongelma on ratkaistu 
siten, että kunkin USB-muistitikun kapasiteetista on varattu pieni erillinen tila viiveen takia 
uudestaan lähetettyjä kirjoituspyyntöjä varten. Viive havaittaessa kirjoituspyyntö lähetetään 
uudestaan toiselle USB-muistitikulle tallennettavaksi tähän erilliseen tilaan. Elvytyksessä tätä 
erillistä tilaa voidaan käsitellä virtuaalisesti omana laitteenaan, jolloin säilytetään vaatimus 
lokitietueiden LSN-arvojen nousevasta järjestyksestä kullakin laitteella. 
5.2. Sivun sisäinen lokikäytäntö 
Lee ja Moon [LeM07] ovat kehittäneet flash-muistia varten sivun sisäisen lokikäytännön (in-page 
logging). Tässä käytännössä tietosivun päivitettyä versiota ei kirjoiteta flash-muistiin vaan 
kuhunkin tietosivuun tehtyjen päivitysten lokitietueet kirjoitetaan siihen flash-muistin lohkoon, 
jossa päivitetyn tietosivun vanha versio sijaitsee. Kun sivu tuodaan flash-muistista puskuriin, sen 
nykyversio lasketaan suorittamalla puskurissa olevalle sivulle lokitietueiden mukaiset päivitykset. 
Tämä lisää hiukan lukemiseen kuluvaa aikaa, mutta hajapäivitysten määrää saadaan vähennettyä 
huomattavasti. Tällainen toimintatapa on järkevä flash-muistissa, jossa hajaluku on huomattavasti 
nopeampaa kuin hajakirjoitus. Sivun sisäinen lokikäytäntö on suunniteltu toimimaan suoraan flash-
muistin fyysisen tason päällä ilman FTL:ää. 
Sivun sisäinen lokikäytäntö aiheuttaa muutoksia puskurin hallintaan ja levytilan käyttöön. 
Puskurissa oleva tietosivu sisältää tieto-osan lisäksi lokisektorin (log sector). Flash-muistissa oleva 
lohko sisältää tietosivujen lisäksi yhden lokisivun. Lokisivu puolestaan jakautuu useaan lokisektorin 
kokoiseen alasivuun. Sivun sisäinen lokikäytäntö hyödyntää aiemmin kohdassa 2.2 selitettyä 
mahdollisuutta kirjoittaa samalle flash-muistin sivulle useita kertoja muuttamatta kuitenkaan bittejä 
1:stä 0:ksi ja tämän suomaa mahdollisuutta kirjoittaa tietoja sivulle yksi alasivu kerrallaan. Kuvassa 
5.2 on esitetty tilan käyttö sivun sisäisessä lokikäytännössä. 
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Kun tietosivuun tehdään päivityksiä, puskurissa olevaa tietosivua päivitetään kuten tavallisestikin. 
Tämän lisäksi puskurissa olevan tietosivun lokisektorille lisätään tietosivulle tehtyjen päivitysten 
lokitietueet. Lokisektori kirjoitetaan flash-muistiin, kun puskurissa oleva sivu poistetaan puskurista, 
puskurissa olevan tietosivun lokisektori tulee täyteen tai päivitykset tehnyt transaktio sitoutuu. 
Tällöin lokisektori kirjoitetaan flash-muistiin erilliselle lokisivulle siihen lohkoon, jossa tietosivun 
vanha versio sijaitsee. Tässä yhteydessä tietosivun lokisektori tyhjennetään puskurista. 
Kun lokitietueita on kirjoitettu lohkon lokisivun kaikille alasivuille, suoritetaan yhdistäminen 
(merge). Yhdistämisessä lasketaan lohkoon kuuluvien tietosivujen nykyversiot lokisivun 
perusteella, kirjoitetaan ne uuteen lohkoon ja tyhjennetään vanha lohko. On kuitenkin huomioitava, 
että etenevässä tilassa oleva transaktio voi keskeytyä. Jos etenevässä tilassa olevien transaktioiden 
lokitietueet poistettaisiin ensin yhdistämisen yhteydessä, ja tämän jälkeen joku näistä transaktioista 
keskeytyisi, ei transaktion peruuttaminen olisi enää mahdollista. Tämän ongelman ratkaisemiseksi 
on kehitetty valikoiva yhdistäminen (selective merge).  
Valikoivassa yhdistämisessä kunkin lokitietueen käsittely riippuu sen tuottaneen transaktion sen 
hetkisestä tilasta. Jos transaktio on sitoutunut, lokitietueiden mukaiset päivitykset sovelletaan 
tietosivulle. Jos transaktio on keskeytynyt, lokitietue jätetään yksinkertaisesti huomioimatta. Jos 
transaktio on etenevässä tilassa, lokitietue siirretään uuden lohkon lokisivulle. Ongelmia voi 
kuitenkin syntyä, jos uuden lohkon lokisivulle joudutaan valikoivan yhdistämisen yhteydessä 
siirtämään paljon lokitietueita. Jos esimerkiksi kaikki lohkon tietosivuille muutoksia tehneet 
transaktiot olisivat valikoivan yhdistämisen suoritushetkellä etenevässä tilassa, jouduttaisiin kaikki 
lokitietueet siirtämään uuteen lohkoon. Tämä aiheuttaisi pian tarpeen uuteen yhdistämisoperaatioon, 
ja saattaisi aiheuttaa pitkän uusien yhdistämisoperaatioiden ketjun. Tämän ongelman 
Kuva 5.2. Tilan käyttö sivun sisäisessä lokikäytännössä.[LeM07].
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ratkaisemiseksi lokitietueille on varattu erillisestä lohkosta ylivuotoalue, johon osa lokitietueista 
voidaan siirtää valikoivan yhdistämisen yhteydessä. 
Sivun sisäistä lokikäytäntöä käytettäessä elvytyksessä ei tarvitse toistaa transaktioiden tekemiä 
päivityksiä lokitietueiden perusteella. Sivun nykyversiot lasketaan jokaisella kerralla kun sivu 
luetaan flash-muistista. Tämän ansiosta elvytyksen toistovaihe on tarpeeton. 
Koska sivun sisäisessä lokikäytännössä käsitellään flash-muistin lohkoja, se on toteutettava suoraan 
flash-muistin fyysisen tason päälle. Lee ja Moon [LeM07] eivät ole kuitenkaan ottaneet kantaa 
flash-muistin lohkojen kulutuksen tasaamiseksi. Siksi sivun sisäisen lokikäytännön käyttäminen 
saattaa aiheuttaa sen, että jotkut lohkot kuluvat loppuun huomattavasti muita nopeammin. 
6. B-puuhakemistot 
Kiintolevyllä yleisimmin käytetty hakemistorakenne B+-puu toimii tiedon hakemisen osalta 
tehokkaasti myös flash-muistia käytettäessä. Tietojen päivityksen osalta se soveltuu flash-muistille 
kuitenkin erittäin huonosti, koska sitä päivitettäessä joudutaan tekemään paljon flash-muistille 
hitaita hajakirjoituksia. 
Toistaiseksi suurin osa flash-muistia varten optimoiduista hakemistorakenteista perustuvat B+-
puuhun. Näiden optimointi perustuu siihen, että yksittäisiä päivityksiä puskuroidaan erityisinä 
operaatiotietueina keskusmuistiin. Myöhemmin nämä päivitykset kirjoitetaan suuremmissa erissä 
flash-muistiin fyysisesti peräkkäin. Tällä tavoin tarvittavien hajapäivitysten määrää on saatu 
pienennettyä. 
Yksinkertaisimmat optimointimenetelmät perustuvat yksittäisten B+-puun solmujen käsittelyn 
optimointiin B+-puun rakennetta muuttamatta. Kehittyneemmissä optimointimenetelmissä myös 
B+-puun rakennetta on muutettu muun muassa lisäämällä siihen uusia objekteja. Monet B+-puun 
variaatiot myös mukautuvat kuorman ja flash-muistilaitteen ominaisuuksien mukaan. 
Tässä luvussa tarkastellaan aluksi B+-puun tehostamiseen kehitettyä ylimääräistä kerrosta sekä 
siihen myöhemmin kehitettyjä parannuksia [WKC07, NaK07, LPS07, XYL08]. Seuraavaksi 
esitellään sivun sisäistä lokikäytäntöä hyödyntävä B+-puu [NML09a, NML09b]. Tämän jälkeen 
esitellään kaksi erilaista puutietorakennetta, jotka poikkeavat B+-puusta myös rakenteeltaan 
[RKK09, AGS09]. 
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6.1. B+-puuta tehostava kerros 
B+-puun käyttöä flash-muistissa voidaan tehostaa lisäämällä B+-puun ja FTL:n välille ylimääräinen 
muunnoskerros BFTL (B+-tree flash translation layer) [WKC07]. Tätä menetelmää käytettäessä 
sovellukset antavat B+-puulla indeksoidun relaation monikoiden lisäykset, poistot ja päivitykset 
käsiteltäviksi BFTL:lle sekä pyytävät siltä haussa tarvitsemansa solmut. BFTL:ää käyttävän 
järjestelmän arkkitehtuuri on esitetty kuvassa 6.1. 
BFTL sisältää kaksi keskusmuistissa sijaitsevaa tietorakennetta: varauspuskurin (reservation buffer) 
ja solmumuunnostaulukon (node translation table). Relaatioon tehtävät päivitykset varastoidaan 
väliaikaisesti varauspuskuriin, ja niitä kutsutaan likaisiksi tietueiksi (dirty record). Kun 
varauspuskuri on täynnä, jokaisesta likaisesta tietueesta luodaan B+-puuhun tehtävää muutosta 
kuvaava lokitietue. Likaisten tietueiden mukaiset muutokset relaatioon päivitetään flash-muistiin 
normaalisti FTL:n avulla samoille tai uusille loogisille sivuille sen mukaan onko kyseessä monikon 
lisäys, poisto vai päivitys. Sen sijaan lokitietueiden kuvaamia muutoksia ei tehdä mihinkään vaan 
ne tallennettaan sellaisenaan flash-muistin sivuille peräkkäin. Tällä menettelyllä saadaan 
Kuva 6.1. Järjestelmän arkkitehtuuri BFTL:ää käytettäessä [WKC07]. 
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 vähennettyä hitaiden hajakirjoitusten määrää. Nyt kuitenkin yhden B+-puun solmun tiedot 
hajaantuvat useille eri sivuille, joten BFTL:n on erikseen ylläpidettävä solmumuunnostaulukossa 
tietoa siitä millä sivuilla kunkin solmun lokitietueet sijaitsevat. BFTL:ää käytettäessä  
B+-puulla ei siis ole puurakennetta fyysisellä tasolla. Fyysisellä tasolla B+-puu koostuu vain flash-
muistiin hajautuneista lokitietueista. Sovellukset näkevät loogisen B+-puun (logical B+-tree). Tämä 
muistuttaa idealtaan tietokannoissa käytettyä näkymää. Kun sovellus pyytää BFTL:ltä jonkin 
loogisen B+-puun solmun, BFTL lukee ensin solmumuunnostaulukosta millä sivuilla on kyseisen 
solmun lokitietueita, ja seuraavaksi lukee FTL:n avulla nämä sivut. Tämän jälkeen BFTL 
muodostaa lokitietueiden perustella loogisen solmun (logical node) ja palauttaa tämän sovellukselle.  
Varauspuskurissa oleva lokitietue kuvaa siis yhtä B+-puuhun tehtävää muutosta. Kukin lokitietue 
sisältää viittauksen relaation monikkoon, vanhempaan sekä oikeaan ja vasempaan solmuun. Lisäksi 
lokitietue sisältää hakemiston avaimen, solmutunnisteen sekä operaatiokoodin. Solmutunniste 
ilmoittaa mihin solmuun lokitietue liittyy. Operaatiokoodi ilmoittaa tehtävän operaation, joka voi 
olla lisäys, poisto tai päivitys.  
Tarkastellaan nyt varauspuskurin tyhjentämistä kuvassa 6.2 esitetyn esimerkin mukaisesti. 
Kuvitellaan, että varauspuskuriin mahtuu kuusi likaista tietuetta, joiden B+-puuhun tulevat 
hakemistoavaimet ovat 20, 25, 85, 180, 185 ja 250. BFTL luo ensin likaisille tietueille kuusi 
lokitietuetta (I1-I6). Seuraavaksi nämä ositetaan viiteen joukkoon {I1, I2}, {I3}, {I4}, {I5} ja {I6}. 
Tällä osituksella taataan, etteivät samaan lehtisolmuun liittyvät lokitietueet päädy yhden puskurin 
tyhjennyskerran aikana eri sivuille. Kuvitellaan, että yhdelle sivulle mahtuu kolme lokitietuetta. 
Tällöin lokitietuejoukot {I1, I2} ja {I3} tallennetaan yhdelle sivulle sekä {I4}, {I5} ja {I6} toiselle. 
Yleisesti ottaen lokitietuejoukot pyritään jaottelemaan sivuille siten, että sivuja tarvittaisiin 
mahdollisimman vähän. Varauspuskuria tyhjennettäessä myös tarvittaessa halkaistaan tai 
yhdistetään solmuja. Halkaisussa puolet solmun hakemistotietueista siirretään toiseen solmuun. 
Tämä ilmaistaan BFTL:ssä lisäämällä puolelle solmun hakemistotietueista poistoa kuvaavat 
lokitietueet sekä puolelle lisäyksiä kuvaavat lokitietueet. Solmujen yhdistämisessä solmun tietueet 
siirretään toiseen solmuun. Tämä ilmaistaan BFTL:ssä myös lisäämällä poistoja ja lisäyksiä 
kuvaavat lokitietueet. 
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Kunkin solmun lokitietueiden loogiset sijaintisivut on tallennettu solmumuunnostaulukkoon 
linkitettynä listana. Kuvassa 6.3 on esitetty (a) B+-puun looginen rakenne sekä (b) sen mahdollinen 
solmumuunnostaulukko. Pitkät sivulistat solmumuunnostaulukossa hidastavat suorituskykyä. 
Listojen koolle on asetettu yläraja. Jos listan koko ylittää tämän rajan, sen kokoa pienennetään 
lukemalla solmun lokitietueet keskusmuistiin ja pakkaamalla ne peräkkäin pienelle määrälle sivuja. 
Tässä yhteydessä poistetaan myös lokitietueet toisensa kumoavilta operaatioilta kuten lokitietueet 
saman hakemistotietueen lisäyksestä ja poistosta. 
Tarkastellaan nyt avaimen arvolla x varustetun tietueen hakua B+-puusta sekä siihen liittyviä 
toimenpiteitä eri kerroksilla. Haun aikana sovellus läpikäy loogisen B+-puun juurisolmusta 
lehtisolmuun. Eli ensin sovellus pyytää BFTL:ltä loogisen B+-puun juurisolmun ja päättelee tämän 
perusteella mihin solmuun tulee edetä seuraavaksi. Tämän jälkeen sovellus pyytää BFTL:ltä 
solmuja yksi kerrallaan ja päättelee kunkin solmun tiedoista mihin solmuun tulee edetä seuraavaksi. 
Kun sovellus on pyytänyt BFTL:ltä lehtisolmun, se lukee siitä avaimen arvolla x varustetun 
Kuva 6.2. Esimerkki varauspuskurin tyhjennyksestä BFTL:ssä [WKC07]. 
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tietueen.  
Haun aikana BFTL vastaanottaa sovellukselta tulevia solmupyyntöjä. Kunkin solmupyynnön 
yhteydessä BFTL selaa ensin solmumuunnostaulukosta pyydetyn solmun linkitetyn listan 
saadakseen tiedot loogisista sivuista joilla on pyydettyyn solmuun liittyviä lokitietueita. Seuraavaksi 
BFTL lukee FTL:n avulla nämä sivut, muodostaa niissä olevien lokitietueiden perusteella loogisen 
solmun ja palauttaa sen sovellukselle. 
Haun aikana FTL vastaanottaa BFTL:ltä tulevia sivujen lukupyyntöjä. Kunkin sivun lukupyynnön 
yhteydessä FTL muuntaa BFTL:n ilmoittaman sivun loogisen osoitteen fyysiseksi osoitteeksi ja 
välittää sivun lukukäskyn oikealle muistipankille. Muistipankki palauttaa sivun FTL:lle ja FTL 
palauttaa sen edelleen BFTL:lle. 
Tarkastellaan nyt tietueen lisäystä B+-puuhun sekä siihen liittyviä toimenpiteitä eri kerroksilla. 
Ensin sovellus antaa uuden monikon lisäyksen BFTL:n huolehdittavaksi. BFTL lisää 
varauspuskuriin monikon lisäystä koskevan likaisen tietueen. Myöhemmin varauspuskurin 
täyttyessä BFTL luo jokaisesta likaisesta tietueesta lokitietueen, jakaa lokitietueet sivuille 
mahtuviksi ryhmiksi ja antaa sivujen kirjoituspyynnöt FTL:lle. Samalla BFTL päivittää 
solmumuunnostaulukon. Lisäksi BFTL tekee myös likaisten tietueiden mukaiset muutokset 
relaatioon eli antaa näistä sivujen kirjoituspyynnöt FTL:lle. FTL vastaanottaa BFTL:ltä tulevia 
sivujen kirjoituspyyntöjä. Kunkin sivun kirjoituspyynnön yhteydessä FTL muuntaa BFTL:n 
ilmoittaman sivun loogisen osoitteen fyysiseksi osoitteeksi ja välittää sivun kirjoituskäskyn oikealle 
muistipankille. 
Kuva 6.3. (a) B+-puun looginen rakenne ja (b) solmumuunnostaulukko [WKC07]. 
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Wu ja kumppanit [WKC07] ovat esittäneet kuvassa 6.4 luettujen ja kirjoitettujen sivujen määrät 
käytettäessä B+-puuta suoraan FTL:n päällä ja käytettäessä B+-puun ja FTL:n välillä BFTL:ää. 
Vaaka-akselilla oleva rs-parametri ilmoittaa lisättävien tietueiden järjestyksen asteen. Arvo 0 
tarkoittaa satunnaista järjestystä ja arvo 1 täydellistä järjestystä. BFTL:ää käyttämällä kirjoitettujen 
sivujen määrä vähenee, mutta luettavien sivujen määrä kasvaa. BFTL toimii flash-muistin 
erityispiirteiden kannalta tehokkaalla tavalla, koska BFTL:ää käyttämällä hitaiden hajakirjoitusten 
määrää pystytään vähentämään huomattavasti hajalukujen määrän kustannuksella. BFTL on sitä 
tehokkaampi mitä suurempi on lisättävien tietueiden järjestyksen aste. 
Wu ja kumppanit [WKC07] eivät ole huomioineet mahdollisen sähkökatkon vaikutusta. 
Sähkökatkon sattuessa menetetään varauspuskurissa olevat likaiset tietueet. Näin ollen BFTL:ää ei 
voida pitää luotettavana B+-puun optimointimenetelmänä. 
6.2. Mukautuva B+-puu 
Kirjoitusvaltaisilla kuormilla BFTL:ää käyttämällä B+-puuta voidaan tehostaa paljon. Pelkästään 
lukemista sisältävillä kuormilla pelkkä B+-puu on kuitenkin nopeampi. Hakemistorakenteen 
optimaalinen toteutus riippuu siis kuormasta [NaK07]. Lisäksi luku- ja kirjoitusnopeuksien suhde 
vaihtelee eri flash-muistilaitteiden välillä, joten optimaalinen hakemiston toteutus riippuu myös 
käytettävästä flash-muistilaitteesta. Kuorma ja flash-muistilaite voivat muuttua hakemiston 
luomisen jälkeen. Alkutilanteessa optimaalinen hakemiston toteutus voi siis olosuhteiden 
muuttuessa muuttua myöhemmin epäoptimaaliseksi. Lisäksi B+-puun kanssa tilanne on usein 
sellainen, että osaan solmuista kohdistuu enemmän lukemista ja toisiin taas enemmän kirjoittamista. 
Näin ollen BFTL:ää tai pelkkää B+-puuta käytettäessä hakemiston toteutus on usein osalle 
Kuva 6.4. (a) kirjoitettujen sivujen määrä lisättäessä 30 000 monikkoa, (b) luettujen sivujen määrä 
lisättäessä 30 000 monikkoa [WKC07]. 
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solmuista optimaalinen ja toisille taas ei. 
Mukautuvassa B+-puussa (self-tuning B+-tree) kukin solmu voi olla levytilassa tai lokitilassa 
[NaK07]. Levytilassa (disk mode) olevaa solmua päivitetään kuten tavallista B+-puun solmua eli 
solmu tuodaan puskuriin, tehdään päivitykset ja kirjoitetaan se takaisin flash-muistiin FTL:n avulla. 
Lokitilassa (log mode) olevaa solmua käsitellään samoin kuin BFTL:ssä eli solmuun tehtävät 
operaatiot kirjataan lokitietueina varauspuskuriin ja lokitietueet kirjoitetaan myöhemmin 
suuremmissa erissä flash-muistiin FTL:n avulla. Levytilassa oleva solmu on siis optimoitu 
lukemista varten ja lokitilassa oleva kirjoittamista varten. Solmu voi vaihtaa tilaansa. Solmujen tilaa 
ja kokoa säädellään jatkuvasti. Säätelyalgoritmin tavoitteena on valita solmujen tilat ja koot siten, 
että puu toimisi mahdollisimman tehokkaasti käytössä olevalla flash-muistilaitteella ja annetulla 
kuormalla. Kuvassa 6.5 on esitetty mukautuvan B+-puun tietorakenteita. 
Solmu muunnetaan lokitilasta levytilaan lukemalla sen lokitietueet puskuriin ja kirjoittamalla niiden 
perusteella muodostettu looginen solmu flash-muistiin. Levytilasta lokitilaan solmu muunnetaan 
lukemalla se puskuriin, muuttamalla sen hakemistotietueet lisäysoperaatioita kuvaaviksi 
lokitietueiksi ja kirjoittamalla lokitietueet flash-muistiin FTL:n avulla. Kuhunkin solmun tilan 
muutokseen kuluu aikaa. Tämän vuoksi on tärkeää, että tilan muutokset tehdään oikein perustein. 
Solmun tiloja säätelevä algoritmi ylläpitää kullekin solmulle omaa laskuria. Kun solmulle tehdään 
luku- tai kirjoitusoperaatio, lasketaan kuinka kauan operaation suorittaminen kestää nykyisessä 
tilassa ja kuinka kauan se kestäisi toisessa tilassa. Jokaisen operaation yhteydessä solmun laskurin 
arvoa kasvatetaan näiden arvojen erotuksella. Näin ollen laskuri ilmoittaa aina kertymän nykyisen 
tilan vuoksi säästetystä tai menetetystä ajasta. Jos nykyisen tilan vuoksi menetetty aika kasvaa 
riittävän suureksi suhteessa tilan muutoksiin kuluvaan aikaan, solmun tila muutetaan toiseksi. 
Vaikka mukautuvalla B+-puun avulla saavutetaan parempi tehokkuus kuin BFTL:llä, solmun tilan 
säätelyalgoritmissa on kuitenkin useita heikkouksia [RKK09]. Tarkastellaan esimerkkinä tilannetta, 
Kuva 6.5. Mukautuvan B+-puun (a) looginen rakenne, (b) solmumuunnostaulukko ja (c) tietueita 
flash-muistissa. Levytilassa olevat solmut on merkitty tummemmalla värillä [NaK07]. 
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jossa solmu on ollut ensin pitkään edullisessa tilassa. Tällöin sen laskurin arvo on kasvanut 
suureksi. Kuvitellaan, että operaatioiden jakaumassa tapahtuu nyt sellainen muutos, minkä vuoksi 
solmun tila ei ole enää operaatioiden nykyisen jakauman kannalta edullinen. Tällöin solmun tila 
muutetaan edulliseksi vasta, kun operaatioiden aiheuttama solmun nykyisen tilan vuoksi menetetty 
aika on kasvanut laskuriin kertynyttä säästettyä aikaa suuremmaksi. Tähän voi kulua pitkä aika, 
eikä solmun tilaa voida muuttaa toiseksi vaikka tilan kannalta epäedullisia operaatioita tulisi 
jatkuvasti. Toisaalta, jos operaatioiden jakauma muuttuu jatkuvasti nopeasti, solmujen tilojen 
muuttamiseen kuluva aika kasvaa suureksi. 
Nath ja Kansal [NaK07] eivät ole myöskään huomioineet mahdollisen sähkökatkon vaikutusta. 
Levytilassa oleviin solmuihin tehdyt päivitykset säilyvät, mutta lokitilassa oleviin solmuihin tehdyt 
varauspuskurissa olevat päivitykset menetetään. Näin ollen mukautuvaa B+-puuta ei voida pitää 
luotettavana B+-puun optimointina. 
6.3. Parannuksia B+-puuta tehostavan kerrokseen 
BFTL:ssä on useita ongelmia [LPS07]. Varauspuskurissa voi olla ylimääräisiä lokitietueita kuten 
lokitietueet saman tietoalkion lisäyksestä ja poistosta. Lisäksi solmumuunnostaulukon sivulistat 
voivat venyä pitkiksi, mistä johtuen sivuja saatetaan joutua lukemaan paljon. 
Solmumuunnostaulukon listoja pystytään kyllä tiivistämään, mutta tiivistysoperaatio vaatii 
puolestaan ylimääräistä kirjoittamista, mikä myös hidastaa suorituskykyä. Näiden ongelmien 
ratkaisemiseksi on kehitetty tehokkaampi varauspuskurin hallintakäytäntö BFTL:ää varten. Tätä 
käytäntöä kutsutaan IBSF:ksi. 
Kun B+-puusta poistetaan hakemistotietue, IBSF etsii ensin varauspuskurista poistettavaa 
hakemistotietuetta vastaavan lisäyksen lokitietuetta. Jos lokitietue löytyy varauspuskurista, se 
poistetaan suoraan varauspuskurista. Jos sitä ei löydy varauspuskurista, varauspuskuriin lisätään 
hakemistotietueen poistoa kuvaava lokitietue. Myös hakemistotietueiden arvojen muutosta tehtäessä 
hakemistotietueen lisäystä vastaavaa lokitietuetta etsitään ensin puskurista. Jos lokitietue löytyy 
puskurista, arvon muutos tehdään suoraan lokitietueeseen. Tällä tavoin pystytään hidastamaan 
varauspuskurin täyttymistä ja siten, myös flash-muistiin kirjoittamisen tiheyttä. 
Varauspuskuria tyhjennettäessä samaan solmuun liittyvät lokitietueet viedään samalle flash-muistin 
sivulle. Varauspuskurin hallinnassa käytetään FIFO-käytäntöä (first in first out). Kun 
varauspuskurissa olevia tietueita aiotaan viedä flash-muistiin, luetaan ensin jonon ensimmäinen 
lokitietue. Seuraavaksi varauspuskurista haetaan kaikki ensimmäisen lokitietueen kanssa samaan 
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solmuun kohdistuvat lokitietueet ja kirjoitetaan ne flash-muistiin jonon ensimmäisen lokitietueen 
samalle sivulle. Koska solmun lokitietueet tallennetaan samalle sivulle, solmumuunnostaulukkoa ei 
tarvita. Esimerkki puskurin tyhjennyskäytännöstä on esitetty kuvassa 6.6. Tyhjentäminen aloitetaan 
jonon ensimmäisestä lokitietueesta, joka liittyy solmuun 1. Myös 2. ja 6. lokitietue liittyvät solmuun 
1, joten nämä kolme tietuetta viedään kerralla varauspuskurista flash-muistin samalle sivulle. Koska 
yhteen solmuun liittyvät lokitietueet ovat yhdellä sivulla, loogisen solmun muodostamiseksi on 
luettava vain yksi sivu. Tämän ansiosta haku B+-puusta IBSF:ää käytettäessä on paljon 
tehokkaampi kuin käytettäessä pelkkää BFTL:ää. 
BFTL:ää tai IBSF:ää käytettäessä ongelmana on, että varauspuskurissa olevat tiedot menetetään 
sähkökatkon sattuessa [XYL08]. Näin B+-puu voi päätyä epäeheään tilaan eikä BFTL:ssä tai 
IBSF:ssä ole huomioitu tilanteen korjaamista. Tämän ongelman korjaamiseksi Xiang ja kumppanit 
[XYL08] ovat kehittäneet BFTL:ään ja IBSF:ään perustuvan luotettavan B+-puuta tehostavan 
kerroksen eli RBFTL:n (reliable B+-tree flash translation layer).  
RBFTL toimii kuten BFTL ja IBSF, mutta laitteistoon lisätään tavallisen NAND-tyyppisen flash-
muistin lisäksi kaksi NOR-tyyppistä flash-muistia, joita käytetään varauspuskurin 
varmuuskopiointiin. RBFTL:ää käytetään sovelluksesta käsin samoin kuin BFTL:ää. Sovellukset 
näkevät loogisen B+-puun ja antavat B+-puulla indeksoituun relaatioon tehtävät monikoiden 
lisäykset RBFTL:n tehtäväksi. RBFTL tekee ensin monikosta likaisen tietueen ja lokitietueen. 
Seuraavaksi RBFTL tallentaa lokitietueen ensin NOR-tyyppiseen flash-muistiin ja tämän jälkeen 
keskusmuistissa sijaitsevaan varauspuskuriin. Sähkökatkon jälkeen B+-puu elvytetään NOR-
tyyppisten flash-muistien tietojen avulla. Koska NOR-tyyppisen flash-muistin tyhjentäminen on 
Kuva 6.6. Esimerkki varauspuskurin tyhjennyskäytännöstä [LPS07]. 
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hidasta, muisteja on kaksi. Sillä välin kun yksi NOR-muisti suorittaa tyhjennysoperaatiota voi 
toinen NOR-muisti kirjoittaa varmuuskopioita varauspuskurin lokitietueista. RBFTL:ää käyttävän 
tietokantajärjestelmän arkkitehtuuri on esitetty kuvassa 6.7. 
Xiang ja kumppanit [XYL08] ovat ottaneet kantaa tärkeään asiaan, elvytykseen, mitä ei ole 
huomioitu kaikissa B+-puun optimointimenetelmissä. Xiangin ja kumppaneiden [XYL08] 
kehittämässä RBFTL:ssä on kuitenkin useita heikkouksia. Menetelmä on toteutettu BFTL:n päälle, 
eikä sitä ei voida käyttää, jos B+-puun optimoinnissa käytetään jotain muuta optimointimenetelmää. 
BFTL on B+-puun optimointimenetelmistä tehottomin. Näin ollen RBFTL:stä saatava hyöty jää 
varsin vähäiseksi. Lisäksi RBFTL:n käyttö vaatii normaalista poikkeavaa laitteistoa. Siksi sen 
käyttöönottaminen on vaivalloista verrattuna muihin tässä kirjoituksessa esitettyihin menetelmiin, 
jotka voidaan ottaa käyttöön pelkästään ohjelmallisesti. 
6.4. Sivun sisäistä lokikäytäntöä hyödyntävä B+-puu 
Na ja kumppanit [NML09a] ovat kehittäneet sivun sisäistä lokikäytäntöä hyödyntävän B+-puun eli 
IPL-B+-puun (in-page logging B+-tree, IPL-B+-tree). Tämä B+-puun muunnelma perustuu 
kohdassa 5.2 selostettuun sivun sisäiseen lokikäytäntöön. IPL-B+-puussa flash-muistin lohkoihin on 
tallennettu saman tason vierekkäisiä solmuja. Kunkin lohkon lopussa on erillinen lokisivu, johon 
kirjataan lohkoon tallennettuihin solmuihin tehtyjä päivityksiä. Kun kaikille lokisivun alasivuille on 
kirjoitettu lokitietueita, tehdään kohdassa 5.2 selostettu yhdistämisoperaatio. 
Solmujen halkaisut aiheuttavat ongelman IPL-B+-puussa [NML09b]. Tarkastellaan esimerkkinä 
tilannetta, jossa solmu A halkaistaan ja tuloksena saadaan uusi solmu B. Tällöin A:sta poistetaan 
Kuva 6.7. Tietokantajärjestelmän arkkitehtuuri RBFTL:ää käytettäessä [XYL08]. 
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puolet tietueista, ja B:hen lisätään nämä tietueet. A:n lokiin pitäisi siis kirjata lokitietue jokaista 
poistettavaa tietuetta kohden ja B:n lokiin lokitietue jokaista lisättävää tietuetta kohden. Tällöin 
lokisivu täyttyisi lokitietueista hyvin nopeasti. Tämä puolestaan johtaisi tiuhaan tahtiin tehtäviin 
lohkon yhdistämisoperaatioihin, mikä heikentäisi puun tehokkuutta. 
Tämän ongelman ratkaisemiseksi IPL-B+-puun suunnittelijat ovat kehittäneet dynaamisen IPL-B+-
puun (dynamic in-page logging B+-tree), josta käytetään myös nimitystä d-IPL-B+-puu (d-IPL-B+-
tree) [NML09b]. d-IPL-B+-puussa flash-muistin lohkosta lokitietueille varatun tilan koko voi 
vaihdella yhdestä sivusta puoleen lohkoon. Kuvassa 6.8 on esitetty d-IPL-B+-puun rakenne. Kuvan 
vasemmassa yläkulmassa on esitetty puun rakenne, joka vastaa tavallista B+-puuta. Kullakin 
solmulla on tieto-osan lisäksi lokisektori. Saman tason vierekkäiset solmut on tallennettu samoihin 
lohkoihin, jotka näkyvät kuvassa katkoviivoilla. Kuvan oikeassa yläkulmassa on esitetty puskurissa 
oleva solmu. Puskurissa olevan solmun tieto-osa ja lokisektori ovat samalla sivulla. Solmua 
päivitettäessä muutokset tehdään normaalisti puskurissa olevan solmun tieto-osaan. Lisäksi 
päivitysten lokitietueet kirjataan solmun lokisektorille. Kuvan alaosassa on esitetty flash-muistiin 
tallennetun lohkon sisältö. Lohkon sisältö koostuu solmuja varten varatusta tietoalueesta sekä 
lohkossa olevien solmujen päivityksiä varten varatusta lokialueesta. Sekä solmuille että lokialueelle 
varattu tila voi vaihdella lohkoon tallennettujen solmujen määrän mukaan yhdestä sivusta puoleen 
lohkoon. Kun solmua päivitetään, sen lokisektori viedään puskurista flash-muistin lohkon 
lokialueelle. Kun solmu luetaan flash-muistista, solmun tieto-osa ja sen lokisektori luetaan 
Kuva 6.8. d-IPL-B+-puun rakenne [NML09b]. 
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puskuriin ja lokitietueiden mukaiset muutokset sovelletaan puskurissa olevaan solmuun. 
d-IPL-B+-puussa halkaisun tuloksena saatujen solmujen tiedot tallennetaan aina samaan lohkoon. 
Solmun halkaisu ilmaistaan vain lisäämällä lohkon lokialueelle erilliset halkaisuoperaatiota 
kuvaavat lokitietueet. Halkaisun tuloksena saadulla uudella solmulla ei siis ole heti fyysistä 
ilmentymää samassa mielessä kuin muilla tavallisilla solmuilla, joille on varattu oma sivu. Tällaista 
halkaisun tuloksena syntynyttä uutta solmua kutsutaan haamusolmuksi (ghost node).  
Kun haamusolmuja sisältävälle lohkolle tehdään myöhemmin yhdistämisoperaatio, haamusolmut 
muutetaan tavallisiksi solmuiksi ja kullekin solmulle varataan oma sivu. Yhdistämisoperaation 
yhteydessä solmuja varten käyttämätön tila lohkosta varataan lokia varten. Näin ollen ajan kuluessa 
tavallisten solmujen määrä ja niille varattu tila lohkossa voi kasvaa ja lokille varattu tila kutistua. 
Lokille varataan kuitenkin tilaa aina vähintään yksi sivu. Kun solmut eivät enää mahdu lohkoon, 
tehdään lohkon halkaisu (block split), mitä ei pidä sekoittaa solmun halkaisuun. Lohkon halkaisussa 
puolet solmuista siirretään uuteen lohkoon. Operaation tuloksena saadaan kaksi lohkoa, joiden 
tilasta puolet on varattu solmuja varten ja puolet lokia varten. 
Kuvassa 6.9 Na ja kumppanit [NML09b] ovat vertailleet käsiteltyjen sivujen ja lohkojen määriä 
puskurin koon funktiona neljää eri menetelmää käytettäessä. Käytetyt menetelmät ovat kahden 
erilaisen FTL:n toteutuksen päällä toimiva tavallinen B+-puu, IPL-B+-puu sekä d-IPL-B+-puu. 
Kuvassa vertaillut FTL-toteutukset FAST [LPC07] ja FMAX [Ban99] perustuvat päivitysten 
tallentamiseen lokitietueina. IPL-B+-puuta ja d-IPL-B+-puuta käytettäessä kirjoitettujen sivujen ja 
tyhjennettyjen lohkojen määrä on vain murto-osa siitä määrästä mitä tehdään lokitusta käyttävien 
FTL:ien päällä toimivissa tavallisissa B+-puissa. Luettujenkin sivujen määrä on IPL-B+-puuta ja d-
IPL-B+-puuta käytettäessä hieman parempi kuin FTL:ien päällä toimivissa B+-puissa. 
Koska d-IPL-B+-puussa käsitellään flash-muistin lohkoja, se on toteutettava suoraan flash-muistin 
fyysisen tason päälle. Na ja kumppanit [NML09a] eivät ole kuitenkaan ottaneet kantaa flash-
muistin lohkojen kulutuksen tasaamiseksi. Siksi d-IPL-B+-puun käyttäminen saattaa aiheuttaa sen, 
että jotkut lohkot kuluvat loppuun huomattavasti muita nopeammin. 
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6.5. Laiskasti päivittyvä B+-puu 
Roh ja kumppanit [RKK09] ovat kehittäneet flash-muistia varten optimoidun hakemistorakenteen, 
jota kutsutaan MB-puuksi (modified B-tree). MB-puu sisältää myös keskusmuistissa olevan 
varauspuskurin. MB-puu poikkeaa oleellisesti BFTL:stä siinä, että varauspuskuriin kerääntyneiden 
lokitietueiden mukaiset päivitysoperaatiot sovelletaan flash-muistissa oleviin lehtisolmuihin sen 
sijaan, että lokitietueet vietäisiin flash-muistiin. Kuvassa 6.10 on esitetty esimerkki MB-puusta. 
Sisäsolmut ovat samanlaisia kuin B+-puussa. Lehtisolmut puolestaan koostuvat lehtisolmun 
otsakkeesta (leaf node header) ja joukosta lehtisivuja (leaf pages), jotka ovat flash-muistissa 
peräkkäin otsakkeen perässä. Lehtisolmujen koot voivat vaihdella. Hakemistotietueet eivät ole 
lehtisolmun sisällä järjestyksessä. Lehtisolmun otsake on tallennettu yhdelle sivulle ja sisältää tiedot 
hakemistotietueiden järjestyksestä lehtisolmussa. Kuvassa näkyvässä varauspuskurissa on tietueiden 
lisäystä ja poistoa kuvaavia lokitietueita. Kustakin lokitietueesta on ilmoitettu avaimen arvo sekä 
lisäystä tai poistoa kuvaava operaatiokoodi (I tai D). Lisäksi puuhun ollaan juuri lisäämässä kahta 
uutta tietuetta, joiden lokitietueita ei ole vielä ehditty tallentaa varauspuskuriin. 
MB-puuhun tehtäviä päivityksiä kerätään lokitietueina varauspuskuriin kuten BFTL:ssäkin. 
Varauspuskurin täyttyessä pyritään löytämään nopeasti mahdollisimman suuri joukko yhteen 
solmuun kohdistuvia lokitietueita. Näiden lokitietueiden mukaiset päivitykset sovelletaan MB-puun 
lehtisolmuihin. Uudet tietueet lisätään niille lehtisolmun sivuille, joille ne mahtuvat parhaiten. 
Tietueiden sallitaan siis mennä lehtisolmun sisällä epäjärjestykseen. Tämä on tehokasta päivityksen 
kannalta, koska tällöin kaikkia lehtisolmun sivuja ei tarvitse päivittää. Lisäksi hakujen kannalta on 
tehokasta, että yksittäisen lehtisolmun sivun täyttöaste on mahdollisimman suuri. Koska kuitenkin 
hakemistotietueet ovat lehtisolmussa epäjärjestyksessä, olisi tietuetta haettaessa luettava kaikki 
lehtisolmun sivut. Siksi tietoa hakemistotietueiden järjestyksestä ylläpidetään lehtisolmun 
Kuva 6.9. Miljoonan tietueen lisäyksessä käsiteltyjen sivujen ja lohkojen määrä puskurin koon 
funktiona neljää eri menetelmää käytettäessä. (a) luettujen sivujen määrä, (b) kirjoitettujen sivujen 
määrä, (c) tyhjennettyjen lohkojen määrä [NML09b]. 
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otsakkeessa. 
Lokitietueet pidetään varauspuskurissa avaimen mukaisessa järjestyksessä. Hakemistotietueen 
poiston yhteydessä tarkistetaan ensin löytyykö vastaavan hakemistotietueen lisäystä kuvaava 
lokitietue varauspuskurista. Jos löytyy, se poistetaan suoraan sieltä kuten IBSF:ssäkin. 
Sisäsolmuihin kohdistuvia operaatioita ei tallenneta varauspuskuriin. Ainoastaan sovellusten 
pyytämiä operaatioita pidetään varauspuskurissa. 
Varauspuskurin täyttyessä valitaan ensin MB-puuhun päivitettävät lokitietueet ja seuraavaksi 
kirjoitetaan ne flash-muistiin. Tarkastellaan ensin päivitettävien lokitietueiden valintaa. Valinnassa 
pyritään löytämään mahdollisimman suuri joukko yhteen lehtisolmuun päivitettäviä tietueita. Tämä 
voidaan suorittaa tehokkaasti käyttämällä yksilöivän polun hakua (unique path search, UPS). Yhden 
polun haku on ahne algoritmi, joka löytää hyvän tietueiden joukon tehokkaasti. Algoritmi läpikäy 
MB-puun juurisolmusta tiettyyn lehtisolmuun. Jokaisella tasolla valitaan paras lapsisolmu ja 
Kuva 6.10. Yleiskuva MB-puusta [RKK09]. 
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 edetään siihen. Kuvassa 6.11 on esitetty yhden polun haun eteneminen. Ensin (a) juurisolmun 
lapsisolmujen avainten ääriarvot selvitetään juurisolmun tietueiden perusteella, ja jaetaan tietueet 
joukkoihin näiden rajojen perusteella. Tässä tapauksessa juurisolmussa on arvo 300, joten 
varauspuskurin tietueet jaetaan tämän perusteella kahteen ryhmään. Yhteen ryhmään tulevat 
tietueet, joiden avainten arvot ovat pienempiä kuin 300 ja toiseen tietueet, joiden avainten arvot 
ovat suurempia kuin 300. Näistä ryhmistä vasen on suurempi, joten algoritmi valitsee sen ja etenee 
sisäsolmuun 1. Seuraavaksi (b) algoritmi jakaa varauspuskurin tietueet sisäsolmun 1 perusteella 
kahteen osaan, joista vasen on suurempi. Algoritmi valitsee tämän lopulliseksi lehtisolmuun 1 
päivitettäväksi tietuejoukoksi (c). 
Tarkastellaan nyt varauspuskurista valitun lokitietuejoukon päivittämistä flash-muistiin. Ensin 
puskuriin tuodaan ne lehtisivut, joilla on mahdollisia poistettavia hakemistotietueita. Seuraavaksi 
näille sivuille tehdään mahdolliset lokitietueiden mukaiset hakemistotietueiden poistot. Tämän 
jälkeen lehtisolmuun tehdään jäljellä olevien lokitietueiden mukaiset hakemistotietueiden lisäykset. 
Ensin tarkistetaan mahtuvatko lisättävät tietueet lehtisolmuun. Jos lisättävät tietueet eivät mahdu 
lehtisolmuun, se halkaistaan. Jos tietueet mahtuvat siihen, tietueet lisätään sellaiselle lehtisivulle, 
jolla vapaiden tietuepaikkojen määrä vastaa mahdollisimman tarkasti lisättävien tietueiden määrää. 
Jos tämän jälkeen jää vielä jäljelle lisättäviä tietueita, ne lisätään edelleen sellaiselle lehtisivulle, 
jolla vapaiden tietuepaikkojen määrä vastaa mahdollisimman tarkasti lisättävien tietueiden määrää. 
Tätä prosessia jatketaan niin kauan kunnes kaikki tietueet on saatu lisättyä. 
Lehtisivujen päivityksen jälkeen tiedot hakemistotietueiden järjestyksestä päivitetään lehtisolmun 
otsakkeeseen. Otsakkeelle on varattu vain yksi sivu, joka sisältää tiedot koko lehtisolmun tietueiden 
järjestyksestä. Näin ollen otsakkeeseen mahtuvien järjestystietueiden määrä muodostaa ylärajan 
lehtisolmun hakemistotietueiden määrälle. Siksi otsakkeen tietoja pakataan tiiviimmäksi. 
Lehtisolmun otsakkeessa oleva järjestystietue koostuu hakemistotietueen avaimen arvosta sekä sen 
lehtisivun numerosta, jolla hakemistotietue sijaitsee. Tarkastellaan nyt kuvassa 6.12 esitettyä 
hakemistotietueiden järjestystietojen tallentamista. Ensin muodostetaan järjestystietueet siten, että 
kultakin päivitetyn lehtisolmun lehtisivulta poimitaan avainten arvot sekä lehtisolmujen 
sivunumerot. Seuraavaksi järjestystietueet järjestetään avaimen mukaan nousevaan järjestykseen. 
Tämän jälkeen peräkkäiset saman lehtisivun numeron omaan järjestystietueet ryhmitellään omiin 
ryhmiinsä. Kustakin ryhmästä otetaan jatkokäsittelyyn suurin avaimen arvo sekä tähän liittyvä  
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Kuva 6.11. Varauspuskurista päivitettävien lokitietueiden valinta MB-puussa [RKK09].
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lehtisivun numero. Hakemistotietueiden järjestys saadaan tällä tavoin esitettyä tiiviimmässä 
muodossa haun kannalta oleellista informaatiota menettämättä. Sitten kustakin avaimen arvosta 
vähennetään pienimmän avaimen arvo. Tällöin järjestystieto saadaan ilmoitettua pienemmillä 
lukuarvoilla, ja siten myös pienemmällä määrällä bittejä. Kun järjestystietojen yhteyteen 
tallennetaan pienimmän avaimen arvo, muiden avainten arvot pystytään laskemaan tämän 
perusteella. Kuvan 6.12 esimerkissä avainten arvojen erotus voidaan esittää 5 bitillä ja kukin 
sivunumero 2 bitillä. Lopuksi avainten arvojen erotukset ja lehtisivujen numerot tallennetaan omina 
bittijonoinaan flash-muistiin lehtisivun otsakkeeseen. Kuvan esimerkissä näiden bittijonojen 
tilavaativuus on yhteensä 6 x (5 + 2) b = 42 b. 
Lehtisolmu halkaistaan kuten B+-puussa, mutta jokaisen lehtisolmun koko eli sille varattujen 
lehtisivujen määrä säädetään otsakkeen pakkausasteen mukaan. Mitä parempi pakkausaste, sitä 
enemmän järjestystietueita mahtuu otsakkeeseen, ja sitä suuremmaksi lehtisolmun koko säädetään. 
Tavanomainen LRU-puskurinhallintakäytäntö, jossa puskurista poistetaan tarvittaessa kauimmin 
aikaa sitten käytetty sivu, ei sovellu erityisen hyvin MB-puulle. Tämä käytäntö saattaa toisinaan 
poistaa puskurista tehokkuuden kannalta huonoja sivuja, kuten korkean tason sisäsolmuja. Hakua 
tehtäessä tavanomainen puskurinhallintakäytäntö joutuu myös usein viemään sivuja flash-muistiin, 
jotta uusia MB-puun sivuja saataisiin mahtumaan puskuriin. Tämä ei haittaa kiintolevyllä, jossa 
lukeminen ja kirjoittaminen ovat yhtä nopeita. Koska kuitenkin flash-muistissa kirjoittaminen on 
huomattavasti hitaampaa kuin lukeminen, haun suorituskyky huononisi sivujen kirjoittamisesta 
huomattavasti. Näin ongelmien ratkaisemiseksi MB-puuta varten on kehitetty oma 
puskurinhallintakäytäntö. Tässä käytännössä poistettava sivu valitaan ensisijaisesti tason perusteella 
ja toissijaisesti sen mukaan miten pitkä aika sen edellisestä käyttökerrasta on kulunut. Kun jokin 
Kuva 6.12. Hakemistotietueiden järjestystietojen käsittely MB-puussa. 
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sivu on poistettava puskurista, puskurista haetaan ensin alin MB-puussa sijaitseva solmu. Jos 
puskurissa on useita solmuja tällä samalla tasolla, niistä poistetaan se, joka on ollut pisimpään 
käyttämättömänä. Puusta tehtävien hakujen yhteydessä sivuja ei tuoda lainkaan tavanomaiseen 
puskuriin vaan erilliseen pieneen keskusmuistista varattuun tilaan. Tämän menettelyn ansiosta 
hakuja tehtäessä sivuja ei tarvitse puskurin täyttyessä viedä flash-muistiin. Tämä menettely soveltuu 
hyvin flash-muistille. 
6.6. Laiskasti mukautuva puu 
Agrawal ja kumppanit [AGS09] ovat kehittäneet flash-muistia varten hakemistorakenteen, jota 
kutsutaan laiskasti mukautuvaksi puuksi eli LA-puuksi (lazy-adaptive tree, LA-tree). LA-puu 
sisältää keskusmuistissa sijaitsevan varauspuskurin lisäksi useita flash-muistiin tallennettuja 
puskureita, jotka sijaitsevat joka K:nnen tason solmuilla, missä K on mikä tahansa kokonaisluku. 
LA-puuta päivitettäessä varauspuskuriin lisätään lokitietueita ja sieltä myöhemmin suuremmissa 
erissä puun ylimpään flash-muistissa sijaitsevaan puskuriin. Ylemmistä puskureista tietoja siirretään 
alempiin puskureihin ja lopulta lehtisolmuihin. Puskureiden koolla on yläraja, mutta ne 
tyhjennetään yleensä jo ennen täyttymistä. Optimaalinen puskurin täyttöaste riippuu siihen 
kohdistuvasta kuormasta. Siksi niiden tyhjennyksen ajankohta valitaan kuorman mukaan. LA-puun 
yhteydessä alipuulla (subtree) tarkoitetaan LA-puun osaa, jonka juurisolmuna on puskuriin 
yhteydessä oleva solmu ja lehtisolmuina alemmalla tasolla olevia puskureita ylemmät solmut tai 
LA-puun lehtisolmut. Yleiskuva LA-puusta on esitetty kuvassa 6.13. 
Tietueita haetaan LA-puusta muuten samoin kuin B+-puusta, mutta saavuttaessa puun läpikäynnissä 
puskuriin yhteydessä olevaan solmuun, selataan myös puskuri. Arvovälihakuja tehtäessä selataan 
lehtisolmujen lisäksi myös niiden kaikkien vanhempien puskurit, koska ne saattavat sisältää haun 
Kuva 6.13. Yleiskuva LA-puusta [AGS09]. 
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arvovälille sijoittuvia tietueita. 
Alinta puskuritasoa ylempien puskurien tyhjennyksessä kaikki puskurissa olevat tietueet 
järjestetään ja levitetään seuraavaksi alempana oleviin puskureihin. Alimman tason puskurin 
tyhjennyksessä tietueet järjestetään ja levitetään lehtisolmuihin. Lehtisolmut käsitellään yksitellen 
vasemmalta oikealle. Kullekin lehtisolmulle tehdään puskurissa olevien lokitietueiden mukaiset 
tietueiden lisäykset ja poistot, sekä lomitetaan ne lehtisolmun tietueiden kanssa. Jos lehtisolmu tulee 
täyteen, se halkaistaan. Lehtisolmun halkaisu saattaa aiheuttaa myös vanhemman halkaisun. Jos 
vanhemmalla on puskuri, se halkaistaan myös. 
Tarkastellaan nyt optimaalisen puskurin tyhjennysajankohdan valitsemista. Hakujen kannalta olisi 
edullista, jos puskurissa olisi mahdollisimman vähän lokitietueita, koska silloin sen selaukseen 
kuluisi vähiten aikaa. Puskurin tyhjennyksessä on taas luettava puskurin sisältö sekä sen alla oleva 
alipuu, ja kirjoitettava tyhjennettävän puskurin tietueet alempana oleviin puskureihin. Mitä 
vähemmän lokitietueita on puskurissa, sitä suurempi osuus puskurin tyhjennyksen ajasta kuluu 
alipuun lukemiseen. Näin ollen tyhjennyksen kannalta optimaalista olisi, jos puskurissa olisi 
mahdollisimman paljon lokitietueita. Näin ollen optimaalinen puskurin tyhjennyshetki riippuu 
puskuriin kohdistuvien luku- ja päivitysoperaatioiden määristä. Jokaisella puskurin selauskerralla 
arvioidaan kannattaako puskuri tyhjentää. Päivitysten yhteydessä puskuri tyhjennetään vain, jos 
tulee täyteen. 
Kuvassa 6.14 on esimerkki tilanteesta, jossa puskuriin on tehty neljä selausta. Selauksien välissä 
puskuriin on lisätty uusia tietueita. Tarkastellaan nyt kuvan yläosaa. Jokaisella selauksella Li 
Kuva 6.14. Esimerkki neljän selauksen sarjasta. Tässä tapauksessa puskuri tyhjennettäisiin 
neljännen selauksen yhteydessä [AGS09]. 
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puskurilla on tietty koko ja siten myös tietty selausaika. Esimerkiksi selauksella L1 selausaika on 75 
aikayksikköä ja selauksella L2 90. Jokaisella selaushetkellä on myös tietty puskurin tyhjennysaika, 
joka kasvaa puskurin koon myötä. Esimerkiksi tyhjennysaika selauksella L1 on 215 ja selauksella 
L2 230. 
Puskurin optimaalinen tyhjennyshetki riippuu tulevasta kuormasta. Koska tämä ei ole tiedossa, 
noudatetaan jälkiviisasta säästökäytäntöä (savings in hindsight). Tämän käytännön mukainen 
päättely etenee seuraavasti: Jos puskuri olisi tyhjennetty hetkellä L1, selausajansäästö olisi ollut 
jokaisella tätä seuraavalla selauksella 76. Tällöin tyhjennyksestä saatu selausajansäästö 
nykyhetkeen mennessä olisi ollut 3 x 75 = 226. Tyhjennykseen kuluva aika selaushetkellä L1 olisi 
ollut 216. Koska tyhjennyksestä saatu selausajansäästö olisi ollut suurempi kuin tyhjennykseen 
kuluva aika, puskuri olisi kannattanut tyhjentää selaushetkellä L1. Yleisesti ottaen tietyllä hetkellä 
Li tehdystä tyhjennyksestä olisi säästetty nykyiseen selaushetkeen Lj mennessä selausaikaa (j – i) x 
si, jossa si on puskurin selausaika hetkellä Li. Jälkiviisaassa säästökäytännössä puskuri tyhjennetään, 
jos millä tahansa aiemmalla selaushetkellä tyhjennyksestä saatu selausajansäästö nykyhetkeen 
mennessä olisi ollut suurempi kuin tyhjennykseen kuluva aika tuolla hetkellä. Säästölaskelmien 
tekemistä varten jokaisella puskurilla on oma rekisteri. Jokaisen selauksen yhteydessä tähän 
rekisteriin kirjataan selausaika ja tyhjennyksen aikakustannusarvio sillä hetkellä. Päivitysten 
yhteydessä rekisteriin ei tehdä kirjauksia. Kuvan 6.14 alaosassa on esimerkki tästä puskurin 
rekisteristä. 
Tarkastellaan nyt puskureiden välisten tasojen ja siten myös alipuiden korkeuden ilmoittavan K-
arvon vaikutusta. Pienellä K:n arvolla puuhun tulee paljon puskureita. Tämän seurauksena puun 
läpikäynnissä joudutaan selaamaan enemmän puskureita, joten haut hidastuvat. Suurella K:n arvolla 
alipuut ovat suuria, joten puskurin tyhjennykseen kuluu enemmän aikaa. Tämän seurauksena 
puskureita tyhjennetään harvemmin, mikä puolestaan lisää kunkin puskurin selaukseen kuluvaa 
aikaa. Yleensä 2 tai 3 on sopiva arvo K:lle. 
7. Lomitukseen perustuvat hakemistot 
Tässä luvussa tarkasteltavat hakemistorakenteet muistuttavat B+-puuta, mutta perustuvat 
hakemistotietueiden lomitukseen. Ensin tarkastellaan kiintolevyä varten kehitettyä B+-puun 
muunnelmaa [OCG96]. Tämän jälkeen tutustutaan flash-muistia varten kehitettyyn lomituspuuhun 
[YBQ09a]. 
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7.1. Lokirakenteinen lomituspuu 
O’Neil ja kumppanit [OCG96] ovat kehittäneet kiintolevyä varten hakemistorakenteen, jonka 
päivittäminen on tehokkaampaa kuin B+-puun. Lokirakenteinen lomituspuu eli LSM-puu (log-
structured merge-tree) koostuu kahdesta tai useammasta puusta, joista yhtä pidetään 
keskusmuistissa ja muita kiintolevyllä. Päivitykset tehdään ensin keskusmuistissa olevaan puuhun. 
Myöhemmin tiedot päivitetään keskusmuistista isommissa erissä kiintolevyllä sijaitsevaan puuhun. 
Tällä menettelyllä saadaan vähennettyä hajapäivitysten määrää ja siten saavutetaan suurempi 
tehokkuus tietojen päivittämisessä. Vaikka LSM-puu on kehitetty kiintolevyä varten, se soveltuu 
vähäisen hajapäivitysten määrän ansiosta hyvin myös flash-muistille. 
Kuvassa 7.1 on kaavio 2-komponenttisesta LSM-puusta. Keskusmuistissa sijaitsevaa komponenttia 
kutsutaan C0-puuksi ja kiintolevyllä sijaitsevaa komponenttia C1-puuksi. C0-puu pidetään kooltaan 
huomattavasti C1-puuta pienempänä. Koska C0-puu sijaitsee keskusmuistissa, sen korkeutta ei 
kannata pyrkiä minimoimaan prosessorin kuormituksen kustannuksella kuten esimerkiksi B+-
puussa. Tämän vuoksi C0-puu on toteutettu 2-3-puuna. C1-puu muistuttaa B+-puuta, mutta on 
optimoitu peräkkäiskäsittelyä varten. Sen solmut ovat täynnä tietueita. Juurisolmun alla kunkin 
tason solmut on sijoiteltu fyysisesti peräkkäisille sivuille suuriin useiden sivujen kokoisiin 
lohkoihin. 
Uudet tietueet lisätään aina ensin C0-puuhun. C0-puun koolle on asetettu tietty yläraja. Kun C0-puun 
koko lähestyy ylärajaa, käynnistetään kiertävä lomitusprosessi (rolling merge process). Tässä 
prosessissa C0-puun tietueet päivitetään C1-puuhun useiden lomitusaskelten (merge steps) sarjana.  
Päivittäminen aloitetaan C0-puun vasemmasta laidasta. Lomitusaskeleessa yhden C0-puun lohkon 
tietueet lomitetaan C1-puun tietueiden kanssa. Tällä tavoin saatu uusi lohko kirjoitetaan levylle C1-
puuhun ja lomitetut tietueet poistetaan C0-puusta. Lohkoa ei kuitenkaan kirjoiteta vanhan lohkon 
päälle. Lomituksen tuloksena saatu lohko kirjoitetaan C1-puun viimeisen lohkon perässä olevaan 
Kuva 7.1. Kaavio 2-komponenttisesta LSM-puusta [OCG96]. 
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vapaaseen tilaan ja vanha epävalidi lohko jätetään levylle. Keskusmuistissa ylläpidetään tietoa siitä 
mitkä lohkot ovat valideja. Ensimmäinen lomitusaskel on esitetty kuvassa 7.2. 
Kussakin lomitusaskeleessa lomitetaan edellisen lomitusaskeleen oikealla puolella olevat tietueet. 
Kunkin lomitusaskeleen tuloksena saatavat uudet C1-puun lohkot kirjoitetaan aina edellisten perään. 
Näin ollen puu C1-puu siirtyy fyysisesti levyllä eteenpäin. Kukin lomitusaskel pienentää C0-puun 
kokoa. Kiertävän lomitusprosessin aikana C0- ja C1-puissa on kursorit, jotka osoittavat seuraavaksi 
käsiteltävien tietueiden sijainnin. Kun kursorit ovat edenneet C0- ja C1-puiden oikeaan reunaan, ne 
siirretään takaisin puiden vasempaan reunaan ja prosessi aloitetaan alusta. Lomitukset tuloksena 
saatavat lohkot kirjoitetaan aikaisemmasta lomituskierroksesta jääneiden epävalidien lohkojen 
päälle.  
Kun LSM-puusta haetaan arvoa, haku suoritetaan erikseen kullekin komponentille. Kun tietue 
poistetaan LSM-puusta, poistettavaa tietuetta etsitään ensin C0-puusta. Jos tietue on C0-puussa, se 
poistetaan sieltä normaalisti. Muussa tapauksessa C0-puuhun lisätään poistotietue (delete node 
entry), joka sisältää saman avaimen arvon kuin poistettava tietue. Kun myöhemmin tehtävissä 
lomitusaskelissa poistotietue kohtaa poistettavan tietueen, molemmat tietueet poistetaan lopullisesti. 
Koska LSM-puussa voi olla poistettavia tietueita ja poistotietueita, nämä on suodatettava pois 
hakutuloksista. Tietueen avaimen arvon muuttaminen suoritetaan poistamalla vanhan arvon tietue ja 
Kuva 7.2. Kaavio kiertävän lomitusprosessin ensimmäisestä lomitusaskeleesta [OCG96]. 
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lisäämällä uuden arvon tietue. 
Koska lomituskierroksessa käydään läpi C0-puun tietueet ja C1-puu kirjoitetaan kokonaan uudestaan 
yhden lomituskierroksen aikana, C0-puun koolle asetettu yläraja vaikuttaa siihen, missä tahdissa 
kiintolevylle on kirjoitettava. Mitä pienempi C0-puu, sitä nopeammin kiintolevylle on kirjoitettava. 
Äärimmäisessä tapauksessa C0-puuhun mahtuisi vain yksi tietue. Tällöin C1-puu olisi kirjoitettava 
uudestaan jokaisen tietueen lisäyksen jälkeen ja kiintolevyn tehokkuus muodostuisi pahaksi 
pullonkaulaksi LSM-puun päivityksen tehokkuudelle.  
Tarkastellaan nyt C0-puun optimaaliseen ylärajaan vaikuttavia tekijöitä. Oletetaan, että tietueita 
lisätään C0-puuhun tasaista tahtia. Kun C0-puun kokoa pienennetään, saavutetaan jossain vaiheessa 
optimaalinen tilanne, jossa kiintolevylle kirjoitetaan jatkuvasti täydellä nopeudella ja keskusmuistin 
kulutus olisi pienin mahdollinen hidastamatta päivittämisen tehokkuutta. Jos nyt LSM-puuta pitäisi 
saada päivitettyä nopeammin, voisi tehokkuutta lisätä kasvattamalla C0-puun ylärajaa tai lisäämällä 
kiintolevyjä RAID-järjestelmään. Kun tiedetään keskusmuistin ja kiintolevyn tehokkuuden suhde 
sekä keskusmuistin ja kiintolevykapasiteetin hinnan suhde, voidaan laskea optimaalinen C0- ja C1-
puiden kokojen suhde. Suuria tietomääriä käsiteltäessä C0-puun vaatima keskusmuistin määrä voi 
optimaalisella puiden kokojen suhteella olla melko suuri. Ongelma voidaan tällöin ratkaista 
lisäämällä LSM-puuhun kolmas komponentti. 
Kolmas komponentti on kooltaan C0 ja C1-puiden väliltä, ja se tallennetaan kiintolevylle. Tällöin 
LSM-puussa suoritetaan kahta kiertävää lomitusprosessia omassa tahdissaan. Yhdessä prosessissa 
siirretään tietueita C0-puusta C1-puuhun ja toisessa C1-puusta C2-puuhun. LSM-puu voi sisältää 
mielivaltaisen määrän komponentteja saman periaatteen mukaisesti. Kuvassa 7.3 on esitetty kaavio 
monikomponenttisesta LSM-puusta. 
LSM-puu soveltuu hyvin flash-muistille, koska siihen kirjoitetaan kerralla useita peräkkäisiä sivuja 
[YBQ09a]. Yleisessä tapauksessa haku LSM-puusta on kuitenkin hitaampaa kuin B+-puusta, koska 
Kuva 7.3. Kaavio monikomponenttisesta LSM-puusta [OCG96]. 
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haku on suoritettava erikseen kaikille LSM-puun komponenteille. 
7.2. Flash-muistia varten kehitetty lomituspuu 
Li ja kumppanit [YBQ09a] ovat kehittäneet LSM-puun idean pohjalta flash-muistia varten 
optimoidun puutietorakenteen, jota kutsutaan Flash-levypuuksi eli FD-puuksi (flash-disk tree, FD-
tree). FD-puu koostuu pienestä B+-puusta, jota kutsutaan pääpuuksi (head tree) ja järjestetyistä 
juoksuista (sorted run) pääpuun alla. Pääpuu sijaitsee keskusmuistissa ja sitä alemmat tasot flash-
muistissa. Uudet tietueet lisätään pääpuuhun, josta ne ajoittain siirretään alempien tasojen 
järjestettyihin juoksuihin. 
FD-puussa on kahdenlaisia tietueita: hakemistotietueita ja aitoja. Hakemistotietue (index entry) 
sisältää kolme kenttää: avaimen, monikkotunnisteen ja tyypin. Tyyppi ilmaisee onko kyseessä 
tavallinen hakemistotietue vai hakemistotietueen poistoa kuvaava tietue. Aita (fence) on osoitin 
alemman tason sivulle. Siinä on kolme kenttää: avain, sivutunniste ja tyyppi. Aidat jakautuvat 
kahteen eri tyyppiin, ulkoisiin ja sisäisiin aitoihin. Ulkoisen aidan (external fence) avaimeksi 
otetaan viitattavalta alemman tason sivulta suurimman tietueen avain. Sisäisiin aitoihin palataan 
myöhemmin tässä kohdassa. 
Jokaisella FD-puun tasolla on kiinteä kapasiteetti, joka kasvaa eksponentiaalisesti puuta alaspäin 
edettäessä. FD-puun tasoista käytetään merkintöjä L0, L1, jne. Ylin taso L0 on a pääpuu. Muiden 
tasojen järjestetyt juoksut L1:stä alaspäin on tallennettu flash-muistiin peräkkäisille sivuille. 
Keskusmuistissa sijaitseva pääpuu säädetään yhden flash-muistin lohkon kokoiseksi. Pääpuun 
tietueet lomitetaan ajoittain alempien tasojen tietueiden sekaan, jolloin flash-muistiin kirjoitetaan 
paljon peräkkäisiä sivuja. Tämä tapa on flash-muistille tehokasta. 
Kuvassa 7.4 on esitetty esimerkki FD-puun rakenteesta. Kuvan puussa on kolme tasoa: pääpuu ja 
kaksi järjestettyä juoksua. Valkoiset ruudut esittävät hakemistotietueita ja harmaat aitoja. Pääpuun 
lehtisivuilta viitataan alemman tason järjestetyn juoksun sivuille. Kultakin alinta tasoa ylemmän 
järjestetyn juoksun sivulta viitataan alemmalla tasolla olevan järjestetyn juoksun sivulle. Kuvassa 
7.4 näkyvän sivun f tietue 46 on ulkoinen aita.  
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Kahden ulkoisen aidan väliin saattaa jäädä useiden sivujen verran tietueita. Tällaisessa tapauksessa 
puun läpikäynti pelkästään ulkoisten aitojen avulla olisi hidasta, koska alemman tason sivuille 
kohdistuvien osoittimien löytämiseksi jouduttaisiin selaamaan useita ylemmän tason sivuja. Tämän 
ongelman ratkaisemiseksi FD-puuhun on lisätty sisäisiä aitoja (internal fence). Jos kahden 
vierekkäisen ulkoisen aidan väliin jää tietueita vähintään yhden sivun verran, kunkin väliin jäävän 
sivun viimeiseksi tietueeksi lisätään sisäinen aita. Sisäisen aidan avaimen arvo otetaan viittaavan 
sivun viimeisestä hakemistotietueesta. Kuvan 7.4 sivun f tietue 53 on sisäinen aita, joka viittaa 
sivulle n. Tämän aidan avulla voidaan välttää sivun g lukeminen kun haetaan avainten arvoja väliltä 
47–54. Kullakin FD-puun tasolla aidat ja hakemistotietueet järjestetään avainten arvojen mukaan 
nousevaan järjestykseen. Ulkoisia aitoja on kullakin tasolla yhtä monta kuin sivuja alemmalla 
tasolla. Sisäisiä aitoja on enintään yksi per sivu. 
Haku FD-puusta ei välttämättä ole hitaampi kuin B+-puusta. Vaikka FD-puu voikin olla korkeampi 
kuin samankokoinen B+-puu, FD-puussa on kaksi hakua tehostavaa ominaisuutta. FD-puun solmut 
ovat täynnä tietueita, kun taas B+-puussa solmut ovat yleensä noin 70 % täynnä. FD-puussa ei ole 
myöskään vanhenemisongelmaa kuten B+-puussa, jossa lehtisivujen sijainnit hajaantuvat fyysisesti 
suurelle alueelle, kun päivityksiä tehdään suuri määrä. 
Uutta tietuetta lisättäessä tietue lisätään ensin pääpuuhun L0. Jos tietueiden määrä pääpuussa 
ylittäisi sen kapasiteetin, siirretään L0 tason tietueet L1 tasolle lomittamalla tasot keskenään. 
Yleisesti ottaen lomitusoperaatio suoritetaan kahdelle vierekkäiselle tasolle aina, kun niistä 
pienempi ylittää kapasiteettinsa. Operaatiossa selataan molempien tasojen tietueet järjestyksessä ja 
yhdistetään ne yhdeksi järjestetyksi juoksuksi, joka tallennetaan peräkkäisille sivuille. Uusi 
järjestetty juoksu Li sisältää kaikki alemman yhdistetyn tason hakemistotietueet sekä kaikki 
ylemmän tason Li-1 hakemistotietueet ja ulkoiset aidat. Uusia sisäisiä aitoja lisätään uuteen 
järjestettyyn juoksuun tarpeen mukaan. Lomitusoperaation yhteydessä lomitusta ylemmät tasot 
Kuva 7.4. Esimerkki FD-puun rakenteesta [YBQ09a]. 
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päivitetään ulkoisten aitojen osalta. Näin ollen tasojen Li-1 ja Li lomittamisessa on päivitettävä tasot 
L0:sta Li:hin. eli i + 1 tasoa. Jos kahden tason lomituksessa syntyvä tason järjestetty juoksu Li ylittää 
kapasiteettinsa, tasot Li ja Li+1 lomitetaan myös. Lomittamista jatketaan kunnes lomituksen 
tuloksena saatava järjestetty juoksu ei ylitä kapasiteettiaan. 
Tarkastellaan nyt hakemistotietueen poistamista FD-puusta. Jos poistettava tietue sijaitsee 
pääpuussa, se poistetaan sieltä suoraan. Jos poistettava tietue ei sijaitse pääpuussa, pääpuuhun 
lisätään poistotietue, joka sisältää tiedot poistettavasta tietueesta. Tällöin poistettava tietue jätetään 
toistaiseksi puuhun sellaisenaan. Hakutuloksista suodatetaan pois poistotietueet ja näitä vastaavat 
poistettavat tietueet. Lomitusoperaatiossa poistotietueet siirretään muiden tietueiden mukana 
alemmille tasoille. Kun lomituksen yhteydessä poistotietueet ja niitä vastaavat poistettavat tietueet 
kohtaavat toisensa samalla tasolla, ne jätetään tallentamatta uuteen järjestettyyn juoksuun. Näin 
ollen poistettavat tietueet poistuvat lopulta kokonaan. Päivitysoperaatio ilmaistaan FD-puussa 
poistamalla vanhaa arvoa vastaava tietue ja lisäämällä uusi tietue uudella arvolla. 
Yinan ja kumppanit [YBQ09a] ovat tutkineet neljän erityyppisen hakemistorakenteen suoritusaikoja 
kahdella eri kuormalla (kuva 7.5). Kaikki neljä indeksiä sisältävät 109 tietuetta. Niiden koot ovat 
noin 8 GB. Pystyakselilla on keskimääräinen operaation suoritukseen kuluva aika. Kuvassa vaaka-
akselilla näkyvä hakuvaltainen kuorma sisältää 80 % hakuja, 10 % lisäyksiä, 5 % päivityksiä ja 5 % 
poistoja. Päivitysvaltainen kuorma sisältää 20 % hakuja, 40 % lisäyksiä, 20 % poistoja ja 20 % 
päivityksiä. FD-puu on tehokkain molemmilla kuormilla. 
8. Puskurin hallinta 
Puskurin hallinnassa on vapaan puskuritilan loppuessa päätettävä, mikä sivu poistetaan puskurista 
Kuva 7.5. Suoritusaikoja kahdella eri kuormalla ja neljällä eri hakemistorakenteella [YBQ09a].
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[LNK07]. Koska kiintolevyltä lukeminen ja sille kirjoittaminen ovat yhtä nopeita, puskurista 
poistettavat sivut valitaan siten, että sivuja tarvitsisi siirrellä levyn ja puskurin välillä 
mahdollisimman vähän. Flash-muistia käytettäessä sivun kirjoittaminen on kuitenkin hitaampaa 
kuin sen lukeminen. Lisäksi kirjoitusoperaatiot aiheuttavat myöhemmin vielä paljon hitaampia 
tyhjennysoperaatioita. Tämän vuoksi puskurin hallintaa voidaan optimoida siten, että poistettavien 
sivujen valintakäytännössä vähennetään sivun kirjoitusten määrää nopeiden lukujen määrän 
kustannuksella [LNK07, PJK06]. Puskurin hallintaa voidaan tehostaa myös tekemällä samaan flash-
muistin lohkoon kohdistuvia päivityksiä ajallisesti peräkkäin, koska tämä menettely nopeuttaa 
myöhemmin tehtävää roskienkeruuprosessia [OHJ09]. 
8.1. Puhtaita sivuja suosiva LRU–käytäntö 
Jos sivun puskuriversio poikkeaa flash-muistissa olevasta versiosta, sivu on likainen (dirty); 
muutoin sivu on puhdas (clean) [PJK06]. Kun täynnä olevaan puskuriin aiotaan tuoda sivu, on 
ensin valittava, mikä sivu poistetaan puskurista. Jos sivu on likainen, se on ensin kirjoitettava flash-
muistiin. Jos sivu on puhdas, se voidaan vain yksinkertaisesti poistaa puskurista. Näin ollen 
puskurista poistettavien sivujen valinnassa kannattaa kirjoituskustannusten vähentämiseksi suosia 
puhtaita sivuja. Jos puskurista kuitenkin jatkuvasti poistettaisiin pelkästään puhtaita sivuja, se 
täyttyisi vähitellen vain harvoin tarvittavista sivuista. Tämä lisäisi tarvetta tuoda puskuriin uusia 
sivuja tiheämmässä tahdissa, mikä taas kasvattaisi sivujen lukemiseen kuluvaa aikaa. Toisaalta jos 
puskurissa pidettäisiin mahdollisimman paljon usein tarvittavia sivuja, puskurista flash-muistiin 
jouduttaisiin kirjoittamaan sivuja tiheässä tahdissa, mikä puolestaan kasvattaisi kirjoittamiseen 
kuluvaa aikaa. Näin ollen on tasapainoiltava luku- ja kirjoituskustannusten kanssa ja pidettävä 
puhtaiden ja likaisten sivujen määrien suhde puskurissa sopivana. 
Park ja kumppanit [PJK06] ovat suunnitelleet käyttöjärjestelmää varten flash-muistille optimoidun 
puskurin hallintakäytännön. Tästä käytännöstä käytetään nimitystä puhdas-ensin-LRU eli CFLRU 
(clean-first least recently used). CFLRU-käytännössä sivut on tallennettu linkitettyyn listaan niiden 
viimeisen käyttökerran mukaiseen järjestykseen. Tämä lista on jaettu kahteen osaan, 
työskentelyalueeseen ja puhdas-ensin alueeseen. Työskentelyalue (working region) sisältää hiljattain 
käsiteltyjä sivuja. Monet käsiteltävät sivut ovat tällä alueella. Puhdas-ensin-alue (clean-first region) 
sisältää ehdokkaita puskurista poistettaviksi sivuiksi. Kuvassa 8.1 on esimerkki puskurin sisällöstä 
CFLRU -käytännössä. 
CFLRU-käytännössä puskurista poistettavaksi sivuksi valitaan ensisijaisesti puhdas sivu, selaamalla 
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puhdas-ensin alueen listaa vähiten käytetystä päästä alkaen. Jos puhtaita sivuja ei ole, poistetaan 
puhdas-ensin alueelta likainen sivu selaamalla listaa samalla tavalla. Kuvan 8.1 esimerkissä sivujen 
poistojärjestys olisi P7, P5, P8 ja P6. 
Puhdas-ensin alueen kokoa kutsutaan ikkunaksi (window). Tarkastellaan nyt sopivan ikkunan koon 
valitsemista. Ikkunaa suurentamalla voidaan vähentää sivujen viemistä flash-muistiin. Suuri ikkuna 
kuitenkin lisää sivujen puskuriin tuomisen tarvetta. Puskurin hallintaa voidaan optimoida 
laskemalla luettujen ja kirjoitettujen sivujen määriä ja säätelemällä ikkunan kokoa jatkuvasti näiden 
tietojen mukaisesti. Käytetään nyt luettujen ja kirjoitettujen sivujen suhteellisista osuuksista 
merkintöjä vW ja vR sekä kirjoituksen ja lukemisen aikavaativuuksista merkintöjä CW ja CR. Tällöin 
puskurin hallinnan aikavaativuus suhteessa flash-muistissa käsiteltyjen sivujen määrään tietyllä 
aikavälillä on  
vW x CW + vR x CR. 
Puskurin hallinnan aikavaativuus suhteessa flash-muistissa käsiteltyjen sivujen määrään lasketaan 
kahdelta peräkkäiseltä aikaväliltä ja ikkunan kokoa säädetään sen mukaisesti suuremmaksi tai 
pienemmäksi. Tällä tavoin puskurin hallinta saadaan mukautumaan hyvin tilanteen mukaiseksi. 
8.2. Likaisia sivuja ryvästävä käytäntö 
CFLRU-käytännössä on kuitenkin useita ongelmia [OHJ09]. Ensinnäkin, koska puhtaat sivut eivät 
sijaitse aina LRU-listan perässä, listaa on usein selattava puhtaan sivun löytämiseksi. Puhtailla 
sivuilla on myös taipumus kasaantua puhdas-ensin-alueen laitaan lähelle työskentelyaluetta, joten 
LRU-listaa joudutaan selaamaan usein pitkiä ketjuja. Toiseksi, puhdas-ensin-alueen likaisilla 
sivuilla on paljon pienempi todennäköisyys tulla uudelleen käsiteltäviksi, joten puskuritilaa pitäisi 
pyrkiä hyödyntämään siten, että näiden sivujen kirjoittaminen takaisin flash-muistiin saataisiin 
tehokkaammaksi. Kolmanneksi, puskurin hallinta tulee tehottomaksi jos kuormaan tulee normaalin 
Kuva 8.1. Esimerkki puskurin sisällöistä CFLRU-käytännössä [PJK06]. 
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käsittelyn lisäksi pitkiä peräkkäisten sivujen käsittelyn ketjuja, koska peräkkäisesti käsiteltävät sivut 
syrjäyttävät helposti muut usein tarvittavat sivut puskurissa. 
Ou ja kumppanit [OHJ09] ovat kehittäneet CFLRU–käytännön pohjalta flash-muistiin tallennettuja 
tietokantoja varten optimoidun puskurin hallintakäytännön, jossa on korjattu edellä mainitut 
ongelmat. Tästä käytännöstä käytetään nimitystä puhdas-ensin likainen-ryvästetty (clean-first dirty-
clustered) tai lyhyemmin CFDC.  
CFDC–käytännössä puhdas-ensin aluetta kutsutaan priorisoiduksi alueeksi (priority region). 
Priorisoitu alue sisältää kaksi erillistä jonoa, yksi puhtaita ja toinen likaisia sivuja varten. Kun 
puhdas sivu aikanaan kulkeutuu pois työskentelyalueelta, se siirretään puhtaaseen jonoon. Likainen 
sivu puolestaan siirretään tällöin likaiseen jonoon. Jos puhtaassa jonossa on sivuja, poistettava sivu 
valitaan sen hännästä. Muutoin poistettava sivu valitaan likaisen jonon hännästä. Poistettavaksi 
sivuksi valitaan siis sama sivu kuin CFLRU-käytännössäkin, mutta tässä käytännössä listoja ei 
tarvitse selata. Puskurin rakenne on esitetty kuvassa 8.2. 
CFDC-käytännössä likaisen jonon sivuista on muodostettu ryppäitä (cluster). Likainen jono 
koostuu toisiinsa linkitetyistä ryppäistä, jotka voivat olla erikokoisia. Kukin ryväs sisältää listan 
lähekkäisiä sivuja. Sivut ovat ryppään listassa siinä järjestyksessä, kun ne on lisätty ryppääseen. 
Ryppäät on numeroitu. Kun sivu siirretään priorisoidulle alueelle, sen ryppään numero lasketaan 
jakamalla sivunumero ryppäiden maksimikoolla. Jos ryväs on jo puskurissa, sivu lisätään siihen. 
Muutoin luodaan ensin uusi ryväs. Jos jotain ryppäässä olevaa sivua käsitellään, se poistetaan 
ryppäästä ja siirretään työskentelyalueelle. Jokaisella ryppäällä on prioriteetti, ja ryppäät ovat 
likaisessa jonossa prioriteetin mukaisessa järjestyksessä. Kun puskurista on poistettava sivu, se 
poistetaan ensisijaisesti puhtaasta jonosta. Jos puhdas jono on tyhjä, poistetaan likaisen jonon 
pienimmän prioriteetin päässä olevan ryppään ensimmäinen sivu. 
Kuva 8.2. Puskurin rakenne CFDC-käytännössä [OHJ09]. 
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 Ryppään prioriteetti lasketaan kaavalla [OHJ09]: 
 ,    (8.1) 
missä merkinnät p0, …, pn-1 ovat sivunumeroita siten, että pi.on ryppäässä oleva i:s sivu, n on 
ryppään c sivujen lukumäärä, timestamp(c) on globaali aika (global time) ryppään luontihetkellä. 
Joka kerta, kun sivu poistetaan puskurista, globaalia aikaa kasvatetaan yhdellä. Isoille ryppäille on 
tarkoitus antaa pienempiä prioriteetteja. Tämä siksi, että niiden kirjoittaminen flash-muistiin on 
tehokasta, koska sivut sijaitsevat siellä fyysisesti lähekkäin. Osoittajassa olevan summan tarkoitus 
on erotella satunnaisessa ja peräkkäisessä järjestyksessä käsitellyt ryppäät. Satunnaisessa 
järjestyksessä käsitellyt ryppäät pidetään pidempään puskurissa kuin peräkkäisessä järjestyksessä 
käsitellyt. Jos esimerkiksi lasketaan kaavassa 8.1 olevan osoittajan arvo ryppäälle, jonka sivut ovat 
{1, 2, 3, 4}, osoittajan summaksi tulee 3, kun taas ryppäälle {7, 5, 4, 6} osoittajan summaksi tulee 
5. Kaavassa olevan aikakomponentin on tarkoitus estää satunnaisessa järjestyksessä, mutta harvoin 
käsiteltyjen pienten ryppäiden säilyminen puskurissa ikuisesti. Kuvassa 8.3 on esimerkki neljän 
ryppään likaisesta jonosta, jossa globaaliaika on 10. Kunkin ryppään luontihetki on näkyvissä sen 
oikeassa yläkulmassa, ja ryppään sivuista on näkyvissä sivunumerot. Kaavan 8.1 mukaisesti 
lasketut ryppäiden prioriteetit ovat vasemmalta oikealle 2/9, 1/8, 1/14, ja 1/18. 
Kun ryppäästä on viety sivu flash-muistiin, sen prioriteetti asetetaan nollaksi. Näin kaikki jatkossa 
flash-muistiin vietävät sivut valitaan tästä samasta ryppäästä. Ryväs siis tyhjenee kokonaan ja flash-
muistiin kirjoitettavat sivut osuvat todennäköisesti samaan tai kahteen peräkkäiseen flash-muistin 
lohkoon. Tämä nopeuttaa myöhemmin tehtävää roskienkeruuprosessia. Prioriteettien laskemiseen ja 
likaisen jonon ylläpitämiseen kuluu ylimääräistä aikaa CFLRU-käytäntöön nähden, mutta flash-
muistin käsittelyssä säästetty aika ylikompensoi näihin kuluvan ajan. 
Kuva 8.3. Esimerkki likaisen jonon ryppäistä CFDC-käytännössä [OHJ09]. 
  
  64 
 
Kuvassa 8.4 on esitetty transaktiosuoritusteho puskurin koon funktiona kolmelle eri puskurin 
hallintakäytännölle. CFDC suoriutui testissä 14 % - 41 % tehokkaammin kuin muut käytännöt. 
CFLRU oli vain hiukan LRU-käytäntöä tehokkaampi.  
CFDC-käytäntöä käytettäessä sivuja kirjoitetaan flash-muistiin enemmän kuin CFLRU-
käytännössä, mutta ryppäiden ansiosta sivun kirjoittamisen keskimääräinen aika on pienempi. 
Kuvassa 8.5 on esitetty sivun kirjoittamiseen kuluva keskimääräinen aika puskurin koon funktiona. 
Kuva 8.4. Transaktiosuoritusteho puskurin koon funktiona kolmella eri puskurin 
hallintakäytännöllä [OHJ09]. 
Kuva 8.5. Sivun kirjoitukseen kuluva keskimääräinen aika puskurin koon funktiona kolmella eri 
puskurin hallintakäytännöllä [OHJ09]. 
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8.3. Hienorakeinen puskurin hallintakäytäntö 
Usein sivulla olevista monikoista päivitetään vain pientä osaa. Lisäksi päivitys kohdistetaan usein 
vain pieneen osaan monikon attribuuteista [HeV09]. Tavanomaisissa puskurin hallintakäytännöissä 
päivitykset kohdistetaan aina kokonaisiin sivuihin. Tällöin flash-muistiin joudutaan kirjoittamaan 
tietoa tarpeettomasti. He ja Veeraraghavan [HeV09] ovat kehittäneet flash-muistia varten puskurin 
hallintakäytännön, joka perustuu hienorakeiseen päivitykseen. Tässä käytännössä relaatiot ositetaan 
pystysuorasti usein samanaikaisesti luettavien ja kirjoitettavien attribuuttien perusteella. Täten 
kukin monikko jakautuu osituksen mukaisesti useaan osamonikkoon (sub-tuple). Puskurista 
kirjoitetaan flash-muistiin ainoastaan päivitettyjä osamonikoita. Tällä tavoin voidaan vähentää 
flash-muistiin kirjoitettavan tiedon määrää. Kuten aiemminkin esitellyissä puskurin 
hallintakäytännöissä, myös tässä puskuri on jaettu kahteen osaan. Yksi osa on puhtaita ja toinen 
likaisia osamonikoita varten. Myös tässä käytännössä puskurin osien kokoa säädellään dynaamisesti 
kuorman mukaan. Puskurin rakenne on esitetty kuvassa 8.6. 
Kun puskurista loppuu tila, sieltä poistetaan joko puhtaita tai likaisia osamonikoita. Puhtaat 
osamonikot voidaan vain yksinkertaisesti poistaa. Likaisia osamonikoita poistetaan puskurista 
kerralla vähintään sivullinen. Tällöin puskurista poistetut osamonikot kirjoitetaan uudelle flash-
muistin sivulle uuteen loogiseen osoitteeseen. Osamonikoiden aiemmille sivuille jäävät versiot 
muuttuvat tällöin epävalideiksi. Kun myöhemmin jokin sivu luetaan flash-muistista, ainoastaan 
validit osamonikot tuodaan puskuriin. Jos puskuri on täynnä, sieltä on ensin poistettava validien 
osamonikoiden vaatiman tilan verran osamonikoita. Tässä yhteydessä arvioidaan kerätyn 
tilastodatan perusteella kannattaako puhtaiden ja likaisten alueiden kokojen suhdetta muuttaa. 
Tämän arvion perusteella puskurista poistetaan joko likaisia tai puhtaita osamonikoita. 
Koska osamonikoiden loogiset osoitteet vaihtelevat, niistä on pidettävä kirjaa. Kun likainen 
osamonikko kirjoitetaan flash-muistiin, aputauluun lisätään tieto tämän uusimman version 
Kuva 8.6. Puskurin rakenne hienorakeisessa puskurin hallintakäytännössä [HeV09]. 
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loogisesta osoitteesta. Osamonikkoa paikannettaessa käydään aina ensin katsomassa löytyykö sen 
looginen osoite aputaulusta. Jos löytyy, osamonikkoon viitataan epäsuorasti aputaulussa olevan 
loogisen osoitteen kautta., muutoin osamonikkoon viitataan suoraan sen loogisella osoitteella. 
Koska hienorakeinen puskurin hallinta käytäntö toimii FTL:n päällä, aputaulukossa ilmoitettuihin 
osamonikoihin viitataan kaksinkertaisella epäsuoruudella. Ensin hienorakeinen puskurin 
hallintakäytäntö selvittää aputaulukostaan uusimman version loogisen osoitteen ja lähettää tämän 
FTL:lle. Tämän jälkeen FTL muuttaa loogisen osoitteen fyysiseksi ja hakee monikon tämän 
perusteella flash-muistista. Kun tietokantajärjestelmä on vähäaktiivisessa tilassa, osamonikot 
järjestetään flash-muistissa siten, että niihin voidaan viitata taas suoraan. Samalla osamonikoiden 
loogiset osoitteet sisältävä aputaulu tyhjennetään. 
Tarkastellaan nyt relaation pystysuoraa osittamista. Kyselyssä tarvitaan usein vain pientä osaa 
relaation attribuuteista. Kyselyn suorituksen kannalta on tehokkainta, jos kaikki siinä tarvittavat 
attribuutit on ryhmitelty yhteen osioon, koska tällöin kyselyssä luettavan tiedon määrä on 
minimissään. Myös päivityksen kannalta on tehokkainta, jos päivitettävät attribuutit on ryhmitelty 
yhteen osioon. Tällöin kirjoitettavan tiedon määrä on minimissään, koska flash-muistiin kirjoitetaan 
ainoastaan päivitettyjä osamonikoita. Osituksen tekemistä mutkistaa, että eri kyselyt ja päivitykset 
kohdistuvat eri attribuuttiryhmiin. Tavoitteena on löytää sellainen pystysuora ositus, että 
lukemiseen ja kirjoittamiseen kuluva kokonaisaika on mahdollisimman pieni. Tämän tavoitteen 
saavuttamiseksi on huomioitava kuorma, todennäköisyydet tarvittavan tiedon puskurista 
löytymiselle sekä käytettävän flash-muistilaitteen luku- ja kirjoitusnopeudet. Kuorma on määritelty 
tässä tietona samanaikaisesti käsiteltävistä attribuuttiryhmistä sekä näihin kohdistuvista luku- ja 
kirjoitusmääristä. Tarkastellaan esimerkkinä kolme attribuuttia sisältävää taulua, jossa ensimmäinen 
ja toinen attribuutti on päivitetty samanaikaisesti kolme kertaa sekä toinen ja kolmas attribuutti 
luettu samanaikaisesti kaksi kertaa. Tällöin kuorma voidaan esittää formaalisti muodossa: {<{a1, 
a2}, 0, 3>, <{a2, a3}, 2, 0>}. Merkitään samanaikaisesti käsiteltyä attribuuttiryhmää s:llä ja näiden 
muodostamaa joukkoa S:llä. Vaikka S voisi teoriassa olla hyvin suuri, se on kuitenkin yleensä 
melko pieni. Tämä johtuu siitä, että tietokantoihin tehdään usein paljon samoja kyselyitä, joissa vain 
parametrit muuttuvat. Merkitään tietyn pystysuoran osituksen mukaiseen yhteen osioon kuuluvien 
attribuuttien ryhmää x:llä. Lukemiseen kuluva aika RC(x) attribuuttiryhmälle x voidaan laskea 
kaavalla [HeV09] 
,     (8.2) 
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missä Sr(x) on niiden S:ään kuuluvien samanaikaisesti luettujen attribuuttiryhmien joukko, jotka 
sisältävät x:n. CPL on sivun flash-muistista lukemiseen kuluva aika, Nr(s) lukemiskertojen määrä 
attribuuttiryhmälle s ja Pm on todennäköisyys sille, että tarvittavaa tietoa ei löydy puskurista. Kaava 
8.2 ilmoittaa siis attribuuttiryhmästä x koostuvan osion lukemiseen kuluvan ajan annetulla 
kuormalla. 
Päivittämiseen kuluva aika UC(x) attribuuttiryhmälle x voidaan laskea kaavalla [HeV09] 
.    (8.3) 
Tässä Nu(s) on päivityskertojen määrä attribuuttiryhmälle s. Pf on todennäköisyys sille, että 
päivitetty osamonikko poistetaan puskurista ennen kuin se päivitetään uudelleen. SB(x) on 
attribuuttiryhmän x koko tavuina. CBBS2w on yhden tavun flash-muistiin kirjoittamiseen kuluva 
aika. Kaava 8.3 ilmoittaa siis attribuuttiryhmästä x koostuvan osion päivittämiseen kuluvan ajan 
annetulla kuormalla. 
Näiden määrittelyjen perusteella optimaalinen pystysuora ositus on sellainen toisiaan 
leikkaamattomien attribuuttiryhmien joukko {b1, b2, …, bi, …, bp}, jolle seuraavalla kaavalla 
laskettu tulos on pienin mahdollinen. 
    (8.4) 
Optimaalisen osituksen löytämiseksi on tiedettävä kaikkien samanaikaisesti käsiteltävien 
attribuuttiryhmien luku- ja päivityskertojen määrät eli Nr(s) ja Nu(s). Jokaisen kyselyn suorituksen 
yhteydessä selvitetään kyselyssä luettava attribuuttiryhmä s ja kasvatetaan laskurin Nr(s) arvoa 
yhdellä. Samoin jokaisen attribuuttiryhmän s päivityksen yhteydessä päivitetään laskurin Nu(s) 
arvoa yhdellä. Tämä voidaan toteuttaa tehokkaasti perustamalla jokaiselle relaatiolle oma 
hajautustaulukko. Hajautustaulukon avaimena käytetään bittijonoa, jossa on yksi bitti jokaista 
relaation attribuuttia kohti. Jokainen jonon bitti ilmaisee tietyn attribuutin olemassa oloa tai 
puuttumista. Avain osoittaa Nr(s):n tai Nu(s):n paikan. 
Määritellään nyt kaksi osioihin liittyvää käsitettä. Alkeisosio (elementary partition) koostuu 
sellaisista attribuuteista, jotka päivitetään aina samanaikaisesti tai, joita ei päivitetä koskaan. 
Alkeisosio on maksimaalinen (maximal), jos ja vain jos siihen ei voida yhdistää mitään 
attribuuttiryhmää siten, että tuloksena saatu osio olisi edelleen alkeisosio. Maksimaalista 
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alkeisosiota ei koskaan kannata jakaa pienemmiksi osioiksi. Kuvassa 8.7 on esimerkki 
maksimaalisiin alkeisosioihin ositetusta relaatiosta. 
He ja Veeraraghavan [HeV09] ovat kehittäneet kaksi eri algoritmia hyvän pystysuoran osituksen 
löytämiseksi. Yksi algoritmi etsii parhaan osituksen. Toinen algoritmi ei välttämättä löydä parasta 
ositusta, mutta löytää hyvän osituksen nopeasti. Parhaan osituksen etsivä algoritmi osittaa ensin 
relaation maksimaalisiin alkeisosioihin. Tämän jälkeen generoidaan kaikki mahdolliset 
maksimaalisten alkeisosioiden yhdisteet. Lopulliseksi ositukseksi valitaan se, joka tuottaa kaavalla 
8.4 laskettuna pienimmän tuloksen. Useimmissa tapauksissa tämä algoritmi suoriutuu tehtävästä 
kohtuullisessa ajassa. Jos kuitenkin maksimaalisten alkeisosioiden määrä on suuri, algoritmin 
suoritukseen saattaa kulua liikaa aikaa. 
Toinen algoritmi aloitetaan myös osittamalla relaatio maksimaalisiin alkeisosioihin. Seuraavaksi 
etsitään maksimaalisten alkeisosioiden pari, joiden yhdiste tuottaa kaavalla 8.4 laskettuna 
pienimmän tuloksen. Nämä osiot yhdistetään toisiinsa. Tämän jälkeen toistuvasti etsitään parhaat 
osioparit ja yhdistetään ne toisiinsa. Kun minkään parin yhdistäminen ei tuota enää tehokkaampaa 
ositusta, algoritmin suoritus lopetetaan. Tällä tavoin hyvä ositus saadaan selvitettyä nopeasti 
kaikissa tapauksissa. On myös mahdollista, että algoritmi löytää parhaan mahdollisen osituksen. 
He ja Veeraraghavan [HeV09] ovat kuvassa 8.8 vertailleet puskurin hallinnan tehokkuutta 
keskusmuistin koon funktiona. Kuvassa IPL tarkoittaa tavallista puskurin hallintakäytäntöä sivun 
Kuva 8.7. Esimerkki maksimaalisiin alkeisosioihin ositetusta relaatiosta [HeV09].
Kuva 8.8. Puskurin hallintakäytäntöjen käsittelemien sivujen ja lohkojen määrät keskusmuistin 
koon funktiona [HeV09]. 
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sisäistä lokikäytäntöä käytettäessä, monikoiden rakeisuus tarkoittaa hienorakeista puskurin 
hallintakäytäntöä ilman pystysuoraa ositusta, OM-optimaalinen tarkoittaa hienorakeista puskurin 
hallintakäytäntöä osamonikoiden rakeisuudella optimaalisella pystysuoralla osituksella ja OM-ahne 
osamonikoiden rakeisuutta ahneella algoritmilla tehdyllä pystysuoralla osituksella. Osamonikoiden 
rakeisuudella toimiva hienorakeinen puskurin hallintakäytäntö on selkeästi muita tehokkaampi. 
Optimaalisella ja ahneella algoritmilla tehdyillä pystysuorilla osituksilla ei ole huomattavaa eroa. 
9. Yhteenveto 
Tietokantajärjestelmän suorituskykyä voidaan parantaa tallentamalla tietokanta flash-muistiin. 
Flash-muistin erityispiirteitä ovat EEPROM-tyyppisyys, nopea hajaluku sekä erisuuret luku- ja 
kirjoitusajat. Flash-muistin ja kiintolevyn välisten erojen vuoksi tietokannan hallintajärjestelmä on 
optimoitava erikseen flash-muistia varten, jotta flash-muistin ominaisuuksista pystyttäisiin kunnolla 
hyötymään. Tässä optimoinnissa on huomioitava lähes kaikki tietokannan hallintajärjestelmän osa-
alueet.  
Sopivalla sivujen sijoittelulla flash-muistiin voidaan nopeuttaa roskienkeruuprosessin toimintaa. 
Relaation tietojen sijoittelulla flash-muistin sivuille voidaan vaikuttaa kyselyiden suoritusaikoihin. 
Attribuuttiperustaisessa sivun ositusmenetelmässä yksi tietosivu voidaan tallentaa usealle flash-
muistin sivulle, jolloin kyselyä suoritettaessa voidaan lukea tiedot vain osasta relaation 
attribuuteista. Tämä menetelmä soveltuu flash-muistille hyvin suuren hajalukunopeuden ansiosta. 
Monissa kyselyiden käsittelymenetelmissä kuten järjestämis- ja liitosalgoritmeissa tehdään paljon 
hajalukuja sekä peräkkäisiä kirjoituksia. Näin ollen ne soveltuvat flash-muistille hyvin sellaisenaan. 
Toistaiseksi flash-muistia varten on kehitetty myös kolme erilaista liitosalgoritmia, joiden avulla 
liitos voidaan laskea tehokkaammin. Hajalukuliitos muistuttaa hajautusliitosta, mutta hyödyntää 
attribuuttiperustaista sivun ositusta. Flash-liitos on suunniteltu usean relaation välisen liitoksen 
laskentaan. Sulautusliitos laskee varsinaisen liitoksen jollain yleisellä liitosalgoritmilla, mutta 
käyttää sivujen hakemiseen sivuperustaista tai verkkoperustaista hakustrategiaa. 
Lokin ylläpito tapahtuu juuri flash-muistin erityispiirteiden kannalta sopivalla tavalla. Flash-muistia 
varten on kehitetty kaksi erilaista lokin ylläpitomenetelmää. USB-muistitikkuja hyödyntävässä 
lokikäytännössä lokitietueita kirjoitetaan vuorotellen useille eri USB-muistitikuille. Sivun sisäisessä 
lokikäytännössä lokitietueet kirjoitetaan päivitettyjen sivujen kanssa samaan lohkoon, eikä sivun 
uutta versiota tarvitse viedä flash-muistiin. Tällä tavoin pystytään vähentämään hajakirjoitusten 
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määrää. Kun sivu luetaan flash-muistista, sen nykyversio on laskettava lokitietueiden perusteella. 
Tähän kuluu ylimääräistä aikaa, mutta menetelmä on kannattava flash-muistissa, jossa lukeminen 
on huomattavasti nopeampaa kuin kirjoittaminen. 
Yleisimmin käytetty hakemistorakenne B+-puu ei sovellu flash-muistille, sillä sen päivittäminen 
vaatii paljon hajakirjoituksia. Flash-muistia varten on kehitetty B+-puuta tehostava kerros eli BFTL. 
BFTL:ää käytettäessä sovellukset käsittelevät B+-puuta ylimääräisen FTL:n päällä toimivan 
kerroksen avulla. BFTL puskuroi B+-puuhun tehtäviä päivityksiä keskusmuistiin ja kirjoittaa ne 
lokitietueina flash-muistiin isommissa erissä. Lisäksi B+-puusta on kehitetty erilaisia flash-muistia 
varten optimoituja muunnelmia. d-IPL-B+-puussa hajapäivitysten määrää on vähennetty 
hyödyntämällä sivun sisäistä lokikäytäntöä. MB-puussa päivityksiä puskuroidaan lokitietueina 
keskusmuistiin kuten BFTL:ssäkin, mutta MB-puussa lokitietueiden mukaiset päivitykset 
sovelletaan flash-muistissa oleviin lehtisolmuihin. Lehtisolmuille on varattu flash-muistista useita 
sivuja ja niiden koot voivat vaihdella. Päivityksen tehostamiseksi hakemistotietueiden annetaan 
mennä lehtisolmujen sisällä epäjärjestykseen. MB-puussa tietoa hakemistotietueiden järjestyksestä 
ylläpidetään erillisessä lehtisolmun otsakkeessa. LA-puussa on useita flash-muistissa sijaitsevia 
puskureita. Puuhun tehtäviä päivityksiä varastoidaan ensin keskusmuistissa olevaan puskuriin. 
Myöhemmin päivitykset kirjoitetaan flash-muistissa olevaan puskuriin. Ajoittain flash-muistissa 
sijaitsevat puskurit tyhjennetään ja niihin varastoidut päivitykset levitetään alempien tasojen 
puskureihin. Puskureiden täyttöastetta säädellään jatkuvasti. LA-puussa optimaalinen puskurin 
tyhjennyksen ajankohta valitaan kuorman mukaan erikseen kullekin puskurille. 
Tässä pro gradu -tutkielmassa tarkasteltiin myös lomitukseen perustuvia hakemistorakenteita. LSM-
puu on kehitetty alun perin kiintolevyä varten. Se toimii kuitenkin tehokkaasti myös flash-
muistissa, koska siinä flash-muistiin tehtävät hajakirjoitukset muunnetaan peräkkäisten sivujen 
kirjoituksiksi. LSM-puussa on yksi keskusmuistissa sijaitseva pieni puu ja yksi tai useampia 
kiintolevyllä sijaitsevia puita. Päivitykset tehdään aluksi pieneen keskusmuistissa sijaitsevaan 
puuhun. Ajoittain pienen puun tietueet lomitetaan suuremmissa erissä kiintolevyllä sijaitsevaan 
puuhun. FD-puu hyödyntää myös lomitusta ja on kehitetty erityisesti flash-muistia varten LSM-
puun idean pohjalta. Se sisältää pienen keskusmuistissa sijaitsevan puun ja isomman flash-muistissa 
olevan puun. Päivitykset tehdään keskusmuistissa sijaitsevaan puuhun ja isommissa erissä 
lomitetaan flash-muistissa sijaitsevaan puuhun. Lomituksen yhteydessä päivitetään peräkkäisiä 
sivuja, minkä ansiosta FD-puu toimii tehokkaasti flash-muistissa. 
Puskurin hallintaa voidaan optimoida flash-muistia varten vähentämällä hitaiden kirjoitusten 
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määrää nopeiden lukujen määrän kustannuksella. Puhtaita sivuja suosiva puskurin hallintakäytäntö 
perustuu siihen, että puskurista poistetaan herkemmin puhtaita sivuja. Tällä tavoin kirjoitukseen 
kuluvaa aikaa saadaan pienennettyä, koska puhtaita sivuja ei tarvitse puskurista poiston yhteydessä 
kirjoittaa flash-muistiin. Toisaalta puhtaiden sivujen poiston suosiminen aiheuttaa sen, että sivuja 
on tuotava puskuriin useammin. Tämä lisää sivujen lukemiseen kuluvaa aikaa. Puskurin hallinnassa 
on siis tasapainoiltava luku- ja kirjoituskustannusten kanssa. Likaisia sivuja ryvästävässä- eli 
CFDC-käytännössä ajallisesti peräkkäisiä sivujen päivityksiä tehdään usein peräkkäisille sivuille, 
mikä tehostaa puskurin hallintaa entisestään. Hienorakeisessa puskurin hallintakäytännössä relaatiot 
ositetaan pystysuorasti kuorman mukaan optimaalisiin osioihin ja puskurointia tehdään 
osamonikoiden tarkkuudella. Tässä käytännössä osamonikot saattavat siirtyä sivulta toiselle, joten 
osamonikoiden sijainneista ylläpidetään tietoa. 
Tietokannan hallintajärjestelmä voidaan optimoida hyvin flash-muistia varten. Optimoinnin jälkeen 
flash-muisti soveltuu erinomaisesti tietokannan tietojen tallennusvälineeksi. 
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