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Abstract
Solid Oxide Fuel Cells (SOFC) are solid state energy conversion devices that operate at
high temperatures (800 to 1000 ∘C). Their inherent advantage of fuel flexibility, tolerance
to impurities, faster chemical kinetics with non precious catalyst materials and capability
of supporting bottoming cycle components make them an attractive proposition for energy
generation in comparison to other fuel cell technologies. To assist the advancement of
this technology, this work develops dynamic, computer-based, mathematical models of an
Auto-thermal reformer (ATR) based SOFC system with Jet Propellant-8 as the fuel to the
ATR.
Limitations in the existing models of SOFC systems lie in handling of complex hy-
drocarbon mixtures and also in simulating start up conditions. Although experimental
data necessary to model these accurately is currently not available, this work puts forth
a structured method for model development and management. Hierarchical libraries are
developed herein, allowing easy modification of the models on multiple levels for simula-
tion of various SOFC system configurations, which can help in improving accuracy as and
when experimental data is accessible. The comprehensive model consists of submodels for
individual components, namely, the fuel cell stack, an ATR reformer, boiler, mixer, heat
exchangers, pump, blower, and bottoming cycle components like Stirling engine.
Essential dynamics such as heat transfer, chemical kinetics, electrochemistry, thermo-
dynamics and pressure dynamics can be analyzed through the simulation results. In addi-
tion, the model will also capture phase change phenomenon in the form of boiling, vapor-
ization and condensation to incorporate liquid hydrocarbon and water.
v
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Chapter 1
Introduction
1.1 Motivation
Energy is the very lifeblood of today’s society and economy. Our work, leisure, and our
economic, social and physical welfare all depend on the sufficient, uninterrupted supply
of energy. Yet we take it for granted – and energy demand continues to grow, year after
year. The challenge today is to conserve the traditional fossil energy sources such as oil
that are ultimately limited, and maximize the energy that can be extracted from them till
they last. We must strive to make these more sustainable to avoid the negative impacts of
global climate change, the growing risk of supply disruptions, price volatility, air pollution,
and even political instability that are associated with today’s energy systems [1].
This calls for immediate action to promote greenhouse gas emission-free energy sources
offering cleaner, more-efficient alternatives to the combustion of gasoline and other fossil
fuels. The energy policy of many technologically advanced nations advocates securing
energy supply while at the same time reducing emissions that are associated with climate
change.
On the technology front, hydrogen, a clean energy carrier that can be produced from
many primary energy sources, and fuel cells which are very efficient energy conversion
devices, are attracting the attention of public and private authorities. By enabling the so-
called hydrogen economy, hydrogen and fuel cells, hold great promise for meeting in a
quite unique way, our concerns over security of supply and climate change [1].
1
Fuel cell systems are currently under intensive development by several manufactur-
ers for both stationary and mobile applications [2]. Several fuel cell technologies have
been developed over the last decades, such as Polymer Electrolyte Membrane Fuel Cells
(PEMFC), Alkaline fuel cells (AFC), Solid Oxide Fuel Cells (SOFC), and Molten Carbon-
ate Fuel Cells (MCFC) [3, 4]. Among these, Solid Oxide fuel cells stand out due to their
inherent simplicity in design and the existence of only two phases, solid and gas.
Solid oxide fuel cells (SOFCs) have increasingly been recognized as a viable high tem-
perature fuel cell technology. There is no liquid electrolyte with its attendant material cor-
rosion and electrolyte management problems. The operating temperature of 600∘ - 1000∘C,
[4] allows internal reforming, promotes rapid kinetics with non-precious catalytic materi-
als, and produces high quality byproduct heat for cogeneration or for use in a bottoming
cycle, similar to the MCFC, [5]. It is Carbon Monoxide tolerant and can use it as fuel
unlike other fuel cells.
The high temperature of the SOFC, however, places stringent requirements on its ma-
terials. The development of suitable low cost materials and the low cost fabrication of
ceramic structures are presently the key technical challenges facing SOFCs [6]. This also
dictates the slow rise and fall in cell temperatures, to preserve integrity of materials and
assemblies [7].
The solid state character of all SOFC components means that, in principle, there is no
restriction on the cell configuration. Instead, it is possible to shape the cell in accordance
with design or application constraints. The major area of application for SOFCs is as sta-
tionary power generation units [6]. Additional applications include stand alone domestic
power supply units, auxiliary power units for large buildings, ships and military equip-
ment. With their inherent advantages, SOFCs are well poised to function as efficient and
environment friendly power generation units in the near future.
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1.2 Fundamentals of Solid Oxide Fuel Cell Systems
The Solid Oxide Fuel Cell is an eletrochemical device for the conversion of chemical en-
ergy of a fuel into electricity and heat. Today’s state-of-the-art SOFCs utilize Yttria Sta-
bilized Zirconia (푌 푆푍) as the electrolyte; a ceramic metal composite (cermet) comprised
of Nickel and 푌 푆푍 as the anode; and Lanthanum Strontium Manganite or 퐿푆푀 as the
cathode. The interconnect material is alkali doped 퐿푎퐶푟푂3 (lanthanum chromite), with
the specific dopant (typically, 푆푟, 퐶푎 or 푀푔), [8], and concentration being selected to best
match the thermal expansion of the other fuel cell components in the geometry of inter-
est [9]. All this materials being solids, high temperatures (800∘-1000∘C) are necessary to
assure high ionic (for electrolyte) and electronic (for electrodes and interconnect) conduc-
tivities [10].
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Figure 1.1: Separate anode and cathode reactions for SOFC using 퐻2 fuel
Hydrogen is the commonly used fuel, however, carbon monoxide, methane, methanol
and many other hydrocarbons can be used as fuel, highlighting the fuel flexibility of SOFC
systems. Even unconventional fuels like biogas and biomass are currently being studied to
asses their capability to function as fuels for SOFCs. In a typical hydrogen based SOFC,
the anode is supplied with the fuel (퐻2) and the cathode with air. The oxygen is reduced at
the cathode and the oxygen anions diffuse through the electrolyte to the anode, where they
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oxidize the fuel to form water. The oxidation process involves expulsion of two electrons
which run through the external circuit back to the cathode, in the process, completing the
circuit. Figure 1.1 depicts the individual anode and cathode reaction along with the overall
cell reaction.
The primary fuel for SOFCs, Hydrogen, can be generated from external reformers, by
reforming hydrocarbon fuels, placed upstream of the fuel cell or through SOFC internal
reforming itself. However, internal reforming in the SOFC is limited to lighter hydrocar-
bon [11, 12], as reforming of heavy hydrocarbons within the SOFC tends to be sluggish,
prolonging the start up duration. The major types of external reformers their operation,
their advantages and disadvantages will be discussed in the next section.
1.3 Fundamentals of External Reformers
This section introduces some key concepts of external fuel processors and gives a compar-
ative analysis of various types of external fuel reformers. External reformers significantly
contribute to the total system dynamics of an SOFC system. The reforming process can
be carried out using a variety of procedures. Among them, thermo-chemical conversion of
fuels to hydrogen remains the most prevalent means. Electrolysis is also attractive given its
zero carbon-dioxide emission. However, the process is inefficient due to its high electrical
energy requirement [13, 14]. The use of bio-reactors for hydrogen production has also been
explored in recent years. The technology is still in early stages with severe technical diffi-
culties and is far from industrial applications [13, 14]. There are three primary methods for
thermo-chemical production of hydrogen, namely Steam Reforming (SR), Catalytic Par-
tial Oxidation (POX), and Auto-Thermal Reforming(ATR) [15]. In addition plasma based
reformers are also being researched.
Steam reforming is probably the most common method for producing hydrogen in the
chemical process industry. In this process, steam reacts with the fuel (e.g. natural gas)
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in the presence of a catalyst to produce hydrogen, carbon monoxide, and carbon diox-
ide. These reformers are well suited for long periods of steady-state operation and can
deliver relatively high concentrations of hydrogen. The primary SR reaction is strongly en-
dothermic and reactor designs are typically limited by heat transfer, rather than by reaction
kinetics. Consequently, the reactors are designed to promote heat exchange and tend to be
large and heavy. Indirect heat transfer (across a wall) makes conventional steam reformers
less attractive for the rapid start and dynamic response [16].
In Partial Oxidation reformers (POX) fuel reacts with a sub-stoichiometric amount of
oxygen. The initial oxidation reaction results in heat generation and high temperatures.
The heat generated from the oxidation reaction raises the gas temperature to over 1000∘C,
whereby it is relatively easy to steam-reform the remaining (usually methane and other py-
rolysis products) or added hydrocarbons or oxygenates, by injecting an appropriate amount
of steam into this gas mixture. The oxidation step may be conducted with or without a
catalyst [16].
As compared to steam reformation, POX has the advantage of a short start-up time
because of the fast exothermic nature of the reaction. On the other hand, the exothermic
nature of the reaction and the heat transfer limitation within the catalyst make it difficult
to control the catalyst temperature and reformate composition. Localized hot spots can
overheat and sinter the catalyst [15].
POX has a complex reaction system. The reaction produces various intermediate species
and radicals which decreases the purity of the output stream. There are also coke precur-
sors which cause catalyst deactivation for both precious and non-precious metal catalysts.
Pure oxygen and air have been used as oxidizer in these systems. However, the effect of
the presence of inert gas such as nitrogen in the partial oxidation can reduce the efficiency
of the reformer by lowering the output stream hydrogen concentration, hence the fuel cell
electrical efficiency by lowering the open circuit voltage. In general, there is no control
over the chemical species in POX [15].
With the current technology, the optimum case for reformation of fuels would be to
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start the fuel processing in POX mode (exothermic) and then add in water to transition
to SR mode (endothermic) [17]. Auto-thermal reformers represent an incisive approach
by their simplicity and compactness. In ATR fuel, water, and air are fed together into
the reactor. This process is carried out in the presence of a catalyst, which controls the
reaction pathways and thereby determines the relative extents of the oxidation and steam
reforming reactions. The SR reaction absorbs part of the heat generated by the oxidation
reaction, limiting the maximum temperature in the reactor. The net result is a slightly
exothermic process. But in order to achieve the desired conversion and product selectivity,
an appropriate catalyst is essential [16]. Further discussion on ATRs is held in chapter 3.
Plasma reformers have been the latest development in the field of fuel reformers. Ther-
mal plasma reactors (plasmatrons) have different constructive variants (induction, DC and
microwave plasmatrons). Basically, the plasmatron comprises two water-cooled metallic
tubular electrodes. A spark occurs in the gap between the electrodes, and the incoming
feedstock gas blows the arc into the arc chamber. The working gas can be injected directly
or tangentially into the gap between electrodes. Applying an external magnetic field can
enhance the gas rotation [18]. The gas is ionized and ionic collisions result in reformation
of the feed stock. This method is becoming increasingly popular, however, for this tech-
nology to be able to compete with conventional reforming techniques, significant amount
of research is necessary. Such research is already underway, but the commercial viability
is still far from realization.
1.4 Auto-thermal Reformer Models
Most of the preliminary work done on the modeling of fuel cell reformers fairly accounted
for their thermodynamic aspects. However, the chemical kinetics were often neglected or
reduced to very simple elements until Xu and Froment [19], in 1989, explored the kinetic
aspects of steam reformers. Their vast experimental work lead to the derivation of generic
expressions for the calculation of the rate constants of reactions. These generic expressions
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were in the terms of accessible gas phase partial pressures and contained a denominator re-
sulting from the adsorption of reacting species on the surface of the catalyst. Subsequently,
these equations were used liberally by other researchers in their studies. In addition, Xu
and Froment also proposed the rate determining steps of the reaction schemes.
In 1996, Ma et al. [20] studied the catalytic oxidation of methane experimentally in
order to derive expressions for calculating the rate of partial oxidation reactions which form
an integral part of auto-thermal reformers. These expressions were comparatively similar to
those derived by Xu and Froment during their experiments on steam reforming although the
oxidation reactions being unidirectional in nature did not contain an equilibrium constant
term.
In 2001, Ahmed et al. [16] described in detail the working of the three principle modes
of fuel reforming to produce hydrogen rich reformate - steam reforming, partial oxidation
reforming and auto-thermal reforming. Basic reaction schemes, process efficiencies, im-
portant process parameters, fuel options and possible challenges of each type of reformer
were discussed in detail. A model similar to that of Ahmed et al.’s can be found in [21].
Barrio et al. [22] combined the stream reforming rate laws given by Xu and Froment
and the partial oxidation reaction rate laws given by Ma et al. to construct a basic model
of an auto thermal reactor. The thermal analysis of their model was directed towards the
minimization of hot spots on the auto thermal catalyst surface. Other similar models were
studied by Boehme et al. [23].
Chan and Wang [24] studied the effect of the composition of natural gas on the amount
of hydrogen produced by an auto-thermal reformer which in turn was used to fuel a SOFC.
They proposed a method to estimate the selectivity of hydrogen Vs carbon monoxide de-
pending on the composition of natural gas. In order to advance their previous studies, Chan
et al. [25] performed a comprehensive thermal analysis of auto-thermal reformers. From
these studies, a methodology for calculating the heat transfer coefficients and mass trans-
fer coefficients was put forth. The transients of the system were also analyzed in greater
depth. Hoang et al. [26] corroborated Chan et al’s work through their simulation results
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and consequently, provided a definitive method for calculating the diffusion and thermal
heat transfer coefficients for an auto thermal reformer.
Chan et al. [27] further extended their studies by enhancing their model to take into ac-
count the radially varying gas velocity in the axial direction; the radially varying porosity of
the reactor; and the effectiveness of the gas diffusing into the porous catalyst pellets. Fur-
ther insights into the auto-thermal reforming process were obtained by studying the effect
of varying inlet gas temperatures and reformer radius. It was also noted that partial oxi-
dation was dominant in the front portion, auto thermal in the mid portion, while a slightly
stronger presence of steam reforming was found at the rear portion of the reactor.
In 2001, Danial et al. [28] modeled an auto-thermally reformed gasoline fueled PEMFC
system to identify the influence of various operating parameters on system performance and
to investigate the related tradeoff scenarios. The authors found that lowering the reforming
temperatures yielded higher fuel processor efficiencies, particularly if the fuel cell exhaust
gas heat energy was utilized. Their model included components like fuel pumps, boilers,
heat exchangers etc. However, their research did not include start up simulations.
Vasilis et al.[29] developed a model that was similar to that developed by Danial et al.
The authors utilized Pasel et al’s [30] experimental results to construct this dynamic model
of an integrated auto-thermal reformer (ATR) and proton exchange membrane fuel cell
(PEM FC) system based on ideal gas law and energy balance principles. Their system was
modeled to use jet propellant(JP-5) as input to the ATR. Their model provided an insight
into the transient properties of the system in its entirety. Facilitating the integration of
feedback control design for the system in the future was a requirement when the modeling
was undertaken. Thus, a set of valid and reasonable assumptions were presented in this
paper which are important for real-time simulation of such dynamic systems. Furthermore,
the authors proposed a set of generalized chemical equations which could be used to extend
their model to any kind of hydrocarbon whose formula was known. However, as was
the case with Danial et al’s model, Vasilis et al’s model was also not capable of start up
simulations.
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Cold start up simulations were examined by Springmann et al. [31], for the Daimler
Chrysler group. The primary objective of these simulations was to assess system capabili-
ties for onboard hydrogen production for automobile applications, to assess system start up
time and to determine ways to reduce it. The authors found the control of air to fuel ratio
and the availability of steam during the cold start to be of great importance to minimize the
start up time.
Further studies on start ups of fuel cell reformers were done by Ahmed et al. [32]. The
purpose of these studies was to design a fuel processor capable of a fast start. As a result
of these studies, Ahmed et al designed hardware and a start-up strategy that in combination
could produce the requisite hydrogen flow rates within 60 seconds.
It is evident from a survey of the existing literature that the use of JP-8 as feed gas for
fuel cell systems and start up simulations has not been throughly explored in the dynamic
modeling regime. Most of the efforts with regards to start up cycles have been dedicated
towards minimizing the start up time. In addition, current models assume that the fuel en-
tering the reformer is formerly vaporized and hence phase change is not considered in such
models. Research in this regard is necessary to evaluate the system’s flexibility in han-
dling a variety of fuels and its capability in competing with conventional energy generation
devices such as IC engines which have a significantly lower start up time. If explored in
further depth, these facets of fuel cell systems will contribute significantly to the relevant
research currently available.
1.5 System Configuration
Air has to be moved around the fuel cell systems for cooling, exchange of heat between flow
streams and to provide oxygen to the cathode. Fuel gas and water supplied to the boiler, has
to be pumped around the system too. To do this, pumps and blowers are used. In addition,
the energy of exhaust gases of the fuel cell can sometimes be harnessed using a Stirling
engine or a turbine, making use of what would otherwise go to waste. The technology for
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such equipment is well developed, having been employed, for other application [33].
Thus, a fuel cell system constitutes of the fuel cell itself, external reformer if hydrogen
is directly inaccessible, turbo-machinery components to drive the working fluids around
the system, heat exchangers and boilers, and bottoming cycle components to harness extra-
neous exhaust energy. One such system, the one being modeled for this thesis, is shown in
Fig. (1.2). The system consists of the following components:
∙ Air Blowers: Pump air into the mixer and the cathode of the fuel cell.
∙ Water Pump: Supplies water to the boiler.
∙ Mixer: Forms a homogeneous mixture of air, fuel and steam.
∙ ATR: Reforms the fuel(JP-8) mixed with steam and air from the mixer to produce
hydrogen rich reformate.
∙ Steam Generator/Boiler: Produces steam necessary for the reformation of the fuel. It
uses the exhaust heat from the ATR.
∙ Heat Exchangers (HEX): The anode HEX preheats the influx to the anode from the
heat of the anode exhaust gases. The cathode HEX preheats the incoming air from
the blower using the exhaust heat of the cathode efflux.
∙ SOFC: Uses hydrogen rich reformate from the ATR and air from the blower to covert
their chemical energy to electrical energy through electrochemical oxidation of hy-
drogen to form steam as byproduct.
∙ Condenser: Condenses any steam left in the flow to water leaving behind a mixer of
combustible gases free of steam.
∙ Burner: Burns left over fuel in the flow and increases its temperature that can be used
by the Stirling engine as a heat source.
∙ Stirling Engine: Converts the thermal energy of the burner efflux to mechanical work.
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Figure 1.2: Schematic of System Configuration
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1.6 Objectives
The primary objective of this thesis is to mathematically model ATR based hybrid SOFC
systems. Broadly, this thesis will serve as a preliminary platform to model complex, de-
tailed and control oriented SOFC systems. Section 1.4 annotates the shortcomings of ex-
isting models of SOFC systems. The modeling effort presented in this work will address
these issues and will try to overcome the deficiencies of the existent models. Adopting a
systems perspective, the research develops a comprehensive mathematical model that cap-
tures the essential physical phenomena including thermodynamics, heat transfer, chemical
kinetics, pressure dynamics, and electrochemistry. The characteristics of the system are
studied through a model-based analytical approach. The research has been conducted in
the Hybrid Sustainable Energy Systems (HySES) Laboratory in the Mechanical Engineer-
ing Department at Rochester Institute of Technology.
The model development efforts at the HySES laboratory are aimed to generate a de-
tailed understanding of the system dynamics of SOFC systems leading to predictive tools
for control. The models presented in this thesis are progressions of such models. In ad-
dition to the essential dynamics listed earlier, this research work discusses modeling of
phase change phenomenon, start-up simulations and use of heavy hydrocarbon fuel like
JP-8. Earlier research work, in the HySES lab and in the research community in general,
has seldom included such phenomena in their research work. This is the major contribu-
tion of this work to the research community which can lead to more accurate, risk-free and
inexpensive mode of experimentation.
However, due to lack of experimental data pertaining to modeling rate kinetics of JP-8
and start-up simulations, the scope of this thesis is limited to providing a prototype for
future modeling work. Hence, the results presented in this work should be strictly treated
from a qualitative perspective. The structured framework of the models is well suited to
facilitate easy modification, if in future, relevant experimental data should be available. To
summarize the following itemized list presents the chief objectives this thesis is set out to
deliver:
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∙ Come up with a structured method for model development and management allowing
easy modification of the models on multiple levels for simulation.
∙ Capability of capturing essential dynamics such as heat transfers, chemical kinetics,
electro chemistry, thermodynamics and pressure dynamics.
∙ Enable Start-up simulations.
∙ Incorporate complex hydrocarbons such as JP-8.
∙ Keep models simplistic and phenomenological to allow futuristic real time simula-
tions and development of control schemes.
This thesis is organized as follows: Fundamental concepts on which the component
models are based throughout this work are presented in chapter 2. A brief background
research on ATRs along with a preliminary methane model and validation results constitute
chapter 3. Chapter 4 introduces JP-8 which is the feed gas to ATR. Its rate kinetics and
assumptions made in order to model them have been presented. Individual component
models are discussed in detail in chapter 5 and simulation results in chapter 6. Concluding
remarks are made in chapter 8.
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Chapter 2
Fundamental Models
2.1 Control Volume Models
The modeling methodology presented in this chapter is a generalized approach which more
or less pertains to all the component models which constitute the entire system. For pro-
cessing speed while capturing transients, a lumped model approach is chosen. This is
opposed to using a computational, finite-element model where a system of equations must
be solved iteratively at each time step. The iterative approach could provide additional
details regarding some of the internal flows or species distribution, and it could be help-
ful to resolve specific system design challenges. However, running real-time simulations
with this type of model would prove impossible, and for the desired system level analysis
finite elements would be more cumbersome than helpful. This non-iterative approach does
not preclude it from all the benefits of a discretized model [14]. The discretized modeling
approach will be explained in subsequent sections of this chapter.
In order to achieve level of simplicity mentioned above the following assumptions were
made while the modeling effort was being carried out. They are noted and justified where
appropriate in the derivations that follow.
∙ Lumped solid control volumes with uniform properties
∙ Homogeneous gas mixtures with uniform properties
∙ Known and constant heat transfer and current density coefficients
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∙ Neglect radiative heat transfer
∙ One-dimensional flow
∙ No body forces (gravity) in flow direction
∙ Neglect local changes in kinetic energy
∙ Darcys law for frictional effects
∙ Ideal gas equation of state
∙ Constant specific heats
∙ Combustion reactions are instantaneous
The essential dynamics of the system can be represented through fundamental solid
volume and gas control volume models [34]. Features unique to the solid volume and gas
control volume have been itemized below:
Solid Volume:
∙ Constitutes the entire solid mass including catalyst mass if catalyst is present.
∙ Primarily serves to capture the thermal characteristics of the system
∙ Conductive heat transfer along the length of the solid volume has been accounted for
by discretizing the model. Heat transfer takes place between adjacent elements via
conduction.
∙ Captures convective heat transfer to the gas control volume
∙ In some component models involving chemical reactions under the influence of a cat-
alyst, reactions are assumed to take place on the surface of the catalyst. In such cases,
heat of reaction is dissipated to the solid volume which is subsequently transferred
to the gas CV via convective heat transfer.
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Gas Control Volume:
∙ Gas control volumes represent the flow of fuel, air, and water vapor through the
system
∙ Reactive gas control volumes capture the kinetics of reactions. Hence the composi-
tion of the influx is not necessarily same as that of the efflux
∙ Conversation of mass , energy and momentum is implemented in the Gas CV.
∙ In addition to capturing the reaction kinetics, other transients such the pressure dy-
namics of the system are also captured here.
Gas Control Volume
Solid Volume
Acond
Aconv
hconv
kcond
Ts,m
Tg
Ts,m+1
Lcond
Figure 2.1: Thermal interaction between Solid volume and Gas CV
Figure 2.1 depicts the thermal interactions between the Gas CVs’ and the solid volumes
which have been addressed in the preceding text of this section.
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2.1.1 Solid Volume
As mentioned earlier, Solid control volumes represent the solid physical structures of the
system that contain the gas flows. In the model they primarily serve to capture the thermal
characteristics of the system. The rate of change of temperature of the solid volume is de-
pendent on the net rate of heat transfer into the volume through the following fundamental
energy balance equation:
푀푠퐶푠푇˙푠 =
∑
푄˙푠 (2.1)
where, the total heat flux, 푄˙푠, into the volume is the sum of both convective and conductive
heat transfer, 푇˙푠 is the temperature of the solid volume and 푀푠 and 퐶푠 are the solid volume
mass and specific heat capacity of the solid material respectively. The conductive heat
transfer between individual solid volumes is modeled using the Fouriers law of conduction,
[35]. The conductive heat transfer from the 푚푡ℎ element to the (푚+ 1)푡ℎ element is :
푄˙푐표푛푑 = 퐴푐표푛푑푘푐표푛푑
(푇푠,푚 − 푇푠,푚+1)
퐿푐표푛푑
(2.2)
where 푄푐표푛푑 is the conductive heat transferred, 퐴푐표푛푑 is the conductive area, 푘푐표푛푑 is the
conductive heat transfer coefficient,a known material property, 푇푠,푚+1 and 푇푠,푚 are the
temperatures of the 푚+ 1푡ℎ and the 푚푡ℎ elements, respectively.
Newtons law of cooling [35] has been used to model convective heat transfer between
solid and gaseous control volumes. The convective heat transfer within the 푚푡ℎ element
from the gas control volume into the solid volume can be expressed as
푄˙푐표푛푣 = 퐴푐표푛푣ℎ푐표푛푣 (푇푔,푚 − 푇푠,푚) (2.3)
where 푄푐표푛푣 is the convective heat transferred, 퐴푐표푛푣 is the convective area, ℎ푐표푛푣 is the
convective heat transfer coefficient. Both of these are considered to be known constants
and are not calculated dynamically, [14, 36, 37]. 푇푔,푚 and 푇푠,푚 are the temperatures of the
gas mixture and the solid volume corresponding to the 푚푡ℎ element, respectively.
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2.1.2 Gas Control Volume
As mentioned earlier, Gas control volumes represent the flow of fuel, air, and water vapor
through the system. Each molecular species is tracked separately, as the composition of an
incoming gas may change due to chemical reactions within the volume. The gas mixture
within the volume is considered homogeneous with uniform properties; therefore, the flow
leaving the volume exhibits the same values for these properties as the flow within the
volume.
The gas control volume model consists of energy balance, mass balance and pressure
dynamics equations and captures the reaction kinetics arising from fuel reforming and elec-
trochemistry (SOFC).
The Energy balance of the CV follows the conservation of energy for a compressible
fluid control volume with one dimensional flow [38]. The subsequent derivation leads to
the energy balance equation presented below. For the complete derivation refer to [14].
푑
푑푡
(푁퐶푉 푇푔) =
1
퐶푣,푔
(
푁˙푖푛ℎ푖푛 − 푁˙표ℎ표 − 푄˙푐표푛푣 + 푟푖ℎ표푓
)
(2.4)
The Mass balance of the CV follows conservation of mass for a one-dimensional com-
pressible flow, [38]. Derivation from this primary principles yields the mass balance equa-
tion for an individual species as employed in the model. For complete derivation refer to
[14].
푑
푑푡
(푁퐶푉풳푖) = 푁˙푖푛풳푖,푖푛 − 푁˙표풳푖,표 + 푟푖 (2.5)
where specific values of subscripts 푖, 푖 = 1, 2, ⋅ ⋅ ⋅ , 푧, correspond to the species involved
in the chemical reactions. It has been assumed that all the gases in the control volume are
driven out of the control volume at the end of the reaction,
풳푖 = 풳푖,표 (2.6)
Additionally it should be noted that by definition of the mole fraction, 풳푖 ,
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푧∑
푖=1
풳푖 = 1⇒
푧∑
푖=1
풳˙푖 = 0 (2.7)
Summing up the other variables for all elements, we have
푁˙퐶푉 = 푁˙푖푛 − 푁˙표 +
푧∑
푖=1
푟푖 (2.8)
Conservation of momentum principles for a compressible fluid control volume with
one dimensional flow yield the momentum balance equations. However, to contend with
the complexities of fluid friction, this can be replaced with Darcys law, [38], which can be
written for either the inlet flow or exit flow as,
푚˙푖푛 = 푘푓 (푃퐶푉,푝푟푒푣푖표푢푠 − 푃퐶푉 )
푚˙표 = 푘푓 (푃퐶푉 − 푃퐶푉,푛푒푥푡)
(2.9)
where 푘푓 is a flow rate constant determined from experimental data, but based on physical
properties of the fluid and geometry. Equation 2.9 is then divided by the molecular weight,
푀푊푔, to obtain molar flow rate,
푁˙푖푛 = (푘푓 (푃퐶푉,푝푟푒푣푖표푢푠 − 푃퐶푉 )) /푀푊푔,푖푛
푁˙표 = (푘푓 (푃퐶푉 − 푃퐶푉,푛푒푥푡)) /푀푊푔,표
(2.10)
To incorporate dynamics resulting from pressure and density changes in the system the
assumption of an ideal gas is made. Thus, the pressure in each volume is calculated by,
푃퐶푉 = 푁퐶푉푅푢푇퐶푉 /푉퐶푉 (2.11)
where P, N, and T are all functions of time. The ideal gas assumption is accurate for either
low pressures or high temperatures. Within the fuel cell system, temperatures are well
above the critical point of the gases involved and validate the assumption. The coupling of
Eqs.(2.10) and (2.11) generates a dynamic response in the system referred to as pressure
dynamics.
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2.2 1-D Discretization
Many material properties such as 퐶푣 and ℎ are found as functions of temperature, and
because heat is being generated and transferred in various places in the system, there are
often significant temperature gradients from one point to another as shown in Eq.(2.12),
[39]:
퐶푝,푖(푇 )/푅푢 = 훼+ 훽푇 + 훾푇
2 + 훿푇 3 + 휀푇 4 (2.12)
where 훼, 훽, 훾, 훿, 휀 are all temperature dependent quantities that can be found in many
thermodynamics text books.
The lumped control volume approach, assumes that properties such as temperature and
pressure are uniform throughout the volume. While knowing all the details of the internal
temperature distribution is not necessary for the desired analysis, neglecting these gradients
can have a negative effect on the overall accuracy of the model. To improve the accuracy
of the model then, a one dimensional discretization scheme can be applied to the control
volume method, [14].
The system is discretized only in the direction of flow, which itself has been modeled
as a 1-D flow. To implement this change requires only minor modification of the generic
control volume equations developed in section 2.1.
For the solid control volume the overall energy balance in Eq. (2.1) remains the same,
but 푄˙푠 includes two conduction terms. Based on Eq. (2.2) and Fig. (2.2) the total 푄˙푐표푛푑
can be written as [14],
∑
푄˙푐표푛푑 = 퐴푐표푛푑푘푐표푛푑
(푇푠,푚 − 푇푠,푚+1 − 푇푠,푚−1)
퐿푐표푛푑
(2.13)
where the cross-sectional area, 퐴푐표푛푑, and the length, 퐿푐표푛푑, of each element is the same.
Also the surface area for convection, 퐴푐표푛푣, in Eq. (2.3), is scaled based on the length of
the element.
For the gas control volume, conservation of mass, Darcys law, and conservation of
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Figure 2.2: 1-D Discretization of Solid Volume
energy remain the same. The volumes are simply linked together so that the outlet condi-
tions of one volume are passed on as the inlet conditions of the next volume downstream.
To actually perform the calculations, however both the inlet flow rate and the outlet flow
rate are required. The inlet flow rate can simply be the outlet flow rate from the upstream
volume, but the outlet flow rate must be calculated using Darcys law, Eq. (2.10), which
requires knowing the downstream pressure. So while most information propagates down-
stream through the discretized elements from the inlet conditions, the pressure information
propagates upstream from the outlet condition. Both system configurations analyzed here
ultimately exhaust into atmospheric conditions, so the final outlet condition is atmospheric
pressure.
21
Chapter 3
Auto-Thermal Reformer Modeling
3.1 Fundamentals of Auto-Thermal Reformer
Fuel processing is defined as the conversion of a commercially available gas, liquid, or
solid fuel to a fuel gas reformate suitable for the fuel cell anode reaction. A fuel processor
is an unit that carries out this function, as needed for the fuel cell requirements and the
fuel, that function together to be cost effective for the application. Design considerations
may include high thermal efficiency, high hydrogen yield (for some fuel cells hydrogen
plus carbon monoxide yield), multi-cycling, compactness, low weight, and quick starting
capability, depending on the application, [40].
There are three major thermochemical reforming techniques used to produce hydrogen
from hydrocarbon fuels, i.e., steam reforming (SR), partial oxidation (POX), and auto-
thermal reforming (ATR). Steam reforming is probably the most common and traditional
method for producing hydrogen on industrial scale. In this process, steam reacts with a fuel
in the presence of a catalyst to produce hydrogen, carbon dioxide, and carbon monoxide.
Though this process can yield high concentration of hydrogen (up to 70% on a dry basis),
it is strongly endothermic. Hence, the reformer needs external heat to be supplied through
the reactor wall to perform the fuel reforming. The overall configuration of steam reformer
with heat exchangers makes the reforming system very bulky and heavy. To overcome the
heat transfer problem in steam reformer, POX has been often used as an alternative method
to produce hydrogen or synthesis gas. The process is highly exothermic and can raise the
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temperature to over 1000∘C, which permits adiabatic operation and promotes SR of the
remaining fuel, [26]. However, high exothermic nature of this process results in undesir-
able high temperature leading to construction and material constraints and low hydrogen
selectivity (lower hydrogen yield per mole of fuel).
Auto-thermal reforming provides a fuel processor compromise that combines the en-
dothermic SR and the exothermic POX reforming processes. The basic idea of ATR is
that both endothermic SR reactions and exothermic POX reforming reactions occur simul-
taneously, so that no heat needs be to supplied or removed from the system. This means
no complex heat management engineering is required resulting in simpler system design,
[33]. As a consequence of the operation mechanism of an ATR the system is moderately
exothermic in nature. The operating temperature lies between 1100∘C to 1400∘C [12].
Fuel and Steam
Air
Catalyst Bed
Combustion Chamber
Predominantly POX reaction
POX and SR reactions 
occur in parallel
Hydrogen rich reformate
Figure 3.1: Schematic of an Auto-Thermal Reformer
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The ATR reactor consists of a burner, a combustion chamber, and a fixed bed catalyst
section contained in a refractory lined pressure shell. Figure 3.1 depicts a typical ATR sys-
tem. However, unlike the figure suggests, there is no actual physical boundary between the
combustion chamber and the later part of the reformer where the steam reforming reactions
take place. It is the reformer’s inherent property which leads to the first few sections of
its length to be predominant POX reaction sites, while the rest to be the steam reforming
zones. This argument has been much debated and can be substantiated through Springmann
et al.’s [41] experimental results which are further discussed in the next paragraph.
Figure 3.2: Gas composition along reactor length as determined experimentally for
ATRs(Figure courtesy:[41])
Springmann et al. performed measurements under conditions of auto-thermal reform-
ing of 1-hexene and took samples of the reaction mixture over the reactor length(see Fig.
(3.2)). These measurements revealed two remarkable facts. Firstly, the concentration of
steam increased in the first part of the reactor, indicating that substantial total oxidation
occurred but there was only little water consumption by steam reforming. Secondly, the
carbon dioxide formed almost exclusively in the first section of the reactor and this was
almost independent of reaction temperature, [12]. The carbon dioxide thus has to be com-
pletely produced due to the oxidation reactions. This supports the widely held belief of the
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reaction zones in ATR. It should also be noted that oxidation reactions can be both partial
or complete oxidation reactions, [12, 41].
From the above discussion it can be concluded that the key elements in the ATR reactor
is the burner and the catalyst bed. The burner provides mixing of the feed streams and
the fuel is converted into a turbulent diffusion flame [42]. Rapid combustion takes place
leading to increased system temperatures. In order to control system temperatures the air
addition should be performed in limited amounts. When the amount of oxygen is increased
to a certain level where the energy generation by partial oxidation reaction balances the
energy consumption of steam reforming, the overall reaction is theoretically self-sustaining
or auto-thermal, [12]. The temperature at which the theoretical energy equilibrium can be
achieved is know as ‘ Light-off temperature ’. Several ATR light-off temperatures have
been reported in literature based on the working conditions considered. Typically, the ATR
light-off lies between 300∘C [26, 43] to 450∘C [44].
3.1.1 Reactions Scheme
The chemical kinetics of the SR and the POX reactions play a major role in controlling
the operating conditions exhibited by an ATR. In order to understand the chemical kinetics
in greater detail let us consider the example of a simple hydrocarbon fuel, Methane. ATR
of methane has been widely studied in [22, 26, 27, 44–46]. Hence, the involved chemical
reactions can be explicitly found in literature. However, to reduce the complexity in the
development of a mathematical model for a catalytic reformer with many reactions taking
place, only those with significant reaction rate are considered. As a consequence, only the
following 4 major reactions are considered:
(I) 퐶퐻4 + 2푂2 → 퐶푂2 + 2퐻2푂
(II) 퐶퐻4 +퐻2푂 ↔ 퐶푂 + 3퐻2
(III) 퐶푂 +퐻2푂 ↔ 퐶푂2 +퐻2
(IV) 퐶퐻4 + 2퐻2푂 ↔ 퐶푂2 + 4퐻2
(3.1)
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The reaction I in the array of Eqs. (3.1) represents the oxidation reaction. Reaction II
represents partial SR reaction while reaction IV is the complete SR reaction. Equation III
is the water gas shift(WGS) reaction which converts Carbon Monoxide to Hydrogen and
Carbon Dioxide. The thermal energy generated as a consequence of the oxidation reaction
serves to initiate and sustain the endothermic SR reactions.
3.1.2 Reaction Rate Equations
Xu and Froment [19], were one of the forerunners in studying the chemical kinetics of
steam reactors. Their experimental work lead to the derivation of intrinsic rate equations
for the calculation of reaction rates for steam reforming reactions of Methane. Thorough
thermodynamic analysis helped them in reducing the number of possible mechanisms avail-
able for the reacting species. These generic expressions were in the terms of accessible gas
phase partial pressures and contained a denominator resulting from the adsorption of react-
ing species on the surface of the catalyst.
In 1996, Ma et al. [20] studied the catalytic oxidation of methane experimentally in
order to derive expressions for calculating the rate of partial oxidation reactions which form
an integral part of auto-thermal reformers reaction scheme (Eq.(3.1)). These expressions
were comparatively similar to those derived by Xu and Froment during their experiments
on steam reforming although the oxidation reactions being unidirectional in nature did not
contain an equilibrium constant term.
The subsequent modeling work carried out by many researchers made use of these rate
expression. The rate expressions for methane have been presented in numerous literary
works [22, 26, 44, 45, 47–50]. The rate expressions corresponding to the reactions pre-
sented in Eq. (3.1) are as follows:
(I) 푅1 = 푘1
푝퐶퐻4 푝
1/2
푂2(
1+퐾퐶퐶퐻4
푝퐶퐻4+퐾
퐶
푂2
푝
1/2
푂2
)2
(II) 푅2 = 푘2푝2.5퐻2
(
푝퐶퐻4푝퐻2푂 −
푝3퐻2
푝퐶푂
퐾푒2
)
1
푄2푟
(3.2)
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(III) 푅3 = 푘3푝퐻2
(
푝퐶푂푝퐻2푂 − 푝퐻2푝퐶푂2퐾푒3
)
1
푄2푟
(IV) 푅4 = 푘4푝3.5퐻2
(
푝퐶퐻4푝
2
퐻2푂
− 푝
4
퐻2
푝퐶푂2
퐾푒4
)
1
푄2푟
(3.3)
Where 푄푟 =
(
1 +퐾퐶퐻4푝퐶퐻4 +퐾퐶푂푝퐶푂 +퐾퐻2푝퐻2 +
퐾퐻2푂푝퐻2푂
푝퐻2
)
푅푗 (kmol/kgcat h) is the rate of reaction 푗;
푘푗 = 푘표푗푒
−퐸푗/푅푇 is kinetic rate constant of reactions 푗 (푘1 is from Ma et al. and 푘2, 푘3 and
푘4 are from Xu and Froment );
푝푖 (bar) is the partial pressure of gas species 푖.
푘표푗 is a constant, 퐸푗 (kJ/kmol) is the activation energy,
푅 (kJ/kmolK) is the universal gas constant;
푇 (K) is the gas temperature in the reaction zone;
퐾푒푗 is the equilibrium constant of reaction 푗 (푗 = 2 to 4)
퐾퐶푖 = 퐾
퐶
표푖푒
−Δ퐻퐶푖 /푅푇 is the adsorption constant of species 푖 (푖 = 퐶퐻4, 푂2) in reaction (1);
퐾푖 = 퐾표푖푒
−Δ퐻푖/푅푇 is the adsorption constant of species 푖 (푖 = 퐶푂, 퐻2, 퐶퐻4, 퐻2푂) in
reactions (2 to 4).
The above equations have been taken from Chan et al. [44].
3.1.3 Oxygen to Carbon (O/C) Ratio and Steam to Carbon (S/C) Ratio
The O/C and S/C ratios are very important quantities that influence the composition of the
ATR exhaust gases and consequently the overall efficiency of the system. Varying either
of these two quantities can greatly impact the composition of the exhaust gases as well as
the working conditions of the ATR. In addition to this, these quantities can also promote
detrimental coke/carbon depositions, if used in the wrong proportions.
Usually optimal O/C and S/C ratios are necessary, to achieve optimum efficiency and
prevent any adverse effects caused due to inlet gas composition. Chan et al. [51] calculated
that an O/C ratio of around 0.67 and a S/C ratio of 1.5 or higher prevented carbon formation
with methane. Similar results were presented by Seo et al. [52]. However, Chan et al.
also claimed that maintaining correct O/C ratio is sufficient to prevent carbon formation
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regardless of the S/C ratio. But for practical purposes both O/C and S/C ratios must be
maintained at a set level. Figures 3.3 and 3.4 show the effect of S/C and O/C ratios on
the Hydrogen yield and carbon formation respectively. It is evident from the figures that a
steam to carbon ratio of over 1.5 and an oxygen to carbon ratio of around 0.67 need to be
maintained for efficient problem-free operation of an ATR.
Figure 3.3: Effect of S/C ratio and A/C ratio (A/C=(O/C)/4) on Hydrogen yield(Figure
courtesy:[51])
Figure 3.4: Effect of S/C ratio and A/C ratio (A/C=(O/C)/4) on carbon formation for
methane(Figure courtesy:[52])
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3.2 Preliminary Model
3.2.1 Kinetic Model
A preliminary model of a methane based ATR was constructed in order to serve as a plat-
form to build more complex models. As mentioned in earlier sections, methane is the most
widely studied fuel for ATRs. The chemical reactions and reaction kinetics have also been
presented in the previous sections. The following tables 3.1, 3.2, 3.3 provide values for the
quantities discussed in Eqs. (3.2, 3.3).
Table 3.1: Kinetic Parameters[44]
Reaction 푘표푗(kmol/kgcat h) 퐸푗 (kJ/kmol)
1 5.852푋1017푏푎푟−1.5 204000
2 4.224푋1015푏푎푟0.5 240100
3 1.955푋106푏푎푟−1 67130
4 1.020푋1015푏푎푟0.5 243900
Table 3.2: Equilibrium Constants[44]
Reaction Equilibrium constant 퐾푒푗
2 5.75푋1012푒푥푝(−11476/푇 )
3 1.26푋10−2푒푥푝(4639/푇 )
4 7.24푋1010푒푥푝(−21646/푇 )
Table 3.3: Adsorption Constants[44]
Species 퐾표푖(푏푎푟−1) Δ퐻푖 (kJ/kmol)
퐶퐻4(Oxidation) 4.02푋105 103500
푂2(Oxidation) 5.08푋104푏푎푟0.5 66200
퐶퐻4 6.65푋10
−4 -38280
퐶푂 8.23푋10−5 -70650
퐻2 6.12푋10
−9 -82900
퐻2푂 1.77푋10
5푏푎푟 88680
Using these values the chemical kinetics of methane have been modeled. The individual
species rates have been calculated according to Eq. (3.4):
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푟퐶퐻4 = −휂1푅1 − 휂2푅2 − 휂4푅4
푟푂2 = −2휂1푅1
푟퐶푂2 = 휂1푅1 + 휂3푅3 + 휂4푅4
푟퐻2푂 = 2휂1푅1 − 휂2푅2 − 휂3푅3 − 2휂4푅4
푟퐶푂 = 휂2푅2 − 휂3푅3
푟퐻2 = 3휂2푅2 + 휂3푅3 + 4휂4푅4
(3.4)
where 휂1, 휂2, 휂3 and 휂4 are various effectiveness factors [53] used to account for intra-
particle mass transport limitations [19]. 푟푖 in the Eq. (3.4) is the conversion rate for gas
species 푖.
3.2.2 Reactor Model
To model the ATR one solid volume and one gas CV are necessary. The reformate flow
volume is a generic Gas control volume with chemical reactions.
Reformate Flow
Gas Control Volume Solid Volume{Catalyst Bed}
h
k1 k2
m-1 m+1m
Figure 3.5: Heat Transfer Network in a Discretized ATR
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The chemical reactions, both oxidation and steam reforming reaction which have been
put forth in the previous chapters 3.1 and 3.2.1, take place in the gas control volume. The
oxidation reactions are assumed to take place on the catalyst surface. Consequently, the
heat released during this reactions is absorbed by the solid control which in turn transfers it
gas control volume via. convective heat transfer. Fig. (3.5) describes the same graphically.
It has to be noted that the figure depicts a 1-D discretised model.
The species mass balance equations for a lumped ATR model derived from Eq. (2.5),
Eq. (3.1) and Eq. (3.4) is presented below in Eq. (3.5):
푑
푑푡
(푁퐶푉풳퐶퐻4,퐶푉 ) = 푁˙푖푛풳퐶퐻4,푖푛 − 푁˙표풳퐶퐻4,퐶푉 + 푟퐶퐻4
푑
푑푡
(푁퐶푉풳퐶푂,퐶푉 ) = 푁˙푖푛풳퐶푂,푖푛 − 푁˙표풳퐶푂,퐶푉 + 푟퐶푂
푑
푑푡
(푁퐶푉풳퐶푂2,퐶푉 ) = 푁˙푖푛풳퐶푂2,푖푛 − 푁˙표풳퐶푂2,퐶푉 + 푟퐶푂2
푑
푑푡
(푁퐶푉풳퐻2,퐶푉 ) = 푁˙푖푛풳퐻2,푖푛 − 푁˙표풳퐻2,퐶푉 + 푟퐻2
푑
푑푡
(푁퐶푉풳퐻2푂,퐶푉 ) = 푁˙푖푛풳퐻2푂,푖푛 − 푁˙표풳퐻2푂,퐶푉 + 푟퐻2푂
푑
푑푡
(푁퐶푉풳푁2,퐶푉 ) = 푁˙푖푛풳푁2,푖푛 − 푁˙표풳푁2,퐶푉
푑
푑푡
(푁퐶푉풳푂2,퐶푉 ) = 푁˙푖푛풳푂2,푖푛 − 푁˙표풳푂2,퐶푉 + 푟푂2
(3.5)
Remembering that the mole fractions always add up to one, summing Eqs.(3.5) gives,
푁˙퐶푉 = 푁˙푖푛 − 푁˙표 +
푧∑
푖=1
푟푖 (3.6)
which is same as Eq. (2.8).
3.3 Preliminary Results and Model Validation
Simulation results obtained from the methane based ATR constructed from principles ex-
plained in detail in the previous sections will be discussed. The preliminary model has also
been validated against data found in Chan et al.’s [44] research work to examine the fidelity
of the model.
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Chan et al. developed a two dimensional heterogeneous ATR model with methane as
the feedstock. Their model did not include start up simulations. Thus, the results presented
in their literature [44] are obtained as a consequence of the assumption that the system has
already reached light-off. Hence, the validation was carried out only to compare the steady
state quantities and the settling time needed for the system to reach that steady state. The
model was setup to match the inlet flow conditions and the physical parameters presented
in their literature [44] which are itemized in Table 3.4.
Table 3.4: Model Parameters
Quantity Reported Value Units
Reactor Length 350 mm
Reactor Diameter 60 mm
Catalyst Used Nickel n/a
Light-off Temperature 750 K
Feed Gas Temperature 400 K
Feed Gas Pressure 1 atm
A/F ratio 3 mol/mol
S/C ratio 1 - 4 mol/mol
Space Velocity 20000 /h
Figures 3.6, 3.7, 3.8, 3.9 show the simulation results. Table 3.5 presents a comparison
between the simulation results and those found in literature. It is evident that the results are
close to the expected values. The error in the temperature and product concentration can
be a result of omitting spatial variation of process parameters and due to some unavailable
thermodynamic parameters. In spite of these issues the predictive capability of the validated
model is very good.
Figures 3.6 and 3.7 show the distributions of reformed gas (products) temperature and
concentrations of 퐻2, 퐻2푂, 퐶푂 and 퐶퐻4 versus time from the initial state with air-to-fuel
ratio (A/F) of 3.5, water-to-fuel ratio (W/F) of 1.5 and space velocity (SV) of 20,000/h.
The results show that during the first 5 min of the operation, the gas temperature gradually
increases with changing of gas concentrations.
Product gases, namely, 퐻2 and 퐶푂 also increase gradually over this period of time.
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Figure 3.6: ATR Exhaust Gas Temperature
However, after 5 min of operation, the product temperature and concentrations of the re-
formed gases remain almost unchanged, i.e., the process has reached its steady state. With
this feed gas condition, the 퐻2 yield of about 30%, 퐶푂 yield of about 6% and the 퐶퐻4
residual of about 1% have been achieved. The gas temperature is around 1000 K.
Figure 3.8 shows the variation of pressure during the operation time. Initially the pres-
sure rises as a result of the highly exothermic oxidation reaction. Once the system attains
light-off temperature approximately at 45s, the pressure also stabilizes in accordance with
the temperature and the product concentrations. Under the same inlet gas conditions, the
steady state pressure lies in the range of 1atm.
Figure 3.9(a) shows the variation of solid volume (catalyst mass and mass of solid
structures) temperature with time. The solid temperature more or less follows the gas CV
temperature. The final value at which steady state is attained is around 1030K which is
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Figure 3.7: ATR Product Concentrations
reached at approximately 400s.
Figure 3.9(b) depicts the molar flow rate exhaust gases of ATR. The Oxygen and
Methane reduce to almost zero after the initial minute of operation due to the extremely
high rate of the oxidation reaction. This in turn generates thermal energy which helps the
system reach light-off conditions. After light-off the Hydrogen production increases due to
activation of steam reforming reactions.
Table 3.5: Validation Results
Quantity Reported Value Simulation Results
Product Temperature 1010K 1030K
Product Concentration
퐻2 Around 30% 27.5%
퐻2푂 Around 21% 17.5%
퐶푂 Around 6% 7%
퐶퐻4 Around 1% 1.8%
Control Volume Pressure Atmospheric(1.01푋105Pa) 1.01푋105Pa
Solid Temperature(Catalyst) 1000K 1030K
Time for Transients to settle 10min (600s) 630s
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Chapter 4
Jet Propellant 8 (JP-8)
4.1 Introduction to JP-8
During the second world war, the US Military employed Kerosene based fuels due to com-
paratively greater availability than Gasoline and Diesel. One such Kerosene based deriva-
tive, Jet Propellant-8 also designated as JP-8, is currently widely utilized for military and
air force vehicular applications.
The military logistics fuel JP-8, is approximately 99.8% kerosene by weight and is a
complex mixture of higher-order hydrocarbons, including alkanes, cyclo-alkanes, and aro-
matic molecules [54]. It is a colorless clear liquid [55], smells like kerosene and may
change into gas vapor on exposure to atmosphere [56]. There is no standard formula for
JP-8. Its exact composition depends on the crude oil from which it was refined. Variabil-
ity in fuel composition occurs because of differences in the original crude oil and in the
individual additives. As a result of this variability, little information exists on the exact
chemical and physical properties of JP-8 [56]. Sample data for some physical properties
can be found in [56]. However, this data is exceedingly insufficient for modeling chemical
kinetics of JP-8. 퐶11퐻21 has been reported as the general formula for JP-8 in literature
[57]. Nevertheless, physical or chemical properties such as reaction kinetics, have seldom
been reported through out literary work. In addition, the chemical formula itself might be
subjected to variations depending upon JP-8’s composition. Thus, the general tendency is
usually to work with a surrogate of JP-8, which can emulate its properties to a acceptable
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extent, for modeling purposes.
4.1.1 JP-8 Surrogate
In light of the discussion put forth in section 4.1, in order for research to be carried out
on auto-thermal reforming of JP-8, a surrogate was developed by the Office of Naval Re-
search (ONR) [58] to emulate the physical and chemical properties of JP-8. Out of possibly
hundreds of combinations, a surrogate composed of three heavy hydrocarbon was found to
best represent JP-8. Table 4.1 itemizes these three components, their chemical formulae
and molar percentages in the surrogate compound.
Table 4.1: JP-8 Surrogate Composition
Component Chemical Formula Mole Fraction
n-Hexadecane 퐶16퐻34 0.54
n-Tridecane 퐶13퐻28 0.16
Toluene 퐶7퐻8 0.3
As mentioned in section 4.1 all these hydrocarbon compounds are either aromatic or
aliphatic hydrocarbons. n-Hexadecane or popularly known as Cetane and n-Tridecane are
aliphatic hydrocarbons which exist as clear colorless liquid at room temperature [59, 60].
Toluene or Methylbenzene is an aromatic hydrocarbon [61].
4.2 Auto-Thermal Reforming of JP-8 - Reaction Scheme
In comparison with lighter hydrocarbons like Methane(퐶퐻4) or Methanol(퐶퐻3푂퐻),the
reaction scheme for JP-8 is highly complex. Due to its varied composition many reaction
path ways are available for the participating molecules to follow. To reduce the complexity
in the development of a mathematical model for a catalytic reformer with many reactions
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taking place, only the reactions which significantly impact the overall reaction dynamics are
considered [44]. In other words, only the reactions with faster reaction rates are considered
for the purpose of modeling. No complete kinetic model exists for auto-thermal reforming
of higher hydrocarbons [62]. Vasilis et al. [29] studied auto-thermal reforming of JP-5
which is very similar to JP-8. They put forth an array of chemical reactions involved with
ATR of JP-5. These equations are generic, so, they can be extended to JP-8.
(I) 퐶푛퐻푚 + 푛퐻2푂 ⇌ 퐶푂 +
(
푛+ 푚
2
)
퐻2
(II) 퐶푛퐻푚 + 2푛퐻2푂 ⇌ 푛퐶푂2 +
(
2푛+ 푚
2
)
퐻2
(III) 퐶푛퐻푚 + 푝퐻2푂 ⇌ (푛− 푝)퐶퐻4 + 푝퐶푂
(IV) 퐶푂 +퐻2푂 ⇌ 퐶푂2 +퐻2
(V) 퐶푂 + 3퐻2 ⇌ 퐶퐻4 +퐻2푂
(VI) 퐶퐻4 + 2퐻2푂 ⇌ 퐶푂2 + 4퐻2
(VII) 퐶푛퐻푚 + 푛2푂2 → 푛퐶푂 + 푚2퐻2
(VIII) 퐶푛퐻푚 +
(
푛+ 푚
4
)
푂2 → 푛퐶푂2 + 푚2퐻2푂
(4.1)
Equation 4.1 introduces the generic chemical equations involved in auto-thermal re-
forming of JP-8. Reactions (I) and (II) are partial SR and complete SR reactions respec-
tively. Reactions (III) and (V) represent methanation reactions. Reaction (IV) is the water
gas shift reaction which converts carbon monoxide in the presence of steam to hydrogen.
Reaction(VII) is the partial oxidation of JP-8. Reaction (VIII) represents total oxidation
reaction. Henceforth total oxidation will be referred to as TOX. Reaction (VI) is steam
reforming of methane. This reaction has been included to account for methane, that might
be generated as an intermediate species. In reaction (III) 푝 = (4푛−푚)/6.
Table 4.2 enumerates the reactions pertaining to auto-thermal reforming of the surrogate
JP-8 that has been introduced in the section 4.1.1. Note that the order of the reaction in the
table is same as the order of the reactions presented in Eq.(4.1).
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Table 4.2: List of JP-8 Reactions
Reaction # Reaction Generic Eq.
1 퐶16퐻34 + 16퐻2푂 ⇌ 16퐶푂 + 33퐻2 (I)
2 퐶16퐻34 + 32퐻2푂 ⇌ 16퐶푂2 + 49퐻2 (II)
3 퐶16퐻34 + 5퐻2푂 ⇌ 11퐶퐻4 + 5퐶푂 (III)
4 퐶13퐻28 + 13퐻2푂 ⇌ 13퐶푂 + 27퐻2 (I)
5 퐶13퐻28 + 26퐻2푂 ⇌ 13퐶푂2 + 4퐻2 (II)
6 퐶13퐻28 + 4퐻2푂 ⇌ 9퐶퐻4 + 4퐶푂 (III)
7 퐶7퐻8 + 7퐻2푂 ⇌ 7퐶푂 + 11퐻2 (I)
8 퐶7퐻8 + 14퐻2푂 ⇌ 7퐶푂2 + 18퐻2 (II)
9 퐶7퐻8 + 3.3333퐻2푂 ⇌ 3.6667퐶퐻4 + 3.3333퐶푂 (III)
10 퐶푂 +퐻2푂 ⇌ 퐶푂2 +퐻2 (IV)
11 퐶푂 + 3퐻2 ⇌ 퐶퐻4 +퐻2푂 (V)
12 퐶퐻4 + 2퐻2푂 ⇌ 퐶푂2 + 4퐻2 (VI)
13 퐶16퐻34 + 8푂2 → 16퐶푂 + 17퐻2 (VII)
14 퐶16퐻34 + 24.5푂2 → 16퐶푂2 + 17퐻2푂 (VIII)
15 퐶13퐻28 + 6.5푂2 → 13퐶푂 + 14퐻2 (VII)
16 퐶13퐻28 + 20푂2 → 13퐶푂2 + 14퐻2푂 (VIII)
17 퐶7퐻8 + 3.5푂2 → 7퐶푂 + 4퐻2 (VII)
18 퐶7퐻8 + 9푂2 → 7퐶푂2 + 4퐻2푂 (VIII)
4.3 JP-8 Reaction Kinetics
JP-8, as already mentioned, is a highly complex mixture of heavy hydrocarbon. Minimal
research has been performed on the reaction kinetics information of JP-8. In order to
understand the modeling methodology used in this thesis, a brief back ground of rate laws,
in particular, power laws and elementary and non elementary rate laws is necessary. These
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terms, their significance to reaction kinetics and how to obtain information necessary to
implement them will be discussed in the next section.
4.3.1 Rate Laws
The algebraic equation which relates the rate of generation or consumption of a species,
due to a reaction, to its concentration is called the Kinetic expression or the Rate Law.
The limiting reactant, ie., the reactant which disappears the quickest during the reaction, is
usually chosen as the basis for this calculation [63].
Consider the following generic reaction,
푎퐴+ 푏퐵 → 푐퐶 + 푑퐷 (4.2)
The rate of a reaction is expressed as the product of a temperature dependent reaction
rate constant and a function of reactant concentrations. For the reaction presented in Eq.
(4.2) the rate law is represented by the following mathematical expression:
−푟퐴 = [푘퐴(푇 )] [푓푛(풳퐴,풳퐵,풳퐶 ,풳퐷)] (4.3)
where 퐴 is the limiting reactant in the reaction in Eq. (4.2). Only if in the reaction, all the
stoichiometric coefficients of the species, ie., 푎, 푏, 푐 and 푑, are 1,
풳 = 풳퐴 = 풳퐵 = 풳퐶 = 풳퐷 (4.4)
4.3.1.1 Power Law Models
One of the most common method to assume the form of the function which describes
the dependence of the reaction rate (−푟퐴) on reactant concentration (풳푖) is the Power Law.
Here the rate law is the product of concentrations of individual reacting species, each raised
to the a power, [63].
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−푟퐴 = 푘퐴풳 훼퐴풳 훽퐵 (4.5)
These powers are determined by the type of reaction that is being studied. The reaction
can be of two types, Elementary reactions and Non-Elementary reactions. Reactions which
take place in a single step are know as Elementary reaction. Non-Elementary reactions
usually occur in multiple steps involving intermediate reactions.
For elementary reaction, the powers in the rate law are same as the stoichiometric
coefficients(훼 = 푎, 훽 = 푏). However, for non-elementary reaction this might not always be
true.
In either case, it is important to remember that the rate laws are determined by exper-
imental observation! They are a function of the reaction chemistry and not the type of
reactor in which the reaction occurs, [63].
4.3.1.2 Specific Reaction Rate / Reaction Rate Constant
The reaction rate constant 푘 is not truly a constant; it is merely independent of the concen-
trations of the species involved in the reaction. It is almost always strongly dependent on
temperature. It depends on whether or not a catalyst is present, and in gas-phase reactions,
it may be a function of total pressure [63].
Swedish chemist Arrhenius, first suggested that the temperature dependence of the spe-
cific reaction rate, 푘, could be correlated by an equation of the type
푘(푇 ) = 퐴푒−퐸/푅푇 (4.6)
where A = preexponential factor or frequency factor
E = Activation energy
R= Gas Constant
T = absolute temperature in K
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Both the activation energy and the pre exponential factor cannot be currently predicted
in priori. Experimental research is necessary to determine these quantities specific to reac-
tions occurring, [63].
4.3.1.3 Equilibrium Constant(퐾푒)
The equilibrium of a bi-directional reaction is determined by the equilibrium constant (퐾푒).
It forms an integral part of the function of species concentrations in the rate law expres-
sion. Although the equilibrium constant can be calculated from thermodynamic relation-
ships based on change in Gibbs free energy, the rate law still needs to be evaluated from
experimental studies.
The following thermodynamic relationships are used to calculate the equilibrium con-
stant.
Δ퐺 = Δ퐻 − 푇Δ푆
−푅푇푙푛[퐾푒(푇 )] = Δ퐺푅푥(푇 )
(4.7)
4.3.2 JP-8 Reaction Rate Laws
Since JP-8 is a complex mixture of heavy hydrocarbons, its reactions are bound to be
non-elementary reactions. Hence the reactions listed in table 4.2 involve a number of inter-
mediate reactions. In order to determine the form of the rate law that governs the reaction
kinetics, large amounts of experimental data is required. Research of that quality has not
been carried out yet on JP-8. From the discussion in section 4.3.1, it is clear that the form
of rate laws is highly dependent on experimental data. Hence, reasonable approximations,
after consultations with the research group at ONR, have been made to accommodate JP-8
kinetics in the system. The customary expressions for oxidation and steam reforming re-
actions have been taken from Ma et al. [20] and Xu et al. [19] respectively. These are as
follows:
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푅 = 푘
푄2푟
푝퐶푛퐻푚 푝
푛/2
푂2
푅 = 푘
푄2푟
(
푝퐶푛퐻푚푝
푛
퐻2푂
− 푝
(푛+푚/2)
퐻2
푃푛퐶푂
퐾푒
) (4.8)
where 푄푟 = 1+퐾퐶푛퐻푚푝퐶푛퐻푚 +퐾푂2푝
푛/2
푂2
. The quantities in these equations whose values
are not accessible have been lumped into one parameter, represented by k , which can be
suitably varied.
푅 = k 푝퐶푛퐻푚 푝
푛/2
푂2
푅 = k
(
푝퐶푛퐻푚푝
푛
퐻2푂
− 푝
(푛+푚/2)
퐻2
푃푛퐶푂
퐾푒
) (4.9)
The rate equations, in their approximated form, corresponding to the generic reactions
given in equation 4.1 are as follows:
(I) 푅푗 = k푗
(
푝퐶푛퐻푚푝
푛
퐻2푂
− 푝
(푛+푚/2)
퐻2
푃푛퐶푂
퐾푒,푗
)
(II) 푅푗 = k푗
(
푝퐶푛퐻푚푝
2푛
퐻2푂
− 푝
(2푛+푚/2)
퐻2
푝푛퐶푂2
퐾푒,푗
)
(III) 푅푗 = k푗
(
푝퐶푛퐻푚푝
푝
퐻2푂
− 푝
(푛−푝)
퐶퐻4
푃 푝퐶푂
퐾푒,푗
)
(IV) 푅푗 = k푗
(
푝퐶푂푝퐻2푂 − 푝퐻2푝퐶푂2퐾푒,푗
)
(V) 푅푗 = k푗
(
푝퐶푂푝
3
퐻2
− 푝퐶퐻4푃퐻2푂
퐾푒,푗
)
(VI) 푅푗 = k푗
(
푝퐶퐻4푝
2
퐻2푂
− 푝퐶푂2푝
4
퐻2
퐾푒,푗
)
(VII & VIII) 푅푗 = k푗푝퐶푛퐻푚 푝
푛/2
푂2
(4.10)
It has to be noted that the rate laws listed in Eq.(4.10) are expressed in terms of partial
pressure instead of species concentrations which is the general practice.
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The chemical reactions and the rate expression corresponding to those reactions have
been implemented in the model to capture the chemical kinetics of JP-8. The ATR as well
as the SOFC models include these equations, however, the SOFC makes use of only the
steam reforming reactions and their rate expressions. This is to account for any internal
reforming reaction that might occur in the SOFC during the operation.
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Chapter 5
Component Models
Several different versions of the generic gas control volume are required to model the en-
tire system. The primary differences between each type are the chemical reactions occur-
ring in the volume and how the reaction rates are calculated. There are different schemes
employed for the auto-thermal reformer, fuel cell anode, fuel cell cathode, and combustor.
These modified gas volumes are combined with parameterized solid volumes to create each
component in the system [14]. Modeling methodology of each of the components itemized
in section 1.5 will be discussed in this chapter.
5.1 Mixer
The mixer model is a non-reactive model, ie., reaction rate chemistry is not considered.
Figure 5.1 depicts the difference between a reactive and a non reactive gas control volume
implementation where the reaction rate block from a reactive system is replaced with an
arrays of zeros. The rest of the calculations are implemented identically to those in a
reactive system. Therefore, only mass balance and energy balance were considered while
modeling the mixer. It has to be noted that the fuel influx is liquid in state. In order to take
this into account, phase change, from liquid to vapor has been considered. It is converted
to its gas phase in the mixer itself. As a result, the following assumptions were made while
modeling the mixer:
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∙ Only water vapor(steam) participates in the reactions, liquid water is not present.
∙ Liquid components of JP-8 are saturated liquids.
∙ Saturated liquid properties are calculated at the CV temperature.
Chemical reaction rates set to zero
Reaction rate calculation block
Figure 5.1: Difference between a reactive and a non-reactive control volume
Energy Balance:
While implementing the energy balance, it was taken into consideration that two phe-
nomenon were taking place in the mixer, namely, boiling and vaporization. The rates of
vaporization and boiling were implemented as follows:
푟푣푎푝 = 푘푣푎푝(푃푠푎푡,푇푐푣 − 푃푣푎푝) (5.1)
where 푟푣푎푝 is the rate of vaporization, 푘푣푎푝 is the rate constant for vaporization, 푃푠푎푡,푇푐푣 is
the saturation pressure of the liquid component at the CV temperature and 푃푣푎푝. The rate
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constant for vaporization is an adjustable quantity and can be adjusted based on the simu-
lation results. The vapor pressure is evaluated using a temperature dependent polynomial
expression. These equations have been obtained from DIPPR data base [64]. A similar
methodology was followed for the rate of boiling which is as follows:
푟푏표푖푙 = 푘푏표푖푙(1− X ) (5.2)
where 푟푏표푖푙 is the rate of boiling, 푘푏표푖푙 is the rate constant for boiling and X is the quality of
the liquid vapor mixture.
The quality is the fraction of the amount of vapor in the liquid - vapor mixture. Mathe-
matically,
X =
풳푔,푖
풳푔,푖풳푙,푖 (5.3)
where 풳푔,푖 is the molar fraction of the vapor component of species 푖 and 풳푙,푖 is the molar
fraction of the liquid component of species 푖.
Taking these two phenomenon into consideration, the energy balance is modified as
follows:
푁퐶푉,푚푖푥푇˙ = ℎ푖푛 + 푄˙− ℎ표 (5.4)
where the both the inlet and outlet enthalpy of the liquid species are calculated as fol-
lows:
ℎ푙 = ℎ푖푔푇퐶푉 − ℎ푣푎푝푇퐶푉 (5.5)
Here, the liquid enthalpy is calculated by subtracting the enthalpy of vaporization from the
ideal gas (푖푔) enthalpy of that species which, in turn, are calculated using the temperature
dependent polynomial expressions.
Mass Balance:
The mass balance equations have to take into consideration the vaporization and boiling
effects. They have been implemented by including the rates of vaporization and boiling as
follows:
푁풳˙푔 = 푁˙푖푛풳푔,푖푛 − 푁˙표풳푔 + 푟푣푎푝 + 푟푏표푖푙 (5.6)
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푁풳˙푙 = 푁˙푖푛풳푙,푖푛 − 푁˙표풳푙 − 푟푣푎푝 − 푟푏표푖푙 (5.7)
where Eq. (5.6) pertains to species in gas phase and Eq. (5.7) to the liquid phase species. It
is evident here that the vaporization and boiling have been implemented in such a way that
the mass transfers between the liquid and gas phases are taken into account.
5.2 Auto-thermal Reformer
The JP-8 based ATR was modeled similar to the Methane based model, introduced in sec-
tion 3.2, excepting the rate kinetics block. The JP-8 reaction scheme and rate kinetics have
been implemented in this model, consequently, the additional species that are involved in
the reaction scheme have been included. The species list consists of 퐶퐻4, 퐶푂, 퐶푂2,
퐻2, 퐻2푂(푔), 푁2, 푂2, 퐶16퐻34(푔), 퐶13퐻28(푔) , 퐶7퐻8(푔), 퐻2푂(푙), 퐶16퐻34(푙), 퐶13퐻28(푙),
퐶7퐻8(푙), 푋 . The order of these species has been maintained through out the model. An
extra species 푋 has been included to allow future additions if necessary.
One important difference between the methane based model and the JP-8 based model
is the existence of liquid phase for JP-8. The liquid JP-8 species take part in the oxidation
reactions in the pre light-off regime. In the post light-off regime, which occurs at elevated
temperatures, temperature is higher than the boiling point of the surrogate JP-8 compound.
Hence, any residual liquid species are vaporized. Thus, no liquid species are considered to
participate in reactions while the operation is in the post light-off regime. Features unique
to the pre light-off and post light-off regimes are itemized below:
Pre Light-off:
∙ Only combustion reactions occur
∙ Air-fuel mixture ignited
∙ Non-equilibrium conditions
∙ Both vapor and liquid fuel are oxidized
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∙ O2C ratio is typically high (near Total Oxidation (TOX))
Post Light-off:
∙ Reactions thermodynamically self-sustained
∙ Exothermic oxidation reactions and endothermic reforming reactions occur simulta-
neously leading to thermal equilibrium
∙ Only vapor phase participates in reactions
∙ O2C ratio is typically low (near Partial oxidation)
For the model developed for this thesis, it has been assumed that both POX and TOX
reactions take place post light-off. The shift from total oxidation to partial oxidation is
controlled by varying the amount of oxygen influx into the ATR. The selectivity calculation
and its implementation will be discussed in detail in the subsequent discussion.
The ratio amount of oxygen available to the amount of oxygen required in the oxidation
reactions occurring is defined as the O/C ratio. For the JP-8 surrogate containing 54% of
퐶16퐻34, 16% of 퐶13퐻28 and 30% of 퐶7퐻8, this can be shown mathematically as:
푂2/퐶 =
푁˙푂2,푖푛
푁˙푓,푖푛 (0.54× 16 + 0.16× 13 + 0.3× 7)
(5.8)
thus, for only TOX reactions to occur:
푂2/퐶∣푇푂푋 = (0.54× 24.5 + 0.16× 20 + 0.3× 9)
(0.54× 16 + 0.16× 13 + 0.3× 7) = 1.4922 (5.9)
For POX reactions to occur:
푂2/퐶∣푃푂푋 = (0.54× 8 + 0.16× 6.5 + 0.3× 3.5)
(0.54× 16 + 0.16× 13 + 0.3× 7) = 0.5 (5.10)
Fig.(5.2) depicts the transition from POX to TOX regimes.
The ATR CV temperature is compared to the light-off temperature at every step, once
light-off is reached, the 푂2/퐶 ratio is decreased in the model. This simulates the transition
form per light-off regime to post light-off regime.
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Figure 5.2: Transition for complete POX to complete TOX
5.3 Boiler
The boiler model is a non-reactive system which takes into account the phase changes of
water. It is based on the following assumptions:
∙ The drum volume is divided into two sub-volumes (the liquid sub-volume and the
vapor sub-volume)
∙ The pressure is the same throughout the drum, i.e., the gravity pressure head is ig-
nored
∙ Each sub-volume has uniform enthalpy and entropy, which are not necessarily on the
saturation line
∙ Temperatures in the stream drum are assumed to be sufficiently high to avoid surface
condensation (to be revisited).
The fluid in the lower sub-volume may be in the state of a subcooled liquid, a saturated
liquid or even a low-quality vapor-liquid mixture, while the fluid in the upper sub-volume
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may be in the state of superheated steam, saturated steam or even a high-quality vapor-
liquid mixture. It is worth noting that, because of the actual operating condition of steam
drums, the liquid sub-volume is very unlikely to go into the state of a water-steam mixture.
In the opposite case, the assumption of ignoring the gravity pressure gradient in the liquid
might result in excessively large evaporation rates [65].
The boiler is modeled using one solid volume, one liquid volume and two gas control
volumes. It has been mentioned earlier that the heat necessary to change the phase of the
water is supplied by the exhaust gases of the ATR. One of the gas control volumes of the
boiler carries these exhaust gases. Henceforth, this gas control volume will be referred to
as the hot side of the boiler. The following heat transfers have been implemented in the
boiler model:
∙ Convective heat transfer between the solid volume and the gas control volume (car-
rying steam).
∙ Convective heat between the solid volume and the liquid control volume (carrying
water)
∙ Convective heat transfer between the hot side and the solid volume.
∙ Convective heat transfer considered between the liquid control volume and the gas
control volume.
From Fig. (5.3), it is apparent that the solid volume acts a medium for energy exchange
between the hot side, the liquid and the gas control volumes.
For the hot side of the boiler, a generic non-reactive gas CV has been used. The primary
function of this control volume is to provide necessary thermal energy for steam generation.
The solid volume is a slightly modified generic lumped solid volume block, modified to ac-
commodate additional heat transfers between itself and the liquid and gas control volumes.
The mathematical expression for the energy is as follows:
푀푠퐶푠푇˙푠 = −푄˙푠2푣 − 푄˙푠2푙 − 푄˙푠2ℎ (5.11)
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Figure 5.3: Heat transfer network in the Steam drum model
where
푄˙푠2푣 = ℎ푠푣퐴푠푣(푇푠 − 푇푣)
푄˙푠2푙 = ℎ푠푙퐴푠푙(푇푠 − 푇푙)
푄˙푠2ℎ = ℎ푠ℎ퐴푠ℎ(푇푠 − 푇ℎ)
(5.12)
푄˙푠2푣 is the convective heat transferred between the solid volume and the vapor subvolume.
푄˙푠2푙 is the convective heat transferred between the solid volume and the liquid sub-volume.
푄˙푠2ℎ is the convective heat transferred between the solid volume and the hot side of the
boiler.
The liquid sub-volume has a logical sequence which constantly checks the temperature
of the liquid in the volume to its saturation pressure at the control volume pressure. The
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result of the logical loop triggers one of the two regimes - one when 푇푙 < 푇푠푎푡 at 푃푙 and
the other when 푇푙 ≥ 푇푠푎푡 at 푃푙. Here 푇푙 is the liquid temperature, 푇푠푎푡 is the saturation
temperature of the liquid when its pressure is 푃푙.
For the first case, i.e., when the temperature of liquid is less than the saturation temper-
ature, the liquid is in the liquid zone of the steam charts. Simple heating takes place where
the temperature of the liquid rises to eventually reach the saturation temperature. Hence
no steam is generated during this period of heating. The energy balance equation for this
region has been developed as follow:
푀푙퐶푙푇˙푙 = 푄˙푠2푙 + 푁˙푝푢푚푝ℎ푝푢푚푝 − 푄˙푙2푣 (5.13)
where ℎ푝 is the enthalpy that the water from the pump carries assuming that the water
temperature at the outlet of the pump is 25∘C. This enthalpy can be calculated either from
steam tables or by employing temperature dependent polynomial expressions. 푄˙푙2푣 is the
convective heat transferred from the liquid sub-volume to the vapor sub-volume given by:
푄˙푙2푣 = ℎ푙푣퐴푙푣(푇푙 − 푇푣) (5.14)
Using Eqs. (5.13) and (5.14) the temperature of the liquid can be found as follows:
푇푙 =
∫
1
푀푙퐶푙
[
푄˙푠2푙 + 푁˙푝푢푚푝ℎ푝푢푚푝 − 푄˙푙2푣
]
푑푡 (5.15)
For calculating the volume of water in the liquid sub volume at any instant the following
procedure is adopted:
푉˙푙 =
푚˙푝푢푚푝
휌푤푎푡푒푟
(5.16)
When the temperature of the liquid is equal to or greater than the saturation temperature
at the pressure of the liquid, the energy balance changes to:
푄˙푠2푙 + 푁˙푝푢푚푝ℎ푝푢푚푝 = 푄˙푙2푣 + 푁˙푙2푣ℎ푣 (5.17)
From Eq. (5.17) the molar flow rate of steam from liquid sub-volume to the vapor
sub-volume can be calculated as:
푁˙푙2푣 =
1
ℎ푣
[
푄˙푠2푙 + 푁˙푝푢푚푝ℎ푝푢푚푝 − 푄˙푙2푣
]
(5.18)
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The volume of water left in the boiler after steam generation can be calculated by inte-
grating the following expression:
푉˙푙 = 푚˙푝푢푚푝 − 푚˙푙2푣/휌푤푎푡푒푟 (5.19)
A similar procedure has been adopted to model the vapor sub-volume. Vapor temper-
ature is compared to the saturation temperature at the vapor pressure via. a logical loop
and the pertinent quantities are directed to the suitable regimes. One of the two regimes is
chosen to be used based on the following conditions - temperature of the vapor is less than
the saturation temperature (푇푣 < 푇푠푎푡 at 푃푙 = 푃푣) and temperature of the vapor is greater
than or equal to the saturation temperature (푇푣 ≥ 푇푠푎푡 at 푃푙 = 푃푣), at the pressure of the
vapor.
For the first condition the energy balance equation is as follows:
푁푣퐶푣,푣푇˙푣 = 푄˙푠2푣 + 푄˙푙2푣 − 푁˙푣,표ℎ표 (5.20)
The enthalpy carried by the vapor at the exit of the boiler vapor sub-volume (ℎ표) is ne-
glected as it does not have a considerable impact on the dynamics of the system.
The mass flow rate of the steam exiting the burner is calculated on the basis of Darcy’s
law which has been put-forth in section 2.1.2.
푚˙푣,표 = 푘(푃푣 − 푃푛푒푥푡) (5.21)
where 푃푛푒푥푡 refers to the control volume pressure of the next components down stream of
the boiler. The molar flow rate can be found by dividing the mass flow rate by the molecular
weight of water:
푁˙푣,표 = 푚˙푣,표/푀푊푤푎푡푒푟 (5.22)
The volume occupied by the vapor in the boiler drum is calculated as:
푉푣 = 푉푡표푡푎푙 − 푉푙 (5.23)
The pressure of the vapor sub-volume is found using the Ideal gas equation.
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For the second condition, the energy balance equation has been modified as:
푁푣퐶푣,푣푇˙푣 = 푁˙푙2푣ℎ푣 + 푄˙푠2푣 + 푄˙푙2푣 − 푁˙푣,표ℎ표 (5.24)
The mass flow rate and molar flow rate, of the steam exiting the vapor sub-volume, and
the pressure of the vapor sub-volume have been calculated in the same manner as described
for the earlier regime.
In all the above equations, for calculating the liquid and vapor saturation enthalpy and
temperatures, digitized steam tables [66] in the form of a MatlabⓇ code have been used
[67]. An alternative method based on ideal gas enthalpies has also been explored, where
temperature dependent polynomials are evaluated to find the enthalpy. The expressions and
coefficients found in these expression have been obtained from [68]. The latter method was
found to be a faster means of calculating these quantities.
5.4 Heat Exchanger
For the heat exchanger(HEX) model, two generic gas control volumes and a generic solid
control volume were necessary. One of gas control volume carries the SOFC exhaust gases
and will be referred to as the hot side of the HEX, henceforth. Heat is exchanged between
the hot side and the solid volume. The solid volume transfers this heat to the gas control
volume. There are no chemical reactions taking place in the heat exchanger, i.e., it is a
non-reactive system. Figure 5.4 depicts the heat transfer network, as found in the heat
exchanger model.
1-D discretized models of both co-flow and counter-flow HEX were also modeled. Fig-
ures 5.5 and 5.6 show the heat transfer network and the flow arrangement in both models
respectively. Additional conductive heat transfers between adjacent solid volumes have
been implemented for the discretized HEX models. Pressure dynamics for the gas control
volume in the discretized model, follow the explanation presented in section 2.2.
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SOFC Exhaust Flow
Gas mixture to be
 heated
h1
h2
Gas Control Volume
Heat Transfer
HEX Hot side
Solid Volume
Figure 5.4: Heat transfer network in the HEX model
5.5 Burner
In the burner, excess fuel from the anode is combusted with the excess oxygen from the
cathode. The combustion produces extra heat which is utilized as a heat source for the
Stirling engine. One gas control volume and one solid control volume are required to
model this. The gas control volume functions the after-burner, or combustion chamber
where anode and cathode exhausts mix and oxidation reactions take place. The solid control
volume models the structure separating the two flows and through which heat is transfered.
Figure 5.7 shows how heat is transfered through the burner. The 푄˙푐표푛푣 terms are calcu-
lated in the solid control volume using Eq. (2.3) as in previous components.
The burner model is not discretized as the details of its internal design are not a signif-
icant portion of the analysis.The mixture of the anode and cathode exhausts is assumed to
be uniform and complete so that the molar flow rate of the mixture entering the burner is
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Figure 5.5: Heat transfer network in the Co-flow HEX model
given by the following,
푁˙푖푛풳푖,푖푛 = 푁˙표풳푖,푐푎푡ℎ표푑푒 + 푁˙표풳푖,푎푛표푑푒 (5.25)
The combustion reactions are assumed to happen instantaneously, the rate being defined
by the incoming rate of the reactants. The six species that can be oxidized in the combustion
chamber are 퐶퐻4, 퐶푂, 퐻2, 퐶16퐻34(푙, 푔), 퐶13퐻28(푙, 푔) and 퐶7퐻8(푙, 푔) via the following
total oxidation reactions,
(I) 퐶퐻4 + 2푂2 → 2퐻2푂 + 퐶푂2
(II) 퐶푂 + 1
2
푂2 → 퐶푂2
(III) 퐻2 + 12푂2 → 퐻2푂
(IV) 퐶16퐻34 + 24.5푂2 → 16퐶푂2 + 17퐻2푂
(V) 퐶13퐻28 + 20푂2 → 13퐶푂2 + 14퐻2푂
(VI) 퐶7퐻8 + 9푂2 → 7퐶푂2 + 4퐻2푂
(5.26)
Assigning the 푅1 , 푅2, 푅3, 푅4, 푅5, and 푅6 as the reaction rates for (I), (II), (III), (IV),
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Figure 5.6: Heat transfer network in the Counter-flow HEX model
(V), and (VI) in Eq. (5.26), respectively, the species mass balance can be constructed as
follows from Eq. (2.5),
푑
푑푡
(푁퐶푉풳퐶퐻4,퐶푉 ) = 푁˙푖푛풳퐶퐻4,푖푛 − 푁˙표풳퐶퐻4,퐶푉 −푅1
푑
푑푡
(푁퐶푉풳퐶푂,퐶푉 ) = 푁˙푖푛풳퐶푂,푖푛 − 푁˙표풳퐶푂,퐶푉 −푅2
푑
푑푡
(푁퐶푉풳퐶푂2,퐶푉 ) = 푁˙푖푛풳퐶푂2,푖푛 − 푁˙표풳퐶푂2,퐶푉 +푅1 +푅2 + 16푅4 + 13푅5 + 7푅6
푑
푑푡
(푁퐶푉풳퐻2,퐶푉 ) = 푁˙푖푛풳퐻2,푖푛 − 푁˙표풳퐻2,퐶푉 −푅3
푑
푑푡
(푁퐶푉풳퐻2푂,퐶푉 ) = 푁˙푖푛풳퐻2푂,푖푛 − 푁˙표풳퐻2푂,퐶푉 + 2푅1 +푅3 + 17푅4 + 14푅5 + 4푅6
푑
푑푡
(푁퐶푉풳푁2,퐶푉 ) = 푁˙푖푛풳푁2,푖푛 − 푁˙표풳푁2,퐶푉
푑
푑푡
(푁퐶푉풳푂2,퐶푉 ) = 푁˙푖푛풳푂2,푖푛 − 푁˙표풳푂2,퐶푉 − 2푅1 − 12푅2 − 12푅3 − 24.5푅4 − 20푅5 − 9푅6
푑
푑푡
(푁퐶푉풳퐶16퐻34,퐶푉 ) = 푁˙푖푛풳퐶16퐻34,푖푛 − 푁˙표풳퐶16퐻34,퐶푉 −푅4
푑
푑푡
(푁퐶푉풳퐶13퐻28,퐶푉 ) = 푁˙푖푛풳퐶13퐻28,푖푛 − 푁˙표풳퐶13퐻28,퐶푉 −푅5
푑
푑푡
(푁퐶푉풳퐶7퐻8,퐶푉 ) = 푁˙푖푛풳퐶7퐻8,푖푛 − 푁˙표풳퐶,퐶푉 −푅6
(5.27)
The reaction rates are set so that all the 퐶퐻4, 퐶푂, 퐻2, 퐶16퐻34(푙, 푔), 퐶13퐻28(푙, 푔) and
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Figure 5.7: Heat Transfer Network for Combustor
퐶7퐻8(푙, 푔) molecules entering the chamber are consumed by the reactions, if that is stoi-
chiometrically possible. So the reaction rates are given by,
푅1 = 푁˙푖푛풳퐶퐻4,푖푛
푅2 = 푁˙푖푛풳퐶푂,푖푛
푅3 = 푁˙푖푛풳퐻2,푖푛
푅4 = 푁˙푖푛풳퐶16퐻34,푖푛
푅5 = 푁˙푖푛풳퐶13퐻28,푖푛
푅6 = 푁˙푖푛풳퐶7퐻8,푖푛
(5.28)
if there is sufficient 푂2 available in the incoming flow, which means, if,
풳푂2,푖푛 ≥ 2풳퐶퐻4,푖푛+
1
2
풳퐶푂,푖푛+1
2
풳퐻2,푖푛+24.5풳퐶16퐻34,푖푛+20풳퐶13퐻28,푖푛+9풳퐶7퐻8,푖푛 (5.29)
If this condition is not met then an assumption is made that 푂2 has equal affinity to each
of the reactions in Eq. (5.26) and the reaction rates are each reduced by the same fraction
of the 푂2 available in the inlet flow to the total 푂2 needed to fully oxidize the fuels. For
this case the reaction rates are given by,
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푅1 = 푁˙푖푛풳퐶퐻4,푖푛.휆
푅2 = 푁˙푖푛풳퐶푂,푖푛.휆
푅3 = 푁˙푖푛풳퐻2,푖푛.휆
푅4 = 푁˙푖푛풳퐶16퐻34,푖푛.휆
푅5 = 푁˙푖푛풳퐶13퐻28,푖푛.휆
푅6 = 푁˙푖푛풳퐶7퐻8,푖푛.휆
(5.30)
where
휆 = 풳푂2,푖푛/
(
2풳퐶퐻4,푖푛 + 12풳퐶푂,푖푛 + 12풳퐻2,푖푛 + 24.5풳퐶16퐻34,푖푛 + 20풳퐶13퐻28,푖푛 + 9풳퐶7퐻8,푖푛
)
5.6 Air Blowers and Water Pump
It is essential that the water and the air supplied to the system is metered and the flow con-
trolled to keep a check on the flow rates and to maintain proper working condition, such
as 퐴/퐹 and 푊/퐹 ratios, which allows maximization of efficiency, and minimizes propa-
gation of detrimental effects of problems such as carbon deposition, fuel starvation, etc.,
through the system. In this light, a control oriented design has been adopted to model the
air blowers and the water pump. Such a model has been presented in [2]. This model makes
utilized pump maps and pump affinity laws to model flows variations. The methodology is
as follows.
The speed of the pump is modeled as a first-order dynamic system with time constant
휏푏푙표. The governing equation is, [2]:
푑휔푏푙표
푑푡
=
1
휏푏푙표
(푢푏푙표
100
휔0 − 휔푏푙표
)
(5.31)
where 푢푏푙표 is the pump command signal(range between 0 and 100) and 휔0 is the nominal
pump speed (3600 rpm for the blower chosen). The gas flow rate through the blower
푊푏푙표 is determined using pump maps, which represents the relation between a scaled pump
volumetric flow rate and a scaled pressure head. The scaled pressure head is the actual
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pressure head scaled by a square of the speed ratio [2], i.e.,
[scaled pressure head] = [actual head]
(
휔
휔0
)2
(5.32)
The scaled pressure head, obtained from Eq. (5.32), is related to the scaled volumetric
flow rate by the pump maps. The map for the pump designed for this model has been
presented below:
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Figure 5.8: Pump Map (adapted from [2])
The actual volumetric discharge of the pump can now be obtained using the following
equation:
[actual flow] = [scaled flow]
(
휔
휔0
)
(5.33)
Note that the changes in fluid density are ignored and thus only the pump speed is used
in the scaling. The pump mass flow rate 푊푏푙표 is calculated by multiplying the volumetric
flow rate with the fluid density (air or water). The time constant used for this model is 0.3s
[2].
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In order for the flow control to be realized in practice, a closed loop feed back PID
controller has been used in the model. The controller compares the volume of water left in
the boiler with a minimum required water quantity and controls the pump command signal.
The following screen shot depicts the implementation of the same:
Feedback Signal
PID controller 
generating the command signal Pump
Boiler
Figure 5.9: PID controller implementation
5.7 Stirling Engine
The burner exhaust gases carry a large amount of thermal energy. This energy is converted
to useful work through bottoming cycle devices. A Stirling engine has been chosen to
accomplishing this. A Stirling engine by virtue of regeneration can deliver higher thermal
efficiencies compared to conventional gas turbine cycles.
Since, this component is not crucial for the research carried out for this thesis, an ideal
Stirling cycle has been modeled. Figure 5.10 shows the PV diagram for an ideal Stirling.
The Stirling cycle consists of two reversible isotherms and two reversible isochores
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Figure 5.10: PV diagram of an ideal Stirling cycle (adapted from [69])
[70]. From an initial state 1 the gas is expanded isothermally to state 2 and heat is added
reversibly from a heat reservoir. The burner exhaust gases act as this heat reservoir. From
state 2 to state 3 heat is removed at constant volume until the temperature of the working
fluid reaches 푇3. The volume is then reduced to its original value isothermally and heat is
removed reversibly to a second heat reservoir. Finally, heat is added at constant volume
from state 4 to state 1. The cycle would operate between two fixed-temperature reservoirs
if the heat quantities for the processes 2-3 and 4-1 could be kept within the system. For
this purpose, a means of storing the heat given up by process 2-3 and then supplying the
same energy to the working medium during the process 4-1 is required. This requirement
for energy storage within the system necessitates the use of a regenerator. Thus the only
heat effect external to the system during each Stirling cycle is the heat exchanged between
the two fixed temperature reservoirs. As a result, the thermal efficiency of a Stirling cycle
will be near to that of a Carnot cycle operating between the same temperatures [71]. The
heat transfers, for 1kg of working fluid, during the cycle can be expressed mathematically
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as, [69]:
푄1−2 = 푅푢푇1푙푛(푉2/푉1)
푄2−3 = −푐푣(푇2 − 푇1)
푄3−4 = −푅푢푇2푙푛(푉3/푉4)
푄4−1 = 푐푣(푇1 − 푇2)
(5.34)
The net work done by the system is given by:
푊푛푒푡 = 푄1−2 −푄3−4 (5.35)
For the purpose of this thesis, only processes 1-2 and 3-4 have been implemented to
calculate the net work done by the system and to determine the amount of heat transfered
from the burner exhaust to the engine.
5.8 SOFC Stack
The SOFC stack uses the hydrogen rich gas from the reformer and air that has been pre-
heated by the cathode exhaust to generate electricity. It is a collection of individual cells
connected electrically in series. The models developed here are for individual cells. To
model the entire stack the flow data is simply divided by the number of cells when going
into the stack and multiplied by the number of cells when leaving the stack. The voltage
output of the cell is also multiplied by the number of cells to obtain the voltage output of
the stack.
Different methods can be used to physically build an SOFC which will result in varying
geometries that will affect some system characteristics, particularly the heat transfer. Tubu-
lar and Planar configuration are widely used. The chemical and electrochemical reactions
that occur in the anode and cathode do not change with geometry, so the method of calcu-
lating those reaction rates can be applied to gas control volumes in both configurations. In
addition the voltage being produced by the cell can be modeled in the same way for both
configurations, though some parameters may be dependent on geometry.
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The planar cell modeled here is a co-flow model where the anode and cathode gases
flow parallel as illustrated in Fig. (5.11). In a wholly lumped model the relative directions
do not matter, but for the 1-D discretized model, only parallel and anti-parallel can be mod-
eled accurately. A discretized model for cross flow, where the flows move perpendicular to
each other, would require two dimensions.
Anode
Electrolyte
Cathode
Anode Flow Channels
Interconnect
Cathode Flow Channels
Figure 5.11: Schematic of a Planar SOFC
Two gas control volumes and one solid control volume are required to model each
element of a planar cell. The gas control volumes represent the anode and the cathode and
the solid control volume serves in place of the electrolyte. The parameters of the electrolyte
control volume also include the effects of other connected solids such as catalyst beds or
structural material that can store heat. Figure 5.12 shows how the control volumes are
connected in terms of heat transfer.
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Figure 5.12: Heat transfer network a Planar SOFC
5.8.1 Anode and Cathode Reactions
The same steam reforming reactions given in Table: (4.2) occur in the anode along with
this electrochemical reaction,
퐻2 +푂
2− → 퐻2푂 + 2푒 (5.36)
The oxygen ions enter the anode through the electrolyte, as show in Fig.(1.1) and are
assumed to react with the hydrogen at the surface. The rate that they are reacting is driven
by the current draw by, [33],
푅푒 =
푖풩푐푒푙푙
푛퐹
(5.37)
where 푛 is the number of electrons involved in the electrochemical reaction, which from
Eq.(5.36) is two.
An assumption is made here that there will always be enough oxygen in the cathode to
be ionized and sent through to the anode. Because air in the cathode is being used to cool
the system, the flow rate is high enough that there is no danger of depleting the oxygen.
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Also, at the high operating temperatures the electrolyte is sufficiently conductive to not
limit the supply of oxygen ions to the anode.
In the cathode control volume the only the following electrochemical reaction occurs,
1
2
푂2 + 2푒→ 푂2− (5.38)
this reaction is coupled with the electrochemical reaction in Eq.(5.36), so that both progress
at the same rate, 푅푒, which is driven by the current draw as given in Eq.(5.37).
5.8.2 Voltage Calculation
The voltage produced by the fuel cell is computed by first finding the ideal open circuit
voltage called the Nernst potential and then subtracting several loss factors, [4, 33]. The
major types of loss that affect the operational voltage of an SOFC are called activation
loss, ohmic loss, and concentration loss. A fourth category of loss which affects some fuel
cell systems, fuel crossover and internal current losses, is minimal in SOFCs and can be
neglected [33]. The cell voltage is given by,
V푐푒푙푙 = V푁푒푟푛푠푡 − V푎푐푡 − V표ℎ푚 − V푐표푛푐 (5.39)
To begin finding the Nernst potential the electrochemical reactions Eq.(5.36) and Eq.(5.38)
are combined to show the basic overall reaction of the fuel cell,
퐻2 +
1
2
푂2 → 퐻2푂 (5.40)
The Nernst potential is based on the total change in Gibbs free energy, Δ퐺, caused by the
overall reaction,
V푁푒푟푛푠푡 = −Δ퐺
푛퐹
(5.41)
where 푛 is the number of electrons involved in the reaction, and 퐹 is Faraday’s constant.
The total change in Gibbs free energy from this reaction gives the amount of energy re-
leased. At standard pressure the Gibbs free energy is only a function of temperature and
the change can be found by subtracting the energy of the reactants from the products,
Δ퐺표 = 퐺표퐻2푂 −퐺표퐻2 −
1
2
퐺표푂2 (5.42)
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where 퐺표퐻2푂, 퐺
표
퐻2
, and 퐺표푂2 are all functions of temperature, [72]. When not at standard
pressure the activity of the reactants, as determined by the partial pressures, also has an
effect on the total change in Gibbs free energy,
Δ퐺 = Δ퐺표 −푅푇 ln
⎛⎝푝퐻2푝 12푂2
푝퐻2푂
⎞⎠ (5.43)
Note that the partial pressures are given by 푝퐻2 = 푃푎풳4,푎, 푝푂2 = 푃푐풳7,푐, and 푝퐻2푂 =
푃푎풳5,푎. Substituting these and Eq.(5.43) into Eq.(5.41) gives the Nernst potential as,
V푁푒푟푛푠푡 =
−Δ퐺표
푛퐹
+
푅푢푇푎
푛퐹
ln
⎛⎝풳4,푎풳 127,푐
풳5,푎 푃
1
2
푐
⎞⎠ (5.44)
The activation loss is the energy consumed to drive the chemical reactions at the surface
of the electrode. It is highly non-linear but can be approximated by, [4],
V푎푐푡 =
푅푢푇푐
푛퐹
arcsinh
(
푖푐푒푙푙/퐴푐푒푙푙
퐽표
)
(5.45)
where the exchange current density, 퐽표, is considered to be a known constant. The area,
퐴푐푒푙푙, is not surface or cross-sectional area, but the total length and width of the cell. In a
discretized element 퐴푐푒푙푙 is the area of the element and 푖푐푒푙푙 is the current draw from that
element.
The ohmic loss, or resistance loss, comes from the resistance to the flow of electrons
through the electrode materials and interconnections as well as the resistance to the flow of
ions through the electrolyte. As suggested by its name, the voltage drop is found simply
summing the area specific resistances in Ohm’s law,
V표ℎ푚 =
푖푐푒푙푙
퐴푐푒푙푙
(Ω푎푛표푑푒 + Ω푐푎푡ℎ표푑푒 + Ω푒푙푒푐푡푟표푙푦푡푒 + Ω푖푛푡푒푟푐표푛푛푒푐푡) (5.46)
The resistance of each component is found from the geometry and resistivity, which is a
function of temperature given in [4]. The solid control volume temperature, 푇푠, is used
when finding the resistivity.
The concentration losses result from the reduction of the concentration of reactants near
the electrode as they are used up by the reaction. The voltage reduction from these losses
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is given by,
V푐표푛푐 = −푅푢푇푎
푛퐹
ln
(
1− 푖푐푒푙푙/퐴푐푒푙푙
퐽푙푖푚
)
(5.47)
where 퐽푙푖푚 is assumed to be a known constant that represents the theoretical limiting current
density achieved if the fuel is consumed at the maximum rate. Plugging Eqs.(5.44), (5.45),
(5.46), and (5.47) back into Eq.(5.39), the cell voltage can be easily calculated.
5.9 Condenser
The SOFC residuum consists of unused, unreformed fuel, water vapor and oxygen. This
mixture is combusted in the burner to release heat used to for producing useful work
through the Stirling engine. The fuel thus combusted must be free of water vapor. The
condenser serves the purpose of liquifying the unused steam. The steam is liquified and
drained out through the condenser leaving behind a mixture of gases ready for combustion.
Surface condensation and drop fall condensation have been modeled based on temperature
of the resident water vapor,[65]. Figure 5.13 shows the difference between the types of
condensation. It has been assumed that the temperature decrease in the condenser results
only in the condensation of water vapor and not JP-8 vapors. Thus, all the properties cal-
culated or estimated via the condenser take into account only those associated with liquid
water and water vapor. Other liquid species do not effect the dynamics of the system.
Condensed Water
Surface Condensation
Drop Falling Condensation
Figure 5.13: Types of Condensation implemented
The condenser has been modeled as a non-reactive control volume, taking into account,
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the phase change of water vapor to water. One gas control volume and one solid control
volume were needed to model the condenser. The model is not discretized as it does not
form the core part of the research done for this thesis. The gas volume represents the fluid
flow through the component while the solid volume constitutes the solid structures that the
condenser is made up of. Figure 5.14 depicts the heat transfer network in the condenser.
Gas Control Volume
Solid Walls
Exhaust Flow to 
Burner
Anode Flow
Heat Transfer
Solid Volume
h
Figure 5.14: Heat Transfer Network for the Condenser
The mass balance and energy balance equations implemented in this model are simi-
lar to those presented for the mixer model. However, condensation rates are included to
account for the state changes taking place.
Rate of Condensation: The gas control volume temperature serves as the criteria for
choosing one of the above mentioned condensation processes. This can be explained as
follows:
If 푇퐶푉 > 푇푠푎푡 at control volume temperature, then surface condensation is assumed to
be prevalent, whose rate can be found as:
푅푐표푛푑푠,1 = 푘푐표푛푑푠,1(푝푣푎푝 − 푝푠푎푡,푇퐶푉 ) (5.48)
where 푅푐표푛푑푠 is the rate of condensation, 푘푐표푛푑푠,1 is the rate constant, 푝푣푎푝 is the vapor
pressure and 푝푠푎푡,푇퐶푉 is the pressure at control volume temperature.
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If 푇퐶푉 ≤ 푇푠푎푡 at control volume temperature, then drop-falling condensation is assumed
to be prevalent, whose rate can be found as:
푅푐표푛푑푠,2 = 푘푐표푛푑푠,2(1−푋) (5.49)
where 푋 is the vapor fraction given by:
푋 =
푋푣푎푝
푋푣푎푝 +푋푙푖푞
(5.50)
Energy and Mass Balance: Taking these two phenomenon into consideration, the
energy balance is modified as follows:
푁퐶푉,푚푖푥푇˙ = ℎ푖푛 + 푄˙− ℎ표 (5.51)
where the both the inlet and outlet enthalpy of the liquid species are calculated as fol-
lows:
ℎ푙 = ℎ푖푔푇퐶푉 − ℎ푣푎푝푇퐶푉 (5.52)
Here, the liquid enthalpy is calculated by subtracting the enthalpy of vaporization from the
ideal gas (푖푔) enthalpy of that species which, in turn, are calculated using the temperature
dependent polynomial expressions.
The mass balance equations have to take into consideration the two types of conden-
sation effects. They have been implemented by including the rates of condensation as
follows:
푁풳˙푔 = 푁˙푖푛풳푔,푖푛 − 푁˙표풳푔 − 푟푐표푛푑푠,1 − 푟푐표푛푑푠,2 (5.53)
푁풳˙푙 = 푁˙푖푛풳푙,푖푛 − 푁˙표풳푙 + 푟푐표푛푑푠,1 + 푟푐표푛푑푠,2 (5.54)
where Eq. (5.53) pertains to species in gas phase and Eq. (5.54) to the liquid phase species.
It is evident here that the two types of condensation have been implemented in such a way
that the mass transfers between the liquid and gas phases are taken into account.
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Chapter 6
Simulation Results
The Hybrid SOFC configuration explained in section 1.5, was modeled as described in
Chapter (5). Simulations were conducted to obtain insights into the behavioral tendency
of the system on a qualitative level. As the model has been based on a phenomenologi-
cal perspective, the parameters used for the simulations are reasonable estimates of actual
physical quantities, and not necessarily represent a physical system. Component-wise data
gathered from such simulations is presented in this section. All the results that will be
presented in the following sections have been obtained from 2000s simulations of the as-
sembled system. Temperature, pressure and molar fraction variation of involved species in
the component control volumes will be presented for each component.
6.1 Mixer
Fig.(6.1[b],[c]), show the variation in the liquid and vapor molar fraction for the three
components of JP-8. These three species are in liquid state on their entry into the mixer.
The steam that is injected into the mixer from the boiler is at a higher temperature than the
air or fuel which are at room temperature(298K). This results in vaporization of the liquid
fuel. It has to be noted that vaporization only begins with the influx of steam at around 200s.
The lighter of the three hydrocarbon compounds, 퐶7퐻8, vaporizes completely, whereas the
heavier components, 퐶16퐻34 and 퐶13퐻28 are partially vaporized.
The variation in temperature and pressure is also affected by the steam temperature.
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Figure 6.1: Mixer Results
Fig.(6.1[a]) shows that the temperature increases slightly once the steam influx starts. How-
ever, the rise in temperature is not significantly higher than the original temperature. Pres-
sure, follows the course of temperature and varies according to the steam influx. Fig(6.1[d])
shows the variation of pressure with time.
6.2 ATR
Figs. (6.2[a]) and (6.3) show the distributions of reformed gas (products) temperature and
concentrations of 퐻2, 퐶푂, 퐶푂2, 푂2 and steam versus time from the initial state respec-
tively. The results show that during the first 10min of the operation, the gas temperature
gradually increases with changing gas concentrations. Product gases, namely, 퐻2 and 퐶푂
also increase gradually over this period of time. It has to be noted that steam content is more
than the required amount. This is to avoid steam starvation in the ATR. 푂2 is completely
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consumed during the first 10min of operation when the system is operating on TOX reac-
tions. Steam influx and its effects on the concentration of product gases can be seen in the
figures. After the first 10 mins of operation the ATR temperatures, product concentrations
and pressures settle down, i.e., the system has reached steady state.
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Figure 6.2: ATR Results
Conclusions, similar to those from mixer results, can be drawn from the liquid and va-
por effluence plots shown in Fig(6.2[c] and [d]) respectively. The lighter component of JP-
8 vaporizes first while the heavier components are subsequently vaporized and reformed.
The large number of oscillations in the vapor species molar fractions can be attributed to
the fact that the liquid species are vaporized very rapidly. First part of the liquid builds up
in the control volume as it flows in and then gets vaporized. Thus rise and fall in the vapor
concentrations can be seen. All the liquid components almost disappear after the first few
minutes of operation. Thus, only gaseous species participate in the post light-off regime.
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Figure 6.3: ATR Residuum Efflux
6.3 Boiler
The boiler model in conjunction with the water pump model was tested. A closed loop
control was implemented to control the inflow of the water supplied by the pump based
on the volume of the water flowing out of the pump and into the boiler. This control loop
helped to maintain a consistent level of water in the boiler. The results of this combination
are shown in Fig.(6.4).
Two phenomenon were to be captured by the boiler model- boiling and vapourization.
Vapourization occurs when the temperature of the water is less than the boiling point of
water. Once the water in the boiler reaches its boiling point, the boiling phenomenon
dominates the vapourization phenomenon. This can be observed from the plots in Fig.(6.4).
The heat required for this operation is supplied by the ATR exhaust gases. Subplot [a] from
Fig.(6.4) shows the variation in the liquid temperature. The temperature rises gradually till
it reaches the boiling point of water at 373퐾 and then stabilizes to a constant value in the
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Figure 6.4: Boiler Simulation Results
super heated steam region. Subplot [b] shows the liquid to gas mass transfer. Notice that
there is negligible mass transfer till time, 푡 = 200푠. At this time, water reaches its boiling
point which can be seen from subplot [a]. The mass transfers from the liquid to gaseous
phase at this point and stabilizes as the temperature of the liquid stabilizes. Subplot [c]
shows the command signal that drives the water pump. It has a maximum value of 100
where the pump delivers water at its full capacity. As the water in the boiler reaches its
boiling point, there is a steep rise in the command signal value. This delivers more water to
the boiler to compensate for the quantity that is boiled and thus, maintains a constant level
of water in the boiler. Subplot [e] shows this process being implemented. It indicates that
the liquid level in the boiler is being controlled according to the control signal. Subplot [d]
shows the molar flow out of the steam. A negligible amount of steam is produced before the
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boiling point is attained. Once the water reaches the boiling point, due to the mass transfer
from the liquid to the gaseous phase, the outflow of steam also increases. It finally settles
down to a steady state value as the temperature of the water reaches a steady state. Subplot
[f] describes the variation in the steam temperature. The temperature increases steeply once
the water attains boiling point and then gradually settles down to a steady state value.
6.4 SOFC
Temperature and pressure trend curves were generated from the model and shown in Fig.(6.5).
The temperature and pressure plots for both the anode and cathode are demonstrate the
necessary system condition that have to be prevalent. The temperatures of the anode and
cathode reach 1080K (6.5[a]) and 990K (6.5[c]) respectively, at around 1500s when current
of 15A is drawn from the system through an external load. In both cases the temperatures
exhibited by the SOFC lie with the typical range.
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Figure 6.5: Simulation Results for SOFC
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This leads to an increase of the anode temperature due to the exothermic electrochemi-
cal reaction occurring there. When the reaction rates speed up to accommodate an increased
current demand, the heat generated also increases. The heat is conducted through the elec-
trolyte to the cathode, leading to a rise in cathode temperatures. The pressure of the system
(6.5[b], [d]) stays slightly above atmospheric pressure through out the simulation period.
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Figure 6.6: Anode and Cathode Residuum for SOFC
Fig.(6.6[a], [b]) show the variation in the molar fractions of the participant species in the
anode and cathode respectively. Once current is drawn from the system, the steam content
increases due to the electrochemical reaction. Also, a decrease can be seen in the amount
of hydrogen (Fig.(6.6[a])) and oxygen (Fig.(6.6[b])), as these two species are consumed in
the electrochemical reaction. Oxygen in the anode is maintained at a minimum(near zero)
as any oxidation reaction occurring in the anode might damage it permanently. Carbon
Dioxide and Carbon Monoxide are formed as a result of internal reforming reaction taking
place in the SOFC anode. Any methane formed as an intermediate species due to internal
reforming reaction is also consumed to further generate hydrogen.
Fig.(6.7) shows the variation in the voltage of a single in the stack. The stack consists
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Figure 6.7: Cell Voltage variation for SOFC
of 30 cells in all and the simulation has been carried out based on the theory presented in
section 5.8. On current draw, the voltage of the cells drops. This is attributed to significant
increase of the loss factors, V푎푐푡 and V푐표푛푐 in Eq.(5.39). Temperature increase leads to this
increase. Typical cell voltages for an SOFC fall in the range of 0.6V to 0.8V depending
on the current draw [73]. The cell voltage obtained from this simulation, 0.72V, lies well
within this range.
6.5 Condenser
The primary function of the condenser is to distill the SOFC exhaust, by removal of wa-
ter vapor, to allow combustion of the thereby residual fuel in the burner. Fig.(6.5) show
the results obtained from simulations. The inlet flow show in subplot[a] contains large
amounts of steam formed as a result of the SOFC electrochemical reactions. The anode
heat exchanger reduces the temperature of the SOFC exhaust, however, the reduction is not
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sufficient for condensing the entire water vapor present in the flow. The exhaust flow of
the condenser, Fig.(6.5[c]), depicts the change in state of water. 90% of the residual water
vapor is condensed and drained out from the condenser. This results in an oxidizable flow
that is directed to the burner.
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Figure 6.8: Simulation results for Condenser
The temperature and pressure are presented in subplot [b] and [d] respectively. The
temperature, 350K at steady state, is slightly lower than the boiling point of water under
prevent condition. An increase of temperature, resulting in an increase in the water vapor
content in the exhaust flow, (refer subplot[c]), is an affect of temperature increase due to
current drawn from the SOFC stack. The pressure plot shows that, at steady state, the
pressure remains constant at near atmospheric pressure.
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6.6 Burner
The steam-free flow from the condenser undergo instantaneous combustion in the burner.
The gases that can be oxidized, 퐶퐻4, 퐶푂, 퐻2 and the liquid and gaseous components of
JP-8, are consumed completely in the combustion reactions, provided enough 푂2 is avail-
able, to form 퐶푂2 and 퐻2푂. The rate of these reaction is dictated by the rate of flow of
these gases into the combuster. The oxygen necessary for combustion is provided through
exhaust flow of the SOFC cathode. Figure (6.9) shows the temperature and pressure vari-
ation in the burner control volume. During the initial 200s of operation temperature rises
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Figure 6.9: Simulation results for the Burner
rapidly. At 200s the boiler steam efflux begins, leading to reforming reactions in both ATR
and SOFC. The temperature drop thereof is due to reduction in available fuel for consump-
tion as more fuel gets internally reformed in the SOFC. This can also be perceived from
Fig.(6.10) where 퐶퐻4, 퐶푂 and 푂2 levels drop after 200s. The temperature then reduces
and settles to a steady state value of around 1170K. The drop in from this temperature at
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1500s is due to current drawn from the SOFC which accelerates the electrochemical re-
action of 퐻2 and 푂2 leading to decrease in the available oxygen. The constituents of the
burner exhaust flow are shown in Fig(6.10). As expected, 퐶푂2 and 퐻2푂 form majority
of the exhaust flow. Some hydrogen and carbon monoxide can be found as they are not
oxidized due to sub-stoichiometric availability of oxygen.
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Figure 6.10: Burner Residuum Efflux
6.7 Stirling Engine
The burner exhaust carries large amounts of thermal energy. This is utilized in the bottom-
ing cycle component, Stirling engine. Since the Stirling engine is modeled based on an
ideal stirling cycle, mechanical loses are not accounted for. Results obtained from simula-
tion for the stirling are presented in Fig. (6.11). The output power plot follows the burner
exhaust temperature plot as it is the heat source. A power output of around 35-40kW could
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be obtained from the engine under steady state conditions.
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Figure 6.11: Power Output of the Stirling Engine
6.8 Boiler Validation Results
The boiler model was validated against experimental data to check its fidelity in steady state
operation mode. A stand alone boiler model was simulated for this purpose. The start up
transients were first allowed to settle down before the input power to the boiler, which is the
temperature of the boiler hot side, was varied to match the experimental results presented
by Leva et al. in [65]. It has to be noted that only qualitative validation has been carried
out here as the boiler model presented in [65] is for industrial purposes while the model
considered in this thesis is of laboratory dimensions. Also, a simplistic approximation of
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the boiler which excludes the risers, valves and down comers has been modeled as per the
requirements of this thesis. A similar model was not found in literature to our knowledge.
Thus, the properties of the boiler drum alone have been validated against the same found
in literature. Hence these results need to treated with a qualitative perspective. Figures
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Figure 6.12: Boiler Validation Results
6.12 and 6.13 show the comparison between experimental results found in [65] and those
obtained through simulation. For the experimental setup, the power input was electrical
power (shown in plots 6.12 and 6.13 [a]), whereas, for the simulation temperature of the
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hot side gases was treated as the input power. In Fig. (6.12) the electric power and the
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Figure 6.13: Boiler Validation Results
temperature inputs were stepped down whereas they were stepped up in Fig. (6.13). Plots
6.12[b] and 6.13[b] show the variation in the drum pressure after the input power was
varied. Plots 6.12[c] and 6.13[c] flow rate of steam at the exit of the boiler drum.
The plots generated through simulation seem to have the same directional tendency as
that of the experimental results.
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Since numerous components have modeled most of which are complex dealing with
chemical aspects of the system, a well organized scheme is necessary to maintain error-
free use and reuse of the hierarchical libraries generated. Detailed description of the chief
advantages of this organized scheme is put forth in the chapter 7.
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Chapter 7
Implementation
The mathematical models developed for describing the SOFC systems are far too complex
to solve by hand in a timely fashion. To implement the model in a usable form it must
be programmed into a computer based solver which can run simulations of the system
with various inputs over time and provide the dynamic results for later analysis. Also,
to facilitate future growth of the research program and allow more versatile use of the
models, a model management scheme has been developed to organize the implementation
and development.
7.1 Model Management
A broad goal of this thesis is to develop predictive capabilities for a variety of energy
systems that will be incorporated into novel system level control paradigms. These predic-
tive capabilities will be built through model-based analysis. In particular, high resolution
control-oriented models will form the basis of such analysis. Over time, the research aims
to encompass a broad range of distributed energy resources. Therefore, the modeling ef-
fort is expected to be significant, giving rise to a plethora of models for energy systems
such as fuel cells, wind turbines, photovoltaic systems, gas power cycles such as Sterling
engines, micro-turbines, CHP systems, etc. With this forethought, a structured approach to
model development has been adopted. Specifically, in contrast to building isolated mod-
els of individual energy systems, the approach develops an architecture comprising of a
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hierarchical arrangement of model libraries. On a smaller scale, looking only at SOFC sys-
tems the architecture supports simulations with multiple fuels, varying fuel quality and air
contaminants, different reformer and stack technologies, different component layouts, and
varying physical properties and dimensions; while minimizing the effort required to switch
between the different scenarios mentioned above.
The salient features of this structured approach for modeling SOFC systems are ex-
plained below and illustrated in Fig. 7.1.
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Figure 7.1: Approach to Heirarchical Library Development
7.1.1 Hierarchical Libraries
As shown in Fig. 7.1, at each level of the hierarchy, models are built by instantiating models
from lower levels. Fundamental mathematical calculations are carried out at the lower
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levels of the hierarchy, and at higher levels, assembly models are predominant. Higher
level models (such as those in the unit-reformer library in Fig. 7.1) have a greater physical
significance since they represent physical components.
7.1.2 Model Reuse
This feature allows multiple instantiations of the same model at different locations within
the model hierarchy. Model reuse is enhanced by parameterization. For example, a non-
reactive gas control volume model(show in Fig. (5.1)) can be used at multiple locations
within a model with different parameter values at different instantiations. Another exam-
ple is shown in Fig. 7.2, which is a snapshot of a reactive control volume model. Here,
species enthalpies are calculated in parameterized instantiations of one generic enthalpy
computation subroutine.
7.1.3 Modularity
This feature implies that a dynamic behavior in a model is realized by an assembly of inter-
connected modules, each of which performs specific operations. Modularity is pervasive
in the model architecture. At any hierarchical level, a module is essentially a model that
has been instantiated from a lower level library, as indicated in Fig. 7.2. Modularity is par-
ticularly useful in model organization and simplifies structural complexity. For instance,
the only difference between a reactive and a non-reactive gas control volume model is that
a reaction kinetics subsystem is replaced by a null-vector in the non-reactive volume, Fig.
7.2.
7.1.4 Uniform Bus Structure
In the higher level libraries the modules transmit data relating to mixed gas flows via a
multi-element vector signal, wherein each element represents a different molecule type.
Operations can be performed element-wise on an entire vector, or as shown in the enthalpy
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Figure 7.2: Sample Reactive Control Volume Model
calculation in Fig. 7.3, a lower level module may break up the vector to perform a param-
eterized operation on each element individually. The content and signal sequence of the
bus is maintained uniformly throughout the model to allow simple integration of various
modules.
7.1.5 Resolution and Flexibility
Spatial resolution of simulation results can be conveniently increased by switching between
lumped and discretized models at the component levels of the hierarchy, as indicated in
Fig. 7.1. Discretized models consist of multiple interconnected instantiations of lumped
models. The model architecture also allows flexibility of simulations by permitting easy
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switching between different versions of the same model. For instance, one could use a
simplified version of a non-reactive control volume model where individual species mass
balance equations are excluded, Fig. 7.1. Such flexibility can be useful when the reduction
of computational load is of paramount importance.
7.1.6 Expedient Storage
The model hierarchy results in efficient model storage since model instantiations are stored
as library links only. In addition, model management is facilitated by maintaining four
distinct storage categories, namely,
∙ Model libraries, where the model hierarchy is stored,
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∙ Data Storage, where parameter values, physical property data, etc. are stored in
separate databases, each corresponding to specific component models,
∙ Initialization scripts, where conditions for initialization of the model are managed,
∙ Test models, where model compilation and simulations are carried out.
7.2 MATLABⓇ / SimulinkⓇ
MATLABⓇ / SimulinkⓇ provides a convenient way to implement the models and the model
management structure described above. The approach, by design, incorporates several
concepts of Object Oriented Programming, which can be implemented utilizing features
available in the MATLABⓇ / SimulinkⓇ modeling environment. In particular, user-created
libraries and subsystems lend themselves to the hierarchical library approach. MATLABⓇ
m-files are used to store parameters and initialization scripts separate from the models.
The graphical SimulinkⓇ interface allows component subsystems to be assembled into full
systems in an intuitive way, that is simple to rearrange without disturbing the rest of the
model.
The environment is also versatile as it allows embedding programs written in other lan-
guages such as C, C++, FORTRAN, etc. into SimulinkⓇ using S-functions. Additionally,
a system model can be compiled and run with constant time steps on a real-time processor
to provide a simulation that interfaces with physical hardware components.
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Chapter 8
Conclusions and Future Work
This thesis has been laid out to provide a preliminary platform for mathematical modeling
and simulating start ups of hybrid SOFC systems which use heavy hydrocarbons as fuel
input to the external reformer. The system has been built around previous models of exter-
nal reformer technologies, different types of SOFC configurations and turbomachinery and
bottoming cycles components developed in the HySES lab at RIT. A detailed outline of the
modeling principles adopted throughout the model has been presented in chapter 2. Mod-
eling, based on these principles, of each of the components that constitute the system, has
been discussed in detail through chapter 5 and the simulation results have been presented in
chapter 6. Due to the lack of published experimental data the results have been treated from
a qualitative standpoint. However, one of the most important components of the system,
the ATR, has been validated against published data and the results have been found to be
sufficiently accurate. Two major improvements over the previous models developed at Hy-
SES lab were applied to the models that form a part of this thesis. These are, incorporating
phase change phenomenon and capability of handling start-up simulations. In addition a
heavy hydrocarbon fuel JP-8, has been modeled. Although published experimental data is
not available to model JP-8 accurately, the frame work of the models has been laid out in
such a way that in future if published data is accessible, it can be integrated into the model
with relative ease.
Three different dynamics are observed in the results: pressure, temperature, and chem-
ical. The pressure dynamics of the system have been observed to be extremely fast. The
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transient period lies in the range of 450 to 550s. In contrast, the temperature dynamics are
slow dictating the start up time necessary for the system to attain actual working conditions.
Because of varied speed of the transients the length of time steps used for simulation had
to be reduced in order to prevent errors in numerical integration blocks. Thus, quantities
whose transients vary faster are recorded at higher resolution minimizing errors. The chem-
ical transients have been observed to follow the temperature profile throughout the model.
Since temperature transients seem to govern the settling time of the system, it may be possi-
ble to neglect the pressure effects with minimal error. Moreover, the whole system operates
at near atmospheric pressure. Although, higher pressures have been observed during the
first few minutes of operation, moderate pressures have been recorded for majority of the
simulations time. The results show that all the important phenomena that were supposed to
be recorded by the simulations are being captured. Since the model is phenomenological,
more stress was laid on capturing the process as a whole rather that trying to capture the
individual intricacies involved.
A major step forward from the current status of this research work is to model chemical
kinetics of JP-8 based on actual experimental data. This can only be possible if experimen-
tal data is published or an ATR-SOFC system can be purchased for the lab. More complex
models can be created for components like the boiler, but such models can considerably
attenuate the capability of the model to work with real time hardware-in-loop analysis.
More detailed analysis of the transient behavior can also form a part of the future work
from the HySES lab. At this point, quantifying all the results can lead to no conclusions
that can assist in shedding any light on the dynamics of an actual physical system. Many
parameters in the model are simply best guesses, but without actual specifications or ex-
perimental data, they cannot be confirmed. Another exciting extension of this work that is
already being put into practice in the HySES lab is the development of control strategies.
Comparatively less complicated system model of an SOFC is being run on a real-time
processor to operate as a virtual fuel cell and integrate with actual power electronics for
studying hybrid control theories.
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Appendix
The following tables present the parameters used in the simulations which generated the
results shown in Chapter 6. Additionally, gas species properties were calculated using
formulas and coefficients given in [35, 64, 68, 71].
Table 1: Planar Fuel Cell Geometry and Properties
Description Value Units Reference
Number of Cells, 풩푐푒푙푙 30 [n/a] 푎
Number of Discrete Elements 1 [n/a] 푎
Cell Length 0.1 m [74]
Cell Area 0.01 m2 [74]
Anode Thickness 1×10−4 m [4]
Cathode Thickness 7×10−4 m [4]
Electrolyte Thickness 4×10−5 m [4]
Interconnect Thickness 4×10−5 m [4]
Anode Volume 2×10−5 m3 [75]
Cathode Volume 2×10−5 m3 [75]
Anode Flow Constant 0.002 [n/a] 푏
Cathode Flow Constant 0.005 kg/(s⋅ Pa) 푏
Convective Heat Transfer Coefficient, ℎ푐표푛푣 50 W/(m2K) [75]
Conductive Heat Transfer Coefficient, 푘푐표푛푑 6 W/(m⋅K) [75]
Convective Heat Transfer Area, 퐴푐표푛푣 0.01 m2 푐
Conductive Heat Transfer Area, 퐴푐표푛푑 8.8×10−5 m2 푐
Solid Volume Density 1500 kg/m3 [75]
Solid Volume Specific Heat Capacity, 퐶푠 800 J/(kg⋅K) [75]
Catalyst Mass 2×10−5 kg [19]푑
Exchange Current Density, 퐽표 2000 A/m2 [4]
Limiting Current Density, 퐽푙푖푚 8000 A/m2 [74, 75]
푎 chosen arbitrarily
푏 tuned to match physical phenomena
푐 calculated from other geometry parameters
푑 value estimated from this reference
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Table 2: ATR Physical and Thermophysical Properties
Description Value Units Reference
Number of Discrete Elements 1 [n/a] 푎
Reformer Length 0.35 m [44]
Reformer Diameter 0.06 m [44]
Reformer Volume 9.8960×10−4 m3 푐
Reformer Flow Constant 0.015 [n/a] 푏
Convective Heat Transfer Coefficient, ℎ푐표푛푣 100 W/(m2K) [44]푑
Conductive Heat Transfer Coefficient, ℎ푐표푛푑 18 W/(m⋅K) [44]푑
Convective Heat Transfer Area, 퐴푐표푛푣 0.066 m2 푐
Conductive Heat Transfer Area, 퐴푐표푛푑 0.0028 m2 푐
Catalyst Bulk Density 550 kg/m3 [44]푑
Solid Volume Specific Heat Capacity, 퐶푠 880 J/(kg⋅K) 푏
Catalyst Mass 0.0001 kg [44]푑
푎 chosen arbitrarily
푏 tuned to match physical phenomena
푐 calculated from other geometry parameters
푑 value estimated from this reference
Table 3: Burner Physical and Thermophysical Properties
Description Value Units Reference
Length 0.15 m 푎
Combustion Volume 4.2412 × 10−4 m3 푎,푐
Combustion Flow Constant 0.08 [n/a] 푏
Convective Heat Transfer Coefficient 100 W/(m2K) [75]푑
Convective Heat Transfer Area, 퐴푐표푛푣 0.02827 m2 푐
Conductive Heat Transfer Area, 퐴푐표푛푑 0.0028 m2 푐
Solid Volume Density 3970 kg/m3 [35]푑
Solid Volume Specific Heat Capacity, 퐶푠 765 J/(kg⋅K) [35]푑
푎 chosen arbitrarily
푏 tuned to match physical phenomena
푐 calculated from other geometry parameters
푑 value estimated from this reference
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Table 4: Boiler Physical and Thermophysical Properties
Description Value Units Reference
Length 0.15 m 푎
Outer Diameter 0.06 m 푎
Inner Diameter 0.03 m 푎
Thickness 0.0015 m 푎
Solid Volume Density 7859 kg/m3 [35, 76]
Solid Mass 0.4162 kg 푎,푏,푐
Hot Side Volume 3.1809 × 10 −4 m3 푐
Hot Side Flow Constant 0.01 [n/a] 푏
Convective area (hot side and solid) 0.0141 m2 푐
Convective area (liquid and solid) 0.0071 m2 푐
Convective area (vapor and solid) 0.0071 m2 푐
Convective area (liquid and vapor) 7.0686× 10−4 m2 푐
Convective Heat Transfer Coefficient 100 W/(m2K) [75]
Solid Volume Specific Heat Capacity, 퐶푠 480 J/(kg⋅K) [35]
Specific Heat Capacity of water, 퐶푠 4181 J/(kg⋅K) [35]
Vapor subvolume flow constant 0.01 [n/a] 푏
푎 chosen arbitrarily
푏 tuned to match physical phenomena
푐 calculated from other geometry parameters
푑 value estimated from this reference
Table 5: Pump, Stirling Engine, Condenser & Mixer Properties
Description Value Units Reference
Mixer Volume 0.001 m3 푐
Mixer Flow Constant 0.01 [n/a] 푏
Pump Nominal Speed, 휔표 3600 rad/s [2]
Pump Time Constant 0.3 s [2]
Stirling Engine Compression Ratio 1/6 no units [69, 70]
Condenser Volume .005 m3 푎
Condenser Flow Constant 0.01 [n/a] 푏
Condenser Conductive Heat Transfer Coefficient 50 W/(m⋅K) 푏
푎 chosen arbitrarily
푏 tuned to match physical phenomena
푐 calculated from other geometry parameters
푑 value estimated from this reference
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Table 6: Heat Exchanger Physical and Thermophysical Properties
Description Value Units Reference
HEX Length 0.35 m 푎
HEX Outer Diameter 0.05 m 푎
HEX Inner Diameter 0.03 m 푎
HEX Thickness 0.002 m 푎
HEX Hotside Volume 4.3982×10−4 m3 푐
HEX Hotside Flow Constant 0.1 [n/a] 푏
HEX Coldside Volume 2.474×10−4 m3 푐
HEX Coldside Flow Constant 0.01 [n/a] 푏
Convective Heat Transfer Coefficient 100 W/(m2K) [75]
Conductive Heat Transfer Coefficient 19 W/(m⋅K) [75]
Convective Heat Transfer Area, 퐴푐표푛푣 0.033 m2 푐
Conductive Heat Transfer Area, 퐴푐표푛푑 9.1106×10−4 m2 푐
Solid Volume Density 7800 kg/m3 [35]
Solid Volume Specific Heat Capacity, 퐶푠 880 J/(kg⋅K) [35]
Solid Mass 0.2487 kg [19]푑
푎 chosen arbitrarily
푏 tuned to match physical phenomena
푐 calculated from other geometry parameters
푑 value estimated from this reference
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