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Abstract
In this thesis, we show that single-petaled K-types and quasi-single-petaled K-types
for reductive Lie groups generalize petite K-types for split groups. First, we prove
that a Weyl group algebra element represents the action of the long intertwining
operator for each single-petaled K-type, and then we demonstrate that a Weyl group
algebra element represents a part of the long intertwining operator for each quasi-
single-petaled K-type. We classify irreducible Weyl group representations realized
by quasi-single-petaled K-types for classical groups. This work proves that every
irreducible Weyl group representation is realized by quasi-single-petaled K-types for
SL(n,C), SL(n,R), SU(m,n), SO(m,n), and Sp(n,R).
Thesis Supervisor: David A. Vogan, Jr.
Title: Professor of Mathematics
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Chapter 1
Introduction
In unitary representation theory, the classification of irreducible unitary representa-
tions has been a popular area of research. One of the natural motivations to study
unitary representations lies in harmonic analysis. If a reductive Lie group G acts
on a space X, it is often possible to prove abstractly that there is a direct integral
decomposition of L2(X) into irreducible unitary representations, even though finding
such a decomposition explicitly is difficult. Unitary representations have been ac-
tively studied for the last several decades. For compact G, the Peter-Weyl theorem
proves that all irreducible unitary representations are finite dimensional and they
decompose L2(G) [17]. For noncompact G, the irreducible unitary representations
are generally infinite dimensional, and the situation is much more complicated. For
reductive G, Harish-Chandra proved that L2(G) could be decomposed using only the
tempered unitary representations, which are completely classified [22]; but for other
homogeneous spaces, like conjugacy classes in G, this is no longer true. We would
therefore like to understand all irreducible unitary representations.
This thesis contributes to expanding the previously known list of correspondences
between the irreducible representations of the Weyl group and the maximal compact
subgroup for classical groups. We can use the expanded list for the classification
of unitary representations. As a corollary, this work confirms the relation between
unitarity in the real setting and unitarity in the p-adic setting for split groups. (cf. [5])
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In Chapter 2, we explore the previous research in unitary representation theory.
We can reduce the classification of irreducible unitary representations to the following
situation thanks to the theorems of Harish-Chandra [16]:
• Every irreducible unitary representation is admissible, so it is enough to check
unitarity for irreducible admissible representations.
• Irreducible admissible representations are classified as the Langlands quotients
of principal series representations.
A general principal series representation depends on many parameters, but for spher-
ical representations, we can simplify the parameters significantly. Here, a spherical
representation is a representation with a copy of the trivial representation of the
maximal compact subgroup K.
• For the spherical case, the Langlands quotient is the unique irreducible spherical
quotient of the principal series representation I(ν) indexed by just one param-
eter. This parameter ν is a complex-valued linear functional on the real Cartan
subspace a. The Langlands quotient is uniquely determined, so we may write
it as J(ν) [16].
• The problem of deciding whether J(ν) is unitary or not can be reduced to the
case when ν is a real-valued linear functional [16].
The remaining question is to find out which J(ν) is unitary for real ν. Harish-
Chandra proved that an irreducible admissible representation is unitary when we have
an invariant positive definite Hermitian form on it [16][25]. The invariant Hermitian
form is represented by a linear operator from I(ν) to I(ω0(ν)), which is called the
long intertwining operator [19][20][21]. Here, ω0 is the longest Weyl group element.
Then, J(ν) is unitary if and only if the corresponding long intertwining operator
A(ν) : I(ν)→ I(ω0(ν))
12
is positive semi-definite. We may pass the long intertwining operator A(ν) to the
operator
Aφ(ν) : HomK(φ, I(ν))→ HomK(φ, I(ω0(ν)))
for an irreducible representation of K, φ. Irreducible representations of K are also
called K-types. The operator A(ν) is positive semi-definite if and only if Aφ(ν) is
positive semi-definite for all K-types φ. Using Frobenius reciprocity, we can regard
Aφ(ν) as a linear operator on the M -fixed vectors of φ, where M is subgroup of K
that centralizes a. In this way, the long intertwining operator can be considered as
a linear operator on the M -fixed vectors of each K-type. If this linear operator is
not positive semi-definite, then the long intertwining operator fails to be positive
semi-definite, and therefore, J(ν) is not unitary. We will call these calculations non-
unitarity tests using K-types. On the other hand, the Weyl group W acts on
V Mφ , the M -fixed vectors of φ. We can write Aφ(ν) as a Weyl group algebra element
Aω0(ν) acting on V
M
φ for some special K-types. The main technique is to decompose
the long intertwining operator into the composition of simpler intertwining operators
[10][26][16]. If the representation of W , τ , is realized on the M -fixed vectors of the
special K-type φ, then τ(Aω0(ν)) appears in the long intertwining operator on V
M
φ .
Irreducible representations ofW are also calledW -types. If τ(Aω0(ν)) is not positive
semi-definite, then the long intertwining operator fails to be positive semi-definite,
and J(ν) is not unitary. We will call these calculations non-unitarity tests using
W -types.
We can relate non-unitarity tests using K-types with non-unitarity tests using W -
types in this way, and we can pass the calculation to the setting of affine Hecke
algebra [5][2]. To ensure unitarity, an infinite number of tests using K-types have
to be conducted. However, we can check non-unitarity even with a finite number
of tests. Therefore, we can use W -types corresponding to the special K-types for
non-unitarity tests [2]. One family of these special K-types is petite K-types, and
some of W -types ↔ K-types correspondences have been studied [6][25]. This thesis
contributes to generalizing petite K-types and expanding the known list of correspon-
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dences.
In particular, W -type tests ensure unitarity in the p-adic setting for split GQp [4],
so W -types ↔ K-types correspondences reveal some information about the relation
between non-unitarity in the real setting and non-unitarity in the p-adic setting.
In Chapter 3, we introduce single-petaled K-types and explain how they gener-
alize petite K-types and how we can represent Aφ(ν) using a Weyl group algebra
element for single-petaled K-types φ. Let ∆ be the restricted root system for (g, a),
and let gα be the root space corresponding to α ∈ ∆. If α ∈ ∆ and 2α /∈ ∆, then we
call α reduced. Let ∆1 be the set of reduced roots.
Definition 1.1 A quasi-spherical K-type is a K-type with a nonzero M-fixed vec-
tor.
In [24], Oda defined an interesting family of K-types, which is called single-petaled
K-types, as the following.
Definition 1.2 For each simple root α, fix Xα, θXα, and Hα such that
Hα is the coroot of α
[Xα, θXα] = −Hα
Xα ∈ gα
Put Zα = Xα+ θXα. Then a quasi-spherical K-type (φ, Vφ) is single-petaled if and
only if
φ(Zα)(φ(Zα)
2 − 4)v = 01 , ∀v ∈ V Mφ , ∀α ∈ ∆1.
This family of K-types can play an interesting role in unitary representation theory:
it can be used to generalize petite K-types, for which we can construct a correspon-
dence between W -types and K-types for non-unitarity tests [2][25]. We explain how
1In [24], the single-petaled K-types are defined in a different way, which is equivalent to this one.
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single-petaledK-types generalize the petiteK-types. The definition of petiteK-types
is given below.
Definition 1.3 For each simple root α, we define a real rank one subalgebra gα gen-
erated by gnα for nonzero n. The real rank one subgroup G
α is the analytic subgroup
of G corresponding to gα, and Kα is the maximal compact subgroup of Gα.
Definition 1.4 Suppose that G is a split real group, and (φ, Vφ) is a K-type. Since
G is split, Gα is locally isomorphic to SL(2,R), and Kα to SO(2,R). Note that
irreducible representations of SO(2,R) are one-dimensional and they are indexed by
Z. Let
φ|Kα = φ1 ⊕ φ2 ⊕ . . .⊕ φk
be the decomposition of φ into irreducible representations of Kα for α ∈ φ1. We call
φ petite if φi is a character 0, ±1, ±2 of Kα for all α ∈ ∆1.
For a general rank one group Gα (when G is not split), the group Kα may not be
isomorphic to SO(2,R). For example, Kα is isomorphic to S(U(p− q + 1)×U(1)) if
G is SU(p, q) and α is a short reduced root. Nevertheless, Kostant gave a complete
list of the quasi-spherical Kα-types and calculated the long intertwining operator
on each of them [23]. As a consequence of his calculation, we show that the long
intertwining operator of Gα for Kα-type φ is given by a Weyl group algebra element
if φ is either the trivial representation or a subrepresentation of pαC. Here, we use the
Cartan decomposition
gα = kα ⊕ pα
corresponding to a fixed Cartan decomposition g = k ⊕ p. Note that pαC is the com-
plexification of pα.
We can write the long intertwining operator as a composition of simpler intertwin-
ing operators, which are the long intertwining operators of real rank one subgroups
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[10][26][16]. Therefore, we can represent the long intertwining operator using a Weyl
group algebra element for K-types satisfying the following condition. Since the long
intertwining operator action that matters is only on nonzero M -fixed vectors, this
condition, which is weaker than that of petite K-types, still works.
Condition 1.5 Let
φ|MKα = φ1 ⊕ φ2 ⊕ . . .⊕ φk
be the decomposition of φ into irreducible representations of MKα for α ∈ ∆1. If φi
has a nonzero M-fixed vector, then we require that φi|Kα is either the trivial repre-
sentation or the subrepresentation of (p ∩ gα)C for every reduced root α.
For real rank one groups, the single-petaled K-types are classified [24], and they are
the trivial K-type and a irreducible subrepresentation of K on pC. The definition of
the single-petaled K-type is given by the action of Zα ∈ kα, so a K-type φ is single-
petaled if and only if every irreducible quasi-spherical direct summand of φ|MKα is
restricted to the single-petaled Kα-types for all α ∈ ∆1. We obtain the following
theorem.
Theorem 1.6 Single-petaled K-types are the representations satisfying Condition 1.5.
We classify single-petaled K-types for SL(n,C) and SU(m,n) in 3.4.1 and 3.5.1 using
this theorem and the branching theorem 3.1.1.6 of Weyl [17]. We also calculate the
corresponding Weyl group representations in 3.4.2 and 3.5.2.
In Chapter 4, we generalize this argument and relate K-types and W -types for a
larger set of K-types, called quasi-single-petaled K-types, defined in [24].
Definition 1.7 Let (φ, Vφ) be a quasi-spherical K-type and define V
M
φ,single to be
{v ∈ V Mφ | φ(Zα)(φ(Zα)2 − 4)v = 0,∀α ∈ ∆1}.
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The K-type φ is called quasi-single-petaled if V Mφ,single 6= 0. We call an M-fixed
vector v single-petaled if v ∈ V Mφ,single.
A Weyl group representation is defined on the single-petaled M -fixed vectors of a
quasi-single-petaled K-type φ, and the action of the long intertwining operator sta-
bilizes the single-petaled M -fixed vectors.
Definition 1.8 A Weyl group representation ψ is called single-petaled (with respect
to G) if it appears in V Mφ,single for a quasi-single-petaled K-type (φ, V ).
Theorem 1.9 The long intertwining operator on V Mφ,single ⊂ V M ' HomK(φ, I(ν)) is
represented by a Weyl group algebra element Aω0(ν).
Suppose ψ appears in the Weyl group representation on V Mφ,single. If ψ(Aω0(ν)) has a
negative eigenvalue, the long intertwining operator on V Mφ,single is not positive semi-
definite. Therefore, the long intertwining operator on V Mφ is not positive definite. We
obtain the following theorem.
Theorem 1.10 if ψ is a single-petaled W -type and ψ(Aω0(ν)) has a negative eigen-
value, then J(ν) is not unitary.
We classify single-petaled W -types for classical groups case by case. The notation for
W -types is from [11] and 2.4.4.
Theorem 1.11 For the following groups, every W -type is single-petaled:
SL(n,C), SL(n,R), SU(p, q), SO(p, q), Sp(n,R).
Theorem 1.12 For the following groups, we give the lists of single-petaled W -types:
• G = SL(n,H), K = Sp(n), W = Sn:
ψλ is single-petaled
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⇐⇒ λ = (a1, a2, . . . , an)T satisfies a2 ≤ 2.
• G = Sp(m,n), K = Sp(m)× Sp(n), W = Sn n (Z/2Z)n:
ψ(λ,τ) is single-petaled
⇐⇒ τ = (1, 1, . . . , 1) and λT = (k1, k2, . . . , k|λ|) such that k1 ≤ 2
or τ = ∅ and λT = (k1, k2, . . . , k|λ|) such that k2 ≤ 2
• G = SO(2n+ 1,C), K = SO(2n+ 1), W ' Sn n (Z/2Z)n:
ψ(λ,τ) is single-petaled
⇐⇒ λ = (k) ` k, τ = (r, 1, 1, . . . , 1) ` n− k
• G = SO(2n,C), K = SO(2n), W ⊂ Sn n (Z/2Z)n:
ψ{λ,τ} is single-petaled for λ 6= τ
⇐⇒ λ = (k, 1, 1, . . . , 1), τ = (r)
or λ = (k, 1), τ = (r, 1)
ψ{λ,λ}I , ψ{λ,λ}II is single-petaled when n = 2m
⇐⇒ λ = (m) ` m
or λ = (m− 1, 1) ` m
• G = Sp(n,C), K = Sp(n) ' Sp(n,C) ∩ U(2n), W = Sn n (Z/2Z)n:
ψ(λ,τ) is single-petaled
⇐⇒ τ = ∅, λ = (k, 1, 1, . . . , 1)
or τ = (1), λ = (k1, k2, k3) such that 0 ≤ k2, k3 ≤ 1
or τ = (1, 1, . . . , 1), λ = (k1, k2) such that 0 ≤ k2 ≤ 1
• G = SO∗(2n), K = U(n), W = Sn n (Z/2Z)n:
ψ(λ,τ) is single-petaled
⇐⇒ λ = (k, 1, 1, . . . , 1), τ = (r)
or λ = (r), τ = (k, 1, 1, . . . , 1).
We confirm each single-petaled W -type by constructing a single-petaled M -fixed vec-
tor space that realizes the W -type.
In Chapter 5, we propose some future research.
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Chapter 2
Background
2.1 Irreducible Admissible Representations
2.1.1 Irreducible Admissible Representations
Let G be a reductive group with a fixed maximal compact group K. Note that K
may be disconnected. By K-types, we mean irreducible representations of K. The
irreducible representations of compact connected Lie groups are fully classified by
highest weight representations [17], and we denote the K-type with highest weight Λ
by φΛ.
Definition 2.1.1.1. An irreducible representation pi of G is admissible if
HomK(φ, pi)
is finite dimensional for every K-type φ.
If we restrict pi to K, then it is expressed as a direct sum of K-types. Admissibility
means that, for each K-type φ, only finite number of direct summands are equivalent
to φ. The admissibility condition is not a harsh condition to add when we study irre-
ducible unitary representations because of the following theorem of Harish-Chandra
[16].
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Theorem 2.1.1.2. Every irreducible unitary representation of a reductive Lie group
G is admissible.
Classifying irreducible unitary representations is an important problem in unitary
representation theory, and we only need to check the unitarity of irreducible admissible
representations thanks to the theorem above.
2.1.2 Principal Series Representations and Harish-Chandra
Subquotient Theorem
As a step toward classifying irreducible unitary representations, it is natural to ask
the classification of admissible irreducible representations. The answer is given by
Langlands: any irreducible admissible representation is an irreducible quotient of a
“principal series representation” [16]. In this subsection, we will describe the principal
series representations induced from the minimal parabolic subgroup. In general, a
principal series representation is induced from a parabolic subgroup, not necessarily
minimal. However, it is enough to study the principal series representations induced
from the minimal parabolic subgroup to describe the spherical case, which is our
interest. We will discuss the spherical case in 2.1.4.
Definition 2.1.2.1. An irreducible representation pi of G is called spherical if pi|K
has a copy of the trivial representation of K.
Let g be the Lie algebra of the reductive group G. Let us fix the Cartan involution θ
and the corresponding Cartan decomposition g = k⊕p. Note that k is the Lie algebra
of the maximal compact subgroup K. Let a be a fixed maximal abelian subalgebra
of p, and M the subgroup of K that centralizes a.
Definition 2.1.2.2. A K-type is called quasi-spherical if it has a nonzero M-fixed
vector.
Quasi-spherical K-types are useful when we study spherical unitary representations.
Using the abelian subalgebra a, we can obtain the restricted root space decomposition
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of g. The nonzero linear functional α on a is a restricted root if
gα = {X ∈ g | [a,X] = α(a)X for all a ∈ a}
is nonzero. Let ∆ be the set of restricted roots. If α ∈ ∆ and 2α /∈ ∆, then we call α
reduced. Let ∆1 be the set of reduced roots. The restricted root spaces gα together
with a and m span g, so we obtain the following restricted root decomposition of g
[17]:
g = m⊕ a⊕
⊕
α∈∆
gα.
We can choose simple restricted roots Π and corresponding positive restricted roots
∆+. The minimal parabolic subalgebra q corresponding to the set of simple roots Π
is
q = m⊕ a⊕
⊕
α∈∆+
gα.
The nilpotent Lie algebra
⊕
α∈∆+ gα is also denoted by n. The minimal parabolic
subgroup Q is the normalizer in G of the Lie algebra q. The minimal parabolic
subgroup Q has the decomposition [17]
Q =MAN
where A and N are analytic subgroups of G corresponding to the Lie subalgebras a
and n respectively. The subgroup N of Q is normal, and Q/N ' M × A. We can
construct a representation of Q = MAN which is trivial on N from representations
of M , A, and N :
δ is an irreducible unitary representation of M
ν is an element in dual of a
triv is the trivial representation of N .
From these representations, we can construct the representation of Q
δ ⊗ eν ⊗ triv
21
For ν in a∗, we can construct a corresponding character of A, eν such that
eν(exp(a)) = eν(a)
for a in a. Because exp is a bijective map from a to A, the equation above defines a
character of A. Now, we demonstrate two ways to describe principal series represen-
tations [16][25].
• Induced Picture: The principal series representation IQ(δ, ν) is induced from
the representation δ ⊗ eν ⊗ triv of the minimal parabolic subgroup in the following
way.
IQ(δ, ν) = Ind
G
Q=MAN(δ ⊗ eν ⊗ triv).
Here, the representation space is the following Hilbert space:
HQ(δ, ν) = {F : G→ Vδ measurable | F (gman) = e−(ν+ρ)log(a)δ(m)−1F (g)
for m ∈M,a ∈ A, n ∈ N, g ∈ G}
with the norm
||F ||2 =
∫
K
|F (k)|2dk.
The representation of G is defined on HQ(δ, ν). Specifically, g sends a function F ∈
HQ(δ, ν) to another function IQ(δ, ν)(g)F ∈ HQ(δ, ν), which is defined below:
[IQ(δ, ν)(g)F ](x) = F (g
−1x).
• Compact Picture: The compact picture is simply the restriction to K of the
induced picture, and the restriction is one-to-one. The representation space is the
following Hilbert space:
HQδ = {F : K → Vδ measurable | F (km) = δ(m)−1F (k) for k ∈ K,m ∈M}
with the norm
||F ||2 =
∫
K
|F (k)|2dk.
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Since G equals KAN , we can decompose g ∈ G correspondingly as
g = κ(g)eH(g)n.
The action of G is defined as
[IQ(δ, ν)(g)F ](k) = e
−(ν+ρ)H(g−1k)F (κ(g−1k)).
Note that IQ(δ, ν) share the representation space H
Q
δ in the compact picture for all
ν ∈ a∗.
We notice that every principal series representation is admissible due to Frobenius
reciprocity because the following space is finite dimensional for a fixed K-type φ [25]:
HomK(φ, Ind
G
Q=MAN(δ ⊗ eν ⊗ 1)) = HomK(φ, IndKM(δ)) = HomM(φ, δ).
Definition 2.1.2.3. A g-module (µ, Vµ) is a (g, K)-module when the following holds.
• (µ, Vµ) is also a representation of K.
• The differential of the representation of K is the same as the representation of
g restricted to k.
• If X ∈ g and k ∈ K, then µ(Ad(k)X) = µ(k)µ(X)µ(k−1).
• Every element v in Vµ lies in a finite dimensional K-invariant subspace.
We say a vector v in Vµ is K-finite when v lies in a finite dimensional K-invariant
subspace. Similarly, in a representation (pi, Vpi) of G, we can define v ∈ Vpi to be
K-finite when K translates of v span a finite dimensional space. When we study
admissible representations, it is often helpful to make use of K-finite vectors of them.
Proposition 2.1.2.4. For an irreducible admissible representation (pi, Vpi) of G, its
K-finite part is a (g, K)-module (pi(K), Vpi,(K)).
Moreover, for a unitary irreducible representation of G, its K-finite part is a unitary
(g, K)-module [16].
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Definition 2.1.2.5. Two representations of G pi1 and pi2 are called infinitesimally
equivalent if the (g, K)-modules pi1(K) and pi
2
(K) are isomorphic.
Two irreducible unitary representations ofG are unitarily equivalent if and only if they
are infinitesimally equivalent [16]. Therefore, classifying the spherical unitary dual is
equivalent to classifying spherical unitary (g, K)-modules. In order to study unitarity
of (g, K)-modules, we use the long intertwining operator, which is introduced in the
next subsection. For a principal series representation, the K-finite part is actually a
Harish-Chandra module [16], which is defined below.
Definition 2.1.2.6. A (g, K)-module (µ, Vµ) is admissible if
HomK(φ, µ)
is finite dimensional for every K-type φ. A (g, K)-module is finitely generated if
there exist finitely many K-finite vectors {vj | j ∈ J} such that
Σj∈JU(gC)vj = Vµ.
A finitely generated admissible (g, K)-module is called a Harish-Chandra module.
We call the vector space spanned by K-finite vectors of HQ(δ, ν),
{v ∈ HQ(δ, ν) | IQ(δ, ν)(K)(v) is finite dimensional},
theHarish-Chandra module corresponding to IQ(δ, ν). The principal series rep-
resentation is not generally irreducible, but it partly classifies irreducible admissible
representations according to the following theorem of Harish-Chandra [16].
Theorem 2.1.2.7. (Harish-Chandra Subquotient Theorem) Every irreducible
admissible representation of G is infinitesimally equivalent to a composition factor of
a principal series representation induced from the minimal parabolic subgroup.
In other words, an irreducible admissible representation of G is infinitesimally equiv-
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alent to
M1/M2
for some subrepresentations M1 ⊃M2 of a principal series representation IQ(δ, ν).
2.1.3 The Long Intertwining Operator and the Langlands
Quotient
The principal series representation is not an irreducible representation generally, and
the Langlands quotient JQ(δ, ν) is an irreducible quotient of the principal series rep-
resentation [16]. To define the Langlands quotient, we need to define the long in-
tertwining operator first. The minimal parabolic subgroup Q has the decomposition
MAN where
Lie(N) =
⊕
α∈∆+
gα
as in 2.1.2. We choose another set of simple roots Π˜ such that every root is uniquely
expressed as a sum of elements of Π˜ and the coefficient is all non-negative or all
non-positive. Let ∆˜+ be the set of positive roots corresponding to Π˜. Note that Π˜ is
expressed as w(Π) for some Weyl group element w [13]. Then Q˜ =MAN˜ is another
minimal parabolic subgroup where
Lie(N˜) =
⊕
α∈∆˜+
gα.
We have two principal series representations IQ(δ, ν) and IQ˜(δ, ν). Then an intertwin-
ing operator
A(Q˜ : Q : δ : ν) : HQ(δ, ν)→ HQ˜(δ, ν)
is defined such that
A(Q˜ : Q : δ : ν)(F )(x) =
∫
N∩N˜
F (xn)dn
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where
Lie(N) =
⊕
α∈−∆+
gα.
If Re(ν) is strictly dominant, A(Q˜ : Q : δ : ν) converges [16][25]. This operator has an
analytic continuation to A(Q˜ : Q : δ : ν) for weakly dominant Re(ν) [16]. Therefore,
we obtain the following theorem.
Theorem 2.1.3.1. For weakly dominant Re(ν), A(Q˜ : Q : δ : ν) is well-defined, and
we can define the kernel and the image of this operator in a natural way.
For Q˜ given by ω.Q, we will denote A(Q˜ : Q : δ : ν) as A(ω : Q : δ : ν). We can factor-
ize the intertwining operator A(Q˜ : Q : δ : ν) into a product of simpler intertwining
operators [25][10][26][16].
Theorem 2.1.3.2. Let Q0 =MAN0, Q1 =MAN1, and Q2 =MAN2 be the minimal
parabolic subgroups satisfying
Lie(N0) ∩ Lie(N2) ⊂ Lie(N1) ∩ Lie(N2).
Then,
A(Q2 : Q0 : δ : ν) = A(Q2 : Q1 : δ : ν) ◦ A(Q1 : Q0 : δ : ν)
holds. Suppose that
ω.Q0 = Q2, ω1.Q0 = Q1, and ω2.Q1 = Q2
and that ω = ω2ω1 satisfies l(ω) = l(ω1) + l(ω2). Then,
A(ω : Q0 : δ : ν) = A(ω2 : ω1.Q0 : δ : ν)A(ω1 : Q0 : δ : ν).
Definition 2.1.3.3. Let ν be an element of a∗ such that Re(ν) is weakly domi-
nant. Let A(Q : Q : δ : ν) be the long intertwining operator between IQ(δ, ν) and
IQ(δ, ν). Note that Q is given by ω0.Q for the longest Weyl group element ω0, and
A(Q : Q : δ : ν) is also denoted by A(ω0 : Q : δ : ν).
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Theorem 2.1.3.4. (Langlands and Milicˇic´ [7]) Let ν be an element in a∗C such that
Re(ν) is weakly dominant. Let Q = MAN be the minimal parabolic subgroup and δ
be a representation of M . The image of the operator A(Q : Q : δ : ν) is an irreducible
submodule of IQ(δ, ν), and the image is isomorphic to
JQ(δ, ν) =
IQ(δ, ν)
Ker(A(Q : Q : δ : ν))
.
Now, we are ready to define the long intertwining operator and the Langlands quotient
[16][7].
Definition 2.1.3.5. JQ(δ, ν) is the Langlands quotient of IQ(δ, ν). Note that the
Langlands quotient is defined if Re(ν) is weakly dominant.
In this subsection, we described the Langlands quotient of the principal series rep-
resentation induced from the minimal parabolic subgroup. Generally, the principal
series representation and its Langlands quotient are defined for non-minimal parabolic
subgroups as well [16]. In this thesis, we will only use the principal series represen-
tation induced from the minimal parabolic subgroup and its Langlands quotient, so
we will not explain the general case.
2.1.4 The Spherical Case
Suppose that a principal series representation induced from the minimal parabolic
subgroup IQ(δ, ν) is spherical, which means that HomK(trivK , IQ(δ, ν)) is nonzero.
By Frobenius reciprocity, HomM(trivK , δ) is nonzero, which means δ is the trivial
representation of M . Therefore, we assume that δ is the trivial representation of M .
Notice that HomM(trivK , trivM) is one-dimensional.
Theorem 2.1.4.1. [18][16] Assume that Re(ν) is weakly dominant. The lowest K-
type of IQ(δ, ν) is not annihilated by the long intertwining operator. In other words,
dim(HomK(trivK , IQ(δ, ν))) = dim(HomK(trivK , JQ(δ, ν))).
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For the spherical principal series representation, the lowest K-type is the trivial K-
type. The definition of the lowest K-type is given below [16].
Definition 2.1.4.2. Fix a Cartan subalgebra b of k and a positive system for ∆(bC, kC).
Among K-types φΛ′ occurring in pi, the minimal K-types of pi are φΛ for which
|Λ′ + 2δK |2 is minimized by Λ′ = Λ.
From 2.1.2.7, an irreducible admissible representation pi of G is infinitesimally equiv-
alent toM1/M2 for some subrepresentationsM1 andM2 of IQ(δ, ν). Also, because
IQ(trivM , ν) ' IQ(trivM , ων)
for a Weyl group element ω [16], so it is enough to think the case where Re(ν) is
weakly dominant. If pi is spherical, then δ is the trivial representation of M . Since
the dimension of HomM(trivK , trivM) is 1, the dimension of HomK(triv,M1/M2)
is 1. Therefore, dim(HomK(triv,M1)) is 1, and dim(HomK(triv,M2)) is 0. Only
one composition factor of IQ(δ, ν) satisfies this condition, and the Langlands quotient
satisfies this condition. Therefore, we obtain the following proposition.
Proposition 2.1.4.3. The spherical irreducible admissible representation of G is
expressed as the Langlands quotient of I(ν) := IQ(triv, ν),
J(ν) := JQ(triv, ν).
Here, Re(ν) is weakly dominant.
Definition 2.1.4.4. The set of equivalence classes of irreducible unitary represen-
tations of G is called the unitary dual. Also, the set of equivalence classes of
irreducible spherical unitary representations is called the spherical unitary dual.
Therefore, classifying the spherical unitary dual of G is reduced to deciding whether
J(ν) is infinitesimally unitary, which means that there is a positive-definite invariant
Hermitian form on it. We discuss this Hermitian form more specifically in the next
section.
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2.2 Unitary Representations and the Long Inter-
twining Operator
2.2.1 Unitary Representations and the Invariant Hermitian
Form
Suppose ν ∈ a∗C is a complex linear functional. The problem of deciding whether
J(ν) is unitary can be reduced to the case when ν is a real linear functional on a [16].
Therefore, we focus on only real ν. Note that for weakly dominant real ν, the long
intertwining operator is guaranteed to converge.
Theorem 2.2.1.1. [16][25] A representation of G is unitary if and only if we have
a positive definite invariant Hermitian form on it.
On a (gC, K)-module (pi, Vpi), an invariant Hermitian form is the sesquilinear form
satisfying the following conditions [27]:
• < v,w >= < w, v >
• < pi(X)(v), w >=< v, pi(−X)(w) > for X ∈ gC
• < pi(k)(v), pi(k)(w) >=< v,w > for k ∈ K.
Note that <,> is positive definite if and only if < v, v >> 0 and <,> is positive
semi-definite if and only if < v, v >≥ 0 for all nonzero v. We would like to check if
there exists a positive semi-definite invariant Hermitian on I(ν), and to do this, we
need to know under what condition the invariant Hermitian form exists.
Proposition 2.2.1.2. If there exists an invariant Hermitian form on I(ν), then the
following conditions hold: the longest Weyl group element ω0 satisfies
ω0δ ' δ, ω0ν ' −ν, ω0.Q = ω0Qω−10 = Q
This condition is called the formal symmetry condition [25].
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The formal symmetry condition is necessary because IQ(δ, ν) and IQ¯(δ,−ν) should be
equivalent to define an invariant Hermitian form on IQ(δ, ν). Suppose that the formal
symmetry condition holds for Q, δ, and ν for the rest of the thesis. An invariant Her-
mitian form on IQ(triv, ν) = I(ν) is represented by an intertwining operator between
IQ(ν) and Iω0.Q(ω0δ, ω0ν) [19][20][21]. By normalizing this intertwining operator as
in [25], we obtain an intertwining operator for weakly dominant real ν.
A(ν) : I(ν)→ I(ω−10 (ν)).
We can obtain A(ν) by normalizing the long intertwining operator [25]
A(ω0 : Q : triv : ν) : IQ(ν)→ Iω0.P (ν).
Likewise, by normalizing A(ω : Q : triv : ν), we can define A(ω, ν) : I(ν)→ I(ω−1(ν)).
Note that A(ω0, ν) is A(ν). We factorize A(ω, ν).
Theorem 2.2.1.3. Suppose that ω = ω1ω2, and l(ω) = l(ω1) + l(ω2). Then,
A(ω, ν) = A(ω1ω2, ν) = A(ω1, ω
−1
2 ν) ◦ A(ω2, ν).
Note that A(ω0 : Q : triv : ν) and A(ν) are the same linear operator, so we will refer to
both of the intertwining operators as the long intertwining operator. We will analyze
this operator using K-types in the following subsection.
2.2.2 Unitarity Tests Using K-types
We may canonically pass the long intertwining operator
A(ν) : I(ν)→ I(ω−10 ν) = I(ω0ν)
to the operator
Aφ(ν) : HomK(φ, I(ν))→ HomK(φ, I(ω0ν))
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for K-type φ [25]. Since I(ν) is an admissible representation, HomK(φ, I(ν)) is finite
dimensional. For the intertwining operator
A(ω, ν) : I(ν)→ I(ω−1(ν)),
we will write the produced operator as
Aφ(ω, ν) : HomK(φ, I(ν))→ HomK(φ, I(ω−1(ν))).
The operator A(ν) is positive semi-definite if and only if Aφ(ν) is positive semi-definite
for every K-type φ [25]. Using Frobenius reciprocity, we can regard Aφ(ν) as a linear
operator on M -fixed vectors of φ, V Mφ because
HomK(φ, I(ν)) ' V Mφ ' HomK(φ, I(ω−1(ν))).
In this way, the long intertwining operator can be considered as a linear operator
on M -fixed vectors of each K-type. Therefore, J(ν) is unitary if and only if Aφ(ν)
is positive semi-definite for every K-type φ. If Aφ(ν) is not positive semi-definite
for some K-type φ, then the long intertwining operator A(ν) fails to be positive
semi-definite, and therefore, J(ν) is not unitary [25]. We will call this calculation
non-unitarity test using K-type φ. Note that if the formal symmetry condition
holds, Aφ(ω0, ν) on V
M
φ is a Hermitan operator. We choose a basis of V
M
φ to represent
this hermitian operator as a matrix A. Regardless of the basis that we choose, the
set of eigenvalues of A is fixed, and Aφ(ω0, ν) is positive definite if and only if the
eigenvalues of A are all positive. Therefore, to check that the invariant Hermitian
form on V Mφ is positive definite, it is enough to check that every eigenvalue of A is
nonnegative: we will calculate an example for SL(3,R) in 2.3.3 and 2.4.3.
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2.3 Calculating the Long Intertwining Operators
2.3.1 The Long Intertwining Operators for Real Rank One
Groups
Throughout this subsection, let G be a Lie group with real rank one. For real rank
one groups such as SU(n, 1), SO(n, 1), Sp(n, 1), and SL(2,R), every K-type has one
dimensionalM -fixed vectors. For example, for G = SO(n, 1), the representation of K
on p has theM -fixed vector space a, which is one dimensional for real rank one groups.
Therefore, Aφ(ν) is a scalar operator. Note that Aφ(ν) is positive semi-definite if and
only if the scalar is non-negative. The scalar is calculated by Kostant [23], which we
are going to explain in this subsection. For real rank one groups, the K-types with
nonzeroM -fixed vectors are basically parametrized by two non-negative integers [23].
We will write the K-type corresponding to (i, j) as φi,j. For this paper, we will mainly
focus on the K-types corresponding to (0, 1) and (0, 0), and we will not discuss how
to generally parametrize the K-types with nonzero M -fixed vectors. Those who are
interested should refer to [23].
φ(0,0) ⇔ triv K-type
φ(0,1) ⇔ irreducible subrepresentation of K on pC
The representation of K on pC may not be irreducible, but every irreducible subrep-
resentation corresponds to (0, 1) [23][1].
Definition 2.3.1.1. We call an irreducible subrepresentation of K on pC as a p-
representation.
Theorem 2.3.1.2. (Kostant) Let a be an element in a such that α(a) = 1. Note that
a is a basis of a. Suppose ν(a) = <ν,α
∨>
2
= h. The long intertwining operator A(ν)
acts on the M-fixed vector of φi,j with the following scalar after normalization.
(m−h)(m−(h+2))(m−(h+4))...(m−(h+2(i+j)−2))
(m+h)(m+(h+2))(m+(h+4))...(m+(h+2(i+j)−2)) × (m−(h−s+1))(m−(h−s+3))...(m−(h−s+2i−1))(m+(h−s+1))(m+(h−s+3))...(m+(h−s+2i−1))
Here, s = dim g2α, and m =
dim gα
2
+ s.
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Note that
• This scalar is 1 for φ0,0.
• This scalar is m−h
m+h
= m−<ν,α
∨>
m+<ν,α∨> for φ0,1. Here, α is the simple root of G.
2.3.2 Decomposition of the Long Intertwining Operator
For groups of real rank higher than 1, a K-type has the M -fixed vector space whose
dimension is larger than one generally. If the M -fixed vector space has dimension
higher than 1, then the action of the long intertwining operator is not guaranteed to
be scalar anymore. However, we can still calculate the long intertwining operators by
decomposing it into simpler intertwining operators – the long intertwining operator
of real rank one subgroups [10][26][16]. In this subsection, we are going to explain
the decomposition and the calculation of the long intertwining operator. We need to
define a real rank one subgroup corresponding to a reduced root.
Definition 2.3.2.1. Fix a reduced restricted root α. The real rank one subalgebra
corresponding to α is denoted by gα. It is a Lie subalgebra of g generated by gnα,
where n runs over nonzero integers. The real rank one subgroup corresponding
to α is the analytic subgroup of G with Lie algebra gα, and it is denoted by Gα. The
maximal compact subgroup of Gα is Kα. We define the Cartan decomposition
gα = kα ⊕ pα
such that kα = gα ∩ k and pα = gα ∩ p.
The subgroup Gα has real rank one, so the long intertwining operator is a scalar
operator for each irreducible Kα representation. Here are the steps to decompose the
long intertwining operator [25].
• Calculate a reduced decomposition of ω0:
ω0 = sαlsαl−1sαl−2 . . . sα1
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using Kostant’s cascade construction. Here, l is the length of ω0.
• Decompose the long intertwining operator A(ω0, ν) correspondingly:
A(ω0, ν) = A(sαlsαl−1sαl−2 . . . sα1 , ν)
= A(sα1 , sαl−1sαl−2 . . . sα1ν)A(sαl−1 , sαl−2 . . . sα1ν) . . . A(sα1 , ν).
• Decompose Aφ(ω0, ν), the long intertwining operator for K-type φ, correspond-
ingly:
Aφ(ω0, ν) = Aφ(sαlsαl−1sαl−2 . . . sα1 , ν)
= Aφ(sα1 , sαl−1sαl−2 . . . sα1ν)Aφ(sαl−1 , sαl−2 . . . sα1ν) . . . Aφ(sα1 , ν).
• We can interpret the intertwining operators Aφ(sβ, µ) as a linear operator on
V Mφ .
• Decompose φ into irreducible representations of MKβ: φ =⊕i φi. Then,
(Vφ|MKβ)M =
⊕
i
V Mφi .
• A(sβ, µ) satisfying < µ, β∨ >> 0 can be interpreted as a long intertwining
operator for real rank one subgroup MGβ.
• A(sβ, µ) acts on the M -fixed vectors of each direct summand by scalar. Calcu-
late the scalar using Kostant’s theorem 2.3.1.2.
2.3.3 Example of GL(3,C)
In this subsection, we calculate an example of 2.3.2, GL(3,C): we will calculate the
long intertwining operator for the K-type on pC ∩ sl(3,C). The followings are the
notations that we will use in this subsection.
• G = GL(3,C)
• K = U(3)
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• p = {X | X∗ = X}
• a = {

d1 0 0
0 d2 0
0 0 d3
 | d1, d2, d3 ∈ R} = spanR < E1,1, E2,2, E3,3 >
• M = U(1)3
• reduced roots: ∆ = {αi − αj|i 6= j} where αi(Σ3j=1djEj,j) = di
• simple roots: Π = {α1 − α2, α2 − α3}
• Gα1−α2 = {
 A 0
0 1
 | A ∈ SL(2,C)}
• Kα1−α2 = {
 A 0
0 1
 | A ∈ SU(2)}
• MGα1−α2 = {
 A 0
0 B
 | A ∈ GL(2,C), | det(A)| = 1, B ∈ U(1)}
• MKα1−α2 = {
 A 0
0 B
 | A ∈ U(2), B ∈ U(1)}
• Gα2−α3 = {
 1 0
0 A
 | A ∈ SL(2,C)}
• Kα2−α3 = {
 1 0
0 A
 | A ∈ SU(2)}
• MGα1−α2 = {
 B 0
0 A
 | A ∈ GL(2,C), | det(A)| = 1, B ∈ U(1)}
• MKα1−α2 = {
 B 0
0 A
 | A ∈ U(2), B ∈ U(1)}
• ω0 = sα1−α3 = sα2−α3sα1−α2sα2−α3
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• m = dim gα + 2dim g2α=2
• Vφ = {X ∈ pC | tr(X) = 0}
• V Mφ = {X ∈ aC | tr(X) = 0} = span < v1 = E1,1 − E2,2, v2 = E2,2 − E3,3 >
Let us put
ν = xα1 + yα2 + zα3.
Since we are assuming ν is real and the formal symmetry condition holds, x, y, and z
is real and y = 0 and x = −z. We represent the following long intertwining operator.
A(ω0, ν) = A(sα2−α3sα1−α2sα2−α3 , ν) =
A(sα2−α3 , sα1−α2sα2−α3ν)A(sα1−α2 , sα2−α3ν)A(sα2−α3 , ν)
We restrict φ to MKα1−α2 . Then, it is expressed as a direct sum of irreducible rep-
resentations of MKα1−α2 . Only two direct summands have nonzero M -fixed vectors.
One copy is the trivial representation and the other copy is the representation on
Vφ ∩ gα1−α2 . Each direct summand has a one-dimensional M -fixed vector space, and
Aφ(sα1−α2 , ν) acts by scalar on M -fixed vectors in each direct summand. The scalar
is 1 for the M -fixed vectors of the trivial representations, and it is
2− < ν, (α1 − α2)∨ >
2+ < ν, (α1 − α2)∨ >
for the M -fixed vectors in Vφ ∩ gα1−α2 . The M -fixed vector space in Vφ ∩ gα1−α2 is
span < E1,1 − E2,2 >,
and the trivial representation of MKα1−α2 has the representation space
span < E1,1 + E2,2 − 2E3,3 >,
which are M -fixed. In the same way, when we restrict φ to MKα2−α3 , it is expressed
as a direct sum of representations of MKα2−α3 . Only two direct summands have
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nonzero M -fixed vectors. One copy is the trivial representations, and the other copy
is the representation on Vφ ∩ gα2−α3 . Each direct summand has a 1-dimensional M -
fixed vector space, and Aφ(sα2−α3 , ν) acts by scalar on M -fixed vectors in each direct
summand. The scalar is 1 for M -fixed vectors of trivial representations, and it is
2− < ν, (α2 − α3)∨ >
2+ < ν, (α2 − α3)∨ >
for the M -fixed vectors in Vφ ∩ gα2−α3 . The M -fixed vector space in Vφ ∩ gα2−α3 is
span < E2,2 − E3,3 >,
and the trivial representation of MKα2−α3 has the representation space
span < E2,2 + E3,3 − E1,1 >,
which areM -fixed. Therefore, the action of the intertwining operators on theM -fixed
vectors are calculated as follows. For matrix representation, we choose {v1, v2} for
the basis of V Mφ .
• The intertwining operator Aφ(sα2−α3 , ν) acts on V Mφ by
A3 =
 1 0
1
2
1
 1 0
0 2−y+z
2+y−z
 1 0
−1
2
1

since < ν, (α2 − α3)∨ >=< xα1 + yα2 + zα3, α2 − α3 >= y − z.
• The intertwining operator Aφ(sα1−α2 , sα2−α3ν) acts on V Mφ by
A2 =
 1 12
0 1
 1 0
0 2−x+z
2+x−z
 1 −12
0 1

since < sα2−α3(ν), (α1 − α2)∨ >=< xα1 + zα2 + yα3, α1 − α2 >= x− z.
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• The intertwining operator Aφ(sα2−α3 , sα1−α2sα2−α3ν) acts on V Mφ by
A1 =
 1 0
1
2
1
 1 0
0 2−x+y
2+x−y
 1 0
−1
2
1

since < sα1−α2sα2−α3(ν), (α2 − α3)∨ >=< zα1 + xα2 + yα3, α2 − α3 >= x− y.
Note that this operator is not generally Hermitian, but it is a similar linear operator
to the Hermitian operator that defines the invariant Hermitian form. The long inter-
twining operator A(ω0, ν) acts on V
M
φ by the matrix A1A2A3. The Hermitian form,
which is represented by the long intertwining operator, is not positive semi-definite
when one of the eigenvalues of A1A2A3 is negative. However, it is very hard to cal-
culate the eigenvalues of a product of many matrices. Therefore, we like to use Weyl
group algebra, which is explained in the next section.
2.4 Weyl Group Representations
2.4.1 The Long Intertwining Operators for Real Rank One
Groups
The long intertwining operator acts on the M -fixed vectors of each K-type as we
explained in the previous section. On the other hand, Weyl group elements act on
the M -fixed vectors of each K-type as well. Weyl group elements are represented by
NK(a)/ZK(a), and the Weyl group representatives in NK(a) stabilizes the M -fixed
vectors. Therefore, we can define a Weyl group representation on theM -fixed vectors
of each K-type. Let us denote the Weyl group representation on V Mφ for
K-type (φ, Vφ) by ψφ. In this subsection, we explain the real rank one case, and in
the next two subsections, we explain how we can extend this idea to higher real rank
groups.
Suppose that G is a real rank one group, and α is the unique simple root. Then
sα acts on the M -fixed vectors of each K-type, by scalar +1 or −1. For example,
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for the trivial K-type, sα acts by 1, and for a p-representation of K, sα acts by −1.
Actually, these two K-types are K-types of our interest, because we can represent the
action of the long intertwining operator using Weyl group elements. As we explained
in 2.3.2, the long intertwining operator A(ν) acts by scalar 1 for M -fixed vectors of
the trivial K-type, the K-type with Kostant’s parameters i = 0, j = 0. The long
intertwining operator acts by scalar
m− < ν, α∨ >
m+ < ν, α∨ >
on the M -fixed vectors of p-representation of K, the K-type with Kostant’s parame-
ters i = 0, j = 1. Here, m depends on the multiplicity of α and 2α. Specifically,
m = dim gα + 2dim g2α.
Therefore, we can write the action of the long intertwining operator as
Asα(ν) :=
m
m+ < ν, α∨ >
+
< ν, α∨ >
m+ < ν, α∨ >
sα
for the trivial K-type and a p-representation of K. Note that Asα(ν) is in the Weyl
group algebra C[w], and we extend the representation of Weyl group to the represen-
tation of Weyl group algebra canonically. The Weyl group representations ψtriv and
ψp act on Asα(ν) by
ψtriv(
m
m+ < ν, α∨ >
+
< ν, α∨ >
m+ < ν, α∨ >
sα) = 1
ψp(
m
m+ < ν, α∨ >
+
< ν, α∨ >
m+ < ν, α∨ >
sα) =
m− < ν, α∨ >
m+ < ν, α∨ >
respectively. For other K-types corresponding to Kostant’s parameter (i, j) with
2i+j > 1, the scalar by which the long intertwining operator acts is more complicated,
and it is not possible to express the long intertwining operator action simply using a
Weyl group algebra element.
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2.4.2 The Long Intertwining Operators for Groups with Higher
Real Rank
For groups with real rank greater than 1, the long intertwining operator is not guar-
anteed to be scalar. However, roughly speaking, we can decompose the long inter-
twining operator into a composite of the long intertwining operators of real rank one
subgroups [16] as in 2.2.1.3 and 2.3.2:
A(ω0, ν) = A(sαlsαl−1sαl−2 . . . sα1 , ν)
= A(sα1 , sαl−1sαl−2 . . . sα1ν)A(sαl−1 , sαl−2 . . . sα1ν) . . . A(sα1 , ν).
Correspondingly,
Aφ(ω0, ν) = Aφ(sαlsαl−1sαl−2 . . . sα1 , ν)
= Aφ(sα1 , sαl−1sαl−2 . . . sα1ν)Aφ(sαl−1 , sαl−2 . . . sα1ν) . . . Aφ(sα1 , ν).
Suppose that we can describe the action of Aφ(sβ, µ) using a Weyl group algebra
element for every µ ∈ ν∗ and β ∈ Π satisfying
< µ, β∨ >≥ 0.
Then, we can describe Aφ(ω0, ν) using a Weyl group algebra element. A K-type φ is
restricted to direct sum of irreducible representations of MKβ, and suppose that the
A(sβ, µ) acts by
1 or m−<µ,β
∨>
m+<µ,β∨>
on M -fixed vectors of each direct summand. Here, m = dim gβ + 2dim g2β. Note
that sβ acts by 1 or −1 on the M -fixed vectors of MKβ-types. Suppose the following
condition holds for the K-type φ.
Condition 2.4.2.1. The Weyl group element sβ acts by 1 on an M-fixed vector v if
and only if Aφ(sβ, µ) acts by 1 on v. Also, sβ acts by −1 on an M-fixed vector v if
and only if Aφ(sβ, µ) acts by
m−<µ,β∨>
m+<µ,β∨> on v.
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Proposition 2.4.2.2. If 2.4.2.1 holds for K-type φ, we can represent the action of
Aφ(sβ, µ) using a Weyl group algebra element
Asβ(µ) :=
m
m+ < µ, β∨ >
+
< µ, β∨ >
m+ < µ, β∨ >
sβ.
If we can repeat this calculation for Aφ(sβ, µ) that appears in the composite of
Aφ(ω0, ν), then we can write the long intertwining operator as a product of Weyl
group algebra elements. Specifically, we replace each factor in the decomposition of
the long intertwining operator by the Weyl group algebra element of the form Asβ(µ).
Now,
Aφ(ω0, ν) = Aφ(sαlsαl−1sαl−2 . . . sα1 , ν)
= Aφ(sα1 , sαl−1sαl−2 . . . sα1ν)Aφ(sαl−1 , sαl−2 . . . sα1ν) . . . Aφ(sα1 , ν)
becomes
Aω0(ν) := Asα1 (sαl−1sαl−2 . . . sα1ν)Asαl−1 (sαl−2 . . . sα1ν) . . . Asα1 (ν).
Note that Aω0(ν) does not depend on φ. Since Aω0(ν) is the multiplication of many
Weyl group algebra elements, it is also a Weyl group algebra element. Using this
Weyl group algebra element and an irreducible representation of W , we obtain a
unitarity test in the p-adic setting. Irreducible representations of W are also
called W -types. Using a K-type φ satisfying 2.4.2.1,
Aφ(ω0, ν) = Aφ(sαlsαl−1sαl−2 . . . sα1 , ν)
= Aφ(sα1 , sαl−1sαl−2 . . . sα1ν)Aφ(sαl−1 , sαl−2 . . . sα1ν) . . . Aφ(sα1 , ν)
is represented by
ψ(Aω0(ν)) = ψ(Asαlsαl−1sαl−2 ...sα1 (ν))
= ψ(Asα1 (sαl−1sαl−2 . . . sα1ν))ψ(Asαl−1 (sαl−2 . . . sα1ν)) . . . ψ(Asα1 (ν))
where ψ is the Weyl group representation on V Mφ . We note that Aφ(ω0, ν) is positive
definite if and only if every eigenvalue of ψ(Aω0(ν)) is nonnegative.
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Definition 2.4.2.3. The unitarity test using W -type ψ is to check if every eigenvalue
of ψ(Aω0(ν)) is nonnegative.
We construct K-types satisfying 2.4.2.1 in Chapter 3.
Proposition 2.4.2.4. If a K-type φ satisfies 2.4.2.1, then Aφ(ν) can be represented
by ψ(Aω0(ν)) for the Weyl group representation ψ on V
M
φ .
2.4.3 Example of GL(3,C)
In this subsection, we calculate an example 2.4.2 for G = SL(3,C). The notation is
the same as 2.3.3. We will represent the long intertwining operator Aφ(ν) using a
Weyl group algebra element. Since we are assuming
ν = xE1,1 + yE2,2 + zE3,3
is real, x, y, and z are real. Also, y = 0 and x = −z since we assume that the formal
symmetry condition holds. This is possible because every v ∈ V Mφ satisfies 2.4.2.1,
which we will check later in this subsection. Note that the following holds.
sβ acts by 1 on v ⇔ Aφ(sβ, µ) acts by 1 on v
sβ acts by −1 on v ⇔ Aφ(sβ, µ) acts by m−<µ,β∨>m+<µ,β∨> on v
We restrict φ to MKα1−α2 . Then it is expressed as a direct sum of two irreducible
representations of MKα1−α2 . One copy is the representation on Vφ ∩ gα1−α2 , and the
other copy is the trivial representation. Each direct summand has the one-dimensional
M -fixed vector space, and A(sα1−α2 , ν) acts by scalar on the M -fixed vectors in each
direct summand. The scalar is 1 for theM -fixed vectors of the trivialMKα1−α2-type,
and it is 2−<ν,(α1−α2)
∨>
2+<ν,(α1−α2)∨> for the M -fixed vectors of the MK
α1−α2-type on Vφ ∩ gα1−α2 .
On the other hand, sα1−α2 acts by +1 on theM -fixed vectors of the trivialMK
α1−α2-
type, and sα1−α2 acts by −1 on the M -fixed vectors of the MKα1−α2-type on Vφ ∩
gα1−α2 . Therefore, A(sα1−α2 , ν) acts on M -fixed vectors of φ by
2
2+ < ν, (α1 − α2)∨ > +
< ν, (α1 − α2)∨ >
2+ < ν, (α1 − α2)∨ >sα1−α2 .
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Likewise, if we restrict φ to MKα2−α3 , then it is expressed as a direct sum of two
irreducible representations ofMKα2−α3 . One copy is theMKα2−α3-type on Vφ∩gα2−α3
and the other copy is the trivial MKα2−α3-type. Each direct summand has the one-
dimensional M -fixed vector space, and A(sα2−α3 , ν) acts by scalar on the M -fixed
vectors in each direct summand. The scalar is 1 for the M -fixed vectors of the trivial
MKα2−α3-type, and it is 2−<ν,(α2−α3)
∨>
2+<ν,(α2−α3)∨> for the M -fixed vectors of MK
α2−α3-type on
Vφ ∩ gα2−α3 . On the other hand, sα2−α3 acts by +1 on the M -fixed vectors of the
trivial MKα2−α3-type, and sα2−α3 acts by −1 on the M -fixed vectors of MKα2−α3
representation on Vφ∩gα2−α3 . Therefore, A(sα2−α3 , ν) acts on the M -fixed vectors by
2
2+ < ν, (α2 − α3)∨ > +
< ν, (α2 − α3)∨ >
2+ < ν, (α2 − α3)∨ >sα2−α3 .
We note that 2.4.2.1 holds for φ, so we can represent Aφ(ν) by a Weyl group algebra
element.
We apply the computations above to the long intertwining operator A(ν):
A(ω0, ν) = A(sα2−α3sα1−α2sα2−α3 , ν) =
A(sα2−α3 , sα1−α2sα2−α3ν)A(sα1−α2 , sα2−α3ν)A(sα2−α3 , ν).
We proceed part by part.
• A(sα2−α3 , ν) acts on V Mφ by
2
2+ < ν, (α2 − α3)∨ >+
< ν, (α2 − α3)∨ >
2+ < ν, (α2 − α3)∨ >sα2−α3 =
2
2 + y − z+
y − z
2 + y − z sα2−α3
since < ν, (α2 − α3)∨ >= y − z
• A(sα1−α2 , sα2−α3ν) acts on V Mφ by
2
2 + x− z +
x− z
2 + x− z sα1−α2
since < sα2−α3(ν), (α1 − α2)∨ >=< xα1 + zα2 + yα3, (α1 − α2)∨ >= x− z
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• A(sα2−α3 , sα1−α2sα2−α3ν) acts on V Mφ by
2
2 + x− y +
x− y
2 + x− ysα2−α3
since < sα1−α2sα2−α3ν, (α2 − α3)∨ >=< zα1 + xα2 + yα3, (α2 − α3)∨ >= x− y
Therefore, the long intertwining operator A(ω0, ν) acts on V
M
φ by the Weyl group
algebra element
A := Aω0(ν) = (
2
2+x−y +
x−y
2+x−ysα2−α3)(
2
2+x−z +
x−z
2+x−zsα1−α2)(
2
2+y−z +
y−z
2+y−zsα2−α3)
Note that Aφ(ν) is positive semi-definite if and only if every eigenvalue of ψφ(A)
is positive. Since ψφ is a standard representation on a, sα1−α2 is represented by
E1,2 − E2,1 + E3,3 and sα2−α3 is represented by E1,1 + E2,3 − E3,2. Then, ψφ(A) is
represented by B1B2B3 where
B1 =
2
2 + x− y

1 0 0
0 1 0
0 0 1
+ x− y2 + x− y

1 0 0
0 0 1
0 −1 0

B2 =
2
2 + x− z

1 0 0
0 1 0
0 0 1
+ x− z2 + x− z

0 1 0
−1 0 0
0 0 1

B3 =
2
2 + y − z

1 0 0
0 1 0
0 0 1
+ y − z2 + y − z

1 0 0
0 0 1
0 −1 0
 .
Note that every eigenvalue of B1B2B3 is positive if and only if every eigenvalue of
ψφ(A) is positive.
One of the benefits of using a Weyl group algebra element is that we do not need
to calculate “the change of basis” matrices, which keep track of M -fixed vectors in
each irreducible direct summand when restricted to Kα with varying simple root α.
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Another benefit is that we can make correspondence between the unitarity tests using
K-types and the unitarity tests using Weyl group representations.
2.4.4 Irreducible Representation of W
In this subsection, we introduce the parametrization of W -types for classical groups.
The details and proofs are provided in [11].
The Weyl groups of classical groups have the following forms:
• Sn: SL(n,C), SL(n,R), SL(n,H)
generated by {sαi−αj | 1 ≤ i 6= j ≤ n}
• Sn×(Z/2Z)n: SU(m,n), SO(m,n), Sp(m,n), Sp(n,R), Sp(n,C), SO(2n+1,C)
generated by {sαi−αj | 1 ≤ i 6= j ≤ n} ∪ {sαi | 1 ≤ i ≤ n}
• Rn: Index 2 subgroup of Sn × (Z/2Z)n: SO(2n,C)
generated by {sαi±αj | 1 ≤ i 6= j ≤ n}.
We illustrate irreducible representations of Sn, Sn × (Z/2Z)n, and Rn.
(1) irreducible representations of Sn:
The irreducible representations of Sn are parametrized by partitions of n, which are
Young diagrams of size n. Let λ = (a1, a2, . . . , an) be a partition of n. Then the
Sn-type parametrized by λ is a subrepresentation of
IndSnSa1×Sa2×...San (triv ⊗ triv ⊗ . . . triv),
but it is not a subrepresentation of
IndSnSc1×Sc2×...Scn (triv ⊗ triv ⊗ . . . triv)
for
(c1, c2, c3, . . . , cn) 6≥ (a1, a2, a3, . . . , an).
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We denote the Sn representation parametrized by λ by ψ
λ. Then, the Sn
representation ψλ ⊗ sign is parametrized by ψλT . Here, λT is a Young diagram
such that ith column has ai boxes. For each Young tableau A of shape λ, we
define a vector
uA = ex1 ⊗ ex2 ⊗ . . .⊗ exn
such xi is j if and and only if i is in the jth row of A.
Row(A) = {s ∈ Sn|s preserves the rows of A}
Col(A) = {s ∈ Sn|s preserves the columns of A}
Associated to a tableau A are the row symmetrizer
R(A) = Σr∈Row(A)r
and the column skew-symmetrizer
C(A) = Σc∈Col(A)sgn(c)c.
We define T (A) as follows:
T (A) = C(A)R(A).
Then, spanA∈Tabλ < T (A)uA > generated the Sn-type ψ
λ.
Proposition 2.4.4.1. Let λT = (c1, c2, . . . , cn) ` n. The Sn-type ψλ is a subrepre-
sentation of
IndSnSc1×Sc2×...×Scn (sign⊗ sign⊗ . . .⊗ sign)
but it is not a subrepresentation of
IndSnSd1×Sd2×...×Sdn (sign⊗ sign⊗ . . .⊗ sign)
for (d1, d2, d3, . . . , dn) 6≤ (c1, c2, c3, . . . , cn).
(2) irreducible representations of Sn n (Z/2Z)n:
The irreducible representations of Sn n (Z/2Z)n is parametrized by two Young dia-
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grams such that the number of boxes in each diagram sums up to be n. In other words,
the Sn n (Z/2Z)n-types are parametrized by (λ, τ) such that λ ` k and τ ` n− k for
some 0 ≤ k ≤ n, and we denote this representation by ψ(λ,τ). Note that ψ(λ,τ)
is the following representation:
Ind
Snn(Z/2Z)n
(Skn(Z/2Z)k)×(Sn−kn(Z/2Z)n−k)(ψ
λ n triv)⊗ (ψτ n sign).
(3) irreducible representations of Rn:
The irreducible representations of Rn are parametrized by unordered pairs of two
Young diagrams such that the number of boxes in each diagram sums up to be n.
Specifically, the Rn-types fall into one of the following two categories.
(A) It is parametrized by {λ, τ} such that λ ` k and λ 6= τ ` n− k, and we denote
this representation by ψ{λ,τ}. Note that ψ{λ,τ} is just the restricted representation
of Sn n (Z/2Z)n-type ψ(λ,τ) to Rn.
(B) It is parametrized by {λ, λ}I or {λ, λ}II for λ ` n2 if n is an even number. Note
that ψ{λ,λ}I and ψ{λ,λ}II are two inequivalent representations of Rn, and their sum is
the restriction of the Sn n (Z/2Z)n-type ψ(λ,λ) to Rn.
2.4.5 Petite K-type and Relevant W -types for Split Groups
Split rank one subgroups have various forms. They might be isomorphic to SL(2,R),
SL(2,C), or SU(n, 1) [17]. However, for a special groups called split groups, the
split rank one subgroups are always isomorphic to SL(2,R).
Definition 2.4.5.1. The Lie group G is split when m = Zk(a) equals 0. In other
words, for the split group G, M is a finite group.
For split groups, the unitarity test using W -type can be considered in the setting of
affine Hecke algebra [5][2]. Moreover, unitarity tests using W -types ensure unitarity
in the p-adic setting.
Theorem 2.4.5.2. (Barbasch-Moy [4]) Let G be a split p-adic group of classical
type. Then, the Langlands quotient J(ν)Qp is unitary if and only if every eigenvalue
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of ψ(Aω0(ν)) is positive for every W -type ψ.
We can represent the long intertwining operator using a Weyl group algebra element
for K-types satisfying 2.4.2.1 as shown in 2.4.1 and 2.4.2. For split groups, petite
K-types are such K-types [25][2][6].
Definition 2.4.5.3. Since G is split, Gα is locally isomorphic to SL(2,R), and Kα
to SO(2,R). Note that irreducible representations of SO(2,R) are one-dimensional
and they are indexed by Z. Let φ|Kα = φ1 ⊕ φ2 ⊕ . . . ⊕ φk be the decomposition of a
K-type φ into irreducible representations of Kα for α ∈ Π. φ is called petite if φi is
a character 0, ±1, ±2 of Kα for all α ∈ Π.
For a petite K-type φ, we can represent Aφ(ν) using Aω0(ν) and ψφ. Note that every
eigenvalue of ψφ(Aω0(ν)) is positive if and only if Aφ(ν) is positive semi-definite. If G
is a split group over Q or Qp, we can define J(ν)Q or J(ν)QP similarly as we defined
J(ν) = J(ν)R for minimal parabolic subgroup Q, ν satisfying the formal symmetry
condition in 2.2.1. By 2.4.5.2, we know that the J(ν)QP is unitary if ψ(Aω0(ν)) is
positive definite for every irreducible representation of Weyl group ψ [4]. Actually, it
is enough to check some W -types, called the relevant W -types [2]. If there exists a
K-type corresponding to each relevant W -type, the following relation between non-
unitarity in the real setting and in the p-adic setting holds:
non-unitarity in the p-adic setting
=⇒ ψ(Aω0(ν)) is not positive semi-definite for some relevant ψ ∈ Wˆ
=⇒ Aφ(ν) is not positive semi-definite for some φ ∈ Kˆ
=⇒ non-unitarity in the real setting.
Note that petite K-types match all the relevant W -types for classical split groups.
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Chapter 3
Single-Petaled K-types
3.1 Generalizing Petite K-types
3.1.1 Generalizing Petite K-types
One benefit of using petite K-types is that we can make use of a Weyl group algebra
element to express the long intertwining operator. We repeat the definition given in
2.4.5.3.
Definition 3.1.1.1. Suppose that G is a split real group and (φ, Vφ) is a K-type.
Since G is split, Gα is locally isomorphic to SL(2,R), and Kα to SO(2,R). Note that
irreducible representations of SO(2,R) are one-dimensional and they are indexed by
Z. Let
φ|Kα = φ1 ⊕ φ2 ⊕ . . .⊕ φk
be the decomposition of φ into irreducible representations of Kα for α ∈ ∆1. The
K-type φ is called petite if φi is a character 0, ±1, ±2 of Kα for all α ∈ ∆1 for all
i.
We can generalize the petite K-types. Since Aφ(ν) acts on M -fixed vectors, it can be
represented by a Weyl group algebra element if φ satisfies the following:
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Proposition 3.1.1.2. Suppose
φ|MKα = φ′1 ⊕ φ′2 ⊕ . . .⊕ φ′k′
and φ′i has a nonzero M-fixed vector only if φ
′
i|Kα is a Kα representation (0), (±2)
or (2)⊕ (−2). Then φ is a single-petaled K-type of the split group G.
This adjustment seems to be small, but there are many more single-petaled K-types
than petite K-types. For non-split groups as well, we can think of Aφ(ν) as a linear
operator onM -fixed vectors of aK-type φ. For non-split groups,Kα is not guaranteed
to be locally isomorphic to SO(2,R). For example, Kα ' S(U(m − n + 1) × U(1))
for G = SU(m,n) (m > n) and short restricted root α. Kostant parametrized quasi-
spherical K-types of real rank one groups, and some “small” K-types play the roles
of character (0) and (±2) of SO(2,R) for split groups. They satisfy 2.4.2.1, and from
2.3.1.2, we notice that they are the K-types with a parameter of either (0, 0) or (0, 1).
They are
(0, 0) ↔ the trivial representation
(0, 1) ↔ an irreducible subrepresentation of pC-representation.
The representation of K on pC is sometimes irreducible, or it is a sum of two irre-
ducible subrepresentations of K. We call the irreducible subrepresentations of pC-
representation as p-representations. These K-types are discussed in 2.3.1.
We can interpret 2.4.2.1 and 2.4.2.2 as follows:
Condition 3.1.1.3. Suppose
φ|MKα = φ′′1 ⊕ φ′′2 ⊕ . . .⊕ φ′′k′′
be the decomposition of φ into irreducible representations ofMKα. If φ′′i has a nonzero
M -fixed vector, then we require that φ′′i |Kα be either the trivial representation or a
subrepresentation of (p ∩ gα)C for every α ∈ ∆1.
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Proposition 3.1.1.4. Suppose that the K-type φ satisfies the 3.1.1.3. Then we can
represent Aφ(ν) using a Weyl group algebra element.
We illustrate an example for G = GL(2,C): we calculate K-types φ such that Aφ(ν)
can be represented by a Weyl group algebra element.
• Kα ' SU(2)
• MKα ' U(2)
• M = U(1)× U(1)
Throughout this thesis, we use the equivalence classes in the character of U(1)n to
denote the highest weight of a SU(n)-type which is a character of S(U(1)n). The
character of U(1)n is denoted by (a1, a2, . . . , an) where ai are integers. We denote the
restriction of this character to S(U(1)n) as
(a1, a2, . . . , an)
as well. Because the two characters of U(1)n
(a1, a2, . . . , an) and (a1 + k, a2 + k, . . . , an + k)
have the same restriction to S(U(1)n), we can write a character of S(U(1)n) as an
equivalent class
[(a1, a2, . . . , an) ∈ Zn]/[(a1, a2, . . . , an) ∼ (a1 + k, a2 + k, . . . , an + k)].
For the highest weight of SU(n), we use a dominant integral weight which is
(a1, a2, . . . , an) where ai ≥ ai+1 and ai ∈ Z.
The highest weight representation of SU(n) with highest weight (a1, a2, . . . , an) can
be extended to the representation of U(n) with highest weight (a1+l, a2+l, . . . , an+l)
with integer l. We use the following proposition.
Proposition 3.1.1.5. The restriction of a quasi-spherical U(2)-type is a quasi-spherical
SU(2)-type, and a quasi-spherical SU(2)-type can be extended to a quasi-spherical
U(2)-type.
51
Proof: We prove the first part in 3.4.1.3, so we omit the proof. We prove the second
part. We denote an SU(2)-type φ is denoted by the highest weight
λ = (λ1, λ2)
for λi ∈ Z, λ1 ≥ λ2. The U(2)-type with highest weight (λ1, λ2) restricts to the
SU(2)-type with highest weight (λ1, λ2), which is equivalent to the SU(2)-type with
highest weight (λ1 + k, λ2 + k) for k ∈ Z. Therefore, the SU(2)-type with highest
weight
(λ1, λ2)
can be extended to the U(2)-type with highest weight
(λ1 + k, λ2 + k)
for integer k. From 3.1.1.5, the quasi-spherical SU(2)-type can be extended to a
quasi-spherical U(2)-type. If φ has a nonzero S(U(1) × U(1))-fixed vector, then the
U(2)-type with highest weight
(λ1 + k, λ2 + k)
is quasi-spherical for some k ∈ Z, which means that
λ1 + k + λ2 + k = 0 for some k.
Therefore λ1 + λ2 is even. We may view the SU(2)-type with highest weight (λ1, λ2)
as the SU(2)-type with highest weight
(λ1 − λ1 + λ2
2
, λ2 − λ1 + λ2
2
)
if λ1 + λ2 is even. Then, this representation has a U(1) × U(1)-fixed vector. This is
because the quasi-spherical U(2)-types have the highest weights of the form
(a,−a)
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for a ∈ N ∪ {0} due to the following theorem of Weyl.
Theorem 3.1.1.6. (Weyl [17]) If we restrict U(n) representation φ with highest
weight (a1, a2, . . . , an) to the representation of U(n − 1) × U(1), the representation
φ(b1,b2,...,bn−1)(bn) with highest weight (b1, b2, . . . , bn−1)(bn) has a nonzero multiplicity if
and only if
a1 ≥ b1 ≥ a2 ≥ b2 ≥ . . . ≥ bn−1 ≥ an
Σi=ni=1ai = Σ
i=n
i=1bi.
If these conditions hold, φ(b1,b2,...,bn−1)(bn) has multiplicity 1 in φ.
The trivial SU(2)-type has the highest weight (0, 0). On the other hand, the SU(2)-
type on pC has the highest weight (1,−1). These two quasi-spherical SU(2)-types
are extended to quasi-spherical U(2)-types with highest weights (0, 0) and (1,−1) re-
spectively. Therefore, the U(2)-type φ satisfying 3.1.1.3 has the highest weight (0, 0)
or (1,−1).
Proposition 2.4.2.2 suggests that we should study that K-types satisfying 3.1.1.3,
which turn out to be single-petaled K-types. In [24], Oda defined single-petaled
K-types.
Definition 3.1.1.7. For each reduced root α, fix Xα ,θXα, and Hα such that
Hα is the coroot of α
[Xα, θXα] = −Hα
Xα ∈ gα.
Put Zα = Xα+ θXα. Then a quasi-spherical K-type (φ, Vφ) is single-petaled if and
only if
φ(Zα)(φ(Zα)
2 − 4)v = 01, ∀v ∈ V Mφ , ∀α ∈ ∆.
Note that the definition of single-petaled K-type is independent of the choice of Zα
[24]. Suppose that an MKα-type φ˜ is quasi-spherical, and the Kα-type in φ˜|Kα is
1In [24], the single-petaled K-types are defined in a different way, which is equivalent to this one.
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parameterized by (i, j) in [23]. Then, Zα has eigenvalues ±2k such that |k| ≤ 2i + j
on V M
φ˜
. Since
φ(Zα)(φ(Zα)
2 − 4)
is the same as
φ(Zα)(φ(Zα)− 2)(φ(Zα) + 2),
this operator annihilates a vector if the vector is expressed as a sum of eigenvectors
corresponding to eigenvalues ±2 or 0 under the action of Zα.
Proposition 3.1.1.8. The single-petaled K-types are the K-types that satisfy 3.1.1.3.
Using this proposition and 3.1.1.2, we get the following theorem.
Theorem 3.1.1.9. We can represent the action of the long intertwining operator on
M -fixed vectors of a single-petaled K-type using a Weyl group algebra element.
3.2 Correspondence BetweenK-types andW -types
3.2.1 Correspondence Between K-types and W -types
We can use K-types to test unitarity of a representation of G, and it is often useful
to make a relation between tests using K-types and tests using W -types. We can
derive this relation naturally for single-petaled K-types, and this is one benefit of
classifying single-petaled K-types. As discussed in Chapter 2, we have a natural
Weyl group representation on M -fixed vectors of each K-type: the Weyl group is
realized as NK(a)/M , and it acts on M -fixed vectors of a K-type, hence defining
a Weyl group representation. For single-petaled K-type φ, the long intertwining
operator on HomK(φ, I(ν)) is represented by a Weyl group algebra element because
of 3.1.1.4. From 2.4.2, this Weyl group algebra element is Aω0(ν).
Aω0(ν).
Definition 3.2.1.1. For single-petaled K-type φ, Aω0(ν) is the Weyl group algebra
element that represents the action of the long intertwining operator on HomK(φ, I(ν)).
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We can apply the argument similar to 2.4.5 for single-petaled K-types. If the
Weyl group representation on V Mφ is ψφ, then the long intertwining opera-
tor on HomK(φ, I(ν)) is ψφ(Aω0(ν)). In other words, the long intertwining operator
on HomK(φ, I(ν)) is positive semi-definite if and only if every eigenvalue of ψφ(Aω0(ν))
is positive. Therefore, if ψφ(Aω0(ν)) has a negative eigenvalue, then the long inter-
twining operator on HomK(φ, I(ν)) is not positive semi-definite, hence J(ν) is not
a unitary representation. In this way, we relate unitarity tests using K-types and
unitarity tests using W -types as in 2.4.5. Using this relation, we relate non-unitarity
in the p-adic setting and unitarity in the real setting as in 2.4.5 for single-petaled
K-types of split groups. From 2.4.5.2, for split p-adic groups of classical type, it is
known (cf. [4]) that J(ν) is unitary if and only if
ψ(Aω0(ν))
is positive semi-definite for every W -type ψ. Note that we defined the unitarity test
using W -type ψ checking if ψ(Aω0(ν)) is positive semi-definite in 2.4.2.3. If J(ν)Qp
is not unitary, then ψ(Aω0(ν)) is not positive semi-definite for some W -type ψ. If
ψ is a Weyl group representation corresponding to a single-petaled K-type φ, then
ψ(Aω0(ν)) is a linear operator on V
M
φ which is similar to Aφ(ν), the long intertwining
operator on V Mφ . Therefore, J(ν) is not a unitary representation in the real group
setting either.
Therefore, it is interesting to figure out which Weyl group representations corre-
spond to single-petaled K-types. For example, for GL(n,C), the maximal compact
subgroup is U(n). The U(n)-types can be parameterized by their highest weights.
We will show in the next section that single-petaled K-types are the ones with the
highest weight
(a1 − 1, a2 − 1, . . . , an − 1)
such that every ai is nonnegative and Σ
n
i=1ai = n. Suppose φ is the K-type with
highest weight (a1−1, a2−1, . . . , an−1) such that Σni=1ai. Note that we may interpret
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(a1, a2, . . . , an) as a partition of n, or a Young diagram of size n. By (a1, a2, . . . , an)
T ,
we mean the partition of n represented by a Young diagram whose ith column has ai
boxes. Let
(b1, b2, . . . , bn) = (a1, a2, . . . , an)
T .
On the other hand, GL(n,C) has the Weyl group Sn, and irreducible representations
of Sn are parametrized by Young diagrams of size n as in 2.4.4. The Weyl group
representation on M -fixed vectors of φ is parametrized by (b1, b2, . . . , bn). We will
prove this in 3.4.2. Therefore, all the W -types are realized by single-petaled K-types.
In the next section, we introduce a strategy to classify single-petaled K-types.
3.3 Strategy to Classify Single-petaled K-types
3.3.1 Strategy to Classify Single-petaled K-types
We introduce a strategy to classify single-petaled K-types using 3.1.1.2. Specifically,
we follow the next steps.
1. Calculate the real rank one subgroup Gα and its maximal compact subgroup
Kα corresponding to each α ∈ ∆1.
2. Classify the irreducible representation φ˜ of MKα such that
(a) φ˜M is nonzero.
(b) φ˜|Kα is either the trivial representation or a pα-representation.
We denote φ˜ by triv or p˜α respectively.
3. Classify quasi-spherical MKα-types: calculate MKα-types with nonzero M -
fixed vectors.
4. Classify quasi-spherical K-types.
5. Calculate the restriction of φ to the representations of MKα using a branching
formula.
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6. Classify quasi-spherical K-types φ such that quasi-spherical MKα-types ap-
pearing in φ|MKα are triv or p˜α. These are the single-petaled K-types.
3.4 Single-petaled K-types of SL(n,C) and Corre-
sponding Weyl Group Representations
3.4.1 Single-petaled K-types of SL(n,C)
A U(n)-type is irreducible when restricted to SU(n) as well. The representations of
SU(n) are parametrized by their highest weights in the manner introduced in 2.3.3.
Proposition 3.4.1.1. A quasi-spherical U(n)-type restricts to a quasi-spherical SU(n)-
type, and a quasi-spherical SU(n)-type can be extended to a quasi-spherical U(n)-type.
Proof: When a U(n)-type φ˜ is given, it is irreducible as a representation of SU(n):
φ = φ˜|SU(n).
Then, V
U(1)n
φ˜
6= 0 implies V S(U(1)n)φ 6= 0, and a quasi-spherical U(n)-type restricts to
a quasi-spherical SU(n)-type.
An element u of U(n) can be expressed as s × d such that s ∈ SU(n) and d is a
scalar matrix. When given a quasi-spherical SU(n)-type φ, we can extend φ to a
U(n) representation φ˜ by defining
φ˜(u) = φ(s).
To prove that this is a well-defined representation of U(n), we suppose that
u = s× d = s′ × d′
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where s, s′ ∈ SU(n) and d, d′ are scalar matrices. Then
s−1s′ = dd′−1
is an element of SU(n) because s, s′ ∈ SU(n), and it is a scalar matrix because d and
d′ are scalar matrices. Therefore,
s−1s′ = dd′−1 = e
2kpii
n I
for k ∈ Z, and this is an element of M , so
φ(s−1s′) = φ(dd′−1)
sends the nonzero S(U(1)n)-fixed vector v to v. Also, it is a scalar operator because of
Schur’s lemma [17], so it is the identity linear operator on Vφ. Therefore, φ(s) equals
φ(s′), and φ˜ is well-defined. Note that φ˜ is a quasi-spherical U(n)-type. Suppose that
v ∈ V S(U(1)n)φ and m ∈ U(1)n. We can write m = m′d′ such that m′ ∈ S(U(1)n) and
d′ is a scalar matrix. Because
φ˜(m)(v) = φ(m′)(v) = v,
a nonzero vector v is in V
U(1)n
φ˜
. Therefore, φ˜ is a quasi-spherical U(n)-type.
A nonzero M˜ -fixed vector v is the trivial representation with highest weight (0)n
of M˜ ' U(1)n. Therefore, the U(n)-type with highest weight (a1, a2, . . . , an) has
a nonzero U(1)n-fixed vector if and only if it has a subrepresentation with highest
weight (0)n when branched to U(1)n.
Proposition 3.4.1.2. The U(n)-type has a nonzero U(1)n-fixed vector if and only if
it has the highest weight (a1, a2, . . . , an) such that Σ
n
i=1ai = 0.
Proof: (⇒) We prove by induction on n. If the U(n − 1) × U(1)-type with highest
weight
(b1, b2, . . . , bn−1)(bn)
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appears in the U(n)-type with highest weight
(a1, a2, . . . , an),
then
Σni=1ai = Σ
n
i=1bi
from 3.1.1.6. If the U(n − 1) × U(1)-type with highest weight (b1, b2, . . . , bn−1)(bn)
has a U(1)n-fixed vector, then bn = 0 and Σ
n−1
i=1 bi = 0 using inductive hypothesis.
Therefore, the U(n)-type has a nonzero U(1)n-fixed vector only if it has the highest
weight (a1, a2, . . . , an) such that Σ
n
i=1ai = Σ
n
i=1bi = 0.
(⇐) We prove by induction on n. This is true for n = 1. Since Σni=1ai = 0, there
exists k such that ak ≥ 0 and ak+1 ≤ 0. Note that
ak ≥ ak + ak+1 ≥ ak+1.
We define b1, b2, b3, . . . , bn−1 such that
bk = ak + ak+1,
bi = ai for i < k,
bi = ai+1 for i > k.
Then,
a1 ≥ b1 ≥ a2 ≥ b2 ≥ . . . ≥ bn−1 ≥ an and Σn−1i=1 bi = 0
holds. From 3.1.1.6, the U(n)-type with highest weight
(a1, a2, . . . , an)
contains the representation of U(n− 1)× U(1) with highest weight
(b1, b2, . . . , bn−1)(0).
From inductive hypothesis, we know that U(n− 1)-type with highest weight
(b1, b2, b3, . . . , bn−1)
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has a copy with highest weight (0)n−1 when branched to U(1)n−1. Therefore, the
U(n)-type with highest weight (a1, a2, . . . , an) has a nonzero U(1)
n-fixed vector.
Proposition 3.4.1.3. Restriction of a U(n)-type to SU(n) defines a bijection from
quasi-spherical U(n)-types in GL(n,C) to quasi-spherical SU(n)-types in SL(n,C).
This bijection carries single-petaled representations of GL(n,C) to single-petaled rep-
resentations of SL(n,C).
Sketch of Proof: We use an argument similar to 3.1.1.5. From 3.4.1.1, a quasi-
spherical SU(n)-type φ can be extended to a quasi-spherical U(n)-type φ˜ from 3.4.1.1.
Therefore, φ has the highest weight (a1, a2, . . . , an) such that Σ
n
i=1ai is a multiple of
n: if Σni=1ai is a multiple of n, then φ can be extended to φ˜ with highest weight
(a1 − a1 + a2 + . . .+ an
n
, a2 − a1 + a2 + . . .+ an
n
, . . . , an − a1 + a2 + . . .+ an
n
).
If φ˜ is a single-petaled K˜-type, then the M˜ -fixed vector in φ˜ satisfies Zα(Z
2
α−4)v = 0.
When φ˜ is restricted to the SU(n) representation φ, we have
V
U(1)n
φ˜
= V
S(U(1)n)
φ˜
= V
S(U(1)n)
φ ,
and therefore φ is a single-petaled SU(n)-type.
Conversely, if φ is a single-petaled SU(n)-type, then we can extend φ to be a
quasi-spherical representation of U(n), φ˜ as in 3.4.1.1. Then, we have
V
S(U(1)n)
φ = V
S(U(1)n)
φ˜
= V
U(1)n
φ˜
.
These vectors are annihilated by Zα(Z
2
α − 4), and gl(n,C) and sl(n,C) share root
systems and Zα, so we conclude that φ˜ is a single-petaled U(n)-type. Therefore, we
may classify single-petaled U(n)-types for GL(n,C) instead, and they are the single-
petaled SU(n)-types for SL(n,C) when restricted to SU(n).
Therefore, to classify single-petaled SU(n)-types in SL(n,C), it is enough to classify
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single-petaled U(n)-types in GL(n,C) and restrict them to SU(n).
Now, we begin to classify single-petaled U(n)-types for GL(n,C).
• G = GL(n,C)
• K = U(n)
• a ' Rn: {d1E1,1 + d2E2,2 + . . .+ dnEn,n | di ∈ R}
• restricted root system ∆:
{αi − αj|n ≥ i 6= j ≥ 1} where αi(d1E1,1 + d2E2,2 + . . .+ dnEn,n) = di
• simple restricted roots: Π = {αi − αi+1|i = 1, 2, . . . , n− 1}
• Weyl group W = Sn
• gαi−αj = spanR < Ei,j, iEi,j >
• Zαi−αj = Ei,j − Ej,i
• gαi−αj ' sl(2,C) with nonzero entries in (i, i), (i, j), (j, i), (j, j)
• Gαi−αj ' SL(2,C)
• kαi−αj ' su(2) with nonzero entries in (i, i), (i, j), (j, i), (j, j)
• Kαi−αj ' SU(2,C)
• MKαi−αj ' U(2)× U(1)n−2
For n = 2, Kα is isomorphic to SU(2) for a simple root α. The representations
of U(2) with a nonzero M -fixed vector are the ones with the highest weight (m,−m)
with non-negative integer m. For m = 0, (0, 0) is the trivial representation. For
m = 1, (1,−1) is the p-representation, and it is also p˜α-representation. Therefore,
the U(2)-types with highest weight
(0, 0) and (1,−1)
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are single-petaled for GL(2,C). A quasi-spherical representation of MKα ' U(2) ×
U(1)n−2 has a nonzero M -fixed vector annihilated by Zα(Z2α− 4) if and only if it has
the highest weight
(0, 0)(0)n−2 or (1,−1)(0)n−2
when restricted to Kα. From 3.3.1, to calculate single-petaled K-types for GL(n,C),
we need to calculate the representation of U(n) satisfying the following condition: if
the subrepresentation with highest weight
(m,−m)× (0)n−2
appears in the restriction to U(2)× U(1)n−2, then m = 0 or 1.
Theorem 3.4.1.4. A single-petaled K-type of GL(n,C) has the highest weights of
the following form:
(a1, a2, . . . , an)− (1, 1, . . . , 1) where ai ≥ ai+1 ≥ 0 and Σai = n
or (1, 1, . . . , 1)− (a1, a2, . . . , an) where ai ≥ ai+1 ≥ 0 and Σai = n.
Proof: First, we show that the K-type with highest weight
(a1, a2, . . . , an)− (1, 1, . . . , 1)
is a single-petaled K-type. The restriction of φ(a1,a2,...,an)−(1,1,...,1) to U(2) × U(1)n−2
has a nonzero M -fixed vector if and only if it has the highest weight
(1,−1)× (0)n−2 or (0, 0)× (0)n−2.
We prove this by mathematical induction.
(1) For n = 2, the statement is true.
(2) For n = k ≥ 3, the U(n)-type with highest weight
(a1, a2, . . . , an)− (1, 1, . . . , 1)
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contains U(n− 1)× U(1)-type with highest weight
(b1, b2, . . . , bn−1)(bn).
The U(n− 1)×U(1)-type with highest weight (b1, b2, . . . , bn−1)(bn) has a nonzero M -
fixed vector only if bn is 0. If bn is 0, then Σ
n−1
i=1 bi = 0 and bi ≥ −1 for n− 1 ≥ i ≥ 1
from the proof of 3.4.1.2. Therefore,
(b1 + 1, b2 + 1, . . . , bn−1 + 1)
is a partition of n− 1, and
(b1, b2, . . . , bn−1)
is the highest weight of a single-petaled U(n− 1)-type in GL(n− 1,C) by inductive
hypothesis. From (1), (2), and mathematical induction, the irreducible subrepresen-
tation of U(2) × U(1)n−2 that appears in φ(a1,a2,...,an)−(1,1,...,1) has a nonzero M -fixed
vector if and only if it the highest weight (1,−1)× (0)n−2 or (0, 0)× (0)n−2. We can
prove that φ(1,1,...,1)−(a1,a2,...,an) is a single-petaled K-type similarly.
Second, we show that every single-petaledK-type has the highest weight expressed
in the following forms:
(a1, a2, . . . , an)− (1, 1, . . . , 1) where ai ≥ ai+1 ≥ 0 and Σai = n
or (1, 1, . . . , 1)− (a1, a2, . . . , an) where ai ≥ ai+1 ≥ 0 and Σai = n.
If the K-type with highest weight (b1, b2, . . . bn) with a nonzero M -fixed vector is not
expressed in one of the above forms, then the following holds:
Σni=1bi = 0, b1 ≥ 2 and bn ≤ −2.
Then the K-type with highest weight (b1, b2, . . . bn) contains the representation of
U(2)× U(1)n−2 with highest weight
(min(|b1|, |bn|),−min(|b1|, |bn|))(0)n−2.
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If this statement holds, then φ(b1,b2,...,bn) is not a single-petaled K-type. We prove this
statement by induction on n.
(3) For n = 2, the statement is true.
(4) For n = k ≥ 3, since Σni=1bi = 0, there exists k (1 ≤ k ≤ n− 1) such that
bk ≥ 0 and bk+1 ≤ 0.
Note that
bk ≥ bk + bk+1 ≥ bk+1.
We define c1, c2, c3, . . . , cn−1 such that
ck = bk + bk+1,
ci = bi for i < k,
ci = bi+1 for i > k.
• If 1 < k < n− 1, then |b1| = |c1| and |bn| = |cn−1|.
• If k = 1, then min(|b1|, |bn|) = |bn| = |cn−1| = min(|c1|, |cn−1|).
• If k = n− 1, then min(|b1|, |bn|) = |b1| = |c1| = min(|c1|, |cn−1|).
Then, the irreducible subrepresentation of U(n−1)×U(1) that appears in φ(b1,b2,...bn)
has the highest weight (c1, c2, . . . , cn−1)(0) satisfying
min(|b1|, |bn|) = min(|c1|, |cn−1|).
Therefore, we prove that the K-type with highest weight (b1, b2, . . . bn) contains the
representation of U(2)× U(1)n−2 with highest weight
(min(|b1|, |bn|),−min(|b1|, |bn|))(0)n−2.
from (3), (4), and mathematical induction.
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3.4.2 Corresponding W -types for SL(n,C)
In this subsection, we calculate the correspondingW -type to each single-petaled U(n)-
type of G = GL(n,C). Using the argument in 3.4.1, we can show that the W -type
corresponding to single-petaled U(n)-type with highest weight (a1−1, a2−1, . . . , an−
1) is the same as the W -type corresponding to the single-petaled SU(n)-type with
highest weight (a1 − 1, a2 − 1, . . . , an − 1).
Theorem 3.4.2.1. (Gutkin [12]) Suppose a single-petaled U(n)-type φ has the highest
weight
(a1 − 1, a2 − 1, . . . , an − 1)
such that a1 ≥ a2 ≥ . . . an ≥ 0 and Σni=1ai = n. The Weyl group representation on
V
U(1)n
φ is parametrized by
(a1, a2, . . . , an)
T .
By the partition (a1, a2, . . . , an) ` n, we mean the partition (a1, a2, . . . , ak) ` n if
ak ≥ 1 and ak+1 = 0. This is proved in [12], so we omit the proof.
3.5 Single-petaled K-types of SU(m,n) and Corre-
sponding Weyl Group Representations
3.5.1 Single-petaled K-types of SU(m,n)
Without loss of generality, we will assume m ≥ n. Let M(G) be the subgroup of the
maximal compact subgroup of G that centralizes the maximal noncompact abelian
subalgebra of g. Specifically, for G = SU(m,n) and for G = U(m,n), M(G) is the
following:
M(U(m,n)) = {x× (y1 × . . .× yn)× (zn × . . .× z1) | x ∈ U(m− n), yi = zi ∈ U(1)}
M(SU(m,n)) =M(U(m,n)) ∩ SU(m,n).
Proposition 3.5.1.1. The single-petaled S(U(m)× U(n))-types in SU(m,n) can be
extended to the single-petaled U(m) × U(n)-types in U(m,n), and the single-petaled
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U(m) × U(n)-types in U(m,n) restrict to single-petaled S(U(m) × U(n))-types in
SU(m,n).
The proof is similar to that of 3.4.1.3, so we just sketch the proof without details. To
show 3.5.1.1, we need the following lemmas.
Lemma 3.5.1.2. A quasi-spherical S(U(m)×U(n))-type can be extended to a quasi-
spherical U(m) × U(n)-type, and a quasi-spherical U(m) × U(n)-type restrict to a
quasi-spherical S(U(m)× U(n))-type.
The proof is similar to that of 3.4.1.1, so we omit the proof.
Lemma 3.5.1.3. A U(m)× U(n)-type φ˜ is irreducible when restricted to S(U(m)×
U(n)).
Proof: An element u in U(m) × U(n) is expressed as s × d where d is a scalar
matrix and s is an element of S(U(m) × U(n)), and the φ˜(d) is a scalar operator
on Vφ˜ due to Schur’s lemma [17]. Therefore, Vφ˜ = spank∈U(m)×U(n) < φ(k)v > and
spank∈S(U(m)×U(n)) < φ(k)v > have the same dimension for a nonzero vector v ∈ Vφ˜.
Lemma 3.5.1.4. The U(m)× U(n)-type with highest weight
(c1, c2, . . . , cm)(d1, d2, . . . , dn)
has an M(U(m) × U(n))-fixed vector if and only if it contains an irreducible repre-
sentation of U(m− n)× U(1)n × U(1)n with highest weight
(0, 0, . . . , 0)(k1)(k2) . . . (kn)(−kn) . . . (−k2)(−k1).
Therefore, a quasi-spherical U(m)× U(n)-type satisfies
Σmi=1ci + Σ
n
i=1di = 0.
This lemma is true because
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Σmi=1ci = Σ
n
i=1ki and Σ
n
i=1di = Σ
n
i=1 − ki
from 3.1.1.6 as in the proof of 3.4.1.2.
Lemma 3.5.1.5. Suppose that φ˜ is a quasi-spherical U(m)× U(n)-type and
φ˜|SU(m)×SU(n) = φ.
Then,
V
M(U(m,n))
φ˜
= V
M(SU(m,n))
φ
and they are annihilated by Zα(Z
2
α − 4) for α ∈ ∆1.
Proof: Suppose that a quasi-spherical U(m)× U(n)-type φ˜ has the highest weight
(c1, c2, . . . , cm)(d1, d2, . . . , dn).
From 3.5.1.3, we may assume
φ˜|S(U(m)×U(n)) = φ
for an S(U(m)× U(n))-type φ. We note that V M(U(m,n))
φ˜
is the sum of the represen-
tations with highest weight
(0, 0, . . . , 0)(k1)(k2) . . . (kn)(−kn) . . . (−k2)(−k1)
when restricted to U(m− n)× U(1)n × U(1)n. Likewise, the V M(SU(m,n))
φ˜
is the sum
of representations with highest weight
(k, k, . . . , k)(k1)(k2) . . . (kn)(−kn) . . . (−k2)(−k1)
when restricted to U(m−n)×U(1)n×U(1)n. From 3.5.1.4, if U(m−n)×U(1)n×U(1)n-
type with highest weight
(k, k, . . . , k)(k1)(k2) . . . (kn)(−kn) . . . (−k2)(−k1)
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appears in φ˜, then k is 0. We conclude that the M(U(m,n))-fixed vectors in φ˜ are
the same as the M(SU(m,n))-fixed vector in φ.
V
M(U(m,n))
φ˜
= V
M(SU(m,n))
φ˜
= V
M(SU(m,n))
φ .
Because U(m,n) and SU(m,n) share the restricted-root system, we may assume that
they also share Zα for simple restricted root α. Therefore, V
M(U(m,n))
φ˜
= V
M(SU(m,n))
φ
is annihilated by Zα(Z
2
α − 4).
A SU(m)× SU(n)-type with highest weight
(a1, a2, . . . , am)(b1, b2, . . . , bn)
is equivalent to the representation with highest weight
(a1 + k, a2 + k, . . . , am + k)(b1 + s, b2 + s, . . . , bn + s)
for k, s ∈ Z. This representation can be extended to the irreducible representation of
U(m)× U(n) with the highest weight
(a1 + k, a2 + k, . . . , am + k)(b1 + s, b2 + s, . . . , bn + s)
for k, s ∈ Z from the proofs of 3.4.1.3 and 3.4.1.1. Likewise, S(U(m) × U(n))-type
with the highest weight
(a1, a2, . . . , am)(b1, b2, . . . , bn)
is equivalent to the representation with highest weight
(a1 + k, a2 + k, . . . , am + k)(b1 + k, b2 + k, . . . , bn + k).
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Note that a quasi-spherical S(U(m)× U(n))-type with highest weight
(a1, a2, . . . , am)(b1, b2, . . . , bn)
is extended to a U(m)× U(n)-type with highest weight
(a1 + k, a2 + k, . . . , am + k)(b1 + k, b2 + k, . . . , bn + k),
and it is quasi-spherical for unique k because
(m+ n)k + Σmi=1ai + Σ
n
i=1bi = 0.
Proposition 3.5.1.1 is immediate from 3.5.1.2 and 3.5.1.5. From 3.5.1.1, we may clas-
sify single-petaled U(m)×U(n)-types of U(m,n) instead of single-petaled S(U(m)×
U(n))-types of SU(m,n), and they are single-petaled S(U(m) × U(n))-types when
restricted to S(U(m)× U(n)). The next corollary to 3.5.1.5 is useful in 3.5.2.
Corollary 3.5.1.6. Suppose that φ˜ is the single-petaled U(n)-type with highest weight
(c1, c2, . . . , cm)(d1, d2, . . . , dn).
Then, φ = φ˜|SU(n) is the single-petaled SU(n)-type with highest weight
(c1, c2, . . . , cm)(d1, d2, . . . , dn).
The W -type on V
M(U(m,n))
φ˜
is the same as the W -type on V
M(SU(m,n))
φ .
A U(m)× U(n)-type is denoted by a tensor product of a U(m)-type φ1 and a U(n)-
type φ2:
φ1 ⊗ φ2.
We clarify the notations that we will use for the rest of this subsection.
• G = U(m,n)
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• g = u(m,n) = {
 a b
b∗ c
 | a, c are skew Hermitian m×m and n×n matrices
respectively}
• p = {
 0 x
x∗ 0
 | x is an m× n complex matrix}
• a = {
 0 x
x∗ 0
 | x is an m× n real matrix, xi,j is zero if i+ j 6= m+ 1} ⊂ p
• αi ∈ a∗: αi(
 0 x
x∗ 0
) = xm+1−i,i for 1 ≤ i ≤ n
• restricted-roots:
{±αi ± αj|i 6= j, 1 ≤ i, j ≤ n} ∪ {±2αi|1 ≤ i ≤ n} ∪ {±αi|1 ≤ i ≤ n} if m > n
{±αi ± αj|i 6= j, 1 ≤ i, j ≤ n} ∪ {±2αi|1 ≤ i ≤ n} if m > n if m = n.
• positive roots: {αi ± αj|n ≥ j > i ≥ 1} ∪ {2αi|n ≥ i ≥ 1} ∪ {αi|n ≥ i ≥ 1} if
m > n
{αi ± αj|n ≥ j > i ≥ 1} ∪ {2αi|n ≥ i ≥ 1} if m = n
• simple roots: {αi − αi+1|1 ≤ i ≤ n− 1} ∪ {αn} if m > n
{αi − αi+1|1 ≤ i ≤ n− 1} ∪ {2αn} if m = n
We describe the restricted-root spaces as in [17]. We first need to define the following
2× 2 complex matrices:
J(z) =
 0 z
−z∗ 0
, I+(z) =
 z 0
0 z¯
, I−(z) =
 z 0
0 −z¯
.
The restricted-root spaces for ±αi±αj with i < j are 2-dimensional and are nonzero
only in the 16 entries corresponding to row and column indices m− j +1, m− j +1,
m+ i, and m+ j, where they are
gαi−αj = {
 J(z) −I+(z)
−I+(z¯) −J(z¯)
}, g−αi+αj = {
 J(z) I+(z)
I+(z¯) −J(z¯)
},
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gαi+αj = {
 J(z) −I−(z)
−I−(z¯) J(z¯)
}, g−αi−αj = {
 J(z) I−(z)
I−(z¯) J(z¯)
}.
The restricted-root spaces for ±2αi have dimension 1 and are nonzero only in the 4
entries corresponding to row and column indices m− i+1 and m+ i, where they are
g2αi = iR
 1 −1
1 −1
 and g−2αi = iR
 1 1
−1 −1
.
The restricted-root spaces for ±αi have dimension 2(m− n) and are nonzero only in
the entries corresponding to row and column indices 1 to m−n, m− i+1, and m+ i,
where they are
gαi = {

0 v −v
−v∗ 0 0
−v∗ 0 0
} and g−αi = {

0 v v
−v∗ 0 0
v∗ 0 0
}.
We can choose Zαi−αj for i < j such that they are nonzero only in the 16 entries
corresponding to row and column indices m− i+1, m− j+1, m+ i and m+ j, where
they are
Zαi−αj =
 J(1) 0
0 −J(1)
.
Likewise, we can choose Zαi for ±αi such that they are nonzero only in the entries
corresponding to row and column indices 1 to m− n, m− i+ 1, and m+ i. We may
choose
Zαi =

0 v 0
−v∗ 0 0
0 0 0
 where v = e1 ∈ Cm−n.
For m = n, 2αi is a reduced root, and we can choose Z2αi such that they are nonzero
only in the 16 entries corresponding to row and column indices m− i+ 1 and m+ i,
where they are
Z2αi =
 i 0
0 −i
.
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The Weyl group representatives in NK(a) are defined as follows. Let A be a matrix
such that the entries corresponding to row and column indices m− j + 1, m− j + 1,
m+ i and m+ j are  J(1) 0
0 −J(1)
 ,
and all other entries are zero. Let B be a matrix such that the entries corresponding
to row and column indices m− j + 1, m− j + 1, m+ i and m+ j are I 0
0 I
 ,
and all other entries are zero. Then the Weyl group representatives are given as
follows:
Wαi−αj = I −B + A and Wαi = I − 2Em+i,m+i.
A simple restricted root for U(m,n) is either αi − αi+1 or αn. The real rank one
subalgebra gαn is isomorphic to su(m−n+1, 1). We can calculate that MKαn is the
following:
{x×z× (y1×y2× . . .×yn−1)× (yn−1× . . .×y2×y1) | z, yi ∈ U(1), x ∈ U(m−n+1)}.
The MKα-type with a nonzero M -fixed vector restricts to U(m−n+1)×U(1)-type
with highest weight
(a, 0, 0, . . . , 0, 0,−b)(b− a)
where a, b are nonnegative integers. For real rank one group SU(m − n + 1, 1), the
quasi-spherical S(U(m− n+ 1)× U(1))-types corresponding to Kostant’s parameter
(0, 0) and (0, 1) are extended to the U(m − n + 1) × U(1)-types with a nonzero
M(U(m−n+1, 1))-fixed vector according to 3.5.1.1. They have the following highest
weight:
(0, 0, 0, . . . , 0)(0), (1, 0, 0, . . . , 0)(−1), and (0, 0, . . . , 0,−1)(1).
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Therefore we should look for a U(m)× U(n)-type such that its restriction to U(m−
n+1)×U(1)×U(1)n−1×U(1)n−1 has the irreducible subrepresentation with highest
weight
(a, 0, 0, . . . , 0, 0,−b)× (b− a)× (k1)(k2) . . . (kn−1)× (kn−1) . . . (k2)(k1)
only if (a, b) is either (0, 0), (1, 0) or (0, 1).
On the other hand, the real rank one subalgebra gαi−αi+1 is isomorphic to a subal-
gebra of su(2, 2), and MKαi−αi+1 is isomorphic to a subgroup of U(m− n)× U(2)×
U(1)n−2 × U(1)n−2 × U(2). Specifically, MKαi−αi+1 is the following:
{x1×x2×(y1×. . .×yn−2)×(yn−2×. . .×y1)×x3 | x1 ∈ U(m−n), x2 = I−(1)J(1)x3I−(1)J(1)}.
The real rank one subgroup Gαi−αj , which is isomorphic to a subgroup of SU(2, 2),
has the maximal compact group
{A×B ∈ S(U(2)× U(2)) | A = I−(1)J(1)BI−(1)J(1)}.
Therefore, we conclude thatKαi−αi+1 ' SU(2). The SU(2)-type corresponding to the
Kostant’s parameter (0, 0) and (0, 1) have the irreducible subrepresentation (0, 0) and
(1,−1) respectively. Therefore, we should look for a representation of U(m) × U(n)
φ satisfying the following condition:
[φ|U(m−n)×U(2)×U(2)×U(1)n−2×U(1)n−2 has a subrepresentation with highest weight
(0, 0, 0, . . . , 0)× (φ1)× (φ2)× (k1)(k2) . . . (kn−2)× (−kn−2) . . . (−k2)(−k1)]
=⇒ [φ1 ⊗ φ2 has a subrepresentation with highest weight (k,−k)
only if k = 0 or 1.]
To classify single-petaled U(m)× U(n)-types in U(m,n), we use 3.1.1.6 and 3.5.1.4.
Proposition 3.5.1.7. For U(m,n) with m > n, a single-petaled K-type has the
highest weight
(a1, a2, . . . , am)(b1, b2, . . . , bn)
such that
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[am ≥ 0, bn ≥ −1, Σni=1bi + Σmi=1ai = 0] or [a1 ≤ 0, b1 ≤ 1, Σni=1bi + Σmi=1ai = 0].
The proof is similar to the proof of 3.4.1.4, so we omit the proof.
For m = n, the simple restricted roots are {αi − αi+1|n ≥ i ≥ 1} ∪ {2αn}. We
can still make use of 3.5.1.5. A U(n)×U(n)-type φ that is quasi-spherical in U(n, n)
contains a subrepresentation of U(1)n × U(1)n with highest weight
(a1)(a2) . . . (an)(−an) . . . (−a2)(−a1).
Note that Z2αi(Z
2
2αi
− 4) annihilates the M -fixed vectors in the U(1)n × U(1)n-type
with highest weight
(a1)(a2) . . . (an)(−an) . . . (−a2)(−a1)
only if |ai| ≤ 1. Using a similar argument as before, we get the single-petaled K-types
of U(n, n).
Proposition 3.5.1.8. A single-petaled K-type is the representation with highest weight
(a1, a2, . . . , an)(b1, b2, . . . , bn)
such that
[an ≥ 0, bn ≥ −1, Σbi + Σai = 0] or [a1 ≤ 0, b1 ≤ 1, Σbi + Σai = 0].
3.5.2 Corresponding W -types for SU(m,n)
In this subsection, we calculate the corresponding W -type to each single-petaled
U(m) × U(n)-type φ of G = U(m,n). Because of 3.5.1.6, this calculation gives the
corresponding W -type to each single-petaled S(U(m) × U(n))-type φS(U(m)×U(n)) in
SU(m,n). We make use 3.4.2.1: in GL(n,C), the U(n)-type with highest weight
(a1 − 1, a2 − 1, . . . , an − 1)
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such that
Σni=1ai = n and ai ∈ N ∪ {0}
realizes the Weyl group representation ψ(a1,a2,...,an)
T
on its U(1)n-fixed vectors. Note
thatG has theWeyl group Snn(Z/2Z)n, and its irreducible representation is parametrized
by two Young diagrams (λ, τ), where λ ` q and τ ` n− q. Suppose that
λT = (a1, a2, . . . , aq) ` q and τT = (b1, b2, . . . , bn−q) ` n− q.
The representation of Sq, ψ
λ is realized by U(q)-type with highest weight
(a1, a2, . . . , aq)− (1, 1, . . . , 1)
on its U(1)q-fixed vectors, and the representation of Sn−q, ψτ is realized by U(n− q)-
type with highest weight
(b1, b2, . . . , bn−q)T
on its (1, 1, . . . , 1) weight vectors. Here, we choose the same representatives for Sn as
in 3.4.2.
Let us illustrate two examples. Throughout these two examples, we assume that
Σni=1ai = n and ai ≥ 0.
The reflections with respect to long simple roots generate a subgroup W1 ' Sn of
Weyl group. The W1-type on the M -fixed vectors of K-type φ
′ with highest weight
(0, 0, . . . , 0)(a1 − 1, a2 − 1, . . . , an − 1)
is ψλ where λ = (a1, a2, . . . , an)
T from 3.4.2.1. The reflection with respect to the
short root generate a subgroup W2 ' (Z/2Z)n of Weyl group, and its representation
on V Mφ′ is (triv)
n. Therefore, the Weyl group representation on V Mφ′ is parametrized
by
(λ, ∅).
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For another example, the representation of W1 on the M -fixed vectors of K-type φ
′′
with highest weight
(a1, a2, . . . , an, 0, 0, . . . , 0)(−1,−1, . . . ,−1)
is (a1, a2, . . . , an) = λ
T . The representation of W2 on V
M
φ′′ is (sign)
n. Therefore, the
Weyl group representation on V Mφ′′ is parametrized by
(∅, λ).
Using there two examples, we calculate correspondences between K-types and W -
types.
Theorem 3.5.2.1. Let φ be the single-petaled U(m)×U(n)-type with highest weight
(b1, b2, . . . , bn−q, 0, 0, . . . , 0)(a1 − 1, a2 − 1, . . . , aq − 1,−1,−1, . . . ,−1)
such that
a1 ≥ a2 ≥ . . . aq ≥ 0, b1 ≥ b2 ≥ . . . bn−q ≥ 0, and Σai + Σbi = n.
The Weyl group representation on M(U(m,n))-fixed vector of φ is
ψλ,τ
where
λ = (a1, a2, . . . , aq)
T ` q
τ = (b1, b2, . . . , bn−q)T ` n− q.
Sketch of Proof: The irreducible representation ψλ,τ of Weyl group is parametrized
by two Young diagrams (λ, τ), where λ ` q and τ ` n− q. Suppose that
λT = (a1, a2, . . . , aq) ` q and τT = (b1, b2, . . . , bn−q) ` n− q.
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The Sq n (Z/2Z)q-type
ψ(λ,∅)
is realized by U(q)× U(q)-type with highest weight
(0, 0, . . . , 0)(a1 − 1, a2 − 1, . . . , aq − 1)
on the vectors fixed by {(x1, x2, . . . , xq)× (xq, xq−1, . . . , x1) | xi ∈ U(1)}.
The Sn−q n (Z/2Z)n−q-type
ψ(∅,τ)
is realized by U(n− q)-type with highest weight
(b1, b2, . . . , bn−q)(−1,−1, . . . ,−1)
on its vectors fixed by {(x1, x2, . . . , xn−q)(xn−q, xn−q−1, . . . , x1) | xi ∈ U(1)}.
The U(m)× U(n)-type φ with highest weight
(b1, b2 . . . , bn−q, 0, 0, . . . , 0)(a1 − 1, a2 − 1, . . . , aq − 1,−1,−1, . . . ,−1)
contains the U(m− n)× U(q)× U(n− q)× U(n− q)× U(q)-type φres with highest
weight
(0, 0, . . . , 0)(0, 0, . . . , 0)(b1, b2, . . . , bn−q)(−1,−1, . . . ,−1)(a1 − 1, a2 − 1, . . . , aq − 1).
Note that φ is a single-petaled U(m) × U(n)-type of U(m,n), so V Mφ is annihilated
by Zα(Z
2
α − 4) for reduced root α. The representation of (Sq × (Z/2Z)q) × (Sn−q ×
(Z/2Z)n−q), which is a subgroup of W , on V Mφres is
(λ⊗ (triv)q)× (τ ⊗ (sign)n−q).
Therefore, the Sn n (Z/2Z)n-type
ψ(λ,τ) = Ind
Snn(Z/2Z)n
(Sq×(Z/2Z)q)×(Sn−q×(Z/2Z)n−q)(λ⊗ (triv)q)× (τ ⊗ (sign)n−q)
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is a subrepresentation of the representation of W on V Mφ . In fact, we can prove that
the representation space of ψ(λ,τ) has the same dimension with V Mφ , so ψ
(λ,τ) is the
representation of W on V Mφ . We omit the detailed proof.
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Chapter 4
Quasi-single-petaled K-types
We classified single-petaled K-types for G = SL(n,C) and G = SU(m,n) in 3.4.1
and 3.5.1. For these groups, single-petaled K-types realize all W -types, but for
some classical groups, we do not have enough single-petaled K-types. Therefore, we
would like to generalize the single-petaled K-types to the quasi-single-petaled K-
types, which we will introduce in this chapter. Even for a K-type φ such that V Mφ is
not annihilated by φ(Zα)(φ(Zα)
2 − 4) for all α ∈ Π, there often exists a nonzero M -
fixed vector annihilated by all of them. On these M -fixed vectors, it is still possible
to represent the long intertwining operator using a Weyl group algebra element, and
quasi-single-petaled K-types are the ones with such M -fixed vectors. In this chapter,
we define quasi-single-petaled K-types, associate W -types to the quasi-single-petaled
K-types, and classify which W -types can be realized in this way for each classical
group.
4.1 Quasi-single-petaled K-types
4.1.1 Quasi-single-petaled K-types
Definition 4.1.1.1. For a K-type φ, v ∈ V Mφ is single-petaled if
φ(Zα)(φ(Zα)
2 − 4)v = 0 for all ∀α ∈ ∆1.
The vector space spanned by single-petaled M-fixed vectors of φ is denoted by V Mφ,single.
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The action of the long intertwining operator on HomK(φ, I(ν)) ' V Mφ is not fully
represented by a Weyl group algebra element if φ is not a single-petaled K-type.
However, the action of the long intertwining operator on V Mφ,single can be represented
by a Weyl group algebra element still. This is because V Mφ,single is stabilized by the
action of the Weyl group and the long intertwining operator.
Lemma 4.1.1.2. The action of the Weyl group stabilizes V Mφ,single.
Proof: We prove that the Weyl group representatives in NK(a) stabilize V
M
φ . Let us
denote the Weyl group representative for sβ by rβ.
Then, rβ acts on Xα, θXα, Hα, and
Ad(rβ)spanR < Hα >= spanR < Hsβ(α) >
Ad(rβ)g
α = gsβ(α)
Ad(rβ)θg
α = θ(gsβ(α))
Ad(rβ)(Zα) ∈ k ∩ gα = kα.
Suppose that
A = {Zα | α ∈ ∆1} and B = {Ad(rβ)(Zα) | α ∈ ∆1}.
Since the definitions of single-petaled K-type and single-petaled M -fixed vectors do
not depend on the choice of Zα, the following holds:
v is single-petaled
⇔ φ(X)(φ(X)2 − 4)v = 0 for all X ∈ A
⇔ φ(X)(φ(X)2 − 4)v = 0 for all X ∈ B.
Suppose v is single-petaled. We show that sβ.v = Ad(rβ)v is single-petaled as follows:
v ∈ V Mφ is single-petaled
⇔ φ(Zα)(φ(Zα)2 − 4)v = 0 ∀α ∈ ∆1
⇔ φ(rβ)φ(Zα)(φ(Zα)2 − 4)v = 0 ∀α ∈ ∆1
⇔ φ(Ad(rβ)Zα)(φ(Ad(rβ)Zα)2 − 4)φ(rβ)v = 0 ∀α ∈ ∆1
⇔ φ(Ad(rβ)Zα)(φ(Ad(rβ)Zα)2 − 4)φ(rβ)v = 0 ∀α ∈ ∆1
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⇔ φ(X)(φ(X)2 − 4)φ(rβ)v = 0 for all X ∈ B
⇔ φ(X)(φ(X)2 − 4)φ(rβ)v = 0 for all X ∈ A
⇔ φ(rβ)v ∈ V Mφ is single-petaled.
We conclude that the Weyl group stabilizes V Mφ,single.
Lemma 4.1.1.3. The action of the long intertwining operator stabilizes V Mφ,single.
Proof: To prove that the long intertwining operator stabilizes V Mφ,single, we use the
decomposition of the long intertwining operator. If v ∈ V Mφ,single, then
v = v0 + v2,
with v0 an eigenvector of the eigenvalue 0, and v2 a sum of eigenvectors of eigenvalues
±2 under action of Zα. Then
sαv = v0 − v2,
and it is a single-petaled M -fixed vector. Because
A(sα, ν)v = v0 + kv2
for some scalar k, it is a linear combination of v0+v2 and v0−v2. Therefore, A(sα, ν)v
is a single-petaled M -fixed vector as well. Since the long intertwining operator is
expressed as a composition of A(sα, ν) with varying α and ν, we conclude that the
long intertwining operator stabilizes V Mφ,single
Definition 4.1.1.4. A K-type is quasi-single-petaled if it has a nonzero single-
petaled M-fixed vector.
Definition 4.1.1.5. We denote the a Weyl group representation on V Mφ,single by ψφ,single.
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4.2 Correspondence BetweenW -types and K-types
4.2.1 Correspondence Between W -types and K-types
As discussed in 3.2.1, it is often useful to make a relation between unitarity tests
using K-types and unitarity tests using W -types. For a single-petaled K-type φ, we
derived this relation naturally – we matched the W -type that is realized on the M -
fixed vectors of φ. For quasi-single-petaled K-type φ, the long intertwining operator
on V Mφ,single, which is a subspace of V
M
φ ' HomK(φ, I(ν)), is represented by the Weyl
group algebra element Aω0(ν) defined in 2.4.2.
Lemma 4.2.1.1. For a K-type φ, the long intertwining operator on V Mφ,single is
ψφ,single(Aω0(ν)).
Therefore, if the long intertwining operator on V Mφ,single is positive semi-definite, then
every eigenvalue of ψφ,single(Aω0(ν)) is positive.
Proposition 4.2.1.2. If there exists a K-type φ such that an eigenvalue of ψφ,single(Aω0(ν))
is negative, then the long intertwining operator on
V Mφ,single ⊂ V Mφ ' HomK(φ, I(ν))
is not positive semi-definite, so J(ν) is not a unitary representation.
Proposition 4.2.1.3. Suppose the following:
(1) G is split.
(2) For each W -type τ , there exists a K-type φ such that τ is a subrepresentation of
ψφ,single.
Then, if J(ν)p is not unitary, J(ν) is not unitary either.
Sketch of Proof: From the theorem of Barbasch-Moy in 2.4.5.2, it is known for
split p-adic groups that J(ν)p is unitary if and only if ψ(Aω0(ν)) is positive semi-
definite for every W -type ψ. Suppose that J(ν)p is not positive semi-definite. Then,
ψ(Aω0(ν)) is not positive semi-definite for some W -type ψ. From (2), ψ is contained
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in ψφ,single for some quasi-single-petaled K-type φ. Then, ψ(Aω0(ν)) is a block in the
long intertwining operator on
V Mφ,single ⊂ V Mφ ' HomK(φ, I(ν)),
so the long intertwining operator is not positive definite on HomK(φ, I(ν)). There-
fore, J(ν) is not a unitary representation in the real group setting either.
Therefore, it is meaningful to figure out which W -types are realized on the single-
petaledM -fixed vectors of quasi-single-petaled K-types. In 3.4.2 and 3.5.2, we proved
that the single-petaled K-types realize all W -types for SL(n,C) and SU(m,n).
We can realize all W -types using quasi-single-petaled K-types also for SL(n,R),
SO(m,n), Sp(n,R), which we show in 4.4.
4.3 Strategy to Classify Single-petaled W -types
4.3.1 Strategy to Classify Single-petaled W -types
In this subsection, we introduce a strategy to classify W -types realized on the single-
petaled M -fixed vectors of quasi-single-petaled K-types.
Definition 4.3.1.1. A W -type ψ is single-petaled for G if a K-type φ exists such
that ψφ,single on V
M
φ,single has ψ as a subrepresentation.
To classify single-petaled W -types, we use the following strategy: for each single-
petaled W -type, we construct a K-type that realizes the W -type on its single-petaled
M -fixed vectors, or we construct a vector space spanned by single-petaled M -fixed
vectors which realizes the W -type. To construct such vector spaces, we use a tensor
product or a wedge product of simple representations, such as standard represen-
tations. To show a W -type ψ is not single-petaled, we make use of the following
lemma.
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Proposition 4.3.1.2. Suppose that G1 is a Levi subgroup of G, K1 is the maximal
compact subgroup of G1, and W1 is the Weyl group of G1. Note that W1 is the
subgroup of W . If a W1-type τ is not single-petaled for G1 and a W -type ψ has τ as
a subrepresentation when restricted to W1, then ψ is not single-petaled.
Proof: It is enough to show that if ψ is a single-petaled W -type in G, then every
irreducible subrepresentation of ψ when restricted toW1 is single-petaled in G1. Sup-
pose τ is a W1-type in the restricted representation of ψ to W1. If ψ is single-petaled
in G, then there is a K-type φ that realizes ψ on V Mφ,single. Suppose that
φ|K1 = φ1 ⊕ φ2 ⊕ . . .⊕ φs.
Then, V Mφ,single is a subspace of
s⊕
i=1
V M∩K1φi,single.
Because ψφ,single has ψ as a subrepresentation, it has τ as a subrepresentation when
restricted to W1. As a result, the W1 representation on
V M∩K1φ1,single ⊕ V M∩K1φ2,single ⊕ . . .⊕ V M∩K1φs,single
has τ as a subrepresentation. Therefore, the W -type τ appears in V M∩K1φi,single for some
i, and τ is a single-petaled W1-type in G1.
4.4 Classification of Single-petaled W -types
Using 3.3.1 and 4.3.1, we classify single-petaled W -types for classical groups in this
section.
4.4.1 SL(n,C)
In 3.4.2.1, we showed that, for each W -type of SL(n,C), there exists a single-petaled
K-type φ that realizes the W -type on V Mφ = V
M
φ,single.
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Proposition 4.4.1.1. Every irreducible Weyl group representation is single-petaled
in SL(n,C).
4.4.2 SL(n,R)
Proposition 4.4.2.1. Every irreducible Weyl group representation is single-petaled
in SL(n,R).
Proof: Suppose a single-petaled U(n)-type φ of GL(n,C) has the highest weight
(a1, a2, . . . , an)− (1, 1, . . . , 1)
such that
Σni=1ai = n and ai ≥ 0.
Suppose that
φ|SO(n,R) = φ1 ⊕ φ2 ⊕ . . .⊕ φk
is the decomposition of φ into a direct sum of irreducible representations of SO(n,R).
Then,
V
U(1)n
φ ⊂ V S(O(1)
n)
φ =
k⊕
i=1
V
S(O(1)n)
φi
.
Because GL(n,C) and SL(n,R) share the restricted root system, we can assume that
they share Zα for every reduced root α and the Weyl group representatives as well. In
fact, we can fix a subgroup isomorphic to SO(n,R) in U(n) and choose Zα and Weyl
group representative such that they are in so(n,R) and SO(n,R) respectively. We
may thus assume that Zα and Weyl group representatives act on Vφi . If v ∈ V U(1)
n
φ ⊂
⊕ki=1V S(O(1)
n)
φi
, then we can express v as
v = v1 + v2 + . . .+ vk
such that vi ∈ V S(O(1)
n)
φi
. Then,
Zα(Z
2
α − 4)vi = 0 ∀α ∈ ∆, ∀i
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because
Zα(Z
2
α − 4)v = 0 ∀α ∈ ∆.
This means that a nonzero vi is single-petaled. Therefore, we can conclude that
V
U(1)n
φ = V
U(1)n
φ,single ⊂ V S(O(1)
n)
φ1,single
⊕ V S(O(1)n)φ2,single ⊕ . . .⊕ V
S(O(1)n)
φk,single
.
As we showed in 3.4.2.1, the Weyl group representation ψφ on V
U(1)n
φ is ψ
λ where
λ = (a1, a2, . . . , an)
T .
The Weyl group acts on V
S(O(1)n)
φi,single
. Therefore, it acts on
⊕k
i=1 V
S(O(1)n)
φi,single
. Because
ψφ is an irreducible subrepresentation of
⊕k
i=1 V
S(O(1)n)
φi,single
, it appears in V
S(O(1)n)
φi,single
for
some i. Therefore, ψλ is realized by a quasi-single-petaled SO(n,R)-type φi, and it
is a single-petaled Weyl group representation of SL(n,R). Because every Weyl group
representation is single-petaled in GL(n,C), we prove the proposition.
Now, we specify which representation of SO(n,R) realizes the W -type ψλ where
λ = (a1, a2, . . . , an)
T .
We make use of the fact that ψλ is the W -type on the U(1)n-fixed vectors of the
U(n)-type with highest weight
(a1, a2, . . . , an)− (1, 1, . . . , 1)
where ai ≥ ai+1 and ai ≥ 0 from 3.4.2. The U(1)n-fixed vector space of the U(n)-type
with highest weight
(a1, a2, . . . , an)− (1, 1, . . . , 1)
correspond to the (1, 1, . . . , 1) weight vector space of the U(n)-type φ with highest
weight
(a1, a2, . . . , an).
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Note that
φ(a1−1,a2−1,...,an−1) ⊗ det = φ(a1,a2,...,an).
The Weyl group acts on both vector space, and we choose the same Weyl group
representatives for Sn as in 3.4.2. Instead of O(1)
n-fixed vectors, we think of O(1)n-
signed vectors in Vφ. We say v ∈ Vφ is O(1)n-signed if
φ(x)v = det(x)v
for x ∈ O(1)n ⊂ O(n) ⊂ U(n). An O(1)n-signed vector is a sum of weight vectors and
each weight vector that appears in the sum corresponds to (b1, b2, . . . , bn) such that
each bi is odd. Because the only weight satisfying this condition in φ is (1, 1, . . . , 1),
the (1, 1, . . . , 1) weight vectors of φ are exactly the O(1)n-signed vectors. Note that,
for an O(n)-type φ′, φ′ ⊗ det has a nonzero O(1)n-fixed vector if and only if φ′ has a
nonzero O(1)n-signed vector.
Lemma 4.4.2.2. Suppose U(n)-type φ has the highest weight
(a1, a2, . . . , an)
such that Σni=1ai = n and ai ≥ 0. If
φ|O(n) = φ1 ⊕ φ2 ⊕ . . .⊕ φr
is the decomposition of φ into a direct sum of irreducible representations of O(n).
Then, φi has a nonzero O(1)
n-signed vector only for one i.
Proof: The W -type ψλ is realized on the O(1)n-signed vectors of φ where
λ = (a1, a2, . . . , an)
T .
We can define a Weyl group representation ψi (which may be 0) on the O(1)
n-signed
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vectors of φi. Then,
ψλ = ψ1 ⊕ ψ2 ⊕ . . .⊕ ψr
and since ψλ is irreducible, ψi is 0 except only for one i.
Definition 4.4.2.3. Hk is the representation of O(k) on the harmonic polynomial
of degree k.
The Hai is irreducible because it is an irreducible representation of SO(ai) for
ai > 2, and we can easily check that it is an irreducible representation of O(ai) for
ai = 1 or 2.
Lemma 4.4.2.4. When the U(ai)-type φ with highest weight (ai, 0, 0, . . . , 0) is re-
stricted to O(ai), only one irreducible subrepresentation has a nonzero O(1)
ai-signed
vector, and it is Hai.
Proof: We can think of φ as representation of U(ai) on degree ai polynomials
on ai variables x1, x2, . . . , xai . The O(1)
n-signed vector space is 1-dimensional and
it is spanned by x1x2 . . . xai . When U(ai)-type with highest weight (ai, 0, 0, . . . , 0) is
restricted to O(ai), only one irreducible subrepresentation has a nonzero O(1)
ai-signed
vector due to 4.4.2.2. The Hai appears in φ, and it contains a nonzero O(1)
ai-signed
vector x1x2 . . . , xai .
Suppose S is a subgroup of U(n) isomorphic to Πni=1U(ai). Because
φ(a1,a2,...,an)|S
has the subrepresentation with highest weight
Πni=1(ai, 0, 0, . . . , 0),
we notice that φ(a1,a2,...,an)|Πni=1O(ai) has the subrepresentation
Πki=1Hai .
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Also, the representation of Πni=1U(ai) with highest weight Π
n
i=1(ai, 0, 0, . . . , 0) has one
dimensional O(1)n-signed vectors because the representation of U(ai) with highest
weight (ai, 0, 0, . . . , 0) has one-dimensional O(1)
ai-signed vectors. If a O(n)-type con-
tains the representation of O(a1)×O(a2)× . . . O(an)
Πni=1Hai
then it has a nonzero O(1)n-signed vector. Therefore, we look for a subrepresentation
of O(n) in the U(n)-type with highest weight (a1, a2, . . . , an), which has a subrepre-
sentation of Πni=1O(ai) with highest weight Π
n
i=1Hai . Note that this representation
has subrepresentation of Πni=1SO(ai) with highest weight
Πni=1(ai, 0, 0, . . . , 0).
We state the following lemma without proof.
Lemma 4.4.2.5. If a Πni=1O(ai)-type appears in Π
n
i=1U(ai)-type with highest weight
Πni=1(ai, 0, 0, . . . , 0),
and it has a subrepresentation of Πni=1SO(ai) with highest weight
Πni=1(ai, 0, 0, . . . , 0),
then it is
Πni=1Hai .
Therefore, we look for a subrepresentation of O(n) in the U(n)-type with highest
weight (a1, a2, . . . , an), which has a subrepresentation of Π
n
i=1SO(ai) with highest
weight Πni=1(ai, 0, 0, . . . , 0).
Lemma 4.4.2.6. Fix a partition
n = a1 + a2 + . . .+ an
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of n such that ai ≥ ai+1. Define k to be the number of nonzero parts of the partition
(the largest integer such that ak ≥ 1) and s to be the number of parts of size at least
2 (the largest integer such that as ≥ 2). Suppose σ is an irreducible representation of
SO(n,R) with highest weight
(a1 − an, a2 − an−1, a3 − an−2, . . .).
Then,
(1) It is the subrepresentation of the U(n)-type with highest weight (a1, a2, . . . , an).
(2) σ|Πni=1SO(ai,R)'Πsi=1SO(ai,R) contains the irreducible subrepresentation with highest
weight Πsi=1(ai, 0, 0, . . . , 0).
Proof: We prove this statement by mathematical induction on n.
(i) n = 2:
(A) The U(2)-type with highest weight (2, 0) restricts to the sum of the three SO(2,R)-
types: (2), (−2) and (0). The SO(2,R)-type (2) restricts to the SO(2,R)-type (2).
(B) The representation of U(2) with highest weight (1, 1) is the determinant repre-
sentation, and it restricts to the trivial SO(2,R)-type (0).
(ii) n > 2:
Suppose that the statement is true for n smaller than m. We prove the statement for
n = m.
(C-1) k > m
2
, m is even:
Then, ak = 1 and am−k+1 = 1 because a1 ≥ a2 ≥ . . . ≥ an and Σmi=1ai = m. Suppose
the U(m)-type φ has the highest weight (a1, a2, . . . , am). Then, φ|U(m−2)×U(2) has a
subrepresentation φres with highest weight
(a1, a2, . . . , am−k, am−k+2, . . . , ak−1, ak+1, . . . , am)× (1, 1).
By inductive hypothesis, φres has the subrepresentation of Π
s
i=1SO(ai,R) with highest
weight Πsi=1(ai, 0, 0, . . . , 0), and it appears in the irreducible subrepresentation φ
′
res of
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φres|SO(m− 2,R)× SO(2,R) with highest weight
(a1 − am, a2 − am−1, . . . , am−k − ak+1, ̂am−k+1 − ak, am−k+2 − ak−1, . . .)× triv.
Note that φ′res appears in the SO(m)-type φ
′ with highest weight
(a1 − am, a2 − am−1, . . . , am−k − ak+1, am−k+1 − ak, am−k+2 − ak−1, . . .).
In the similar way, we can show that φ′ appears in φ. Therefore, the proposition holds
for n = m.
(C-2) k > m
2
, m is odd:
Then, am+1
2
is 1 because a1 ≥ a2 ≥ . . . ≥ an and Σmi=1ai = m. Suppose the U(m)-type
φ has the highest weight (a1, a2, . . . , am). Then, φ|U(m−1)×U(1) has a subrepresentation
φres with highest weight
(a1, a2, . . . , am−1
2
, am+3
2
, . . . , am−1, am)× (1).
By inductive hypothesis, φres has the subrepresentation φ
′
res of SO(m − 1) × SO(1)
with highest weight
(a1 − am, a2 − am−1, . . . , am−1
2
− am+3
2
)× triv,
and φ′res has the subrepresentation of Π
s
i=1SO(ai,R) with highest weight Πsi=1(ai, 0, 0, . . . , 0)×
triv. Note that φ′res is a subrepresentation of SO(m)-type φ
′ with highest weight
(a1 − am, a2 − am−1, . . . , am−1
2
− am+3
2
).
In the similar way, we can show that this SO(m)-type appears in φ. Therefore, the
proposition holds for n = m.
(D) k ≤ m
2
:
Suppose the U(m)-type φ has the highest weight (a1, a2, . . . , am), and φ|U(m−as)×U(as)
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contains a subrepresentation φres with highest weight
(a1, a2, . . . , âs, . . . , ak, 0, 0, 0, . . . , 0)× (as, 0, 0, . . .).
By inductive hypothesis, φres has a subrepresentation φ
′
res of SO(m−as,R)×SO(as)
with the highest weight
(a1, a2, . . . , aˆs, . . . , ak, 0, 0, . . . , 0)× (as, 0, . . .),
and φ′res has the subrepresentation with highest weight
Πsi=1(ai, 0, 0, . . . , 0)
when restricted to Πni=1SO(ai) = Π
s
i=1SO(ai). Note that φ
′
res is a subrepresentation
of the SO(m)-type φ′ with highest weight
(a1, a2, . . . , ak, 0, 0, . . . , 0) = (a1, a2, . . . , a[m
2
]).
In the similar way, we can show that this SO(m)-type appears in φ. Therefore, the
proposition holds for n = m.
By (i), (ii) and mathematical induction, the proposition is proved.
Corollary 4.4.2.7. The representation of O(n,R)
Ind
O(n,R)
SO(n,R)φ(a1−an,a2−an−1,a3−an−2,...)
has the subrepresentation Πsi=1Hai of Π
s
i=1O(ai).
Proposition 4.4.2.8. In SL(n,R), the W -type ψ(a1,a2,...,an) is realized on the quasi-
single-petaled SO(n)-type with highest weight
(a1 − an, a2 − an−1, a3 − an−2, . . .).
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Proof: The representation of O(n,R)
φ′′ = IndO(n,R)SO(n,R)φ(a1−an,a2−an−1,a3−an−2,...)
realizes the W -type ψλ on the O(1)n-signed vectors from 4.4.2.7. Therefore, the
W -type ψλ is realized on the O(1)n-fixed vectors of
φ′′ ⊗ det
when we choose the same Weyl group representatives kαp−αq for sαp−αq to be
kαp−αq = I − Ep,p − Eq,q + Ep,q − Eq,p.
The O(n)-type φ′′ is restricted to SO(n,R) such that
φ′′|SO(n,R) = φ′′1 ⊕ φ′′2.
Here, φ′′1 and φ
′′
2 are the SO(n,R)-types with highest weight
(b1, b2, . . . , b[n
2
]) = (a1 − an, a2 − an−1, a3 − an−2, . . .)
and
(−b[n
2
],−b[n
2
]−1, . . . ,−b1)
respectively. Thus, we have
φ′′ ⊗ det |SO(n,R) = φ′′1 ⊕ φ′′2
and
V
O(1)n
φ′′,single ⊂ V S(O(1)
n)
φ′′1 ,single
⊕ V S(O(1)n)φ′′2 ,single .
Because we have the Weyl group representations on V
S(O(1)n)
φ′′1
and V
S(O(1)n)
φ′′2
respec-
tively, we conclude that ψλ is the subrepresentation of the Weyl group representation
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on V
S(O(1)n)
φ′′1
⊕ V S(O(1)n)φ′′2 . Actually, the Weyl group representations on V
S(O(1)n)
φ′′1
and
V
S(O(1)n)
φ′′2
are the same, so we obtain the proposition.
4.4.3 SU(m,n)
By 3.5.2.1, every W -type is realized on the M(U(m,n))-fixed vectors of a single-
petaled U(m)×U(n)-type φ˜ of U(m,n). By 3.5.1.1, φ˜|S(U(m)×U(n)) is a single-petaled
S(U(m)× U(n))-type of SU(m,n), and it realizes the same W -type. We obtain the
following proposition.
Proposition 4.4.3.1. Every W -type is single-petaled for SU(m,n).
4.4.4 SO(m,n)
For G = SO(m,n), the maximal compact subgroup K is S(O(m) × O(n)), and
M =M(SO(m,n)) is
{x× (x1 × x2 × . . . xn)× (xn × xn−2 × . . .× x1) | x ∈ SO(m− n), xi ∈ O(1)}
⊂ SO(m− n)×O(1)n ×O(1)n.
Let G˜ be U(m,n), K˜ be U(m)× U(n), and M˜ =M(U(m,n)) be
{x× (eiθ1 × eiθ2 × . . .× eiθn)× (eiθn × eiθn−1 × . . .× eiθ1) | x ∈ U(m− n)}
⊂ U(m− n)× U(1)n × U(1)n.
We make use of 3.5.2.1.
Proposition 4.4.4.1. Every W -type is single-petaled for SO(m,n).
Proof: For each W -type ψ, we can find a single-petaled U(m) × U(n)-type φ˜ in
U(m,n) such that the Weyl group representation on V M
φ˜
is ψ from 3.4.2.1. Then,
V M˜
φ˜
= V M˜
φ˜,single
is the subspace of V M
φ˜
. Suppose
φ|K = φ1 ⊕ φ2 ⊕ . . .⊕ φs
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is the decomposition of φ into a sum of irreducible representations of K. Then,
V M
φ˜
= V Mφ1 ⊕ V Mφ2 ⊕ . . .⊕ V Mφs
holds.
Note that U(m,n) and SO(m,n) share the restricted root system, and we can assume
that they share Zα for all reduced root α and the Weyl group representatives as well.
In fact, we can fix a subgroup isomorphic to SO(m,n) in U(m,n) and choose Zα
and the Weyl group representatives of U(m,n) such that they are in so(m,n) and
SO(m,n) respectively. If v ∈ V M
φ˜
, then
v = v1 + v2 + . . . vs
such that vi ∈ V Mφi . Then,
Zα(Z
2
α − 4)vi = 0, ∀ i, ∀α ∈ ∆1
because Zα(Z
2
α − 4)v = 0 and Zα acts on each φi. Therefore,
V M˜
φ˜,single
⊂ V Mφ1,single ⊕ V Mφ2,single ⊕ . . .⊕ V Mφs,single.
We note that the W -type ψ on V M˜
φ˜
appears as a subrepresentation of
⊕s
i=1 V
M
φi,single
.
The Weyl group representation is defined on V Mφi,single for each i, so ψ appears in
V Mφi,single for some i. Therefore, every W -type is single-petaled for SO(m,n).
The S(O(m) × O(n))-type that realizes each Weyl group representation on its
single-petaled M(SO(m,n))-fixed vectors is given by the followings proposition. The
method of the proof is similar to 4.4.2.8, so we omit the proof.
Proposition 4.4.4.2. Suppose that
(1) λ = (a1, a2, . . . , aq)
T ` q
(2) τ = (b1, b2, . . . , bn−q)T ` n− q.
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The W -type ψ(λ,τ) is realized on the single-petaled M-fixed vectors of an irreducible
subrepresentation of
Ind
S(O(m)×O(n))
SO(m)×SO(n) (φ
′)
where the SO(m)× SO(n)-type φ′ has the highest weight Λ which is sorted
(b′1, b
′
2, . . . , b
′
[n−q
2
]
, 0, 0, . . . , 0)(a′1, a
′
2, . . . , a
′
[ q
2
], 0, 0, . . . , 0).
where
(a1 − aq, a2 − aq−1, . . .) = (a′1, a′2, . . . , a′[ q
2
])
and (b1 − bn−q, b2 − bn−q−1, . . .) = (b′1, b′2, . . . , b′[n−q
2
]
).
4.4.5 Sp(n,R)
We start with clarifying notations that we will use in this subsection.
• G = Sp(n,R) = {g ∈ GL(2n,R) | gtJn,ng = Jn,n}
where Jn,n is a 2n-by-2n matrix
 0 I
−I 0

• g = sp(n,R) = {X ∈ gl(2n,R) | X tJn,n + Jn,nX = 0}
• K = Sp(n) ∩ Sp(n,R) ' U(2n) ∩ Sp(n,C) ∩ Sp(n,R) ' U(2n) ∩ Sp(n,R)
We define a Lie algebra isomorphism isomorphism f : k ' sp(n,R)→ u(n) by
f(Ek,n+s − En+s,k + Es,n+k − En+k,s) = iEk,s + iEs,k
and f(Ek,s + En+k,n+s − Es,k − En+s,n+k) = Ek,s − Es,k.
Since sp(n,R) ∩ u(2n) is spanned by
(Ek,n+s − En+s,k + Es,n+k − En+k,s) and (Ek,s + En+k,n+s − Es,k − En+s,n+k),
and u(n) is spanned by
(iEk,s + iEs,k) and (Ek,s − Es,k),
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f is surjective, and it is a Lie algebra isomorphism. We can define a Lie group
isomorphism between Sp(n,R) = exp(u(2n)∩ sp(n,R)) and U(n) = exp(u(n)) corre-
spondingly. We refer the corresponding isomorphism as f as well.
• a = spanR < Ek,k − En+k,n+k >
• M = ZK(a) = {
 A 0
0 A
 | A = ±E1,1 ± E2,2 . . .± En,n}
An element of K which centralizes a is a diagonal matrix, and the diagonal matrix
in K has the form of
 A 0
0 A
 where A = ±E1,1 ± E2,2 . . . ± En,n. Note that
f(M) = ±E1,1 ± E2,2 . . .± En,n in U(n).
• αj(Σnk=1hk(Ek,k − En+k,n+k)) = hj for 1 ≤ j ≤ n
• Restricted roots: ∆ = {±αj ± αk | 1 ≤ k 6= j ≤ n} ∪ {±2αk | 1 ≤ k ≤ n}
• Π = {αk − αk+1 | 1 ≤ k ≤ n− 1} ∪ {2αn}
• gαj−αk = spanR < Ej,k − Ek+n,j+n >
• gαj+αk = spanR < Ej,k+n + Ek,j+n >
• g−αj−αk = spanR < Ej+n,k + Ek+n,j >
• g2αk = spanR < Ek,k+n >
• g−2αk = spanR < Ek+n,k >
• The Weyl group representative for s2αk is
I − Ek,k − En+k,n+k + Ek,n+k − En+k,k ∈ Sp(n,R),
which maps to
I − Ek,k + iEk,k ∈ U(n) by f
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• The Weyl group representative for sαj−αk is
I − (Ej,j + Ek,k + En+j,n+j + En+k,n+k) + (Ej,k − Ek,j + En+j,n+k − En+k,n+j),
which maps to
I − Ej,j − Ek,k + Ej,k − Ek,j ∈ U(n) by f
• The Weyl group representative for sαj+αk is
I − (Ej,j +Ek,k +En+j,n+j +En+k,n+k) + (−Ej,n+k −Ek,n+j +En+j,k +En+k,j),
which maps to
I − Ej,j − Ek,k − iEj,k − iEk,j ∈ U(n) by f
• Zαj−αk maps to Ej,k − Ek,j ∈ u(n) by f
• Zαj+αk maps to iEj,k + iEk,j ∈ u(n) by f
• Z2αk maps to iEk,k ∈ u(n) by f
The real rank one subgroup Gαk−αk+1 has the maximal compact subgroup isomorphic
to SO(2), and G2αk has the maximal compact subgroup isomorphic to U(1). The
trivial representation and the p-representation have the following highest weights
respectively:
Kαk−αk+1 ' SO(2): the trivial representation (0) and p-representation (2) or (−2)
Kαk ' U(1): the trivial representation (0) and p-representation (2) or (−2)
Proposition 4.4.5.1. Every W -type is single-petaled for Sp(n,R).
To prove this proposition, we need a few lemmas. The Weyl group of Sp(n,R)
is Sn n (Z/2Z)n, and the irreducible representations are represented by two Young
diagrams (λ, τ) such that λ ` q and τ ` (n− q) for some q as in 2.4.4. Suppose that
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λ = (a1, a2, . . . , aq)
T and τ = (b1, b2, . . . , bn−q)T ,
which means that Σqk=1aq = q and Σ
n−q
k=1bk = n− q.
Lemma 4.4.5.2. For λ = (a1, a2, . . . , aq)
T , the Sq n (Z/2Z)q-type
ψλ,∅ = ψλ n (triv)q
is realized by the U(q)-type with highest weight
(1− aq, 1− aq−1, . . . , 1− a1)
on its U(1)q-fixed vectors.
Proof: Since (±1)q is a subgroup of U(1)q, a vector is (±1)q-fixed if it is U(1)q-fixed.
Let W1(q) be the subgroup of the Weyl group such that W1(q) ' Sq is generated
by the reflections with respect to the short roots. Then, the representation of W1(q)
on the U(1)q-fixed vectors is ψλ from 3.4.2. On the other hand, let W2(q) be the
subgroup of the Weyl group such thatW2(q) ' (Z/2Z)q is generated by the reflections
with respect to the long roots. Then, the representation of W2 is (triv)
q since the
U(1)q-fixed vector has weight (0)q. Therefore, the Weyl group representation on the
U(1)q-fixed vector is φλ,∅.
Lemma 4.4.5.3. For τ = (b1, b2, . . . , bn−q)T , the Sn−q n (Z/2Z)n−q-type
ψτ n (sign)n−q
is realized on the single-petaled (±1)n−q-fixed vectors of U(n − q) representation φ
with highest weight
(b1 + 1, b2 + 1, . . . , bn−q + 1, 1, 1, . . . , 1).
Proof: Suppose φ0 is the U(k)-type with the highest weight
(k + 1, 1, 1, . . . , 1).
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Then, φ0 has one-dimensional (±1)k-fixed vectors spanned by v, and v is the vector
in the restricted representation of U(1)k,
(2)k.
Let W2(k) be the subgroup of the Weyl group such that W2(k) ' (Z/2Z)k is gener-
ated by the reflections with respect to the long roots. Then, the representation of
W2(k) is (sign)
k since the U(1)k-fixed vector has weight (2)k. From this fact, we can
show that the representation of W2(n − q) on the (±1)n−q-fixed vectors of φ is the
sign representation.
On the other hand,
(2, 2, . . . , 2)-weight vectors of U(n− q)-type with highest weight
(b1 + 1, b2 + 1, . . . , bn−q + 1)
have one-to-one correspondence to
(0, 0, . . . , 0)-weight vectors of U(n− q)-type with highest weight
(b1 − 1, b2 − 1, . . . , bn−q − 1),
which realizes the Sn−q-type ψτ by 3.4.2.1 when we choose the Weyl group represen-
tatives in the manner of 3.5.1.
The restriction of φ to U(2) × U(1)n−q−2 has a nonzero (±1)n−q-fixed vector only if
the highest weight is (3, 1)(2)n−q−2 or (2, 2)(2)n−q−2. From this fact, we can easily
check that v is single-petaled.
Lemma 4.4.5.4. The W -type ψ(λ,τ) is realized on part of the single-petaled M-fixed
vectors of the U(n)-type φ with highest weight
(b1 + 1, b2 + 1, . . . , bn−q + 1, 1− aq, 1− aq−1, . . . , 1− a1)
where
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τ = (a1, a2, . . . , aq)
T ` q
λ = (b1, b2, . . . , bn−q)T ` n− q.
Proof: Fix a subgroup A isomorphic to U(q)×U(n− q). Then φ|A has subrepresen-
tation φA with highest weight
(1− aq, 1− aq−1, . . . , 1− a1)(b1 + 1, b2 + 1, . . . , bn−q + 1).
The (±1)n-fixed vectors in φA are the weight vector corresponding to the weight
(0)q(2)n−q,
and these vectors realized the representation of (Sqn (Z/2Z)q)× (Sn−qn (Z/2Z)n−q),
(ψλ n (triv)q)× (ψτ n (sign)n−q)
from 4.4.5.2 and 4.4.5.3. Therefore, ψλ,τ is realized on some (±1)n-fixed vectors of
φ: we can prove this in the similar way to 4.4.7.4, and we skip the detailed proof here.
Now we show that the (±1)n-fixed vectors of φ which realize ψλ,τ are single-
petaled. It is enough to show that the (±1)n-fixed vectors in φA are single-petaled.
First, since the (±1)n-fixed vectors in φA are the weight vectors corresponding to the
weight (0)q(2)n−q, they are annihilated by Zα(Z2α − 4) for long roots α.
Second, we show that (±1)n-fixed vectors in φA are annihilated by Zα(Z2α − 4) for
short root α. We note that
φ = φ(b1,b2,...,bn−q ,−aq ,−aq−1,...,−a1) ⊗ φ(1,1,...,1).
Therefore, the (±1)n-fixed vectors in φA is annihilated by Zα(Z2α − 4) for short root
α if and only if the (±1)n-signed vectors in the U(q)×U(n− q)-type φ′A with highest
weight
(−aq,−aq−1, . . . ,−a1)⊗ (b1, b2, . . . , bn−q)
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are annihilated by Zα(Z
2
α−4). The (±1)n-signed vectors in φ′A are the weight vectors
corresponding to the weight
(−1,−1, . . . ,−1)⊗ (1, 1, . . . , 1),
and we can easily check that these vectors are annihilated by Zα(Z
2
α − 4) for long
roots α.
Proposition 4.4.5.1 is immediate from this lemma.
4.4.6 Sp(n,C)
We start with clarifying the notations that we will use in this subsection.
• G = Sp(n,C) = {g ∈ GL(2n,C) | gtJn,ng = Jn,n}
where Jn,n is a 2n-by-2n matrix
 0 I
−I 0

• g = sp(n,C) = {X ∈ gl(2n,C) | X tJn,n + Jn,nX = 0}
• K = U(2n) ∩ Sp(n,C)
We define a Lie algebra isomorphism isomorphism
f : k = u(2n) ∩ sp(n,C)→ sp(n)
by
f(Ek,n+s − En+s,k + Es,n+k − En+k,s) = jEk,s + jEs,k,
f(iEk,n+s + iEn+s,k + iEs,n+k + iEn+k,s) = kEk,s + kEs,k,
f(Ek,s + En+k,n+s − Es,k − En+s,n+k) = Ek,s − Es,k, and
f(iEk,s − iEn+k,n+s + iEs,k − iEn+s,n+k) = iEk,s + iEs,k,
Note that sp(n,C) ∩ u(2n) is spanned by
Ek,n+s − En+s,k + Es,n+k − En+k,s, iEk,n+s + iEn+s,k + iEs,n+k + iEn+k,s,
Ek,s + En+k,n+s − Es,k − En+s,n+k, and iEk,s − iEn+k,n+s + iEs,k − iEn+s,n+k,
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and sp(n) is spanned by
iEk,s + iEs,k, jEk,s + jEs,k, kEk,s + kEs,k, and Ek,s − Es,k.
Therefore, f is surjective, and it is a Lie algebra isomorphism. We can define a Lie
group isomorphism between U(2n) ∩ Sp(n,C) = exp(u(2n) ∩ sp(n,C)) and Sp(n) =
exp(sp(n)) correspondingly. We refer the corresponding isomorphism as f as well.
• M˜ = Sp(1)n ⊂ K
• a = spanR < Ep,p − En+p,n+p >
• M = ZK(a)
= {
 A 0
0 B
 | A = eiθ1E1,1 + eiθ2E2,2 + . . .+ eiθnEn,n, B = A−1} ⊂ M˜
An element of M , which is an element of K which centralizes a, is a diagonal matrix,
and the diagonal matrix in K has the form of
 A 0
0 A¯
 where A = eiθ1E1,1 +
eiθ2E2,2+ . . .+e
iθnEn,n. Note that f(M) = e
iθ1E1,1+e
iθ2E2,2+ . . .+e
iθnEn,n in Sp(n).
• αq(Σnp=1hp(Ep,p − En+p,n+p)) = hq for 1 ≤ q ≤ n
• ∆ = {±αp ± αq | 1 ≤ p 6= q ≤ n} ∪ {±2αp | 1 ≤ p ≤ n}
• Π = {αp − αp+1 | 1 ≤ p ≤ n− 1} ∪ {2αn}
• gαp−αq = spanR < Ep,q − Eq+n,p+n, i(Ep,q − Eq+n,p+n) >
• gαp+αq = spanR < Ep,q+n + Eq,p+n, i(Ep,q+n + Eq,p+n) >
• g−αp−αq = spanR < Ep+n,q + Eq+n,p, i(Ep+n,q + Eq+n,p) >
• g2αp = spanR < Ep,p+n, iEp,p+n >
• g−2αp = spanR < Ep+n,p, iEp+n,p >
• W ' Sn n (Z/2Z)n
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• The Weyl group representative for s2αp is
I − Ep,p − En+p,n+p + Ep,n+p − En+p,p ∈ Sp(n,C).
This maps to
I − Ep,p + jEp,p ∈ Sp(n) by f
• The Weyl group representative for sαp−αq is
I−Ep,p−Eq,q−En+p,n+p−En+q,n+q+Ep,q−Eq,p+En+p,n+q−En+q,n+p ∈ Sp(n,C).
This is
I − Ep,p − Eq,q + Ep,q − Eq,p ∈ Sp(n)
• Zαp−αq maps to Ep,q − Eq,p ∈ sp(n) by f
• Zαp+αq maps to jEp,q + jEq,p ∈ sp(n) by f
• Z2αp maps to jEp,p ∈ sp(n) by f
Lemma 4.4.6.1. The Weyl group representation parameterized by (∅, (2)) is not
single-petaled.
Proof : Suppose there exists an Sp(2)-type that realizes ψ(∅,(2)) on its single-petaled
M -fixed vectors. Here, M is isomorphic to
{A1 × A2 ×B1 ×B2 | Ap = eiθp , Bi = A−1i }
in K ' Sp(2,C)∩U(4). Since ψ(∅,(2)) is a one-dimensional Weyl group representation,
it is enough to show that every M -fixed vector that realizes ψ(∅,(2)) is not single-
petaled. An irreducible representation of Sp(2) ' U(4) ∩ Sp(2,C) is realized by
a highest weight representation. A highest weight vector can be constructed using
wedge products of a direct sum of standard representations. Let
V x = spanC < e
x
1 , e
x
2 , e
x
3 , e
x
4 >
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be the standard representation of K ' U(4) ∩ Sp(2,C). Then,
k⊕
x=1
V x,
a direct sum of standard representations, is also a representation of K. Also, we can
define a representation of K on
l∧
j=1
(
k⊕
x=1
V x).
For example, a highest weight vector of φ(1,1) can be expressed as
e11 ∧ e12 ∈ V 1 ∧ V 1.
For another example, a highest weight vector of φ(2,0) can be expressed as
e11 ∧ e21 ∈ (V 1 ⊕ V 2) ∧ (V 1 ⊕ V 2).
The highest weight vector of Sp(2)-type with highest weight (a, b) can be expressed
as
(
a∧
x=1
ex1) ∧ (
b∧
x=1
ex2) ∈
a+b∧
z=1
(
a⊕
x=1
V x).
A highest weight representation is generated by a highest weight vector, and we can
conclude that anM -fixed vector in this representation is expressed as a sum of wedge
products of this form.
The M -fixed vectors are generated by wedge products of the following forms:
ex1 ∧ ex3 , ex2 ∧ ex4 , ex1 ∧ ey3 or ex2 ∧ ey4.
If an M -fixed vector v realizes ψ(∅,(2)), then
ω2α1v = −v and ω2α2v = −v.
Therefore, v is generated by wedge products of the following forms:
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p1 = (
∧k
x=1(e
ax
1 ∧ ebx3 ))− (−1)k(
∧k
x=1(e
ax
3 ∧ ebx1 )) ∈
∧2k
z=1(
⊕l
y=1 V
y)
q1 = (
∧k
x=1(e
ax
2 ∧ ebx4 ))− (−1)k(
∧k
x=1(e
ax
4 ∧ ebx2 )) ∈
∧2k
z=1(
⊕l
y=1 V
y)
where 1 ≤ ax, bx ≤ l
such that ax 6= ay, bx 6= by if x 6= y, and
A := {ax | 1 ≤ x ≤ k} 6= B := {by | 1 ≤ x ≤ k}.
Note that p1 is the scalar multiple of
p2 =
k∧
x=1
eax1 ∧
k∧
x=1
ebx3 − (−1)k
k∧
x=1
eax3 ∧
k∧
x=1
ebx1
and q1 is the scalar multiple of
q2 =
k∧
x=1
eax2 ∧
k∧
x=1
ebx4 − (−1)k
k∧
x=1
eax4 ∧
k∧
x=1
ebx2 .
Note that p1 and q1 depends only on {A,B} (a set consisting two sets). Since A 6= B,
we may choose A′, C ⊂ A and B′, C ⊂ B such that
A′ ∩ C = ∅, B′ ∩ C = ∅, and A′ ∩B′ = ∅.
Put
A′ = {a′1, a′2, . . . , a′k−s}, B′ = {b′1, b′2, . . . , b′k−s}, and C = {c1, c2, . . . , cs}.
Note that p2 is the scalar multiple of
p3 =
s∧
x=1
ecx1 ∧
s∧
x=1
ecx3 ∧
k−s∧
x=1
e
a′x
1 ∧
k−s∧
x=1
e
b′x
3 − (−1)k
s∧
x=1
ecx3 ∧
s∧
x=1
ecx1 ∧
k−s∧
x=1
e
a′x
3 ∧
k−s∧
x=1
e
b′x
1 .
Likewise, q2 is the scalar multiple of
q3 =
s∧
x=1
ecx2 ∧
s∧
x=1
ecx4 ∧
k−s∧
x=1
e
a′x
2 ∧
k−s∧
x=1
e
b′x
4 − (−1)k
s∧
x=1
ecx4 ∧
s∧
x=1
ecx2 ∧
k−s∧
x=1
e
a′x
4 ∧
k−s∧
x=1
e
b′x
2 .
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Note that p1 and q1 depends only on {A′, B′} and C. If an M -fixed vector v realizes
ψ(∅,(2)), then
ωα1−α2v = v.
Therefore, v is spanned by wedge products of the form of p3 ∧ q3, which is the scalar
multiple of the following:
w =
∧s
x=1 e
cx
1 ∧
∧s
x=1 e
cx
3 ∧
∧s
x=1 e
cx
2 ∧
∧s
x=1 e
cx
4
∧(∧k−sx=1 ea′x1 ∧∧k−sx=1 eb′x3 − (−1)k−s∧k−sx=1 ea′x3 ∧∧k−sx=1 eb′x1 )
∧(∧k−sx=1 ea′x2 ∧∧k−sx=1 eb′x4 − (−1)k−s∧k−sx=1 ea′x4 ∧∧k−sx=1 eb′x2 ).
where
1 ≤ a′x, b′x, cx ≤ l,
a′x 6= a′y, b′x 6= b′y if x 6= y
and a′x 6= b′y, a′x 6= cy, cx 6= b′y.
We notice that v is not single-petaled because v is not annihilated by Zα(Z
2
α − 4) for
the short root α = α1 − α2. To show this, we find the eigenvectors in V x
vx1 , w
x
1 , v
x
−1, and w
x
−1
under action of Zα corresponding to the eigenvalues 1, 1, −1, and −1 such that
ex1 = v
x
1 + v
x
−1, e
x
2 = v
x
1 − vx−1, ex3 = wx1 + wx−1, and ex4 = wx1 − wx−1.
Rewriting w, v is generated by wedge products of the following form:
∧s
x=1(v
cx
1 + v
cx
−1) ∧
∧s
x=1(w
cx
1 + w
cx
−1) ∧
∧s
x=1(v
cx
1 − vcx−1) ∧
∧s
x=1(w
cx
1 − wcx−1)
∧(∧k−sx=1(va′x1 + va′x−1)∧∧k−sx=1(wb′x1 +wb′x−1)− (−1)k−s∧k−sx=1(wa′x1 +wa′x−1)∧∧k−sx=1(vb′x1 + vb′x−1))
∧(∧k−sx=1(va′x1 − va′x−1)∧∧k−sx=1(wb′x1 −wb′x−1)− (−1)k−s∧k−sx=1(wa′x1 −wa′x−1)∧∧k−sx=1(vb′x1 − vb′x−1))
which is the scalar multiple of
v′ =
∧s
x=1 v
cx
1 ∧
∧s
x=1w
cx
1 ∧
∧s
x=1 v
cx
−1 ∧
∧s
x=1w
cx
−1
∧(∧k−sx=1(va′x1 + va′x−1)∧∧k−sx=1(wb′x1 +wb′x−1)− (−1)k−s∧k−sx=1(wa′x1 +wa′x−1)∧∧k−sx=1(vb′x1 + vb′x−1))
∧(∧k−sx=1(va′x1 − va′x−1)∧∧k−sx=1(wb′x1 −wb′x−1)− (−1)k−s∧k−sx=1(wa′x1 −wa′x−1)∧∧k−sx=1(vb′x1 − vb′x−1)).
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Note that v′ only depends on {A′, B′} (a set consisting two disjoint sets) and C up
to scalar. Let
v′′ = (
∧k−s
x=1(v
a′x
1 +v
a′x
−1)∧
∧k−s
x=1(w
b′x
1 +w
b′x
−1)−(−1)k−s
∧k−s
x=1(w
a′x
1 +w
a′x
−1)∧
∧k−s
x=1(v
b′x
1 +v
b′x
−1))
∧(∧k−sx=1(va′x1 − va′x−1)∧∧k−sx=1(wb′x1 −wb′x−1)− (−1)k−s∧k−sx=1(wa′x1 −wa′x−1)∧∧k−sx=1(vb′x1 − vb′x−1)).
It is enough to show that v′′ is not annihilated by Zα(Z2α − 4). Note that v′′ only
depends on {A′, B′} (a set consisting two disjoint sets) up to scalar.
(1) Suppose k − s = 1. Then, v′′ is not annihilated by Zα(Z2α − 4) because a term in
v′′,
(v
a′1
1 ∧ wb
′
1
1 + w
a′1
1 ∧ vb
′
1
1 ) ∧ (va
′
1
1 ∧ wb
′
1
1 + w
a′1
1 ∧ vb
′
1
1 ) = 2v
a′1
1 ∧ wb
′
1
1 ∧ wa
′
1
1 ∧ vb
′
1
1 ,
is nonzero. Since k − s = 1, this term cannot be canceled in the nonzero linear
combination of the same form.
(2) Suppose k − s ≥ 2. We can show that v′′ is not annihilated by Zα(Z2α − 4). In
v′′ = (
∧k−s
x=1(v
a′x
1 +v
a′x
−1)∧
∧k−s
x=1(w
b′x
1 +w
b′x
−1)−(−1)k−s
∧k−s
x=1(w
a′x
1 +w
a′x
−1)∧
∧k−s
x=1(v
b′x
1 +v
b′x
−1))
∧(∧k−sx=1(va′x1 − va′x−1)∧∧k−sx=1(wb′x1 −wb′x−1)− (−1)k−s∧k−sx=1(wa′x1 −wa′x−1)∧∧k−sx=1(vb′x1 − vb′x−1)),
we have the following term
(
∧k−s
x=1(v
a′x
1 + v
a′x
−1) ∧
∧k−s
x=1(w
b′x
1 + w
b′x
−1)) ∧ (
∧k−s
x=1(w
a′x
1 − wa
′
x
−1) ∧
∧k−s
x=1(v
b′x
1 − vb
′
x
−1))
+(
∧k−s
x=1(v
a′x
1 − va
′
x
−1) ∧
∧k−s
x=1(w
b′x
1 − wb
′
x
−1)) ∧ (
∧k−s
x=1(w
a′x
1 + w
a′x
−1) ∧
∧k−s
x=1(v
b′x
1 + v
b′x
−1)),
and therefore we have the nonzero term which is the scalar multiple of
((Σk−sx=1(
k−s∧
y=1
v
a′x
1−2δx,y)) ∧ (
k−s∧
x=1
w
b′x
1 )) ∧ ((Σk−sx=1(
k−s∧
y=1
w
a′x
1−2δx,y)) ∧ (
k−s∧
x=1
v
b′x
1 )).
This vector is not annihilated by Zα(Z
2
α − 4) because 2(k − s − 2) + 2(k − s) ≥ 4.
This term cannot be canceled in the nonzero linear combination of the same form.
From (1) and (2), we conclude that ψ(∅,(2)) is not single-petaled.
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We state the following lemmas without proof. We can prove them in the similar
way to 4.4.6.1.
Lemma 4.4.6.2. The W -type parametrized by ((1, 1, 1, 1), (1)) is not single-petaled.
Lemma 4.4.6.3. The W -type parametrized by ((1, 1, 1), (1, 1)) is not single-petaled.
Lemma 4.4.6.4. The W -type parametrized by ((2, 2), ∅) is not single-petaled.
Therefore, from 4.3.1.2, the candidates for single-petaledW -types are ψ(λ,τ) satisfying
the following:
[τ = ∅, λ = (k, 1, 1, . . . , 1)]
or [τ = (1), λ = (k1, k2, k3) such that 0 ≤ k2, k3 ≤ 1]
or [τ = (1, 1, . . . , 1), λ = (k1, k2) such that 0 ≤ k2 ≤ 1].
Lemma 4.4.6.5. The W -type ψ(λ,τ) is single-petaled if
τ = (1, 1, . . . , 1) ` n and λ = ∅.
Sketch of Proof: Suppose that
V x = spanC < e
x
1 , e
x
2 , . . . , e
x
2n >
is the standard representation of K ' U(2n) ∩ Sp(n,C). Then,
v =
n∧
j=1
(e0j ∧ ejn+j + e0n+j ∧ ejj) ∈
2n∧
y=1
n⊕
x=0
V x
is M -fixed, and
spanA∈Tab(τ) < c(A) ◦R(A) ◦ v >
realizes Sn n (Z/2Z)n-type ψ(∅,(1,1,...,1)) when the Young tableau
1
2
...
n
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is A. Note that v is annihilated by Zα(Z
2
α− 4) for every root α. This is true because
(e01∧e1n+1+e0n+1∧e11)∧(e02∧e2n+2+e0n+2∧e22)−(e02∧e1n+2+e0n+2∧e12)∧(e01∧en+12+e0n+1∧e21)
in
∧4(V 0⊕V 1⊕V 2) is annihilated by Zα(Z2α−4) for every root α. We can confirm this
by case-by-case calculation. Therefore, we conclude that there exists a quasi-single-
petaled K-type which realizes ψ(∅,(1,1,...,1)) on its single-petaled M -fixed vectors.
Lemma 4.4.6.6. The Weyl group representation ψ(λ,τ) is single-petaled if
τ = (1, 1, . . . , 1) ` k and λ = (n− k − 1, 1) ` n− k
or τ = (1, 1, . . . , 1) ` k and λ = (n− k) ` n− k.
Sketch of Proof: We construct single-petaled M -fixed vectors which realize ψ(λ,τ).
First, we define Tab(λ, τ): we enter the numbers from 1 to n in each blocks of λ or
τ exactly one time for each number, and those elements consists Tab(λ, τ). By Ai,j,
we mean the number in the ith row and jth column of A. Likewise, by Bi,j, we mean
the number in the ith row and jth column of B. We fix an element
(A0, B0) ∈ Tab(λ, τ).
Suppose that
V x = spanC < e
x
1 , e
x
2 , . . . , e
x
2n >
is the standard representation of K ' U(2n) ∩ Sp(n,C). Then,
span(A0,B)∈Tab(λ,τ) < R(B) ◦ C(B) ◦ vB >
realizes ψ∅,τ from 4.4.6.5 for
vB :=
k∧
i=1
(e0Bi ∧ ein+Bi + e0n+Bi ∧ eii) ∈
2k∧
i=1
(
k⊕
j=0
V j).
110
On the other hand,
span(A,B0)∈Tab(λ,τ) < R(A) ◦ C(A) ◦ vA >
realizes ψλ,∅ from 4.4.6.6 for
vA := e
0
A1,1
∧ e0A1,1+n ∈ V 0 ∧ V 0 if λ = (n− k − 1, 1)
and vA := 1 if λ = (n− k).
We notice that
U := span(A,B)∈Tab(λ,τ) < (R(B) ◦ C(B) ◦ vB) ∧ (R(A) ◦ C(A) ◦ vA) >
realizes the Weyl group representation ψ(λ,τ). We can prove this in the similar way
to 4.4.7.4, so we omit the detailed proof. Moreover, since vA ∧ vB is annihilated by
Zα(Z
2
α − 4) for every root α, every vector in U is single-petaled. We conclude that
ψ(λ,τ) is a single-petaled W -type.
Lemma 4.4.6.7. The Weyl group representation ψ(λ,τ) is single-petaled if
τ = (1) ` 1, λ = (k1, k2, k3) ` n− 1
such that 0 ≤ k2, k3 ≤ 1.
Sketch of Proof: We construct single-petaled M -fixed vectors which realize ψ(λ,(1)).
Let
V x = spanC < e
x
1 , e
x
2 , . . . , e
x
2n >
be the standard representation of Sp(n) ' U(2n) ∩ Sp(n,C). We fix an element
(A0, B0) ∈ Tab(λ, τ).
Using the numbers that comprise A0 as coordinates, we fix a subgroup of G isomorphic
to Sp(n− 1,C), and we call the corresponding Weyl group WA0 ' Sn−1n (Z/2Z)n−1.
Likewise, we define WB0 .For (A,B0) ∈ Tab(λ, τ), we define vA as follows:
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(1) if k2 = k3 = 0, vA = 1
(2) if k2 = 1, k3 = 0, vA = e
0
A1,1
∧ e0A1,1+n ∈ V 0 ∧ V 0
(3) if k2 = k3 = 1,
vA = e
0
A1,1
∧ e0A1,1+n ∧ e0A2,1 ∧ e1A2,1+n − e0A1,1 ∧ e0A1,1+n ∧ e0A2,1+n ∧ e1A2,1 ∈
∧4(V 0 ⊕ V 1).
Then
span(A,B0)∈Tab(λ,τ) < C(A) ◦R(A) ◦ vA >
realizes the WA0-type ψ
λ,∅.
Likewise, let
vB = e
0
B1,1
∧ e1B1,1+n + e0B1,1+n ∧ e1B1,1 ∈ (V 0 ⊕ V 1) ∧ (V 0 ⊕ V 1).
Then
span(A0,B)∈Tab(λ,τ)∈Tab(λ,τ) < vB >
realizes WB-type ψ
∅,(1).
Then,
U := span(A,B)∈Tab(λ,τ) < (R(A) ◦ C(A) ◦ vA) ∧ (R(B) ◦ C(B) ◦ vB) >
realizes the Weyl group representation ψ(λ,τ). We can prove this in a similar way to
4.4.7.4, so we omit the detailed proof. Moreover, we can easily check that vA ∧ vB
is annihilated by Zα(Z
2
α − 4) for every root α, and therefore every vector in U is
single-petaled. We conclude that ψ(λ,τ) is a single-petaled W -type.
Using lemmas in this subsection, we obtain the following proposition.
Proposition 4.4.6.8. The W -type ψ(λ,τ) is single-petaled if and only if (λ, τ) has
one of the following forms:
[τ = ∅, λ = (k, 1, 1, . . . , 1)]
or [τ = (1), λ = (k1, k2, k3) such that 0 ≤ k2, k3 ≤ 1]
or [τ = (1, 1, . . . , 1), λ = (k1, k2) such that 0 ≤ k2 ≤ 1].
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4.4.7 SL(n,H)
We start with clarifying notations that we will use in this subsection.
• G = SL(n,H)
• K = Sp(n) ' Sp(n,C) ∩ U(2n)
The Sp(n)-types are denoted by their highest weight
(a1, a2, . . . , an) such that a1 ≥ a2 ≥ . . . ≥ an ≥ 0.
• a = {Σni=1aiEi,i | ai ∈ R,Σni=1ai = 0}
• M ' Sp(1)n, m = sp(1)n
• simple restricted-roots: Π = {αp − αp+1|p = 1, 2, . . . , n− 1}
where αp(d1E1,1 + d2E2,2 + . . .+ dnEn,n) = dp
• ∆ = ∆1 = {αp − αq|n ≥ p 6= q ≥ 1}
• Weyl group W = Sn
• gαp−αq = spanR < Ep,q, iEp,q, jEp,q, kEp,q >
• Zαp−αq = Ep,q − Eq,p
• The Weyl group representative for sαp−αq ∈ W
ksαp−αq = I − Ep,p − Eq,q + Ep,q − Eq,p
• gαp−αq ' sl(2,H) with all the nonzero entries in (p, p), (p, q), (q, p), (q, q)
• Gαp−αq ' SL(2,H)
• kαp−αq ' sp(2) with all the nonzero entries in (p, p), (p, q), (q, p), (q, q)
• Kαp−αq ' Sp(2)
• m ∩ kαp−αq ' {x× y|x, y ∈ sp(1)} with all the nonzero entries in (p, p), (q, q)
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• MKαp−αq ' Sp(2)× Sp(1)n−2
We can calculate the branching from Sp(n) to Sp(n−1)×Sp(1) using the following
theorem of Lepowsky.
Theorem 4.4.7.1. (Lepowsky [17]) The Sp(n)-type with highest weight
λ = (a1, a2, . . . , an)
restricts to the sum of Sp(n− 1)× Sp(1)-types with highest weights
µ = (c1, c2, . . . , cn−1)(c0)
with the multiplicities mλ(µ) in the following. The multiplicity is 0 unless the integers
A1 = a1 −max(a2, c1)
A2 = min(a2, c1)−max(a3, c2)
. . .
An−1 = min(an−1, cn−2)−max(an, cn−1)
An = min(an, cn−1)
are all equal to or greater than 0 and also c0 has the same parity as Σ
n
p=1ap−Σn−1p=1cp.
In this case, the multiplicity is
mλ(µ) = P (A1e1 + . . .+ Anen − c0en)− P (A1e1 + . . .+ Anen + (c0 + 2)en).
Here, P is the Kostant partition function defined relative to the set {ep± en | 1 ≤ p ≤
n− 1} where ep(iEq,q) = δp,q.
Using this theorem, we obtain the following lemma.
Lemma 4.4.7.2. Suppose φ0 is an Sp(n)-type with highest weight
(n− 1, 1, 1, . . . , 1).
The Weyl group representation on V
Sp(1)n
φ0,single
is the sign representation.
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Proof: From 4.4.7.1, φ0 is restricted to the representation of Sp(n−1)×Sp(1) with
highest weight,
(c1, c2, . . . , cn−1)(0)
if and only if
(c1, c2, . . . , cn−1) = (n− 1, 1, 1, . . . , 1, 0) or (c1, c2, . . . , cn−1) = (n− 2, 1, 1, . . . , 1, 1).
Each subrepresentation of Sp(n−1)×Sp(1) has multiplicity one. The Sp(n−1)-type
with highest weight (c1, c2, . . . , cn−1) = (n− 1, 1, 1, . . . , 1, 0) does not have Sp(1)n−1-
fixed vector because it is not branched to Sp(1)n−1-type with highest weight (0)n−1.
Therefore, the irreducible subrepresentation of Sp(n− 1)× Sp(1) has a nonzero M -
fixed vector if it has the highest weight
(n− 2, 1, 1, . . . , 1, 1)(0).
Using this fact repeatedly, we conclude that an irreducible subrepresentation of Sp(2)×
Sp(1)n−2 has a nonzero Sp(1)n-fixed vector if and only if it has the highest weight
(1, 1)(0)n−2. The Sp(2) × Sp(1)n−2-type with highest weight (1, 1)(0)n−2 has multi-
plicity one in φ0, so we have one-dimensional Sp(1)
n-fixed vectors in φ0, and it is
single-petaled.
For n = 2, the Sp(2)-type with highest weight (1, 1) has one dimensional Sp(1)2-fixed
vectors and kα1−α2 acts by (−1) on the M -fixed vectors. Therefore, we can conclude
that kαi−αj acts by −1 on V Sp(1)
n
φ0,single
= V
Sp(1)n
φ0
and the Weyl group representation on
V
Sp(1)n
φ0,single
is the sign representation.
Lemma 4.4.7.3. The S6-type ψ
(2,2,2) is not single-petaled.
The proof is similar to that of 4.4.6.5 and 4.4.6.6, so we omit the proof.
From 4.3.1.2, the candidates for single-petaled W -types of SL(n,H) are ψλ where
λT = (a1, a2, . . . , an) ` n
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satisfies a2 ≤ 2. We prove that ψλ is single-petaled.
Lemma 4.4.7.4. Let λT = (a1, a2, . . . , an) be a partition of n such that a1 ≥ 2 and
a2 ≤ 2. Let s be the number of entries in λT greater than 1. In other words, as+1 ≥ 2
and as+2 ≤ 1. The W -type ψλ is realized on the single-petaled M-fixed vectors of the
Sp(n)-type φ with highest weight
hλ = (a1 − 1, 1, 1, . . . , 1, 0, 0, . . . , 0)
with a1 + 2s nonzero entries.
Conversely, we define p such that p(φhλ) = λ.
Remark: If a1 = a2 = . . . = an = 1, then λ = (n) and ψ
λ is the trivial representation
of the Weyl group. The trivial K-type realizes ψλ, so ψλ is a single-petaled W -type
of SL(n,H).
Proof: First, we show that φ is a single-petaled Sp(n)-type. The Sp(2)-type with a
nonzero Sp(1)× SP (1)-fixed vector has the highest weight
(m,m).
We note that the Sp(2)×Sp(1)n−2-type with highest weight (m,m)(b1)(b2) . . . (bn−2)
with m > 1 does not appear in φ, and therefore, if the Sp(2) × Sp(1)n−2-type with
highest weight (m,m)(0)n−2 appears in φ, then m = 0 or m = 1. We conclude that
φ is single-petaled.
Second, we parametrize V Mφ using Young tableau of shape λ. We write the highest
weight of Sp(n)-type φ as
hλ = (b1 = a1 − 1, b2 = 1, b3 = 1, . . . , ba1+2s = 1, 0, 0, . . . , 0).
We will show that the part of V Mφ realizes the W -type parametrized by
λ = (b1 + 1 = a1, b2 + 1 = 2, . . . , bs + 1 = 2, d1 = 1, d2 = 1, . . . , dr = 1)
T ` n
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where r = n− (s + 1)− Σs+1i=1 bi = n− a1 − 2s. We parametrize vectors in V Mφ using
subgroups of Sp(n) isomorphic to
Πs+1i=1Sp(bi + 1)× Πrj=1Sp(dj).
Let SA be a subgroup isomorphic to
Πs+1i=1Sp(bi + 1)× Πrj=1Sp(dj)
corresponding to A ∈ Tab(λ) in the following way: the numbers in the ith column in
A denote the coordinates that comprise Sp(bi + 1) for 1 ≤ i ≤ s+ 1 and the number
in the (s + 1 + j)th column in A denotes the coordinate that comprises Sp(dj) for
1 ≤ j ≤ r. One irreducible subrepresentation of SA in φ has the highest weight
Πs+1i=1 (bi, 1, 1, . . . , 1)× (0)r,
and it has one-dimensional M-fixed vector space from 4.4.7.2, which is
spanned by a vector that we denote by vA. The M -fixed vector vA is a single-
petaled vector because φ is a single-petaled K-type.
Third, we show that the Weyl group representation on spanA∈Tab(λ) < vA > is the
Sn-type ψ
λ.
• The action of Sn on Tab(λ) is naturally defined such that si,j := (i, j) ∈ Sn
exchanges i and j in an element of Tab(λ).
• Correspondingly, we define the action of Sn on spanA∈Tab(λ) < uA > such that
s.(uA) = us.A.
• We define an operator T (A) on A and on uA correspondingly.
Note that uA and T (A) are defined in 2.4.4. We define the free vector space Vλ over
C with basis Tab(λ).
• The map
f : Vλ → spanA∈Tab(λ) < uA >
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such that f(A) = uA is an Sn homomorphism.
• We can define an Sn-homomorphism
g : Vλ → spanA∈Tab(λ) < vA > .
Since spans∈Sn < s.A >= Vλ, we can define g such that it is an Sn-homomorphism.
• The restricted map of f
f : spanA∈Tab(λ) < R(A)A >→ spanA∈Tab(λ) < R(A)uA >
is an Sn-isomorphism.
• The restricted map of f
f : spanA∈Tab(λ) < T (A)A >→ spanA∈Tab(λ) < T (A)uA >
is an Sn-isomorphism.
• The restricted map of g
g : spanA∈Tab(λ) < T (A)A >→ spanA∈Tab(λ) < T (A)vA >
is surjective and nonzero.(*)
• g ◦ f−1 : spanA∈Tab(λ) < T (A)uA >→ spanA∈Tab(λ) < T (A)vA > is a well-defined
surjective Sn-homomorphism.
• spanA∈Tab(λ) < T (A)uA > is an Sn-type ψλ. [11]
• g ◦ f−1 is injective, thus an Sn-isomorphism.
Therefore, we conclude that theWeyl group representation on spanA∈Tab(λ) < T (A)vA >
is ψλ. Since
spanA∈Tab(λ) < T (A)vA >⊂ spanA∈Tab(λ) < vA >⊂ V Mφ
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holds, φ is quasi-single-petaled K-type that realizes ψλ. We prove (∗) in the following
separate lemma.
The notations in the two following lemmas are the same as in the proof of 4.4.7.4.
Lemma 4.4.7.5. For A ∈ Tab(λ), T (A)vA is nonzero.
Proof: We prove using mathematical induction on n = |λ|.
(1) If |λ| = 1, then T (A)vA is nonzero.
(2) Suppose |λ| > 1. An irreducible representation of Sp(n) ' U(2n) ∩ Sp(n,C) is
realized by a highest weight representation. A highest weight vector can be expressed
using a wedge product of a direct sum of standard representations as in the proof of
4.4.6.1. Specifically, let
V x = spanC < e
x
1 , e
x
2 , . . . , e
x
2n >
be the standard representation of K = Sp(n) ' U(2n) ∩ Sp(n,C). Then
k⊕
x=1
V x,
a direct sum of standard representations, is also a representation of K. Also, we can
define a representation of K on
l∧
j=1
k⊕
x=1
V x.
We can realize the Sp(n)-type with highest weight (b1, b2, . . . , bn) as a representation
spanned by the highest weight vector
n∧
j=1
(
bj∧
i=1
eij) ∈
Σnj=1bj∧
(
b1⊕
x=1
V x).
We can express the highest weight vector of φ as follows:
∧b1
x=1 e
x
1 ∧
∧a1+2s
y=2 e
1
y.
Without loss of generality, we choose A ∈ Tab(λ) such that
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ATi,j ≥ ATk,l ⇔ (i, j) ≥ k, l in the dictionary order.
(A) Suppose a1 > 2. The M -fixed vector vA is a scalar multiple of
wA ∧
∧s
y=1(e
1
a1+2y−1 ∧ e1a1+2y−1+n − e1a1+2y ∧ e1a1+2y+n)
where wA is an Sp(1)
a1-fixed vector of Sp(a1)-type with highest weight
(a1, 1, 1, . . . , 1)
and the highest weight vector ∧a1
x=1 e
x
1 ∧
∧a1
y=2 e
1
y.
We note that wA has the nonzero term which is a scalar multiple of
uA ∧ (ea1a1 ∧ e1n+a1 + ea1n+a1 ∧ e1a1)
where uA is an Sp(1)
a1−1-fixed vector of Sp(a1 − 1)-type with highest weight (a1 −
2, 1, 1, . . . , 1) and the highest weight vector∧a1−1
x=1 e
x
1 ∧
∧a1−1
y=2 e
1
y.
Then, T (A)vA has the nonzero term which is a scalar multiple of
(T (B)(uA ∧
s∧
y=1
(e1a1+2y−1 ∧ e1a1+2y−1+n − e1a1+2y ∧ e1a1+2y+n)))∧ (ea11 ∧ e1n+1 + ea1n+1 ∧ e11).
Here, B is the tableau of shape τ such that τT = (a1 − 1, a2, . . . , an) and Bi,j = Ai,j.
From induction hypothesis
T (B)(uA ∧
s∧
y=1
(e1a1+2y−1 ∧ e1a1+2y−1+n − e1a1+2y ∧ e1a1+2y+n)) 6= 0,
and therefore T (A)vA 6= 0.
(B) Suppose a1 = 2. The M -fixed vector vA is the scalar multiple of∧s+1
y=1(e
1
2y−1 ∧ e12y−1+n − e12y ∧ e12y+n)
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Then, T (A)vA has a nonzero term which is a scalar multiple of
s+1∧
y=1
(e12y−1 ∧ e12y−1+n),
and therefore T (A)vA 6= 0.
From (1), (2), and mathematical induction, we prove the lemma.
From lemmas in this subsection, we obtain the following proposition.
Proposition 4.4.7.6. Every irreducible Weyl group representation ψλ is single-petaled
for SL(n,H) if λ = (a1, a2, . . . , an)T satisfies a2 ≤ 2.
4.4.8 Sp(m,n)
We start with clarifying notations that we will use in this subsection. Without loss
of generality, we assume m ≥ n.
• G = Sp(m,n)
• K = Sp(m)× Sp(n)
• g = sp(m,n) = {
 a b
b∗ c
 | a, c arem×m and n×nmatrices over quaternions
respectively satisfying a+ a∗ = 0, c+ c∗ = 0}
• p = {
 0 x
x∗ 0
 | x is an m× n matrix over quaternions.}
• a = {
 0 x
x∗ 0
 | x is an m × n matrix over real numbers, xi,j is zero unless
i+ j = m+ 1} ⊂ p.
• αi ∈ a∗: αi(
 0 x
x∗ 0
) = xm+1−i,i
• restricted roots:
(1) m > n: {±2αi | 1 ≤ i ≤ n} ∪ {±αi | 1 ≤ i ≤ n}
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∪{±αi ± αj |, 1 ≤ i 6= j ≤ n}
(2) m = n: {±αi ± αj|i 6= j, 1 ≤ i, j ≤ n} ∪ {±2αi | 1 ≤ i ≤ n}
• positive roots:
(1) m > n: {αi ± αj | n ≥ j > i ≥ 1} ∪ {2αi | n ≥ i ≥ 1} ∪ {αi | n ≥ i ≥ 1}.
(2) m = n: {αi ± αj | n ≥ j > i ≥ 1} ∪ {2αi | n ≥ i ≥ 1}
• simple roots:
(1) m > n: {αi − αi+1 | n > i ≥ 1} ∪ {αn}
(2) m = n: {αi − αi+1 | n > i ≥ 1} ∪ {2αn}
We choose the Weyl group representatives as in 3.5.1. The Weyl group representatives
in NK(a) are defined as follows. Let A be a matrix which is nonzero only in the entries
corresponding to row and column indices m− i+1, m− j+1, m+ i and m+ j, where
they are  J(1) 0
0 −J(1)
 .
Let B be a matrix which is nonzero only in the entries corresponding to row and
column indices m− i+ 1, m− j + 1, m+ i and m+ j, where they are I 0
0 I
 .
Then the Weyl group representatives are given as follows:
Wαi−αj = I −B + A and Wαi = Wα2i = I − 2Em+i,m+i.
In this subsection, we state the lemmas that we need to classify single-petaled W -
types in Sp(m,n) and skip the proofs. The method of proofs is similar to that of
4.4.6.1.
Lemma 4.4.8.1. The W -type ψ((2,2,2),∅) is not single-petaled.
Lemma 4.4.8.2. The W -type ψ((1,1,1),(1)) is not single-petaled.
Lemma 4.4.8.3. The W -type ψ(∅,(2)) is not single-petaled.
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From 4.3.1.2, the W -types without a subrepresentation ψ((1,1,1),(1)), ψ((2,2,2),∅) or
ψ(∅,(2)) are candidates for single-petaled W -types. These W -types are ψ(λ,τ) for
[λT = (k1, k2, . . . , k|λ|) such that k2 ≤ 2, τ = ∅]
or [λT = (k1, k2, . . . , k|λ|) such that k1 ≤ 2, τ = (1, 1, . . . , 1)].
Proposition 4.4.8.4. The W -type ψ(λ,τ) of Sp(m,n) is single-petaled if and only if
(A) or (B) holds.
(A) τ = (1, 1, . . . , 1) and λT = (k1, k2, . . . , k|λ|) such that k1 ≤ 2
(B) τ = ∅ and λT = (k1, k2, . . . , k|λ|) such that k2 ≤ 2
To prove this proposition, we need a few lemmas. An irreducible representation of
Sp(n) ' U(2n) ∩ Sp(n,C) is realized by a highest weight representation. A highest
weight vector can be expressed using a wedge product of a direct sum of standard
representations as in the proof of 4.4.6.1. Specifically, let
V x = spanC < e
x
1 , e
x
2 , . . . , e
x
m, f
x
1 , f
x
2 , . . . , f
x
m >
be the standard representation of Sp(m) ' U(2m) ∩ Sp(m,C). Then,
k⊕
x=1
V x,
a direct sum of standard representations, is also a representation of Sp(m). Also, we
can define a representation of Sp(m) on
l∧
j=1
k⊕
x=1
V x.
The Sp(n)-type with highest weight (b1, b2, . . . , bm) as a representation spanned by
the highest weight vector
m∧
j=1
(
bj∧
i=1
eij) ∈
Σmj=1bj∧
(
b1⊕
x=1
V x).
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We can regard V x as a representation of Sp(m)× Sp(n) by defining that Sp(n) acts
trivially on V x.
Likewise, let
W x = spanC < E
x
1 , E
x
2 , . . . , E
x
n, F
x
1 , F
x
2 , . . . , F
x
n >
be the standard representation of Sp(n) ' U(2n) ∩ Sp(n,C). Then
k⊕
x=1
W x,
a direct sum of standard representations, is also a representation of Sp(n). Also, we
can define a representation of Sp(n) on
l∧
j=1
k⊕
x=1
W x.
The Sp(n)-type with highest weight (b1, b2, . . . , bn) as a representation spanned by
the highest weight vector
n∧
j=1
(
bj∧
i=1
eij) ∈
Σnj=1bj∧
(
b1⊕
x=1
V x).
We can regard W x as a representation of Sp(m)×Sp(n) by defining that Sp(m) acts
trivially on W x.
Lemma 4.4.8.5. The W -type ψ(λ,τ) is single-petaled where
λT = (k1, k2, . . . , kn) such that k2 ≤ 2 and τ = ∅.
Sketch of Proof: From 4.4.7.4, Sn-type ψ
λ is realized on the single-petaled Sp(1)n-
fixed vectors of a Sp(n)-type φ. Suppose φ has the highest weight (a1, a2, . . . , an).
The Sn n (Z/2Z)n-type
ψλ n (triv)n
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is realized by the K-type with highest weight
(a1, a2, . . . , an, 0, 0, . . . , 0)(0, 0, . . . , 0)
on its M -fixed vectors. Therefore, ψλ ⊗ (triv)n is a single-petaled W -type.
Lemma 4.4.8.6. The W -type ψ(λ,τ) is single-petaled where
λ = ∅ and τ = (1, 1, . . . , 1).
Sketch of Proof: The K-type φ with highest weight
(n, 0, 0, . . . , 0)(1, 1, . . . , 1)
realizes ψ(λ,τ) on its single-petaled M -fixed vector. We can construct φ using the
highest weight vector
(
n∧
k=1
ek1) ∧ (
n∧
k=1
E1k) ∈
2n∧
((
n⊕
k=1
V 1)⊕W 1).
Let
v :=
n∧
k=1
(ekk ∧ Fk − fkk ∧ Ek) ∈ V Mφ .
Then, v is annihilated by Zα(Z
2
α− 4) for all reduced root α. We can define the action
of Weyl group on V Mφ , so we can define C(A)v where the Young tableau is
1
2
...
n
is A. Note that C(A)v is nonzero. In a similar way to 4.4.7.4, we can show that the
Weyl group stabilizes spanC < C(A)◦R(A)◦fv >, and the Weyl group representation
on this vector space is the sign representation. Therefore, ψ∅,(1,1,...,1) is single-petaled.
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Lemma 4.4.8.7. The W -type ψ(λ,τ) is single-petaled where
λT = (k1, k2, . . . , k|λ|) such that k1 ≤ 2, τ = (1, 1, . . . , 1).
We skip the proof. The method of proof is similar to that of 4.4.7.4, and we use
4.4.8.5 and 4.4.8.6 instead of 4.4.7.2.
Proposition 4.4.8.4 is immediate from 4.4.8.5, 4.4.8.6, and 4.4.8.7.
4.4.9 SO(2n+ 1,C)
In this subsection, we summarize the steps to classify single-petaled W -types of
SO(2n+ 1,C). We use the following lemmas.
Lemma 4.4.9.1. The W -type ψ((1,1),∅) is not single-petaled.
Lemma 4.4.9.2. The W -type ψ((∅),(2,2)) is not single-petaled.
We skip the proof because the method of proof is similar to 4.4.6.1. From 4.3.1.2,
the candidates for single-petaled W -types are parametrized by the following pairs of
Young diagrams:
((k), (r, 1, 1, . . . , 1)).
We can confirm that ψ((k),(r,1,1,...,1)) is single-petaled in the similar way to 4.4.6.5,
4.4.6.6, and 4.4.7.4.
4.4.10 SO(2n,C)
In this subsection, we summarize the steps to classify single-petaled W -types of
SO(2n,C). We use the following lemmas.
Lemma 4.4.10.1. The W -type ψ{(2,2),∅} is not single-petaled.
Lemma 4.4.10.2. The W -type ψ{(1,1,1),(1,1)} is not single-petaled.
Lemma 4.4.10.3. The W -type ψ{(2,2),(2,2)}I is not single-petaled.
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Lemma 4.4.10.4. The W -type ψ{(2,2),(2,2)}II is not single-petaled.
Lemma 4.4.10.5. The W -type ψ{(1,1,1),(1,1,1)}I is not single-petaled.
Lemma 4.4.10.6. The W -type ψ{(1,1,1),(1,1,1)}II is not single-petaled.
We skip the proof because the method of proofs is similar to 4.4.6.1. From 4.3.1.2,
the candidates for single-petaled W -types are parametrized by the following pairs of
Young diagrams:
{(k, 1, 1, . . . , 1), (r)}, {(k, 1), (r, 1)},
{(k, 1), (k, 1)}I , {(k, 1), (k, 1)}II {(k), (k)}I , {(k), (k)}II .
We can confirm that these W -types are single-petaled in the similar way to 4.4.6.5,
4.4.6.6, and 4.4.7.4.
4.4.11 SO∗(2n)
In this subsection, we summarize the steps to classify single-petaled W -types of
SO∗(2n)-types. We use the following lemmas.
Lemma 4.4.11.1. The W -type ψ((1,1),(1,1)) is not single-petaled.
Lemma 4.4.11.2. The W -type ψ((2,2),∅) is not single-petaled.
Lemma 4.4.11.3. The W -type ψ(∅,(2,2)) is not single-petaled.
We and skip the proof because the method of proofs is similar to 4.4.6.1. From 4.3.1.2,
the candidates for single-petaled W -types are parametrized by the following pairs of
Young diagrams:
((k, 1, 1, . . . , 1), (r)) or ((r), (k, 1, 1, . . . , 1)).
We can confirm that these W -types are single-petaled in the similar way to 4.4.6.5,
4.4.6.6, and 4.4.7.4.
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Chapter 5
Future Research
In this chapter, we discuss how single-petaled K-types and single-petaled W -types
can be used in the future research.
One of the research projects is to complete the list of
quasi-single-petaled K-types ⇔ single-petaled W -types
for exceptional groups of type E6, E7, E8, F4, and G2. Unitary representations are
fully classified only for G2 among exceptional cases [15], so the classification of single-
petaled Weyl group representations and quasi-single-petaled K-types will provide a
strong non-unitarity test for split real groups. Barbasch and Ciubotaru discovered a
great deal about spherical unitary representations for p-adic groups of type E and F
[3][9][8]. If we figure out the relation between W -types and K-types for these cases,
we will be able to conclude some non-unitarity for split real groups of type E and F .
Barbasch and Pantano identified the set of pairs
(petite K-types ⇔ relevant W -types)
for some exceptional groups [6], and we expect the set of pairs
(single-petaled W -types ⇔ quasi-single-petaled K-types)
to be larger. Therefore, identifying the correspondence between quasi-single-petaled
K-types and single-petaled W -types will provide a stronger non-unitarity test.
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The non-spherical unitary dual is still a mysterious field in unitary representation
theory. One of the available techniques is to use two pairs of irreducible representa-
tions of maximal compact subgroups in the bottom layers with matching signatures,
invented by Vogan [18][14]. Using this bottom layer argument, we can transfer in-
formation about signatures from spherical representations of smaller groups to non-
spherical representations of larger groups. To use this technique, it will be helpful to
have more K-types for which we can actually calculate signatures. It will be relatively
easier to calculate (some part of) the signatures for quasi-single-petaled K-types, so
we can make use of these K-types to determine non-unitarity in the non-spherical
case.
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Appendix A
Notations
• G: reductive Lie group in 2.1.1
• g: Lie(G) in 2.1.1
• K: maximal compact subgroup in 2.1.1
• g = k⊕ p: the Cartan decomposition of g in 2.1.1
• a: the maximal abelian subalgebra of p in 2.1.1
• (pi, Vpi): an irreducible representation of G in 2.1.1
• φ: a K-type in 2.1.1
• K-type with highest weight Λ : φΛ in 2.1.1
• W : Weyl group generated by restricted root reflections in 2.1.1
• ∆: restricted roots in 2.1.2
• ∆1: reduced roots in 2.1.2
• Π: simple roots in 2.1.2
• ∆+: positive roots in 2.1.2
• δ: an irreducible unitary representation of M in 2.1.2
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• ν: an element in dual of a in 2.1.2
• M : subgroup of K centralizes a in 2.1.2
• A: analytic subgroup of G corresponding to a in 2.1.2
• Q: the minimal parabolic subgroup in 2.1.2
• ω0: the longest Weyl group element in 2.1.2
• Vpi,(K): K-finite vectors in Vpi in 2.1.2.4
• pi(K): (g, K)-module defined on Vpi,(K) in 2.1.2.4
• IQ(δ, ν): the principal series representation in 2.1.2
• JQ(δ, ν): the Langlands quotient of IQ(δ, ν) in 2.1.3.4
• I(ν): principal series representation in 2.1.4.3
• J(ν): Langlands quotient of I(ν) in 2.1.4.3
• A(ν): the long intertwining operator between I(ν) and I(ω0ν) in 2.2.1
• A(ω, ν): intertwining operator between I(ν) and I(ω−1, ν) in 2.2.1
• Aφ(ω, ν): intertwining operator between HomK(Vφ, I(ν)) and HomK(Vφ, I(ω−1(ν)))
in 2.2.2
• Aφ(ν) : HomK(φ, I(ν))→ HomK(φ, I(ω0ν)) in 2.2.2
• K-type tests (non-unitarity tests using K-types): checking if
HomK(φ, I(ν))→ HomK(φ, I(ω0ν))
is positive definite in 2.2.2
• p-representation: a irreducible subrepresentation of K in pC in 2.3.1.1
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• gα: real rank one subalgebra of g generated by gnα where n runs over nonzero
integers in 2.3.2.1
• pα: gα ∩ p in 2.3.2.1
• kα: gα ∩ k in 2.3.2.1
• Gα: analytic subgroup corresponding to gα in 2.3.2.1
• Kα: maximal subgroup of Gα in 2.3.2.1
• ψφ: Weyl group representation on V Mφ for K-type (φ, Vφ) in 2.4.1
• Asα(ν) = mm+<ν,α∨> + <ν,α
∨>
m+<ν,α∨>sα in 2.4.1
• ψ: a W -type in 2.4.2
• W -type tests (non-unitarity tests using W -types): checking if every eigenvalues
of ψ(Asω0 (ν)) is nonnegative in 2.4.2
• ψλ: Sn-type parameterized by λ in 2.4.4
• ψ(λ,τ): Sn n (Z/Z)n-type parameterized by (λ, τ) in 2.4.4
• Rn: the index 2 subgroup of Sn n (Z/Z)n in 2.4.4
• ψ{λ,τ}: Rn-type parameterized by {λ, τ} in 2.4.4
• ψ{λ}I , ψ{λ}II : Rn-types parameterized by λ ` n in 2.4.4
• V Mφ,single: single-petaled M -fixed vectors in φ in 4.1.1.1
• ψφ,single: the Weyl group representation on V Mφ,single in 4.1.1.5
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