Recommendation systems are a vital component of many online marketplaces, where there are often millions of items to potentially present to users who have a wide variety of wants or needs. Evaluating recommender system algorithms is a hard task, given all the inherent bias in the data, and successful companies must be able to rapidly iterate on their solution to maintain their competitive advantage. The gold standard for evaluating recommendation algorithms has been the A/B test since it is an unbiased way to estimate how well one or more algorithms compare in the real world. However, there are a number of issues with A/B testing that make it impractical to be the sole method of testing, including long lead time, and high cost of exploration. We argue that multi armed bandit (MAB) testing as a solution to these issues. We showcase how we implemented a MAB solution as an extra step between offline and online A/B testing in a production system. We present the result of our experiment and compare all the offline, MAB, and online A/B tests metrics for our use case.
INTRODUCTION
Recommendation systems are a vital component of many online marketplaces, where there are often millions of items to potentially present to users who have a wide variety of wants or needs. Determining each item's relevance to each user can be a hard algorithmic problem, and successful companies must be able to rapidly iterate on their solution to maintain their competitive advantage.
The gold standard for evaluating recommendation algorithms has been the A/B test since it is an unbiased way to estimate how well one or more algorithms compare in the real world. However, there are a number of issues with A/B testing that make it impractical to be the sole method of testing. First of all, gathering enough traffic to reach statistical significance can take unreasonably long, especially when the full shopping cycle can last days or weeks. When there are multiple algorithms to test, one can either test each algorithm in series or as multiple variants in parallel. However, , , © 2019 neither solution significantly cuts down on the iteration time, with multiple variants taking longer due to the smaller amount of traffic within each variant.
Another problem with online A/B testing is that it necessitates showing potentially sub-optimal algorithms to the real-world marketplace, which can ultimately cost companies money by delivering a degraded experience to users by presenting them with irrelevant products. This can provide a perverse incentive for algorithm developers to test incremental improvements. Another option is to reduce the traffic to a variant that is considered "risky". However, such a test will again take longer to reach statistical significance.
Because of the required time and potential risks of online A/B testing, one can potentially make decisions about algorithms beforehand through offline evaluation metrics. However, these metrics can be inherently biased by the current algorithm or the user interface. Since the algorithm determines when and how an item is presented, one cannot determine that item's relevancy to users apart from the algorithm's estimate. An item might have a higher relevance score if presented according to a different algorithm. In fact, these biases can be remedied if we leverage a randomize or stochastic algorithm.
Multi-armed Bandit tests bridge the gap between quick but biased offline metrics and unbiased but long online A/B testing. Like an A/B test, a MAB test starts with equal traffic devoted to each variant. However, that traffic allocation is changed after a short period according to the particular MAB design, increasing or decreasing traffic according to each variant's performance and taking into account uncertainty for each variant in a principled way. This way, traffic is not wasted on precisely determining the level to which some variants under perform. Instead, more traffic is devoted to high performing variants increasing the ability to statistically determine the difference between them. Furthermore, this reallocation minimizes the exposure of users to sub-optimal algorithms.
While MAB testing can save time over traditional A/B testing, we have found in practice it cannot completely replace it. MAB tests require a metric that is sensitive to change in a short period of time, like click-though rate, which may not correlate with a longer term metric used in the evaluation of an AB test. Instead, it can be an important step to validate offline metrics with some initial unbiased results, while allowing the opportunity to refine the candidate algorithms for a further A/B test. A typical development cycle is illustrated in figure 1 . Model development, offline simulation, and integrating into a production environment typically can take 4-6 weeks, and can be done asynchronously across multiple contributors. A MAB test on multiple variants (typically up to 6) will then take about one to two weeks. The winner of the MAB test will then get tested in an A/B test against the current algorithm, which takes about 4 weeks. With this hybrid MAB/AB approach, one could test up to six algorithms within a five week period. This is possible by eliminating candidates that grossly under-perform on short-term metrics. Alternatively, a sole A/B testing protocol would take 6*4weeks = six months. This allows for each A/B test to be much more productive, each test validating a more cultivated set of alternative algorithms. However, as we will discuss more in-depth, our decision to promote an algorithm to the next step is still done on a case-by-case basis, integrating information across all steps and a variety of metrics, including the results of previous tests. The rest of the paper is organized as follows. We first describe the current state of related work (section 2), discussing both theoretical studies of MAB testing frameworks and empirical studies of MAB tests. We then review the current state of recommendation algorithms, and the MAB architecture (section 4). We then review the architecture developed for running our MAB test, and describe the models we test in this case study. We then present the results of our case study in Section 5 and 6, with offline metrics, a MAB test, and an online test. We then describe the implications of the findings in the discussion section (section 7). We then conclude in section 8.
RELATED WORKS
Academics have extensively studied algorithms that solve the multiarmed bandit problem of balancing the acquisition of new knowledge (exploration) and leveraging the current knowledge (exploitation) when making decisions under uncertainty. At the same time, a number of companies have described how they leverage multiarmed bandits for making recommendations.
Theoretical Studies of Multi-armed Bandits
Most theoretical studies propose algorithms that can be shown to have a minimal asymptotic regret bound [16, 18, 29, 43, 68] . Some studies suggest deterministic algorithms such as Upper Confidence Bound (UCB) and its variants [26, 28, 44-46, 51, 52] , since they have a feasible closed-form index policy. Others promote Stochastic Bayesian Thompson sampling variants, since they have practical advantages, since it does not get stuck in the same action over extended period of time under delayed feedback [14, 22, 65] . However, these studies often assume environments to be stationary and feedback to be independent and identically distributed (IID), assumptions that we already know to be false in our case.
Some studies have addressed how to make an algorithm robust to non-stationary and non-IID environments. Some studies have focused on developing robust or distributed algorithms for the noncooperating adversarial settings, where multiple players engage in the zero-sum games [6, 7, 10, 12, 25, 30, 39-41, 53, 55, 71, 74, 86] . Others solve the issue, not by conditioning on the context, but by defining sliding windows, piece-wise stationary assumptions, and discounting processes [3, 15, 61, 83] . Other authors in academia have studied contextual multi-armed bandit and its variants regret bounds [4, 54, 57, 85] .
Empirical Evaluation of Recommendation Algorithms
The variant of multi-armed bandit that is popular in industry is contextual bandit, for its ability to handle cold start problem at scale [58] . Cold start problem refers to the state that recommendation system has not gathered enough data to draw inference about a user or an item. Many studies highlight how vanilla bandit can be extended to contextual multi-armed bandit solutions for personalization and recommendation systems [2, 19, 48, 49, 56, 69] . For example, a study [1] discusses the process of productizing multi-armed bandits by determining context, sanity checking, evaluating offline, adding potential actions and logs, constraining, and engaging iterative improvements. Another study [13] discusses ensembling the content based and collaborative filtering based recommendations, using multi-armed bandits. The importance of exploration facing uncertainty is discussed by [58] , and epsilon-greedy framework that learns explanation, content, and balance between exploration and exploitation jointly is provided as a solution. In addition, contextual bandits have been highlighted in [77] to resolve the cold-start problem. Authors from Yahoo! and Microsoft have extensively studied contextual bandit for news personalization [2, 19, 48, 49, 56, 69] . Authors from Amazon also have highlighted the use of contextual bandit for optimizing content on web pages [36] . Authors from Google have long been arguing to use multi-armed bandit in massive online experimentation [70] . Furthermore, top tier tech players have presented research on other practical methods of recommendation algorithm evaluation, including the process analysis [35] , the A/B testing [23, 31] , the offline-evaluation refinement [67] , and an unbiased offline evaluation [33, 37, 64] . Although, these are great studies which illuminate our way to build an infrastructure to leverage multi-armed bandit (MAB), none of them have mentioned their MAB solution as a production ready system to rapidly test various recommender system algorithms in an unbiased fashion. The current study aims to fill this gap.
CURRENT AND SELECTED RECOMMENDATION ALGORITHMS
Recommender systems can be classified by their input data, either the attributes or features of each item (e.g. price, rating, attributes) or user behavior (e.g. co-view within session, view-purchase within session, or historical purchase and views). The recommender systems that use the item attributes are called content based recommender system. The recommender systems that use the user behavior path can take various names based on their approach, including:
collaborative filtering [24] , matrix factorization [38, 60] , session based embedding recommender system [5, 8, 11, 17, 32, 63, 80, 81, 81, 84] , or probabilistic models [20, 34, 66, 76, 82] . There are hybrid recommender systems that combine both of the features and typically leverage deep neural networks [21, 79] , or factorization machines [21, 50, 78] . The arms of a MAB model are the recommender system's variants. In this MAB campaign, we selected four different variants of recommender systems to test their performance online. We describe these four variants as follows:
• MAB _ARM-1 includes a variant of content based recommender system which is built on a set of top of key item features.
• MAB _ARM-2 includes a variant of probabilistic recommender system. It is based on the conditional probability that a user clicks on item j given they clicked on item i within their shopping session.
• MAB _ARM-3 includes a variant of session based embedding recommender systems [62] . It leverages user session activity data and estimates the similarity between the items in the embedding space.
• MAB _ARM-4 includes a variant of the Matrix Factorization model [50] . It creates a low dimensional representation for the items by using session co-view data.
We evaluate the online test results using two metrics -clickthrough-rate (CTR) and conversion-rate (CVR). CTR is measured as the proportion of users who clicked on recommendation items viewed. CVR is measured as the proportion of users who purchased on recommended items viewed. The former metric describes the user's engagement on the platform, while the later determines the conversion impact of the model. In the current study, we report both CTR and CVR online results and compare them across models. The online A/B test results is our gold standard.
We describe the winner armed of previous MAB campaign and the control recommender system (i.e. status quo) as follows:
• Control variant includes current state-of-the-art model which is in production and generates recommendations to all live traffic in our platform. It leverages a neural-network architecture to create low dimensional embeddings for the items using user session clicks data similar to [32, 59] .
• Previous campaign winner variant includes a knowledge gradient model (e.g. [20, 82] ) based on beta binomial distribution. This model was a winner of the previous MAB campaign by earning the highest CTR among all the other models in that campaign.
MULTI-ARMED BANDIT ARCHITECTURE AND PROCESS
Our daily mini-batch MAB training pipeline consists of three main processes: reward attribution, traffic proportion mini-batch process, and a randomized online traffic allocation. Figure 2 depicts the architecture of this pipeline. 
Reward Attribution Engine
The reward attribution layer leverages a real-time Kafka Queue [42] that receives messages from user interaction events, and backend recommender service event logs, generating a Recommendation Unified Data set (RUDS). RUDS uses a configured look ahead window to join back-end recommendation service and front-end click and view events together. RUDS not only captures the microconversion events (e.g. clicks and views), but also the ultimate conversion event (e.g. purchase), allowing near real-time performance monitoring of each recommender system variant. We leverage a visitor based metric, as opposed to visit based metric, to minimize the potential statistical dependency between the observations.
MAB Daily Mini-batch
This layer receives sufficient statistics (i.e. number of views and clicks for each variant) from the reward attribution engine and pushes the computed traffic proportions for each armed to the cache. For this traffic allocation, we leverage Thompson sampling (TS). Since the sufficient statistics can be modeled as Bernoulli random variables with parameter (p = probably of a click), it is straightforward to assume (p) follows a Beta distribution. This formulation allows us to leverage TS without the need for numerical approximation since Beta is a conjugate prior. As visitors click on recommended items each day, we update our posterior distributions which also has Beta distribution. This process is formalized as follows [72] . It initially assumes armed i to have a uniform prior Beta(1, 1) for probability of success (user click) p i . At epoch (e.g. day) t, having observed S i (t) accumulated successes and F i (t) accumulated failures from the first epoch, the algorithm updates the posterior distribution of p i to Beta(S i (t) + 1, F i (t) + 1). The algorithm then samples from these posterior distributions of p i 's and allocates the traffic to the arms according to the proportion of simulated samples that p i dominates all other arms. In our case, we draw 10, 000 samples from this posterior distribution at each mini-batch daily run. For each sample we compare the drawn CTR across arms, and we identify the armed that has maximum CTR. Then, we compute the proportion that each armed had maximum drawn CTR out of all the draws. The computed traffic allocation is then pushed to a cache. This traffic allocation data in the cache is exposed by an API is then leveraged by the online traffic allocation randomizer for the next day, which we describe next. In addition, we log these intermediary spin offs and the final traffic allocations for monitoring purposes. The whole MAB process has low memory requirement and constant time complexity.
Online Traffic Allocation Randomizer
When a visitor visits our website on a item page, a request is sent to the recommendation service. This Java-based process is the orchestrator of variants of the recommender systems. This process calls the traffic allocation proportion cache and draws a uniform random variable between 0 and 1 for each visitor. Based on the bucket of the cumulative distribution of allocation proportion that this random variable instance falls into, the recommender service calls the relevant recommender system variant and returns the list of recommended items. Then, this process sends the recommended item to UI client that is equipped with tracking script to show them to the users.
Building a Robust System
We conclude this section by presenting a couple of practical approaches we leveraged to make the MAB pipeline robust. First, our business is seasonal and subject to daily, weekly, and monthly effects. The risk of using MAB in this context is that, a variant might perform poorly at a given date, while being globally optimal. Another risk could be that there is no globally optimal variant. In this case, for each time period the optimal variant may be different, violating the stationarity assumption. In this case, the vanilla bandit might allocate zero traffic at the first mini-batch run. This zero traffic allocation will take the opportunity from this optimal armed to win in future dates. To resolve this issue we defined a lower bound on the traffic allocation, so if the traffic allocation of an armed is less than the configurable secured traffic threshold, we take traffic from winner armed proportional to their optimality and allocate to the loser arm. Changing this lower bound adaptively according to a configurable schedule allows us to give enough opportunity to the arms that might lose at initial days of the campaign, but might win afterward. In practice, we have observed that variants that lose the initial days can win back traffic due to this protective process that we have embedded in the pipeline. Second, our platform is subject to many web crawler and scraper bots, which might skew the traffic allocation. To solve this issue, in addition to leveraging visitor based click metric, we also leveraged mini-batch approach. In other words, our traffic proportion computation process is run in nightly batches, to aggregate data, and not be sensitive to noise. Indeed, this aggregation reduces unbiased noise, so we rely on our bot detection service to filter out the bot biased noise. Third, although we run the MAB as a campaign as opposed to restless bandit, we designed our pipeline so that in case we add a new variant mid-way, it starts with uniform prior, and the traffic is re-allocated as we collect more data at nightly batches. Fourth, it is possible that a given recommender system variant has defects, but we don't want to stop all the variants, only because one of the variants has defect. To accommodate this requirement, we defined a black listing process, which allows us to put a given variant into a black list to zero out the traffic allocated to it the next day. Fifth, our MAB pipeline should be robust to any pipeline breakage in upstream system. To achieve robustness, we modified our minibatch query from RUDS to not change the traffic allocation, when such a breakage happens. This in-variance under no data condition is consistent with Bayesian principles.
EXPERIMENTAL METHODS
In this section we describe the two components of our framework, offline metrics and online MAB testing. Furthermore, we describe the benefits of our MAB approach.
Offline Evaluation
Building offline metrics for recommendation models is a tricky task, and it can vary by use-case and industry. We approach the recommendation task as a ranking problem, meaning that we are interested in showing relatively few items to the user that we consider most relevant. Accordingly, we use popular ranking metricsNormalized Discounted Cumulative Gain (NDCG), Mean Reciprocal Rank (MRR), and Mean Average Precision(MAP) to evaluate the offline performance of the models [47, 75] . In most cases, the offline evaluation has limitations due to the bias in the underlying data [9] . This selection bias might stem from current system constraints (e.g. state of user interface) and search cost, which lead the user to choose the items under bounded rationality [27, 73] .
We sampled multiple months of the users' previous logged interaction data, containing clicks and purchases. We segmented this into two interaction matrices-one based on clicks and the other based on purchases or bookings. We computed offline metrics for these models on both interaction matrices and used this data as a source to compare the offline performance of all the recommender system models in this MAB campaign.
Online MAB Testing
In every MAB campaign, we test the performance of new variants of recommender system models based on CTR. Once the campaign is ended, we will A/B test the winner armed of the MAB model against current control to measure it's impact on both CTR and CVR. In this way, we keep track of conversion besides click through rate. The MAB setting is as follows: at each round we have a set of actions A. After choosing an action a ∈ A, we observe a reward r . The goal is to find a policy that selects actions such that cumulative reward across epochs is as large as possible. Equivalently, such policy minimizes regret relative to the best action policy, known ex-post. In our case, since the reward is either 0 or 1 (whether the user clicks on the viewed recommended item or not), it can be treated as a Bernoulli bandit problem.
To solve this MAB problem, there are several algorithms to select from including: Thompson sampling (TS), Upper Confidence Bounds (UCB), and Epsilon-Greedy (EG). We used TS due to its optimality and robustness to noise in the production environment, since it leverages a Bayesian framework [13] . These noises can stem from upstream system and data dependencies. In addition, in contrast to UCB, TS will allow us to do randomization at each mini-batch round, which prevents the risk of falling into local optima.
Benefits of MAB approach
Our online A/B testing platform is stateful, meaning for any test, it randomly buckets users to variants of the test and once a user is bucketed, they will remain in the same variant for the whole test. This is to keep the user's experience consistent on our platform and also to measure the performance of variants in a user independent fashion. However, for recommender systems, the consistency of experiment is not required, meaning it doesn't hurt if a user sees items l 1 , l 2 , l 3 , ... as recommendations for an item l 0 today, and sees items l 3 , l 5 , l 7 , .. as the recommendations for the same item next day. Indeed such an approach is helpful to create diversity. In addition, even if we don't do this, it is possible that few of recommended items rendered to a user might become unavailable over time, and as a result the new list of recommendations are different. Furthermore, we gain statistical strength in MAB by increasing traffic for the winner armed and decreasing it for the arms that are not winning. As a result, we give it more exposure and traffic this way. Table 1 displays the results of all three components of the framework. In the offline metric section (left), MAB_ARM-2 performs the best across all CTR offline metrics compared to all the other arms in the current campaign. Its offline performance based on CTR is very close to the previous campaign winner and is superior to control. In contrast, MAB_ARM-4 has better CVR offline metrics compared to all the other models. Also, the offline performance of previous campaign winner model is superior to control based on CTR but is inferior based on CVR. Figure 3 shows the results of online traffic allocation for the four variants of this campaign. In MAB test portion of Table 1 , we observe that MAB_ARM-2 has the highest expected CTR followed by MAB_ARM-3, MAB_ARM-4, and MAB_ARM-1. We started this MAB campaign with equal traffic allocation for all the arms. It is clear that our algorithm incrementally shifted the traffic from other arms to MAB_ARM-2 and within a two weeks it allocated all the traffic to that arm. This result was expected, as from our offline evaluation results we observed MAB_ARM-2 has the highest best online CTR metrics.
RESULTS
We performed a traditional A/B test to measure the engagement and conversion impact of the previous winner arm against the Control model. In our A/B test, we observed an incremental increase in both 10.8% CTR. This result was expected, as it has higher NDCG for CTR compared to control from our offline evaluation. Also, in our A/B test we observed incremental 0.3% CVR but it was not statistical significant. This result was not expected because it outperformed the control model despite it's lower offline CVR metrics
DISCUSSION
For a long time, our team has been aware that CTR does not necessarily predict CVR. A particular algorithm may present items that engage users' curiosity but are not necessarily relevant for their needs. For instance, a pretty or novel picture might invite people to click on an item, especially if the users are at an exploratory phase. However, that interaction may have also been a lost opportunity to show a truly relevant or personalized item. Therefore, an increase in CTR could actually hurt CVR. Likewise, an algorithm could improve the relevance of items at a level that is only apparent after one has clicked through to see the item, thereby increasing CVR while not affecting CTR. Ideally, an algorithm would improve both metrics if, by design, it is presenting more relevant items at the outset. Nevertheless, our framework evaluates both metrics at every step.
Our current case study presents a good example of how one cannot use any one method, offline or online, to evaluate algorithms. According to the offline metrics, MAB_ARM-2 and the previous campaign winner should be clearly superior on CTR and mediocre on CVR. On the other hand, MAB_ARM-4 is clearly superior across all CVR metrics while being the 2nd best armed in terms of CTR. Therefore both MAB_ARM-4 and MAB_ARM-2 may be better than the previous winner and also control, but for different reasons. However, these results were not exactly consistent with the MAB test.
The purpose of the MAB-test is to give additional information to select candidate algorithms for A/B test in the next campaign. Unsurprisingly, MAB_ARM-2 quickly gained allocation to due its higher CTR. So, it is arguably the most viable candidate. Despite losing on CTR, MAB_ARM-4 still could perform well on CVR during the next A/B test. So, it will go into the next campaign as well. Since MAB_ARM-1 and MAB_ARM-3 did not perform well on online CTR, they will not be included. But, it is worthwhile to note that the offline CTR metrics would suggest that the MAB_ARM-4 would outperform MAB_ARM-3 on CTR, which was not the case.
The A/B test within which the MAB test was conducted succeeded in validating that the previous campaign winner does beat control on both CTR and CVR. This is supported by the offline metrics for CTR but contradicts the CVR metrics. The difference between the offline metrics were small between these two algorithms, suggesting small differences may be within the noise.
CONCLUSION
In this paper we discussed how we productionalized MAB to evaluate recommender system variants in a less biased fashion. We discussed how MAB can help us save time in evaluating recommender system variants in our two-sided short term vacation rental marketplace. In addition, we mentioned various practical approaches we leveraged to make MAB robust when the business is seasonal and data is non-stationary. We presented the result of one of the MAB campaigns we ran, and its experimental outcomes. Our results allowed us to compare A/B tests and MAB tests across a small number of variants across all entities. Such a comparison is not possible in the scenarios in which MAB is implemented as one bandit per entity.
There are several open issues to be addressed in future work. In particular, we are going to scale our MAB framework to treat each item in our platform as a MAB problem. Furthermore, we are planning to extend our framework to enable multi-objective optimization.
