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STRONG SOLUTIONS OF STOCHASTIC DIFFERENTIAL
EQUATIONS WITH COEFFICIENTS IN MIXED-NORM SPACES
CHENGCHENG LING AND LONGJIE XIE
Abstract. By studying parabolic equations in mixed-norm spaces, we prove the
existence and uniqueness of strong solutions to stochastic differential equations
driven by Brownian motion with coefficients in spaces with mixed-norm, which
extends Krylov and Ro¨ckner’s result in [11] and Zhang’s result in [18].
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1. Introduction and main result
Consider the following stochastic differential equation (SDE for short):
dXt = b(t, Xt)dt+ dWt, X0 = x ∈ R
d, (1.1)
where d > 1, b : R+×R
d → Rd is a Borel measurable function, and (Wt)t>0 is a stan-
dard Brownian motion defined on some filtered probability space (Ω,F , (Ft)t>0,P).
It is a classical result that if the coefficient b is global Lipschitz continuous in x
uniformly with respect to t, then there exists a unique strong solution (Xt(x))t>0 to
SDE (1.1) for every x ∈ Rd. However, many important applications of this class of
SDE show that the Lipschitz continuity imposed on the coefficient is a rather severe
restriction. Thus a lot of attentions have been paid to seek a strong solution for
(1.1) under weaker assumptions on the drift b. A remarkable result due to Zvonkin
[21] showed that if d = 1 and b is bounded, then SDE (1.1) admits a unique strong
solution for each x ∈ R. Zvonkin’s result was then extended to the multidimen-
sional case by Veretennikov [13]. A further generalization was obtained by Krylov
and Ro¨ckner [11] where the pathwise uniqueness for SDE (1.1) was shown when
b ∈ Lqloc(R+;L
p
loc(R
d)) with q, p ∈ (2,∞) and d/p+ 2/q < 1. (1.2)
Later, Zhang [18] extends these results to SDE driven by multiplicative noise
dXt = b(t, Xt)dt+ σ(t, Xt)dWt, X0 = x ∈ R
d (1.3)
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the Alexander-von-Humboldt foundation and NNSF of China (No. 11701233, 11931004).
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under the assumptions that σ : R+×R
d → Rd⊗Rd is a bounded, uniformly elliptic
matrix-valued function which is uniformly continuous in x locally uniformly with
respect to t, and
b, |∇σ| ∈ Lqloc(R+;L
p
loc(R
d))
with p, q satisfying (1.2). Here and below, ∇ denotes the weak derivative with
respect to the x variable. Note that when σ ≡ 0, SDE (1.3) is just an ordinary
differential equation, which is far from being well-posed under the above conditions
on the drift coefficient. This reflects that noises can play some regularization effects
to the deterministic systems, we refer the readers to [5, 6] for more comprehensive
overview. From then on, there are also increasing interests of studying the properties
of the unique strong solution to SDE (1.3) with singular coefficients, see e.g. [3, 9,
14, 17, 19] and the references therein.
To the best of our knowledge, the conditions imposed on the coefficients in [11, 18]
are known to be the weakest so far in the literature to ensure the strong well-
posedness of the SDE (1.1) and (1.3). However, there still exists a gap: the assump-
tions are not well-unified. Let us specify this point by a simple example. Consider
the following SDE in R2:{
dX1t = b1(t, X
1
t )dt+ dW
1
t , X
1
0 = x1 ∈ R,
dX2t = b2(t, X
2
t )dt+ dW
2
t , X
2
0 = x2 ∈ R.
(1.4)
If we denote by x := (x1, x2)
T ∈ R2, Xt := (X
1
t , X
2
t )
T , Wt := (W
1
t ,W
2
t )
T , and define
the vector field
b(t, x) :=
(
b1(t, x1)
b2(t, x2)
)
: R+ × R
2 → R2.
Then SDE (1.4) can be rewritten as
dXt = b(t, Xt)dt + dWt, X0 = x ∈ R
2. (1.5)
According to the above mentioned condition (1.2), we need to assume
b ∈ Lqloc(R+;L
p
loc(R
2)) with 2/p+ 2/q < 1
to ensure the strong well-posedness of the SDE (1.5). This in particular means that
we need
b1, b2 ∈ L
q
loc(R+;L
p
loc(R
1)) with 2/p+ 2/q < 1. (1.6)
On the other hand, the two-dimensional SDE (1.4) can also be viewed as two in-
dependent equations for X1t and X
2
t , since X
1
t and X
2
t are not involved with each
other in the equation. From this point of view, SDE (1.4) can be strongly well-posed
under the condition that
b1, b2 ∈ L
q
loc(R+;L
p
loc(R
1)) with 1/p+ 2/q < 1, (1.7)
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which does not coincide with (1.6). We point out that such problem will always
appear when we consider SDEs in multi-dimension, and especially for degenerate
noise cases and multi-scale models involving at least slow and fast phase variables,
see e.g. [4, 12, 16, 20].
The main aim of this work is to get rid of the above unreasonableness by study-
ing SDE (1.3) with coefficients in general mixed-norm spaces. To this end, let
p = (p1, · · · , pd) ∈ [1,∞)
d be a multi-index, we denote by Lp(Rd) the space of all
measurable functions on Rd with norm
‖f‖Lp(Rd) :=
(∫
R
· · ·
(∫
R
|f(x1, ..., xd)|
p1dx1
) p2
p1
dx2
) p3
p2
· · ·dxd
) 1
pd
<∞.
When pi = ∞ for some i = 1, · · · , d, the norm is taken as the supreme over R
with respect to the corresponding variable xi ∈ R, and by L
p
loc(R
d) we mean the
corresponding local space defined as usual. Notice that the order is important when
taking the above integrals. If we permute the pis, then increasing the order of pi
gives the smallest norm, while decreasing the order gives the largest norm.
Our main result in this paper is as follows.
Theorem 1.1. Assume that for some p1, · · · , pd, q ∈ (2,∞] and every T > 0,
|b|, |∇σ| ∈ Lq([0, T ];Lploc(R
d)) with
2
q
+
1
p1
+ · · ·+
1
pd
< 1, (1.8)
and for every n ∈ N, σ is uniformly continuous in x ∈ Bn := {x ∈ R
d : |x| 6 n}
uniformly with respect to t ∈ [0, n], and there exist positive constants δn such that
for all (t, x) ∈ [0, n]× Bn,
|σ(t, x)ξ|2 > δn|ξ|
2, ∀ξ ∈ Rd.
Then, for each x ∈ Rd there exists a unique strong solution Xt(x) up to an explosion
time ζ(x) to SDE (1.3) such that
lim
t↑ζ(x)
Xt(x) = +∞, a.s..
Remark 1.2. i) The advantage of (1.8) lies in the flexible integrability of the coef-
ficients. More precisely, it allows the integrability of the coefficients to be small in
some directions by taking the integrability index large for the other directions (not
as functions of the whole space variable). With this condition, the problem of the
tricky example mentioned before does not appear since we can take another index to
be ∞. That is, according to Theorem 1.1, SDE (1.4) will be strongly well-posed if
b1, b2 ∈ L
q([0, T ], Lploc(R
2)) with
p = (p1, p2) satisfying 2/q + 1/p1 + 1/p2 < 1.
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Since b1 does not depend on x2 and b2 does not depend on x1, we can take p2 = ∞
for b1 and p1 = ∞ for b2. Thus, the integrability conditions for b1 and b2 are
2/q + 1/p1 < 1 and 2/q + 1/p2 < 1 respectively, which coincides with (1.7) when we
treat the SDE (1.4) as two independent equations.
ii) As mentioned in [10], the necessity of mixed-norm spaces arises when the physi-
cal processes have different behavior with respect to each component. In view of (1.8),
it reflects the classical fact that the integrability of time variable and space variable
has the ratio 1:2. Meanwhile, the integrability of each component of the space vari-
able is the same, which is natural because the noise is non-degenerate. Such kind
of mixed-norm spaces will be more important when studying SDEs with degenerate
noises. This will be our future works.
In a recent work [12], where we study the averaging principle for slow-fast SDEs
with singular coefficients, Theorem 1.1 will play an important role in deriving the
optimal conditions on the coefficients. Now, let us introduce the proof briefly. The
key tool to prove our main result is the Lqp-maximal regularity estimate for the
following second order parabolic PDEs on [0, T ]× Rd:
∂tu(t, x) = L
a
2 u(t, x) + L
b
1 u(t, x) + f(t, x), u(0, x) = 0, (1.9)
where L a2 + L
b
1 is the infinitesimal generator corresponding to SDE (1.3), i.e.,
L
a
2 u(t, x) :=
1
2
aij(t, x)∂iju(t, x), L
b
1 u(t, x) := b
i(t, x)∂iu(t, x)
with a(t, x) = (aij(t, x)) := (σσT )(t, x), and ∂i denotes the i-th partial derivative
respect to x. Here we use Einstein’s convention that the repeated indices in a
product will be summed automatically. To be more specific, for any q ∈ (1,∞) and
p = (p1, · · · , pd) ∈ (1,∞)
d, we need to establish the following estimate:
‖∇2u‖Lqp(T ) 6 C‖f‖Lqp(T ), (1.10)
see Section 2 for the precise definition of Lqp(T ). Notice that when p1 = · · · =
pd = q, it is a standard procedure to prove (1.10) by the classical freezing coefficient
argument (cf. [19]). However, for general q ∈ (1,∞) and p ∈ (1,∞)d it seems to
be non-trival. When aij is independent of x and p1 = · · · = pd, estimate (1.10) was
first proved by Krylov in [10]. In the spatial dependent diffusion coefficient case,
Kim [8] showed (1.10) only for p1 = · · · = pd 6 q. This was recently generalized to
p1 = · · · = pd > 1 and q > 1 in [15] by a duality method. We shall further develop
the argument used in [15], and combing with the interpolation technique, to prove
that (1.10) holds for mixed-norms even in the space variable. The main result is
provided by Theorem 2.1, which should be of independent interest in the theory of
PDEs.
This paper is organized as follows: In Section 2, we study the maximal regularity
estimate for second order parabolic equations. In Section 3, we prove our main
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theorem. Throughout this paper, we use the following convention: C with or with-
out subscripts will denote a positive constant, whose value may change from one
appearance to another, and whose dependence on parameters can be traced from
calculations.
2. Parabolic equations in mixed-norm spaces
Fix T > 0 and let Rd+1T := [0, T ] × R
d. This section is devoted to study the
parabolic equation (1.9) on Rd+1T in general mixed-norm spaces. We first introduce
some notations. For any α ∈ R and p = (p1, ..., pd) ∈ [1,∞)
d, let Hαp (R
d) :=
(1−∆)−α/2
(
Lp(Rd)
)
be the usual Bessel potential space with norm
‖f‖Hαp (Rd) := ‖(I−∆)
α/2f‖Lp(Rd),
where (I−∆)α/2f is defined through Fourier’s transform
(I−∆)α/2f := F−1
(
(1 + | · |2)α/2Ff
)
.
Notice that for n ∈ N and p = (p1, ..., pd) ∈ [1,∞)
d, an equivalent norm in Hnp(R
d)
is given by
‖f‖Hnp (Rd) = ‖f‖Lp(Rd) + ‖∇
nf‖Lp(Rd).
For q ∈ [1,∞) and any S < T , we denote Lqp(S, T ) := L
q([S, T ];Lp(Rd)). For sim-
plicity, we will write Lqp(T ) := L
q
p(0, T ), and L
∞(T ) consists of functions satisfying
‖f‖L∞(T ) := sup
t∈[0,T ]
sup
x∈Rd
|f(t, x)| < +∞.
We also introduce that for α ∈ R,
H
q
α,p(T ) := L
q
(
[0, T ];Hαp(R
d)
)
,
and the space H qα,p(T ) consists of the functions u = u(t) on [0, T ] with values in the
space of distributions on Rd such that u ∈ Hqα,p(T ) and ∂tu ∈ L
q
p(T ).
Throughout this section, we always assume that
(Ha): a(t, x) = (σσT )(t, x) is uniformly continuous in x ∈ Rd locally uniformly with
respect to t ∈ R+, and there exists a constant δ > 1 such that for all ξ ∈ R
d,
δ−1|ξ|2 6 |a(t, x)ξ|2 6 δ|ξ|2, ∀x ∈ Rd. (2.1)
The main result of this section is as follows.
Theorem 2.1. Assume that (Ha) holds, p ∈ (1,∞)d and q ∈ (1,∞). Let b ∈ Lq˜p˜(T )
with p˜, q˜ satisfying p˜i ∈ [pi,∞), q˜ ∈ [q,∞) for 1 6 i 6 d and 2/q˜+1/p˜1+· · ·+1/p˜d <
1. Then for every f ∈ Lqp(T ), there exists a unique solution u ∈ H
q
2,p(T ) to equation
(1.9). Moreover, we have the following estimates:
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(i) there is a constant C1 = C(d,p, q, ‖b‖Lq˜
p˜
(T ), T ) > 0 such that
‖∂tu‖Lqp(T ) + ‖u‖Hq2,p(T ) 6 C1‖f‖L
q
p(T ); (2.2)
(ii) for any α ∈ [0, 2 − 2
q
), there exists a constant CT = C(d,p, q, ‖b‖Lq˜
p˜
(T ), T )
satisfying limT→0CT = 0 such that
‖u‖H∞α,p(T ) 6 CT‖f‖Lqp(T ). (2.3)
In particular, we have
‖u‖L∞(T ) 6 CˆT‖f‖Lqp(T ), if 2/q + 1/p1 + · · ·+ 1/pd < 2, (2.4)
and
‖∇u‖L∞(T ) 6 CˆT‖f‖Lqp(T ), if 2/q + 1/p1 + · · ·+ 1/pd < 1, (2.5)
where CˆT > 0 is a constant satisfying limT→0 CˆT = 0.
We shall provide the proof of the above result in the following subsections.
2.1. Smooth diffusion coefficients without drift. In this subsection, we con-
sider PDE (1.9) on Rd+1T with b ≡ 0, i.e.,
∂tu(t, x)−L
a
2 u(t, x)− f(t, x) = 0, u(0, x) = 0. (2.6)
We shall focus on the Lqp-maximal regularity a priori estimate for (2.6). To this end,
we assume that a is smooth enough, i.e., a satisfies (Ha) and for all m ∈ N,
‖∇maij(t, ·)‖∞ <∞.
Motivated by [15], we also need to consider the dual equation for (2.6):
∂tw(t, x) +
1
2
∂ij
(
(aij(t, x)w(t, x)
)
+ f(t, x) = 0, w(T, x) = 0. (2.7)
Our aim in this subsection is to prove the following result.
Theorem 2.2. For any p ∈ (1,∞)d and q ∈ (1,∞), there is a constant C > 0
depending only on d,p, q, T and the continuity modulus of a such that for every
f ∈ C∞0 ([0, T ]× R
d),
‖∇2u‖Lqp(T ) 6 C‖f‖Lqp(T ), ‖w‖Lqp(T ) 6 C‖f‖Hq−2,p(T ), (2.8)
where u and w are solutions of (2.6) and (2.7) respectively. Moreover, for any
α ∈ [0, 2− 2
q
), we have
‖u‖H∞α,p(T ) 6 CT‖f‖Lqp(T ), ‖w‖H∞α−2,p(T ) 6 CT‖f‖Hq−2,p(T ). (2.9)
where CT > 0 is a constant satisfying limT→0CT = 0.
Before giving the proof of the above theorem, we first show the following lemma
for later use, which generalizes [10, Lemma 2.6] (see also [8, Lemma 3.5]).
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Lemma 2.3. Let T ∈ [0,∞), p ∈ (1,∞) and n ∈ N. For k = 1, · · · , n, let
ak : R+ → R
d ⊗ Rd be measurable functions and there exists a constant δ > 1 such
that for all t ∈ [0, T ],
δ−1|ξ|2 6 aijk (t)ξiξj 6 δ|ξ|
2, ∀ξ ∈ Rd.
Let λk ∈ (0,∞), γk ∈ R and uk ∈ H
p
γk+2,p
(T ) be the solution to the equation
∂tu
k = aijk ∂iju
k + fk, uk(0, x) = 0
with f ∈ Hpγk ,p(T ). Denote by Λk = (λk − ∆)
γk/2. Then for any i = 2, · · · , d, we
have∫ T
0
∫
R
· · ·
∫
R
n∏
k=1
‖Λk∆u
k(t, ·, xi, · · · , xd)‖
p
Lp(Ri−1)dxi · · ·dxddt
6 C0
n∑
k=1
∫ T
0
∫
R
· · ·
∫
R
‖Λkf
k(t, ·, xi, · · · , xd)‖
p
Lp(Ri−1)
×
∏
j 6=k
‖Λj∆u
j(t, ·, xi, · · · , xd)‖
p
Lp(Ri−1)dxi · · ·dxddt, (2.10)
where C0 is a positive constant.
Proof. Without loss of generality we may assume γk = 0. Define v
k := ∆uk. For
fixed i = 2, · · · , d and xi, xi+1, · · · , xd ∈ R, take X = (x
1, · · · , xn) with xj =
(xj1, · · · , x
j
d) ∈ R
d such that for all 1 6 j 6 n, xji ≡ xi ∈ R, x
j
i+1 ≡ xi+1 ∈ R, · · · ,
xjd ≡ xd ∈ R. Hence, X ∈ R
d+(n−1)(i−1). For such X , we define
V (t, X) := v1(t, x1)× · · · × vn(t, xn).
Then one can check that
∂tV (t, X) := PV (t, X) + F (t, X),
where
PV = aijk
∂2V
∂xki ∂x
k
j
,
F (t, X) := ∆xjG
j(t, X), Gj(t, X) = f j(t, xj)
∏
j 6=k
vk(t, xk).
By classical result (cf. [10, Lemma 1.5]) we have
‖V ‖Lp([0,T ]×Rd+(n−1)(i−1)) 6 C0
∑
j
‖Gj‖Lp((0,T )×Rd+(n−1)(i−1) ,
which is exactly (2.10). The lemma is proved. 
With the above preparation, we can give:
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Proof of Theorem 2.2. Let p = (p1, p2, · · · , pd) ∈ (1,∞)
d and q ∈ (1,∞). We divide
the proof into five steps: we first prove estimate (2.8) in step 1-4, and in the fifth
step we show estimate (2.9).
Step 1. [Case p1 = · · · = pd ∈ (1,∞) and q ∈ (1,∞)]. In this case, the estimate
(2.8) was proved by [15, Theorem 3.3].
Step 2. [Case p1 = · · · = pd−1 ∈ (1,∞) and pd = q ∈ (1,∞)]. We only prove the
estimate for w since the estimate for u is similar and easier. By duality and the same
argument as in the proof of [15, Theorem 3.3], it is sufficient to prove the desired
estimate when q = pd = npd−1 = · · · = np1 =: np for n ∈ N+ and p ∈ (1,∞). That
is to say, we shall prove:
‖w‖Lnp([0,T ]×R,Lp(Rd−1)) 6 C‖f‖
np
H
np
−2,p(T )
, p = (p, · · · , p, np).
Take a non-negative smooth function φ supported in the ballBr :=
{
x ∈ Rd : |x| < r
}
and
∫
Rd
|φ|pdx = 1, where r is a small constant which will be determined be-
low. For x, z ∈ Rd, s ∈ R+, define φz(x) := φ(x − z), wz(s, x) := w(s, x)φz(x),
fz(s, x) := f(s, x)φz(x) and az(s) := a(s, z). Then we can write
∂twz + ∂ij(a
ij
z wz) + gz = 0, wz(T, x) = 0, (2.11)
where
gz = fz + ∂ij(a
ijw)φz − ∂ij(a
ij
z wφz).
Below we drop the time variable for simplicity, and for any γ ∈ R and fixed xd ∈ R,
we denote by ‖f(·, xd)‖Hγp (Rd−1) := ‖((1−∆)
γ/2f)(·, xd)‖Lp(Rd−1). Notice that
gz = fφz − 2∂j(a
ijw)∂iφz − a
ijw∂i∂jφz + ∂i∂j((a
ij − aijz )wz).
By the continuity of a, we have(∫
Rd
‖gz(·, xd)‖
p
H−2p (Rd−1)
dz
)1/p
6 C1‖f(·, xd)‖H−2p (Rd−1)
+ Cr
∑
i,j
‖(aijw)(·, xd)‖H−1p (Rd−1)
+ Cr
∑
i,j
‖aijw(·, xd)‖H−2p (Rd−1) + cr‖w(·, xd)‖Lp(Rd−1),
where Cr > 0 and limr→0 cr = 0. Let ρn be a family of standard mollifiers and
an(t, x) := a(t, ·) ∗ ρn(x) be the mollifying approximation of a. For every ε > 0, we
can take n large enough such that∑
i,j
‖(aijw)(·, xd)‖H−1p (Rd−1) +
∑
i,j
‖aijw(·, xd)‖H−2p (Rd−1)
6C2‖(aw)(·, xd)‖H−1p (Rd−1)
6C2‖(anw)(·, xd)‖H−1p (Rd−1) + C2‖((a− an)w)(·, xd)‖H−1p (Rd−1)
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6Cn‖w(·, xd)‖H−1p (Rd−1) + c1/n‖w(·, xd)‖Lp(Rd−1)
6Cn‖w(·, xd)‖H−2p (Rd−1) + ε‖w(·, xd)‖Lp(Rd−1),
where the last step is due to the interpolation and Young’s inequalities. Hence, we
arrive at( ∫
Rd
‖gz(·, xd)‖
p
H−2p (Rd−1)
dz
)1/p
6 C3‖f(·, xd)‖H−2p (Rd−1)
+ Cr‖w(·, xd)‖H−2p (Rd−1) + cr‖w(·, xd)‖Lp(Rd−1). (2.12)
Observe that
‖w‖np
Lnp([0,T ]×R,Lp(Rd−1))
=
∫ T
0
∫
R
(∫
Rd
‖w(t, ·, xd)φz‖
p
Lp(Rd−1)
dz
)n
dxddt
=
∫ T
0
∫
R
∫
Rnd
n∏
k=1
‖wzk(t, ·, xd)‖
p
Lp(Rd−1)
dz1 · · ·dzndxddt. (2.13)
Using Lemma 2.3, we can deduce that∫ T
0
∫
R
n∏
k=1
‖wzk(t, ·, xd)‖
p
Lp(Rd−1)
dxddt
6 C4
n∑
k=1
∫ T
0
∫
R
‖gzk(t, ·, xd)‖
p
H−2p (Rd−1)
∏
l 6=k
‖wzl(t, ·, xd)‖
p
Lp(Rd−1)
dxddt,
which together with (2.12) and (2.13) implies
‖w‖np
Lnp([0,T ]×R,Lp(Rd−1))
6 C5
n∑
k=1
∫ T
0
∫
R
∫
Rnd
‖gzk(t, ·, xd)‖
p
H−2p (Rd−1)
×
∏
l 6=k
‖wzl(t, ·, xd)‖
p
Lp(Rd−1)
dz1 · · ·dzndxddt
= C5n
∫ T
0
∫
R
(∫
Rd
‖gz(t, ·, xd)‖
p
H−2p (Rd−1)
dz
)
×
(∫
Rd
‖wz(t, ·, xd)‖
p
Lp(Rd−1)
dz
)n−1
dxddt
6 C6
∫ T
0
∫
R
(∫
Rd
‖gz(t, ·, xd)‖
p
H−2p (Rd−1)
dz
)
× ‖w(t, ·, xd)‖
(n−1)p
Lp(Rd−1)
dxddt
6 C6
∫ T
0
∫
R
‖f(t, ·, xd)‖
np
H−2p (Rd−1)
dxddt
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+ Cr
∫ T
0
∫
R
‖w(t, ·, xd)‖
np
H−2p (Rd−1)
dxddt
+ cr‖w‖
np
Lnp([0,T ]×R,Lp(Rd−1))
,
where the last inequality follows from Ho¨lder’s inequality and Young’s inequality for
product. Let r be small enough so that cr < 1, we can get that
‖w‖np
Lnp([0,T ]×R,Lp(Rd−1))
6 C7
(∫ T
0
∫
R
‖f(t, ·, xd)‖
np
H−2p (Rd−1)
dxddt
+
∫ T
0
∫
R
‖w(t, ·, xd)‖
np
H−2p (Rd−1)
dxddt
)
. (2.14)
It remains to control the last term on the right hand side of the above inequality.
To this end, let κzs,t :=
∫ t
s
az(u)du and
P zs,t(x, x− y) :=
1√
(2π)d det(κzs,t)
e−
(κzs,t)
−1|x−y|2
2(t−s) .
Then the solution of equation (2.11) is given by
wz(t, x) =
∫ T
t
∫
Rd
P zt,u(x, x− y)gz(u, y)dydu.
By (Ha) and a standard interpolation technique, we get that for any α ∈ [0, 2),
‖wz(t, ·, xd)‖Hα−2p (Rd−1) 6 C8
∫ T
t
(u− t)−
α
2 ‖gz(u, ·, xd)‖H−2p (Rd−1)du.
Thus by Minkowski’s inequality we have
‖w(t, ·, xd)‖Hα−2p (Rd−1) 6
(∫
Rd
‖wz(t, ·, xd)‖
p
Hα−2p (Rd−1)
dz
)1/p
6 C8
∫ T
t
(u− t)−
α
2
( ∫
Rd
‖gz(u, ·, xd)‖
p
H−2p (Rd−1)
dz
)1/p
du.
Using (2.12) and the similar argument as in the proof of (2.14), we further have
‖w(t, ·, xd)‖Hα−2p (Rd−1) 6 C
∫ T
t
(u− t)−
α
2
(
‖f(u, ·, xd)‖H−2p (Rd−1)
+ ‖w(u, ·, xd)‖H−2p (Rd−1)
)
du.
Let 1
q′
+ 1
np
= 1, then for any α ∈ [0, 2− 2
np
), we get by Ho¨lder’s inequality that
‖w(t, ·, xd)‖
np
Hα−2p (Rd−1)
6 C9
(∫ T
t
(u− t)−
q′α
2 du
)np/q′ ∫ T
t
(
‖f(u, ·, xd)‖H−2p (Rd−1)
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+ ‖w(u, ·, xd)‖H−2p (Rd−1)
)np
du
6 CT
∫ T
t
(
‖f(u, ·, xd)‖
np
H−2p (Rd−1)
+ ‖w(u, ·, xd)‖
np
H−2p (Rd−1)
)
du, (2.15)
where CT > 0 satisfying limT→0CT = 0. Then by taking α = 0 and Gronwall’s
inequality we can obtain
sup
s∈[0,T ]
‖w(s, ·, xd)‖
np
H−2p (Rd−1)
6 CT
∫ T
t
‖f(u, ·, xd)‖
np
H−2p (Rd−1)
du, (2.16)
which in particular implies that
‖w‖np
H∞−2,p
6 CT‖f‖
np
H
np
−2,p
.
Taken this back into (2.14) yields that
‖w‖Lnp([0,T ]×R,Lp(Rd−1)) 6 C10‖f‖
np
H
np
−2,p(T )
, p = (p, · · · , p, np).
Step 3. [Case p1 = · · · = pd−j ∈ (1,∞) and pd−j+1 = · · · = pd = q ∈ (1,∞) with any
1 6 j 6 d − 1]. This can be proved by following exactly the same arguments as in
the proof of step 2, except that we need to use (2.10) Lemma 2.3 with i = d− j+1,
we omit the details.
Step 4. [Interpolation] We develop an interpolation scheme to show the following
claim:
for every 1 6 j 6 d− 1, (2.8) holds with p1 = · · · = pd−j ∈ (1,∞)
and pd−j+1, pd−j+2, · · · , pd, q ∈ (1,∞). (2.17)
In particular, when j = d− 1, we get the desired result.
Interpolate the results in step 1 and step 2, we can get that (2.8) holds when
p1 = · · · = pd−1 ∈ (1,∞) and pd, q ∈ (1,∞). Thus, the assertion (2.17) is true
for j = 1. Assume that (2.17) holds for some j = n − 1 6 d − 2, we proceed to
show that (2.17) is true for n. For this, we first interpolate p1 = · · · = pd ∈ (1,∞)
and q ∈ (1,∞) with p1 = · · · = pd−j ∈ (1,∞) and pd−j+1 = · · · = pd = q ∈
(1,∞) (both of which hold according to step 3) to get that the (2.8) holds for
p1 = · · · = pd−j ∈ (1,∞) and pd−j+1 = pd−j+2 = · · · = pd, q ∈ (1,∞). Then we
interpolate p1 = · · · = pd−j ∈ (1,∞) and pd−j+1 = pd−j+2 = · · · = pd, q ∈ (1,∞)
with p1 = · · · = pd−1 ∈ (1,∞) and pd, q ∈ (1,∞) (which holds by the induction
assumption for j = 1) to get that (2.8) holds for p1 = · · · = pd−j ∈ (1,∞) and
pd−j+1 = · · · = pd−1, pd, q ∈ (1,∞). Again we interpolate p1 = · · · = pd−j ∈
(1,∞) and pd−j+1 = · · · = pd−1, pd, q ∈ (1,∞) with p1 = · · · = pd−2 ∈ (1,∞) and
pd−1, pd, q ∈ (1,∞) (which holds by the induction assumption for j = 2) to get that
(2.8) holds for p1 = · · · = pd−j ∈ (1,∞) and pd−j+1 = · · · = pd−2, pd−1, pd, q ∈ (1,∞).
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Keep interpolating with the induction assumption for j = 3, · · · , n− 1, we can get
that (2.8) holds for p1 = · · · = pd−j ∈ (1,∞) and pd−j+1, pd−j+2, · · · , pd, q ∈ (1,∞).
Step 5. Finally, we proceed to prove estimate (2.9). With the same argument as in
the previous 4 steps, it is sufficient to prove the following estimate:
‖w‖np
H∞α−2,p
6 CT‖f‖
np
H
np
−2,p
, p = (p, · · · , p, np), α ∈ [0, 2−
2
np
),
where limT→∞CT = 0. In fact, by (2.15) and (2.16), we get for any α ∈ [0, 2−
2
np
),
sup
s∈[0,T ]
∫
R
‖w(s, ·, xd)‖
np
Hα−2p (Rd−1)
dxd 6
∫
R
sup
s∈[0,T ]
‖w(s, ·, xd)‖
np
Hα−2p (Rd−1)
dxd
6 CT‖f‖
np
H
np
−2,p
.
The whole proof can be finished. 
2.2. Proof of Theorem 2.1. Now, we are in the position to give:
Proof of Theorem 2.1. By standard continuity method, it suffices to establish the es-
timates (2.2) and (2.3). Estimates (2.4) and (2.5) then follow by Sobolev embedding
thoeorems, see e.g. [1]. We divide the proof into two steps.
(i) (Case b ≡ 0) For p ∈ (1,∞)d and q ∈ (1,∞), let u ∈ H q2,p(T ) and f ∈ L
q
p(T )
satisfy (2.6), and let ρn be a family of standard mollifiers. Define
un(t, x) := u(t, ·) ∗ ρn(x), an(t, x) := a(t, ·) ∗ ρn(x), fn(t, x) := f(t, ·) ∗ ρn(x).
Then, it is easy to see that un satisfies
∂tun = a
ij
n ∂ijun + gn, un(0, x) = 0,
where
gn := fn + (a
ij∂iju) ∗ ρn − a
ij
n ∂ijun.
As a result of (2.8) and (2.9), we have
‖∇2un‖Lqp(T ) 6 C1
(
‖fn‖Lqp(T ) + ‖(a
ij∂iju) ∗ ρn − a
ij
n ∂ijun‖Lqp(T )
)
,
and there exists a constant CT with limT→∞CT =∞ such that
‖un‖H∞α,p(T ) 6 CT
(
‖fn‖Lqp(T ) + ‖(a
ij∂iju) ∗ ρn − a
ij
n ∂ijun‖Lqp(T )
)
.
Letting n→∞ and by the property of convolution, we can obtain the desired result.
(ii) (Case b 6= 0) Let 1
pi
= 1
p˜i
+ 1
pˆi
and 1
q
= 1
q˜
+ 1
qˆ
, by Ho¨lder’s inequality and Sobolev
embedding theorem (see [1]), we get
‖b · ∇u‖Lqp(T ) 6 C2‖b‖Lq˜
p˜
(T )‖∇u‖Lqˆ
pˆ
(T ) 6 C2‖b‖Lq˜p˜(T )
‖u‖
H
qˆ
1+θ,p(T )
6 CT‖b‖Lq˜
p˜
(T )‖u‖H∞1+θ,p(T ). (2.18)
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where θ ∈ ( 1
p˜1
+ · · · + 1
p˜d
, 1 − 2
q˜
) ⊂ ( 1
p1
+ · · · + 1
pd
, 1 − 2
q˜
). By the result of (i) and
(2.18), we have that
‖u‖H∞1+θ,p(T ) 6 CT
(
‖f‖Lqp(T )+ ‖b ·∇u‖Lqp(T )
)
6 CT
(
‖f‖Lqp(T )+ ‖b‖Lq˜
p˜
(T )‖u‖H∞1+θ,p(T )
)
.
By choosing T small so that CT‖b‖Lq˜
p˜
(T ) < 1, we have
‖u‖H∞1+θ,p(T ) 6 C3‖f‖L
q
p(T ). (2.19)
Then by (i) we get
‖∇2u‖Lqp(T ) 6 C4
(
‖f‖Lqp(T ) + ‖b · ∇u‖Lqp(T )
)
6 C4(T )
(
‖f‖Lqp(T ) + ‖b‖Lq˜
p˜
(T )‖u‖H∞1+θ,p(T )
)
6 C4‖f‖Lqp(T ).
Furthermore, (2.19) shows that for any α ∈ [0, 2− 2
q
),
‖u‖H∞α,p(T ) 6 CT‖f‖Lqp(T )
where limT→0CT = 0. The whole proof is finished. 
3. Well-posedness of SDEs with singular coefficients
We first provide the existence result for weak solutions of SDE (1.3) and prove
the Krylov estimate, which will play an important role below.
Lemma 3.1. Assume (Ha) holds, b ∈ Lqp(T ) with q, p1, · · · , pd ∈ (2,∞] and 2/q +
1/p1 + · · · + 1/pd < 1. Then there exists a weak solution (Xt)t>0 to SDE (1.3).
Moreover, for any function f ∈ Lqˆpˆ(T ) with qˆ, pˆ1, · · · , pˆd ∈ (1,∞) satisfying 2/qˆ +
1/pˆ1 + · · ·+ 1/pˆd < 2, we have that
E
(∫ T
0
|f(s,Xs)|ds
)
6 C‖f‖
L
qˆ
pˆ
(T ), (3.1)
where C = C(d, pˆ, qˆ, ‖b‖Lqp(T ), T ) is a positive constant.
Proof. Firstly, by (2.4), (2.5) and following the same argument as in [18, Theorem
2.1], we can show that (3.1) holds when b ≡ 0. More precisely, for any 0 < S <
T < ∞ and function f ∈ Lqˆpˆ(S, T ) with 2/qˆ + 1/pˆ1 + · · ·+ 1/pˆd < 2, there exists a
constant C(d, pˆ, qˆ) > 0 such that
E
(∫ T
S
|f(t, Yt)|dt
∣∣∣∣FS
)
6 C‖f‖
L
qˆ
pˆ
(S,T ), (3.2)
where Yt solves the following SDE without drift:
dYt = σ(t, Yt)dWt, Y0 = x ∈ R
d.
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Applying (3.2) to f = |b|2, we can get
E
(∫ T
S
|b(t, Yt)|
2dt
∣∣∣∣FS
)
6 C‖b2‖
L
q/2
p/2
(S,T )
= C‖b‖2
L
q
p(S,T )
.
It then follows by Khasminskii’s lemma (see [18, Lemma 5.3]) that for any constant
κ > 0,
E exp
{
κ
∫ T
0
|b(s, Ys)|
2ds
}
6 C(κ, d,p, q, ‖b‖Lqp(T )) <∞. (3.3)
As a result, we have
EρT := E exp
{
−
∫ T
0
[
bTσ−1
]
(s, Ys)dWs −
1
2
∫ T
0
[
bT (σσT )−1b
]
(s, Ys)ds
}
= 1.
Thus the existence of a weak solution (Xt)t>0 to SDE (1.3) follows by Girsanov’s
theorem. Furthermore, we can deduce that
E
(∫ T
0
|f(s,Xs)|ds
)
= E
(
ρT
∫ T
0
|f(t, Yt)|dt
)
6
(
E
∫ T
0
ραTdt
)1/α(
E
∫ T
S
|f(t, Yt)|
βdt
)1/β
,
where α, β > 1 satisfying 1/α + 1/β = 1. Since
EραT = E
[(
exp(−2α
∫ T
0
[bTσ]−1(t, Yt)dWt − 2α
2
∫ T
0
[bT (σσT )−1b](t, Yt)dt)
)1/2
(
exp((4α2 − α)
∫ T
0
[
bT (σσT )−1b
]
(t, Yt)
2dt)
)1/2]
,
by Ho¨lder’s inequality, the fact that exponential martingale is a supermartingale,
(2.1) and (3.3), we get for every α > 1, EραT 6 C(α, d,p, q, ‖b‖Lqp(T )). Then, it holds
that
E
(∫ T
0
|f(t, Xt)|dt
)
6 C(α, d,p, q, ‖b‖Lqp(T ), T )
(
E
∫ T
0
|f(t, Yt)|
βdt
)1/β
.
Choosing β close enough to 1 such that 2/qˆ + 1/pˆ1 + · · ·+ 1/pˆd < 2/β and taking
p¯ = pˆ/β , q¯ = qˆ/β in (3.2), we can get
E
(∫ T
0
|f(t, Xt)|dt
)
6 C‖fβ‖
1/β
L
q¯
p¯(T )
= C‖f‖
L
qˆ
pˆ
(T ).
The proof is finished. 
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Recall that the Hardy-Littlewood maximal operator M is defined by
Mf(x) := sup
r∈(0,∞)d
1
|Br|
∫
Br
f(x+ y)dy, ∀f ∈ L1loc(R
d),
where for r = (r1, r2, · · ·, rd), Br :=
{
x ∈ Rd : |x1| < r1, |x2| < r2, · · ·, |xd| < rd
}
. For
every f ∈ C∞(Rd), it is known that there exists a constant Cd > 0 such that for all
x, y ∈ Rd (see [15, Lemma 2.1]),
|f(x)− f(y)| 6 Cd|x− y|
(
M|∇f |(x) +M|∇f |(y)
)
, (3.4)
and the following Lp(Rd)-boundness of M with p ∈ (1,∞)d holds (see [7, Theorem
4.1]):
‖Mf‖Lp(Rd) 6 Cd‖f‖Lp(Rd). (3.5)
Now, we are in the position to give:
Proof of Theorem 1.1. We only need to show the pathwise uniqueness of solutions
to SDE (1.3). To this end, we first assume that (Ha) holds, and for q ∈ (1,∞) and
p ∈ (1,∞)d,
|b|, |∇σ| ∈ Lq([0, T ];Lp(Rd)) with
2
q
+
1
p1
+ · · ·+
1
pd
< 1.
By Theorem 2.1, there exists a function u ∈ Hq2,p satisfying
∂tu(t, x) + L
a
2 u(t, x) + L
b
1 u(t, x) + b(t, x) = 0, u(T, x) = 0.
Define Φ(t, x) := x+ u(t, x). In view of (2.5), we can choose T small such that
1/2 < ‖∇Φ−1‖L∞(T ) 6 2. (3.6)
Assume that SDE (1.3) admits two solutions X1t and X
2
t . By the Krylov’s estimate
(3.1), we can use Itoˆ’s formula to get that the process Y it := Φ(t, X
i
t) satisfies
dY it = σ(t, X
i
t)∇Φ(t, X
i
t)dWt =: Ψ(t, X
i
t)dWt, i = 1, 2.
Let Zt := X
1
t −X
2
t , we have by (3.6) that
E|Zt|
2 6 2E|Y 1t − Y
2
t |
2 6 2E
(∫ t
0
|Zs|
2dAs
)
,
where
At :=
∫ t
0
|Ψ(s,X1s )−Ψ(s,X
2
s )|
2
|Zs|2
ds.
Let ρn be a family of mollifiers on R
d, and define Ψn(t, x) := Ψ(s, ·) ∗ ρn(x). Then
we can write
EAt 6 lim
ǫ↓0
E
(∫ t
0
|Ψ(s,X1s )−Ψ(s,X
2
s )|
2
|Zs|2
· 1{|Zs|>ǫ}ds
)
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6 3
(
lim
ǫ↓0
lim
n→∞
E
(∫ t
0
|Ψn(s,X1s )−Ψ(s,X
1
s )|
2
|Zs|2
· 1{|Zs|>ǫ}ds
)
+ lim
ǫ↓0
lim
n→∞
E
(∫ t
0
|Ψn(s,X2s )−Ψ(s,X
2
s )|
2
|Zs|2
· 1{|Zs|>ǫ}ds
)
+ lim
ǫ↓0
sup
n∈N
E
(∫ t
0
|Ψn(s,X1s )−Ψ
n(s,X2s )|
2
|Zs|2
· 1{|Zs|>ǫ}ds
)
=: 3
(
I1(t) + I2(t) + I3(t)
)
.
By the property of mollification, it is easy to see that
I1(t) + I2(t) 6 lim
ǫ↓0
ǫ−2 lim
n→∞
C‖Ψn −Ψ‖2
L∞(T ) = 0.
As for the third term, we can use (3.4), the Krylov’s estimate (3.1) and (3.5) to get
that
I3(t) 6 C sup
n∈N
E
(∫ t
0
[
M|∇Ψn|(s,X1s ) +M|∇Ψ
n|(s,X2s )|
]2
ds
)
6 C sup
n∈N
∥∥M|∇Ψn|∥∥2
L
q
p(T )
6 C‖∇Ψ‖2
L
q
p(T )
<∞.
Hence, as a result of the stochastic Gronwall’s inequality [17, Lemma 3.7], we can
get E|Zt|
2 = 0. The general case can be proved by a standard localization procedure
as in [18, Theorem 1.3]. The proof is finished. 
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