Abstract-K-NN classifier is one of the most famous classification algorithms, whose performance is crucially dependent on the distance metric. When we consider the distance metric as a parameter of K-NN, learning an appropriate distance metric for K-NN can be seen as minimizing the empirical risk of K-NN. In this paper, we design a new type of continuous decision function of the K-NN classification rule which can be used to construct the continuous empirical risk function of K-NN. By minimizing this continuous empirical risk function, we obtain a novel distance metric learning algorithm named as adaptive nearest neighbor (ANN). We have proved that the current algorithms such as the large margin nearest neighbor (LMNN), neighbourhood components analysis (NCA) and the pairwise constraint methods are special cases of the proposed ANN by setting the parameter different values. Compared with the LMNN, NCA, and pairwise constraint methods, our method has a broader searching space which may contain better solutions. At last, extensive experiments on various data sets are conducted to demonstrate the effectiveness and efficiency of the proposed method.
I. INTRODUCTION
Classification is a fundamental task in the field of machine learning. Although the superior performance on classification tasks is obtained by deep learning classifiers, it is still meaningful to study the conventional classifiers. One side of the reasons is the knowledge of traditional classifiers would give some useful inspiration to the design of deep learning classifiers. For example, the cross-entropy loss widely used in deep learning classifiers comes from the traditional softmax regression [1] , [2] , [3] . The other side is that traditional classifiers are still valuable on the task with small data set [4] , [5] .
K-NN classifier is one of the most appealing classifiers due to its effectiveness, easy implementation, and the ability to handle the non-linear problem. However, the performance of K-NN classifier is crucially dependent on the distance metric used to measure the similarity between two samples. Hence, it is very beneficial to find one way to find a suitable distance metric for K-NN. Distance metric learning is one class of learning paradigms which find distance metric for specifical applications. In past decades, plenty of distance metric learning algorithms have been proposed. The survey of distance metric learning is referred to [6] , [7] , [8] , [9] , [10] . The excellent examples include LMNN [11] , ITML [12] , NCA [13] , GMML [14] , RVML [15] , and so on. Besides those conventional algorithms, Kun Song and Junwei Han are with School of Automation, Northwestern Polytechnical University, China. E-mail: {junweihan2010, songkun123000}@gmail.com with the boom of deep learning, many deep metric learning algorithms have been proposedsuch as faceNet [16] , energybased neural networks [17] , lifted structured feature embedding [18] , to name a few. Those deep metric learning algorithms benefit a lot from the knowledge of the traditional metric learning methods.
Although most of the methods mentioned above can provide metric to K-NN classifier, the algorithms designed specifically to improve K-NN have attract more attention in the classification applications, due to their better performance. They can mainly be classified into two groups.
The first class of methods is triplet-based methods whose performance is dependent on the prior information used to construct the triplets. The representative examples include large margin nearest neighbor (LMNN), faceNet, and energy-based neural network (EBNN) and their variants [19] , [20] , [21] , [22] . When those methods are applied in practice, they may suffer from following three shortcomings.
The first is that the triplet constraints are too strict for K-NN classification rule. The goal of triplet constraints is to keep the local neighborhood of each inquiry sample being pure, i.e, no imposters located in the local neighborhood [11] . Indeed, when all of the imposters are out of the local neighborhood of the inquiry sample, the inquiry sample is classified correctly and the training error of K-NN is reduced. However, this is not a prerequisite for correctly classifying the inquiry sample by using the K-NN rule. That is because the K-NN rule outputs the classification result according to the majority of labels of the test samples' K nearest neighbors. Even though some imposters are in the local neighborhood, so long as they are not the majority, the K-NN rule would output the correct result. To this extent, the constraints of triplet-based methods are too strict, which would narrow the searching space of the learned metric matrix.
Besides, how to provide the prior information is another important problem. The prior information is used to identify the hard region and reduce the number of imposters in the hard region. The so-called hard region is a small area of the local neighborhood in which the imposters could never be pushed out, no matter the value of the metric is. So, if the imposters are located in the hard region, they would produce many harmful triplets which would hurt the training of the model, sometimes they would make the training completely fail [16] , [23] , [19] . So how to provide the prior information is very important to the triplet-based model. At last, the number of triplet constraints is about O(KN 2 ) where K's maximal value can reach N . It is too huge for many real applications since they require plenty of computation and storage sources.
Therefore, how to reduce the number of triplet constraints is another problem.
The second class of methods does not require any prior information to depict the local neighborhood of samples. The representative example is NCA which is designed to minimize the expected one-of-leave training error of the statistical nearest neighbor (SNN) classification rule. In SNN, the classification contribution of the samples with the same label of the inquiry sample and that of the samples with different labels from the inquiry are modeled by the same distribution, i.e., the softmax function. However, the softmax function model tends to give large weights to the nearest samples, and give small weights to the rest of ones. Statistically, the samples with different labels from the inquiry sample are farther than the samples with the same label of inquiry sample. So the softmax function model would ignore many dissimilar samples in the training procedure. This would make NCA lost many discriminant information which may benefit to the classification.
Essentially, when we consider the distance metric as a parameter of K-NN classifier, a distance metric learning method can be seen as the one to find the parameter minimizing the empirical risk of K-NN classifier. From this perspective, the shortcomings of the methods mentioned above are caused by the gap between their loss function and the empirical risk function of K-NN classifier. This inspires us to design a distance metric learning algorithm to directly minimizing the empirical risk of K-NN classifier. However, since the procedure of classification involves the finding of nearest neighbors, the decision function of the K-NN rule is non-continuous to the distance metric. Therefore, it is hard to minimize the empirical risk of the K-NN classification rule like the other classifiers such as support vector machines (SVMs), linear regression (LR) and softmax regression (SR) [24] .
In this paper, we design an interesting continuous function that can compute the average value of the K smallest numbers and the average value of the K largest numbers in a large series of numbers. This smart continuous function can help us design a continuous decision function of K-NN rule. By utilizing the new continuous decision function of K-NN, we formulate a novel distance metric learning model named adaptive nearest neighbor (ANN) which directly minimizes the empirical risk of K-NN.
The contributions of the paper are listed as follows:
• We have proved that the LMNN, neighbourhood components analysis (NCA) [13] and the naive form of pairwise constraint metric learning algorithm (PML) [25] , [5] are special cases of the proposed ANN. Therefore, our work has built up a connection between the convex distance metric learning model LMNN, the convex pairwise-based method and the non-convex metric learning model NCA.
• Since the objective function of ANN can be seen as the empirical risk of the K-NN classification rule, the searching space of the ANN is more accurate than that of LMNN, NCA, and pairwise constraint methods. This implies that the proposed method may achieve better performance.
• In the proposed ANN, there are only N (N − 1) distance j are two target neighbors of x i , and yellow squares x 1 l and x 2 l are imposters. The ellipse is local neighborhood is determined by x 1 j and x 2 j . There is no metric M can let the x 1 l out of the local neighborhood. Therefore, the region in the triangle is the hard region.
computations involved in the calculation of the gradient of the objective function, the amount of distance computations is comparable to the pairwise constraint metric learning algorithms. Therefore, the running speed of the proposed method is faster than that of LMNN.
• We evaluate the proposed method by conducting extensive experiments of classification tasks on several data sets.
The promising results have demonstrated the superiority of the proposed method.
II. RELATED WORKS

A. Decision Function of K-NN Classifier
In this section, we introduce a new type of decision function of K-NN classifier proposed recently by [4] . This new type of K-NN classifier is started from the two-class case, i.e., to judge whether a sample belongs to a specially-pointed class. The bi-class decision function is presented as follows.
where x is the test sample, C c represents the collection of samples in the c-th class, andC c represents the collection of samples not in the c-th class.
is the k-th smallest element in set {d(x, x )|x ∈ C}, where d(x, x ) is the distance function between sample x and x . Considering h(x), when h(x) < 0, x is classified to the class c, otherwise, x is not classified to class c.
For the multi-class tasks, the decision function of K-NN classifier can be obtained by extending Eq.(1) according to the 'one-vs-rest' strategy [26] . The formulation is presented as follows:
where x is the test sample and y is the predicted label of x.
B. Large Margin Nearest Neighbor (LMNN)
denote the training set consisting of N labeled examples in which x i ∈ R d×1 and its corresponding class label y i ∈ {1, 2, · · · , C}, where C is the class number.
Given a metric matrix M ∈ R d×d , the square distance is determined as
where M ∈ R d×d 0. Now, we describe how to construct the triplet constraints. For the i-th sample (x i , y i ) in X , two groups of samples are selected from the rest samples in X − {x i }. The first group is the target neighbors denoted as P i which consists of samples with label y i . The second group is imposters denoted as I i which consists of samples with different labels from y i . The triplet set associated with x i is denoted as
. Those triplet constraints force that all of the imposters in I i should be out of the local neighborhood
The model of LMNN is formulated as:
where (x) is the hinge loss, i.e., max{1 − x, 0}, and
can be seen as the regularization term to avoid the elements of M being too large, and λ is used to balance the two terms in the objective. The optimization problem in Eq. (4) is often solved by the gradient descent methods.
Since the LMNN is the seminal work of triplet-based distance metric learning, we take the LMNN as the example to demonstrate the shortages of triplet-based methods. The reason why the triplet constraints are too restrict to K-NN classification rule is obvious. So we only introduce why the prior information is important to the triplet-based methods.
As seen from the Fig. 1 , the inquiry sample x i and its two target neighbors x 1 j and x 2 j form a trigon x i x 1 j x 2 j in the feature space. The ellipse represents the local neighborhood A i determined by target neighbors x 1 j and x 2 j . Obviously, the trigon x i x 1 j x 2 j is in the local neighborhood A i . Therefore, when the imposter x 1 l ∈ I i located in the trigon, no matter what the value of metric M is attended, x 1 l could not be pulled out of the local neighborhood. We call x i x 1 j x 2 j as the hard region, and imposters located in the hard region as hard imposters. Therefore, the triplet constraints consisting of hard imposters do not provide any useful information and narrow the searching space. There are two ways to remove those harmful triplet constraints. The first is to select the target neighbors as closer as possible, which would narrow the area of the hard region. The second way is to remove the imposters located in the hard area. The first way is widely used in the LMNN and its variants [20] , [22] , [21] , [27] , while the second way is widely used in the triplet-based deep metric learning [16] , [28] , [29] . However, both ways require the prior information to measure the similarity of samples.
C. Neighborhood Component Analysis
Neighbourhood Components Analysis (NCA) [13] minimizes the expected leave-one-out training error of the statistics nearest neighbor (SNN) which is modeled by the softmax function. Specially, for an inquiry sample x i , the sample x j gives the probability to let x i in the y j -th class is measured by
Thus, the probability that x i is classified into the c-th class is computed as
Therefore, the optimization problem of NCA is presented as follows.
where C yi is the set of samples in the class y i which is the label of sample x i .
Obviously, NCA has a broader searching space compared with LMNN, since it directly minimizes the training error of the 1-NN classification rule. However, the performance of NCA highly relies on the match between the data distribution and the probability distribution described by the softmax function. For example, the samples in different classes may distribute differently. Therefore, it is not accurate to describe the contributions of samples in different classes to classification in one probability function, i.e., the softmax function. The softmax function tends to give a small portion of samples very large probability and other samples very small probability, therefore, p i in Eq.(6) may be very large while 1 − p i would be small. In this situation, the action of maximizing p i would not consider discriminant information. This would harm the performance of NCA.
III. ADOPTIVE NEAREST NEIGHBOR FOR DISTANCE METRIC LEARNING
In this section, we first introduce the empirical loss of the K-NN rule. Then, we propose the formulation of the adoptive nearest neighbor (ANN) by finding a way to make the noncontinuous empirical loss continuous. Thirdly, a method to solve the ANN model is introduced. At last, we discuss the connections between ANN and other distance metric learning algorithms.
A. The Empirical Risk of K-NN classifier
Given a training data set
, where x i ∈ R d , its corresponding label y i ∈ {1, · · · , C}. For the i-th inquiry x i , we use S i to denote similarity set consisting of samples with same label to y i , and use symbol D i to denote set of samples with different labels from y i .
Without loss of generality, we use symbol d
M (x i , S i ) to represent the k-th smallest element in the distance set
According to the decision function in Eq.(1), if the inquiry x i is classified correctly, the following inequality holds:
For convenience, we define two functions as follows
Similar to traditional classifiers, we can formulate the empirical risk function of K-NN classifier as the objective of following model:
where (x) is a loss function which penalizes large x, and λ is the coefficient of the regularization term Ω(M). Proof :
Let us prove the non-continuity of d s xi (M, K) firstly. We consider two metric matrices M 1 and M 2 . Without loss of generality, we assume that the metric matrix M 1 determine the K nearest neighbors of x i as {x (1) ,
where
However, the error equals T r(( The Lemma 1 indicates that when one of the K nearest neighbors is changed, there exists a corresponding noncontinuous point M . Therefore, in the searching space, when d
) is continuous at the M , the metric M would not change the K-nearest neighbors. As we know, the gradient decent method can not across the non-continuous point in the searching procedure. So the K nearest neighbors are not changed in the procedure of the gradient decent method, which means there is no selection of K nearest neighbors for the inquiry sample x i . However, the proposed method in Eq.(10) requires a selection of the K nearest neighbors from the similarity set (or dissimilarity set). Therefore, the gradient descent method can not achieve the goal of the proposed method.
B. Formulation of the Adaptive Nearest Neighbour (ANN)
In this section, we design a continuous function to estimate the d (9) . By using the continuous function, we can obtain a continuous model named adaptive nearest neighbour (ANN). Before doing this, we intoruce two useful lemmas as follows.
Lemma 2. Given a series of numbers {a
, without loss of generality, they are listed in ascending order, i.e., a 1 ≤ a 2 ≤ · · · ≤ a n . Considering the function
, there exist following relationships:
Proof : Firstly, we prove the conclusion that lim γ→+∞ b (γ) = a 1 .
). Since γ > 0 and a i < a i+1 , there is 1 > t 2 ≥ t 3 ≥ · · · ≥ t n . By utilizing the inequality relationship 1 ≥ t i ≥ t n , we can obtain following inequality.
Since there is lim γ→+∞ 1 γ ln( 1+ n i=2 t n ) = 0 when t < 1, so when γ → +∞, the upper bound of b (γ) approaches a 1 . Consequently, we obtain the conclusion that b (γ) → a 1 (γ → +∞).
Then, we prove the conclusion lim γ→−∞ b (γ) = a n . Let c = −γ, we have
Therefore,
Lemma 3. Given a set of numbers listed in ascending order, i.e, a 1 < a 2 < · · · < a n and an integer K ≤ n, there exist γ * 1 > 0 and γ * 2 < 0 to let b(γ) defined in Eq. (12) to hold following equations.
Proof: Since the proofs of the two equalities have the same procedure, we only provide the proof of the first equality here. Obviously, there is inequality
Since Lemma 2 concludes that lim γ→+∞ b(γ) = a 1 and lim γ→0 b(γ) = 1 n n i=1 a i , we can easily find a value γ (1) > 0 to hold following inequality:
Let us define a functionb(γ) = 
In 
Let us set γ 2 > 0, the Eq.(23) can be equivalently changed into Eq.(24) by adoptinĝ M = γ 2 M:
where α = γ1 γ2 , and γ 2 > 0. Obviously, eliminating γ 2 does not impact the inequality. Since γ 2 determines the number of the nearest neighbors in D i , the number of the nearest neighbors of x i in D i can be determined adaptively. However, considering the non-linear of the loss function, γ 2 can not be eliminated here. Thus, the γ 2 only plays the rule to adjust the sensitivity of the loss function, and α plays the rule to make the number of nearest neighbors in D i equal to that in S i .
By adopting the constraint Eq.(24), the non-continuous empirical risk minimization problem in Eq. (10) is transformed into the continuous one presented as follows:
where γ > 0 plays the rule to adjust the loss function and α is used to balance the numbers of nearest neighbors of x i in S i and D i , λ is the coefficient of the regularization term.
C. Optimization
In this section, we solve the proposed method by the gradient descent method. Let us denote the objective function of the proposed method in Eq. (25) 
The gradient of J(M) associated with M is calculated as:
where,
and,
where, are two softmax functions related to each inquiry x i . As we know the softmax function is a smooth proxy of the arg max function which is often adopted as the classification boundary. Here, softmax function can be interpreted as finding the soft K nearest neighbors of x i from S i and D i . This procedure is similar to the direct selection of K nearest neighbors by sorting distance {d M (x i , x j )} j∈Si , which makes d After giving the computation of the gradient of the objective function, the proposed method can be solved iteratively. Suppose the η s and M s are the step-size and the projection matrix at the s-th iteration, respectively. Then, the projection matrix at s + 1 iteration is updated as
where ψ(·) is defined in Eq.(32) to make matrix · be negativepositive definite.
are the r positive eigen-values and corresponding eigen-vectors of M.
The details of the solution are presented in Algorithm 1.
IV. THE RELATIONSHIP BETWEEN ANN AND THE EXISTING METRIC LEARNING ALGORITHMS
In this section, we would discuss the relationships between the proposed ANN and the existing methods including the large margin nearest neighbors (LMNN), neighbourhood components analysis (NCA) and the naive form of pairwisebased distance metric learning methods [25] , [5] .
A. The Connection between ANN and LMNN
Firstly, we introduce the Lemma 4 which claims that the ANN presented in Eq.(25) is a convex model when α < 0.
Lemma 4: When α < 0, the proposed ANN described in Eq.(25) is a convex optimization problem. Proof : Firstly, we introduce a function S(t) = ln(
Then, we prove the function S(t) is convex. Suppose 0 < τ < 1 and two vectors t 1 = [t
2 , · · · , t
d ], we have
The inequality in Eq. (33) Let t
Then, let t
where {x is also a convex function, the objective function in Eq. (25) is convex. Since the searching space {M|M 0} is a convex set, therefore the model in Eq. (25) is a convex optimization problem.
Lemma 4 proves the ANN is convex when α < 0 above. Now, we explain that, when α → −∞ and similarity set S i = P i , the model described in Eq. (25) is equivalent to the model of LMNN.
When α → −∞, γ 1 approaches −∞ (due to γ 1 = αγ 2 ). Thus, the function d
. In this case, the objective of ANN is to let most of the samples in D i out of the neighborhood
}. This is consistent with the goal of the LMNN. Since the Lemma 4 proves the model described in Eq. (25) is convex when α < 0. Therefore, we can claim that the model in Eq. (25) is equivalent to the LMNN.
Although ANN(α = −∞) achieves the same goal of LMNN, the searching space is much boarder than that of LMNN. In literature [], the LMNN equals the SVM whose decision boundary is determined by the support vectors. However, the support vectors are the samples on the enveloping line of the regions determined by the samples of each class. Therefore, not only the nearest samples from the decision boundary but also the farthest samples from the decision boundary are considered. In the ANN, only the nearest samples from the decision boundary are considered as the constraints of the model. Therefore, the ANN (α = −∞) has much boarder searching space than that of LMNN.
When α < 0&α = −∞, the ANN is more robust to noise than LMNN. That is because the constraint
M (x i , x j ) involves the average distance which can reduce the effect of noises which may produce bad imposters.
Remark 4: The computational complexity of ANN is much less than that of LMNN. In the solution procedure of the ANN, the number of computations of d M (x i , x j ) is about N (N − 1) in each iteration, while in LMNN there are K target neighbors and about |P i |N 2 (C − 1)/C times distance computation involved, where |P i | is the number if target neighbors for each inquiry sample. Commonly, there are |P i | ≥ 3 and C ≥ 2. Let us roughly suppose that both ANN and LMNN have equal number of iterations, we could obtain that the running speed of ANN is about |P i | than that of LMNN.
B. The Connection between ANN and NCA
Remark 5: When we set the parameter as α = 1 and the loss function as (x) = x, the ANN described in Eq. (25) is equivalent to the neighbourhood components analysis (NCA).
For each inquiry sample x i , the objective of NCA is to maximize p i defined in Eq. (6) . Let us set the loss function in ANN as (x) = x, then we can equivalently transform the loss of x i of ANN in following procedure
The Eq. (35) is equivalent to the optimization problem presented as followings.
j∈Di e −dM(xi,xj ) + ( j∈Si e −αdM(xi,xj ) ) 1/α (36) At last, by considering all the samples in the training data set, we obtain a new model called as parameterized neighbourhood components analysis (PNCA) depicted as follows:
j∈Di e −dM(xi,xj ) + ( j∈Si e −αdM(xi,xj ) ) 1/α (37) Let us select the S i as the set of all the samples in the class y i except x i , and D i as the set of all the samples in classes different from y i . When we set α = 1, the objective function in the above formulation presented in Eq.(37) becomes the formulation of NCA. Therefore, the NCA is a special case of ANN.
Actually, the objective in Eq.(36) can be still seen as the probability of x i being classified correctly. And the parameter α plays the rule to balance the numbers of samples in the set S i and D i . By adjusting the parameter α, the problem of ignoring some dissimilar samples in NCA would overcome. As the result, more discriminant information are considered.
C. The Connection between ANN and the Pairwise Constraint Metric Learning
In this subsection, we present the connection between the ANN and the pairwise constraint metric learning (PML) algorithms [12] , [32] , [25] . Since there are plenty of variants of PML algorithms, we only consider the general form of the PML. Without loss of generality, we also ignore the loss functions used in both ANN and PML.
The general formulation of a pairwise constraint metric learning algorithm is presented as follows:
where Ω(M) is the regularization term of M, S = {(x i , x j )|y i = y j , i = j}, D = {(x i , x j ), y i = y j } and 0 < u ≤ l. Obviously, the searching space determined by the pairwise constraints is a subset of that of following constraints
where S i and D i are symbols used in ANN. Since the pairwise constraint metric learning algorithms capture global information, we consider the naive form of ANN with α = −∞ and γ = +∞. Its formulation is presented as follows:
The searching space of ANN in Eq. (40) is presented as follows:
Obviously, when u−l = 0, there is P = A. Since the searching space determined by Eq.(38) is a subset of P, so the searching space of pairwise constraint metric learning is the subset of that of ANN. Remark 6: The naive form of the pairwise constraint metric learning algorithm is a special case of that of ANN. The only difference is that the searching space of the pairwise constraint metric learning algorithms is a small subset of that of ANN. Compared with ANN, the pairwise metric learning methods are not suitable to deal with the classification task.
V. NUMERICAL EXPERIMENTS
In this section, we evaluate the proposed metric learning method in four aspects. The first aspect is to explore how the parameters α and γ affect the performance of the proposed method. The second aspect is about the comparison of classification accuracy with state-of-the-art methods. At last, the running time of different methods is compared.
A. Data Set Description and Experimental Settings
We evaluate the proposed ANN on the 15 data sets which are widely adopted to evaluate the performance of machine learning algorithms. All of those data sets come from the UCI Machine learning Repository 1 and LibSVM 2 . Since the feature values in some data sets are very large, we normalize them by subtracting the mean and dividing the standard deviation for each feature. The scales of those data sets range from 178 to 20000, their dimensions are various from 4 to 1024, and the number of classes is various from 2 to 26. The details of the data sets are presented in Table I . For the data sets whose feature numbers are larger than 150, we utilize principal components analysis (PCA) to reduce the number of their dimensions to 150. As discussed in section IV, by adjusting the positive and negative of α, the proposed method ANN can be changed into different methods, We use symbol AN N + and AN N − to represent the cases of ANN with α > 0 and α < 0, respectively. Since the parameterized neighbourhood component analysis (PNCA) presented in Eq.(37) is also derived from our proposed method, we also evaluate its performance in this section.
B. Parameter Determination
In this section, we explore how the parameters affect the methods AN N + and AN N − . There are two parameters α and γ in the two methods. Since we claim that γ is related to the number of the nearest neighbors in the dissimilar set D i , so we also explore the behavior of different K in the K-NN used to output the classification results under the learned metric. Thus, in terms of the classification result of the proposed method, three parameters need to consider here, i.e, α, γ, and K. We use the symbol re(γ, α, K) to denote the classification result to the three parameters. For better illustration, we present the results in three ways as follows.
• Firstly, we report the accuracy re(γ, K) which represents the best classification result at γ and K by adjusting parameter α. This would show the relationship between parameters γ and K; • Secondly, we report the accuracy re(α, K) which represents the best classification result at α and K by adjusting parameter γ. This would show the relationship between parameters α and K; • Thirdly, we report the accuracy re(α, γ) which represents the best classification result at α and γ by adjusting parameter K. this would show the relationship between parameters γ and α ;
In the experiments, the values of α and γ are set as
, and K is set as {1, 2, · · · , 50}. Since the curves of re(γ, K) and re(α, K) are non-smooth with respect to K, so we report the smooth results aŝ
Due to the limit of space, we only provide the results of the data set 'German'. For AN N − , the similarity set of each inquiry sample is constructed by selecting the 10 nearest samples under Euclidean metric. For AN N + , the similarity set of each inquiry sample is constructed by all the samples in the same class of the inquiry sample. The results are shown in Fig.2 .
As seen from Fig.2 , we can conclude following conclusions.
• As seen from the Fig. 2 (a) and (d), the curves corresponding to different values of α in each figure have the same variation tendency, but there is a slight difference between the figure (a) and the figure (b). In the figure (a), the curve summit of α = 2 5 (α = 2 10 ) is delayed compared with the curves of α = 2 −4 and α = 2 −9 , while there is no similar observation found in figure (b) . That may be because that the figure (a) is about AN N − which considers the farthest neighbors in similarity set S i , while the figure (b) is about AN N + which considers the nearest neighbors in the similar set S i . Thus, for AN N − , larger α means larger K used in K-NN, while for AN N + , larger α means smaller K used in the K-NN algorithm. That is why the curves of AN N − have a delay when α is large.
• As seen from the Fig 2 (b) and (e), for both AN N + and AN N − , the curves corresponding to different values of γ have the same variation tendency, and the summits of curves corresponding to different γ are attended near the same value of K. Since we claim that γ is closely related to the number of nearest neighbors in K-NN rule, this trend indicates that the proposed method can adaptively determine the K independent to the value of γ. This observation is consistent with the Eq. (24) which is the continuous decision boundary of K-NN classifier. Let us replace the parameter γ 2 in Eq. (24) by γ. Obviously, in the inequality, both sides have the term 1 γ , thus the parameter γ does not change the inequality. However, γ makes a difference in the loss function since the loss function is non-linear. Therefore, by adjusting the value γ, the loss function is changed to obtain the most appropriate M which would lead to the best classification result. But in the training procedure, the number of the nearest neighbors considered is not changed.
• As seen from the Fig. 2 (c) and (f), we can find that the correlation between γ and α in the region contains the best result is very small. Actually, this phenomenon can be also found in other data sets. Since this observation can be found in other data sets, which means the parameters γ and α can be tuned separately. This implies that the burden of tuning γ and α are not too heavy.
C. Classification Accuracy
In this section, we evaluate the proposed methods on 15 data sets. For those data sets, each of them are split into 70/30 partition for training and testing for 30 times, and the average classification results are reported.
We adopt a series of state-of-the-art methods as comparison. They are large margin nearest neighbor (LMNN), information theoretic metric learning (ITML) [12] , local distance metric learning (LDML) [33] , sparse component metric learning (SCML) [34] , BoostMetric [35] , neighbourhood components analysis (NCA) [13] , geometric mean metric learning (GMM) [14] and regressive virtual metric learning (RVML) [15] , etc.
Our methods include AN N + , AN N − and PNCA. In AN N − , for each point x i , the similarity set S i is constructed by selecting the 10 nearest neighbors of x i from the class y i under the Euclidean metric, and the dissimilarity set , where I is the identity matrix. In LMNN, λ is tuned at the searching grid {0.1, 0.2, · · · , 0.9}, the target neighbors' number is searched in grid {4, · · · , 10}. For GMML, the parameter t is tuned in grid {0.1, 0.2, · · · , 0.9}. For ITML, the parameter γ is tuned in the grid {0.25, 0.5, 0.7, 0.9}. All of the other parameters are set as default. Those tuned parameters are determined with 5-fold cross validation. After the metric learning step, the result of AN N + , AN N −1 , PNCA, and NCA are output by the K-nearest neighbor classifier with best K in {1, 4, 7, · · · , 46}. For other methods, we report the best results output by K-NN with K ∈ {1, 2, · · · , 10}. The result are shown in Table II .
As seen from Table II , we can obtain following conclusions.
• In most of the methods, the proposed methods, including AN N + , AN N − and PNCA have achieved the best result. This indicates the superiority of the proposed methods.
• In some data sets, AN N + has obtained the best results, and in other data sets, AN N − has obtained the best results. Considering that the AN N + is a non-convex model, whose results may be not optimal. So this is consistent to the assumption that AN N − has a boarder searching space than AN N + .
• AN N − is equivalent to the LMNN, but the AN N − has achieved better performance of LMNN. That is because AN N − uses the average distance to determine whether the local neighborhood is pure. As a result, AN N − has a better searching space than that of LMNN. • PNCA has achieved better result than the NCA in most of the data sets. That may be because the parameter α has the ability to adjust the mode to suit the distribution of data set better.
D. Running Time of the Proposed Method
In this section, we compare the running times of the proposed method with LMNN. Since the solution procedures of AN N method is more smooth than that of LMNN, so the convergence speed of the proposed is faster than LMNN.
Besides, we can observe that AN N − runs faster than AN N + in most of the data sets, but the difference is not very significantly. That may be because AN N − is a convex problem which is easier to find the convergence point than AN N + which is a non-convex one. 
VI. DEEP FEATURE EXTRACTION
In this section, we would employ the proposed formulation to extract the deep features for many tasks in computer version.
Since our work give a general formulation for triplet-based distance metric learning, when we replace the Mahalanobis distance d 2 M (x i , x j ) by the Euclidean distance between two deep features, i.e., |f (x i ) − f (x j )| 2 , we can obtain a deep metric learning model. Therefore, we employ this model to extract deep features.
VII. CONCLUSION
In this paper, we propose a novel distance metric learning model named adaptive nearest neighbor (ANN). This new distance metric learning method has a very interesting property. That is by setting different parameter value, the proposed method can be seen as the improvement of the existing state-of-the-art methods, including the LMNN and NCA. Compared with the original version of LMNN, the proposed method has a boarder searching space for the appropriate metric matrix. Compared with NCA, the proposed method can match the distribution of training data more accurately. We evaluated our algorithm on several data sets with various sizes and difficulties. Compared with the state-of-the-art methods, the proposed methods have achieved better classification results on most of data sets. Compare with the LMNN, our method performs much faster.
