Abstract-This article presents a branch-and-bound algorithm for globally solving the general linear sum of ratios problem (GFP). By utilizing equivalent transformation and linearization technique, a linear relaxation programming (LRP) of original problem is constructed. The algorithm economizes the required computations by conducting the branch-and-bound search in p R , rather than in n R , where p is the number of ratios in the objective function of problem (P) and n is the number of decision variables in problem (P). To implement the algorithm, the main computations involve solving a sequence of linear programming problems for which simplex algorithm are available. Numerical experiments are given to demonstrate that the proposed algorithm can systematically solve problem (GFP) to find the global optimum.
I. INTRODUCTION
Consider the general linear sum of ratios problem Problem (GFP) has attracted the interest of practitioners and researchers for at least 40 years. This is because, from a practical point of view, problem (GFP) and special cases of problem (GFP) have a number of important applications. Included among these are multistage shipping problems (Ref. [1] ), certain government contracting problems (Ref. [2] ), and various economic and financial problems (Refs. [3-7, 22, 23] ). In these problems, the number of terms p in the objective function of problem (GFP) is usually less than the number of the number of decision variables terms n . From a research point of view, problem (GFP) poses significant theoretical and computational difficulties. This is mainly due to the fact that problem (GFP) is a global optimization problem, i.e., it is known to generally possess multiple local optima that are not globally optimal [24, 25] .
Many algorithms have been developed for solving the special case of general linear sums of ratios problems (GFP), which are intended only for the sum of linear ratios problem with the assumption that Corresponding author E-mail: jingbenyin@163.com (J. Yin);
In this case, for instance, if the number of ratios 2 p = , the simplex method-based global solution algorithms by Cambini et al. (Ref. [8] ) and Konno et al (Ref. [9] ) can be used. When the number of ratios 2 p ≥ , the global solution algorithms by Falk and Palocsay (Ref. [10] ), Konno and Yamashita (Ref. [11] ), Konno In Ref. [20] , the author presented a branch and boundouter approximation algorithm for globally solving the above problem (1) . To globally solve problem (1), the algorithm instead globally solves an equivalent problem that seeks to minimize an indefinite quadratic function over a nonempty, compact convex set. To solve this problem, the algorithm combines a branch and bound search with an outer approximation method. From a computational point of view, the main work of the algorithm involves solving a sequence of lower bounding convex relaxation programming problems. Since the feasible regions of these convex programs are identical to one another except for certain linear constraints, to solve them, an optimal solution to one problem can potentially be used as an effective starting solution for the next problem.
For each
From (Ref. [17] ), for each (2) is positive and is always attained, and this value can be computed by applying any efficient convex programming algorithm to the optimization problem in (2); i.e., any local maximum of problem (2) 
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with (5)- (8) given by , ] 0, 1, 2, ,
, , 1 ,2 , , [20] consider the problem ( K ) given by
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By the conclusion of theorem 2.1, we know that problem (1) and problem ( K ) is equivalent problem, Then the main work of Ref. [20] will solve problem ( K ).
In this article, we present an effective branch-andbound algorithm for globally solving a general linear sum of ratios problem (GFP) by solving a sequence of linear programming problem over partitioned subsets. The main feature of this algorithm is as follows. Firstly in (GFP), we only request R . Thirdly, to implement the algorithm, the main computations involve solving a sequence of linear programming problems which is easy to be obtained than in [5] and does not generate new variables, for which standard algorithms are available. Fourthly, the proposed branch and bound algorithm is convergent to the global maximum through the successive refinement of the linear relaxation of feasible region of the objection function and constraint functions and the solutions of a series of LRP. At last, numerical experiments are given to show the feasibility of our algorithm.
The article is organized as follows. In Section 2, by using a transformation technique, problem EP is derived that is equivalent to problem GFP. The rectangular branching process, the upper and lower bounding process used in this approach are defined and studied in Section 3. The algorithm is introduced in Section 4, and its convergence is shown. Section 5 report some numerical results obtained by solving some examples. Finally, the summary of this paper is given.
II. PRELIMINAIRES
In this section, we first give an important theorem, which is the foundation of the global optimization algorithm. Next, we show how to convert problem GFP into an equivalent problem EP.
For each 1, , ,
then problem GFP can be converted into an equivalent nonconvex programming problem as follows:
The key equivalence result for problem GFP and 0 EP( ) H is given by the following theorem. 
Proof. The proof of this theorem follows easily from the definitions of problems GFP and
From Theorem 2, in order to globally solve problem GFP, we may globally solving problem 0 EP( ) H instead.
III. BASIC OPERATIONS
In this section, based on the above equivalent problem, a branch and bound algorithm is proposed for solving the global optimal solution of GFP. The main idea of this algorithm consists of three basic operations: successively refined partitioning of the feasible set, estimation of upper and lower bounds for the optimal value of the objective function. Next, we begin the establishment of algorithm with the basic operations needed in a branch and bound scheme.
A. Branching Process
In this algorithm, the branching process is performed in 
B. Upper Bound and Lower Bound
For each rectangle
formed by the branching process, the upper bound process is used to compute an upper bound UB( ) H for the optimal value ( ) v H of problem EP( ) H . 
It will be seen from below, the upper bound UB( ) H can be found by solving an ordinary linear program.
In the following, for convenience of expression, let 
Remark 1. Let [ ]
v p denotes the optimal value of the problem p , then, from the above discussion, the optimal values of H LRP( ) and
Remark 2. Obviously, if 0

H H H ⊆ ⊆ , then ( ) ( ).
UB H UB H ≤
Another basic operation is to determinate a lower bound for the optimal value 
IV. ALGORITHM AND ITS CONVERGENCE
Based upon the results and operations given in Section 3, the branch and bound algorithm for problem GFP may be stated as follows.
Branch and bound algorithm
Step 
and go to Step 1.
Step 1. Set
Step 2. , Set 0 t = .
Step 3. Set 1 t t = + . If 2 t > , go to Step 5. Otherwise, continue.
Step 4. If Step 5. Set
and let Then, since Λ is a compact set, x ∈ Λ . Furthermore, since { } k x is infinite, we may assume that without loss of generality that, for each k , Combing the former formulation, we obtain that Since x is a global optimal solution for problem GFP, ( ) .
and the proof is complete.
V. NUMERICAL EXPERIMENTS
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