Introduction
Let E be a compact subset of the complex plane and let f2 be the complement of E with respect to the extended plane. For 0<c~ -<_ 1, we denote by Lip, ~ (f2) the set of bounded analytic functions defined on f2 and satisfying a Lipschitz condition of order c~, i.e., if fELip~ (f2), then [f(z)-f(w)l<=Cs[z-wl ~ for any z and w in 12. We denote the union of all Lip~" (f2) by Lip~. We say that E is removable for Lip~" if the associated Lip~ (O) consists only of the constants.
The problem of characterizing the removable sets of Lip, ~ has been investigated in several papers, for example [1] , [2] , [4] and [6] . For 0<~<1, Dol~enko has obtained the following result (see [2] ). In order that E be removable for Lip~ it is necessary and sufficient that the (l+c0-dimensional Hausdorff measure AI+~(E)----0.
The limiting case c~ = 1 is particularly interesting and is treated in this paper. The main techniques we use here involve extremal problems and singular integrals. We obtain the following characterization for removable sets of Lip~. A compact set E is removable for Lip~ if and only if the 2-dimensional Lebesgue measure re(E)=0. This is the main result of the present paper. It should be mentioned that the implication m(E)=O=~E removable for Lip~ is well known (see e.g.
Garnett [4] , Chapter III, Section w 2.)
Finally, by using the techniques introduced in Section 3, we obtain an additional result concerning singular integrals. This result is included ill Section 5.
Definitions and notations
Let {~(~}~>0 be an approximate identity, where Z~(z)=x(z/e)/e 2 and X is in the set ~(R 2) of infinitely differentiable functions with compact supports. Furthermore, we will assume that Z satisfies the following properties.
(i) ;t =>0, suppxcD(0, 1) = {z: Iz] <_-1}.
(ii) X is radial, i.e., x(re ~~ = ~(r) for all real 0.
If l~p <-~o and if f~LP(R2), we define
Similarly, for any finite Borel measure #, we set 
dlt (~).
Now we recall the following standard notations. Co(R 2) = the set of all continuous functions defined on R 2 which vanish at oo. M(Ra)= the set of finite Borel measures defined on R 2. If E is an arbitrary compact set we define C(E) = the set of all continuous functions defined on E.
M(E)= the set of all finite Borel measures supported on E.
Consider the direct sums C(E)•Co(R 2) and M(E)@M(R2). The norms in these spaces are defined respectively as follows.
2) is a Banach space and its dual is M(E)@M(R2). The terms on the right hand side of the second equality denote the total variations of # and v. We shall also be involved in a particular type of singular integrals defined as follows. If l<=p<oo and if f~LP(R2), then we put
Similarly, for any measure #CM(R 2) we define
It is well known that these singular integrals exist almost everywhere and, further-more, there are absolute constants Ap>0,
For proofs of this and further results see [5] , [7] . Note that property (2.2) has only been proved for L 1 (R2)-functi0ns. The above extension for measures follows easily by using a standard technique of truncation and convolution. Finally, we need the following result which is obtained from Green's theorem
Extremal problems

Suppose E is an arbitrary compact set with m(E)>O and fEL~o c (R~). We denote by F(E) the set of all functions hEL~(E) such that []h[]~l and [[Bh[]oo~=l
and set
h E F(E)
If the set E has a boundary consisting of a finite number of analytic Jordan curves, we denote by ~(E) the set of those functions in N(R 2) with support contained in E, and define
F(E)
Now we recall the following simple but useful corollary of the Hahn-Banach 
We shall call any such element which minimizes (3.3) an extremal element.
Lemma 3.5. If the boundary BE is a finite union of analytic Jordan curves, then there exists a function hEF(E) such that ~? (E) = ff h (z)f(z) am (z).
Proof. Let In the following, for convenience, we shall delete the symbol P, V. before singular integrals. With the aid of Fubini's theorem we obtain
Bit~(z) = ff(f z~(~-t)dit(t)) dm(~) _ f(ff xo(~-t) dm(~)} dp(t). (~-z)~ (~ -z)~
We divide this integral into two parts, over {t: [t-zl>e} and {t: It-z[<=e}, and denote the corresponding integrals by Ii(z ) and I2(z). We obtain
l,(z)= ft,_.,>.{ff Z.(:--t)dm(O)dit(t)=f,,_.,>= tilt(t) (t_z)= , (;-z) ~ because 1/(~-z) ~ (as a function of 0 is analytic in a neighborhood of D (t, e). Hence
la(z)~B#(z) as e~0.
we obtain Now, since -(~-z)~
" -OZ~(~ t) dm(O] = f,,-::_:[ff-~7--(~-z)) ale(t)
where M=NOZ/OzlI~. Hence 12(z)-~O as e~O and the lemma follows.
Theorem 3.7. Suppose that OE is a finite union of analytic Jordan curves. If (/~, v)EM(E)@M(R 2) satisfies relation (3.4), then we have ~t(z) =--By(z) a.e. on E.
Proof. Let E~={zEE: dist(z, g2)>~} and consider an arbitrary q~E~(E~). for all q~E~(Eg. This implies #~(z)= -Bv~(z) on E,. Letting ~ tend to 0, by Lemma 3.6, we obtain dp/dt(z)=--By(z) a.e. on E.
Removable sets of Lip~.
In this section we prove the result mentioned earlier in the Section 1 concerning removable sets of Lip~. 
(E.) = ff h. (z)f(z) dm (z).
We see, as in the proof of Lemma 3.5, that hn converges to a function hEF(E) in the weak-star topology. Therefore
lim cg~ (E) = lim ff h, (z)f(z) dm (z) = ff h (z)f(z) dm (z) <= (d r (E)
and the lemma follows. By (iv) Bv,~(z) converges to f(z) a.e. on E for some subsequence {nk}, because dltn/dt (z) = --Bv, (z) a.e. on E,. Furthermore, because of (vi) and (2.2), Bv,~ converges to 0 in the mean. This implies that f= 0 on E. Hence c~y (E) must be positive if f~0 on E.
Proof of Theorem 4.1. As we have mentioned earlier, the implication m(E)= 0 =~E removable for LiP1 is well known: However, for the convenience of reference we include a proof of this result.
Suppose then re(E)=0 and let FELip~ (f2). Let zE f2 and choose a sufficiently small 8>0. We cover E by a finite number of squares Rj with center zj and side rj such that zr wRy, R~176 if j#l and ~r~<e. By Cauchy's integral formula we have We observe that F is nonconstant, because 
Estimation of cKI(E ).
The quantity cgs(E ) is particularly interesting when f-1. We obtain in this case the following estimate. 
ff E/ k(z)dm(z) =l ff Eh(z)dm(z).
Therefore, c~l(E)=C~l(E/r)/rZ and (b) is proved.
Proof of Theorem 5.1. Since the two set functions ffl and m are both homogeneous of degree 2, it is clearly enough to prove (5.2) for an arbitrary compact E with m(E)=l. Furthermore, according to Lemma 4.2, it suffices to show that ~(E)>=Ka for any compact set E with m(E)=l, and with a boundary consisting of a finite number of analytic Jordan curves. Now, if (#, v) is an extremal element of (3. 
>= m(E\r) >= -s
Therefore we obtain > [" 1 | 1 ~*(E) = max/-~--AI[IVH, IlVll~ ~ 2(1-~ A1)"
