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Summary
Gravitational waves, predicted by General Relativity, are quadrupolar in na-
ture and produce fluctuating strains in space-time. The strains cause mea-
surable changes in the proper distance between test masses, detectable with
interferometric techniques.
The predicted amplitude of gravitational waves is small and requires displace-
ment sensitivity of 1 part in 1021 m/
√
Hz. The field of gravitational wave
astronomy is awaiting its inaugural detection; however there is strong indirect
evidence to support their existence. One example of indirect evidence comes
from tightly orbiting binary systems of two compact objects – one a pulsar
– are detectable from Earth. Through pulsar timing, detailed analysis of the
evolution of the binary orbit parameters can be acquired. So far all observed
systems show orbit evolution which is in agreement with the prediction that
the systems are losing orbital energy through the emission of gravitational
waves.
Gravitational wave astronomy would open a new window on the universe and
allow for complementary methods of detection to further our understanding
of complex systems. The weakly interacting gravitational waves would pass
undisturbed through matter which would block traditional EM observations.
When thinking about a blackhole it is easy to understand the benefits of grav-
xxix
itational wave astronomy. These objects are only ‘observable’ through indirect
methods using light, while using gravitational waves they are directly measur-
able.
Testing General Relativity in the strong gravitational environments of compact
objects is a key goal for gravitational wave astronomy. Two of the sources
predicted to generate gravitational waves which would yield information for
the study of such strong gravitational fields are: massive blackhole (MBH)
mergers, and extreme mass ratio inspirals (EMRI).
One of the ways to reduce thermally generated noise in gravitational wave de-
tectors is to use glass to glass connections. These help reduce thermal noise in
detectors for both ground and any planned space mission. Hydroxide-catalysis
bonding is a chemical process which joins two conformal glass surfaces together.
The resultant bond is of similar strength to the materials which are joined and
has a similar chemical structure. The current method of testing the parame-
ters of the bond layer are typically destructive. Described and demonstrated
is a new method of bond parameter measurement which is non-destructive.
This method uses two different wavelengths of light to measure the bond layer
reflectivity and then through comparison to a model, the bond layer thickness
and refractive index can be estimated.
For low frequency detectors such as a LISA-type mission, eLISA or LISA
Pathfinder, the need for long term stability is essential. The use of very low
expansion glass for the optical bench and the interferometer optics joined with
hydroxide-catalysis bonding provides a stable base in which to build the in-
terferometers. Another area where stability is required is in the beam deliv-
ery onto the optical bench. A beam delivery system called a FIOS – fibre
injector optical subassembly – is designed which provides isolation from ther-
mally driven beam pointing variation. The design also used hydroxide-catalysis
xxx
bonding to provide a fibre end to lens output optical path which is entirely in
a glass medium. Their design and preliminary testing of a several proto-type
FIOS are described. An investigation into the ouput of the first proto-type
FIOS leads to an experimental measurement of the chosen lens focal length.
The strict tolerance on the beam output parameters of the FIOS leads to a
need to measure the focal length variation of the lens to ±10µm.
The measurement technique used in a LISA-type mission is a heterodyne inter-
ferometer. A phase sensitive measurement is made using quadrant photodiodes
and as such the fidelity of these photodiodes are critical. Following an observed
phase lag between a silicon replacement photodiode and an InGaAs photodiode
at a low heterodyne frequency of 1 kHz a large series of tests were conducted
by an international collaboration. Reported is the analysis of the QP22-E Sili-
con Sensor quadrant photodiode response to both signal magnitude and phase
over a range of frequencies of 1 kHz to 50 MHz.
The final topic covered in this thesis is an investigation into designing and
testing a beam dump. The goal of this was to design a beam dump which
could be space qualified and used on a LISA-type mission. The challenges
were the limited space and the need for 10−6 suppression of the stray light
amplitude. Using Zemax and SolidWorks several initial designs were analysed
before a spiral design was chosen. Then following the procurement of a proto-
type beam dump with non-representative surface roughness, an experimental
investigation was performed to test their suppression. The results of which
implied that the fully representative beam dumps would be suitable for use in
eLISA.
xxxi
Chapter 1
Introduction to Gravitational
Waves Research
1.1 Theory of gravity
We experience gravity in many different forms. It keeps our feet on the Earth,
the Moon in the sky, and the Sun shining. Visible on large scales in the universe
is gravity’s dominance over the others forces, shaping matter into many of the
objects observable in the night sky. This force is commonly known to all of
us; however due to its weak interaction with matter, it is a challenge to study
the subtleties of its nature. Indeed we must rely on nature to provide suitable
test samples, if we are to further our understanding of gravitation.
Albert Einstein’s General theory of Relativity was published almost one hun-
dred years ago, and in it he laid out one of the greatest modern theories about
the universe [1]. It gave a mathematical framework for understanding gravity
as a manifestation of curved spacetime, the curvature of which was dependent
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on its matter and energy content. The essence of the theory was that, ‘matter
bends spacetime’, and ‘spacetime guides the motion of matter’. The theory is
based upon the description of spacetime with a metric. For weak gravitational
fields – like the Earth’s gravity – these metrics show spacetime to be almost
flat. Indeed these weak fields can generally be described by Newtonian dynam-
ics with sufficient accuracy, or, if needed, Special Relativity. However, when
looking closely at the orbital precession of Mercury, the positions of the stars
behind the sun, or binary systems with solar-mass-sized compact objects, this
description of gravity begins to break down. It is under these situations that
General Relativity is needed.
1.2 Gravitational waves
1.2.1 Prediction of gravitational waves
A solution to Einstein’s equations, takes the form of equation (1.1). Where
the energy momentum tensor ‘T’, describing the matter energy content of the
spacetime, is equated to the Einstein tensor ‘G’, which describes the curvature
of the spacetime.
T =
c4
8piG
G (1.1)
This is an important result as it predicts the stiffness, of the medium, in which
gravitational waves propagate. The stiffness or ‘spring constant’ of spacetime
is c4/8piG ∼ 1042 kg m s−2, implying that spacetime is a very stiff medium [2].
The deviation between curved spacetime and flat spacetime is measured by
the strain ‘h’. Through suitable select of the form of ‘h’ equation (1.2) can be
derived for free space propogation.
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(
− ∂
2
∂t2
+ c2∇2
)
h¯µν = 0 (1.2)
Where hµν represents the tensor components of the linearised perturbation
of the gravitational field in Minkowski spacetime. This equation is a second
important result as it has the mathematical form of the wave equation. This
predicts oscillatory perturbations of spacetime, propagating at the speed of
light. These perturbations are the predicted gravitational waves of General
Relativity [2].
Because these waves propagate in the ‘stiff’ medium that is spacetime, all
detectable sources of gravitational waves, for the foreseeable future, are astro-
physical. This is due to the enormous levels of energy required to produce
perturbations of a level detectable by modern detection methods.
+ Polarisation 
x Polarisation
x
y
Figure 1.1: Illustration of the effect of a passing gravitational wave on a ring
of test particles. The direction of propagation is through the page along the
‘z ’ axis. The upper series of rings show the effect of ‘+’ polarisation, while the
lower rings show ‘×’ polarisation.
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1.2.2 Polarisation states
Gravitational waves come in two polarisation states, shown in figure 1.1, and a
general case can be described by a linear combination of ‘+’ and ‘×’ polarisa-
tion states. The effect of a passing gravitational wave is to squeeze and stretch
in orthogonal directions, perpendicular to the direction of propagation, where
the angle of these orthogonal directions depends on the polarisation. The
change in positions of the test particles in figure 1.1 is detectable as a change
in their proper distance ‘L’, the diameter of the ring of test particles in fig-
ure 1.1. The maximum proper distance change between a pair of free test
particles, is described by equation 1.3. The displacement of a test particle,
when there is a perturbation present is ∆L.
h
2
=
∆L
L
(1.3)
This is for a ‘best case’ scenario, where the direction of propagation is perpen-
dicular to the detector, in this case a ring of test particles. Were the wave not
to propagate along the ‘z ’ axis in figure 1.1, then the measured displacement
would be lower. A wave traveling along the ‘y ’ axis in this figure would only
displace the test particles in the x axis.
1.2.3 Production of gravitational waves
Any system in which there is an asymmetric time varying quadrupolar moment
will be a source of gravitational waves. A typical example is a binary system
in which two massive compact objects – neutron stars – are in orbit. The
gravitational waves are a means to releasing gravitational energy from the
system. An example of the magnitude of ‘h’ for a typical system can be
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calculated by equation 1.4. Where ‘R’ is the orbital radius, ‘f ’ the orbital
frequency, and ‘r ’ is the distance to the source,‘M ’ is the mass of both stars,
‘c’ and ‘G ’ are the speed of light and gravitational constant respectively.
h =
32pi2GMR2f 2
c4r
(1.4)
Assuming an M ∼ 1.4 M , R = 20 km, f = 1000 Hz, and r = 15 Mpc
(the distance to the Virgo galaxy cluster), then strain h is ∼ 6 ∗ 10−21. This
strain demonstrates the scale of the problem when it comes to detection of
gravitational waves.
1.2.4 Indirect evidence of gravitational waves
Although gravitational waves have not yet been directly detected, there is
strong evidence to support their existence. One of the measurable effects that
gravitational wave emission has on a system is to decay the orbits.
In 1974, Hulse and Taylor using the Arecibo radio antenna, discovered a radio
pulsar – a neutron star – which showed a variation in the timing of the received
radio pulses. The reason was that it was in a short period – 7.75 hours –
orbit around another compact object, later determined to be another neutron
star. This unique system provided the first measurements of the orbital decay
through gravitational wave emission. The orbital decayed has, since discovery,
agreed with the predicted rate of decay due to emission of gravitational waves
to 0.2% [3, 4]. The discovery and following results earned Hulse and Taylor the
1993 Nobel Prize in Physics. In 2004 Taylor and Weisberg analysed the data
for the 30 years of observation and concluded that the error in the agreement
was limited by the poorly known galactic constants, the Sun’s distance from
the galaxy centre, the proper motion of the pulsar, and its distance from Earth.
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In 2013 the existence of a massive 2 M pulsar, in a compact binary system,
with a white dwarf star was confirmed [5]. The systems high mass and short
period of 2 hours and 27 minutes make it an ideal test subject for General
Relativity, due to the curvature of the spacetime the binary experience.
Chapter 2
Gravitational Wave Astronomy
2.1 A new window
The field of astronomy has been dominated by a single observation method
since its conception, the EM spectrum. This has revealed truly beautiful im-
ages of the universe; however given that the universe is 4.9% ‘normal’ matter,
26.8% ‘dark’ matter [6] with the rest being dark energy, the EM spectrum only
shows us a small fraction of the universe. Gravitational waves are not part of
the EM spectrum and are a complementary method of observation. Further-
more, dark matter does interact gravitationally, thus leading to a possibility of
detection through gravitational waves. Due to the weak interaction with mat-
ter, gravitational waves pass through matter thus revealing previously unseen
parts of the universe. Through gravitational waves astronomers could ‘see’
binary systems with a common envelope, a blackhole binary, and even past
the surface of last scattering. Gravitational wave astronomy would provide a
new window onto the universe.
7
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2.2 Gravitational wave detection
2.2.1 Principles
Gravitational waves as mentioned and shown in figure 1.1, change the proper
distance between ‘test masses’, one way to measure this is through laser metrol-
ogy between these test masses. A method of detecting gravitational waves is
through the use of interferometry. A laser beam is typically split into two
beams which travel in two different directions, preferably perpendicular to
each other. These beams are reflected back after a certain distance by the
‘test masses’. To ensure the sensitivity of the detector, the optics in the in-
terferometer, specifically the ‘test masses’, are isolated from vibrational and
other external disturbances [7].
2.2.2 Ground based detectors
There are several ground based gravitational wave detectors currently operat-
ing. These include LIGO [8], VIRGO [9], GEO600 [10], TAMA300 [11]. The
largest of these systems is LIGO, comprised of three interferometric detectors,
which are spread over two sites. At both sites there are 4 km arm length in-
terferometers, the largest in the world, which are designed to detect changes
in the separation of test masses of ∼ 10−18 m.
These detectors typically operate over a range of frequencies from ∼ 50 Hz to
5000 Hz. Ground based detectors all suffer from the same low frequency noise
limit (∼ 10 Hz) from seismic and gravity gradient noise. This blocks attempts
made from Earth to observe many of the predicted gravitational wave sources
available below these frequencies [12]. This limit is why space based detectors
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are planned to operate at lower frequencies, which would be undetectable from
the ground.
These current generation ground based detectors had reached their design
sensitivity and are undergoing upgrades. The upgraded detectors will be called
advLIGO [13], advVIRGO [9] and LCGT [14]. GEO-HF [15] has transitioned
to a higher frequency test bed for more novel interferometric techniques. A
general overview of the gravitational wave detectors can be found in the above
references and [16, 7, 17].
2.2.3 Space based detection
The Laser Interferometric Space Antenna (LISA) [18, 19, 20, 21] is the umbrella
under which a global collaboration is working towards having a gravitational
wave detector in space. The project has existed in many forms over its 30
year life and is in a mature form. Due to the unique challenges faced in
moving precision interferometer to the space, LISA has a prototype mission
to mitigate technical risk. The highly successful LISA Technology Package
(LTP), the project which developed and built the required flight components
for the prototype spacecraft named LISA PathFinder (LPF).
The LISA mission class has at its core, the measurement of free falling test
masses through optical meteorology over a much longer base line than would be
possible on earth. Indeed what was called ‘the LISA mission’ had a triangular
configuration of interferometer arms, each 5 × 109 m long. Large enough to
encircle the Sun, the mission location was to follow 20o behind the Earth.
LPF, due for launch in 2015 and will mitigate most of the technical risk of
a LISA-type mission. The spacecraft will be placed at the first Lagrangian
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point (L1) and is a miniature version of a single LISA arm, containing two
test masses, an optical bench, data readout electronics, test mass housing and
control, and micro-newton thrusters. A more detailed description of the LPF
mission and status can be found here [22, 23, 24].
Evolved LISA (eLISA), is a European only mission with reduced arm length
of 1×109 m and only two arms. These and other changes were made to reduce
the cost to an available budget, in order to be selectable as a candidate mission
by European Space Agency (ESA). The potential of eLISA vs LISA is a slight
reduction of the directional sensitivity and overall strain sensitivity; however
all of the primary science goals are maintained. An overview of the science
goals can be found here and the references there in [25].
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2.3 Sources of gravitational waves
Over the years since gravitational waves were predicted a wealth of potential
sources have been studied. These sources can be classified into four main
types: transient events, binary systems, non-axisymmetric rotating objects,
and a stochastic background. The charactoristic frequencies and amplitudes
of these sources cover an entire spectrum, with a general rule being that the
more massive objects tend to have the lower frequencies, while the smaller
more objects have higher frequencies and more rapidly evolving signals.
Figure 2.1: Illustration of the range in frequency of gravitational wave
sources. Credit: NASA [26]
Transient or burst events are typically sources of gravitational waves over a
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finite timescale. A typical source is expected to be a supernovae, where a
star, unable to support its own weight, implodes to form a remnant core –
a compact object – while the rest of the matter is ‘bounced off’ this core
into the surrounding space. The ground based detectors have an appropriate
bandwidth to detect these sources.
A system of two gravitationally bound compact objects with a combined mass
of ∼> 1 M, are prime sources of gravitational waves for current and future
ground based detectors. The binary system can be made of any combination
of compact object, white dwarfs (WD), neutron stars (NS) and pulsars, or
blackholes (BH).
Each type of binary system can emit gravitational waves during three separate
phases: inspiral, merger, and ring-down. The inspiral stage is the longest
and would be a continuous source of gravitational waves. The frequency of
which would be steady. The merger is more like a burst or transient event,
where the two objects merge together into a single object. During this time
the gravitational wave output peaks, with strong emission over a chirp in
frequency. The ring-down post merger is the phase where the single object
releases gravitational energy in other to relax and dampen excited vibrational
states. Depending on the mass of the system and their orbital period, the
frequency of these sources fall over a broad range between mHz and kHz. This
makes them both space and ground based targets.
The best example of non-axisymmetric source is a neutron star with a bump
on the surface. Such a bump could be the result of deformation of the outer
crust during the formation. It is known that pulsars, have glitches – changes or
breaks in there continuous frequency of emission – which might be the result of
structural changes on the neutron star outer crust. Current generation ground
based detectors have set upper limits on the size of such bumps of the crab
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nebula and vela nebula, pulsars [27, 28].
A stochastic background of gravitational waves from the big bang, loop quan-
tum gravity or string theory are possibilities. Detection of a gravitational
waves from the big bang would be direct experimental evidence and as such
would be a very important result. These are targets for radio telescopes which
use pulsar timing and cosmic microwave background detectors.
For further reading beyond the scope of this thesis see [29, 25, 30, 7] and the
references within.
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2.4 Testing G.R. in the strong field regime
Two important sources for eLISA which can test General Relativity in the
strong gravitational field regime are binary systems where at least one of the
objects is a 104 − 108 M blackhole. These sources are important due to the
strong curvature of the spacetime around a Massive Blackhole (MBH). Another
important fact is that the frequency of gravitational waves from such sources
is typically < 1 Hz, making them ideal sources for space-borne gravitational
wave detectors.
2.4.1 Supermassive blackhole binaries
One of the strongest sources of gravitatonal waves are binary systems where
both objects are MBH. Here the systems are expected to form as part of galaxy
merger and evolution in the early to late universe. The merger of two MBH
is predicted to have a gravitational wave luminosity which is equivalent to
∼ 1023 L, where L is the solar luminosity in the EM spectrum. This type
of event would output more power - via gravitational waves - during its peak,
than all the stars in the observable universe.
The detection of equal mass MBH binaries 104 M is expected to be visible
out to redshift z = 20 with eLISA [25]. This detection range is sufficient to
study galaxy formation and how MBH – like that at the centre of the Milky
Way – are formed. The ‘intermediate mass’ blackholes (∼ 104 M) are the
expected unobserved missing link between the stellar mass sized blackholes
and the ∼ 108 M blackholes at the centre of galaxies [25].
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2.4.2 Extreme mass ratio inspiral
Where the binary system is composed of a massive blackhole > 106 M and
a compact object ∼ 10 M this is called an Extreme Mass Ratio Inspiral
(EMRI). EMRIs yield finely resolved details of the nature of the gravitational
potential around MBH and are expected to be a very clean astrophysical source
of gravitational waves. A typical system could have 105 cycles of the MBH
that should reveal the a precision map of the spacetime matrix in a way which
is almost better than could be hoped for. EMRIs are expected to be the best
sources to test the strong field regime predictions of G.R.
Over the eLISA timescales EMRI wavefronts are predicted to display extreme
forms of periastron and orbital plane precession due the dragging of the interial
frames by the MBH’s spin [31]. The mass and spin of the central MBH should
be determined to 10−3 − 10−4 fractional accuracy for an SNR of 20 [32]. The
methods used to determine the gravitational field mapping of the MBH are
similar to those used in the mapping of the Earth’s gravitational field by
satellites. Further information can be found in the following [25, 33, 34, 35] .
Chapter 3
Reflectivity of a
Hydroxide-Catalysed Silicate
Bond
3.1 Introduction to bonding
A commonly used method for the joining of optics in the field of gravitational
wave astronomy is, hydroxide-catalysis bonding [36]. The process enables ox-
ide producing substrates to be joined together with a thin bond, which is a
chemical composite of the two adjoined substrates. This can be done by ap-
plying a solution, with hydroxide ions, between two flat surfaces. Typically,
for a bond to be successful the surfaces of the two objects must be conformal
due to a bond layer being only ∼ 100 nm thick [37, 38].
The bonding process has a long heritage at the University of Glasgow, both in
space applications and on the ground based detectors.The University of Glas-
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gow developed monolithic glass suspensions for Advanced LIGO. The reason
bonding is used here is the high mechanical strength and potential to lower
thermal noise by avoiding glass to metal connections [39, 37, 40]. The lower
thermal noise comes from the use of similar materials in both the mirrors,
their holders and the very thin bond layer. For space, the reasons bonding
is used are primarily strength and stability, with the additional feature of ad-
justability during bonding. The strength ensures that it survives the stress of
launch, while the stability ensures that the optics will remain aligned in the
long term which is very important for a LISA-like mission where the signal
time scales are 0.1 Hz to 0.1 mHz. This long term stability ensures the path
length is stable on the optical bench.
A typical example of a bond carried out for the LISA pathfinder optical bench
at Glasgow University, would be between a mirror-coated glass optic and an
optical bench also made of a glass-like material. The optics’s placement can
be assured through the measurement of a beam, reflected off the optic during
bonding [37]. As the bonding fluid initially acts as a lubricant between the
two, the optics generally move freely upon placement. This almost frictionless
motion stiffens over time until the two become optically contacted and then
bond. Adjustability of components – for a short peroid after the application of
the bonding fluid – helps ensure they are aligned correctly. During this time, an
optic will typically move, as it floats on the bonding fluid. Precise control over
the position of the optic is of great importance when constructing an optical
bench using bonding. Once the bond has taken it is permanent. Removal of a
bond is possible only for the first few minutes after the bond starts to set, the
bonding process is not reversible without damaging the surfaces. This window
of adjustability suffices to meet the tolerances on position and angle of beams
which are present on many optical benches. The following papers, detailing
LPF construction, describe precision bonding as was used, in the building of
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both flight benches for LPF [37, 24, 41].
3.1.1 Summary of bonding theory
Hydroxide-catalysis bonding is a chemical process, where substrates with oxide
layers can be joined through hydration/dehydration [38]. The bonding process
can be used to bond silicon compounds, although it is not limited to them
alone. With two silicon compounds with oxide layers; a strong layer of similar
chemical composition to that of the oxide layer is formed; provided the surfaces
to be joined are in close proximity. The sequence of chemical reactions in
the bond layer formation are: hydration and chemical etching, followed by
polymerisation, and dehydration. In the case described here, the material was
fused silica.
The chemical processes for such a bond is as follows:
- The hydroxide ions etch the oxide layer at the surfaces, releasing silicate
ions which mix with the hydroxide ions.
SiO2 + OH
− + 2H2O → Si(OH)−5 (3.1)
- The pH of the solution is lowered, due to the hydration of silicate ions
by hydroxide ions; when the pH is < 11, the silicate ions dissociate.
Si(OH)−5 → Si(OH)4 + OH− (3.2)
- The dissociated silicate ions polymerise to form siloxane chains by dehy-
dration; this leads to water molecules being produced.
Si(OH)4 → (HO)3SiOSi (OH)3 + H2O (3.3)
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The bond is defined as a join between two surfaces with a silicate-like network.
The siloxane chains that form the bond layer, are similar to silicon dioxide in
structure, but are less dense due to the number of locally terminated groups
e.g. Silanol groups (Si–OH).
The bond layer is thin enough that the silicate-like network can be considered
to be uniform through the bond thickness; however it is possible that it is not
uniform over the full area of the bonding surface.
The thin bond layer ∼ 100 nm, means that the two surfaces must be globally
flat in order to be in close proximity. This leads to a general requirement
for the global surface flatness – of the surfaces to be bonded – of ∼ 50 nm
to provide a good bond over the whole surface. This is usually provided to
optical shops as a λ
10
peak to valley (λ = 633 nm) specification on the surfaces
to be bonded, typically resulting in a surface roughness, better than λ
30
RMS.
In order to guarantee a good bond, the surfaces should be clean at the molec-
ular level, over the the macroscopic area of the bonding surfaces, with no
particles larger than ten nanometers on the surface. Well filtered, high pu-
rity solutions in a clean environment is necessary to consistently achieve high
quality bonds.
3.1.2 Goal of this experiment
Currently the optimisation of the processes to ensure a good bond and the
properties of that bond are the focus of research. The thickness and refractive
index of a bond, and their relation to the bonding parameters, are relatively
unknown. Being able to measure these numbers in a non-destructive way would
aid in the understanding of bonding techniques. This would also provide addi-
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tional parameters for models, specifically ground based thermal noise research.
The Young’s modulus of a bond has been measured [40] and a refractive in-
dex could yield a better description of a bond layer. The ability to measure
the bond reflectivity coefficients is, itself providing a measure of the quality of
a bond. This experiment was designed to optically measure these important
bond characteristics, and could be extended to determine their dependence
on the bonding parameters such as: bonding fluid concentration/volume, sub-
strate material, etc.
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3.2 Experimental setup
A bond layer cannot be measured in isolation as it is a rigid join being two
substrates. The concept of the method used to probe the bond layer can be
seen in figure 3.1. In order to measure the absolute size of the reflected beam
Ψb, comparisons were drawn to the expected reflected amplitudes Ψa and Ψc.
n2
n1
n3
Ψi
ΨbΨa Ψc
Figure 3.1: Illustration of the measurement concept. Incident beam with
amplitude Ψi produces three main beams from the front, middle, and back of
the sample. These beams have amplitudes Ψa, Ψb, and Ψc. Note that beam
Ψb is the combination of multiple beams from the bond layer.
Both the bond’s thickness and refractive index affect the amplitude of light re-
flected from a bond. In a pre-experiment using 1064 nm light, the reflected light
from the bond layer was ∼ 10−4%; therefore an amplitude sensitive measure-
ment – a heterodyne interferometer – was chosen due to its greatly improved
sensitivity. A power sensing detector, measures the intensity of a signal which
is the square of its amplitude. A heterodyne interferometer senses the signal
as proportional to the amplitudes of two interfering beams as follows:
Ihet ∝ (Ψhet)2 = (ΨLO + Ψx)2 (3.4)
where Ihet is the heterodyne intensity, Ψhet is the heterodyne amplitude, ΨLO
is the local oscilator beam amplitude, and Ψx is the reflected beam amplitudes
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from the sample for x = a, b, c. It follows that for:
Ψx = Ex cos (ωxt+ φ) & ΨLO = ELO cos (ωLOt) (3.5)
where φ is the phase between the two beams, ω is the frequency, t is time, and
E is the amplitude of the electric field.
Ψx = [Ex cos (ωxt+ φ) + ELO cos (ωLOt)]
2 (3.6)
Ψx = Ex
2 cos2 (ωxt+ φ) + ELO
2 cos2 (ωLOt)
+2ExELO cos (ωxt+ φ) cos (ωLOt)
(3.7)
Given that:
cos2(θ) =
1 + cos(2θ)
2
(3.8)
it follows that:
Ψx = Ex
2
[
1 + cos(2ωxt+ 2φ)
2
]
+ ELO
2
[
1 + cos(2ωLOt)
2
]
+ 2ExELO cos (ωxt+ φ) cos (ωLOt)
(3.9)
and by dropping the terms without ω and the terms with 2ω and then expanded
up using:
cos(θ) =
eiθ + e−iθ
2
(3.10)
this gives:
Ψx =
ExELO
2
(ei[(ωx+ωLO)t+φ] + e−i[(ωx+ωLO)t+φ]
+ ei[(ωx−ωLO)t+φ] + e−i[(ωx−ωLO)t+φ]).
(3.11)
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Using equation 3.10 again gives:
Ψx = ExELO [cos((ωx + ωLO)t+ φ) + cos((ωx − ωLO)t+ φ)] (3.12)
and finally, the equation for the lower frequency beat note is:
Ψx = ExELO cos((ωx − ωLO)t+ φ). (3.13)
As can be seen in equation 3.13, the signal received by the photodiode propor-
tional to the amplitude of the signal beam (small), multiplied by the amplitude
of the local beam (large). This is why a heterodyne is such a good method for
detection of weak signals.
To ensure reliable comparison of the three amplitudes to be measured, each
beam must be consistently and equally overlapped with the local oscillator.
In a system where the beams are fixed, this is done once; however for this
experiment the three reflected beams Ψa, Ψb & Ψc must each be interfered
with the same reference beam. The most practical way of doing this was to
place the sample on a rail, such that it could be moved, to select which of the
three reflected beams was to be interfered with the reference (see figure 3.3).
To ensure the beams were overlapped at all the relevant times, the sample
must be polished and ideally have plane parallel sides. Without the polished
sides the light is scattered and is unmeasurable; without the parallel sides
the reflected beams are not parallel, which greatly increases the difficulty in
maintaining the alignment of the interferometer. The bonded sample used
during the testing was two fused silica etalon disks from ICOS (Imperial College
Optical Systems). These disks where parallel sided and polished to better
than λ
10
. The bond between them was visually flawless and mature. This was
important as bonds can take several months before becoming fully cured and
stable.
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Figure 3.2: Diagram of the optical layout showing the key optics. The
quadrant photodiode (QPD) monitors the alignment of the overlapped beams,
local oscillator and selected probe beam. The measurement PD is a single
element photodiode. Both Lasers are shown, as are the acoustic-optic modula-
tors (AOM), which modulated the frequency of both the reference and probe
beams, to produce the desired heterodyne frequency. Also shown is the mo-
torised mounting of the sample and a number of aperture stops which were
needed to block unwanted beams from both the AOMs and the sample. The
alignment mirrors where used to optimise the overlap from both lasers after
they had been through the AOMs. The interference contrast was optimised
at the final beam splitter (BS-2). The three beams from the sample, in both
green and red, can be seen.
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3.2.1 Optical layout
Shown in figure 3.2 is the optical layout of the final experiment. The layout
has two heterodyne interferometers, one at 633 nm and another at 532 nm.
Both laser sources are ‘dog-legged’ into the beam splitter (BS-1) before the
AOMs. This means that they reflect off at least two mirrors and are there-
fore fully adjustable in their beam vector without needing to move the source.
This was needed to ensure that both beams could be adequately maneuvered
independently. One key factor was ensuring that both beams passed through
the same aperture stops, which required careful alignment of their entry to
the AOMs. As an AOM works by refraction and because it is dependent on
the wavelength of the light, both beams exit the AOM with a different angle.
Using the following equation 3.14 where v is the speed of sound in the AOM
crystal (typically 4000 ms−1), f is the frequency of the sounds waves, λ is the
wavelength of the light, and Θn is the angle between the zero order, and the
nth order refraction.
Θn =
nλf
v
(3.14)
The angle between them was 2 milli-radians, which meant that without correc-
tions by the time they reached the sample they would be ∼ 800µm apart. It
was later considered that by using different frequencies of modulation, 95 MHz
and 80 MHz, the output angles would have been equal. However that would
have required precision alignment into both AOMs and was determined to be
unnecessary. This was one of the largest factors which required independent
adjustment. By angling and offsetting their entry position to the AOMs, both
beams passed through the same aperture stops and were aligned to less than
100µm on the photodiodes after the beam recombiner (BS-2).
In Figure 3.3 are shown the details of the beam selection method. The motion
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Probe beam Reference beam Aperture stops 
PhotodiodesMotion of sample on rail Beam recombiner
Figure 3.3: This graphic shows how the probe beams, in red, are slected
through the motion of the sample. The reference beam, in blue, interferes with
a selected probe beam reflection to form the purple beam. The purple beams
are detected by the photodiodes. Due to the size of the photodiode and the
prospect of stray beams there is a need for apertures. The aperture before
the beam combiner, blocks all but a selected probe beam reflection from the
sample. By moving the sample the reflected beam passing through the aperture
is changed. Even though the beam combiner had an anit-reflection coating, a
reflected local beam combining with a stray beam from the sample could be
stronger than the bond layer signal.
provides the same effective measurements as that which would be achieved by
scanning the probe beam across the sample to probe different parts of the sam-
ple, without it moving. This was considered more complicated when compared
to a single rail. The quadrant photodiode detected the phasefront tilt of the
interference between the probe and the reference beams. The phasefront tilt
is caused by the misalignment of the two interfering beams. These measure-
ments were used to direct a servo system, which was used to tilt the sample
in real time. This was needed to correct a bow in the rail which caused the
reflected beams to become misaligned. Other optical components used in the
setup were a pair of polarisers.
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Figure 3.4: This graphic shows the readout signal chain. The photodiodes
were Thorlabs PDA36A-EC, single element photodiodes with a built in am-
plifier where the gain was adjustable. These were connected to a second ac
coupled amplifier and finally the output of this amplifier was fed into the Na-
tional Instruments (N.I.) cDAQ-9178, containing a NI 9215 module, which is
a 16-bit adc system.
The cDAQ module (Figure 3.4) was controlled using LabView which also saved
the data. Labview was also used to control the motorised mirror mount and
rail. This mirror mount held the sample on the rail and so was able to correct
any misalignment of the interferometer by actuation of the sample.
3.2.2 Sample alignment
It was important to maintain a constant angle of incidence at the sample.
To ensure this, the displacement of the beam as the light passed through the
sample, was used to check that the angle of incidence was correct. First a
CCD camera was placed in the beam path behind where the sample would be
located and the position of the beam recorded. The thickness of the sample
was measured and the sample was then placed into the beam and adjusted in
angle until the CCD camera measured the beam to have been displaced the
correct amount. There was a slight difference in angle between the 532 nm
and 633 nm due to the AOM. This angle was estimated to be less than 0.1 o;
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however its effect was judged to be too small to be resolved by the experimental
setup.
3.2.3 Probe beam wavelengths
An issue that was considered was the different reflection coefficients which the
optics had for 633 nm and 532 nm. All of the optics were optimised for 633 nm
and there was a noticeable difference when comparing the beam splitting coat-
ings. As we were using ratios this was not a problem; however better optimised
coatings, could have helped improve the signal to noise ratios of the 532 nm
measurements. These coatings did inhibit the ability to use a 1064 nm laser
in the same setup, as the mirror coatings only reflected < 10% of the incident
1064 nm light.
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3.3 Initial experimental results
3.3.1 Single disk testing
The experimental setup was initially tested using a single fused silica disk. This
disk was identical to the pair of disks bonded together in the test sample. This
disk had no bond layer and was a test to see how accurately the experiment
could measure the predictable amplitudes for the first three beams. These
beams were labeled Ψ1, Ψ2 and Ψ3 in figure 3.5.
Ψ1
Ψi
Ψ2
Ψ3
n1
n2
Figure 3.5: Diagram of the single fused silica disk and the beams produced
through reflections at the air (n1) to silica (n2) boundaries. The input light
Ψi was 633 nm of S-polarisation.
The goal of this experiment was to validate the accuracy and repeatability of
the equipment. The initial results of the single disk test showed substantial
variation and inaccuracy, see table 3.1. Run 3 in particular showed results
which were clearly incorrect.
To investigate this a series of tests were performed to check that the beams
were not being clipped or obstructed by dirt. The alignment of the compo-
nent to the plane of the experiment was also checked. This was done for a
single position of the rail. If the component were to be tilted, then the front
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Table 3.1: Single non-bonded disk test results
Run 1 Run 2 Run 3
Beams Amplitude Ratio Amplitude Ratio Amplitude Ratio
Ψ1 1.67 1 2.51 1 1.66 1
Ψ2 1.44 0.86 2.14 0.85 2.21 1.33
Ψ3 0.12 0.07 0.19 0.08 0.18 0.11
∗ Results taken by M. Kennedy
and back beams would differ in their height. The local beam height is fixed
throughout and so this would lead to a change in the overlap of the beams,
and a corresponding loss of signal. This would lead to erroneous measurements
of the comparison between the reflected beams. Great care was taken to en-
sure that the beams were of equal height by measuring their heights after a
propagation distance of 5 m which ensured the component was aligned to less
than a milli-radian. With this alignment accuracy the potential for overlap
change was ∼ 10µm which would result in a negligible loss of contrast, given
the beams were approximately 1 mm in diameter.
3.3.2 Angular tilt caused by rail
Having eliminated all other likely sources of error, the linearity of the motion
of the rail was examined. The motion of the optic holder along the rail was
found to introduce a repeatable angular change in the optic holder. This
resulted in the component being tilted with respect to the incident beam, thus
changing the beam vector of the reflected light and causing misalignment with
the reference beam.
To measure this effect a quadrant photodiode was used to measure a beam’s
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position after being reflected from a mirror mounted on the rail. The photo-
diode was place on top of a manual linear translation stage, which allowed the
photodiode to be moved an equivalent distance for each rail position. Thus
ideally keeping the reflected beam centred on the photodiode. The measure-
ment was primarily focused on the changing beam height with rail position.
Though the lateral position of the beam on the photodiode did show variation,
it was less than 10% of the variation in height. The measured beam positions
on the photodiode were then converted to angular deviations, the results of
which are shown in table 3.2.
Table 3.2: Angular deviation of a reflected beam for a given rail position
Rail position (cm) 3.5 4 4.5 5 6 7 8 9 10 11
Deviation (milli-radians) 10 6 9 23 29 31 31 19 -14 -19
The magnitude of the variation between the probe beam at the different rail
positions was ∼ 50 milli-radians. This problem was solved using an actuated
mirror mounting system which the author manually adjusted to maximise the
heterodyne signal.
3.3.3 Measured bond reflectivity
The results of the bond reflectivity measurements are be seen in table 3.3.
The uncertainty in the values seen in table 3.3 are mainly due to the uncon-
trolled intensity of the 532 nm and 633 nm Lasers. Due to the nature of the
experiment, the amplitudes of beams ‘Ψ1’ and ‘Ψ2’ were not measured simul-
taneously. Thus variation of the Laser power between these measurements was
possible, resulting in an error in the ratio of these amplitudes. To mitigate this
a series of five measurements at each wavelength was made. The uncertainty
on the value was taken from the spread of these results.
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Table 3.3: Amplitude reduction ratio between ‘Ψ1’ and ‘Ψ2’ for each wave-
length of light and the coefficient of reflection for the bond layer.
Wavelength Ratio between heterodyne amplitudes Coefficient of reflection
532 nm −53.5± 1 dB 0.37 ppm
633 nm −52.5± 1 dB 0.48 ppm
1064 nm −62± 3 dB 0.05 ppm
These results suggest that the bond layer is indeed similar in refractive index
to that of the substrate material from which it is made. To further understand
these results and evaluate the possible bond parameters which might produce
such results, a model of the bond was produced.
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3.4 Optical modeling of the bond layer
3.4.1 Model concept
Using the results presented in table 3.3 and some assumptions about the bond
layer, a concept for a model was conceived. The bond layer was modeled as a
thin plane of material between two large blocks of substrate. It was assumed
that the refractive index change was a step function; not a gradient or smoothly
changing refractive index, similar to a dielectric coating.
The siloxane molecules – which dominate the bond’s molecular structure –
have refractive indexes which range from 1.4− 1.6 at 600 nm [42]. Reflections
from the bond in the sample – a pair of fused silica disks – were very weak in
the visible and near infrared spectrum (see table 3.3). This suggest that the
bond layer refractive index is not markedly different to that of the substrate
material. This is perhaps not a surprising result given that the bond layer is
made from the substrate material in its surroundings.
Following this it was taken as an assumption that the dispersion of the bond
layer was similar to that of substrate material - fused silica - and the author
didn’t find published literature which supported or disproved this assumption.
Should it be proved that the dispersion of the bond layer, in the sample used
for this experiment, is different over the wavelengths 633 nm and 532 nm, then
this model will be incorrect in its analysis of the experimental results.
3.4 Optical modeling of the bond layer 34
R12 / T12 
R23 / T23 R34 / T34
R45 / T45
Bond Layer Glass Substrate Sample component 
beam layout
β γ
Beam B
Beam A
Beam C
L
D
α
d
D
β n1 n2 n3 n4 n5
α
Figure 3.6: This collection of figures illustrates the ideas that the model is
based on. The top left figure shows the way in which beams can be produced
from multiple internal reflections inside the bond layer. The right figure shows
the layout of main beams of the model: beams A, B, and C; being the front,
middle and back beams. The boundaries are also labeled in terms of the
reflection and transmission, e.g. R34 is the reflected beam amplitude between
the boundaries of refractive index n3 and n4. The small circular image is the
place where the phase of the beams is combined to calculate the interference.
3.4.2 Mathematical description
The Fresnel equations 3.15 and 3.16 were used to calculate the reflection and
transmission coefficients of the light amplitudes at each boundary. Due to the
refractive index of the material being dependent on the wavelength, these were
wavelength specific values. Here n1 & n2 are the refractive index of the air &
front silica disc, θi & θt are the angle of incidence & transmission and R12 &
T12 (see figure 3.6) are the reflection & transmission amplitude coefficients for
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the interface at which beam A is reflected.
R12 =
n1 cos θi − n2 cos θt
n1 cos θi + n2 cos θt
(3.15)
T12 =
2n1 cos θi
n1 cos θi + n2 cos θt
(3.16)
The first boundary seen on the right in figure 3.6 labeled R12/T12 is the re-
flection/transmission coefficients of light power calculated from the amplitude
coefficients. The subscripts indicate the refractive index boundaries with which
the light interacts. e.g. R12 is the reflection coefficient of light passing from
refractive index one into refractive index two. By the symmetry of the sample,
the coefficients of reflection for R43 and R32, are equal to R23 and R34 respec-
tively. These where then used to calculate the amplitude of the various beams
which where reflected towards the photodiode.
As can be seen in figure 3.6 the bond layer is modeled to have reflections at both
interfaces, resulting in two main beams close together; with a phase difference
dependent on the thickness and refractive index of the bond. The beams that
make up beam ‘B’, both with amplitude coefficients of ∼ 3×10−4 with respect
to the input beam; shall be known as ΨB1 and ΨB2. Subsequent higher order
reflections – beams which totally internally reflect in the bond layer – shall
be ignored due to their expected amplitude coefficients being ∼ 1 × 10−7 or
less. The phase difference between these beams ΨB1 and ΨB2, is dependent
on: the refractive index mismatch between the bond and disks, the angle of
the incidence, and the bond thickness. As is shown in the left and the lower
part of figure 3.6, one beam travels an extra distance ‘d’ in air, while the other
travels twice through the bond layer which has a thickness ‘L’ at an angle ‘γ’.
ΨB1 path length = d · n1
ΨB2 path length =
2L
cos γ
· n3
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The separation between the beams at the boundaries of, the bond layer to
silica, and the silica to air, are equal and denoted ‘D’, see figure 3.6. The
angle of incidence in n1 is denoted ‘α’, in n2 is ‘β’, and in n3 is ‘γ’.
Given that:
D = 2L tan γ (3.17)
And:
d = D sinα (3.18)
It follows that:
d = 2L tan γ sinα (3.19)
The phase ‘φ’ between the beams ΨB1 and ΨB2 is:
φ = {d · n1 − 2L
cos γ
· n3} · 2pi
λ
(3.20)
Now that we know the phase difference between beams ΨB1 and ΨB2, so beams
‘A’, ‘B’, and ‘C’ in figure 3.6, can be written as follows:
Beam A = R12 (3.21)
Beam B = T12R23T21 + T12T23R34T32T21e
iφ (3.22)
Beam C = T12T23T34R45T43T32T21 (3.23)
Where beam ‘B’ is the sum of the amplitudes of beams ΨB1 and ΨB2. As
expected from equations 3.21 - 3.23 that only beam ‘B’ has a dependency on
the bond thickness.
3.4.3 Model variables and outputs
The bond layer can be modelled as having any refractive index and the ampli-
tude of the light reflected at the bond layer interfaces is due primarily to the
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index change, and the angle of incidence. The phase change is dependent on:
refractive index of the bond, the thickness, and the angle of incidence. The
phase has a point of maximum constructive interference, which means that it
has an upper limit. This upper limit means that for a given refractive index
change, the largest reflected signal is limited by the phase of the two beams
from the bond layer. A larger signal requires a larger step change in the re-
fractive index between bond layer and substrate. This allows a lower limit to
be set on the difference between the refractive index of the substrate and that
of the bond layer.
The model of the bond layer took the following fixed input parameters: polar-
isation of the beams, refractive index of the two disks, wavelength of the light
and angle of incidence onto the sample. The important variables for the model
were the bond layer thickness, bond layer refractive index and wavelength of
the beams. The angle of incidence was fixed at 45o, the refractive index of
fused silica was known for each of the wavelengths of light used, and – post
analysis of the model results – the polarisation of the light was settled as only
S-Pol. The analysis showed that the front and back beams ‘A’ and ‘C’ were
approaching the Brewster’s angle for P-pol light. Thus these beams where
significantly weaker than the S-pol beams. The difference in bond reflectivity
due to angle of incidence was ∼ 1 − 5% per degree, which produced changes
below the noise limit of the experiment in most cases. All the other parameters
were assumed constant or were unchanged during the measurements.
Assumptions were made as to reasonable limits on the thickness of a bond layer
and the change in refractive index from substrate material to the bond layer.
Published data [43, 44, 45] suggests that the thickness of a bond between two
disks similar to those under investigation is between the 60 − 100 nm and there
is additional evidence that suggests bonds could be both thicker or thinner
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Figure 3.7: This graph illustrates the different modeled amplitude ratios of
the reflected beams for a fixed refractive index change of 0.005 from silica to
bond at each wavelength. The natural look of this graph on a linear y-axis
scale is a sin wave; however it is more convenient to have the y-axis in dB
when drawing comparisons between the different parameters.
than even that range. The initial range of thicknesses chosen for the model
was 60 − 160 nm however this was expanded to include thicknesses down to
zero, after results suggested the bond was possibly thinner than 60 nm.
3.4.4 Model results
Plotting equations 3.21 – 3.23 for fixed bond thickness and bond refractive
index changes give figures 3.7 & 3.8. For the same bond layer, two different
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Figure 3.8: This graph illustrates how the amplitude changes with refractive
index for a fixed thickness of bond. The values of refractive index at each wave-
length are −0.005 to −0.5 of the value of fused silica at that wavelength. On
a linear scale these plots are a parabolic shape centred on the refractive index
of silica at each wavelength. Due to this, there is a strong correlation between
amplitude size and the bond refractive index change for all wavelengths.
wavelengths, should have different phase changes. The modeling showed this
to have a more noticeable effect on the reflected amplitude – see figures 3.7
& 3.8 – than any of the changes seen due to different polarisations or angles
of incidence.
In figure 3.7 a selection of bond thicknesses are shown, with the results depen-
dent only the phase of the signals due to the fixed refractive index change. In
the case of constructive interference, the reflection amplitude is then limited
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by the refractive index change.
Figure 3.8 would show a symmetry about the refractive index of the sub-
strate material – fused silica – had the refractive index range of the bond
layer been extended to include higher refractive indexes. The bond thickness
was the same physical size; however its optical path length was dependent on
the wavelength/refractive index. The amplitude was strongly dependent on
the thickness of the bond; however was not independent of the refractive in-
dex, due to the optical path length’s dependency on the wavelength/refractive
index.
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Figure 3.9: Amplitude of reflected beams from the bond layer compared to
beam ‘A’. The left graph is 532 nm while the right is 633 nm. The X-axis in
both is the refractive index of the bond layer, with a range of values which are
−0.005 to −0.5 of the value of fused silica at that wavelength. The Y-axis is
the bond layer thickness.
Figure 3.9 shows the amplitude of the bond layer beam for all the range of the
modeled thicknesses and refractive indexes. These amplitudes of the bond layer
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beams are scaled by comparing them to the amplitude of the beam refleccted
from the front surface of the component. Figures 3.7 and 3.8 are are cross
sections of the maps in y & x respectively.
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3.5 Final results
The combination of the experimental results of the bond layer measurement
with that of the model, allowed for a probability map of the likely parameters
of the bond layer, for a given measurement position (see figure 3.10). The
results of the bond measurements – plus their uncertainty values – were used
to create a Gaussian probability map in both 633 nm and 532 nm. The am-
plitude reduction ratio provided a central value for the Gaussian, while the
uncertainty was used to scale the Gaussian width parameter sigma. By com-
bining the probability values of both wavelengths figure 3.10 was produced.
The probability has been normalised to one, over the available parameters
used.
The most likely parameters of the bond are a thickness of 120 ± 20 nm and
a refractive index of −0.024± 0.002 relative to fused silica (1.457 at 633 nm).
Indicated by the probability maps (figure 3.10), is that the bond layer refractive
index is lower than the substrate material. There is no probable parameter set
with refractive indexes, of the bond layer, larger than the substrate material.
Some less likely results for thicker bonds do exist due to the periodic nature
of the ‘φ’ term in equation 3.22.
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Figure 3.10: This graphic represents the probability of any pair of parameters
shown, given measured values of bond layer reflectivity at both 633 nm and
532 nm. The measured values were given a Gaussian uncertainty distribution,
the sigma of which come from the spread of the measured results, and was then
compared to similar results at a different wavelength. The refractive index is
with respect to fused silica. The sum of the probabilities was normalised to
one, for all the possible results in this parameter space.
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3.6 Conclusion
This experiment has demonstrated a possible method of non-destructive test-
ing of fundamental aspects of hydroxide-catalysis bonding. Due to the lack of
other opinions for non-destructive testing, this could have significant relevance
to many areas of research and industrial applications. The sample investigated
showed a thickness of 120 ± 20 nm and a refractive index of 1.433 ± 0.002 at
633 nm. These values are within the range of published data for bond between
material of this type. An extension of this work to larger sample size including:
different materials, bonding fluids, bonding fluid concentrations and volumes,
etc, would provide an enormously useful body of knowledge.
An interesting extension of this experiment could be to monitor the bond prop-
erties as it cures, which has been shown to take approximately four months
at room temperature for a bond of the type studied here. The large dynamic
range of heterodyne detection could effectively cover the likely large ∼ 100 dB
change in signal size. Measuring the reflectivity of a bond and coupling this
with knowledge of strength testing could lead to improved quality control for
future bonds. It is possible that a way to correlate strength with bond refrac-
tive index or thickness could be found. The likelihood is that the water is still
being removed from the polymer chains and the process of dehydration con-
tinues long after the bond has become a firm join between the two substrates.
This is consistent with the bond reaching full strength after approximately
four months.
Chapter 4
Optical Modeling of Second
Generation Fibre Injectors
4.1 Introduction
A fibre coupler is used to transfer the propagation of light between free space
and an optical fibre. Their fundemental function is to hold a fibre end at the
focal point of a lens. Light passing from the fibre is focused into a collimated
beam at the output face of the lens, and vice versa, a collimated beam incident
on the lens is focused into the fibre.
In LISA PathFinder (LPF) and in all current and forseeable LISA-type mis-
sions, fibres are used to transfer light between: the lasers and the optical
modulators, and the modulators and the optical benches. As a result there
is a need for a fibre coupled beam delivery system capable of producing an
output beam vector with positional and angular requirements. These are gen-
erally of the order ±10µm and ±20µradians, depending the requirements set
45
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by the optical sensing or the telescope. The changes in the output beam vec-
tor are typically thermally driven and due to this all commercial fibre couplers
are generally unsuitable. They are typically made from metal and as a result
they don’t have the required thermal stability to satisfy the needs of LPF or
LISA-type missions.
Figure 4.1: A picture of four LPF FIOS. Each FIOS shown has: a fibre
holding block, a mounted lens, and a polarising cube, all bonded to a common
baseplate. The fibre emerging from the back of the glass block is protected by
a metal guard and a rubber guard (not shown). The end of the fibre is flush
to the surface of the block facing the lens. The air gap between this face and
the lens allows the beam to expand before being collimated by the lens. The
polarising cube then cleans the polarisation of the output beam.
The LPF project solved this problem by designing and building a fibre coupler
made primarily of glass (see figure 4.1), which was called a Fibre Injector
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Optical Sub-assembly (FIOS) [41] . The glass used was fused silica with a
Coefficient of Thermal Expansion (CTE) 5.5 × 10−7 K−1, rather than steel
with a CTE of 1.1×10−5 K−1 for the construction material of the fibre coupler,
greatly enhanced the thermal stability [46] These first generation FIOS, where
built and successfully demonstrated for the LPF project; however their design
needed to be upgraded to meet the stricter requirements of the eLISA project
[47]. Presented are the designs considered, the testing conducted, and the
output of the completed second generation LISA FIOS.
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4.2 Design concepts
4.2.1 eLISA FIOS requirements
The design goals of the upgraded eLISA FIOS were: improved thermal sta-
bility, 1 mm radius beams collimated on output from the lens, a wavefront
flatness better than λ
30
RMS, and low risk of failure. This is in addition to the
LPF FIOS requirements of precision alignment, space-flight qualified design
and being made from non-ferromagnetic material. The improved stability was
to come from careful consideration of the material CTE throughout the de-
sign. The output beam was controlled by the focal length of collimating optic,
and its focal position with respect to the fibre end. The wavefront quality was
defined by the surface quality of the fibre end, the output face of the lens figure
and the homogeneity of the glass the beam propagated through. Finally the
risk of failure of the FIOS was to be reduced through the use of a transparent
cover, bonded over the exposed fibre end, in the fibre holding surface. This
allows the beam from the fibre to expand up before leaving the glass, which
means that the risk of the particulate contamination causing a failure of the
FIOS is reduced.
4.2.2 Design options
During the process of updating the FIOS from LPF, three main designs were
considered. The optical design of each can be seen in figure 4.2.
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Design A Design B Design C
Figure 4.2: A selection of Zemax models showing the various designs consid-
ered. Design ‘A’, is similar to the LPF FIOS in design. Deisgn ‘B’ is all fused
silica, including the lens and cover slip. Design ‘C’ uses a fused silica spacer
between fibre end and lens. Each design is modelled from the virtual waist of
a fibre end (not shown). .
Design A
This design is similar to the LPF FIOS, though the lens is a different focal
length to generate a larger beam, and the glass of the lens is a lead free version
of that used for LPF. The design is low risk to build as it has already been
demonstrated for LPF with success. It does not mitigate the issues generated
by differential thermal expansion, illustrated by figure 4.3, and does not cover
the fibre end.
Design B
Design ‘B’ has a wedged cover slip and fused silica asphere (see figure 4.2).
This design was expected to produce the required stability, through the use of
all fused silica material for both optics and structure. The cover slip avoided
the risk of contamination landing on the bare fibre end, which has the potential
to cause a failure. The fibre end radius of 4µm makes this unlikely; however
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Beam vector
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Figure 4.3: Illustration of thermally driven effects on the LPF FIOS and on
Design ‘A’. The blue centre line of the design, coaxial with the fibre and the
lens at construction temperature. After a drop in temperature, an exaggerated
effect on the dimensions is shown by the red outlines. The change in the
fibre end height is denoted ‘δc’. The shorter physical distance ‘γf ’ leads to a
defocused fibre end and so less collimated output. The change in lens position
‘γc’ is not equal to ‘δc’, which results in the output vector being angled with
respect to the centre line and is due to the CTE of the lens being different to
that of fused silica.
this also means that sub-micron particles could block large areas of the beam
emerging from the fibre end, thus causing a critical failure of the FIOS.
The reason the design was dropped was because fused silica lenses of the appro-
priate focal length proved difficult, or prohibitively expensive to source. Lenses
with longer focal lengths were modelled to have favourable tolerances; how-
ever experimental testing of the lenses showed significant beam aberrations,
which varied lens-to-lens (see figure 4.4). The experimental measurements of
the variation in output beam quality was attributed to the figure error of the
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aspheres.
Lens-to-lens variation
Figure 4.4: Presented is a selection of collimated beam profiles from nominally
identical fused silica aspheres. Each beam originated from a cleaved fibre,
which had been shown to give acceptable results with other lens including the
LPF FIOS lens.
Design C
The design of FIOS settled upon was a quasi-monolithic design with a fibre
holder, spacer and lens all bonded together (see figure 4.2). The design pro-
vided a stable beam through the coaxial joining of the optical components. The
components in the beam path where fixed so their centre of thermal expansion
was in line with the beam (see figure 4.5).
This design means all thermal changes are symmetrical around the beam, thus
maintaining alignment of the fibre end to that of the lens centre. This allowed
for the use of other materials for the lens with higher CTE and therefore
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Figure 4.5: Illustration of thermally driven effects on design ‘C’. The blue
centre line of the design, coaxial with the fibre and with the lens at construc-
tion temperature. After a drop in temperature, an exaggerated effect on the
dimensions is shown by the red outlines. The change in the fibre end height
is denoted ‘δc’. The shorter physical distance ‘βf ’ leads to a defocused fibre
end and so less collimated output. The change in lens position is ‘βc’ is equal
to ‘δc’, so the output beam vector is parallel to the centre line, resulting in no
angular deviation.
greatly increased the number of possible lenses. The result of thermal expan-
sion modeling showed that to first order the only thermally driven change was
the beam radius, which was due to the change in optical path length. This
was the design chosen to be carried forward for eLISA, as it achieves all the
required goals set for eLISA, including the covered fibre end and the improved
thermal stability of the output beam vector.
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4.3.1 FMA and fibre guard
The Fibre Mounted Assembly (FMA) and the fibre guard are inherited directly
from LPF. The only changes are that the fibre is from a different source, while
the FMA block is a little taller, to accommodate the fused silica spacer. The
fibre ferrule is the same as the LPF design [41].
FMA Silica spacer
Lens
Output beamSpacer to lens 
bond interfaceFibre end
Fibre ferrule
Fibre guard
Figure 4.6: Illustration of the quasi-monolithic FIOS design. Labeled are all
the key parts, including the new item, the fused silica spacer.
4.3.2 Silica spacer
The spacer between the FMA and the lens was made from fused silica and
the beam would pass through the spacer before reaching the lens, where it
would be collimated. The spacer provided protection for the expanding beam
from particulate contamination, by allowing the beam to expand in a medium.
The expansion in glass meant that the spacer was longer than the air gap
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distance, due the the higher refractive index. The nominal spacer length was
determined from the Zemax model to be 11.698 mm for a refractive index of
fused silica at 1064 nm of 1.445. This value was dependent on the thickness
of the lens and did take into consideration the refractive effects of going from
fused silica to the glass of the lens. The interface between the spacer and the
FMA face containing the fibre end, was angled at 8 o to eliminate potential
reflections returning down the fibre, and the spacer was angled to compliment
this. By angling the face there was a potential for a trade off between the
lateral position of the spacer and the thickness of the spacer as seen by the
beam.
4.3.3 Spacer to lens interface
The spacer to lens interface was modelled in detail using Zemax. One of the
issues foreseen was the effect on the focal position of a lens, when the light
passes from silica into the lens material – of different refractive index – rather
than from free space for which the lens was designed.
The small refraction of light as it crosses the boundary between the medium
of air and the medium of the lens would be greater than the effect of light
traveling from silica to the lens. It was thought that a flat glass surface could
refract a curved wavefront – like that of the expanding beam from the fibre
end – in a manner that could be described by a ‘weak’ lens. This effect would
be reduced if the index of the spacer and lens were more evenly matched than
the index of the air to lens.
To measure this effect a test was performed using Zemax and Matlab. A beam
from a waist 4µm – representing the beam from a fibre end – was propagated
though two different setups. The first beam was allowed to expand in free
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space without passing through anything else. The second expanded up to a
size which was ∼ 0.5 mm in radius, before passing through a 2 mm thick piece
of fused silica glass with flat sides. The beam radius for both simulations was
measured – post glass interface – and plotted in Matlab to gives the predicted
ω0 value of the beam waist and its position.
The results showed an effect – a slight focusing of the light – but it was
negligible and was treated by Zemax as an abberation of the beam. The
approximate change in waist size ω0 was less than a part in 10
4, while the
position of the waist moved by < 0.1µm. When this effect was looked at in
the FIOS design, both were negligible compared to the tolerances placed on:
the lens focal position (< 0.1µm compared to ±10µm) and the output beam
size (0.8mm− 0.01% compared to 0.8± 0.1mm).
4.3.4 Lens options
All of the experimentally measured beams from readily available fused silica
aspheric lenses showed variable beam output quality (see figure 4.4). Many
had gross beam aberrations and these defects varied from lens to lens. It
was decided that although it would be best to have a fully monolithic fused
silica FIOS, the prescription of silica lens was not available in the required
quality. To have such lenses made, would of been prohibitively expensive with
no guarante of success. As a result other types of glass were considered before
settling upon the same type as used in the LPF FIOS. The lens chosen for the
eLISA FIOS was a Geltech 352220 [48], which has the benefits of being space-
flight qualified for LPF and a lens, of similar prescription, was used successfully
in the LPF FIOS [41].
The discrepancy in the CTE of the lens compared to fused silica raised two
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Table 4.1: Geltech 352220 lens specification
Material ECO-550
Effective focal length 11.21 mm∗ ±1%
Diameter tolerance ±0.015 mm
Thickness tolerance ±0.040 mm
Surface quality 40/20
RMS wavefront error Diffraction limited
Clear aperture 5.50 mm
Refractive index 1.592∗
ECO-550 CTE 11.5× 10−6 K−1
concerns regarding thermal effect over the range of temperatures it might face
in launch and operation: firstly, would a bond between two materials of dis-
similar CTE hold; secondly, would the lens figure change significantly?
The first thermal problem was tested using a bonded sample and an oven. The
sample was a fused silica disk, bonded to a Geltech lens. After allowing the
bond to cure for a few days it was thermally cycled over a temperature range
larger than expected during launch or operation. The outcome of this test
showed no visible signs of bond degradation.
The second was investigated by finite element modeling the FIOS, heated by
20oC. The model showed where the lens would expand and by how much.
The lens when heated began to mushroom out at, as the base was fixed to
the fused silica spacer. The lens became 2µm larger in diameter, and 1.6µm
thicker through the centre of the lens with a thickness change of only 1.5µm
at the edges of the lens (see figure 4.7). This was then used to produce an
adjusted lens prescription, which was loaded into ZEMAX for testing. This
modified prescription showed no significant new beam aberrations or changes
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Figure 4.7: Finite element analysis of the FIOS design by M. Perreur-Lloyd.
in the output waist size or location. Thus the beam was judged to be within
the specification required.
4.3.5 FIOS focal length
The length of the spacer is one of the biggest challenges in the realisation of
the design. Although the optical design shows that it must be 11.698 mm for
a lens of nominal thickness, it has an angled face. The bonding of the spacer
onto the face of the FMA sets the distance between the virtual waist of the
fibre end and the output face of the lens. This distance must be equal to the
lens focal length and sets the output waist of the FIOS beam and therefore the
collimation of the output beam. The spacer must position the lens focal plane
to less than ±10µm of the virtual waist of the fibre, in order to collimate the
output beam correctly (output waist position ±1 m from the lens). The angled
face of the spacer which is bonded to the FMA is the only point of adjustability
in this optical design in terms of focus. This makes this the critical step in the
FIOS construction.
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4.4 Optical performance
4.4.1 Modelled beam parameters
The modelled output beam parameters of the eLISA FIOS can be seen in
table 4.2 and in figure 4.8. The output beam waist is dependent on the virtual
waist of the fibre, which was taken to be 4.5µm from precision measurements
of a beam from a similar fibre end. For a virtual waist of this size the output
beam waist is 0.791 mm, which yeilds the profile seen in table 4.2. The virtual
waist size is set by the mode field diameter (MFD) of the fibre. This varies
by 4.5± 1µm between batches and could significantly affect the output beam
size. To counter this all fibres used in this project were from the same batch
with an expected variation of MFD of 4.8± 0.05µm.
Table 4.2: modelled beam profile from eLISA FIOS
Distance from lens 50 mm 260 mm 800 mm 2000 mm 4500 mm
Beam radius 0.79 mm 0.80 mm 0.86 mm 1.17 mm 2.08 mm
To ensure that the beam quality of the FIOS was maintained to a suitable level
a tolerance analysis was performed in Zemax. The following tolerance values
ensured that the output beam was > 95% Gaussian and had > 90% ellipticity:
focal position ±10µm, lateral position ±200µm, and angle of incidence ±1 o.
Figure 4.8, shows the phasefront and beam intensity profiles over ∼ 4 beam
radii. The virtual waist from a fibre is a Bessel function, which in the far field
approaches a Gaussian profile. In the model an approximation is made by
using a Gaussian profile for the virtual waist of the beam from the fibre.
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Figure 4.8: Graphic from Zemax showing the profile of the intensity profile
with the phasefront of the beam at the lens output face. Marked onto the
graph are two lines denoting 1/e2 or one beam radii of 0.79 mm. The scale
of the phasefront plot is 10th of a wave per division, while the x-axis is in
millimeters.
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4.4.2 Experimental results
Experimental testing of the both the lenses and the FIOS post-construction
were conducted. The lenses were mounted and actuated by a Hexapod, which
was used to align them to a fibre end with a precision of ±1µm and ±0.01 o.
Table 4.3 shows the measured collimated beam profile of a fibre end, using two
different Geltech lens C &D and an air gap. This is then compared to the
modelled values for a given input virtual waist from the fibre of 4.5µm. The
beam profiler used to measure beam radii was subject to an error of ∼ 10%.
Table 4.3: Measured beam profile of a collimated output beam from two nom-
inally identical Geltech lenses C &D, as compared to the model predictions
where the waist is 0 m or 1 m from the lens.
Distance Geltech lens C Geltech lens D Model, waist
from lens beam radii ellipticity beam radii ellipticity at 0m at 1m
30mm 0.92mm 99.7% 0.92mm 99.9% 0.84mm 0.84mm
130mm 0.92mm 98.0% 0.90mm 97.9% 0.85mm 0.83mm
1000mm 0.90mm 96.6% 0.88mm 98.9% 0.89mm 0.80mm
2000mm 1.08mm 97.5% 1.04mm 97.0% 1.17mm 0.99mm
The beam profiles show good agreement with those of the model; however
there is a uncertainty on the absolute size of the beam radius due to the
profiler measurement error.
Following the profile of the lenses, a fully bonded eLISA FIOS was assembled,
shown in figure 4.9. The output beam profiles of the first two FIOS to be made
are shown in figure 4.10. The measured output beam profiles have been fitted
to give the position and size of the output beam waist. The output waist ω0
of FIOS #1 is 690µm and it positioned 990 mm behind the FIOS. The output
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Figure 4.9: Picture of the first fully bonded eLISA FIOS
waist of FIOS #2 is 900µm and it positioned 650 mm behind the FIOS.
The difference in the FIOS output profiles was attributed to a combination
of effects associated with the fibre end, only after further testing of the lenses
was conducted, see chapter 5. A topic of continued investigation, these include:
bonding onto a fibre end inducing a change of the output beam position or
size, and the discrepancy between the virtual waist of a beam output from a
fibre end and the physical location of the fibre end.
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Output beam profiles for the first two eLISA FIOS
Distance from fibre end (mm)
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Figure 4.10: Measured beam profiles of the first two eLISA FIOS. Shown are
the measured vaules (×), the best fit Gaussian beam profiles (—) and their ωo
(⊗).
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4.5 Conclusion
The eLISA FIOS was designed to produce a beam of higher thermal stability
and larger beam radius than that of the LPF FIOS. The modelled thermal
sensitivity of the eLISA FIOS to focus position is approximately twice that
of the LPF FIOS: LPF FIOS is ∼ 3 × 10−8 m/K, while the eLISA FIOS is
∼ 6 × 10−8 m/K. However over the expected operating temperature range of
eLISA (20±10 oC), that is a change on position of less than a 10th of the total
tolerance of focal position so this is not an issue.
The thermal stability improvements of the eLISA FIOS in lateral position of
the lens centre to the beam centre is expected to be much better than for
LPF (see figures 4.5 and 4.3). Determination of an exact coupling factor is
difficult to define from the model, as the focal position of the virtual waist
and the displaced centre of the lens from the waist centre, combine to give the
resulting output beam vector of the FIOS. Future testing of the eLIAS FIOS’s
long term stability during thermal cycling, would provide a measure of the
coupling factor. This is expected to be more than sufficient for the purposes
of eLISA.
Chapter 5
Optical Testing of Short Focal
Length Components
5.1 Introduction
Verification of optical components – through physical testing – is essential in
ensuring confidence in the designs which utilise them. This acts as a cross-
check between the modeled performance and the experimental results to ensure
that the performance is as expected. Important factors to address are the
tolerance of the optic placement that ensure the required results and that
their finish is of the required standard. Examples being: the tolerance on
alignment of a lens, and surface figure error of a lens.
To deal with the issues which arise from using short focal length optics, high
precision mountings and adjusters are required. Much of the work carried
out and presented in this thesis is possible only through the use of devices
capable of moving/measuring at the micron level. These include but are not
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limited to: Hexapods, a Coordinate Measuring Machine (CMM), a range of
piezo electric actuators, and Vernier scaled mountings. There are also beam
measuring devices like: CCD cameras, quadrant photodiodes, and wavefront
cameras capable of measuring the beam interacting with such components.
After completing the two proto-type eLISA FIOS, there was an immediate issue
with the collimation of the beam. The first FIOS produced a beam which had
a smaller output waist size than planned. The output beam modeled as being
a possible ±100µm variation in the focal position of the lens. This meant the
beam did not have the desired collimation; nor did it look to be within the
expected tolerances, of the components used. As part of the investigation into
the cause of these unexpected beam parameters seen figure 4.10, a dedicated
experiment to measure the focal lengths of the lenses was conducted.
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5.2 Method
The lens in question was the Geltech 352220 asphere (see table 4.1), which was
similar to the LPF FIOS lenses in focal length and in the glass from which it
was made. The lens was chosen because the figure quality was more consistent
lens to lens, than any of the fused-silica lenses which were considered. This
was the most important factor in making the decision on which lens type to
procure as repeatability was a key factor. The reason is due to its construction;
made in a mold from ‘softer’ glass improved the accuracy of the figure, over
a fused-silica lens which must be polished to shape; a process which is much
more prone to figure error. Although it is possible to get the required figure
of fused silica asphere, the costs were beyond the project and therefore the
molded lenses were used.
5.2.1 Measurement principles
As with many experiments there were two possible measurement types, an
absolute measurement of the lens focal length or a relative measurement among
multiple lenses. The methods for measuring the absolute focal length of a
lens are varied, and many ideas were considered. The most sensitive output
parameter which can be measured is the location of the output beam waist.
Therefore a method to determine the focal length is to change the separation
between an input beam waist and the output face of the lens by a known
amount. The resulting change in output beam waist position allows for back
calculation of the focal length.
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S T
D
ω0Focal point or input waist
Figure 5.1: This illustration shows the basic variables of the measurement
system. The separation of the fibre end and the lens rear surface ‘S’, is the
key variable, as the thickness ‘T ’ of each of the lenses was already known.
5.2.2 Methods of absolute measurement considered
Fluid measurements
Looking first at the absolute measurements, one method was to measure the
beam output of a fixed lens at a distance from a fibre end in air and then
flood the gap ‘S’ between them with a fluid, of known refractive index. By
comparing the output beam’s parameters, before and after the fluid was added,
the focal length of the lens could be calculated. The fluid would yield an extra
optical path length which could be either: modeled to find the focal length
which would produce such output beam positions after a change of separation,
or simply compensated by changing the separation of the fibre end and lens
until the beam waist was in the same place again.
The issues were: keeping the fluid in the right place so as not to distort the
output face of the lens; a small effect due to the change of refractive index
as the light entered the back of the lens; ensuring the fluid was cleaned away
fully before a new measurement was taken, as well as the practical challenges
involved. The small refractivity difference between the fluid and non-fluid
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measurements is the boundary at the back of the lens. The presence of a
higher refractive index medium means the refraction of the light will be slightly
less than for air. The magnitude of the refraction effect is dependent on the
refractive index of the fluid. To correct for such an effect optical modeling
would be needed to produce a correction factor.
Looking at figure 5.1 the following parameters can be assigned in the case of
using a fluid to change the separation: ‘D’ as the distance between the fibre end
and the output waist ‘ω0’ of the lens; ‘∆d’ as the change of waist position before
and after applying the fluid; ‘S’ is the separation of fibre end and lens; ‘∆S’
is the change of separation, after the fluid’s application, to bring the output
waist back to the same position as before; ‘nfluid’ is the refractive index of the
fluid; ‘nlens’ is the refractive index of the lens; ‘T ’ is the thickness of the lens.
In this situation the following statements describe the system before and after
the fluid is applied.
Before fluid and assuming the refractive index of air to be 1:
S +
T
nlens
→ ω0 at D
and after the fluid:
S
nfluid
+
T
nlens
→ ω0 at D −∆D.
The Separation changed to reposition waist:
S
nfluid
+
∆S
nfluid
+
T
nlens
→ ω0 at D
by equating the first and last statements the following equation can be gained:
S =
S
nfluid
+
∆S
nfluid
(5.1)
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rearranging to give:
S =
∆S
(nfluid − 1) (5.2)
This allows for the absolute size of the separation between the fibre end and
the lens rear face to be determined from the fluid’s refractive index and the
reposition distance alone.
The Effective Focal Length (EFL) is the focal length of an optic or combined
focal length of a series of optics in air. In this case the lens optical thickness
must be converted to the corresponding length in air. Combining this with
the thicknesses of the lenses and their refractive index, gives the EFL as:
EFL = S +
T
nlens
(5.3)
Given the accuracy with which the refractive index of fluids and glasses are
known (1 part in 106 or more), the uncertainty in the value of ‘EFL’ is limited
by the accuracy of the distance ‘∆S’ and thickness ‘T ’ and the ability to
determine the position of the output waist. Although as mentioned before
thermally driven effects could have proven problematic in this measurement.
The accuracy of these distances was measured to sub-micron using a Hexapod
(S), CMM (T ) and a wavefront camera (D). Thus the absolute ‘EFL’ could
be measured to an accuracy of a micron or less, using this method.
Fibre touch measurements
A second method of absolute measurement was to measure the displacement
between the lens back surface and the fibre end ‘S’. By starting with the lens
touching the fibre end, the fibre end could be moved away until the output
waist of the lens was at the appropriate position. This would provide a direct
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measurement of ‘S’ with an uncertainty dependent on the accuracy of the
Hexapod and the ability to judge when the lens and fibre end were in contact.
This allowed the EFL to be calculated by taking the gap between fibre end
and the back face of the lens ‘S’, adding on the optical path length from the
specific thickness ‘T ’ of the lens
An absolute measurement method considered involved using a fluid to change
the refractive index of the gap between the lens back and the fibre end or
beam source. This was impractical to implement, due to the need to mount
the fibre end and lens facing vertical, while using a considerable volume of fluid
∼ 2 litres for each measurement. Ultimately these fluid measurements were no
conducted due in part to time constraints but mainly the impractical nature
of the mechanical assemblies required to conduct the tests. Of note is also the
thermally induced refractive index changes of the fluid, induced by the beam
passing through it.
Absolute results
Several absolute measurements were made using the method where the fibre
end was moved until in contact with the back of the lens. These results were
limited by significant variation, which were most likely due to the uncertainty
in judging the point of contact between the fibre end and the lens. The final
value was an average absolute EFL of 11.24± 0.1 mm.
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5.2.3 Relative measurements
A third method was to use a fixed lens position and fixed output waist target
to measure the relative focal lengths of the lenses. The input waist would be
adjusted to position the output waist on a wavefront camera, with the input
waist position referenced to the lens rear surface, as shown in figure 5.2. This
method used a fixed coordinate system of the Hexapod to record the position
of the lenses when they produced the desired output beam waist position.
The results of which would provide relative measurements of the focal lengths.
This method relied on the lenses being replaced into the holder to sub-micron
accuracy.
If the measurements of the lens focal position are made relative to one another
then the following change is made to the variable ‘∆S’. It becomes the change
in separation of input waist and lens position, when comparing one lens to
another. Given equation 5.3, it follows that ‘∆EFL’ between lenses is:
∆EFL = ∆S +
∆T
nlens
(5.4)
Where ‘∆T ’ is the difference in thickness between the lenses. This is the
variation of EFL for one lens compared to another, or the overall average.
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5.3 Experimental method and setup
The chosen method of beam detection was to use a wavefront camera and
then position the lens with respect to the fibre end so as to produce a waist on
the wavefront camera. The wavefront camera was the most sensitive detector
available to measure the waist position of a beam, the waist position could be
measured with sub-micron precision.
Fibre end position adjusted 
to place output waist on 
fixed wavefront sensor
Lens referenced to 
rear surface Wavefront sensor 
Output waist position defined by fibre 
end position and lens focal length
Figure 5.2: This illustration shows the variables and the reference points of
the chosen measurement system. Changes of the separation between fibre end
and lens moves the output beam waist position, which was measured by a
wavefront sensor at a fixed distance from the fibre end.
5.3.1 Optical setup
The optical setup as illustrated in figure 5.2 was used to measure the focal
lengths of the FIOS lenses. The optical system was a simple object projection,
where the object – the fibre end – was projected onto the wavefront sensor.
To adjust the position of the projection on to the wavefront sensor, the fibre-
to-lens distance was adjusted by moving the fibre end.
The measurements taken were the position of the fibre end in the Hexapod
coordinate frame, and the distance between the fibre end and the wavefront
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camera. The distance between the wavefront camera and the fibre end was
measured by removing the lens and using the wavefront camera to measure the
curvature of the beam from the fibre end. The camera was able to measure this
distance to less then 1 mm. The fibre end movement was accurate to ±0.5µm,
limited by the Hexapod accuracy [49].
5.3.2 Lens placement and orientation
The position and repositioning of the lenses was highly important in ensuring
the repeatability of the results from lens to lens. The lenses were placed onto
the front of the U-groove and then pushed firmly back against the ball bearing
as shown in figure 5.3. The U-groove had a rough machine finish which seemed
to catch the lenses. In the first few attempts to replace a single lens, there
were a number of instances where it was out of position by tens of microns.
To help mitigate this problem, a fluid was used to lubricate the motion of the
lens. A few drops of methonal were placed on the U-groove before the lens.
This fluid reduced the chances of the lens catching on the rough surface and
also evaporated entirely, helping ensure it was not affecting the results.
Another parameter which was kept constant was the lens orientation during
each measurement. A small spot was marked on the side of the barrel. This
spot was kept at the top of the lens to maintain the same rotational placement
in the axis of the barrel/U-groove of the holder for each measurement. If the
lens face was not centred in the barrel of the lens, this would avoid beam
misalignment on repeat measurements, in fact the lens faces were centred in
the barrel of the lens to better than one micron. This was judged by the
deviation of the beam vector during rotation of the lens in the U-groove.
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Fibre and holder Lens in U-groove Wavefront sensor
Figure 5.3: Graphic to illustrate the details of the optical setup. The fibre
was held by two clamps, which pushed it into a groove on the metal plate. The
end of the fibre protruded a distance of 25 mm to allow it to be held close to
the lens. The lens holder is a U-groove, and had a ball bearing glued at one
side. The wavefront camera was atop a lab-jack which was adjusted in order
to centre the beam on the wavefront camera.
5.3.3 Wavefront sensor alignment
The wavefront sensor was adjusted by gentle tapping of the lab-jack to ensure
that it could be centred on the beam to less than 100µm, using the lab-jacks
inertia to achieve small movements. This method was used to centre the beam
in the plane of the bench, after the jack height had been moved up or down to
centre the beam. The distance between the wavefront camera was maintained
at ∼ 1.1 m± 1 mm from the fibre end. The distance was remeasured between
each lens focal position measurements.
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5.4 Results
5.4.1 Measured focal positions
The results for the lenses were combined with the pre-measured lens thick-
nesses. The focal position results in table 5.1 are the relative separations ‘∆S’
of the lens rear surface and the fibre end.
The values of ‘∆T ’ are measured relative to the average measured lens thick-
ness ‘T ’ (5.0125 ± 0.0005 mm). The values of ‘∆S’ are measured relative to
average focal position of ‘S’ as defined in figure 5.1. This means that the
‘∆EFL’ values are relative to the average EFL of this group of lenses. Using
equation 5.4 the ‘∆EFL’ was calculated.
Table 5.1: Relative EFL of selected Geltech 352220 aspheres
∆Focal position ∆Lens thickness ∆EFL
Lens name (mm) (mm) (mm)
Test lens +0.003± 0.004 +0.018 +0.014± 0.006
SN 06 −0.006± 0.010 −0.001 −0.006± 0.010
SN 07 −0.024± 0.019 +0.016 −0.015± 0.019
SN 08 +0.002± 0.004 +0.005 +0.006± 0.005
SN 09 +0.012± 0.009 −0.029 −0.006± 0.010
SN 10 +0.021± 0.007 −0.033 +0.001± 0.008
SN 11 −0.022± 0.005 +0.022 −0.008± 0.007
SN 12 −0.005± 0.012 +0.012 +0.002± 0.012
SN 13 +0.019± 0.005 −0.010 +0.013± 0.006
5.4 Results 76
5.4.2 Expected uncertainty
The air conditioning in the lab was in need of some maintenance at the time
this experiment was being conducted. The air temperature underwent large
fluctuations which resulted in temperature drifts of 3o per hour. This was a
problem, as the goal of this experiment was to measure the focal length of the
lenses to ∼ micron accuracy which required a series of measurements over the
course of an hour or longer. Given the distances between the fibre end and the
lens mountings of ∼ 0.1 m it was possible that changes of the order of ∼ 1µm
could have occurred between measurements.
One of the factors which was dealt with before this experiment was a measure-
ment of the thicknesses of the lenses. This important parameter was measured
using a CMM (Coordinate Measuring Machine) which gave the results in ta-
ble 5.1. This was needed in the production of the FIOS (see section 4.3.5) to
ensure the correct optical path length between fibre end and lens face.
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The reason for this test was to check the EFL of the Geltech 352220 aspheres,
to see if that could explain the issues seen with the first two proto-type eLISA
FIOS.
The results of relative measurements between multiple lenses (see table 5.1)
showed that the variation of the lens EFL was typically less than ±35µm
from an average value. Comparing this to the ∼ 100µm modeled variation of
EFL between the two lenses used in the first two proto-type eLISA FIOS, the
measurements show that if the lenses used for these eLISA FIOS were typical,
then they were not the reason for the output beam variation.
The absolute measurement result of ∼ 11.24 ± 0.1 mm and the relative mea-
surement result of ±35µm, are both within the quoted manufacturer tolerance
of 11.21± 1% mm.
To summarise, the work conducted and presented in chapters 4 & 5 was suc-
cessful in developing and troubleshooting the new design for the eLISA FIOS.
As of writing multiple FIOS have been successfully produced, now that the
initial problems in manufacture have been investigated.
Chapter 6
Performance testing of
photodiodes
6.1 Introduction
Photodiodes are the main method of detection of science signals on a LISA
PathFinder (LPF) and any future eLISA/LISA-type missions. Their role on
the optical benches is to detect both the interferometric signals and measure
the optical power levels. The photodiodes are the first part in each of the
signal measurement chain and play an important role in the overall detection
sensitivity. Due to their position and importance, LPF and all current LISA
type missions have a built in redundancy in case a photodiode were to fail. The
redundancy is implemented by both output ports of the beam combiners being
populated by a photodiode. LISA-type missions measure not only the phase
of the heterodyne signal, but also utilise what is called Differential Wavefront
Sensing (DWS) [50]. This yields valuable information about the alignment in
terms of angle, between the two interfering beams. By detecting the relative
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phase of the signal in each quadrant of a quadrant photodiode (QPD) the
relative angular alignment of the two optical beams can be determined. In
the case of LPF, where there are freely floating test masses, this provides a
measure of the test mass angular alignment in two degrees of freedom. One of
the goals of LPF was to reach a noise floor of 6.3 pm/
√
Hz in the longitudinal
readout measurement in a band from 0.1 mHz to 100 mHz. This and other
goals placed strict requirements on the photodiodes in terms of bandwidth
and spatial uniformity of response. There are also other requirements on how
well the photodiodes have to be aligned to the optical beams, but these are
not dealt with in this chapter.
This chapter will detail the results of a series of tests performed on several
types of photodiode to determine their suitability for both LPF and LISA-
type missions. These tests include: spatial uniformity response of the signal
magnitude, spatial uniformity response of the signal phase, variation of signal
magnitude with frequency, and variation of signal phase with frequency. The
photodiodes tested are two different types of 5 mm diameter quadrant photo-
diodes. The first is an InGaAs quadrant photodiode made by OSI and known
as the “InGaAs photodiode”. The second is Silicon quadrant photodiode made
by Silicon Sensor and tested in two forms: the commercially available version
known as the Silicon Sensor photodiode or “QP22-E”, and the other packaged
by lewicki and known as the “Lewicki photodiode”. The Lewicki photodiode
has an integrated thermo-electric coupler (TEC), and comes pre-assembled,
with long cables. The Silicon Sensor group are now part of First Sensor, and
the QP22-E photodiodes are now sold under the name “QP22-Q”.
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Table 6.1: Specifications of InGaAs and QP22-E photodiodes
Photodiode Diameter Gap size Amp/Watt Rev. bias Capacity
InGaAs 5 mm 45µm 0.8 5 v (max) 250 pf
QP22-E 5.3 mm 70µm 0.6∗ 150 v 3∗ pf
* values for QP22-E photodiode while under 150 volts reverse bias
6.1.1 OSI InGaAs photodiodes
The LPF flight optical bench has ten photodiodes. There are eight quadrant
photodiodes measuring the science outputs of the four interferometers. Each
of the four interferometers has a quadrant photodiode on both of its output
ports for redundancy. Additionally there are two photodiodes which measure
the power levels of the input beams to the optical bench and have different
requirements to the other photodiodes.
The InGaAs photodiodes originally procured for that bench were produced by
OSI, in their now closed down European operations. This was the second order
of these photodiodes as they had been used with success on the engineering
model optical bench. They are relatively large InGaAs photodiodes with a
diameter of 5 mm and a gap between the quadrants of ∼ 45µm. These photo-
diodes met all of the requirements placed upon them in both the engineering
model and the flight model procurements.
The OSI photodiodes suffered a high failure rate during procurement of the
photodiodes for the two flight optical benches. Indeed the procurement of
photodiodes for the the flight benches started with the first batch of photo-
diodes being rejected entirely. The photodiodes that are currently fitted to
flight bench are from a second batch of photodiodes for the flight benches.
A failure rate of +50% was seen at the manufacturing level which continued
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to climb during integration of the cabling and subsequent testing which lead
to what is a final yield of ∼ 10%. This turned out to be just enough func-
tional InGaAs photodiodes to populate the flight bench but not the flight spare
bench. This meant that in order to provide photodiodes for the flight spare,
new photodiodes from a different source had to be procured.
The list of things that have gone wrong with these photodiodes is extensive.
The photodiodes suffered electrical failures pre-delivery to the University of
Birmingham which meant there was only around a 50% yield from the wafer.
The next major failure of photodiodes came sometime after delivery (it is
thought) where the photodiodes suffered an electrostatic discharge. This dis-
charge was enough to damage many of the quadrants and caused holes to
appear in the surface of the quadrants which were of the order of a hundred
microns in size. Other issues not related to the physical structure of the photo-
diode have reduced the yield to a level where there was not enough to populate
both the LPF flight and flight spare optical benches. Despite the high fail-
ure rate the surviving functional InGaAs photodiodes have shown excellent
performance in each of the tests conducted here and elsewhere, over the last
∼ 6 years.
6.1.2 Lewicki/Silicon Sensor photodiodes
Due to the high failure rate of the OSI InGaAs photodiodes, an inability
to reprocure, barely any spares for the flight bench and not even a set for
the flight spare bench, a procurement of different photodiodes was made by
the UK. The chosen supplier Lewicki, packaged Silicon Sensor model QP22-
E photodiodes. These photodiodes have what Silicon Sensor call enhanced
sensitivity to NIR light. The photodiodes have a responsivty of 0.6 Amp/Watt
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Figure 6.1: Picture of the Silicon Sensor QP22-E photodiode.
at 1064 nm compared with less than 0.2 A/W for typical Silicon photodiodes
and 0.8 A/W for the OSI InGaAs photodiodes. The reason why Silicon was
chosen over InGaAs was that it was seen to be a more robust material, and so
less susceptible to damage from electrostatic discharge.
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6.2.1 Silicon photodiodes in the visible spectrum
A Silicon phototdiode typically operates in the visible spectrum without bias.
The photodiode has a p-n junction around which a depletion region of high
field forms. Photons of wavelength 633 nm are absorbed after less than ∼ 3µm
of Silicon. Photo-electrons formed in the depletion region are quickly swept
out by the high field which ensures that the signals are readout promptly.
To improve the performance of a photodiode in terms of time between absorp-
tion of the photon and the photo-electron being readout, reverse bias can be
applied. This bias voltage is applied across the p-n junction and increases the
strength of the electric field which leads to an increase in the depth of the de-
pletion region.This in turn means a shorter travel time for a larger number of
photo-electrons to the p-n junction. Statically it is unlikely that a visible spec-
trum photon would be absorbed outside of the depletion region, thus producing
a photo-electron that wonder slowly through the Silicon before reaching the
depletion region and then p-n junction where it would be readout. Any photo-
electrons generated outside the depletion region will wonder slowly through
the substrate until reacting the depletion region where it will be readout.
6.2.2 InGaAs photodiodes in near infrared spectrum
The operation of an InGaAs photodiode such as the OSI InGaAs photodiodes
at 1064 nm is similar to that of a typical Silicon photodiode with visible light.
The InGaAs photodiodes tend to not require bias for operation, however a
reverse bias voltage can help to improve the response just like in the case for
6.2 Photon detection by InGaAs and Silicon 84
Silicon. The absorption depth of a 1064 nm photon in InGaAs is ∼ 1µm. This
is again like the Silicon case very close to if not inside the depletion region of
the photodiode. The photo-electrons have a high mobility and are promptly
readout from the photodiode shortly after absorption.
Depletion region 
depth increases with 
the bias applied to 
the diode
P-type region
Undepleted n-type 
Silicon region, 
where photo-
electrons have low 
mobility
Scattering on the back 
of the diode to improve 
NIR response
Metal Contacts n type Material 
(for contact)
Connector array on the 
back of the scattering 
surface
Figure 6.2: This diagram shows the some of the specialised features of the
QP22-E type photodiodes. Illustrated are the variable absorption depths for
different wavelengths of light. Though not to scale it is clear to see that short
wavelength light (blue) is absorbed in a shallow depth of silicon near to the
p-n junction and inside the depletion region. Shown is the connector array on
the backside of the photodiode. These are thought to be the cause of the array
of spots seen on all of the 2D scans of the photodiodes. Note also the back
scattered light. This is done to raise the Amps/Watt rating of the photodiode
by reflecting unabsorbed light back through the device.
note: this does not represent the actual QP22-E photodiode configuration and is for
illustrative purposes only
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6.2.3 Silicon photodiodes in near infrared spectrum
As illustrated in figure 6.2, longer wavelengths of light are absorbed much
deeper. The absorption length of 1064 nm light in silicon is ∼ 1 mm which
is much deeper than the typical depth of the depletion region and in fact
the overall thickness of the photodiode. As much a 60% of the near infra-
red (NIR) light incident on a Si photodiode doesn’t generate a photo-current.
The thickness of the QP22-E photodiodes substrate is only ∼ 380µm. Part
of the reason for not making thicker photodiodes, is that for every 100 nm
of photodiode thickness, there is an additional 1 ns of response delay. The
production of photo-electrons outside the depletion region has two effects on
the response of the photodiode. The first effect is a slower response of the
photodiode to a signal. The second is the ability of the photo-electrons –
outside of the depletion region – to diffuse laterally in the photodiode substrate
leading to them potentially being readout in adjacent quadrants. This is called
cross-talk and is to be avoided as it reduces a quadrant photodiode’s ability
to resolve the relative phase of signals in each quadrant. This is a particular
problem for Dynamic Wavefront Sensing (DWS).
6.2.4 Enhancing Silicon responsivity to near infrared
light
To help improve the performance of the QP22-E photodiodes at 1064 nm a
number of changes to the silicon photodiodes are made during fabrication.
The photodiodes are thicker to improve the chances of the photons being ab-
sorbed, which increases the responsivity of the photodiode. The photodiodes
are more robust to be capable of having 150 V reverse bias applied. This is
in fact their nominal operating point for 1064 nm light. By having such a
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large reverse bias applied, the depth of the depletion region is vastly increased,
which improves the speed at which the photo-electrons are readout and in-
creases the likelihood of the photons being absorbed in the depletion region.
It also reduces the chances of cross-talk between the quadrants as there is
less chance of a photo-electron wandering unguided by an electric field into
another quadrant. The final part of the customisation is a layer at the back
of the photodiode which scatters the photons which are not absorbed back
through the photodiode substrate. This increases the chances of the photons
being absorbed by effectively increasing the thickness of the Silicon substrate.
This scattering does however lead to what is termed ‘optical cross-talk’ where
photons are scattered into adjacent quadrants before being absorbed. This is
optical cross-talk is unaffected by increasing the reverse bias.
6.3 Photodiode characterisations 87
6.3 Photodiode characterisations
The tests conducted on the photodiodes were: the spatial uniformities of re-
sponsivity and phase lag, and their transfer functions for signal amplitude and
phase lag. The spatial uniformity tests are relevant to all LISA-type mis-
sion including LPF and eLISA. The signal frequency dependent tests are split
between LPF requirements and eLISA/LISA-type missions. Not all of these
tests where performed in the one place, a subset of them were performed over
four different groups: The University of Birmingham, University of Glasgow,
Albert Einstein Institute Hannover, and Astrium GmbH Friedrichshafen.
6.3.1 Spatial uniformity testing
The spatial uniformities of responsivity and phase lag were measured using
beams of 1064 nm light. The beam was focused to a spot with a beam radii
∼ 100µm. The size of the beam sets the resolution of the spatial testing.
Either the photodiode or the beam can be moved to produce a map of spot
measurements covering the full active area of the photodiode. Some of the tests
performed produced a full 2D map of a photodiode’s active area; however for
small beams the time taken to make a full 2D map is very much longer due
to the squared dependence on the beam radius. The author and others at the
University of Glasgow, performed 1D scans over key photodiodes regions with
a beam of 20µm in diameter. This allowed for high spatial resolution to be
achieved over the region of interest, in a one hour time frame compared to a
day or so for a full 2D map.
A limit of less than 3% variation in responsivity over the active area of the
quadrants was the requirement for LPF. The origin of this requirement is not
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fully understood by the author and the subsequent results in this chapter,
combined with a simulation performed by E.Fitzsimons, showed it to be non-
critical. As a reference, eLISA inherited a similar value on uniformity.
6.3.2 Frequency response testing
The QP22-E photodiode bandwidth was questioned following a series of tests
showed higher than expected phase lag. These tests suggested lower than
required bandwidth for the eLISA optical bench, where it was planned to have
the QP22-E photodiodes. The photodiodes were tested for variation of output
signal magnitude and phase to changing input signal frequency. These transfer
functions were conducted over a range of heterodyne frequencies from, 1 kHz
to ∼ 50 MHz. This range fully covered both the heterodyne beat notes of the
LPF optical setup of 1 kHz, and beyond the 20 MHz proposed for LISA-type
missions.
The QP22-E photodiodes had been considered for eLISA, due to their quoted
low capacitance of 3 pF and 12 ns rise time, which implied a cut off frequency
safely above the 20 MHz requirement.
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6.4 Spatial intensity response
6.4.1 Introduction
Spatial responsivity tests of the photodiodes were carried out by the University
of Birmingham during the photodiode qualification. After uniformity issues
with the Lewicki Silicon photodiodes were found, Glasgow University and then
Astrium conducted scans too. Glasgow University produced high resolution
1D scans of intensity response; while Astrium GmbH performed both intensity
response and phase lag 2D scans of the QP22-E photodiodes.
Spatial0uniformity0circuit0diagram
cDAQ-9178
NI09215
33kΩ
100pF
1.8μH
Figure 6.3: This is the circuit diagram of the readout chain for each quadrant
of the photodiodes tested for spatial intensity response. In this example, the
photodiode has no reverse bias applied; however later scans did employ reverse
bias. The front end electronics of this setup were made to be identical to the
flight electronics of the LPF mission, and the signals are feed into a N.I. 9215
16-bit adc module, in a cDAQ-9178.
Key factors to ensuring good results in these tests are: the repeatability of
the beam size on the photodiodes; consistency of the dc light power level or
depth of amplitude modulation; distance between measurement points; identi-
cal readout of quadrants; corrections for dark current and any off set voltages.
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The beam powers used were approximately 20 mW or less in dc power, with
tests done to check the linearity of the photodiode’s response to beams of
around this power level.
Wavefront Sensor to provide live 
readout of the beam reflected 
from the photodiode surface
D.C. Power meter to 
monitor beam intensity 
Lens adjusted to 
position beam waist 
onto photodiode 
Photodiode position 
stepped across the 
beam to make 
measurements
Figure 6.4: Optical layout used to produce 1D scans at the Univeristy of
Glasgow. The light was delivered by a fibre coupler and then aligned onto
the middle on the photodiode through the beam splitter. Some of input light,
reflected from the beam splitter, was directed to a power meter. Light passing
through the beam splitter was focused down onto the surface of the photo-
diode. The light reflected from the surface of the photodiode, passed back
through the lens; was re-collimated, and partially reflected to the wavefront
sensor. The radius of curvature of the light reaching the wavefront sensor
was therefore a measure of the spacing between the lens and the photodiode
surface. For a collimated beam from the fibre coupler the correct spacing of
lens-to-photodiode would yield a focused spot on the photodiode surface and
a well collimated beam at the wavefront sensor.
To ensure sufficiently detailed measurements of the gap region between quad-
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rants the beam probe must be smaller than the gap. The gaps of the QP22-E
and the OSI InGaAs photodiodes are 70µm and 45µm respectively and a beam
of 20µm diameter was used. Smaller beams require more points to cover the
full photodiodes so it was seen as a good idea to do 1D high res scanning of
the photodiodes, rather than 2D maps. Horizontal and vertical scans were
performed to check the consistency of the gap size; although they revealed
that the gap thickness was not equal, and varied from place to place.
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6.4.2 Birmingham University scans
Work done at the University of Birmingham as part of the photodiode qualifi-
cation procedure, confirmed that the InGaAs photodiodes met the uniformity
requirements. The test measured the magnitude response of the photodiodes
to 1064 nm light over their active area and showed that they were uniform
to better than ±3%. The responsivity of the photodiodes was measured us-
ing a 175µm diameter beam with 100µm steps between measurements. The
photodiodes were probed with 1064 nm light from a power stabilised laser.
Each sample point on the photodiode was the average of a 100 measurements,
taken at 1 kHz. These points where then plotted on a graph, showing the four
separate quadrants (figure 6.5) [51].
The size of the beam was much larger that that which could be used to measure
the profile of the photodiode’s gap region and the step size was larger that the
gap so the resolution was poor.
University of Birmingham QP22-E photodiode scans
Figure 6.5: Shown is the University of Birmingham scans of a QP22-E pho-
todiode showing large scale non-uniformity of the response.
The results of the scans can be seen in figure 6.5. There is a large scale non-
6.4 Spatial intensity response 93
uniformity clearly visible in the quadrant response which should ideally be flat
over the active area. There was overlap at the gap regions due to the large
beam size compared to the gap of 70µm. This meant that the gap is undefined
in the scans. There is also a clear spot pattern in the quadrants. This was
suspected of being the connector array illustrated in figure 6.2.
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6.4.3 Glasgow University scans
Experimental setup
The beam size of the setup (figure 6.4) was measured to be 20µm in diameter
and verification of this can be seen in some scans where narrow features are
present and from figure 6.6. With a small beam like this it is important to
maintain its focus position onto the photodiodes surface. Failure to monitor the
spot size could lead to larger than expected beams scanning the photodiode.
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Figure 6.6: The graph shown here is the plots of both the X and Y axis of
the beam used to probe the photodiode. A straight line fitting of these points
gave an ωo of 19.5± 2µm.
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Beam size
The spot size or focus on the photodiode was monitored using light reflected
from photodiode surface and measured by a wavefront sensor (see figure 6.4).
To ensure the spot was focused to better than the Rayleigh range onto the
surface of the photodiode, the radius of curvature at the wavefront sensor had
to be kept between −1000 mm and 500 mm. This translated into positioning
of the photodiode to a few microns with respect to the lens used to focus the
light. During the testing, a collimated beam of < 3 m radius of curvature,
ensured that the desired spot size on the photodiode was maintained.
1 2
3 4
Figure 6.7: The figure shows the region over which a typical 1-D scan of a
QP22-E photodiode was conducted. The scan runs parallel to the vertical gap
of the photodiode, but at a distance from it to ensure there is no significant
signal from quadrants 1 and 3. The diagram is to scale: the black lines are
the thickness of the gap, the quadrants are the correct area, and the thickness
of the red line in the orange strip, is the width of the beam used to probe the
photodiode.
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The photodiode under test and the lens used to focus the light were both
mounted on Hexapods. These enabled control of angles to a milli-degree, and
positional control at the sub-micron level. The positioning was repeatable to
sub-micron and realignment was only required due to changes of photodiode
or other components in the beam path moving.
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Repeat scanning of the Lewicki QP22-E photodiode gap region
Figure 6.8: Graph of repeatability of the measurements. Taken by rescanning
the same path of a QP22-E photodiode with a 5 − 10 minute break between
scans. Each repeated data point, shows variation at the ∼ 3% level which is
about the same as the error in the measurements due to the correction for the
power variation. The scan starts each time in the centre of the gap between
quadrants one and two. And shows an arbitrary, repeatable shape to the
responsivity of the photodiode. The irregularities of the photodiode, are much
larger than the ± 3% uniformity of response requirement which is needed over
the active area of each quadrant.
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Measurement repeatability
Repeat measurements of the same photodiode were made over the course of
several minutes to show the long term repeatability of the set up (see fig-
ure 6.8). This does not prove that it was repeatable day-to-day, but ensured
that over the course of a single photodiode scan, any variation was due to pho-
todiode features and not noise in the experiment. There can also be some level
of confidence that this was not a profound effect or one which changed day-
to-day, due to the consistency of the results as a whole. These measurements
were corrected for beam power variation, using the power monitor values taken
at the time of the measurement.
6.4.4 Results
The plots of an OSI InGaAs photodiode and a Lewicki and Silicon Sensor
photodiodes can be seen on figures (6.9, 6.10, 6.11, 6.12). Note the striking
difference in uniformity of response. The InGaAs photodiode shows well de-
fined, flat topped quadrants and a clear gap region (see figure 6.9). The gap
is a steep sided, fall off of response, as the beam moves from one quadrant
to another. There is minimal cross-talk, and the slight rise of signal in other
quadrants – while the beam is in the gap – which could be from scattered light
due to the, possibly rough nature, of the gap’s surface.
The QP22-E photodiodes show a sloped response with a dip towards the centre
of the photodiode and a roll off towards the edges (see figure 6.10). The
drop in signal starts before the beam gets close to the edge of the quadrant;
even after moving across the gap into a new quadrant signals continued to
be recorded in the previous quadrant for some ∼ 300µm. The gap region
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Figure 6.9: Graph showing the spacial response of a OSI InGaAs photo-
diode. The scan done at Glasgow University detailed the gap region of the
photodiode, and shows the sharp transition between the quadrants. The data
shows variation at the ∼ 3% level which is about the same as the error in the
measurements due to the correction for the power variation.
is almost insignificant in its effect on the overall responce of the photodiode.
There is a drop in the overall response, when compared to an area, close to
the middle of a quadrant; however each channel shows just as much signal, as
it does cross-talk, in the quadrant areas, close to the gap.
The application of 9 V reverse bias, to the QP22-E or Lewicki photodiodes,
improved the shape of the response. The fall off as the beam approached the
gap got better, and the signals dropped away faster; however cross-talk, could
still be seen ∼ 250µm into the adjacent quadrant.
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Figure 6.10: Graph showing the spacial response of a Lewicki QP22-E Photo-
diode without reverse bias. The scan done at Glasgow University detailed the
gap region of the photodiode, and shows the transition between the quadrants.
The data shows variation greater than ∼ 3%. This is above the error in the
measurements due to the correction for the power variation.
Figure 6.12 shows the improvements that 100 V of reverse bias were able to
achieve. The fall off on approach to the gap, is now limited to less then 100µm
and is a steep fall off. The cross-talk; however is still visible – to a lower level
– ∼ 200µm into the next quadrant.
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Figure 6.11: Graph showing the spacial response of a Lewicki QP22-E Photo-
diode with a reverse bias of 9 V. The scan done at Glasgow University detailed
the gap region of the photodiode, and shows the transition between the quad-
rants. The data shows variation greater than ∼ 3%. This is above the error
in the measurements due to the correction for the power variation.
Astrium scan of spatial phase response
A 2D scan of the phase lag response of a QP22-E photodiode showed decreas-
ing phase lag as you move radially away from the centre of the photodiode
(figure 6.13). The phase lag was greatest towards the gap and there was also
a matrix of dots which appeared in a regular pattern over the active area of
the photodiode. These dots although not easily found on any of the 1-D scans,
showed clearly on the intensity response maps too. These are thought to be
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Figure 6.12: Graph showing the spacial response of a Lewicki QP22-E
Photodiode with a reverse bias of 100 V. The scan done at Glasgow University
detailed the gap region of the photodiode, and shows the transition between
the quadrants. The data shows variation greater than ∼ 3%. This is above
the error in the measurements due to the correction for the power variation.
features from the connector array on the back of the photodiode substrate,
seen in the responsivity maps produced by the University of Birmingham.
6.4.5 Conclusion
The cross-talk of the photodiodes is caused by the incoming photons penetrat-
ing deeply into the silicon photodiode (see figure 6.2). This means that many of
them will generate photo-electrons outside of the depletion region where there
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Figure 6.13: Graph produced by Astrium GmbH Friedrichshafen [52], measur-
ing the spatial phase response of the QP22-E photodiodes. The measurements
were done using 1064 nm light on an unbiased photodiode.
is no sizable electric field to move them towards the p-n junction of the photo-
diode. This causes the travel time to be longer and allows the photo-electrons
the ability to diffuse laterally in the photodiode leading to them being readout
in adjacent quadrants. Applying more reverse bias increases the depth of the
depletion region, which helps limit the cross-talk. The results of these scans of
the QP22-E photodiodes with various reverse bias voltages applied show that
cross-talk is significantly improved by higher reverse bias. The photodiodes
are designed to be operated with high reverse bias. The specification table for
the QP22-E photodiodes shows clearly that many of the photodiode tests were
6.4 Spatial intensity response 103
performed at 150 volts reverse bias. The residual cross-talk of the photodiodes
at 150 V reverse bias is due to what is termed optical cross-talk. This is caused
by photons scattering off a special surface at the back of the photodiode. These
photons pass through the photodiode substrate, without being absorbed, and
are reflected back into the photodiode substrate by a scattering surface, see
figure 6.2. By scattering the photons back through the substrate their chances
of being absorbed are increased; however they can be scattered into the adja-
cent quadrants. This effect is independent of the reverse bias applied to the
photodiode.
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6.5 Frequency response
6.5.1 Introduction
Following the finding of the phase lag across the photodiode quadrants (fig-
ure 6.13) it was decided to test the bandwidth of the silicon photodiodes. The
size of the phase lag in those scans gave cause for concern over the bandwidth
of the QP22-E photodiodes. The goal was to analyse the Silicon photodiodes
response to higher frequency signals. The method was to produce transfer
functions of the photodiodes response in terms of both signal magnitude and
phase, for different values of the frequency of the input signal and the re-
verse bias applied to the photodiode. The signal magnitude and phase would
be measured relative to a reference photodiode. As a reference to measure
against the University of Glasgow used a single element InGaAs photodiode
(C30619 PerkinElmre).
Frequencybtestingbcircuitbdiagram
Minicircuitsb
TB-409-1+
amplifier
Spectrumb
analyser47Ω
Vbias
Figure 6.14: The circuit diagram of the readout chain for a single photodiode
quadrant or photodiode, during the tested for frequency response. The non-
recorded quadrants, were connected to ground through 47 Ω. The minicircuits
TB-409-1+ contains a GALI 1+, DC to 8 GHz amplifier. The output of which
was fed into one of two Spectrum Analysers, depending on the experiment.
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6.5.2 Low frequency transfer functions
The first tests performed on the QP22-E photodiodes was comparing their
signal magnitude response compared with an InGaAs photodiode. This first
provided information on the use of the QP22-E photodiodes on the LPF optical
bench, for which the QP22-E photodiodes had been procured. The tests used
the setup seen in figure 6.15 which was a heterodyne beat note produced
by twin AOMs. The contrast of the interferometer setup was ∼ 70%, with
mean power levels of ∼ 10 mW. The power levels were not constant over the
full range of frequencies. The frequency range explored with this setup was
limited to 100 kHz by the FFT Analyser (Stanford research systems model
SR780 signal analyzer).
The InGaAs photodiode was quoted as having a bandwidth of 350 MHz [53],
allowing it to act as a reference. By making the measurements of QP22-E
photodiodes relative to the InGaAs photodiode, a measure of the frequency
response of the QP22-E photodiode was produced which was independent of
the changing light powers in the interferometer.
The results of this experiment showed a marked drop in the signal magnitude
response as you went up in frequency, figure 6.16. Without any reverse bias
applied the signals where down by a factor of two at ∼ 25 kHz when compared
to 1− 2 kHz signal. A reverse bias of 9 V improved the response a little but it
was still a factor of two down by ∼ 50 kHz. Looking now to the 100 V reverse
bias plot, it can be seen that it is flat all the way out to 100 kHz. To further
understand why we look towards the phase lag plots.
The graph of phase lag showed similar results to that of the magnitude re-
sponse, seen in figure 6.17. The graph here is the relative phases of the signals
coming from the two photodiodes. Again the plot without reverse bias shows a
6.5 Frequency response 106
Figure 6.15: The figure shows the optical setup used to test the QP22-E
photodiodes over the frequency range of 1 − 100 kHz. The light from a laser
was split into two AOMs driven at 80 MHz. The difference in heterodyne beat
note was controlled by changing ν 2.
fast drop off in response which starts at a lower frequency than 1 kHz. As can
be seen it reaches almost 45 degrees behind in the mid to high tens of kHz. The
9 V reverse bias case shows marked improvement over the photodiode without
bias; however it is still a long way short of what is required. Note also the hint
of an up turn from the 30 kHz onwards. This was a puzzling artifact which
is seen in all later transfer functions performed at the University of Glasgow.
The plots of the 100 V reverse bias is again a flat line out to 100 kHz.
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Figure 6.16: The graph shows the ability of the QP22-E to transfer an input
light signal (the heterodyne beatnote) into an output voltage at three different
reverse bias voltages. The y-axis is the ratio of signal amplitudes readout from
the InGaAs photodiode vs the signal amplitudes readout from the QP22-E.
The over and under filling of the InGaAs photodiode causes the different dc
levels that appear for the three different reverse bias voltages.
Both of these results are consistent with the ideas laid out for how photo-
electrons produced outside of the depletion region act (see section 6.2).
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Figure 6.17: The graph shows the ability of the QP22-E to transfer an input
light signal (the heterodyne beatnote) into an output voltage at three different
reverse bias voltages. The y-axis is the ratio of signal amplitudes readout from
the InGaAs photodiode vs the signal amplitudes readout from the QP22-E.
The over and under filling of the InGaAs photodiode causes the different dc
levels that appear for the three different reverse bias voltages.
6.5.3 High frequency transfer functions
In order to test the QP22-E photodiodes over both the LISA pathfinder and
LISA frequency band, a pair of offset locked lasers where used. This set up
provided a stable heterodyne beat note between ∼ 1 kHz and ∼ 100 MHz. The
offset locking frequency was supplied by an FFT analyser, allowing the hetero-
dyne frequency to be swept over the range of frequencies. The analyser changed
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Figure 6.18: The figure shows the optical setup used to test the QP22-E
photodiodes over the frequency range of ∼ 1 kHz to ∼ 100 MHz. The light
from the lasers was passed through faraday isolators before being directed into
a scanning cavity and a high bandwidth InGaAs photodiode. This photodiode
was used to detect the beatnote between the two lasers. The frequency differ-
ence between the lasers was set to ν 2, and was maintained via a servo which
used feed back from the photodiode to drive the slave laser to follow the the
master at the correct offset. The heterodyne beatnote at the test photodiodes
was ν 2 minus ν 1 where ν 1 is 80 MHz. The heterodyne frequency was changed
by adjustment of ν 2. The reference photodiode was again smaller in area than
the QP22-E photodiode, so all results are again relative and not absolute in
there magnitude. The measured phase difference was unaffected by this.
the heterodyne frequency by changing the offset locking point of the lasers ν 2.
The resulting signals from both the InGaAs and QP22-E photodiodes, were
input to the FFT analyser. The analyser could only go up to 20 MHz so all
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data taken beyond this frequency were done with spot measurements.
The beatnote between the lasers was unstable at the low frequency end of
the test. At a beatnote frequency on the test photodiodes of ∼ 1 kHz, the
signal phase was very unstable; however, because we had a perfectly good
measurement set for these lower frequencies this was not required.
The data appeared to show a minor dip below 1 MHz when comparing any
QP22-E with an InGaAs photodiode. The reason for this dip was not fully
understood. A series of cross checks to the signal chains, changes of light
levels, and even different photodiodes all showed a dip. Over the course of
these checks and tests we were able to show that it was: independent of what
readout chain was used, that the light levels did not change its size or depth,
it had slight variation over the different QP22-E photodiodes tested and that
the dip was not seen when comparing two InGaAs photodiodes.
Work done by our colleges at AEI didn’t show signs of this dip; however their
setup was not identical. Their signal was produced by amplitude modulation of
a laser diode, where the built in reference photodiode was used to compare the
measured signal magnitudes and phase from the tested QP22-E photodiodes.
Their amplitude modulated signals were small compared to the dc light levels
on the photodiodes which we assumed to be the only difference. Comparatively
the two experiments had an approximately equal ac signal size but our setup
had much lower dc light levels.
The OSI InGaAs photodiode and the Lewicki photodiode were both untested
due to their long pre-assembled cables. These prohibited the use of intimate
readout electronics, and made signal readout chain length matching – to avoid
signal lag from unmatched signal readout chains at high frequencies – very
difficult.
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Figure 6.19: The graph shows the ability of the QP22-E to transfer an input
light signal (the heterodyne beatnote) into an output voltage at four different
reverse bias voltages. The y-axis is the ratio of signal amplitudes readout from
the InGaAs photodiode vs the signal amplitudes readout from the QP22-E.
The over and under filling of the InGaAs photodiode causes the different dc
levels that appear for the four different reverse bias voltages.
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Figure 6.20: The graph shows the phase lag of the QP22-E compared to an
InGaAs photodiode. The QP22-Ewas measured at four different reverse bias
voltages. The y-axis phase of the readouts from the two photodiodes.
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6.5.4 Conclusions
The conclusion of this work was that the QP22-E photodiodes were unsuitable
for use with LISA-type missions. The reason was their poor magnitude re-
sponse and large phase lag (figures 6.19, 6.20) at the max heterodyne beatnote
frequency which was planned to be at 20 MHz. Although there was the pos-
sible fix of applying a large 150 V reverse bias to help solve these issues, such
large reverse bias on photodiodes would produce significant power dispassion.
This could affect the required temperature stability on the optical bench. In
order to maintain the required thermal stability, the photodiode power would
need to be stabilised.
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6.6 Pulse response times of photodiodes
6.6.1 Introduction
Another area of photodiode input to the LPF mission is the power stabilisation
servo that monitors dc power levels on the optical bench. This servo uses the
light power levels as measured by the photodiodes and feeds back to AOM
drivers, correcting for beam power variations. This servo requires a bandwidth
of 100 kHz from the photodiodes, which is higher than the required bandwidth
for the science output of the interferometers. From the previous work done
to analyse the frequency response of the QP22-E photodiodes, it was known
that without a reverse bias they did not have the required bandwidth. An
experiment was undertaken to look for the response of the silicon photodiodes
to light pulses to further characterise this time response.
A follow up on frequency domain analysis of the QP22-E photodiodes for phase
response in the time domain was chosen. The experiment used an AM beam
which required rapid switching between on/off to produce a step change in
light power. The time taken between the on and off states needed to be less
than the ‘rise time’ of the QP22-E (∼ 12µs). By comparing the response of the
QP22-E photodiode to the step change, with that of the InGaAs photodiode
(C30619), an understanding of the profile of the response could be gained. The
bias applied to the photodiode during this investigation was only that which
could be supplied by the LPF electronics, which is limited to 5 volts. The time
constants of these two effects were what we wanted to determine, such that
they could be used as inputs to model the stability of the power monitor servo.
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6.6.2 Theory
The response of a typical photodiode is separated into two different regimes.
These regimes are the slow and prompt response. A prompt response is one in
which the time between a photon arriving at the photodiode and the resulting
photo-electrons moving across the p-n junction is short. This prompt response
comes from the production of photo-electrons in a depleted region close to the
p-n junction. An InGaAs photodiode working in the NIR region has a response
to a pulse or step change in light power which could be said to be prompt.
This is due to the generation of photo-electrons close to the p-n junction.
In the QP22-E photodiodes the generation of many of the photo-electrons is
outside of the depletion region, far from the p-n junction. This leads to longer
times between photon arrival and photo-electron read out. The so called slow
response.
6.6.3 Experimental setup
To ensure that the test was as representative as possible, the dc light powers
of the beams were set to ∼ 1 mW which is close to the expected 0.8 mW. The
light used was amplitude modulated light from an A&A AOM. The drive to
the AOM was viva a Mini-circuits ZLW -6+ mixer to produce fast switching.
Using the mixer, switching times of ∼ 10 ns were achieved. The modulation of
the light was applied by a square wave with its amplitude and offset voltage
determined the size of the light power and the depth of the modulation.
The reference photodiode used in this setup was a PerkinElmer C30619G In-
GaAs single of diameter 0.5 mm which had a lens in front of it to help ensure
all of the light was incident on the photodiode and not lost. This photodiode
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Figure 6.21: Light step generation setup. The RF switch inputs were: ω1 an
80 MHz signal amplitude modulated at 1 kHz, and ω2 a square wave modulation
signal. The output of which drove an AOM which produced a beam of light,
amplitude modulated at 1 kHz, and periodically switching on and off with
frequency ω2.
had been used before to demonstrate the ability of the QP22-E with 100 V
bias to be used in the multi-MHz region without any problems.
Pulse3testing3circuit3diagram
Minicircuits3
TB-409-1+
amplifier
Agilent
DSO7034
50Ω
Vbias
oscilloscope
Figure 6.22: Shown is the readout chain for the photodiodes used in the
pulse response experiment. The amplifier was rated as DC to 8 GHz while the
oscilloscope had a 350 MHz bandwidth.
Both the reference InGaAs photodiode and the QP22-E where biased with
5 V. The photodiodes were connected to identical read out chains which were
as simple and intimate as possible, see figure 6.22. The unrecorded signals
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from three of the quadrants, were readout across 47 Ω to ground. Note that
the osciloscope channel was set to 50 Ω, while there was an additional 50 Ω
to ground connection. This meant the signals were effectively readout across
25 Ω. This was due to a ‘T’-piece being used between the photodiode and the
Minicircuits amplifier. This did improve the bandwidth without causing issues
to the signal size as there was ample light power available.
As it turned out the propagation of the acoustic waves through the crystal
within the AOM was the source of some delay in the system response and
also hide the prompt response of the diode. The waves travel at ∼ 4 km/s
through the crystal and the crystal is has ∼ 4 mm of crystal before the beam
entrance, followed by the 1 mm where the beam is present. This 4 mm of
crystal showed up as a lag between input signal and any electrical signal from
either photodiode. The 750 ns delay was followed by a sharp rise in signal
levels in both diodes for ∼ 150 ns which has been deduced to be the effect of
the first acoustic waves passing through the beam in the crystal.
6.6.4 Prompt response
All photodiodes have a prompt and slow response. The prompt response is
the readout of photo-electrons in the depletion region, while the slow response
is the readout of the photo-electrons generated in the non-depleted region
Shown in the figure 6.23 is the prompt response of the the QP22-E photodiode
and the InGaAs photodiode. There it is a delay between the RF switching on
and the photodiodes responding. The reason for the delay is the propagation
time of the acoustic waves in the AOM crystal. This is why the InGaAs
response has the shape that it has. It is a measure of the fraction of the power
of the light beam in the AOM which had recevied the signal. It is the integral
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Figure 6.23: Shown is the fast and slow response of both an InGaAs pho-
todiode and a QP22-E photodiode. The InGaAs response is limited by the
time taken for the acoustic wave to travel across the beam in the crystal. The
prompt response of both is evident, with the QP22-E photodiode showing a
slow rise over a 10s µs.
from one side to the other of the power of the Gaussian beam, which has the
shape of the error function. The same shape is seen in the QP22-E photodiode
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response only it has a ’slow’ response part which tails off from it. The 200 ns
taken by the waves crossing the beam hides the ’true’ prompt response of the
photodiodes.
6.6.5 Slow response
In terms of its amplitude, this limited prompt response is seen to be anywhere
between a half to a third of the full beam power step size. This is an instan-
taneous response compared to the following slow response of the photodiode
as it rises with a time constant of 12µs (see figure 6.23). It is clear to see the
sharp almost immediate response of the InGaAs photodiode and the contrast-
ing sharp then slow response of the QP22-E. This step change in light power
was done with a 95% amplitude modulation to show the effect clearly. The
timescale for the signal recovery is about 36µs.
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6.6.6 Conclusion
The results of the stepped light powers, showed that the QP22-E photodi-
odes has a prompt response, followed by a slower response which has a time
constant of 12µs. Around 2/5 of the QP22-E response signal is prompt like
that of the InGaAs photodiode. The slow response of the photodiode would
greatly impede the stability of the power monitor servo, and it was decided
post analysis to use InGaAs photodiodes.
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6.7 Summary
The results of these tests conduced on the QP22-E photodiodes has profiled
their response to 1064 nm light. These results show that compared with an
InGaAs photodiode, these modified Silicon photodiodes are not suitable for
many of the purposes a LISA-type mission would require them to fill. The
photodiodes do perform at a standard which is border line usable when they
are applied with a reverse bias of more than 100 V. Without this reverse
bias the photodiodes have vast overlap between quadrants, and act as a low
pass filter to signals as low as 1 kHz. Their uniformity of response over the
active area of the photodiode is also very poor. It has been measured that the
uniformity is at best ±10% of the average and at worst can be 50% lower at
the gap region than at the middle of a quadrant.
The reason for this is partly that in order to improve the Amps per Watt
of these photodiodes beyond that of a normal silicon photodiode. They have
caused the spatial response of the photodiodes to become very irregular and
scattered. Through the use of the scattering to effectively double pass the light
through the photodiode, the spatial response is much worse than a typical
Silicon photodiode.
Chapter 7
Induced Longitudinal Path
Length Noise
7.1 Introduction
Following the work described in chapter 6, on the QP22-E photodiode charac-
terisation, a potential noise source was identified and measured. The noise –
an apparent longitudinal pathlength change – was predicted to appear when
a non-stationary optical beam was detected on a QP22-E photodiode. As
the beam’s centre, moves around the photodiode’s active area, so the non-
uniformity of the photodiode response to both signal magnitude and phase,
generates an apparent longitudinal pathlength change. This unexpected source
of noise is potentially important, because longitudinal pathlength is the pri-
mary measurement in LISA PathFinder (LPF) and all LISA-type missions.
Although the flight optical bench of LPF was fitted with InGaAs photodiodes,
the flight spare bench had to be populated with the QP22-E photodiodes due
to the InGaAs photodiodes being unavailable. To analyse the significance of
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the effect, further understanding and investigation was required.
In LPF the beams reflect from free floating test masses in geodesic motion.
The relative position and angular noise between the spacecraft and test masses
cause the beams to move. The residual motion between the test masses and the
optical bench is expected to be of the order 10−7 radians/
√
Hz. Therefore in the
interferometers which use the test masses as mirrors there are non-stationary
beams, which move across the photodiode’s active area.
To determine the magnitude of the issue a numerical simulation was performed,
the results of which prompted a follow up experimental investigation. The
model was based on the results of several different tests performed on mul-
tiple QP22-E photodiodes. The phase lag, cross-talk, and other non-uniform
response facets of the QP22-E were combined into a model which was used to
simulate the output of each quadrant as a beam was moved across it.
The experimental test used one of the QP22-E photodiodes and a single beam
of amplitude modulated (AM) light. The position of the beam’s centre was
radially displaced from the centre of the photodiode.
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7.2 Model of QP22-E characteristics
The model of the photodiode was a simple set of matrices created in Matlab.
The matrices were 1000× 1000, with each entry corresponding to a 5× 5µm
square of the photodiode’s active area. Four matrices, each describing the
response of a single quadrant as; a coefficient between the input light signal,
and the output photo-current; while a second four matrices, gave the delay
between the signal’s arrival, and the output of a photo-current. All of these
were based on scans of QP22-E photodiodes in operation without reverse bias.
The beam was modeled as a single 1000 × 1000 matrix which contained a
Gaussian intensity pattern of radius 0.8 mm. The beam’s centre was moved
radially from the photodiode’s centre, to a displacement of up to 20µm.
7.2.1 Intensity response of QP22-E
Figure 7.1 shows the cropped simulated response of a single quadrant of the
photodiode in the model. This was based on the profile of the 1-D scans of
QP22-E photodiodes.
The response of the photodiode was modeled on the large scale changes in
response seen in figure 6.10, and not the small scale (10 − 20µm) variations
evident in figure 6.8. The efficiency of the photodiode at converting incident
1064 nm light, into a photo-current is measured as a coefficient. There is a
clear fall off towards the edge of the quadrant which starts ∼ 400µm inside
the quadrant and continues for ∼ 800µm. The profile of this was modeled as
a Gaussian cumulative distribution function (cdf), which was subtracted from
a uniform photodiode response.
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Figure 7.1: Response of a single quadrant, modeled in Matlab. The shape
of the response is based on 1-D scans performed at the University of Glasgow.
The graph is cropped to show a 500× 500 section over which the photodiode
would ideally have a flat response.
7.2.2 Phase lag of QP22-E
The phase lag is caused by the delay between, the signal arriving, and a photo-
current being read out. This was measured as the angle ‘φ’, where ‘φ’ is the
phase lag for an input signal of frequency ‘ν’. For this modeling a typical
LPF heterodyne frequency of 1 kHz was used throughout. This avoids any
complications when comparing with frequency dependent phase shifts.
Phase lag φ =
2pi
ν
The phase response of the QP22-E photodiode was measured by Astrium (see
figures 6.13 & 7.2). We were allowed access to this data which showed that the
phase lag had an unexpected spatial variation. The lag was shortest close to
the edge between the quadrant and the gap; rose up to a flat value in the central
area of the quadrant, before rising further at the outer edge of the photodiode.
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Figure 7.2: Phase response of a single quadrant, modeled in Matlab. The
shape of the phase response is based on the Astrium scans [52].
As seen in figure 7.2 the modeled phase lag approaches 0.2 radians at the edge
of the quadrant beside the gap. The central region of the modeled quadrant
was 0.27 radians. The Astrium data suggested that the phase of the cross-talk
was measured to be ∼ 0.5 radians, and that the gap region had a phase of
0.3 − 0.4 radians, but both were uncertain. The gap was not included in the
model due to the low resolution of the data available; however the cross-talk
phase was.
7.2.3 Simulation results
The full simulation including magnitude and phase response was run for a
range of beam displacements and the results are shown in figure 7.3.
The matrices were combined in the following way:
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Figure 7.3: Results showing a coupling between, beam motion across the
simulated photodiode and the resulting apparent longitudinal signal.
- The ‘beam’ matrix was multiplied by the intensity response matrices.
This produced matrices with values which represent the magnitude of
the photo-current.
- This new set of matrices (one for each quadrant) was combined with
the phase lag matrices. This changed the values from magnitudes, to
complex numbers.
- The next step summed the complex numbers for each quadrant into an
overall signal magnitude and phase for each quadrant.
- The final step took the combination of these signal magnitude and phase
for the four quadrants, and then (using equation 7.1) calculated a path-
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length ‘L’.
The phase of the signal for each quadrant changed as the beam moved across
the photodiode active area. This change in phase is the unwanted effect that
we wished to investigate. The four signals were then summed together to get
an overall phase‘θ’. This phase ‘θ’ could then be interpreted as:
L =
θλ
2pi
(7.1)
Where ‘λ’ is the wavelength of the light 1064 nm and ‘L’ is the apparent lon-
gitudinal pathlength change. The model coupling factor – in figure 7.3 – was
2.9 ∗ 10−6 or 2.9 picometers of pathlength / micron of beam motion. An un-
certainty on this value is hard to judge as it was based heavily on the model
assumptions. The result had a weak dependence on the profile of the intensity
response for a quadrant. The phase response showed a variation of 5 − 10%
when the phase lag step ‘height’ of a quadrant was changed by±0.02 radians.
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7.3 Experimental investigation
An experiment was setup to verify the magnitude of the effect seen in fig-
ure 7.3. It consisted of an optical beam, AM at 1 kHz and incident on a
quadrant photodiode which was actuated across the beam on a linear stage.
The signal magnitude and phase from each quadrant was measured. The beam
was designed to remain stationary, while the photodiode moved to avoid po-
tential angular changes in the pointing of the beam as it was actuated. Such
angular changes in the output beam vector of the beam delivery system – an
LPF FIOS – could result in larger than expected changes of beam position on
the photodiode. The position of the beam on the quadrant photodiode could
be varied. The setup in figure 7.4, is a picture of the equipment used and its
layout.
Each photodiode quadrant was read out by electronics – identical to the flight
electronics of LPF – into a commercial cDAQ 16-bit adc system, running under
Labview, see figure 6.3. The program recorded the signal magnitude and phase
relative to a reference signal. The reference signal was phase locked to both
the signal generator which produced the 1 kHz amplitude modulation signal
for the light and the 10 Hz modulation signal for the piezo which actuated the
photodiode. The piezo was driven at 10 Hz over the range 1− 20µm pk-pk.
The hexapod had an uncertainty in absolute position of less than 1µm over a
15 mm range [49] and this was used to calibrate the linear stage on which the
photodiode was mounted. The apparent beam position on the photodiode – as
measured by a Labview program used to read out the photodiode quadrants
– was checked by displacing the beam on the photodiode using the hexapod.
This was then used in turn to calibrate the actuator on which the photodiode
was mounted.
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Beam path Photodiode
Piezo, to move photodiodeHexapod, to position 
the beam
Figure 7.4: Picture of the experimental setup. Shown in the picture is an
initial test, involving a InGaAs photodiode. The LPF FIOS was mounted on
a hexapod and used to deliver a geometrically stable beam of AM light which
was centred on the photodiode. The photodiode was attach to a linear stage,
which was actuated by a piezo, to produce the desired relative motion of beam
to photodiode.
7.4 Experimental results
The Labview output data was a magnitude and phase value for each quadrant.
These were then combined in the same way as was done for the simulation,
the results of which can be seen in figure 7.5.
The modeled result (figure 7.3) was 2.9 × 10−6 m/m and the experimental
result is 2.9 ± 0.3 × 10−6 m/m. The experimental result agrees with that of
the simulation; however the uncertainty in the experimental coupling factor is
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Figure 7.5: Experimental results showing a coupling between, beam motion
across the photodiode and the resulting apparent longitudinal signal. The
gradient of the best fit line, is equal to that of the simulation.
±0.3×10−6 m/m. The uncertainty comes mainly from the beam-to-photodiode
motion (±0.1µm).
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7.5 Conclusion
To summarise the results of both the model and the experimental testing,
this investigation provides a modeled coupling factor of 2.9 × 10−6 m/m and
an experimental factor of 2.9 ± 0.3 × 10−6 m/m between the beam motion
across a QP22-E photodiode, and a resulting apparent longitudinal pathlength
signal. This value was measured using fully representative LPF equipment
including: the phasemeter, photodiodes, radius of the beam and light power,
and signal size and frequency. By using a single beam of AM light instead
of two interfering beams, only one of which is non-stationary, many of the
potential noise sources associated with interferometry are avoided are avoided.
Taking the coupling factor, derived from this experiment and applying it to the
expected beam jitter from the test masses in LISA PathFinder, we find that
the non-uniformity of the phase of the QP22-E photodiodes is ∼ 0.29 pm/√Hz
in the ‘X1’ science interferometer. With an expected performance goal of
6.3 pm/
√
Hz this a small but potentially significant noise source. The noise is
generated via test mass angular tilt with respect to the optical bench. The
angular tilt of the test masses with respect to the optical bench is measured
through the dynamic wavefront sensor (DWS) [50], so in principle the noise
source could be modeled and subtracted out in post processing.
Chapter 8
Beam Dump Optical Design and
Testing
8.1 Introduction
In moving forward from LISA Pathfinder (LPF) to eLISA, there is a need
to have beam dumps. Whereas LPF has interferometer beam powers of ∼
10 mW in each beam, by contrast eLISA’s science interferometer has strongly
mismatched beam powers of 1 mW local oscillator beam and a 100 pW received
beam from the distant spacecraft. With such low light levels, the risk of phase
sensing measurements being contaminated by stray light from unwanted beams
is a strong possibility. The unwanted beams are produced from various places,
typically beam splitting components, where both outputs ports of the splitting
component are not required.
One place where a beam dump is required is the unwanted light from a splitting
component in the optical path of the beam which is bound for the distant
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spacecraft, see figure 8.1. This is component must reflect the out going beam
and transmit the received beam. It achieves this through the use of a dielectric
coating, which is designed to primarily reflect S-pol light and transmit P-pol
light; however the coating does not produce ideal results and therefore there is
some unwanted light. This unwanted light must be dumped. The beam dump
must sufficiently suppress the light so that the science interferometer achieves
its goal of 1 pm/
√
Hz noise floor.
Commercially available beam dumps, typically used on optical tables are, un-
suitable for use in space. This is due to their black powder coating which is not
spaceflight compatible. It is feared parts of this black powder coating could
flake off during launch – when the spacecraft with undergo violent shaking –
and float around in the vacuum of the optical bench housing. If a flake of black
absorbing powder were to land on any of the sensitive optical components it
could cause a failure. To avoid this risk we have designed a beam dump, and
sourced a coating suitable for eLISA.
8.1.1 Stray light from unwanted beams
The received light does not produce any unwanted beams; therefore it places
no requirements onto the beam dump design. The local oscillator beam en-
ters initially as a 1 W beam. This beam has several associated but unwanted
beams which require suppression. The largest of these is a beam resulting
from the beam splitting component, mentioned earlier, with complex coating
requirements for both S-pol and P-pol light. The P-pol aspect is relevant to
the received beam and not the local oscillator so we shall ignore it for now.
The component would ideally reflect all of the incident S-pol light; however
it has been measured that the coating is 99.74% reflective to P-pol. Thus an
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unwanted S-pol beam of ∼ 2.5 mW local oscillator light is left. This is the
largest source of potential stray light.
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8.2 Light suppression goal
8.2.1 Interferometer requirement
Given that the power of the local beam at the science interferometer is 1 mW,
we must calculate the stray light level which could produce a noise level of 1 pm.
The science interferometer is a phase sensitive measurement of the heterodyne
beat note between the local oscillator and the received beam. The stray light
(of the same polarisation) would pull the phase of the local oscillator beam,
thus producing an apparent signal. To limit this signal to less than 1 pm, the
local beam’s phase would have to be pulled by less than 10−6 of a cycle because
at 1064 nm, 10−6 of a cycle is ∼ 1 pm. Beginning with an expression for the
heterodyne signal in the science interferometer:
Ihet ∝ |ΨLO + ΨSL + ΨRx|2 (8.1)
where ‘ΨLO’ is the amplitude of the local oscillator light, ‘ΨSL’ is the amplitude
of the stray light, and ‘ΨRx’ is the amplitude of the received light from the
distant spacecraft. Combining the stray light and local oscillator beam we can
denote them as ‘Ψx’, where:
Ψx = ΨLO + ΨSL (8.2)
‘ΨLO’ and ‘ΨSL’ have the same frequency, but the phase between them ‘φ’
could be expected to be unstable. If the phase was stable then this would
produce a dc offset of the measured signal in the interferometer. This would
not effect the performance of the experiment in a significant way; however
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the stray light is unlikely to have a stable phase. The worst case scenario is
where the phase is changing at a frequency in the measurement band of the
interferometer. For this derivation we shall ignore the time variant component
of ‘φ’ and look to suppress the phase shift of ‘Ψx’ with respect to ‘ΨLO’ for
worst case values of ‘φ’.
Defining as follows:
ΨLO = ELO sinωt (8.3)
ΨSL = ESL sin (ωt+ φ) (8.4)
Ψx = ELO sinωt+ ESL sin (ωt+ φ) (8.5)
Where ‘E’ is the amplitude of the wave, ‘ω’ is the frequency, ‘t’ is the time,
and ‘φ’ is the phase between the ‘ΨLO’ and ‘ΨSL’. Using the double angle
formula for sin (ωt+ φ) gives the following expression for ‘Ψx’:
Ψx = ELO sinωt+ ESL[sinωt cosφ+ cosωt sinφ] (8.6)
Which leads to this result:
Ψx = [ELO + ESL cosφ] sinωt+ [ESL sinφ] cosωt (8.7)
Using the trig equation 8.8:
a sinx+ b cosx =
√
a2 + b2 sin (x+ θ) (8.8)
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With:
θ = tan−1
(
b
a
)
(8.9)
This allows ‘Ψx’ to be expressed as a single sin wave:
Ψx =
√
[ELO + ESL cosφ]2 + [ESL sinφ]2 sin (ωt+ θ) (8.10)
Where:
a = ELO + ESL cosφ (8.11)
b = ESL sinφ (8.12)
From equations 8.11 & 8.12 it follows that the phase shift ‘θ’ is:
θ = tan−1
(
ESL sinφ
ELO + ESL cosφ
)
(8.13)
For values of ELO >> ESL equation 8.13 becomes:
θ '
(
ESL
ELO
)
sinφ (8.14)
Thus to avoid a phase shift of 10−6 of a cycle, the faction ESL
ELO
must be 10−6
or smaller i.e. an amplitude suppression of 10−6. When applying this to the
light powers in the science interferometer; the local oscillator beam of 1 mW
requires that the stray light be less than 1 femtoWatt (10−15 W).
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8.2.2 Stray light in a LISA-type optical bench
The goal of an amplitude suppression of 10−6 is for light in the science interfer-
ometer. The layout of a LISA-type optical bench provides additional factors
to be considered in calculating the light suppression needed from the beam
dump. The largest of these is the dielectric coated beam splitter – component
‘N’ – seen in figure 8.1, which is the source of the unwanted light but it also
helps mitigate the light reaching the science interferometer.
To distance 
spacecraft Beam dump
C1
M
C2
To Science 
Interferometer
1 Watt local 
oscillator beam
Stray light from 
beam dump
N
Figure 8.1: Shown is the area where the unwanted beam is produced. La-
beled is the local oscillator light in red, and the received beam from the distant
spacecraft in green. The coatings of the component ‘N’ are also labeled ‘C1’
and ‘C2’. Component ‘M’ does not affect the stray light. The light which is
scattered or escapes the beam dump can couple back into the science interfer-
ometer along the optical path of the received beam.
The interaction with component ‘N’ and its coatings leaves most of the stray
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light passing through the component instead of being reflected towards the
science interferometer. The reason for this is that the LISA-type mission ar-
rangement means that the light leaving the spacecraft (red light in figure 8.1)
is a different polarisation to that of the light interfering in the science inter-
ferometer. The green light in figure 8.1 has been received from the distant
spacecraft and passes through the component ‘N’ without much reflection.
Thus for stray light of the correct polarisation to reach the science interferom-
eter, then it must be reflected off component ‘N’ which is designed to transmit
light of that polarisation in order to allow the received beam to reach the sci-
ence interferometer. Component ‘N’ has been procured for an engineering level
optical bench. The author has measured this coating as having the following
reflection and transmission coefficients to S-pol and P-pol light. The coating
C1 is the complex coating and reflects/transmits 99.74%/0.26% of the incident
S-pol light, the red local light bound for the distant spacecraft. C1 was mea-
sured as reflecting/transmitting 0.5%/99.5% of the received P-pol light and
the stray light scattered from the beam dump with the correct polarisation to
effect the science interferometer.
Taking these effects into account the amplitude suppression required by a factor
of 14 in amplitude suppression due to the interaction with component ‘N’. This
relaxes the amplitude suppression goal at the beam dump to 1.4 × 10−5, for
a given input stray light beam of 2.6 mW from an incident 1 W beam on the
coating C1.
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8.3 Possible beam dump designs
8.3.1 Commercial beam dump design
The first step in the design of a suitable beam dump was to understand the
different types of beam dump designs typically seen in a lab. A typical beam
dump (see figure 8.2) is a black box, with a hole for light to enter. Inside the
box there is a cone pointing towards the hole. Light entering the beam dump
strikes the tip of a cone and is scattered onto the insides of the box. A black
powder coating acts as a strong absorber to the light with some hemispherical
scattering. This design of the beam dump only works as long as this strong
absorbing coating is present.
Figure 8.2: Diagram of a commercial beam dump design. The light entering
the beam dump is scattered off the conical point in the centre. The thick black
line is the black powder coating which is a strongly absorptive material. The
design makes it so that after 3 reflections, light can exit the beam dump along
the same beam path it came in on. A typical commercial beam dump of this
design has light amplitude suppression of 10−5 or less of the input light exiting
the beam dump.
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8.3.2 Conic cutout design
Moving from this design, a starting point was to look at the cone shape as a
cutout from a block, and the light reflections are internal to the conic shape
(see figure 8.3). Without the black powder coating, it was thought that the
way to suppress the light power of an incident beam was through multiple
reflections. The taper angle ‘θ’ of a conic cutout provided a variable to start
this investigation. It is clear that the smaller the angle of the conic cutout, the
larger the number of reflections needed before the light can exit the design.
The goal was to maximise the number of reflections before light rays exit the
design.
D
L
θ
Figure 8.3: Sectioned views of the conic cutouts. Shown for each design is a
single ray entering the beam dump in the top half of the beam (red-pink area),
before exiting the beam dump in the lower half of the beam, after multiple
reflections in the conic cut out. The number of reflections for a ray traveling
parallel to the axis of the conic shape is determined by the angle ‘θ’. The ray
in the left beam dump design (purple ray) has four reflections, while in the
right beam dump design (blue ray), has eight.
These initial designs tested were basic, and used to explore what could be
done to maximise the number of reflections internal to the beam dump. The
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analysis of the designs was done in Zemax, with the conic cut outs imported
from a CAD design created in Solidworks. These CAD models where than
imported to Zemax for analysis. A range of designs were investigated, with
each subsequent CAD model had a sharper conic cutout than the last, resulting
in more reflections before the light escaped. The length of the conic ‘L’, and
therefore the beam dump, became longer for smaller angles ‘θ’. The diameter
‘D’ of the design was 15 mm, which was set to be large enough to include rays,
3 beam radii from the centre of the beam.
Table 8.1: Conic cutout beam dump results: angle, number of reflections,
length and the minimum area of the beam dump foot print assuming a metal
thickness of at less 5 mm.
Angle ‘θ’ Reflections Length ‘L’ (mm) Minimal area (mm2)
45o 2 7.5 313
30o 3 13.1 451
22.5o 4 18.2 579
15o 6 28.1 826
10o 9 42.6 1190
7.5o 12 57.0 1550
5o 18 85.8 2270
3.75o 24 114.5 2986
Table 8.1, shows the specifications of a number of conic cutout designs. The
minimal area is an example of the foot print size that beam dump would have
on the optical bench.
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There were a number of problems with these conic cutout beam dumps:
- for larger numbers of reflections, the beam dump length became longer;
- after a certain number of reflections, all rays would exit the beam dump;
- scatter from all the reflections, internal to the beam dump, could exit
without further reflection;
- the central point of the conic cutout would cause some light to be scat-
tered out prematurely.
For these reasons, alternate solutions were explored. The options were: a spiral
beam dump, or a light pipe with which to remove the light from the bench
before dumping.
8.3.3 Light pipe
Light pipes are commercially available and seemed to offer the best solution.
Any light which enters the light pipe, could be guided out of the spacecraft, into
space. This meant that the light suppression would be limited by the coupling
into the light pipe, and any scatter from internal reflections. In theory this
could provide excellent suppression. However the potential problem in their
use – and in any design involving light which is guided – is the possibility that
light can be reflected back on itself. This could be caused by a tight bend of
the light pipe. Ray-trace simulations showed that there was a clear minimal
bend radius which the pipe must have. This radius was dependent on the light
pipe diameter, which was chosen as > 3 times the beam radius. The minimum
bend radius of the design looked at was > 3 times the diameter equivalent to
> 18 times the typical radius of a beam on the eLISA optical bench ∼ 50 mm.
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Bends tighter than this ran the risk of propagating light back onto the bench.
Complexities of integrating a light pipe with the correct bend radius through
the spacecraft was another problem. Ultimately this route was judged to be
higher risk than a standard beam bump.
8.3.4 Spirals
As an evolution from the light-pipe approach, a series of spiral designs was
produced. The designs were spirals of finite length and ‘light traps’. The
finite length meant rays would exit the design after a number of reflections.
The light traps intended to totally internally reflect the light internal to the
beam bump, thus cycling it multiple times. All the designs used a curved spiral
entry section which then led to either a cylindrical drum which was a light trap,
or simply a further spiral section. Like the light pipe there was a minimum
bend radius dependent on the thickness of the spiral section and again this
thickness was chosen as > 3 times the beam radius. A spiral-type beam dump
was determined to be the best choice and was therefore investigated further.
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8.4 Geometric analysis of spiral designs
The initial testing and development of the spiral and light ‘trap’ beam dump
designs were their geometric shape and proportions. The analysis was focused
on ensuing the beam dumps functioned as intended, through optimisation of
their shape to maximise the number of reflections before a ray could escape.
The overall volume of the beam dump was limited to 40× 60× 100 mm; how-
ever the width (40 mm) and length (60 mm) were parameters which were best
minimised.
8.4.1 Method
The setup was a simple light source and detector plane which covered the
output of the beam dump. These tests used ∼ 103 − 104 rays for analysis of
each design and their iterations. The simulation was run and a limit to the
number of reflects per ray was set at 10. Rays which didn’t reach the detector
after 10 reflects didn’t appear; rays which did were drawn in the output. This
allowed for investigation of the path taken by the rays (see figure 8.5).
8.4.2 Initial designs
The designs seen in figure 8.4 and figure 8.5, were modeled in Solidworks and
then imported to Zemax as a CAD model for further analysis.
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A B C
Figure 8.4: Shown are three different beam dump designs. Designs ‘A’ and
‘B’ are both light traps, where light is funneled into a cylinder to cycle. Design
‘C’ is a finite spiral, with an extra large opening diameter. The diagonal lines
are artifacts of the Zemax output.
Design A
Design ‘A’ in figure 8.4, is a version of the first beam dump to have an empty
cylinder in which the light could cycle around inside. The main issue with this
design was the large opening (highlighted in figure 8.4), between the curved
entry section and the cylindrical trap. This allowed rays to escape the design
after 4 reflections. This number was reduced by narrowing the entry section;
however this in turn proved to have problems with delivery of the light into
the cylinder. Narrowing a curved entry section had the knock on effect of
increased the minimum bend radius. For example a curved section with bend
radius 75 mm was narrowed by 30% over a length of 100 mm. The resulting
minimum bend radius of such a section increased from 50 mm to ∼ 100 mm.
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Design B
Design ‘B’ in figure 8.4, addressed the opening to the cylinder problem of
design ‘A’ by changing the angle at which the entry section intersected the
cylinder. This was made possible by the tighter bend in the entry section
(highlighted in figure 8.4). While reducing the possibility of rays to exit the
design once inside the cylinder ‘trap’ of the beam dump, the tight bend radius
of the entry section caused issues. The input rays – from the edges of the beam
profile – were able to make multiple reflections in this tight bend and exit the
beam dump.
Design C
Having judged that a cylinder ‘trap’ design had several issues, a move was
made to look at a finite spiral design. Design ‘C’ in figure 8.4, is a finite
spiral which also has the same common issue of light exiting prematurely. The
reason for this was determined to be that the short straight section between
the curved entry section and the 3
4
torus section which made up the rest of
the beam dump. The goal of this design was to have light skim of the outer
surface of the spiral and not touch the inner surface. The short straight length
section (highlighted in figure 8.4), caused light to reflect off the inner surface,
which upon entry to the torus section allowed for multiple reflections leading
to rays exiting the design prematurely.
Design D
Design ‘D’ also known as the ‘final design’, seen in figure 8.5, came from a series
of iterations where the radius of the spiral and the diameter of the spiral and
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entry section where adjusted. The optimisation yielded a design where every
ray that entered was guided fully to the end of the spiral. Once at the end
it would head back out of the beam dump, but only after completing a total
of at least 11 internal reflections. Building from the design ‘C’ the straight
section was removed and the radius of the torus was reduced to accommodate
for this. The reduced size of the spiral meant it had, the smallest footprint
of any design capable of ensuring at least 10 reflections, internal to the beam
dump. Its foot print on the bench of 25× 55 mm (1375 mm2), made it smaller
than the 7.5o conic cutout design shown in table 8.1.
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Origin for light source 
and beam vector
First detector
Second detector
Exiting rays 
after 12 
reflections
Internal beam 
dump spiral 
Figure 8.5: Design ‘D’ also called the ‘final design’. Shown is the location
of the several objects: the origin of the beam, and two of the three detector
planes (mentioned in more detail in the following section). Also shown are two
exiting rays, each having made 12 internal reflections. Although it looks like
∼ 10 reflections, there are reflections (on both rays) which cannot be seen in
this projection.
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8.5 Theoretical performance
This section takes the four designs mentioned in the previous section and mea-
sures their performance through a more detailed series of simulations. Again
this was done through the use of the optical modeling program Zemax; al-
though to analyse their performance > 105 rays were used.
8.5.1 Method
As can be seen in figure 8.5 there are a number of detector planes, and a beam
origin with beam vector. The detectors for this analysis measured the number
and position of rays passing through them.
The first detector was positioned to record the profile of the beam input to the
design. The origin produced a beam of size and profile defined by the user. In
this case a Gaussian beam profile of radius 2.23 mm was used (see figure 8.6).
This beam profile was made up of 107 rays which then traveled into the beam
dump.
The second detector a distance of 30 mm from the design, proved a profile
of the rays exiting the beam dump. The profile of the rays which exit the
beam dump shown in figure 8.7 was taken using the rays which exit the design
after 11− 13 reflections. This range of reflections was chosen after analysis of
the power output from the beam dump was calculated for the coating Acktar
‘Vacuum BlackTM’, which was 98% absorptive (see table 8.2). It was assumed
that the rest of the light was absorbed and that there was no hemispherical
scatter of the reflected light.
A third detector was placed 60 mm from the design, with a size of only 20 ×
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One beam radii 2.23 mm
Figure 8.6: Input beam profile at the origin labeled in figure 8.5. The red
circle is the number of rays incident on the detector plane (107), the Green
arrow is the ‘peak irradiance’ and the units of the colour bar (W/cm2), and
the pink arrow is the total power incident on the detector (1 W).
20 mm. This third detector was used to estimate the number of rays traveling
parallel to the input beam vector, but in the reverse direction.
The table 8.2 shows that the only signification contributions to the light power
exiting the design come from the first two groups of rays to exit. It is only
when the coating is ∼ 80% absorptive that rays with > 12 reflections need to
be considered.
The simulations where done as ray trace due to the incompatibility of the
physics optic propagation (used in the FIOS modeling chapter 4) with the
non-sequential setup. The beam was not propagated as a Gaussian beam and
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Figure 8.7: Plot showing the statistical spread of rays exiting from the beam
dump after 11− 13 reflections. The area of this detector is 80 mm square and
it is positioned 30 mm from the beam dump exit. Shown on the data for the
plot is the number of rays which hit the detector, these number 3.2 × 104 of
the 107 that entered.
therefore means the output profile – measured by the detector planes – are
likely to be of much higher contrast than the true output. All the simulations
were run without any scattering profiles and without any absorption coeffi-
cients per reflection. The scattering profile of the intended coating and surface
finish was unknown and so no scattering profile was used. All rays also main-
tained their starting power regardless of the number of reflections. To calculate
the power exiting a beam dump, a summation of the number of rays leaving
the beam dump design after a certain number of reflections was combined with
the knowledge the power reduction per reflection. These setting lowered the
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Table 8.2: Total light power escaping from the ‘Final design’, assuming a
total input power of 1 W (each ray being 10−7 W), no scatter on reflection and
a 98% absorptive coating.
Reflections No. of rays Power per ray Total output power
11 11 2× 10−27 W 2.2× 10−26 W
12 360 4.1× 10−29 W 3.6× 10−26 W
13 910 8.2× 10−31 W 3.65× 10−26 W
14 3200 1.6× 10−32 W 3.655× 10−26 W
15 6800 3.3× 10−34 W 3.6551× 10−26 W
computational power required to perform the analysis but at the loss of accu-
racy. The balance of which was judged to be acceptable for the purposes of
measuring the output from the beam dumps assuming no scattering.
8.5.2 Model results
A series of simulations were performed on the four beam dump designs ‘A’,
‘B’, ‘C’ and ‘D’. These simulated the distribution of rays exiting the designs,
for a given number of internal reflections, table 8.3 shows the results. The
input rays were only 105 in number to save computational time. This does
mean that there is a possibility that a ray could exit the design ‘D’ after only
11 reflections; however it was not seen in this data set.
The data is graphically displayed in figure 8.8. The data shows that the spiral
designs, ‘final ’ and ‘C’, suppress the rays possibility to escape at lower numbers
of reflections, better than the light traps, designs ‘A’ and ‘B’. However the
opposite is true for higher numbers of reflections, with design ‘B’ a being best,
and the ‘final’ design spiral the worst. This is however not as important because
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Table 8.3: Number of rays escaped from a design given 105 input
No. of reflections Final design Design A Design B Design C
10 0 227 10 1
11 0 248 40 4
12 2 274 103 27
14 9 266 361 201
16 258 510 607 815
18 2213 1590 825 2164
20 8131 4042 1178 4208
after 20 reflections the light power is very much smaller than the light power
of 10 reflections. Thus the final beam dump design offers better suppression
of light power.
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8.5.3 Simulation summary
The main results of the simulation suggest that a finite spiral is the best choice
of beam dump design. This is due to better retention of light power, internal
to the beam dump, over a light trap design. The traps offer lower numbers of
rays exiting the design after > 18 reflections (see figure 8.8); however it is the
suppression and containment of rays with low numbers of reflections, which
carry the most power as shown by table 8.2.
The ‘final design’ CAD render can be seen in figure 8.9. Taking into account the
lack of scatter at each reflection, a theoretical power suppression of ∼ 4×10−26
is calculated for a coating of reflectivity 0.02. A titanium beam dump, of design
‘D’, has a theoretical power suppression of ∼ 5× 10−6 for a reflectivity of 0.6.
In reality this is likely to be dominated by the scatter from the first reflection
of the beam, assuming a hemispherical scatter of the 2% reflected light power.
For a polished surface this could be improved from a hemispherical scatter to
low angle scatter; however a model of such a surface would be poorly defined
due to the lack of information about the finish of the realised beam dump and
that of the coating intended for use on the beam dump.
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Figure 8.8: Plot of the beam dump designs, showing the variation in perfor-
mance. Each design shows a different spread of rays exiting after a set number
of reflections. Note that it is log10 of the number of rays exiting that is plotted.
The number of input rays was 105.
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Figure 8.9: A graphical render of the final beam dump design. Shown are the
two halves of the beam dump, which allow the spiral to be machined out and
the absorbing black coating applied before assembly. A small footprint on the
optical bench area is achieved by the spirals, which make use of the available
height above the optical bench. CAD model and render produced by Michael
Perreur-Lloyd.
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8.6 Experimental testing of a prototype beam
dump
Two sizes of prototype beam dump design ‘D’ were procured. They were both
had a rough machine finish; therefore making them non-representative of the
fully realised final design. Made from Aluminum, these beam dumps were 95%
reflective to 1064 nm light. Additionally one of each size of beam dump was
anodised with a standard black coating.
8.6.1 Method
The method of testing adopted for measurement of the light suppression from
the beam dump was a heterodyne interferometer. Interferometry is used to
make a measurement of amplitude which is appropriate when light powers
are small. Heterodyne interferometry makes for simple signal extraction and
measurement.
The light source was an Innolight non-planar ring oscillator (NPRo) Nd:YAG
laser, which feed 1064 nm light into a fibre splitter and a pair of fibre AOMs.
Both the splitter and the fibre AOMs were from Gooch and Housego. The
fibre coupled output of the AOMs feed the fibre couplers, seen in figure 8.10.
8.6.2 Optical setup
The beam dumps were held in a mounting with 5 adjustable axes. The X,Y
and Z positions were adjustable, as well as two of the three rotational axes of
the object. Rotation around the axis in which the beam was traveling was the
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Figure 8.10: The optical setup for the beam dump testing. Not shown are the
fibre AOMs which fed the fibre couplers or a waveplate and polariser pairing
which cleaned the output polarisation of each coupler. The red beam is the
local oscillator beam ‘ω1’, the blue beam is the probe beam ‘ω2’, and the
purple beam is the result of their combination into a heterodyne beat note.
The unused port of each beam splitter ‘BS-1’ & ‘BS-2’, was dumped into a
commercial beam dump. The optic behind the test object was a mirror, used to
produce a reference heterodyne signal with which to compare the effectiveness
of the beam dump.
one degree of freedom, not possible. This ensured that the test object could
be aligned the beam over a range of positions and angles. The angles of the
test objects were adjusted over a range of values ±20o to find the optimised
signal.
The risk of stray light affecting the measurement was reduced through careful
suppression of unwanted light. This was done through the use of commercial
beam dumps shown in figure 8.10. The optic ‘BS-1’ was cleaned before each
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measurement, as scattering of the probe beam from this optic could reach the
photodiode. The photodiode signal was amplitfied and measured on a Stanford
FFT analyser.
8.6.3 RF cross-talk
The offset frequencies were produced by a dual channel signal generator. These
frequencies ‘ω1’ and ‘ω2’ were 80.01 MHz and 80.02 MHz. This meant the
heterodyne beat note was 10 kHz. These signals were then fed into two +30 dB
RF amplifiers. The amplifiers could output a maximum of ∼ 0.25 W, hence
the input signals were ∼ 0.25 mW. The output of the amplifiers drove the
AOMs. Figure 8.11 shows the key electronics and signal paths between the
signal generator and the AOMs.
AOM
AOM
Amplifier
Amplifier
ω1 
ω2 
Dual channel 
signal generator
Cross-talk
Attenuator
Local oscillator beam
Probe beam
Figure 8.11: Shown is the RF cross-talk between the probe beam signal and
the local oscillator signal.
The interferometer was initially limited in sensitivity by the cross-talk between
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the two signal chains leading to the AOMs. The worse case and most likely
method of RF cross-talk between the two signal chains is illustrated in fig-
ure 8.11. Here the output signal at ‘ω2’ couples into the input of the ‘ω1’
signal chain and is thus amplified. This produces a beam with both hetero-
dyne frequency components, which can produce a signal on the photodiode
without the presence of the other beam. This was measured initially to be
−86 dB below the optimally align interferometer signal level.
To suppress the cross-talk the local oscillator ω1 signal chain was attenuated by
12 dB on entry to the amplifier. This suppressed both the input signal and the
cross-talk entering the amplifier; however by increasing the input signal size
from the signal generator the output power of the local oscillator signal was
maintained. This reduced the ratio between the local signal and the cross-talk
signal of the prode beam by 12 dB. This lead to the amplitude sensitivity limit
of the interferometer changing from −86 dB to −90 dB. If the interferometer
had still been limited by the cross-talk then the sensitivity limit should have
dropped by 6 dB.
The reason this is most potent source of cross-talk is that the local oscillator
beam is unsuppressed on it route to the photodiode. Thus the small amount
of cross-talk is comparable to the probe beam signal from the beam dump. In
the other case, where there is a small cross-talk into the probe beam, this beam
is then suppressed by the beam dump. The amount of this signal reaching the
photodiode is then insignificantly small when compared to the local oscillator
signal.
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8.6.4 Results
The suppression of each object tested was made by comparing the optimised
interference signal between the local oscillator and the probe beam when the
probe beam was reflected off a mirror. The measurements shown in table 8.4
are the result of a series of optimised setups. The limit of interferometer
sensitivity was approximately −90 dB compared to the reference.
Table 8.4: Amplitude suppression values for: prototype beam dumps, and flat
sections with coating and finish consistent with the prototype beam dumps.
Test object Surface/finish Suppression
Flat test section Black/rough −69 dB
Flat test section Aluminum/rough −64 dB
Large beam dump Black/rough −90 dB
Large beam dump Aluminum/rough −86 dB
Small beam dump Black/rough −82 dB
Small beam dump Aluminum/rough −84 dB
These results show that the black coating on the beam dumps did not improve
the suppression of the beam dump design by a significant margin.
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8.7 Analysis
The measured performance of the uncoated Aluminum prototype beam dumps
was −84 dB for the small prototype design, and −86 dB for the larger beam
dumps which are equivalent to coefficients of amplidute suppression 6.3×10−5
and 5.0 × 10−5. To relate this to the performance goal of 1.4 × 10−5 set in
section 8.2, the following modification must be discussed.
The design of this beam dump was made under the assumption that it would be
used with an absorptive black coating. The Acktar ‘Vacuum BlackTM’ coating
selected for the eLISA beam dump, is 2 % reflective at 1064 nm [54], compared
with Aluminum which is 95 % reflective. When applied to one of these beam
dumps it is expected that this will be equivalent to a factor of 6.9 in amplitude
suppression by a beam dump, see table 8.2. This relaxes further the amplitude
suppression goal from 1.4× 10−5 to 9.8× 10−5. The goal of 9.8× 10−5 is less
suppression than both of the Aluminium beam dumps achieved.
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8.8 Conclusion
The scatter of stray light from a beam dump on the ‘eLISA’ optical bench
could make its way to the science interferometer, where it could possibly pull
the phase of the science interferometer signal and thus induce path length
noise. To avoid this an upper limit on the amplitude of stray local oscillator
light interfering in the science interferometer was calculated as being 1× 10−6
of the amplitude of the local oscillator beam. This challenging target can
be moderated, through assumptions about the affects of the coatings of the
components and the beam dump. When considered these factors combine to
give a relaxed suppression goal of the beam dump to 1.4×10−5, where with the
addition of an absorptive coating on the beam dump further reduces the goal
of an uncoated beam dump design – as presented here – to 9.8 × 10−5. The
measurements taken using the prototype beam dumps showing an amplitude
suppression of 5 × 10−5. This suggests that the fully representative beam
dumps are capable of suppressing the amplitude of the stray light in the science
interferometer.
Chapter 9
Outlook
As we look ahead to the second half of the decade, it is widely believed that the
detection of gravitational waves will come with the second generation ground
based detectors. This would provide the opportunity to look at the universe in
a new ‘light’ through the gravitational wave window. The window is expected
to be filled with a grand variety of exciting sources. A LISA-type mission
like eLISA would enable the study of a range of gravitational wave sources
inaccessible to the ground based detectors.
LISA Pathfinder is due to launch sometime in the near future around 2015.
With the successful launch and operation of this mission, most of the technical
rish will have been demonstrated for a LISA-type mission. This would leave a
possible LISA-type mission primed for selection in the post 2020 era. To this
end much of the evolution of the technology transfers from LISA Pathfinder
to a LISA-type mission has been completed.
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