In this paper, we study joint source channel coding for bitplane based video coding over wireless channels. We consider using frame-level intra mode to stop error propagation and using UEP (unequal error protection) to combat channel errors. Our focus is on how to optimally select coding modes and find UEP solutions for bitplane based video coding. In particular, we propose an overall end-to-end ratedistortion (R-D) function, which considers not only the source distortion and the channel distortion introduced in the current frame but also the propagated channel distortion from the previous frames. Based on this end-to-end R-D function, we are able to find the optimal solutions for both mode selection and UEP so that an optimal tradeoff between efficiency and robustness can be achieved. Experimental results demonstrate the significant performance gain.
Introduction
Bitplane coding has become more and more popular in image codecs such as SPIHT [1] and JPEG-2000 [2] and also in video codecs such as MPEG-4 FGS (Fine Granularity Scalability) [3] . This is mainly because of the simplicity of bitplane coding, the good coding efficiency and the progressive property provided by bitplane coding, which allows a bitstream to be truncated in any position and thus provides rate scalability. Although bitplane coding can provide nice compression and scalability performance, it makes image/video bitstreams very vulnerable in transmission over wireless links since in wireless mobile networks there usually exists severe error corruption due to multi-path and time-varying characteristics of wireless channels [4] . A single bit error in a bitstream may cause all the following bits becoming useless. Therefore, error control techniques [5] are usually combined with error-resilient techniques [6, 7] to combat channel errors to ensure a reliable video transmission.
Recently, we have seen extensive studies in FEC-based joint source channel coding (JSCC) for progressive image transmission over noisy channels or packet loss channels [8] [9] [10] [11] [12] [13] . The common idea of these schemes is to combine progressive source bitstreams with unequal error/loss protection (UEP/ULP), i.e., the more important information is given more protection. The progressive image bitstreams can be well fit into UEP/ULP because the earlier portions of a progressive image bitstream are always more important than the later parts. Comparing with equal error/loss protection (EEP/ELP), UEP/ULP can obtain considerable performance gain and has the property of graceful performance degradation during channel mismatch cases while the complexity of UEP/ULP is much higher than that of EEP/ELP since it is not trivial to find the optimal UEP/ULP solution. In [8] , dynamic programming was employed to find the optimal UEP solution with fixed-length source data blocks. In [9] , the authors also considered fixed-length source data blocks and developed an empirical model for optimal source channel rate allocation. In [12] , Mohr et al. developed a ULP framework with fixed-length channel coding blocks, and used a greedy and iterative search algorithm to find the optimal channel coding rates, which costs comparatively long execution time. Kim et al. [13] further reduced the complexity of the ULP by employing dynamic programming to find the optimal channel coding rate for each bitplane instead of each channel coding block.
FEC-based joint source channel coding (JSCC) for video transmission is even more challenging. This is because video frames are not compressed independently. Distortion introduced in the current frame can propagate to the following frames. Therefore, in addition to using FEC for combating errors, regular intra-mode refreshment in marcoblock level or frame level is needed. The research works in [14, 15] are the most representative techniques for joint mode and FEC selection. However, those works are not designed for bitplane based video codecs and only EEP is considered. In fact, for bitplane coded video transmission over noisy channels, FEC-based joint source channel coding (JSCC) has been studied in [16] [17] [18] [19] . In [16, 17] , UEP was applied for baseline MPEG-4 FGS, in which each enhancement layer frame is independent and it is essentially a progressive image. In [18, 19] , empirical methods were used to find UEP solutions and propagated channel distortion was not well considered.
In this paper, we are interested in FEC-based joint source channel coding (JSCC) for dependent bitplane based video coding. We use frame-level intra mode to stop error propagation and use UEP to protect bitplane coded video frames. Our focus is on how to optimally select coding modes and find UEP solutions for bitplane based video coding. The mode selection depends on the capability of UEP while the solution for UEP depends on the vulnerability of source data. In other words, we jointly consider mode selection and UEP for bitplane coded video transmission over wireless channels. In particular, we use MPEG-4 FGS as the bitplane based video codec and two modes are introduced in encoding the FGS enhancement layer of each video frame, i.e., with prediction or without prediction. We construct an overall end-to-end rate-distortion (R-D) function, which considers not only the source distortion and the channel distortion introduced in current frame but also the propagated channel distortion from previous frames. Based on this end-to-end R-D function, we are able to find the optimal solutions for both mode selection and UEP so that the optimal tradeoff between efficiency and robustness can be achieved.
Note that, in our proposed system, using MPEG-4 FGS is just for simplicity. We have no intention to provide a better FGS codec to compete with singlelayer video coding. In fact, we only focus on the bitplane coded enhancement layer and the proposed scheme can be applied to single-layer bitplane based video coding.
The organization of the paper is as follows. Section 2 describes the system setup and formulates the problem. Section 3 analyzes the overall distortion and constructs the end-to-end R-D function. Based on the R-D function, how to find the optimal solution is discussed in Section 4. Section 5 presents simulation results. Finally, concluding remarks are given in Section 6.
Related Work and Problem Statement

Related Work on FGS
The basic idea of FGS is to encode a video sequence into two layers: a base layer and an enhancement layer. The base layer is coded without scalability while the enhancement layer is coded bitplane by bitplane. The FGS enhancement layer bitstream can be truncated in any position, which provides fine granularity scalability. There is no prediction in the FGS enhancement layer, which limits any channel impairment within one frame and prevents successive frames from error propagation at the cost of decreasing coding efficiency.
To improve the coding efficiency of FGS, many schemes [20] [21] [22] [23] [24] have been proposed. In [21] , a motion compensation based FGS scheme (MC-FGS) was proposed, which adopts high-quality reference frames for both the base layer and the enhancement layer. By noticing the drift problem of the MC-FGS in the case of channel impairment, Schaar et al. further proposed an adaptive motion compensation FGS scheme (AMC-FGS) [22] , where it can be adaptively decided whether high-quality reference frames should be extended to the base layer or not. Similarly, Peng introduced a mode-adaptive FGS scheme in [23] , which provides three choices of references for encoding the enhancement layer. Wu et al. proposed a progressive FGS (PFGS) scheme in [20] , which encodes video frames into multiple layers and uses several high-quality references for the predictions in the enhancement layer encoding. In addition, the PFGS keeps a prediction path from the base layer to the the highest layer across several layers in order to provide the property of graceful error and loss recovery. Another novel technique, the robust FGS (RFGS), was proposed in [24] to further improve the temporal prediction at both the enhancement layer and the base layer by utilizing two parameters, the number of bitplanes and the amount of predictive leak, to control the construction of reference frames.
Mode-Adaptive FGS System Architecture
In this research, we consider a mode adaptive FGS (MA-FGS) architecture, as shown in Fig. 1 . In particular, each FGS enhancement layer frame can be encoded into one of the two modes, with prediction or without prediction. An FGS enhancement layer frame coded with prediction is termed as P-FGS while the other is termed as I-FGS. In the case of P-FGS, we directly apply the motion vectors, generated in the base layer encoding, to the enhancement layer prediction coding in order to avoid re-conducting the most time-consuming motion estimation process. Using the symbol definitions in Table 1 , for I-FGS, the enhancement layer residue G(n, u) can be expressed as
For intra coded macroblocks (MBs) in P-FGS, G(n, u) is the same as that in I-FGS while, for inter coded MBs, G(n, u) is given by
whereF (n − 1, v) is the motion prediction of F (n, u). In the case of using the half-pel motion estimation, the motion prediction pixel v inF (n − 1, v) could point to a half-pel position.
Since we focus on the transmission of the bitplane coded enhancement layer in this research, we use H.263+ [25] instead of MPEG-4 to encode the base layer for simplicity. We consider encoding video sequences with a pattern of one I-frame followed by all P-frames, and TMN8 is used as the rate control scheme for the base layer. The FGS enhancement layer is encoded bitplane by bitplane, the same as that in the MPEG-4 FGS [3] . Fig. 2 shows the PSNR performance of encoding the QCIF Foreman sequence and the QCIF Akiyo sequence at different bit rates with two coding structures, i.e., the baseline FGS and the MC-FGS. The baseline FGS is the same as the MA-FGS when there is no prediction in the enhancement layer while the MC-FGS is the same as the MA-FGS when the prediction is always used in the enhancement layer.
From Fig. 2 , we can see that, with the prediction in the enhancement layer, the PSNR gap between the single layer video coding and the MA-FGS can be reduced from 2.5 dB to 0.5 dB for the Foreman sequence at 256 kbps and from 6.3 dB to 0.8 dB for the Akiyo sequence at 112 kbps.
Unequal Error Protection
As discussed in Section 1, UEP has been well studied in the past. In this research, we consider using UEP to transmit the FGS enhancement layer residue G(n, u) while we assume that the base layer can be transmitted error-free. We employ the commonly used non-binary Reed-Solomon (RS) codes [5] with 8 bits/symbol as channel codes. An (l, k) RS code encodes each segment of k source symbols into a channel block of l symbols, and it can correct up to t symbol errors, where
We apply the UEP structure of fixed-length source blocks, as that in [8] , to each FGS enhancement layer frame. Fig. 3 shows the adopted UEP structure. Let k denote the length of a source block, l i denote the length of the i-th packet (A packet is the same as a channel block.), and M denote the number of packets. Given the total bandwidth for an FGS enhancement layer frame and the fixed value of k, the problem of UEP is to find the optimal l i , i = 1, 2, . . . , M.
Problem Formulation
Let α, α ∈ {0, 1}, be the mode decision for an FGS enhancement layer frame, where α = 0 means I-FGS while α = 1 means P-FGS. Let − → l = (l 1 , l 2 , . . . , l M ) be a UEP solution. Let D be the overall picture distortion at the receiver end, defined as the mean square error (MSE) between the decoded high quality FGS video frame and the original one. The problem can be stated as: given a total bandwidth and the channel symbol error rate , how to choose α and
It is well-known that the overall distortion consists of two parts: source distortion D s and channel distortion D c . In our proposed bitplane coded video transmission system, D s is due to short of bandwidth for source coding while D c is because of channel impairment introduced in current FGS frame or previous FGS frames. For a fixed − → l , α = 0 will prevent any channel distortion propagating from previous FGS frames at the cost of spending more bits to encode current FGS frame than that in the mode of P-FGS in terms of reaching the same picture quality. This is because introducing prediction in the enhancement layer can largely remove the temporal redundancy between two neighbor FGS frames. On the other hand, α = 1 will improve the source coding efficiency while it is vulnerable if there is any channel distortion in the previous FGS frame. For a fixed α, larger values of the elements in − → l result in correcting more errors at the cost of less bits spent to source coding and thus introduce more source distortion. Smaller values of the elements in − → l will cause more bits allocated to the source coding while the source data are more likely to be corrupted due to the reduced capability of channel coding. Therefore, there exist optimal solutions for α and − → l . In order to find the optimal solutions, we need to analyze the end-to-end distortion, which is discussed in Section 3.
Note that, in this research we consider a fixed overall total bandwidth for transmitting a video sequence, and after excluding the bandwidth for the base layer coding, the remaining bandwidth is equally allocated to each FGS enhancement layer frame. The searching for optimal α and − → l is performed on each FGS frame. Recently, we have seen extensive studies in how to allocate bandwidth among FGS frames [26] , which can achieve much better performance than the uniform bit allocation. It would be interesting to apply those frame-layer bit allocation schemes in our proposed system. However, it is out of the scope of this paper.
Analysis of End-to-End Distortion
Since we assume the base layer of FGS can be transmitted error free, the end-to-end distortion D n between Y (n, u) andỸ (n, u) becomes the same as the distortion between F (n, u) andF (n, u).F (n, u) is essentially a random variable and thus D n for the n-th frame can only be expected as
Correspondingly, the source distortion D s and the channel distortion D c can be expressed as
respectively. It has been shown in [14] that D s and D c are generally uncorrelated. Hence, we can let
For I-FGS, the source distortion D 
The channel distortion D I c is caused by unrecovered corrupted packets. For progressive video data, typically, the decoding is stopped for current video frame at the first uncorrected packet no matter the following packets of current video frame are correct or not. Therefore, D I c is given by
where
is the probability that no uncorrected error remains in the first i packets but uncorrected errors occur in the (i + 1)-th packet. P i ( − → l ) can be calculated as
where p e (l i ) is the probability that a packet contains uncorrected errors after channel decoding with parameter l i . For a binary symmetric channel (BSC) with symbol error rate (SER) and a RS code (l i , k), p e (l i ) can be computed as
Combining Eqns. (7) and (8), we obtain the end-to-end distortion for I-FGS as
Similar to the source distortion of I-FGS, the source distortion of P-FGS can be written as
Notice that d 
cc , the distortion due to current loss, and we denote E{[
cp , the distortion due to propagation. We would like to point out that the fifth identity in Eqn. (13) is based on the assumption that the distortion due to current loss and the distortion due to propagation are uncorrelated. Also, notice that P-FGS may have some intra coded MBs. For intra coded MBs in P-FGS, the derivation above still holds since in those casesF (n − 1, v) =F (n − 1, v) = 0 and F (n, u) =Ĝ(n, u). The distortion due to current loss is the same as that in Eqn. (8) . For the distortion due to propagation, similar to our previous work [14] , we assume that
where β is the percentage of intra coded MBs in P-FGS and b is a constant describing the motion randomness of the video scene. Therefore, D P c can be further derived as
Combining Eqns. (12) and (15), we obtain the end-to-end distortion for P-FGS as
Finally, the optimal problem of joint mode selection and UEP can be formulated as
where α ∈ {0, 1} and R n is the allocated bandwidth for the n-th FGS enhancement layer frame.
Joint Source Channel Optimization
In the previous section, we have constructed the overall end-to-end R-D function, as shown in Eqn. (17) . In this section, we discuss how to solve such a joint source channel optimization problem. According to Eqn. (17), it is clear that, in order to minimize the overall distortion, we need to calculate the optimal D I (n, − → l ) and D P (n, − → l ), and then choose the one having smaller value as the coding mode. However, to obtain the optimal D I (n, − → l ) and D P (n, − → l ), we need to have the source R-D curves, d (15), need to be justified. In the following, we will discuss these three key issues in detail.
R-D Extraction of FGS Source Coding
The performance of model-based methods for rate allocation depends heavily on the accuracy of the adopted model. Recently, Zhang et al. found that the R-D characteristics within each bitplane of the baseline FGS is more accurate to be modeled as linear functions than exponential functions, and the R-D curve of the FGS enhancement layer can be estimated by extracting R-D points at the end of each bitplane during the encoding process followed by linear interpolation [26] .
In this research, we conduct some experiments to see whether the statement of the linear R-D relationship within each bitplane still holds for FGS enhancement layer frames with temporal prediction, i.e. P-FGS. Fig. 4 shows the R-D curves of the seven bitplanes in the third FGS enhancement layer frame (coded in the P-FGS mode) of the QCIF Foreman sequence. We can see that the linear relationship exists among almost all bitplanes except the first one. This is because the first bitplane of P-FGS typically has very small amount of data. The flat steps in the R-D curve of the first bitplane are possibly caused by the fragmentation in coding a long sequence of all zero bits. We have tested other frames and other video sequences at different coding rates, and similar R-D relationship can be observed.
Although the linear relationship does not hold in the first bitplane of P-FGS, it can be neglected since the number of bits in the first bitplane is so small (usually less than 50 bytes) that we can deem the data of the first bitplane will be encapsulated into one packet. Therefore, d i can be calculated as
where δ j and B j are the sampling distortion and rate values at the end of the j-th bitplane, and B j−1 ≤ ik ≤ B j .
Channel Distortion Estimation
To verify the model of estimating channel distortion of P-FGS, first, we consider the case without channel feedback. we can directly use Eqn. (15) to calculate the estimated channel distortion starting from the first I-FGS frame. Notice that, in Eqn. (15), β and b are different for different frames. For one frame, β is known after the encoding of the FGS base layer. To determine b for the n-th FGS frame, we choose a possible pair ofF (n − 1, u) andF (n − 1, u) and calculate b as
where v in the (n − 1)-th frame is the motion prediction pixel for the pixel u in the n-th frame.
We also consider the cases with channel feedback as that in [14] . With the channel feedback, the encoder can determine the quality of the received (n − ∆)-th FGS frame and its previous frames, where ∆ is the feedback delay in the unit of frame interval. In this way, the channel distortion estimation becomes how to estimate D c (n) given that we are able to obtain the actual values of {D c (n − ∆ − i), i ≥ 0}. Based on Eqn. (15), we can re-formulate the channel distortion estimation with feedback as
To test the performance of the proposed channel distortion estimation scheme, we use the MC-FGS system without UEP to conduct the experiments. We choose the packet loss rate to be 5% for each packet (with the fixed packet size of 40 bytes) and the loss only occurs in the latter 30% portion of each frame. This is reasonable because UEP will be employed eventually which will result in that packet loss is more likely to happen in the latter portion. We run the simulation 20 times for each test scenario and then compute the average channel distortion. Fig. 5 shows the experimental results of channel distortion estimation with different feedback delays. We can see that the estimated channel distortion matches the actual channel distortion very well, especially in the case of ∆ = 1. Although for larger values of ∆ the estimation performance is not as good as the case of ∆ = 1, it can still consistently match the actual channel distortion and the performance will not become worse with the further increasing of ∆.
Dynamic Programming for UEP
One way to find the optimal UEP solutions for our proposed system is through exhaustive search similar to the greedy and iterative search algorithm proposed in [12] . However, the exhaustive search algorithm will cost extremely long execution time and thus not feasible for video applications, which have very tight delay constraints. Since we use the UEP architecture with fixed-length source blocks, we are able to apply the dynamic programming approach proposed in [8] to find the optimal solution. The basic idea of the dynamic programming approach is to use a sum of incremental rewards, which are accumulated with each successfully decoded packet, to express the expected quality [13] . Similar to [8] , we can construct the accumulated reward g(i, − → l ) and rate r(i, − → l ) into two recursive functions as
Although the dynamic programming approach can find the optimal UEP solution much faster than using exhaustive search, the execution time will still become intolerable with the increase of total number of packets in an FGS frame. Therefore, in the case of relatively higher bit rates or more packets available, we only consider providing layered UEP while in the case of lower bit rates we still provide different protection among different packets. In this way, we try to use the dynamic programming to quickly find the optimal UEP solution.
The idea of layered UEP is to partition the packets into several layers and provide different protection among different layers instead of different packets. Given the total bits r for each enhancement frame, the total number of packets M is unknown until the end of dynamic programming because the length of channel code for each packet is uncertain. By assuming the channel coding rate is always not less than 1/2, we can calculate the minimum number of packets N as N = r/(2 · k) . If we want to partition all the packets into S layers, a simple approach is to partition the first N packets into S − 1 layers with the equal number of packets, i.e., N/(S − 1) , and all the remainder packets belong to the S-th layer. If we want to reduce the time to obtain the optimal UEP solution, we can reduce the value of S. It is a tradeoff between the executing time and the UEP performance.
Experimental Results
In this section, we perform experiments to illustrate the effectiveness of the proposed system, i.e., the MA-FGS with UEP. The experiments are performed on two QCIF format video sequences. The first video sequence is the Foreman sequence with 300 frames, which contains large facial movements and camera panning at the end. The second one is the Akiyo sequence with 300 frames, which contains low activity (slow motion). Both video sequences are coded at 10 fps. The base layers are coded at 32 kbps for the Foreman sequence and 16 kbps for the Akiyo sequence, respectively. We compare our proposed system with other 3 schemes, i.e., MC-FGS with EEP, baseline FGS with UEP and baseline FGS with EEP. For EEP, channel coding rate is selected based on predetermined threshold, i.e., the corresponding probability of corrupted packets should be less than the threshold. In this simulation, we choose 10 −6 as the threshold for MC-FGS with EEP and 10 −3 as the threshold for baseline FGS with EEP since MC-FGS has severe error propagation problem while baseline FGS does not have. We apply our proposed model with no mode selection for baseline FGS with UEP. The length of source data in a packet is fixed to 40 bytes and the FEC range for UEP is from 0 byte to 40 bytes. ∆ = 5 is chosen as the feedback distance for applying our proposed model. Note that, in our proposed MA-FGS, if there are several I-FGS frames between the last feedback frame and the current frame, the estimated channel distortion of the closest I-FGS frame will be utilized as the feedback. It is the same when we code the first 5 frames since there is no feedback available. The experimental results are obtained over 20 simulations for each configuration. Fig. 6 shows the PSNR performance under different total bandwidths with a fixed SER of 0.1 and Fig. 7 shows the PSNR performance under different SERs with a fixed total bandwidth. We can see that the MA-FGS with UEP achieves much better performance than the baseline FGS with UEP. For example, as shown in Fig. 6 , in the case of coding the Foreman sequence, the MA-FGS with UEP outperforms the baseline FGS with UEP about 0.9 dB at 256 kbps. In the case of coding the Akiyo sequence, the MA-FGS with UEP obtains about 2.2 dB gain at 112 kbps. Although in most cases MC-FGS with EEP achieves better performance than baseline FGS with UEP or EEP, it is always inferior to MA-FGS with UEP. Moreover, for Foreman sequence with large values of SER, the performance of MC-FGS with EEP has significant performance degradation, even worse than baseline FGS with EEP. This is because large amount of bits are used for channel coding in the cases of large SERs. Fig. 8 shows the average PSNR of different video frames with SER = 0.1 and a fixed total bandwidth. It can be observed that the MA-FGS with UEP achieves better performance for almost all the video frames. Fig. 9 shows an example of the channel distortion and the corresponding coding mode for each frame over one simulation in the case of transmitting the Foreman QCIF sequence using MA-FGS with UEP at 128 kbps and SER = 0.1. From the figure, we can see that frames (1, 40, 53, 63, 64, 65, 66, 68, 69) are coded with I-FGS. Encoding the 40-th frame with I-FGS is because that the channel distortion for the 35-th frame is unexpected large and this information can only be available to the encoder at the time of coding the 40-th frame. With the correct mode decision in the 40-th frame, the channel distortion is reduced immediately. For frames (53, 63, 64, 65, 66, 68, 69), they are coded with I-FGS mainly because these frames are with large motion. From this example, we can see that our proposed mode selection scheme can accurately adapt to both channel distortion and motion characteristics of video frames. We believe, for more realistic wireless channels with unexpected severe fading, using I-FGS due to channel distortion will occur more often.
Conclusion
The contribution of this paper is twofold. First, we have derived an overall endto-end R-D function for the proposed system of jointly considering the mode selection and UEP. In the derived R-D function, we have included not only the source distortion and the channel distortion introduced in the current frame but also the propagated channel distortion from the previous frames. Second, based on the overall R-D analysis, we have developed a sound practical scheme to find the optimal solutions of mode selection and UEP for delay-constraint video applications. Extensive experimental results have demonstrated that the proposed system significantly improves the end-to-end video quality for wireless video coding and transmission.
However, there are some weakness remaining in our current system, which is needed to be overcome in our future work. First, we should apply our proposed scheme to single-layer bitplane based video coding since our scheme is for the applications of one-to-one online video coding and transmission. Second, due to online R-D estimation and using dynamic programming for UEP, the speed of current encoder is not fast enough to be real-time. Those techniques on dependent R-D estimation and approximate UEP should be considered. In addition, more realistic wireless channels should be examined. Table 1 The symbol definitions.
Y (n, u) : The original value of pixel u in the n-th video frame.
The reconstructed high quality value of pixel u in the n-th video frame without channel impairment.
Y (n, u) : The received high quality value of pixel u in the n-th video frame at the receiver end.
X(n, u) : The base layer reconstruction value of pixel u in the n-th video frame in the feedback loop at the encoder. 
