This paper is concerned with a kind of QP-free feasible algorithm which solves an inequality constrained nonlinear optimization problem. Under some weaker conditions than those in [H. Qi, L. Qi, A New QP-free, globally convergent, locally superlinear convergent algorithm for inequality constrained optimization, SIAM J. Optim. 11 (2000) 113-132], we prove that the algorithm is implementable and globally convergent. Moreover, some numerical test results are given to indicate that the algorithm is quite promising.
Introduction
In this paper, we consider the inequality constrained nonlinear optimization problem 
For the sake of convenience, let us first introduce some existing results. In 1988, Panier et al. [3] proposed a QP-free method for Problem (NLP). Their algorithm first calculates a descent direction d k0 , by solving the following linear system, which is derived from (1)
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where ν > 2, e ∈ R m is the vector of all ones. The search direction is a convex combination of the two directions, namely,
where ρ k is calculated explicitly. However, if some multiplier µ k i corresponding to a nearly active constraint g i (x k ) becomes very small, as has been noted in [3] , systems (2) and (3) may become very ill-conditioned. Thus, if x k is close to the solution of Problem (NLP), the strict complementarity conditions are not satisfied.
Recently, nonlinear complementarity problems (NCPs in short) have attracted much attention due to their various applications (see e.g. [2, 5, 7, 9] ). In [8] , Qi and Qi proposed a new QP-free feasible method based on the following Fischer-Burmeister (F-B in short) NCP function
The function has some important properties, among which are:
• The square of φ 0 is continuously differentiable.
• φ 0 is twice continuously differentiable everywhere except at the origin, but it is strongly semi-smooth at the origin.
Clearly, the KKT point conditions (1) can be equivalently reformulated as the following
. . .
With the F-B NCP function, Qi and Qi [8] proved that their algorithm was globally convergent without isolatedness of the accumulation point and the strict complementarity condition. They also proved that their algorithm was superlinearly convergent under some mild conditions. But, to prove global convergence, Qi and Qi [8] used some stronger conditions. One is the linear independence of gradients of active constrained functions at the solution, another is the uniformly positive definiteness of H k which is obtained by the Quasi-Newton update.
In our setting, we will study Problem (NLP). The target is to propose a kind of QP-free feasible method which solves Problem (NLP) and prove that our algorithm is implementable under some suitable conditions. We also prove that our algorithm is globally convergent under some weaker conditions than those of Qi and Qi [8] , i.e., without assuming the linear independence of gradients of active constrained functions at the solution and the uniformly positive definiteness of H k . This is a difference from the work of Qi and Qi [8] . However, for the sake of technique, we use similar conditions to those of Qi and Qi [8] to prove the superlinear convergence of our algorithm.
To design our algorithm for solving Problem (NLP), we replace the F-B NCP function φ 0 (a, b) used in [8] with the following smoothing function for the F-B NCP function
which has the following properties used later on.
•
• For any fixed (a, b) ∈ R 2 , the following limit
Regarding the smoothing function φ(a, b, ), we refer the reader to Chen [4] for a detailed introduction. Based on the above properties of φ(a, b, ), we construct a smoothing function of
Then we easily check the following conclusions about Φ(x, λ, ):
• The error of Φ(x, λ, ) to Φ 0 (x, λ) is bounded by the smooth parameter , namely,
The paper is organized as follows. In Section 2, a kind of QP-free feasible method is proposed. In Section 3, we will show that our algorithm is well defined. The conditions of the global convergence and superlinear convergence of the algorithm are discussed in Sections 4 and 5, respectively. In Section 6, we give some numerical test results which show that our algorithm is better than that of Qi and Qi [8] . In the last Section, some brief conclusions are drawn. 
Algorithm
where η k i and θ k i will be used in the proof of the following lemmas (Lemmas 4.3 and 5.5). In order to apply Quasi-Newton methods to solve Problem (NLP) and achieve superlinear convergence of this algorithm, we use the following matrix 
, and I n is the n order unit matrix.
We will now give our algorithm.
Algorithm 2.1.
Step 0. Initialization.
Step 1. Compute the search direction.
(1) Compute d k0 and λ k0 by solving the following linear system in (d, λ)
If 
where the ith element of (λ 
where
(4) Compute the search direction d k and the approximate multiplier vector λ k as follows
(5) Compute a correctiond k by solving the following least square problem in d
Step 2. Line search.
where j is the smallest non-negative integer satisfying
Step 3. Update. Update H k and obtain a symmetric positive definite matrix H k+1 whose expression will be given in Section 6. Set
Otherwise, set k = k + 1, then go back to step 1.
Remark 2.2.
In our algorithm, we first calculate a descent direction d k0 by solving the system (7) which is derived from (1). However this direction d k0 can converge to zero with a negative multiplier. In order to avoid this point, we continue to calculate a deep descent direction d k1 by solving the system (8), which is obtained by adding a slight perturbation diag(ξ k )(λ k0 − ) in the right-hand side of the system (7). The purpose of the system (9) is to ensure the feasibility of the next iterate. To avoid the Maratos effect, a further bending of the search direction can be obtained by solving the system (12).
Implementation of the algorithm
In this section, we will check that our algorithm (Algorithm 2.1) is implemented. To do this, we first give some preliminary results (Lemma 3.1, Corollary 3.2 and Lemmas 3.3-3.5). We need the following assumptions.
(A2) H k is positive definite and there exists a positive number m 1 such that
is a KKT point of Problem (NLP). Without loss of generality, in the following, for all k, we assume that
Substituting (18) into (16) and multiplying (16) by µ T , we get
Since H k + c k I n is positive definite and ∇G(x
T is positive semi-definite, we get u = 0 from (19), then v = 0 from (18). This lemma holds.
In terms of (A1) and (A2), without loss of generality, we may assume that {x
Putting all the limits together, we get
By Lemma 3.1, we can easily draw the following conclusion.
Proof. From Φ 0 (x * ,λ * ) = 0, it is easy to see * = 0 and η * i < 0, i = 1, 2, . . . , m. By replacing the index k by * in the proof of Lemma 3.1. We can check that V * is nonsingular, which implies that { V k } K is bounded. Then this proof is completed.
Noticing Lemma 3.1, we know that V k is nonsingular. Let
Through some computations, we get
= 0, the system (7) reduces to
From the above equations, we easily get λ
satisfies the condition of (1). So the proof is completed.
Without loss of generality, hereinafter, we assume that the algorithm never terminates at Step 1 (1), i.e., 
Proof. (7) implies
Noting (27), we can get
Substituting (28) into (26) and multiplying (26) by (d k0 )
T , we have
So the first part of the lemma holds. (7) and (20) imply
Using property of the matrix, we obtain
From (7), (22), (23) and (30), we get
By virtue of (8), (22) and (31), we have
So the second part of this lemma holds. Now we prove the last part of the lemma. (8), (9) and (31) imply
Finally, according to (8)- (11), (32) and (33), we get
Thus, this lemma holds.
Lemma 3.5. If d k0
= 0, then there exists at such that (13) holds for all t ∈ (0,t).
Proof. If d k0
= 0, we have from the continuous differentiability of
Similarly, from g i (x) < 0 and the continuous differentiability of g i (x k ), there exists at > 0 such that the second formula of (13) holds for t ∈ (0,t). Then we complete the proof. Therefore, Lemmas 3.3-3.5 indicate that our algorithm (Algorithm 2.1) is implemented.
Global convergence
In this section, the global convergence of the algorithm will be proved without assuming the linear independence of the gradients of active constrained function and the uniformly positive definiteness of the submatrix H k obtained by the Newton or Quasi-Newton methods. This is different from the procedure followed in Qi and Qi [8] . To get Theorem 4.5, we first introduce some preliminary results (Lemmas 4.1-4.4). We also suppose assumptions (A1) and (A2) hold in this section. 
} K is bounded due to assumption (A1). The solution of (7) Proof. It follows from Lemma 3.4 that
Since {λ
(34) implies that λ * i > 0, i = 1, 2, . . . , m, and by the definition ofλ
Taking limits on both sides of (7), and noting {d
If g i (x * ) = 0, then we get λ * = 0 by (35) and (37). In conclusion, for
From (1), we know that x * is a KKT point of Problem (NLP). This lemma holds. 
By Lemma 4.2, the proof of Lemma 4.3 is similar to that of Lemma 3.8 in [3] , so we omit it. The following result is the same as that given by Lemma 3.6 in [8] . 
KKT point of Problem (NLP).
Therefore we get the following global convergence theorem. 
Proof. Let {x
The proof is completed.
Superlinear convergence
In this section, to prove the superlinear convergence of Algorithm 2.1, we also need the following assumptions (A3)-(A7) except for (A1) and (A2) given in Section 2. Let (x * , λ * ) be a limit point of the sequence {(x k , λ k0 )}. is positive definite on the subspace {h | h
(A7) The sequences of {H k } satisfy
Similarly to the proof of Lemma 3.1 and Corollary 3.2, we have:
Clearly, from Lemma 5.1 and the proof of Lemma 4.1, we can easily check the following result.
To prove Theorem 5.4, we also need the following result. 
. By (7)- (10),
is the solution of the following expression
From the definition of ξ
This lemma holds. (
k I n in the coefficient matrix V k of our algorithm, we need to prove that the following limit (39) holds, which will be used in Lemma 5.5,
It is easy to see that lim k0 for large enough k, then we can prove that the algorithm is also superlinearly convergent without (A4) and (A5).
Numerical tests
Algorithm 2.1 was implemented in MATLAB and tested over a set of problems from Hock and Schittkowski [6] . The details about the implementation are described as follows.
(1) Test problems and parameters. A total of 30 problems were selected from [6] . These problems only have inequality constraints and the starting points provided are strictly feasible. From here 20 problems were tested in [8] , and the numerical results of their Algorithm are presented in the following table (Table 1) , which can also be found in [8] .
It is worth pointing out that our algorithm is relatively insensitive to the parameter values of the algorithm. To illustrate this, we respectively use the following three groups of different parameters to test our algorithm:
(i) c 1 = 0.5, α = 0.3, β = 0.5, θ = 0.8, ν = 3, τ = 2.5, κ = 0.9,μ = +∞, (ii) c 1 = 0.4, α = 0.25, β = 0.5, θ = 0.7, ν = 3, τ = 2.5, κ = 0.8,μ = +∞, (iii) c 1 = 0.6, α = 0.3, β = 0.45, θ = 0.8, ν = 4, τ = 2.4, κ = 0.9,μ = +∞, where the first group of parameters, (i), was used in [8] . The corresponding numerical test results can be seen in Tables 1-4 , where we adopt the following notations.
Problem:
Number of problems in Hock and Schittkowski [6] , NIT:
The number of iterations, NF:
The number of function f (x) evaluations,
NG:
The number of function G(x) evaluations, Φ :
Value of Φ(·, ·) at the final iterate (x k , λ k0 ),
FV:
Objective function value at the final iterate, group i:
The ith group of parameter.
(2) The termination criterion. It follows from the properties of the Fischer-Burmeister function that the final iterate must be an approximate KKT point of NLP. Hence we use the termination criterion Φ 0 (x k , λ k0 ) ≤ 10 −5 , where Φ 0 is defined in (4). This termination criterion works quite well for our test problems.
(3) BFGS update. In our algorithm (Algorithm 2.1), the initial Lagrangian Hessian estimate is H 0 = I, and H k is updated by the BFGS method. In particular, we set 
