Recent experimental and computational developments have been pushing the limits of live-cell 2 single-molecule imaging, enabling the monitoring of inter-molecular interactions in their native 3 environment with high spatiotemporal resolution. However, interactions are captured only for the 4 labeled subset of molecules, which tends to be a small fraction. As a result, it has remained a 5 challenge to calculate molecular interaction kinetics, in particular association rates, from live-cell 6 single-molecule tracking data. To overcome this challenge, we developed a mathematical 7 modeling-based Framework for the Inference of in Situ Interaction Kinetics from single-molecule 8 imaging data with sub-stoichiometric labeling (termed "FISIK"). FISIK consists of (I) devising a 9 mathematical model of molecular movement and interactions, mimicking the biological system 10 and data-acquisition setup, and (II) estimating the unknown model parameters, including 11 molecular association and dissociation rates, by fitting the model to experimental single-molecule 12 data. Due to the stochastic nature of the model and data, we adapted the method of indirect 13 inference for model calibration. We validated FISIK using a series of tests, where we simulated 14 trajectories of diffusing molecules that interact with each other, considering a wide range of model 15 parameters, and including resolution limitations, tracking errors and mismatches between the 16 model and the biological system it mimics. We found that FISIK has the sensitivity to determine 17 association and dissociation rates, with accuracy and precision depending on the labeled fraction 18 of molecules and the extent of molecule tracking errors. For cases where the labeled fraction is too 19 low (e.g. to afford accurate tracking), combining dynamic but sparse single-molecule imaging data 20 with almost whole-population oligomer distribution data improves FISIK's performance. All in 21 all, FISIK is a promising approach for the derivation of molecular interaction kinetics in their 22 native environment from single-molecule imaging data with sub-stoichiometric labeling. 23 Significance 1
Introduction
Light microscopy is providing information on molecular activities in cells with ever-increasing 2 sensitivity and spatial and temporal resolution. Modalities such as live-cell single-molecule 3 imaging provide the highest sensitivity and resolution, reporting on the dynamic activities of 4 individual molecules. Recent experimental and computational developments have been pushing dimerization/bimolecular interactions. Our proof-of-principle tests also shed light on experimental 1 design strategies that can be employed to maximize the performance of FISIK and derive the 2 molecular interaction rates of interest. model calibration, as would be done for a 31 deterministic system. Therefore, we have 32 devised a stochastic model calibration 33 algorithm by adapting the method of 34 Indirect Inference (18) (19) (20) . In this 35 approach, the model-generated (termed 36 "probe") and experimental (termed capture the important information about the system, yet they should minimize redundancy (21, 3 22) . The difference between probe and target is then taken as the difference between their 4 respective intermediate statistics, calculated as the Mahalanobis distance between them (23). 5 Specifically, if θprb and θtar are, respectively, the intermediate statistics of the probe and target data, 6 with associated variance-covariance matrices Vprb and Vtar, then the Mahalanobis distance S is 7 calculated as:
9
Casting the comparison in terms of the Mahalanobis distance has two advantages: (i) The solutions.
20
Note that, at the conceptual level, FISIK is not limited to using Indirect Inference for 21 stochastic model calibration. Other methods, such as Bayesian Inference (26, 27) , including 22 Approximate Bayesian Computation (28) (29) (30) , are expected to be equally applicable. 
41
(2) Initial update of molecule positions: Under the model of free diffusion, each oligomer(n 42 ≥ 1) takes a step from time point t -Δt to time point t with x-and y-components, sx and sy, ~ 43 (0, √2 ∆ ) , where D is the diffusion coefficient. As mentioned above, all molecules within an 44 oligomer move together. Note that if a molecule has dissociated from an oligomer (step 1 above), 1 it moves independently of the oligomer to which it used to belong. The resulting positions are 2 considered "initial positions" because, as described next, these positions might be altered by might pass by each other as they move from time point t -Δt to time point t, but the distance 8 between them might be greater than dsize at both time points. Therefore, we devised a simulation 9 strategy to compensate for the effect of finite Δt on molecular encounters. The compensation 10 strategy is based on assigning molecules an "effective radius" (Reff) based on their extent of 11 movement within Δt rather than their physical size, defined as = √4 ∆ . This allows us to 12 define a movement-based encounter distance, dmove = 2Reff. For example, for D = 0.1 μm 2 /s, dmove 13 = 12.6 nm (≈ dsize = 10 nm) for Δt = 10 -4 s, but dmove = 126 nm for Δt = 10 -2 s. In the simulation, 14 the encounter distance dencounter is then taken as max(dsize, dmove). Testing this compensation strategy 15 demonstrated that it renders the simulation output insensitive to Δt up to 10 -2 s ( Fig S1B) , a 16 practically feasible Δt, which is more than 2 orders of magnitude larger than the Δt needed to avoid 17 time discretization artifacts. 18 With this, all monomer-oligomer(n ≥ 1) pairs with pairwise distance ≤ dencounter are 19 considered as encounter candidates. If any objects (monomers or oligomers) appear in more than 20 one pair because their distance ≤ dencounter to more than one object, graph matching is used to resolve 21 these conflicts globally (33) and impose that each object may interact with only one other object Particle tracks output of kinetic Monte Carlo simulations.
28
The trajectories output by the simulation code to use for further analysis within FISIK are in the 29 same form as tracks obtained via multiple particle tracking of one-color single-molecule data 30 (using e.g. u-track (7)). Every object (monomer or oligomer) becomes a particle, and the only 31 information stored are its position and intensity over time (as with experimental single-molecule 32 data). When an association happens, two particles merge into one. When a dissociation happens, 33 one particle splits into two. The time step for the output particle tracks is a user-specified 34 parameter, generally chosen to match the experimental data time step.
35
Note that the oligomeric state of particles is not stored explicitly, as this information is not 36 a direct output of single-molecule imaging experiments. However, for probe simulations, where 37 the individual fluorophore intensity Iind ~ N(1,0), particle intensity is effectively equal to 38 oligomeric state. For target simulations, on the other hand, the individual fluorophore σind > 0, as 39 would be the case for experimental single-molecule data. In this case, the oligomeric state of the 40 particles is unknown and is subsequently estimated from the particle intensities and their merging 41 and splitting history, as described in the next section.
Estimation of oligomeric state from particle intensities and merging and splitting history 1 The first step for calculating the intermediate statistics is to estimate the oligomeric state of each 2 particle over time, i.e. it dynamic oligomerization history, using the available information, namely 3 the particle intensities and their merging and splitting history. For this, particle tracks are divided 4 into segments, where each segment starts via an appearance or a split, and ends via a disappearance 5 or a merge. The dynamic oligomerization history is then determined as follows:
6 For probe data: Because the individual fluorophore intensity Iind ~ N (1, 0) in probe 7 simulations, the oligomeric state of a probe particle over time is given by its intensity over time. where μind is the (known) mean intensity of an individual fluorophore. The minimization is subject 16 to constraints from the merging and splitting history of the segments, imposing conservation of 17 number of molecules. We will use the example shown in Fig S2A to illustrate the constraints: In 18 that example, segments 1 and 2 merge to form segment 3, and then segment 3 splits into segments 19 4 and 5. This imposes the constraints that: 20 s1 + s2 = s3 and s3 = s4 + s5.
(3) 21 Thus, for the example shown in Fig S2A, parameters pa(n) and koff(n) (n = 2, 3, 4, …) and the population parameters ρ and f. Their choice 38 was also validated a posteriori as they indeed enabled FISIK to estimate the unknown model 39 parameters (as discussed in the Results section).
40
Using the labeled molecules' dynamic oligomerization history (generated as described ). Inverting the Gillespie algorithm for the simulation of stochastic processes (36), the labeled 13 molecule dissociation rate is then calculated as
15
Note that, in order to minimize redundancy between intermediate statistics (21), the labeled 16 molecule association rates are not used as intermediate statistics. This is because, under the 17 assumption of steady state, they are simply calculated from the labeled molecule oligomer 18 densities and labeled molecule dissociation rates:
, n = 2, 3, … , .
20
In other words, the labeled molecule densities and off rates are sufficient to capture all the available 21 information about the molecular interactions of interest.
22
With this, the vector of intermediate statistics describing each simulation/experimental 23 time lapse is constructed as that, for the sake of simplicity, in these and most of the following tests pa refers to pa(2 ≤ n ≤ 5) 38 (all equal) and koff refers to koff(2 ≤ n ≤ 5) (also all equal). Unless explicitly stated otherwise, pa(n 39 > 5) = 0, i.e. the maximum oligomer that could be formed was a pentamer. The simulation 40 parameters employed for these tests are shown in Table S1 , Row 1. Shown are the mean and standard deviation from 10 simulations per parameter combination. Each panel explicitly states the varied parameter values, while the parameters not stated take on the following values: ρ = 4 mol/µm 2 , pa = 0.05, koff = 1/s, D = 0.1 µm 2 /s and f = 1. In the first column, the right-most measurement (with gray background) is the total molecule density ( ) as calculated from the oligomer densities:
( ). Note that the left and right y-axes have different ranges. (E) shows the oligomer fraction instead of oligomer density to illustrate better the shift toward smaller labeled oligomer sizes as the labeled fraction decreases.
The calculated total molecule density (ρ lab ) and dissociation rate ( ) were equal to their 1 corresponding input values, and they only varied when their input values were changed ( the input koff decreased (Fig 2A-D, 1 with the labeled fraction f (Fig 2E) . This would aid us in interpreting our test results. As expected, In order to achieve reasonably accurate particle tracking, most 2D single-molecule imaging 23 experiments operate at a labeled molecule density roughly in the range 0.1-1 mol/μm 2 (7, 9, 16) .
24
Therefore, as a first test of FISIK, we focused on simulations with relatively low molecule densities 25 (ρ = 1-16 mol/μm 2 ), in order to afford low-medium labeled fractions (f = 0.1-0.6). Taking the 26 example of cell-surface receptors, such densities are realistic for various receptor types, such as 27 CD36 (6), EpoR (37), LDLR (38) and various GPCRs (14, 17) . Because the parameter inference 28 problem is expected to get more difficult as the labeled fraction gets smaller -an expectation that 29 is met in our tests as will be discussed shortly -these initial studies test FISIK under relatively 30 favorable conditions.
31
For these studies we used the model parameters in Table S2 , Row 1 (see also Fig 3) and 32 simulation parameters in Table S1 , Row 2. The values of D and koff were motivated by single- N(1,0) ). The target parameters were chosen to span a wide range of values for the interaction 3 parameters pa and koff and the population parameters ρ and f. 4 In the following we discuss our major findings from these tests, using representative targets 5 for demonstration. Taking the target ρ = 4 ± 0.4 mol/µm 2 , f = 0.2, pa = 0.05 and koff = 1/s as our 6 reference point, we will first explain how the parameter inference results are displayed ( Fig 3A) .
7
As explained in Methods, Section 1, the difference between a probe and a target is calculated as For the reference target ( Fig 3A) , FISIK was able to identify the correct parameters mol/μm 2 for this target). Note, however, that this coupling did not extend indefinitely. For 27 example, comparing the probe landscape to a target with ρ = 100 ± 10 mol/µm 2 , f = 0.03, pa = 0.05 28 and koff = 1/s (described in detail in the next section) did not yield any matches between them, even 29 though 100 × 0.03 = 3 labeled mol/µm 2 , a labeled molecule density that was achievable by multiple 30 ρ-f combinations in the probe landscape. We suspect that the finite range of ρ-f combinations in 31 the solution is due to constraints imposed by estimating these two population parameters in the 32 context of the interaction parameters koff and pa. Therefore, even though FISIK yields a range of 33 estimated ρ and f values, the range is finite and contained within one order of magnitude at most.
34
In spite of the observed ρ-f coupling, which reduced the determinability of ρ and f, the for lower f (Fig 2E) . Testing FISIK against targets of different 40 population parameters f and ρ in the neighborhood of the reference parameters indicated that 41 targets with higher f or ρ led to narrower solution ranges, while targets with lower f or ρ led to 42 wider solution ranges, reducing the determinability of some parameters, especially pa (Fig 3B, C   43 and Fig S3) . koff from 1/s to 0.5/s or to 1.5/s led to clear shifts in the solution range, from 1-1.5/s for target koff 2 = 1/s to 0.5/s for target koff = 0.5/s and to 1.25-2/s for target koff = 1.5/s ( Fig 3A, D, E) . Varying pa 3 from 0.05 to 0.03 or to 0.07 shifted the high p-value solution range from 0.04-0.06 for target pa = 4 0.05, to 0.03-0.05 for target pa = 0.03, and to 0.06-0.08 for target pa = 0.07 (Fig 3A, F, G) .
5
All in all, these tests demonstrate that FISIK is able to estimate molecular interaction 6 parameters from single-molecule data, as long as there is a sufficient fraction/number of labeled 7 molecules. Because of the slight dependence of the estimated interaction parameters on the 8 estimated population parameters, combining FISIK with prior knowledge about the molecule 9 density, which is experimentally achievable via methods such as flow cytometry (40, 41), is 10 expected to aid FISIK with this task.
11
The fraction of labeled molecules in single-molecule trajectory data is a critical factor for 12 FISIK's ability to estimate interaction parameters 13 While many transmembrane proteins exist at a surface density in the 1-10 mol/μm 2 range, others 14 are much more highly expressed. Examples of receptors with high surface densities are CD8 (42) 15 and receptors of the ErbB family (38, 43) . In such cases, the labeled fraction f will be below 0.1 to 16 maintain single-molecule trackability. Therefore, as a next test of FISIK, we simulated targets and 17 probes with ρ ≈ 100 mol/μm 2 and f close to 0.1 and below. These tests not only investigated the 18 performance of FISIK when f is very low, but also allowed us to determine more conclusively 19 which property is more important: the labeled fraction f or the labeled molecule density = ρ × f 20 (the tests above showed some interdependence between the minimum necessary f and ρ; see Fig   21 3A, C and Fig S3C) .
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For these studies we used the model parameters in Table S2 , Row 2 and the simulation 23 parameters in Table S1 , Row 3. The probe parameter landscape consisted of 2352 parameter 24 combinations, where each parameter combination was represented by 30 simulations (here the 25 simulation area was smaller for the sake of simulation efficiency, and thus we compensated for the 26 smaller area, i.e. smaller number of events, by combining 30 simulations instead of 10). The target 27 parameters were ρ = 100 ± 10 mol/µm 2 , pa = 0.05, koff = 1/s and multiple values for f to investigate 28 its effect on interaction parameter determinability (also 30 simulations per target).
29
First we investigated the solution range when the target f = 0.03 ( Fig 4A) , because a target To determine the minimum labeled fraction needed to accurately estimate the interaction 37 parameters, next we increased the target f from 0.03 to 0.06 (Fig. 4B ), 0.09 and 0.12 (data not 38 shown). As f increased, the solution range decreased. By f = 0.06, koff was estimated accurately 39 within a narrow range (all solutions were at 1/s; Fig 4B) . The range of pa also gradually decreased 40 as f increased, although it was still quite wide even at f = 0.12 (data not shown). 41 Putting together the results of the tests here and in the previous section, we conclude that 42 the labeled fraction of molecules is a critical parameter for FISIK's performance. The 43 1 number/density of labeled molecules is important (e.g. Fig 3A vs. Fig S3C) , but the labeled fraction 2 of molecules is much more critical. When the labeled fraction is too small, a too large fraction of 3 multi-molecular events in the system, such as association, becomes invisible. Fundamental 4 information is lost about these multi-molecular processes, and the information seems to be 5 irrecoverable. As a result, determining pa, which characterizes a mutli-molecular process 6 (association), requires labeled fractions of at least ~0.2 ( Fig 3A) . In contrast, determining koff is 7 possible with relatively low labeled fractions, down to ~0.06 ( Fig 4B) , as dissociation is a uni-8 molecular process. improves as the labeled fraction of molecules increases. Yet increasing the labeled fraction often 14 increases particle tracking errors (7, 16), thus reducing the data quality for model calibration and 15 parameter inference (the effect of tracking errors will be investigated in more detail later). One 16 approach to address this challenge is to employ multi-color single-molecule imaging (e.g. 2-or 3- color, or even more with hyperspectral imaging (4)), where the labeled fraction in each channel 1 affords good trackability, while the sum of all channels gives a high enough total labeled fraction.
2
This approach is conceptually similar to the above tests, and thus will not be explored further here.
3 Another approach to address this challenge is to combine the dynamic but sparse information from 4 single-molecule tracking with dense but static information from approaches such as Number and 5 Brightness (N&B) analysis (44, 45) , Spatial Intensity Distribution Analysis (SpIDA) (46), and 6 Single-Molecule Localization Microscopy (SMLM) (47, 48) . These approaches yield a dense 7 snapshot of the oligomeric state distribution of the majority of molecules of interest, thus 8 potentially complementing low-labeled-fraction single-molecule tracking data and improving the 9 ability of FISIK to infer interaction parameters.
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As a first step, we investigated the performance of FISIK when using only static oligomer 11 distribution data. For these tests we used the model parameters in Table S2 , Row 3 and the 12 simulation parameters in Table S1 , Row 4. In terms of model parameters (Table S2) , we replaced 13 the labeled fraction f with the observed fraction . The observed fraction accounts for the fact that, 14 even when all molecules are labeled, not all molecules are observed, due to incomplete fluorophore 15 maturation (17), or incomplete photoconversion and localization in the case of SMLM (49, 50) . In 16 the targets we used = 0.85, and made an unknown parameter to estimate; in the probes was 17 varied in the range 0.75-0.95 (17, 49, 50) . The output of the static snapshot simulations was the 18 particle intensities and positions at the end of the simulation, equivalent to the output of the full 19 trajectory simulations, but for one-time point (Methods, Section 3). As there is no merging and 20 splitting history in the static snapshot data, the oligomeric state of each particle in this case was 21 determined solely from the particle intensities, i.e. by minimizing the objective function in Eq. 2 22 but without any constraints (Methods, Section 4). Additionally, the only intermediate statistics to 23 be used for target and probe comparison in the case of static distribution data were the observed 24 oligomer densities:
(1) (monomers),
(2) (dimers), etc.
25
These tests demonstrated that implementing FISIK with static oligomer distribution data 26 instead of dynamic single-molecule trajectory data yielded an accurate estimate of the ratio of koff 27 to pa (Fig 5A) . Note that pa is linearly related to the association rate kon (Fig 2C) ; as a result, total). We implemented the combination of data types at the level of FISIK's solution space. 41 Specifically, we defined the combined p-value for probe-target comparison as: enabled the accurate estimation of pa and koff with a single-molecule labeled fraction as low as 0.06 7 (Fig 5B, C; for f = 0.06, estimated pa range 0.04-0.06 and koff = 1/s for target pa = 0.05 and koff = 8 1/s). These tests demonstrate that combining these two types of complementary data is indeed a 9 viable approach to enhance the accuracy of FISIK, without the need to increase the labeled fraction 10 in single-molecule trajectory data.
12
FISIK can estimate molecular interaction parameters in the presence of limited mismatch 13 between model and system 14 In our tests of FISIK thus far, there was no mismatch between model (i.e. probe) and the system it 15 mimics (i.e. target). However, when applying FISIK to experimental data, it is highly likely that 16 the employed model is an approximation of reality. Therefore, we investigated the performance of 17 FISIK when there is a model mismatch between probe and target. Specifically, we investigated the 18 effect of a mismatch in the maximum achievable oligomeric state (Omax, such that pa(n>Omax) = 19 0)), and a mismatch in the diffusion coefficient D, as both of these are parameters that we have 20 thus far assumed known instead of determining their values through model fitting.
21
To test the effect of mismatches in Omax, we simulated targets with different Omax, while 22 retaining the probe Omax at 5 ( Fig 6A) . The employed target parameters were otherwise those of 23 our reference target (ρ = 4 ± 0.4 mol/µm 2 , f = 0.2, pa (2≤n≤ Omax) = 0.05 and koff = 1/s; Fig 3A) .
24
High p-value solutions started to appear at target Omax = 3, where the interaction parameters were 25 estimated with reasonable accuracy (high p-value solutions for pa = 0.04-0.07 and koff = 1.25-1.5/s), 26 although at the wrong ρ-f combination (8×0.1 instead of 4×0.2). Increasing Omax to 4, the 27 interaction parameters were estimated accurately and at the correct ρ-f combination, although high 28 p-value solutions were still present at the 8×0.1 ρ-f combination. For Omax > 5, the solution range 29 was very similar to that for target Omax = 5 ( Fig 6A vs. Fig 3A) . These results suggest that FISIK's 30 performance is relatively robust against mismatches in Omax; if it is able to estimate the interaction 31 parameters, they are estimated reasonably accurately. If the mismatch in Omax between target and 32 probe is too large, it appears that FISIK does not yield any solution, instead of an erroneous one. 33 This robustness however implies that FISIK as applied to single-molecule tracking data alone is 34 not able to estimate Omax. Other techniques, such as static distribution data, would be better suited 35 to estimate Omax, which should then be input into the model.
36
To test the effect of mismatches in D, we simulated targets with different D, while retaining 37 the probe D at 0.1 µm 2 /s. Again, the employed target parameters were otherwise those of our 38 reference target ( Fig 3A) . We found that lower/higher D in target compared to probe were 39 compensated for by lower/higher pa in the solution (Fig 6B) . This is most likely because of the 40 1 Figure 6 . FISIK can estimate molecular interaction parameters in the presence of limited model mismatch between probe and target. Four dimensional p-value landscape for comparing probe trajectories to the indicated targets, as a function of the population parameters ρ and f and the interaction parameters pa and koff (total of 3360 probes). Targets are subject to mismatch in the maximum achievable oligomeric state Omax (A), and in the diffusion coefficient D (B-C). In (B), all molecules in target have the indicated D (which is different from the probe D). In (C), D for target molecules follows the indicated normal distribution. Detailed description as in Fig 3A. In (A) , the correct probe parameters (= target parameters) were outside of the 1 approximately linear dependence of on pa and D (Fig 2C and D, 3 very similar to that with no variation in D between molecules ( Fig 6C vs. Fig 3A) .
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These tests indicate that FISIK is relatively sensitive to mismatches in the mean D between While single-molecule imaging can reveal colocalization of molecules, suggestive of interactions, 21 on its own it cannot distinguish between molecules interacting with vs. passing by each other, 22 largely because of the resolution limit. Note that for the purposes of this section we are using the 23 term interactions in a general sense, thus including direct interactions, indirect interactions and 24 clustering within a common nanodomain. Distinguishing between these different types of 25 interactions depends on the known biology and further experimentation of the system under study.
26
Here we are concerned with distinguishing between them and coincidental colocalization due to 27 molecules passing by each other. One-color single-molecule imaging suffers the most from the 28 limited resolution of light microscopy. Multi-color imaging suffers less due to the ability to use 29 e.g. co-movement in addition to colocalization to assess specific interactions (8). FRET-based 30 experiments suffer the least from the resolution limit, due to the requirement of very close 31 proximity for FRET. Nevertheless, fundamentally all light microscopy approaches face the 32 challenge of distinguishing between proximity due to interactions vs. due to passing-by events. 33 Here we tested FISIK's performance when applied to single-molecule trajectories obtained 34 from one-color imaging data, as the most challenging scenario. We and others have previously 35 solution range for Omax = 2 and Omax = 3, and had the following p-values for the other tests: 0.6418 (rank 5/13 possible solutions) for Omax = 4, 0.9892 (rank 1/5 possible solutions) for Omax = 6, and 0.8984 (rank 2/10 possible solutions) for Omax = 8. In (B), the correct probe parameters were outside of the solution range for D = 0.05, 0.07, and 0.2 µm 2 /s, and had the following p-values for the other tests: 0.5165 (rank 3/10 possible solutions, for D = 0.08 µm 2 /s), 0.9738 (rank 2/8 possible solutions, for D = 0.11 µm 2 /s), 0.1061 (rank 4/4 possible solutions, for D = 0.14 µm 2 /s) in (B). In (C), the correct probe parameters had a p-value = 0.9991 (rank 1/7 possible solutions).
developed particle tracking algorithms to capture merging and splitting events between imaged 1 molecules in one-color time-lapses (7, 51, 52), reflecting molecular interactions (in the general 2 sense defined above) (6, 13) . For these tests, we used low density and low-medium labeled fraction 3 simulations (Table S2 , Row 1), as FISIK had an overall good performance under these conditions 4 in the absence of particle tracking errors (Fig 3) . We generated synthetic single-molecule image 5 series that mimicked experimental time-lapses from simulated target trajectories (see Table S3 for 6 image generation parameters). Then we detected and tracked the molecules in the synthetic image 7 series using u-track (7), as we would detect and track actual experimental data (see Tables S4 and   8 S5 for detection and tracking parameters). Finally, we used the tracking output, after a minor "clean 9 up" (Note S1), as the target data for model calibration within FISIK. Note that the probe trajectories 10 were used directly as output by the Monte Carlo simulations.
11
With the above strategy, we tested FISIK by generating images with an average signal-to-12 noise ratio (SNR) of 20 (high) or 7 (medium started with a target with ρ = 2 ± 0.2 mol/μm 2 , f = 0.2, pa = 0.05 and koff = 1/s (as in Fig S3C) . We 17 chose this ρ and f combination because a labeled-molecule density of 0.4 mol/μm 2 afforded 18 (visually) acceptable detection and tracking performance (Videos S1-S4), and our previous tests 19 on error-free data showed that f should be at least 0.2 for FISIK to estimate pa well.
20
For both SNRs, FISIK estimated koff well, within a narrow range, albeit slightly shifted 21 toward smaller koff values (estimated koff in the range 0.5-1/s, with most high p-value solutions at 22 0.5/s and 0.75/s; Fig 7A) . We surmised that this was due to the tracking software constraint that 23 merges and splits were only allowed when there was no possibility of gap closing (Table S5 ). This 24 constraint helped reduce the assignment of merge-to-split events to molecules merely passing by 25 each other, but at the same time it might eliminate short-lived specific interactions between 26 molecules. To investigate this issue further, we tested FISIK against targets with lower and higher 27 koff values. Indeed, the downward shift was more pronounced for higher target koff values ( Fig 7B, 28 C). These observations imply that FISIK can estimate koff accurately from single-molecule imaging 29 data subject to resolution limitations, as long as the dissociation time scale is considerably longer 30 than the time scale of molecules diffusing past each other, in order to distinguish between the two 31 events.
32
Estimating pa was more challenging than estimating koff, and depended more strongly on 33 the image SNR. Specifically, the range of solutions for pa was shifted toward higher values, and 34 the shift increased as the SNR decreased. For SNR = 20, the target pa, was often just at the 35 periphery of the solution range ( Fig 7A-C, middle rows) . For SNR = 7, the solution was shifted 36 further away from the target pa of 0.05, and was generally in the range 0.09-0.15 ( Fig 7A-C, range for pa was finite and within 2-4-fold of the target pa, at least for average SNRs down to 7. 42 The requirement for relatively high SNR raised the concern of the effect of photobleaching 43 on FISIK's performance. To address this issue, we simulated targets where the fraction of labeled ), we simulated a range of photobleaching rates, inspired by TIRF-based single-molecule 3 imaging using organic dyes ( Fig S4A) . In contrast to the targets, the probes did not include any 4 photobleaching. As expected, for low photobleaching rates that retained ~90% of the labeled 5 molecules by the end of a 20 s "time-lapse" (0.005 and 0.007/s in Fig S4A) , FISIK's performance 6 was very similar to that in the absence of photobleaching (Fig S4B, left, vs. Fig 3A) . As the 7 photobleaching rate increased further, such that less than 50% of labeled molecules were retained 8 by the end of a 20 s "time-lapse" (0.03 and 0.05/s in Fig S4A) , the solution range shifted toward 9 lower ρ × f combinations, presumably to compensate for photobleaching ( Fig S4B, bottom row) .
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The interaction parameters remained in the vicinity of their target values, although pa became less 11 determinable and its solution shifted toward higher values. For such high photobleaching rates, 12 including photobleaching explicitly in the probe simulations will most likely improve FISIK's 13 ability to accurately estimate the interaction rates.
14 All in all, these tests demonstrate that FISIK is able to extract molecular interaction 15 parameters from sub-stoichiometrically labeled single-molecule imaging data, although with some 16 systematic shifts due to the limited resolution and SNR inherent to light microscopy. For realistic 17 SNRs commonly encountered in single-molecule imaging data, the imperfections of molecule 18 detection and subsequently tracking might have to be compensated for by reducing the labeled 19 fraction in order to maintain good tracking accuracy. If this labeled fraction is insufficient for 20 interaction rate estimation (especially the association rate), then our collective results suggest that 21 combining tracking data from multiple channels, and/or combining tracking data with dense but 22 static oligomer distribution data (Fig 5) , would provide sufficient information for FISIK to 23 estimate accurately the unknown model parameters. In conclusion, the framework that we have developed, FISIK, is a promising approach for the 1 inference of in situ interaction kinetics from single-molecule imaging data with sub-stoichiometric is insufficient for parameter estimation, combining tracking data from multiple channels, and/or 12 combining tracking data with dense but static oligomer distribution data, is a viable strategy to 13 provide sufficient information for FISIK to estimate molecular association and dissociation rates.
14 As our tests also show, the accuracy of FISIK depends on the accuracy of the model it employs to 15 describe the biological system under study. Various lines of experimentation will most likely be 16 needed to define an appropriate model to use within FISIK (e.g. motion types, interdependence 17 between motion type and interactions, and maximum oligomeric state) and to constrain the model 18 fitting problem. With this, FISIK is expected to allow us to estimate the interaction rates between 19 molecules in their native cellular environment, taking full advantage of the rich spatial and 20 temporal information present in live-cell single-molecule imaging data.
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