This paper proposes an efficient segmentation algorithm for magnetic resonance (MR) images of the brain using a neuro-fuzzy algorithm. We apply this algorithm to various MR i mages, acquired from multiple MR scanners at different times, with varying slice thicknesses and fields of view. The proposed algorithm requires a priori knowledge concerning MR images of the brain. For example, MR images of the brain are symmetric, and white matter is contiguous along both sides of ventricular regions.
Introduction
Computer technology has been applied to almost all aspects of human life, including medicine. A frequent use of computer technology is in medical image processing and analysis. Medical images are usually obtained by Xrays, microscopes and (in recent years) by magnetic resonance (MR) and computed tomography (CT) scanners.
MR has become a particularly useful medical diagnostic tool for cases involving soft tissue, such as in three-dimensional (3-D) brain imaging. While the diagnostic characteristics of MR imaging (MRI) are of great value, there are a number of newly emerging medical arenas in which MRI scans can play an equally critical role. One of the merits in MRI is its ability to acquire multi-spectral data by rescanning a patient with different combinations of pulse sequence parameters, such as repetition time (TR) and echo time (TE) (Lin et al 1996; Atkins and Mackiewich 1998; Clark et al 1998) .
For such applications, regions of interest in MR images should be well defined. However, because edge boundaries between tissue types are ambiguous in MR images, a skilled operator is normally needed to manually outline regions of interest using a mouse or cursor. Recently, computerassisted methods of segmenting MR images have been presented for specific tasks or applications. There are many different approaches to segmenting MR images: clustering, region growing, and probabilistic methods (Pham et al 1996; Wang et al 1998) .
In this paper, we use multi-spectral data such as proton density (PD), spin-lattice (T1), and spin-spin (T2) relaxation time to segment MR images. Many of the current segmentation algorithms have used the multi-spectral nature of MRI for two-dimensional (2-D) and 3 -D segmentation and classif ication. Though multi-spectral MRI data allows improved segmentation results, segmentation is complicated by radio frequency (RF) inhomogeneities and noise (Johnston and Atkins 1996) .
The classical segmentation methods range from simple thresholding to more complex techniques including methods based on local features such as the median intensity, intensity variance, and intensity gradient. However, these techniques d o not take advantage of the multi-spectral data. Segmentation of tissues obtained from multi-spectral MRI has been performed in the past. Such multi-spectral data can be segmented by supervised and unsupervised classification methods. In supervised classif ication methods, the region of interest is defined by a user who interacts with the system. The algorithm trains on the region of interest, and the labels of each pixel in the slices. The unsupervised classification methods classify the multi-spectral data sets without the aid of training sets, but a post processing step is required to correct pixels that were incorrectly classified.
In supervised methods, artificial neural networks (ANNs) are powerful computing systems consisting of a massive number of interconnected, nonlinear computing elements. In the area of pattern recognition and computer vision, ANNs are a powerful implementation of statistical, nonparametric, discriminant analysis tools. ANNs can learn to solve a problem without requiring any statistical modeling of the problem. Fuzzy sets are a useful tool in medical image segmentation because fuzzy sets can model the ambiguity of tissue boundaries (Cline et al 1990; Morrison and Attikiouzel 1996) .
In this paper, we investigate the applic ation of a multi-spectral neurofuzzy system in the multi-spectral analysis of MRIs of the brain. In order to accept variations in feature values, we employ a bell-shaped fuzzy membership function and input these fuzzified values to a back-propagation (BP) network in the final segmentation step. The proposed system includes two components: clustering for image segmentation within tissue regions and a supervised classification algorithm for tissue segmentation.
The remainder of the paper is organized as follows. Section 2 reviews MRI and conventional segmentation methods, and Section 3 describes the neuro-fuzzy algorithm used in this study. Section 4 presents experimental results and finally Section 5 gives the conclusions.
MRI and conventional segmentation algorithms

MRI
MRI mainly measures the hydrogen properties (Anbar 1987) . Two magnetic fields are utilized for this purpose. The first is used to produce a resonant "precession" frequency and the second is used to control its characteristics. MR images are generated by the resonating nuclei which, for each spatial location, encodes three physical properties. The first is the density of nuclei (protons in the case of hydrogen), denoted by ρ, while the second and third are two relaxation times denoted by T1 and T2. Since T1 and T2 are sensitive to the local environment, they are used to characterize different tissue types. Although it is possible to separate the three components of the MR signal, by collecting data under three different setups, in practice MR images represent all three properties with weights. A particular value of pulse sequence parameters will provide the best contrast between different tissue types and a series of these images can be combined to provide a multi-spectral data set. We are interested in pulse sequences which delineate specific tissues. Table 1 shows a brief synopis of PD, T1, and T2 effects on the MRI (Dickson 1998) .
When imaging the head of a patient, a set of images corresponding to slices through the head is collected. Several orientations are possible. The axial orientation is frequently used in segmentation. The slices used in this paper, are obtained in the axial plane, which is roughly perpendicular to the long axis of the human body. Each brain slice consists of three images: proton density weighted (PD), T1-weighted (T1), and T2-weighted (T2). 
Conventional segmentation algorithms
The various image processing algorithms used for segmenting MR images of the brain can be divided into several categories: those requiring a threshold-based extraction of the brain followed by refinement of brain contours, statistical methods, and region growing methods. The stochastic model -based method has been by far the most popular approach to segmenting brain tissues from MR images.
Suzuki and Toriwaki used iterative thresholding to distinguish brain tissues from other tissues in axial MR slices (Suzuki and Toriwaki 1991) . Starting with prespecified values, thresholds for the head and the brain are then iteratively adjusted based on the geometry of the resulting masks. This method is ineffective in the presence of RF inhomogeneity, or in slices where the brain is not a single homogeneous region closely surrounded by the skull.
Li et al used knowledge-based thresholding in multi-modal MRI data to classify voxels into multiple intensity categories (Li et al 1993) . In each axial slice, they compute the centroid of the voxels categorized as brain tissue. Next, four points defining a quadrangle are found at the edge of the brain by tracing left, right, up, and down from the centroid to a transition in tissue categories. All voxels outside the quadrangle that are not categorized as brain tissue are then masked to define the intracranial contour. Obviously, this method works only in slices where the brain constitutes one fairly homogeneous region.
Cline et al segmented the brain in MR images using statistical classific ation (Cline et al 1990) . To segment the brain, samples of brain voxels and nonbrain voxels are interactively identified. Bivariate normal distributions, corresponding to the different tissue types in the PD-weighted and T2-weighted MR images, are fitted to the sampled intensities. All the image voxels are then classified according to where their intensities lie in the distributions. Finally, the results are smoothed to remove discontinuities in classified regions. This method requires user interaction, fails in the presence of RF inhomogeneity, and falsely classifies nonbrain regions such as the eyes as brain tissue.
Pannizzo et al detected the intracranial boundary in axial MRI slices by tracing a horizontal line outwards from the center of the image (Pannizzo et al 1992) . In each direction, the point at which the voxel intensity on the line drops below a reference threshold is considered as a point in the intracranial boundary. A running average of voxel intensities on the line is then computed. The intracranial boundary point is relocated to the first voxel with an intensity too far below the average. The running average procedure is repeated for each row in the image. The entire process is then repeated for all columns. The result is a sequence of points defining the intracranial contours. This method can only detect the contour in slices where the brain is one homogeneous region and may not cope well with RF inhomogeneity.
Methodology of the proposed neuro-fuzzy segmentation using clustering and supervised classification algorithms
In this paper, we propose an automatic neuro-fuzzy segmentation method for MR images of the brain using clustering and supervised classification algorithms. In this section, several clustering techniques and segmentation algorithms are presented.
Clustering techniques
Clustering techniques can be categorized by several criteria. Generally, they can be divided into supervised and unsupervised techniques. When the number of data clusters is known a priori, supervised clustering techniques are used. The flowchart of the supervised clustering algorithm is presented in Figure 1 . Among the numerous conventional supervised clustering algorithms, the fuzzy K-means clustering algorithm is one of the most common algorithms in the field of the medical image segmentation (Hall et al 1992) .
There are numerous clustering problems where the number of clusters in the input data set cannot be known a priori. These problems can be solved with a clustering technique. The goal of clustering is to determine the optimal number of clusters in the data set, according to some cluster validity criterion. Most clustering algorithms start with two clusters and iteratively increase the number of clusters in subsequent runs. The cluster validity measure is computed for each set of clusters. The number of clusters which optimizes this measure is the optimum number of clusters in the data set.
The flowchart of the clustering approach is shown in Figure 2 . The crit ical part of the clustering approach is choosing the additional cluster center. If the strategy for choosing the new cluster center is satisfactory, it can i mprove the performance of the next clustering run. The detailed algorithms for clustering techniques are described below.
K-means clustering algorithm
One of the most common clustering methods is the K-means algorithm. In its first step, an initial mean vector ("seed" or "attractor") is arbitrarily specified for each of K clusters. E ach pixel of the training set is then assigned to the class whose mean vector is closest to the pixel vector, forming the first set of decision boundaries. A new set of cluster mean vectors is then calculated from this classification, and the pixel s are reassigned accordingly. In each iteration, the K-means will tend to gravitate towards concentrations of data in nearby regions of the feature space. The algorithm iterates until there is no significant change in pixel assignments. The criterion for terminating the iterative process can be defined in terms of the net mean migration from one iteration to the next.
The final, stable result is not sensitive to the initial seed vectors, but more iterations may be required for convergence if the final vectors are not close to the seed vectors. The final cluster mean vectors may be used to classify the entire image with a minimum-distance classifier in one additional pass, or the covariance matrices of the clusters may be used with the mean vectors in a maximum-likelihood classification.
ISODATA
Another widely used clustering algorithm is the iterative self organizing data analysis technique (ISODATA). ISODATA represents a fairly comprehensive set of heuristic procedures that have been incorporated into an iterative classification algorithm. Many of the steps incorporated into the algorithm are a result of experience gained through experimentation.
ISODATA is self-organizing because it requires relatively little user interaction. A sophisticated ISODATA algorithm normally requires the analyst to specify the criteria such as the maximum number of clusters, the maximum percentage of pixels whose class values are allowed to be unchanged between iterations, and so on.
ISODATA is iterative, requiring a large number of passes through the multi-spectral MR data set until specified results are obtained. Also, ISODATA does not allocate its initial mean vectors based on the analysis of pixels in the first line of data as in the two-pass algorithm. Rather, an initial arbitrary assignment of all the maximum number of clusters takes place along an n-dimensional vector that runs between very specific points in the feature space.
The flowchart of ISODATA algorithm is shown in Figure 3 .
Cluster center distribution in the feature space
Knowledge discovered from the class center distribution (after clustering) is essential in locating regions of interest in an image. The following characteristics for specific RF pulse sequences selected were observed (Clark 1994 ):
Air appears in the lowest one or two classes as separate classes. Cerebro spinal fluid (CSF) takes the highest T2 class in the absence of pathology, and the highest or second highest T2 class in the presence of pathology.
Extra-cranial tissues (fat, skin, and bone marrow) are scattered into three to four classes. Two to three classes of the smallest T2 values, next to air, are extra-cranial tissues.
White matter is clustered into one to two classes. Its value is less in T2 than gray matter and sometimes less than one to two extra-cranial classes.
Gray matter is clustered into one to three classes which are greater in T2 than white matter and extra-cranial tissues.
PD can sharply contrast white matter from gray matter. Of the two classes, white matter tends to be lower in the PD space.
CSF within the ventricular area is very dark in the T1 spectrum in the presence of pathology. These phenomena are stable throughout each slice and provide valuable information, allowing us to remove other data.
Proposed segmentation algorithm
In this section, the proposed MR segmentation method is described. In the first step, a clustering algorithm such as K-means or ISODATA is used. This tends to result in some over-segmentation of the MR image, where we use multi-spectal MR images such as the PD, T1, and T2 images to obtain more differentiation of brain tissues. Then a supervised classification algorithm such as a BP network is used. Figure 4 shows a set of multi-spectral MR images. As shown in Figure 4 , we can obtain more information from multi-spectral images than from a single slice. We segment test images using a clustering algorithm, such as the K-means and ISODATA algorithms. The result is shown in Figure 5 , in which we segment 20 classes of brain tissue for the next step. The basic idea behind knowledge based clustering is to iteratively cluster and label regions of interest produced by over-clustering. Over-clustering means that at the initial clustering step, the data set is deliberately clustered into a greater number of classes than actually exist. This reduces both the chance and frequency that different objects are clustered into one class. This step is necessary because different objects may be very close in some features and ordinarily tend to be under-segmented. Combining clusters that belong together is much simpler than splitting up those that do not. It should be noted, however, that there is a limit to the usefulness of over-clustering. Over-clustering does not always prevent under-segmentation, especially for objects that are difficult to separate, and instead may split objects into multiple classes. Figure 6 shows a result segmented by the supervised clustering algorithm, in which the number of clusters is equal to eight. As shown in Figure 6 , some parts such as black pixel are not classified. To overcome this problem, a hybrid algorithm combining a clustering and supervised learning algorithms is used.
We can segment MR images of the brain into simple or complex labels. Simple labels represent white matter, gray matter, and CSF whereas complex labels denote more detailed regions such as calcium, air, fibrous tissue, and cortical bone. Our goal is to build an image-guided surgery system to assist a surgeon, thus we need to segment brain images exactly. In this paper, we wish to use the segmentation results in surgery. Hence, our MR images are segmented into complex labels. If we want to obtain simple labels, a conventional segmentation algorithm can be used. To obtain complex labels, however, we need to combine clustering and supervised classification algorithms.
Our final goal is to build an image-guided surgical aid. Such a system takes as input MR slices, processes the MRI data to provide reconstructions of an individual patient's anatomy, and finally utilizes those reconstructions to interactively guide a surgeon's operation.
To accomplish previous goal, we first transform the input MR image data, by providing a tissue class label for each MR slice. That is, we must segment each MR slice into complex labels. (Zadeh 1965 ). In addition, we cannot directly use extracted feature values as inputs to the BP networks. Different features will range over different universes of discourse, and they may also be ambiguous. Fuzzifying the feature values allows us to model these uncertainties.
The fuzzification scheme employed is as follows. For each class, their values are normalized to 2.0, i.e., in the interval of [0, 2]. Next, feature values are fuzzified using the fuzzy membership function µ(x), defined by where α denotes the maximum of the Gaussian function, and the parameter l represents the slope of the fuzzy membership function, in which l was experimentally determined to be three. We use these fuzzy membership functions as shown in Figure 8 . Each feature value is represented as three real values in [0, 1]. These membership values are used as inputs to the BP network.
ANN
ANNs are a popular nonparametric approach to classification. They differ significantly from the level-slice and histogram estimation algorithm, in that the decision boundaries are not fixed by a deterministic rule applied to the prototype training signatures, but are iteratively determined by minimizing an error criterion on the labeling of the training data. In this sense, ANNs can be applied to clustering (Schurmann 1996) .
A basic ANN has three layers: the input layer, hidden layer, and output layer. The hidden and output layers contain processing elements at each node. The input layer nodes, on the other hand, are simply interfaces to the input data and do not perform any processing. The i nput values are the features used for classification. In the simple case, they are the feature values obtained from a set of multi-spectral images of the training pixels. At each processing layer, a set of inputs is applied, either from the outside or from a previous layer. Each input is multiplied by a weight, and the weighted inputs are summed. After the weighted sum h at each node is calculated, an activation function F is applied to modify it, thereby producing the output O:
where the output h is defined by ) 3 ( ... with p and w denoting input and weight, respectively, and n signifying the number of inputs.
As shown in Equation 2, this function, called a sigmoid, has a simple derivative (Rumelhart et al 1986) . The sigmoid function compresses the range of h so that O lies between 0 and 1. As discussed previously, multilayer networks with nonlinearlity are more powerful than single layer networks (Rumelhart et al 1986) . The sigmoid function gives our network the desired nonlinearity. There are many functions that might be used: the BP algorithm requires only that the function be continuously differentiable. The sigmoid satisfies this requirement. Figure 9 shows the implementation of the proposed neuro-fuzzy segmentation algorithm. Inputs correspond to fuzzified values for distance, angle, and area, with the number of input nodes n equal to nine. Output neurons represent target tissue classes, and we use one hidden layer. If one set of input features corresponds to some output node, the desired output node yields a value close to 1.0, while other nodes have values close to 0. Our system has nine neurons in the input layer, and a variable number of neurons in output layer depending on the number of target tissue classes (e.g., m=9), with each node representing one class. In addition, our system has one hidden layer with ten hidden neurons. In the final output step, whichever node has the largest value greater than 0.9, that node is determined as the matched one.
Experimental results and discussions
In this section, we present experimental results from real MR brain images using clustering and supervised classification algorithms. An MR image is initially segmented by the clustering algorithm, then by the supervised classification algorithm based on brain tissue knowledge (the expected location of tissues). For computer simulations, a set of multispectral MR images is used to obtain more information on brain tissues.
Ten normal volunteer and ten patient MRI data volumes were collected from a Signa Advantage 1.5 Tesla MRI scanner. Each slice has a thickness of 4-5mm, depending on the scanning protocol used in the MR coil. All ten Figure 10 shows three test images of MR images of the brain used in experiments. By using these multi-spectral images, over-segmented MR images are initially obtained. Figure 11 shows the segmentation results by the competitive learning algorithm (Lin et al 1996) for three test sets of images in Figure 10 , in which the number of regions is experimentally set to 20. As shown in Figure 10 , white matter, gray matter, and CSF are segmented incorrectly. Figure 12 shows the segmentation results by the K-means algorithm for the three volumes in Figure 10 . The number of segmented regions is the same as in Figure 11 .
Figures 13 and 14 show segmentation results from ISODATA and supervised clustering algorithms, respectively. As shown in Figures 13 and  14 , white matter, gray matter, CSF, and fat are correctly segmented. Figure 15 shows final segmentation results by the proposed neuro-fuzzy segmentation algorithm. In these images, caudate (center black points), falx cerebri (middle bottom black points), and superior sagittal sinus (bottom black points) in test set 1, fissura longitudinalis (center black points) in test set 2, and marginal sulcus in test set 3 are extracted. We first segment an image into four parts: white matter, gray matter, CSF, and fat using the clustering algorithm. Next, feature values for each tissue class are obtained by over-segmentation. These feature values are fuzzified and applied to the input nodes of the BP network, in which nine input nodes and ten hidden nodes are employed. The number of output nodes can be changed depending on the target tissue types or the location of the axial slice.
If segmentation results are obtained for each layer of the brain, we can reconstruct a 3-D model that can be used as an image-guided aid.
Conclusion
This paper describes several approaches to segmenting MR images of the brain. Each approach overcomes the problems usually encountered in such a task by exploiting a different kind of a priori information. Trained NNs are able to extract and subsequently use knowledge about the anatomy of the imaged area, and the physics of image generation. The mai n advantages of trained NNs are simplicity of knowledge acquisition, considerable sensitivity, and remarkable noise rejection.
A fuzzy clustering network is also employed to evaluate the multispectral features of MR images. It does not depend on the choice of training regions and absorbs variations in boundary edges for brain tissues. After segmentation by the clustering network, we employ NN such as the BP network to segment brain tissues exactly, thus identifying several brain tissues of interest in surgery.
The proposed algorithm is applied successfully to various MR images acquired from MR scanners at different times with different slice thicknesses and fields of view. Computer simulation with various MR images shows that the proposed neuro-fuzzy algorithm effectively segments MR images of the brain containing ambiguous boundaries. Further research will focus on finding effective fuzzification schemes and parameter selection methods for NN implementations.
