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OpenSeqSLAM2.0: An Open Source Toolbox for Visual Place
Recognition Under Changing Conditions
Ben Talbot1, Sourav Garg2, and Michael Milford2
Abstract— Visually recognising a traversed route — re-
gardless of whether seen during the day or night, in clear
or inclement conditions, or in summer or winter — is an
important capability for navigating robots. Since SeqSLAM
was introduced in 2012, a large body of work has followed
exploring how robotic systems can use the algorithm to meet
the challenges posed by navigation in changing environmental
conditions. The following paper describes OpenSeqSLAM2.0,
a fully open source toolbox for visual place recognition under
changing conditions. Beyond the benefits of open access to the
source code, OpenSeqSLAM2.0 provides a number of tools to
facilitate exploration of the visual place recognition problem
and interactive parameter tuning. Using the new open source
platform, it is shown for the first time how comprehensive
parameter characterisations provide new insights into many of
the system components previously presented in ad hoc ways and
provide users with a guide to what system component options
should be used under what circumstances and why.
I. INTRODUCTION
For navigating robots to become commonplace, strong and
robust solutions to the visual place recognition problem —
the ability to recognise a previously visited place — must
be established. While presenting results that demonstrate
place recognition for a specific scenario with hand chosen
parameters is important, it is also important to develop char-
acterisations of the relationship between parameter values
and performance under a wide range of configurations. For
place recognition systems to be safely deployed on live
robotic systems, parameterisation must be based on a more
rigorous understanding than experience-based intuition.
SeqSLAM, a sequence-based method for visual place
recognition, has been followed by a wide body of literature
since first being introduced by Milford & Wyeth in 2012
[1]. The ensuing literature to date has mostly focused on
improvements to the algorithm’s performance [2]–[7], ef-
ficiency [8]–[12], and a wide range of other contributions
[13]–[19], with minimal focus on how to maximise general
performance of the existing algorithm or even the influence
exhibited on system performance by each parameter. To max-
imise the performance of any future visual place recognition
system which builds on SeqSLAM, it is crucial that it is
first understood how to maximise the performance of the
underlying algorithm based on the user’s desired deployment
scenario.
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Fig. 1: Snapshots from one of the many visual interfaces in
the OpenSeqSLAM2.0 toolbox. The snapshots show the abil-
ity of the toolbox to dynamically reconfigure threshold pa-
rameters post execution, and investigate individual sequence
matches from both image and matrix centric perspectives.
The following paper presents OpenSeqSLAM2.0, shown
in Figure 1 and available at http://tiny.cc/
openseqslam2, as a highly configurable open source
toolbox for using SeqSLAM. The toolbox facilitates detailed
and dynamic exploration of results, as well as characterising
the effect of parameters on performance. Using the novel
OpenSeqSLAM2.0 software, the paper presents the following
contributions:
• a comparative summary of a number of different se-
quence search and match selection techniques that have
only previously been presented in isolation;
• detailed performance characterisations for numerous
variations to the original SeqSLAM algorithm; and
• an open source toolbox for the robotics community,
boasting the ability to graphically configure parame-
ters, dynamically reconfigure parameters, auto-optimise
thresholds to maximise performance, profile perfor-
mance via precision-recall, and sweep parameter values.
The remainder of the paper proceeds as follows. Section
II provides a brief discussion of visual place recognition ap-
proaches, with a focus on performance characterisations and
existing open source software. The algorithm implemented in
OpenSeqSLAM2.0 is then discussed in Section III, including
all implemented variations to the approach. In addition, the
toolbox is demonstrated with detailed performance character-
isation tests which have their experimental design and results
outlined in Sections IV and V respectively. To conclude, the
major insights provided by the parameter characterisations
are presented.
II. BACKGROUND
OpenSeqSLAM2.0 approaches the visual place recogni-
tion problem using the SeqSLAM method first introduced
by Milford et al. [1]. SeqSLAM is one of many methods
available for working with the visual place recognition
problem, and all approaches exhibit their own strengths
and weaknesses. The ensuing section explores the types
and instances of visual place recognition methods, discusses
published performance characterisations of existing systems,
and lists the existing relevant open source software packages.
A. Visual Place Recognition Approaches
Visual place recognition has received significant attention
in robotics, with a range of approaches presented by the
community. Lowry et al. [20] present a discussion of the
concepts behind the problem, and detailed survey of the
visual place recognition landscape. Instead, the discussion
here focuses on only the core points of difference between
visual place recognition methods.
Appearance-only based methods like FAB-MAP [21] em-
ploy local point features like SIFT [22], ORB [23], etc.
in a bag of visual words framework for matching places.
However, the features lack robustness towards extreme per-
ceptual changes. Performing visual place recognition under
changing environmental conditions typically involves image
transformation based on, for example, illumination invari-
ance [24], shadow removal [25], appearance prediction [26],
convolutional filtering [18], etc. Further, sequence-based
methods like SeqSLAM [1], SMART [3], and several others
[8], [10], [27], [28] sequentially integrate place hypotheses
for achieving state-of-the-art performance.
B. Performance Characterisations
Sequence-based visual place recognition techniques [1],
[8], [10], [27], [28], including SeqSLAM, typically depend
on parameter tuning. The parameters are directly related to
the different aspects of the challenges faced in recognising
places under extreme appearance variations. As a result, the
literature has focused on overcoming the challenges posed
by appearance variations.
However, the proposed solutions generally deal with only
one of the aspects of the problem. Examples include graph-
based search strategy [27], [28] and use of odometry [3]
to deal with velocity variability between the compared
traverses, deep-learnt features [2], [18] for robust place
representation, adapting place neighbourhood range for im-
proved local search [4], etc. The targeted focus in turn limits
the characterisation of performance [4], [26], [29], [30] to
merely supporting the research contribution rather than holis-
tically examining parameter influence. The literature does not
currently provide exhaustive performance characterisations
for most sequence-based techniques, with the performance
of SeqSLAM under variations to sequence searching and
matching selection poorly understood.
C. Existing Open Source Software
Over the years the robotics community has released a
number of open source software packages for visual place
recognition and related technologies. A number of tools
exist for visual place recognition including a library for
bag of words image conversion [31], a c++ version of
FAB-MAP named openFABMAP [32]; an implementation
of graph-based matching of image sequences [27]; and
tools for relocalisation boosted visual place recognition [33].
More general tools in relation to visual place recognition
include OpenRatSLAM [34] for the visual appearance based
topological SLAM system RatSLAM [35]; LSD-SLAM for
real-time monocular SLAM [36]; and releases of both ORB-
SLAM [23] and ORB-SLAM2 [37].
For the SeqSLAM method, an earlier open source implen-
tation of OpenSeqSLAM [30] was released in 2013 (with
other implementations following with various tweaks [8]).
The first version of OpenSeqSLAM is a thin wrapper around
an implementation of SeqSLAM, which is missing a number
of features key to analysing performance and optimising
parameter selection. Missing features include a graphical
interface for interactively configuring parameters, viewing
algorithm progress, exploring difference matrices and their
enhanced versions, and checking matched sequences; the
ability to dynamically reconfigure match selection thresholds
post operation; auto-optimisation of thresholds to maximise
performance against standard metrics; tools for creating pre-
cision recall plots; the option to export matching videos; and
an explicit batch operation mode. The OpenSeqSLAM2.0
toolbox provides the highlighted missing features allowing
users to rigorously investigate, characterise, and optimise
parameter selection.
III. OPENSEQSLAM2.0
The OpenSeqSLAM2.0 toolbox uses an approach to the
visual place recognition problem with the same high level
structure as the original SeqSLAM solution [1], but adds in
a number of configurable variations to steps of the process.
Previous work has introduced a number of different methods
in isolation, albeit without any analysis of their relative
performance. The visual place recognition problem aims to
match the images from a query traversal to a reference set
of images. For the following section, it is assumed there are
n images in the reference traversal and m images for the
query.
The SeqSLAM process begins with an image pre-
processing stage where all images are transformed into
downsampled patch-based representations. Next, a difference
matrix is constructed between the two sets of traversal
images, and the local contrast within the matrix enhanced.
Thirdly, a local sequence search is used to propose match
candidates for each of the query dataset images. Finally,
match selection is performed to eliminate weak match can-
didates. Each of the four phases, and the configuration
parameters contained in the OpenSeqSLAM2.0 toolbox, are
outlined below.
(a) Original Image (b) Grayscale Image
(c) Cropped and Resized Image (d) Enhanced Contrast Image
Fig. 2: The ordered pre-processing steps performed on input
images by the OpenSeqSLAM2.0 toolbox. All parameters,
including crop location, downsized dimensions, aspect ratio,
and local contrast enhancement criteria are configurable.
A. Image Pre-processing
The toolbox performs the standard image pre-processing
steps, visually outlined in Figure 2. Each image is converted
to greyscale, cropped to a region of interest, and downsam-
pled to a resolution consisting of only thousands of pixels.
Finally, patch normalisation is performed to enhance the
local contrast of the image. The toolbox adds in the ability
to adjust all image pre-processing parameters, with visual
interfaces to help guide value selection.
B. Difference Matrix Construction
Next, a difference matrix of size n×m is constructed by
comparing each patch normalised query image to each patch
normalised reference image. The comparison is performed
via sum of absolute differences, normalised to the dimensions
of the image.
Before the difference matrix can be used to search for
place matches, it is first enhanced to facilitate finding
local best matches. The enhancement performed — local
neighbourhood normalisation of the difference vector – is
analogous to a 1D version of patch normalisation. For each
query image q there is a difference vector Dq , where
each element r corresponds to the difference value for a
given reference image. Each element is normalised within a
window of size Rnorm to produce a contrast-enhanced image
difference vector Dˆq , where
Dˆqr =
Dqr − X¯qr
σqr
, (1)
X¯qr is the mean within the window, and σqr is the standard
deviation in the window. The effect of local contrast enhance-
ment on a difference matrix section is shown in Figure 3. The
toolbox allows configuration of the normalisation window,
and provides tools to diminish the dominance of outliers in
difference matrix visualisation.
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(b) After local normalisation
Fig. 3: Local neighbourhood normalisation of the difference
vectors for each query image, where the darker colours
represent a lower difference score corresponding to a stronger
match between reference and query image.
C. Local Sequence Recognition
With the difference matrix enhanced to emphasise the
best matches in local neighbourhoods, the next step in
the SeqSLAM process is to search localised sequences for
potential matches. Search is performed for every pair of
reference image r and query image q. In each pair, a search
is done for the linear sequence of image pairs that produce
the best score under a sequence evaluation metric. The metric
is determined by the search method being used.
Previous work has introduced a number of different meth-
ods for finding sequences, but without any comparative
analysis on what methods might be best. Here for the first
time, the OpenSeqSLAM2.0 toolbox presents three different
methods of search for local sequence recognition in the
same framework. The methods are referred to as trajectory-
based [1], cone-based [38], and hybrid [2]. All methods
constrain their search to a sequence length ds, and limit the
angle of their search for sequences. The angle of search is
also often referred to as the velocity through the difference
matrix, with limits vmin and vmax. Figure 4a shows the
generic sequence search structure, with the aforementioned
parameters highlighted.
Where the methods differ, is in the sequences that they
test and how they evaluate their likelihood of representing a
match. OpenSeqSLAM2.0 splits the search between looking
ahead and behind the query image q (creating the forward
and backward facing search cones seen in Figure 4a), but
other search placements are possible. The explicit details
of each search method are shown in Figures 4b-4d and
Algorithms 1-3 respectively.
Trajectory-based search, used in the first SeqSLAM re-
lease, tests sequences of length ds in steps of vstep looking
for the minimum scoring trajectory for each r, q image pair
(where score is the sum of contrast-enhanced difference
matrix scores). The method has a fixed number of sequences
to search for each image pair, and depending on vstep, can
be the slowest of the three search methods.
Cone-based search takes a different approach by using
the unenhanced difference matrix to search for global best
matches in the local neighbourhood. For each r, q image pair,
the number of global best matches in the cones of search are
vmin
vmax
ds
q
r
(a) General search configuration
vstep
q
r
(b) Trajectory-based method
q
r
(c) Cone-based method
q
r
(d) Hybrid method
Fig. 4: Visual descriptions for each of the search methods
supported by OpenSeqSLAM2.0.
counted. The score for each image pair is given as a score
between 0 and 1, denoting the prevalence of best matches
within the search cones (nmatches/ds, or 3/ds in the case of
Figure 4c).
Lastly, the hybrid search method combines the core prin-
ciple of the trajectory method with the local search for global
best matches of the cone method. Analogous to the first
method, a search for global best matches is performed in
the local cones, with trajectories drawn through each best
match found. The best scoring trajectory is then given as the
score for the image pair.
D. Match Selection
As a result of the sequence search process, a matrix of
search scores smatrix denoting the best score found for each
r, q image pairing exists to guide match selection. Each query
image q has a vector of scores representing the perceived
likelihood that each reference image r could be a match.
Match proposals are derived by converting the best score
matrix into a vector of scores for each query image’s best
reference image match. While the entire matches vector
could be taken as matches (i.e. every query image is given a
match), the approach typically leads to very poor precision
results. Instead, a final step is performed to reject poor match
proposals by only taking those that pass a given thresh-
old metric. The OpenSeqSLAM2.0 toolbox provides two
match selection methods: score thresholding, and windowed
uniqueness thresholding. The methods have been published
previously, but never had their utility justified.
1) Score Thresholding: The first method is straightfor-
ward; all proposed matches with a sequence score below a
threshold λ are removed from the match list. It is important
to note that choosing a threshold can be difficult given
that changing sequence length ds and search method can
Algorithm 1 Trajectory-based search algorithm
1: vsteps ← linspace(vmin, vmax, vstep)
2: for all r, q ← [1..n], [1..m] do
3: sbest ←∞
4: for v ← vsteps do
5: s← trajectoryScore(r, q, v, ds)
6: if s < sbest then
7: sbest ← s
8: end if
9: end for
10: smatrix(r, q)← sbest
11: end for
Algorithm 2 Cone-based search algorithm
1: for all r, q ← [1..n], [1..m] do
2: s← 0
3: for all c← cellsInCones(r, q) do
4: if isGlobalBest(c) then
5: s← s+ 1/ds
6: end if
7: end for
8: smatrix(r, q)← s
9: end for
Algorithm 3 Hybrid search algorithm
1: for all r, q ← [1..n], [1..m] do
2: sbest ←∞
3: for all c← cellsInCones(r, q) do
4: if isGlobalBest(c) then
5: v ← velocity(r, q, c)
6: s← trajectoryScore(r, q, v, ds)
7: if s < sbest then
8: sbest ← s
9: end if
10: end if
11: end for
12: smatrix(r, q)← sbest
13: end for
significantly change the score range. To assist in choos-
ing appropriate thresholds, the toolbox includes an auto-
optimisation mode that can choose the threshold which
achieves the greatest precision, recall, or F1 score.
2) Windowed Uniqueness Thresholding: The second
mode looks at the uniqueness of a match proposal in its
local neighbourhood, rather than the sequence score for the
proposal. To get a uniqueness score, the vector of scores
for each query image are evaluated. The uniqueness of
a match proposal uq is the percent that the best match’s
score outperforms the next best match’s score, with the next
best having to be outside an exclusion window of width
Rwindow from the best match (i.e. µ1/µ2 in Figure 5). After
a uniqueness score has been given for each query image’s
match proposal, all proposals that do not have a uniqueness
score above µ are discarded. The uniqueness threshold is
significantly easier to configure before running SeqSLAM,
with uniqueness scores all typically falling in the same range
regardless of parameter values. Auto-optimisation mode is
also available in the toolbox for µ selection.
IV. EXPERIMENTAL EVALUATION DESIGN
The OpenSeqSLAM2.0 toolbox was used to investigate
and evaluate the influence of a number of parameters and
µ2
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Fig. 5: Calculation of the uniqueness score µq from the
reference match scores for image q.
variations in the SeqSLAM process. Sweeps of selected
parameters were performed, for multiple datasets, under
various configurations. The tests were selected to provide
insights into the underlying behaviour of SeqSLAM, where
much previous work has relied on ad hoc handcrafting and
heuristics. The toolbox provides a batch operation mode out
of the box, allowing users to easily examine the effects of
specific parameters and configurations on performance with
their own datasets.
A. Datasets
The parameter sweeps are performed on two benchmark
datasets widely used in the literature [2], [8], [9], [17], [18],
[21], [27], [30]: Nordland and Eynsham.
1) Nordland: The dataset, first introduced in [30], com-
prises of footage of a 728km train journey captured across
four different seasons. The dataset does not exhibit any
viewpoint variation between traverses but presents severe
changes in appearance due to seasonal variations. The ex-
periments performed below used the two traverses with the
most difference in conditions, that is, winter versus summer.
As in [30], the traverses were subsampled such that frames
were at 1fps and proposed matches were accepted if they
were within 1 frame of the ground truth.
2) Eynsham: The dataset is a large 70km road-based
dataset used by [21] in the FAB-MAP studies. The dataset
consists of two 35km traverses with panoramic images
captured at 7m intervals by a Ladybug 2 camera. In the ex-
periments below, the second traverse was matched to the first
traverse. In accordance with the original FAB-MAP study
([21]), the 40m GPS-derived ground truth provided with the
Eynsham dataset was used for evaluating performance.
B. Parameters
Parameter sweeps were orchestrated to explore four ar-
eas of the SeqSLAM algorithm. The sweeps explored the
enhancement of the difference matrix, length and method of
sequence search through the matrix, and method for selecting
from match proposals.
1) Size of column normalisation window: The sweep
varied the width of the window Rnorm used when enhancing
the local contrast of the difference matrix (see Section III-
B for parameter details). By varying the width, the sweep
explored how limiting the window of normalisation affects
maximum performance. The window width was varied from
2 to the length of traverse, with the basic trajectory search
used (see Section III-C), and match selection optimised for
the best F1 score.
2) Quantity of information used in searching: Next, the
length of sequences used in the search process (see ds in Sec-
tion III-C) was swept. By increasing the number of images in
the search, the sweep investigated whether the intuition held
for SeqSLAM that more information automatically wields
better results. The length was varied from 2 to 40 frames,
with the basic trajectory search used, and match selection
optimised for the best F1 score.
3) Method of searching for match candidates: The rela-
tive performance of the three search methods described in
Section III-C was explored by sweeping the match selection
threshold for each method. By focusing on the performance
curve, and maximum F1 score, the sweep probed whether
a best performing search method could be established. The
sweep was performed across the range of valid basic match
selection thresholds, for each of the search methods with a
search length of 10 frames.
4) Method of match selection from candidates: Lastly, the
effectiveness of each of the two search methods described in
Section III-D was evaluated by sweeping their corresponding
selection parameters. The shapes of the performance curves,
and the maximum F1 score, were used to glean insights into
which method performs the best and is most resistant to
threshold selection error. The sweep was performed across
the range of valid method thresholds, with the basic trajectory
search used for each test.
V. EXPERIMENTAL RESULTS AND DISCUSSION
The following section outlines the results for each of the
four areas where parameter sweeps were performed. Plots
for each area are presented, with comments on their defining
features and identified trends discussed. For a number of the
results plots (Figures 6, 8, 9, 10 and 11), the valid value
ranges do not match. Consequently, the plots are aligned by
plotting the dependent axis as a percent of the tested value
range.
A. Normalisation width
Normalisation width was varied between a minimum value
of 2, and the maximum value equal to the number of
reference images n in the dataset. The results are shown in
Figure 6, with the F1 scores plotted for each of the datasets.
As can be seen, both datasets present an initial peak before
dropping off and gradually increasing as more of the dataset
is included in the normalisation. The initial peak for both
datasets falls at around 2% of the dataset length, which
could be useful in situations where maximising performance
for minimum compute cost is desired. Despite both peaking
initially, the two dataset results differ in that Nordland
never returns to its original peak, whereas Eynsham quickly
surpasses it and continues to grow.
Reaching near-peak performance quickly, at a very small
normalization window, has implications for designing com-
putationally efficient and low latency systems. A small
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Fig. 6: Effects of varying column normalisation width Rnorm
for the Nordland and Eynsham datasets.
0 10 20 30 40
0
0.2
0.4
0.6
0.8
1
Sequence Length (# images)
F
1
Sc
or
e
Nordland
Eynsham
Fig. 7: Effects of varying sequence length ds for the Nord-
land and Eynsham datasets.
normalization window requires a shorter temporal history,
which is especially relevant when performing initial global
localisation at startup or after a kidnap event. The short
window also is useful because it increases the applicability
of the algorithm to highly fragmented environments where
using a long normalization window over multiple different
sections of the environment is undesirable.
B. Sequence Length
Next, the results of varying sequence length between 2
and 40 frames for both datasets is presented. The results
are shown in Figure 7, with both datasets presenting similar
results. In both cases, performance improves as sequence
length increases with diminishing performance returns the
greater the sequence length.
The result of varying sequence length matches what in-
tuition would suggest; the more information included in the
search the greater the performance. It also highlights that the
performance gains diminish as the amount of information
provided to the search increases. For both datasets, a point
of compromise (maximising performance while minimising
information) exists for a sequence length of between 10 and
20.
C. Search Method
Thirdly, results from varying thresholds for each of the
three search methods are presented for both datasets. Fig-
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Fig. 8: Characteristic performance curves for each search
method with the Nordland dataset.
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Fig. 9: Characteristic performance curves for each search
method with the Eynsham dataset.
ure 8 shows the results for the Nordland dataset, with
the trajectory-based search performing best and cone-based
search performing worst. Contrastingly, the results for the
Eynsham dataset in Figure 9 show cone-based search as
the best performer and trajectory-based as the weakest.
The inversion in method performance can be explained by
looking into the difference matrices for each dataset.
The Nordland matrix has no strong diagonal — its global
best matches are not along the ground truth diagonal due
to the extreme condition variance — until the matrix has
its local contrast enhanced. Therefore the cone method will
struggle to find correct matches because the global matches
do not reflect the ground truth. In contrast, the global best
matches for the Eynsham matrix do closely follow the
ground truth due to the lack of condition variance. In un-
derstanding the varying performance of the trajectory-based
search method, the explanation is more straightforward. The
Nordland dataset has a straight diagonal ground truth, which
fits linear trajectories, whereas the Eynsham dataset has a
jagged diagonal ground truth to which linear trajectories
cannot easily be fit.
Interestingly, all performance curves in the Nordland
dataset decline after a peak whereas the Eynsham curves
settle at the peak. The results suggest that the ability of a
match selection to be too greedy (i.e. sacrifice precision)
is a function of the dataset, rather than the search method.
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Fig. 10: Characteristic performance curves for matching
methods with the Nordland dataset. Performance bars denote
% of value range for which performance > 90% of peak.
Therefore, it is concluded the most appropriate sequence
matching method (from those presented in the literature) is
highly dependent on the characteristics of the environment,
and can be chosen according to the above observations.
D. Match Selection Method
Lastly, results from varying the match selection method are
presented. For both the Nordland and Eynsham datasets, in
Figures 10 and 11 respectively, the maximum performance
for the methods are similar. Where the methods differ is
in the sensitivity of the method to threshold section. The
performance bars in the figures emphasise the difference in
sensitivity, with the score thresholding producing a 4 − 6×
wider stable performance parameter range.
The score thresholding method is much more tolerant
to threshold selection, whereas the windowed uniqueness
method has a small peak around the maximum value with
performance rapidly deteriorating as µ selection moves away
from the peak. Consequently, the score thresholding method
appears equally effective from a performance point of view,
and more stable under parameter tweaking.
VI. DISCUSSION AND CONCLUSIONS
In summary, the paper has introduced the OpenSeqS-
LAM2.0 toolbox as novel open source software for com-
prehensively characterising the performance relationship be-
tween the key SeqSLAM system components and parameters
to maximise visual place recognition performance. The tool-
box’s batch parameter sweep mode was used to investigate
the effects of varying column normalisation width, sequence
length, sequence search method, and match candidate selec-
tion method. From the results, conducted on two established
datasets, the following conclusions were observed:
• A column normalisation width of 2% of the dataset
size presents a performance peak, before large width
increases are required to further increase performance.
The optimal performance of a short window has pos-
itive implications for initial global localisation, highly
fragmented environments, and low latency systems.
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Fig. 11: Characteristic performance curves for matching
methods with the Eynsham dataset. Performance bars denote
% of value range for which performance > 90% of peak.
• A sequence length of between 10 and 20 frames max-
imises performance while not unnecessarily increasing
the algorithm’s computation costs. Significantly, the
optimal operating range manages to maximise perfor-
mance while minimising computational cost.
• The hybrid sequence search method has the most sta-
ble performance, with trajectory-based and cone-based
search performance dependent on the shape of the
dataset ground truth and condition variance respectively.
Results suggest the trajectory-based search methods
will perform better in environments with high condi-
tion variance and consistent dataset velocity, whereas
cone-based methods perform best for visually similar
traverses with inconsistent dataset velocity.
• The score thresholding method is 4− 6× less sensitive
to threshold selection than the windowed uniqueness
method, with similar peak performance. The result sug-
gest score thresholding should be preferred by default.
Although deep learning-based techniques have come to
the fore recently [2], [7], [15], [17]–[20]; there is still
a significant role for traditional visual place recognition
techniques, especially in applications where compute is con-
strained, sufficient training data is not always available, or
in combination with challenging environmental conditions
such as in autonomous underground mining vehicles [39].
Sequence-based techniques are also relevant even when deep-
learnt image representations are involved, because they can
be added on top of single image based retrieval to further
improve performance. The open source toolbox enhances the
ability of the research community to work with SeqSLAM
by providing automatic threshold optimisation, dynamic pa-
rameter reconfiguration, batch operation, performance char-
acterisation, and other assisting features. This paper for the
first time comprehensively characterised many of the critical
parameters of the SeqSLAM system, providing an evaluation
of their utility and performance which builds on top of mostly
ad hoc former implementations. By providing for the first
time a comprehensive open source software package that
enables a complete characterization of one of the most widely
used and benchmarked-against techniques SeqSLAM, the
aim is to further facilitate research in the growing topical
area of visual place recognition.
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