The WWW is the most important resouree for external business information. This paper presents a tool called INSYDER, an information assistant for finding and analysing business information from the WWW. INSYDER is a system using different agents for crawling the Web, evaluating and visualising the results. These agents, the used visualisafions, and a first summary of user studies are presented.
Introduction
The benefits of using external information for business intelligence systems [15] are significant. An enterprise must know more and more about its customers, its suppliers, its competitors, government agencies, and many other external factors. Valuable information about external business factors is readily available on the Web and its amount is increasing every hour. While a few WWW resources are used as data sources, the immcuse resources of the Internet are largely untapped. What is needed is a continuous and systematic approach to make use of these untapped resources. Hackathorn [9] proposes such an approach called Web fanning: "Web farming is the systematic refining of information resources on the Web for business intelligence."
This paper presents a WWW-application called INSYDER, an information assistant for finding and analysing business information from the Intemet. INSYDER is a system using different agents for crawfing the WWW, evaluating and visualising the results, which can be used as one important tool for the Web farming approach. The research project INSYDER was funded by a grant from the European Union, ESPRIT project number 29232. The paper is organised into the following chapters: Chapter 2 describes an Information Assistant approach and how this approach can support the user during information seeking tasks. Chapter 3 describes the functional characteristics, the technical architecture, the agents used and the available visualisations of the information assistant INSYDER. Chapter 4 presents first results of evaluations of the INSYDER system. Chapter 5 summarises the main results of this paper and gives an outlook on future work.
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Information Assistants for Information Seeking in the WWW
2.1
Accessing Information In recent years the number of documents published on the WWW has been increasing dramatically. This brought the research about information retrieval systems into the focus of people, dealing with the WWW. For most of them searching the WWW is just to formulate few query terms and to get back the results in a relatively short time. But information seeking is more than that, e.g. analysing and preparation of results found. One of the first steps when dealing with information seeking systems is to get an idea how to describe the information seeking process best. A good example for a high level task approach is the four phase framework for information seeking by Shneiderman [28] :
• Formulation: expressing the search • Action: launching the search • Review of results: reading messages and outcomes resulting from the search • Refinement: formulating the next step For designing INSYDER we have chosen this framework, because from the user's point of view it covers all phases of the information seeking process in an easily understandable way. Various other models of the information seeking process can be found in [ 12] . In the literature a series of surveys concerning user interaction with the WWW as an information sonr~ can be found. One of the conclusions is that users often dons know how to express their information need [25] , [22] , users have problems with the current paradigm of information retrieval systems simply presenting long fists of results [36] . The following chapter presents our proposed solutions to these problems, the Information Assistant approach.
2.2
An Information Assistant for Information Seeking In a debate of 1997 Ben Shneiderman and Pacttie Maes argue about direct manipulation and interface agents [29] . Maes states that agents are no alternative for direct manipulation and that agent applications still need a good interface. Shneiderman on the other side pleads for visualisations to give the user the possibility to navigate within the data under their own control. We think that both of them are necessary and subsume these two approaches by speaking of INSYDER as an Information Assistant [17] . Also Eichmann demands agents for the information seeking: "Users are seelo'ng guidance and organtsation in a chaotic, dynamic information framework. They are in a process of exploration when using the results of agents [...] " [7] . The INSYDER Information Assistant acts on the user's behalf and is built up using different agents using Information Retrieval techniques and a synchronised visualisation approach (see below). The agent literature may be classified into two main categories: agents concerned with intelligent behaviour (approaches resulting from AI research) and others, focusing on a strong interaction component. Wooidridge and Jennings [35] distinguish between weak and strong notions for agents. Many definitions of the term agent can be found in the literature. They all characterise agents with the help of attributes, e.g. reactiveness, proactiveness, autonomy, communication, co-operation or mobility [3] .
2.3
Visualisation of Results of the I n f o r m a t i o n Seeking Process Two general aspects of "Information Visualization" can be found in the literature: Data presentation versus data exploration [12] . In the case of the presentation the message stands in the foreground, in the case of the exploration it is the discovery ("Visual data-mining"). In the INSYDER project visualisation is used to support the handling of the result sets, exploration and discovery. The visualisations used focus on the result phase in the framework by Shneiderman et al. [28] , which is the most interesting one from the "users point of view". Here the user gets the suggestions to satisfy his information need and it would be a good idea to help him finding the needle in the haystack by applying adequate visualisations. On the set level, which means the representation of the whole set of results, it will be interesting to get an overview, A lot of authors discuss the use of different visualisations in different forms. An overview is presented in [19] . For the document level much fewer ideas can be found. Approaches range from TileBars [11] to Thumbnails [5] .
3
The Information Assistant INSYDER When defining a search the user formulates his information need in natural language and chooses sources as starting points (e.g. web sides, search engines) from a list. After this the search is started and runs until it is stopped by the user. While searching the user may already have a look at the document hits. The relevance ranking of the Information Assistant uses a semantic analysis of documents, which is based on a semantic network provided with the system. This semantic network may individually be adapted to various application domains. It consists of concepts describing the environment of the system by using typical relationships, like "is-a", "consists-of" and so on (see Figure 1 , different coiours express different relationship's). By using this semantic network it is possible to find also documents which do not contain the terms of the query, but for instance a synonym. Another advantage is that the results may be more precise than results from other system as homonyms can be avoided. For instance a search for "bank" could result in the institute for money, it could be the memory bank in the computer or the bank at the shore. By specifying a subject-specific semantic net e.g. for the computer industry, INSYDER can determine that bank must have to do with the hardware of a computer. The system stores all retrieved documents in an own database. The database is used as a repository, no further operations (e.g. build an index file etc.) are made. For the future it is planned to use this information also to get a description of the user and his likes resp. dislikes. 
INSYDER's agents
The INSYDER agents are simple agents from their architecture, but powerful from the point of view of user assistance. For the information seeking activities a multiagent system is proposed [21] . The INSYDER agents are using procedure calls for communication and a delegation principle for the co-operation. Using the semantic network as a representation of the domain knowledge the agents can be personalised and customised. As the 1NSYDER agents are designed to run in a heterogeneous information space like the WWW, we choose to have stationary agents, instead of mobile ones. When thinking of the crawling agent (see below) it can be stated that the INSYDER agents have a degree of autonomy, meaning that they do not always need the interaction with the user to be able to fulfil a task. The implementation of the system was done in Java (interface components, visualisations and agents) and C++ (semantic kernel) using a COM interface.
& 1.1 Agents suppo~ng the Formulation of Queries
A basic criticism brought up in the literature is that the users mostly are not capable to inform the system about their demand of information [25] . Shneiderman et al, propose therefore to use large text-entry fields, to encourage the users to type long search strings [28] . Other solutions in this field are methods of automatic query expansion [30] , [33] , which are successful (see [34] ). We propose a formulation agent to help the user formulating the query. This agent will have the task to visualise the query and especially to support the user by formulating the query. At first, the support should suggest further terms for the query and in a next step there should be a visualisation of the query. However these concepts are not implemented till now. Only a part of the extension of the query has been implemented. For this the concepts of the users query are worked out and are shown to the user. According to the importance of these concepts the results found will be ,assessed with the help of the semantic net.
2 Agen~ supporting the Searck Actions
Today the action task is already supported by agents called Robots, Crawler, or Wanderer. Their common task is finding documents as well as listing these and giving these to the database [31] . The INSYDER crawling agent obtains a list of pages from standard text indexes, e.g. AltaVista, Excite (it is configurable which sources should be taken) for a further active crawling. In this way of doing it, the users do not only get the limited (in terms of actuality and availability) results of the search engines. INSYDER works therefore like a metaerawler on the one hand (collecting the results of different search engines, eliminating duplicates, presenting resulting document hints to the user). On the other hand INSYDER is a robot itself, crawling to find more relevant document hints.
Agents supporting the Review of Searcck ResMts
In the INSYDER system a concept ranking agent is used. This takes into account that the user might want to rank the documents found according to different weight of occurring concepts. This means that the concepts get different ranks, presenting how well a particular concept describes a document. So a high ranked concept (e.g. 100) is seen to describe the document very well, while a low or even negative rank shows, that this concept doesnl describe the document well, if at all. In the INSYDER system a simple method is used to get the ranks of the concepts in the document, just by counting the frequency of the concept in the document. Another way would be to use the interrelation of concepts, meaning that the concepts, which have the most inter~latious to other concepts in the same document, are seen to be those describing the document best. For the moment only the frequency model has been implemented and will be tested during the next month. From the query the concepts are extracted and shown to the user with default weightings, which can be changed by users. Documents are search upon the original query, the ranking is calculated based on the decision of the user about the importance and the nearness (proximity) of each concept compared to the concepts occurring in the documents found. Another possibility of using the coacept query ranking is to use it in conjunction with the relevance feedback in the refinement phase (see below). Another kind of assistance is to present the results not as a long list, but to cluster them. Therefore a clustering agent has been proposed. The task of this agent is to find out whether documents have similar common features and to cluster them by the occurrence of this feature (e.g. [24] , [36] ). While clustering describes the structuring by features which are derived from analysing a set of documents, the classification of documents is the organisation by given categorisafions [13] . The project INSYDER has two kinds of classification agents: classification by type of source and by type of document. In the first case the source of a document is determined by its URL. This is done by a description file consisting of metainformafion about the source. For instance, given the URL htlp://pcfolini.eng.unipr.it it is not evident to the user that this URL is a source from the scope of ' CAD-CAM Tools', but with the help of the description file the user sees Resources for CAD-CAM Tools' as the server type. Figure 2 is showing a classification view using a Scatterplot.
The results of the crawling and classification agents are a substantial input for the visualbution agents which helps the user to analyse the documents m~¢ved in various ways and which are a substantial assistant in this review of results phase. We decided to use a combined approach, as from the literature can be determined that there is no best visualisation. Our approach offers users the possibility to choose the most appropriate visualisation for their current demand. Different systems in other application domains also follow this approach [! ], [14] . But there arc also some drawbacks: The user interface of the system becomes more complex and therefore will be harder to use, the user can choose an inappropriate visualisation for a specific situation and others. To intercept the possible drawbacks a number of guidelines have been considered, which arc described in [19] . The followed approach initially had six different visualisations grouped around the traditional result list, as a familiar eutry-point for the user. Adapting the components to each other in colour, orientation and the overall style as far as possible, mock-ups and prototypes had been developed using a Vectorplot, a Scatterplot, Barcharts, TileBars, Relevance Curves and Thumbnail views. Each of them offering selected information and a somewhat new viewpoint for different levels of details: from the document set to the single document. Another important point is the synchronisation of the visualisations: every selection in one representation of the result set will be updated immediately in the other representations, too. This approach has many similarities with "Multiple Coordinated Views" Table view 3.1.3.2 Seatterplot The main goal of the Scatterpiot is to give the user impressions about the distribution of the document set found, analysed and rated by the agents of the system. In the Scatterplot view two variables can be shown at the same time. On one hand there are the default choices for the user including relevance versus age of document and servertype versus number of documents (Vectorpiot). On the other hand there is the possibility for the user to choose the dimensions himself, e.g. relevance for keyword A versus keyword B. Figure 2 shows the Scatterplot. Here the user has chosen the dimension himself with the classification of server types on the y-axis and the document type classification on the x-axis. The fact that a hit is represented as a square-box shows that this is a document group. This can also be seen from the tooltip, showing the amount of documents and the tides of each document in the group (see Figure 2) . If only one document is in the focus of the mouse, than the tooltip shows document features, like title, size, date, category and an abstract. Groups, or any other interesting documents, can be marked with the mouse. The selection will then be highlighted (selected documents are represented in red, while unselected are blue) in this and all the others views, including the traditional list. The selection can be changed in all views. In Figure 2 two document groups are selected• 3.1.3.3 Barchart The Barchart view shows overall relevance and single relevance for each entered keyword. The original idea of Barcharts [32] is adapted in several ways• First, to have the same way of displaying the documents like in the other views where document details are given, the Barchart is rotated 90 degrees: top down instead of from right to left. Secondly the impression of a document as an entity is emphasised using Gestalt principles, without disturbing the keyword orientation too much. The colours used are the same for TileBars and Enhanced Relevance curve. Figure 4 shows the same document collection as the Scatterplot view. The red dots a the beginning of each line symbolise that these documents have been selected (in the former Scatterplot view). From the visualisation the user can see that the first documents in the view seem to be the most relevant one, as all three keywords that have been searched for appear in the document with a high relevancy. As described above also in this view documents can be de-or selected.
3.1.3.4
TileBars TileBars [i 1] have been integrated into the system to support the user in judging the potential value of a document for his demands at a glance. In contrast to the Scatterplot and Barehart, this view is clearly targeted to the single document perspective. Figure 5 shows documents from a search with the three keywords. Whereas the agents can handle the single terms "data", "mining" and the concept "data mining" at the same time without problems, we have difficulties here to show the concept relevancies. Nevertheless the user gets information about lengths of the documents (shown by length of the TileBars) and distribution of keyword-occurrence in the document. As shown by the blue, red and yellow tiles in the selected first document (tide: Visual Data Mining) there are three segments with a co-occurrence of "visual" and "data" and "mining". If the user puts the mouse pointer over a segment a tool tip occurs showing the text of this segment. A jump-intosegment feature for quick-jumps to the document-parts represented by the segments is also available. 
& I. 4 Agenas Supporting the Refinement of Queries
INSYDER supports the redefining of the query based on a relevance judgement of the user. This is generally known as relevance feedback and seen to be a beneficial mechanism [16] . The new query terms are generated automatically by the feedback agent based on the documents found by the original search. The relevance feedback is based on the idea to extract concepts from selected documents. The user decide whether the system should 'find similar'or ~lon~ find similar: Only the documents chosen to be relevant or irrelevant are taken into account for the next step, when formulating the new query.. This query is built up by" the • Extraction of concepts • Analysing the concepts to get feature concepts (good and bad ones) • Creating a document vector with feature concepts giving the good concepts a positive emphasis and the bad ones a negative one. In this regard a feature concept is any concept from the document describing the document best. The next step for the user is to edit the automatically created query, to modify the sources and to have the ouery being launched. During the EU project (September 1998 -March 2000) three user tests with users from small and medium size enterprises (SMEs) in Luton/Great Britain, Nancy/France and Rome/Italy were conducted to test the overall system, especially the user interface and the visualisations of the search results. The evaluation followed the method for evaluations of user interfaces, as being proposed by Redmond-Pyle et al. [26] • As a short introduction to the system the users were shown a ScreenCam TM movie. Then the user had to accomplish different test tasks (e.g. create a sphere of interest, launch a search and analyse the documents using different visualisations). During the test tasks the users were requested to "think aloud" to be able to understand and record their current actions. The recording of data was done with SereenCam TM movies (user interactions and spoken comments) and with written records. The session was moderated so that in the case of problems the experimenter could help. The total number of companies attending the evaluations was 38 (18 companies in Rome, 13 in Nancy and 7 in Luton). The overall number of users was 48. The majority of the participants had good knowledge of the Internet. Also some beginners were participating in the test. Each user had 45 minutes to fulfil the tasks. The user tests have shown that the basic idea of the system, giving the user the possibility to create his user environments and sphere of interests, is appreciated. An interesting result of the evaluation of the visualisations was that the test users in Rome preferred the Barchart view and the Result Table. The other views (Scatterplot, TileBars and Stacked Column) should be presented only optionally. When using the TileBars, it was very important to the users that it was possible to jump immediately to a tile of a document by clicking on it. The Barchart was adopted very well and minor problems occurred while using it. The Scatterpiot view was well understood by most of the users. Another very helpful feedback was that a Vectorpiot view, which has been intended first., showing on the X-Axis the specific attribute to be analysed (e.g. document length) and on the Y-Axis the number of documents fitting in this dimension, could be integrated in the Scatterpiot by adding predefined views.
4.2
Summafive Evaluation After these formative evaluations during the development of the system, which gave us a lot of helpful hints to improve the system, we have made a summative evaluation at the University of Konstanz (February -April 2000) I. These evaluations mainly focus on the different visualisations. The primary goal of this summative evaluation was to measure the added value of our visualisations (Scatterplot, Barchart, TileBars, Stacked Column) in terms of effectiveness, efficiency and subjective satisfaction for reviewing Web search results. Table. From the four factors influencing effectiveness, efficiency and user satisfaction when using visual structures we decided to vary target user group, type and number of data, and the tusk to be done• The fourth factor, the technical environment was identical for all tests done by using two identical 400 MHz Pentium m PCs, running Windows NT 4.0 SP5 with 256 MB RAM, identical software-configuration, hard disk and 21" monitors.
Target user group:
To see possible influences caused by the target user group we used two different groups of users. The first group, called "beginners" consisted of 20 female or male students or staff of our department of information and computer science, and a number of non IT-related disciplines. The users classified as beginners all knew the Web and had some limited understanding of search engines, but no deeper knowledge about information retrieval techniques. The second group, here referenced as "experts", with also 20 female and male members consisted of students or staff of our department. All members of i Af(er the official EU-project has been finished in March, the University of Konstanz is still working on the Insyder system in close relation to the French company Arisem. this group had at least participated in one course on information retrieval and had extensive Web search experience, the tasks, a
Type and number of data: To see possible influences caused by the type and number of data, we used queries with three 's different numbers of keywords (1, 3, 8) and two different sizes of result sets (30 or 500 hits). An additional effect in these ~ ~ dimensions was the quite heterogeneous content of the result sets, which had been prepared by searching the Web with different keywords for 12 topics. Task:. To see possible influences caused by the task to be done, Bewe decided to use two of the four different types of information Spe-ginseeking tasks described in [28] . Half of the tasks the users had cific ner to fulfil were of the type "specific fact finding"; the other half i fact (B) were of the type "extended fact finding". The main difference finbetween these two types of tasks is that in the first case, there is I ding a clear abort criterion, when the user finds a document to answer the questions. In the second case there is no such clear i iExabort criterion to stop the examination of the result set, and therefore the result investigation process will be much broader ! pert and possibly of longer duration.
(E) An example for a test tasks with combinations of type/number of data and task to be done in the field of specific fact finding is: the 1 keyword query "danube" presented 30 hits and the indented information seeking task to find out: "How long is the BeDanube river?". An example of an extended fact-finding test gintasks is: the 3 keyword / 30 hits query "john irving book" with Ex-ner the indented information seeking task "Which books had been tend (B) written by the author John Irving?". ed We decided to eliminate all documents from the result set, fact which would allow completing the extended fact finding tasks finusing a single document. Doing this, we ensured that the task ding Exwould be of the type extended fact fmding. This did not pert influence the size of the result sets, because when eliminating a (E) document from the set presented to the users, it was substituted by the first document not included so far. The test setting covered all combinations of the above
4.2.3
described different kinds of information seeking tasks, different kinds of users, amount of results, number of keywords of each query, and the chosen combinations of different visualisations (see Table 1 ). El to E5 represents the 20 experts divided into the five groups of user interfaces; BI to B5 represent the 20 beginners divided also into 5 groups. Each group number (e.g. El + BI) got the same configuration, so from the group variation level each group consists of 8 test users (4 experts, 4 beginners).
2.2 Dependent Vm'iables Task completeness (effectiveness):
Completeness with which users achieved the goals of the test tasks (e.g. number of books found written by John Irving). The effectiveness was calculated by relating the found answer by the test user to the number of possible correct answers in the concrete result set (e.g. if 12 books by John Irving could be found in the result set and the user did find 7, his effectiveness was recorded as 58%)
Task performance time (efficiency):
Time to complete each test task, not including reading the task question. In order not to exceed the overall test time per user much more than two hours, the time to answer specific fact finding questions was limited to 5 minutes per question, for extended fact finding tasks to i0 minutes per question.
User subjective acceptance (sansfaction): Test users rate their satisfaction in the following categories: ease of use, selfdescriptiveness, suitability for learning, layout, suitability for and conformity with user ex 3ectations.
~. +
~, '~ The evaluation was focused on the activities done in the reviewing of the results phase of the four-phase framework of information seeking (see Chapter 2.1). To avoid side effects caused by the activities in the formulation and action phase, the evaluation was done with already prepared searches for 12 topics / questions. For each predefined query the test users had to answer a question representing the intended informationseeking task. To avoid side effects caused by the refinement step the INSYDER system had been modified in a way that all functions, which allow refinement steps other than view transformations, had been suppressed. So the users could use functions like zoom or mark /unmark documents, but they didn't see functions the INSYDER system normally provides, like generating new queries using relevance feedback or reranking existing result sets by changing, adding or deleting keywords. The users were told to answer the questions as quick as possible. All users processed the same 12 questions, with the same keywords and number of hits in the same order, beginning with the 1 keyword / 30 hits specific fact fmding task "danube" described above, followed by an extended fact finding 3 keyword / 500 hits question, then followed by a specific fact finding task with 8 keywords / 30 hits," and so on, always alternating specific fact finding and extended fact finding, with the number of keywords changing between every question in the order I -3 -8 -1 -3 -8 .... The difference between the five groups was the visualisations the user could use to answer the questions (see e.g. the highfighted fields in Table 1 for BI). Based on these plannings of the controlled experiment we could assure that the five combinations of visualisations have been distributed in an equal manner to all variables. After fulfilling an entry questionnaire with six questions (e.g. age, computer and software experience), the users got a short introduction in the INSYDER system with the help of a ScreenCam TM movie demonstrating and explaining the main concepts and visualisations of the system. Then each user had some time to get to know the system with a test result set and all five visualisations. After finishing this introductio~ phase the users had to accomplish the 12 test tasks. During the tasks the users were requested to "think aloud" to enable the evaluation team to understand and record their current actions. The recording of data was done by two persons taking written records. An experimenter moderated the test session so that in the case of problems this person could help. After accomplishing the test tasks the user had to answer a questionnaire of 30 questions regarding their subjective satisfaction.
Raults
The final interpretation of the results will be finished in June.
The following results are based on an interim report prepared after finishing the 40 test-sessions and should only give a first impression, because the main statistical analyses still have to be done. Table. So to get trends it's not enough to see how much time the users needed to answer the question and what level of completeness they reached, but also to see which possibilities they used. For specific fact finding tasks the Segment View setting was the best configuration after the List. For extended fact finding the Segment View configuration was the worst configuration. The List was clearly the "best" visualization, both in terms of average efficiency and average effectiveness. For the other visualizations, this picture is not so clear, because ranking positions are sometimes different for efficiency and effectiveness.
Added values of the visualisations.

5
Related Work
Excite [8] is a system that makes use of Intelligent Concept Extraction TM, so that it is possible to find not only terms occurring in documents but also related terms, e.g. when searching for cancer documents not containing cancer, but mmour would be found, too. As in INSYDER a relevance feedback option is offered (Search for more documents like this one). A disadvantage is that the system only takes the current document into account. From the agent point of view different approaches have been undertaken to solve the problem of lacking supply of information. SA/RE for example is an example for an agent system that is designed to provide access to Earth and Space Science data over the Intemet' giving support for native and expert users [27] . In [20] the authors describe the system Amalthaea, which uses information agents for the discovery and filtering of information. The overall system of these agents (e.g. their lifetime, how they do the query formulation) is based on genetic algorithms.
6
Conclusion and Outlook
The Information Assistant INSYDER assists the user in finding relevant business information on the WWW. The system is designed to help users to overcome certain problems when searching for information on the WWW. Therefore inforraation retrieval and information visualisation techniques have been used. A first analysis of user tests conducted in November 1999 resulted in a number of enhancements and showed that the project team is on the right way with this assistance system. For the future further enhancements of the agent and visualisation part are planned (e.g. visual query interface, clustering feature). Generally spoken it's planned to improve the overall system performance and to have more user tests to evaluate the system.
