With view to applications in stochastic analysis and geometry, we introduce a new correspondence for positive definite kernels (p.d.) K and their associated reproducing kernel Hilbert spaces. With this we establish two kinds of factorizations: (i) Probabilistic: Starting with a positive definite kernel K we analyze associated Gaussian processes V . Properties of the Gaussian processes will be derived from certain factorizations of K, arising as a covariance kernel of V . (ii) Geometric analysis: We discuss families of measure spaces arising as boundaries for K. Our results entail an analysis of a partial order on families of p.d. kernels, a duality for operators and frames, optimization, Karhunen-Loève expansions, and factorizations. Applications include a new boundary analysis for the Drury-Arveson kernel, and for certain fractals arising as iterated function systems; and an identification of optimal feature spaces in machine learning models.
Introduction
The notion of a positive definite (p.d.) kernel has come to serve as a versatile tool in a host of problems in pure and applied mathematics. The abstract notion of a p.d. kernel is in fact a generalization of that of a positive definite function, or a positive-definite matrix. Indeed, the matrix-point of view lends itself naturally to the particular factorization question which we shall address below. The general idea of p.d. kernels arose first in various special cases in the first half of 20th century: It occurs in work by J. Mercer in the context of solving integral operator equations; in the work of G. Szegő and S. Bergmann in the study of harmonic analysis and the theory of complex domains; and in the work by N. Aronszajn in boundary value problems for PDEs. It was Aronszajn who introduced the natural notion of reproducing kernel Hilbert space (RKHS) which will play a central role here. References covering the areas mentioned above include [AJL17, Aro50, Hid80, IM65, Jor18, Jr68, JS18], and [JT16] .
Let X be a set and K a function X × X → C. We say that K is positive definite (p.d.) iff (Def), for all finite subsets F N = {x i } N i=1 , the N ×N matrix (K (x i , x j )) is positive semidefinite. From the classical theory of Aronszajn et. al. (see the papers cited above), there is then a canonical reproducing kernel Hilbert space (RKHS), denoted H (K), with the following properties:
(i) K (·, x) ∈ H (K) for all x ∈ X;
(ii) H (K) is a Hilbert space of functions on X, and , for all x ∈ X, we have f (x) = K (·, x) , f H (K) , f ∈ H (K) .
(1.1)
Note that in (1.1), the inner product ·, · H (K) is linear in the second variable, i.e., in f .
We shall need the following 
(1.2) Moreover, f 2 H (K) is then the infimum of the constant C f which occurs in (1.2).
Proof. We refer to the literature; see especially [AM03, Aro43, JP19] .
We shall study sigma-finite measure spaces (B, F B , µ) and functions
such that the associated p.d. kernel K (µ) on X × X satisfying:
is comparable with K itself (in a sense which we make precise in Definition 2.4 below). Right up to the present, p.d. kernels have arisen as powerful tools in many and diverse areas of mathematics. A partial list includes the areas listed above in the Introduction. An important new area of application of RKHS theory includes the following [ADD90, AD93, AB97, ADRdS01, ABK02, AM03, AD06, AL08].
Partial Order on Kernels, Operators, and Factorizations
In this section we discuss two kinds of factorizations: (i) Probabilistic: Starting with a positive definite kernel K we present a canonical Gaussian process V which yields a factorization of K. In particular, K arises as covariance kernel for V ; see (2.4). And (ii) Geometric: we discuss families of measure spaces which arise as boundaries for K; see Definitions 2.4 and 4.5.
2.1. Kernels in Probability and in Geometry. We want to stress below the distinction between the notions of factorization introduced in eq. (2.9) and (2.10) from Definition 2.4.
In summary, condition (2.9) has its roots in probability and in the study of Gaussian processes. For the following result we cite the papers [AD92, AJ12, AJ15, AJL17, AL08, AS57, HE15, Hid71, Hid80, Hid92, IM65, Itô04, JT17a, JT18, JT17b, JT17c, JT17d, JT19b, JT19a, Lif95, PR16, PS75, Sai97, Sai16, WO17], and especially [Kol83] .
realized on a probability space (Ω, F , P) as follows:
finite subset of X, let F n be the corresponding cylinder sigma-algebra of subsets of C X (= the corresponding infinite Cartesian product) with measures specified as follows: If A n ∈ F n , set
where g n (·) is the Gaussian density on C n with mean zero, and n × n covariance matrix (K (x i , x j )) (i,j) . A standard application of Kolmogorov's consistency theorem then yields a measure P and Ω = C X , with F = the sigma algebra of subsets generalized by the cylinder subsets such that
holds for all ψ ∈ L 2 (Ω, F , P), all n, and all A n ∈ F n . Then for ω ∈ Ω = C X and x ∈ X, set V x (ω) = ω (x). It follows that {V x } x∈X is the desired Gaussian process; in particular,
for all (x, y) ∈ X × X. Moreover, the assignment
defines a (canonical) isometry (extension by linearity and norm-closure).
We say that (2.4) is the universal factorization for the global p.d. kernel K. Hence if B, F B , µ, k (B) is a solution to (2.10), then we get a contractive canonical embedding
by composition; see Theorem 2.7 and Corollary 2.9:
Definition 2.2. Let K, L : X × X → C be positive definite (p.d.) kernels. An order relation K L is specified as follows: For all finite subset
(2.6) Given K, L as above, assuming K L, let H (K) and H (L) be the respective RKHS.
Definition 2.3. Let T : H (L) → H (K) be the contraction by extension for x ∈ X:
T : L (·, x) −→ K (·, x) (2.7) where L (·, x) and K (·, x) are both functions on X.
Specifically, T = T L→K extends by linearity and norm closure
.
(2.8)
Hence T : H (L) → H (K) is norm contractive, i.e., with respect to the respective norms in the two RKHSs.
Given a positive definite (p.d.) kernel K, we shall consider families of factorizations corresponding to certain admissible measures µ. Specifically, given µ, we shall construct associated p.d. kernels K (µ) . We shall then say that µ is admissible iff (Def) K (µ) K; where is the order relation (on p.d. kernels) defined in Definition 2.2. The kernel K (µ) is defined in (2.10) below.
Definition 2.4. Let K : X × X → C be a p.d. kernel. Set
(2.9) and by contrast, we set
where (B, F B , µ) is a measure space, and {k (B)
x } x∈X a system of functions in L 2 (µ).
Lemma 2.5. Let K : X × X → C be a p.d. kernel as above, and assume B, F B , µ, k (B) ∈ F S (K), then
is contractive.
since K (µ) K which is assumed; see (2.10). The proof now finishes as usual with the use of norm-completion and use of contractivity.
Definition 2.6. We say that B, F B , µ, k (B) is a boundary for K iff (Def.) (2.9) holds. We say that it is a sub-boundary iff (Def.) K (µ) K where K (µ) is defined as in (2.10). See also (2.6).
Theorem 2.7. Let K : X × X → C be given, assumed positive definite. Let (B, F B , µ) be a fixed sigma-finite measure space, and set, for (x, y) ∈ X × X,
x } x∈X is a subset in L 2 (B, µ). Then the following conditions are equivalent:
The operator T B in (2.11) is well defined and contractive.
(iii ) For ϕ ∈ L 2 (B, µ) and x ∈ X, set
then S B is well defined and contractive S B : L 2 (B, µ) → H (K).
Moreover, if the conditions are satisfied, then
holds, where the adjoint in (2.14) refers to the two Hilbert spaces H (K) and L 2 (B, µ) with the respective inner products.
Proof. (i)⇒(ii). This is Lemma 2.5.
(ii)⇒(iii). For this we first show that (ii) yields a function in H (K) for all
. We refer to Lemma 1.1
The desired conclusion now follows. Moreover, for ϕ ∈ L 2 (µ), x ∈ X, we have
and the conclusion (iii) now follows. The remaining conclusions, including (iii)⇒(i), now follow from one more application of Lemma 1.1. For the operator norms, we have
Remark 2.8. Theorem 2.7 offers a way to get non-trivial determinantal point processes from our setting; i.e., from (2.10). From a solution to (2.10) we get the contractive operator T = T B from H (K) into L 2 (B, µ). See Theorem 2.7. Then the operator L := T T * is contractive in the Hilbert space L 2 (B, µ), which is precisely the condition typically imposed when dealing with determinantal processes (see, e.g., [HKPV09, KT12, KS19]). Of course then we get determinantal processes with probability measures on point configurations in B; not in X.
Corollary 2.9. If one of the conditions in Theorem 2.7 holds, then the operator
for all x, y ∈ X. (See also (2.7).)
Proof. One checks that
y (x) .
Resistance Networks and Energy Hilbert Spaces.
A factorization as in (2.9) occurs naturally in the study of resistance networks and the corresponding energy Hilbert spaces (see, e.g., [JP19, JP10, JP11, JP17, JPT18]). Let (V, E) be a countably infinite network with vertices V and edges E. Assume it is locally finite, i.e., the set of nearest neighbors
Fix a base point o ∈ V , and a conductance function c : The connectedness assumption implies that, for all x, y ∈ V , there exists a constant C x,y ≥ 0, and 
Since the function c (see (2.20)) is generally unbounded, it follows that the inclusion mapping
is unbounded. Nonetheless, the operator
The operator defined in (2.23) is also unbounded; it is called the graph-Laplacian, written ∆ E := JJ * .
= 1, and the base point at i = 0. In this case, H E consists of functions satisfying
2.3. Product Boundaries. We note that, as a consequence of Theorem 2.7, we get the following result for products of p.d. functions, and their corresponding boundaries; see Definition 2.4, (2.9) and (2.10).
, will also satisfy (2.9), respectively (2.10), now w.r.t. the product p.d. function
(2.25)
Proof. First note that if L i , i = 1, 2, are Hilbert spaces and l i : X → L i , i = 1, 2, functions such that
and for K in (2.25) we get
where we use the tensor inner product of L 1 ⊗ L 2 on the RHS in (2.27)
We may now apply Theorem 2.7 to this with
(2.28)
The desired conclusion follows from consideration of the operator T Bi :
The relevant implications are as follows: If each T Bi is isometric (resp., contractive), then T B1 ⊗ T B2 :
is also isometric (resp., contractive.)
Frames and Associated Kernels
Starting with a frame in Hilbert space, we discuss associated positive definite kernels K and their boundary representations, in the sense of Definition 2.4.
holds for all x ∈ H . If A = B = 1, the system {ϕ n } n∈N is called a Parseval frame. and V is the unique partial isometry from ran (T * B ) onto ran (T B ). Suppose {e n } n∈N is an orthonormal basis (ONB) in L 2 (B, µ), then {V * e n } n∈N is a Parseval frame in H (K) ker (T B ).
and the assertion follows. Proof. Choose a Parseval frame {ϕ n } in H (K). Then, in particular,
For all L y (·) = L (·, y) ∈ H (L), set
then T extends to a contraction, H (L) → l 2 . One checks that, the adjoint T * is given by
Then, it follows that
Therefore the assertion follows with K = l 2 .
If (3.1) in Definition 3.1 has A = B = 1, then we say that {ϕ n } n∈N is a Parseval frame. (ii ) Let {Z n } n∈N be an i.i.d. system of N (0, 1) random variables, i.e., a system of independent, identically distributed standard Gaussians. Then
is a Gaussian process, indexed by X, and with covariance kernel
see also (2.4).
Proof (sketch). We already proved (i) as part of Theorem 2.7. The proof of (ii) follows from the i.i.d. property for the choice of {Z n } n∈N system; also called a Monte Carlo simulation; see e.g., [JT18, AD92, PR16].
The Drury-Arveson Kernel
The Drury-Arveson kernel is defined on the unit ball in k complex dimensions; or more generally on the unit ball in a specified Hilbert space; see (4.12) below. It has been studied extensively, first in [Dru78, Arv98] , and in [Jor06, JT16, JT17c, PR16].
A key result from [Arv98] which motivated our present analysis is the following: If k > 1, then the corresponding Drury-Arveson kernel does not admit a boundary space which is contained in C k .
The discussion above further motivates a recent renewed interest in the Drury-Arveson kernel and its harmonic analysis. In addition to the papers cited, we add, [Sab19, CHL18, Roc19, JM18, AL18, ACK17].
Example 4.1 (Drury-Arveson kernel; see e.g., [Arv98] ). Let
(4.5) We note that U k acts on ∂B k via (4.5) and that µ k (see (4.4)) is U k invariant, i.e., we have a compact homogeneous space for the Lie group U k .
Let ·, · C k denote the standard inner product in C k , i.e., z, w C k := k j=1 z j w k , and set
and
(4.7) see (4.1) and (4.2). We shall show that the assignment
extends to a linear contractive operator T B : H (K) → L 2 (∂B k , µ) with dense range in L 2 (∂B k , µ); see Corollary 4.3, below. Let H (K) be the symmetric Fock space, i.e.,
(4.9)
Every F ∈ H (K) has a unique representation
where (ξ n ) ∈ ⊗ n 1 C k sym =: H sym n , and ξ 0 ∈ C =: H sym 0 . Moreover,
where · H sym n is the usual Hilbert norm in the symmetric tensor space of order n.
Theorem 4.2. Let k be fixed, and let
be the Drury-Arveson kernel. Set
Proof. Define the Drury-Arveson kernel as in (4.12), and set
(4.14)
Note that k
In the DA-exmaple, we have K (µ) K where K (µ) is defined as in (4.13) (also see (2.10)) and k (B) as in (4.14). Details:
For is dense in L 2 (∂B k , µ).
Proof. By Theorem 2.7, it is enough to prove that Ker (T * B ) = 0 where T * B : L 2 (∂B k , µ) → H (K) is the adjoint operator, i.e.,
But it follows from (4.6)-(4.8) and Theorem 4.2 that:
Corollary 4.4. Let K be the Drury-Arveson kernel on B k ; see (4.12). Let µ be the measure on ∂B k in (4.4), and let K (µ) be the corresponding p.d. kernel on ∂B k ; see (4.13). Let H (K) and H (K (µ) ) be the corresponding RKHSs, with respective inner products ·, · H (K) and ·, · H (K (µ) ) .
Then for every f ∈ H (K), and r ∈ (0, 1), i.e., 0 < r < 1, set
we conclude that f r ∈ H (K (µ) ), and sup r<1 f r H (K (µ) ) = f H (K) .
(4.17)
Proof (sketch). Let f ∈ H (K), then, by (4.10), we have
and the desired conclusion follows.
Definition 4.5. Let K be a p.d. kernel on a set X, and let B, F B , µ, k (B) be a boundary space in the sense of (2.10) in Definition 2.4. We say that it is a topological boundary iff (Def) there is a one-parameter family of maps s r :
holds for all f ∈ H (K).
Note that (4.17) in Corollary 4.4 shows that the Drury-Arveson kernel (see Example 4.1) has a natural topological boundary. 4.1. Iterated Function Systems and Boundaries. In some of our earlier work (see, e.g., [HJW19, HJW18, DJ15, DJ11, JP98, JP96, JP94, JP92]), we considered an example of a p.d. kernel on D × D where D is the disk in one complex dimension. In this case, the boundary measure µ has its support on a Cantor subset of the boundary circle T to D. This is the case when this boundary measure µ is the Cantor measure corresponding to scaling by 4, and omitting 2 of 4 subintervals in each of the iteration steps which determine µ. In this case, we have explicit formulas for the corresponding decompositions. In particular, K (µ) = K. See details below.
Example 4.6. Consider measures µ on T [0, 1] for which there is a subset Λ ⊂ N 0 such that {e λ (θ) ; λ ∈ Λ} is orthogonal in L 2 (T, µ). We say that (µ, Λ) is a spectral pair.
Especially, if µ is the Cantor IFS (iterated function system) determined by x 4 and x+2 4 (see Figure 4 .1), we may take Λ to be the following Λ 4 = {0, 1, 4, 5, 16, 17, 20, 21, 64, 65, · · · } = f inite
We recall that the 1 /4-Cantor measure µ (see Figure 4 .1) is the unique probability Borel measure on R satisfying
for all Borel functions ϕ. It is also determined by its Fourier transform
In this case we have
Setting then, it follows that K (µ) (z 1 , z 2 ) = K Λ4 (z 1 , z 2 ) .
Gaussian Processes and Factorizations
Here we discuss certain factorizations and boundary representations which arise from a class of Gaussian processes and their generalized Ito integrals.
In Section 1 we considered positive definite (p.d.) functions defined on X × X where X was a general set. Below we study certain p.d. functions which arise naturally when the set X is taken to be a prescribed sigma-algebra. In this setting, we shall give an explicit formula for the corresponding reproducing kernel Hilbert spaces (RKHSs). This particular family of p.d. functions and associated RKHSs serve as useful tools in the context of Gaussian processes.
Let (B, F B , µ) be a measure space with µ sigma-finite, and let W (µ) be the corresponding generalized Wiener processes (real valued), i.e., given by the three conditions
(5.1)
For k ∈ L 2 (B, µ), we then define the Ito-integral
and we have
which is a p.d. kernel with contractive factorization. In general, if V is a Gaussian process on X, and if (B, F B , µ) is given, it is of interest to decide whether there exists f ∈ L 2 (µ) such that
(5.5)
We may define V W (µ) when V has such a representation (5.5).
Theorem 5.1. Let (B, F B , µ) be a sigma-finite measure space, and on F B define the following kernel Proof. It is clear that the conditions (5.7)-(5.9) define a Hilbert space. Since the space spanned by the indicator functions
is dense in L 2 (B, µ), we need only verify that conditions (i) and (ii) from (1.1) are satisfied.
is in H , and, for all G ∈ H , we then have:
which is the desired conclusion (ii).
Applications to Machine Learning
One of the more recent applications of kernels and the associated reproducing kernel Hilbert spaces (RKHS) is to optimization, also called kernel-optimization. See [YLTL18, LLL11] . In the context of machine learning, it refers to training-data and feature spaces. In the context of numerical analysis, a popular version of the method is used to produce splines from sample points; and to create best spline-fits. In statistics, there are analogous optimization problems going by the names "leastsquare fitting," and "maximum-likelihood" estimation. In the latter instance, the object to be determined is a suitable probability distribution which makes "most likely" the occurrence of some data which arises from experiments, or from testing.
A major theme in machine learning is inference from finite samples in high dimensional spaces. In general, there are two types of learning problems: (i) supervised learning (e.g., classification, regression), and (ii) un-supervised learning (e.g., clustering). We shall consider (i) in this section.
What these methods have in common is a minimization (or a max problem) involving a "quadratic" expression Q with two terms. The first in Q measures a suitable L 2 (µ)-square applied to a difference of a measurement and a "best fit." The latter will then to be chosen from anyone of a number of suitable reproducing kernel Hilbert spaces (RKHS). The choice of kernel and RKHS will serve to select desirable features. So we will minimize a quantity Q which is the sum of two terms as follows: (i) a L 2 -square applied to a difference, and (ii) a penalty term which is a RKHS norm-squared. (See eq. (6.2).) In the application to determination of splines, the penalty term may be a suitable Sobolev normed-square; i.e., L 2 normsquared applied to a chosen number of derivatives. Hence non-differentiable choices will be "penalized."
In all of the cases, discussed above, there will be a good choice of (i) and (ii), and we show that there is then an explicit formula for the optimal solution; see eq (6.5) in Theorem 6.1 below.
Let X be a set, and let K : X × X −→ C be a positive definite (p.d.) kernel. Let H (K) be the corresponding reproducing kernel Hilbert space (RKHS). Let B be a sigma-algebra of subsets of X, and let µ be a positive measure on the corresponding measure space (X, B). We assume that µ is sigma-finite. We shall further assume that the associated operator T given by
is densely defined and closable. Fix β > 0, and ψ ∈ L 2 (µ), and set
defined for f ∈ H (K) , or in the dense subspace dom (T ) where T is the operator in (6.1). Let
be the corresponding adjoint operator, i.e., where the operators T and T * are as specified in (6.1)-(6.4).
Proof. (Sketch) We fix F , and assign f ε := F + εh where h varies in the dense domain dom (T ) from (6.1). For the derivative d dε ε=0 we then have: d dε ε=0 Q ψ,β (f ε ) = 2 h, (βI + T * T ) F − T * ψ H (K) = 0 for all h in a dense subspace in H (K). The desired conclusion follows. 6.1. Manifold Learning. A more recent application is the so-called manifold learning. The basic idea is that the input data often lives in a submanifold (nonlinear) of a much higher dimensional space, and the question is how to extract and encode such information. (See Figure 6 .1 as a standard illustration.) This extends the classical principal component analysis (PCA), which is widely used to extract linear subspaces. There is a collection of algorithms in manifold learning, and most of these are based on the "kernel trick ", which itself dates back at least to [HSS08] ; see also [CS02, SZ05, SZ07, JT15, Ste15]. The kernel trick refers to mapping the input data X into a higher (usually infinite) dimensional Hilbert space H , called a feature space, and then apply standard learning algorithms there. Figure 6 .2 illustrates this point of view using examples of kernel support vector machine (K-SVM). It shows a binary classification problem, where the two classes are not linearly separable in the input space, but by using a Gaussian kernel, the two classes are linearly separated in the associated Gaussian RKHS. This idea sounds contra-intuitive as the higher dimensional spaces are usually much more complicated; but the key is that the inner product in H can be carried out via the kernel K. That is, one chooses a feature map π : X → H such that K (x i , x j ) = π (x i ) , π (x j ) H .
(6.6)
In view of previous sections, we see the kernel trick amounts to certain factorizations of p.d. kernels. It is well known that there are many choices of the feature space H . A canonical choice is the RKHS H (K) of the p.d. kernel as in Section 1, or by general theory K may be realized as the covariance of a Gaussian process, see e.g., Section 5. For the connections between these two realizations, we have: Theorem 6.2 ([JT19a]). The following are equivalent:
