The purpose of this note is to study the Euclidean condition number of the matrix resulting from using the well-known RayleighRitz-Galerkin method with finite dimensional subspaces of polynomial spline functions to approximate the solution of a linear, selfadjoint* two-point boundary value problem. Roughly speaking, we consider a model class of such problems of order In and determine upper bounds, of the form of a constant times the norm of the partition associated with the spline subspace to the -2wth power, for the Euclidean condition number of the associated matrix. 
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« ƒ(*), -oo < x < oo, y-o subject to the boundary conditions Moreover, we assume that pj(x)^L°°(-oo, oo) and are real-valued for O^j^n,/(x)Gi 2 (-°°, c0 ) and is real-valued, and that
for all A£i3"2' 2 . We remark that with these hypotheses, the problem (1)~(2) has a unique generalized solution, cf. [2] .
To approximate the solution u(x), we define a and b large enough in absolute value so that the solution, u(x), and its derivatives are close to zero outside of [a, b] and let {£<(*) J^CA?" be N given linearly independent functions such that supp Bi(Z(a t &), l^i^N. We seek an approximation to u(x) of the form v(x) = ZX-ifr^OxO, where we determine the coefficients {/3 t -}jii by the Rayleigh-RitzGalerkin method. For example, in the Galerkin method we demand that the residual (a, b) to the basis functions {#*(#) }*Li, i.e.,
for l^k^N, where we have obtained the left-hand side by integrating by parts.
The system (4) may be rewritten in matrix form Finally, we define Ssmaxa(«i+i-Xj) and A s mincer (# ;+!-#;). We now prove the main result of this paper. 
