Motion estimation is the most time-consuming subsystem in a video codec. Thus, more efficient methods of motion estimation should be investigated. Real video sequences usually exhibit a wide-range of motion content as well as different degrees of detail, which become particularly difficult to manage by typical block-matching algorithms. Recent developments in the area of motion estimation have focused on the adaptation to video contents. Adaptive thresholds and multi-pattern search algorithms have shown to achieve good performance when they success to adjust to motion characteristics. This paper proposes an adaptive algorithm, called MCS, that makes use of an especially tailored classifier that detects some motion cues and chooses the search pattern that best fits to them. Specifically, a hierarchical structure of binary linear classifiers is proposed. Our experimental results show that MCS notably reduces the computational cost with respect to an state-of-the-art method while maintaining the quality.
INTRODUCTION
Motion estimation is the most time-consuming subsystem in a video codec. Thus, more efficient methods of motion estimation should be investigated. In this paper we deal with this problem focusing on the emerging H.264 standard, that has shown an excellent behaviour in a broad range of coding applications. Furthermore, H.264 incorporates new features such as the variable-size block estimation or multi-reference coding that make the motion estimation more effective but also more time-consuming. Most recent developments in the area of motion estimation have focused on the adaptation to video contents. Real video sequences contain a wide-range of motion contents, distributed along spatial regions whose shape and position change over time. Recognizing these features can help with the selection of appropriate search patterns that minimize both the number of search points and the distortion. Initial research on block-matching adaptation made special emphasis on the generation of adaptive thresholds: in [1] accumulated costs of previous blocks on the frame are used to generate adaptive thresholds that lead the search process; in [2] additional spatial regionalization is applied by computing costs of four spatial neighbours; This work has been partially supported by PRODYS S.L. and the regional grant UC3M-TEC-05-059. The authors would also like to thank David Mufioz-Mejias and Jose Carlos Pujol-Alcolado for their inestimable help.
however, the usefulness of these thresholds is still limited to the detection of early stops during the search process. Other developments, as in [3] , employ various search patterns and select the most appropriate based on motion classification techniques; the main drawback of these techniques is that motion classification strongly depends on previous search results; thus, local minima may affect the next pattern selections, potentially inducing new errors on next blocks. In [4] this dependence is weaker, since the classification method uses a dispersion measure over the local vector field. Even when a local minimum occurs, dispersion values can be large enough to select more exhaustive patterns in next blocks. Anyway, this measure by itself may not be robust enough to successfully classify every case. Our proposal uses a complete classification scheme that selects the most appropriate search pattern based on estimated motion characteristics. The objective of this scheme is to reduce computational complexity on those cases where faster patterns can reach the optimal solution, while maintaining more exhaustive search patterns when needed. The remainder of this paper is organized as follows. The details of our motion classification method are given in Section 2. A description of the average cost map used in the algorithm is provided in Section 3. Section 4 contains a performance comparison between our algorithm and another solution that has demonstrated good efficiency at any bitrate. Finally, Section 5 summarizes our conclusions and outlines further work.
MOTION CLASSIFICATION-BASED SEARCH (MCS)
The Motion Classification-based Search (MCS) chooses among several heterogeneous search patterns one that best fits particular motion contents. In particular, we pose this search pattern selection as a multi-class recognition problem that relies on some information available at coding time in order to characterise the motion and to select the search pattern that seems to be more robust and efficient on each case. As in any classification problem, we need to carefully define the inputs (parameters), the outputs (classes) and the classifier structure. 4 . Uplayer vector (that resulting from the motion estimation performed for the next larger block size in the same reference). 5. Vector (0,0). Vector compensation scales vector magnitudes when they have been coded using different time distances (in visualization order) between the reference frame and the current frame. This process is explained in detail in [5] .
Problem parameterization: selected input features
The problem parameterization is a critical issue in any classifier design. Based on correlation estimates between potential parameters and desired outputs, we have chosen nine inputs to be considered by our classifier, namely:
1. Block size: expressed in terms of the number of 4x4 blocks (1 for 4x4 to 16 for 16x16). 2. Binary input for homogeneous neighbourhood: when the four spatial neighbouring blocks (left, up, up-left, up-right) have the same compensated MVs this input is set to 1, otherwise is set to 0. 3. Time distance: when the time distance (presentation order) between a frame and its reference is larger, the expected time correlation between them decreases and more exhaustive searches are needed. 4. Number of neighbouring INTRA blocks: except in borders, INTRA coded blocks may indicate non-uniform motion that has been impossible to detect. Detecting this situation can prevent from continuously falling in local minima. 5. Absolute cost (Cabs): The cost is measured as a sum of a distortion term (SAD or Sum of Absolute Differences) and a term that refers to the differential coding ofthe MV (compund of a Lagrangian Term A and a difference in bits between the prediction and the final MV). The absolute cost of the prediction is linearly adapted to 16x16 block-size and, then, made independent from the A value by means of:
The value of 45A has been empirically obtained by observing the evolution of the costs with respect to A. 6. Cost ratio (Cratio): a ratio between predicted MV costs and the Average Cost Map that will be described in section 3. The prediction cost is linearly adapted to 16x16 block-size and, then, the ratio is calculated as:
7. Prediction MV magnitude: large prediction vectors are less reliable and usually require more exhaustive search patterns. The magnitude is calculated as: 
9. Inverse of A (A-1): In our experiments, A-1 has turned out to be more suitable to our purposes than A.
Classification outputs: search patterns
In the MCS, the outputs of the classification are the search patterns described below: (5) where w represents the vector of weights, x is the input vector with the parameter values (scaled between 0 and 1), y is the output of the classifier and b is the bias term. This classifier makes soft decisions that afterwards must be compared with a threshold (0.5 in our case), providing a hard decision (0 or 1). We use several binary classifiers to solve the multi-class (multi-pattern) problem. In particular, we propose a hierarchical structure, illustrated in Fig. 1 
Training and test sets generation
In order to design every binary classifier, a training set and a test set (to evaluate the solution in terms of classification accuracy) have been generated by encoding typical video sequences for a thorough grid of QP values. These sets have been designed taking into account two main requirements: 1) they should be representative of the input space; and 2) they should make special emphasis on those samples in which selecting erroneous patterns produces unacceptable bitrate increases. Ignoring the second requirement leads to classifiers that always select classes with higher prior probability (early stops in our case). To meet both requirements, we assign to every sample a probability of being included on the training/test set according to the cost obtained by every potential search pattern for this particular sample (in order to compute this probabilities every pattern is tried for every sample): 
where Ci is the accumulated cost of the MB i, N = 8 represents the eight adjacent blocks, and o is a weighting factor (0 < o < 1) that establishes the relative importance of a block with respect to its neighbours. Then, a time average is performed as follows:
where Ci is the cost achieved by the search pattern i, N is the number of search patterns, Cmin is the minimum cost (that obtained by the optimal search pattern), R is a regularization term which ensures that any sample has a non-zero probability of being included on the set (even in early stops when Ci = Cmin), and K is a function that manages the size of the training/test sets and guarantees that 0 < P < 1.
Classifiers training
The training phase, i.e., the optimization of weights, is based on the minimization of the Mean Square Error (MSE) and LMS (Least Mean Squares) algorithm is used. However, it has not been possible to apply this procedure to every parameter. In particular, if we introduce A-1 on the optimization process, its corresponding weight turns out to be positive. This implies that faster patterns are strengthened when working at lower qualities, what generates substantial bitrate increases. Therefore, we need to be more conservative (using (9) where n is the time instant, 3 is a weighting factor (0 < 3 < 1) that establishes the relative importance of new data with respect to previous samples.
EXPERIMENTAL RESULTS
The proposed algorithm has been embedded in the H. 
