For high-dimensional sparse parameter estimation problems, Log-Sum Penalty (LSP) regularization effectively reduces the sampling sizes in practice. However, it still lacks theoretical analysis to support the experience from previous empirical study. The analysis of this article shows that, like 0 -regularization, O(s) sampling size is enough for proper LSP, where s is the non-zero components of the true parameter. We also propose an efficient algorithm to solve LSP regularization problem. The solutions given by the proposed algorithm give consistent parameter estimations under less restrictive conditions than 1 -regularization.
Introduction
We consider a widely studied sparse linear representation model: For a vector y ∈ R n , there is an s-sparse vector θ * ∈ R p which can represent y under a design matrix X ∈ R n×p approximately in the sense that y − Xθ λ e / √ n. θ = arg min θ F(θ), where F(θ) = 1 2n y − Xθ 2 + R(θ).
In Eqn.
(1), R(θ) is a sparsity-encouraging regularizer, e.g., 1 -norm, q -norm(0 < p < 1), SCAD [18] , MCP [42] and capped-1 norm [45] .
If the error z = y − Xθ * is modeled as a Gaussian noise z ∼ N (0, σ 2 I n ), we have λ e ≤ σ n + 2 √ n log n with probability at least 1 − 1/n [5] . For Gaussian noise, the consistency of parameter estimations means θ − θ * 2 σ.
In this paper, we name n as sampling size. We only study the component-decomposable regularizers, i.e., the regularizers can be written as R(θ) = p i=1 r(|θ i |) for any vector θ = (θ 1 , · · · , θ p ).
Whether the parameter estimation is consistent depends on the design matrix, the regularizers and the optimization methods for Problem (1) . In this paper, we name the conditions under which the parameter estimation is consistent for any s-sparse vector θ * as parameter estimation condition (PEC). The PECs are usually established with sparse eigenvalue (SE) (Definition 1) or restrictive eigenvalue (RE) [3] .
Definition 1.
For an integer t ≥ 1, we say that κ − (t) and κ + (t) are the minimum and maximum sparse eigenvalues(SE) of a matrix X if
holds for all θ with θ 0 ≤ t.
A close concept to SE is RIC, which is defined as δ t = inf{δ : 1−δ ≤ Xθ 2 2 /n ≤ 1 + δ, θ 2 = 1, θ is t−sparse}. For RIC, we have δ t = (κ + (t) − κ − (t))/(κ + (t) + κ − (t)), where δ t is actually the RIC of the scaled matrix 2X/(κ + (t) + κ − (t)). The rescaling for X is to avoid the scaling problem of RIC [19] .
For 1 -regularization ( 1 -norm as the regularizer), a lot of PECs based on SE, RIP and RE were proposed in recent years, e.g., κ + (2s)/κ − (2s) or RIC is upper bounded by a constant [19, 6, 23] or the RE is strictly larger than 0 [3, 26] . In spite of being described in different forms, these PECs actually require n to be at least O(s log p) for the case of Gaussian design matrices [1, 29] , where the Gaussian design matrices have i.i.d. elements drawn from N (0, 1). In the asymptotic sense, the PECs for Gaussian design matrices are tightened to n > 2s log(p − s) + s + 1 by Wainwright [41] .
Except 1 -norm, the other component-decomposable sparsity-encouraging regularizers are non-convex. As a result, the solutions of Problem (1) are algorithm-related.
The corresponding PECs are also algorithm-related.
The greedy algorithms OMP [37] , ROMP [25] and CoSaMP [24] can be treated as algorithms for 0 -regularization ( 0 -norm as the regularizers). Their PECs are in the form of δ as ≤ c for some a ≥ 1 and c < 1, e.g., δ 31s ≤ 1/3 [46] , δ 2s ≤ 0.03/ log(s) [25] and δ 4s ≤ 0.1 [24] . IHT [4] is another algorithm for 0 -regularization and its PECs have the same form, e.g., δ 3s < 1/ √ 32 [4] or δ 2s < 1/3 [20] . The PLUS algorithm [42] , proposed for MCP, has a PEC of κ + (t)/κ − (t) < 2t/s − 1 for some t ≥ s. The iterative reweighted L1-minimization (IRL1) [11] as well as its generalized methods [45] can be applied to general non-convex regularizers. They need almost the same PECs as 1 -regularization, e.g., κ + (2s)/κ − (6s) ≤ 2 [45] . Furthermore, the PECs of IRL1 cannot be improved to be better than that of 1 -regularization in the sense that when δ 2s > 1/ √ 2, IRL1 will fail to give consistent parameter estimation as 1 -regularization does [14] . Proximal methods are also applicable for general non-convex regularizers [21] . But the existing PECs need the sparseness of the solutions in advance [27] , which makes the PECs cannot be verified until the methods output the solutions. The same problem occurs in the DC based methods for capped-1 norm as the regularizers [32, 33] . Zhang and Zhang [44] and Loh and Wainwright [22] show that some sparse local minimizers of
Problem (1) give consistent parameter estimations to θ * if the RE is strictly positive.
Their PECs are the same as that of 1 -regularization.
For Gaussian design matrices, the above PECs for non-convex regularizers also require the sampling size to be at least O(s log p), since all of the above PECs either need positive RE or the RIC is close to 0 or κ + (t 1 )/κ − (t 2 ) is upper bounded by a fixed value for some t 1 ≥ s and t 2 > 2s.
As a comparison, we consider the PECs for the global solutions of Eqn.
(1) regularized by 0 -norm. 0 -regularization only needs a sampling size of 2s [16] for the noiseless case or as (a > 2 is a constant) for the noisy case [43] . The value of s can be regarded as the level of the information contained in the true parameters. Therefore, 0 -regularization can estimate the true parameters with a sampling size at the information level. In previous work, from 0 -norm to other regularizers, the sampling sizes have to be enhanced from O(s) to O(s log p). So, there is a big gap from the view of PECs.
Recent research showed that some non-convex regularizers could give a good parameter estimation with far less sampling sizes (or say less restrictive PECs) than 1 -regularization in theory and practice. q -regularization (0 < q ≤ 1) has a PEC of
for some t > s [19] , which is much less restrictive than that of 1 -norm when q is small. If n ≥ 2t, which implies κ − (2t) > 0 with probability 1, there exists q > 0 such that the parameter estimation is consistent with q -regularization. However, no algorithm can efficiently solve Problem (1) with q -norm as the regularizer, since it is strongly NP-hard [13] . For other non-convex regularizers, many empirical works also reported the superiority of non-convex regularizers in the sampling sizes [15, 34, 38, 40, 35, 11, 36, 39, 12, 28] . However, as stated in the above, the (theoretical) PECs for them, except q -regularization, are still almost the same as that of 1 -regularization.
Feature selection is a stronger task than parameter estimation, which concerns estimating the support sets of the true parameters. Shen et al. [33] provide a necessary condition of feature selection and their DC methods for capped-1 penalty only need an almost necessary condition for feature selection. Their conditions, roughly κ − (s) s log p/n, still need n to be at least on the order of s log p.
Summarizing teh advantages of different regularizers, we think that an ideal regularizer should have the following three properties:
• Estimation by non-optimal solutions: Since Problem (1) is hard to solve exactly, an ideal regularizer should allow some non-optimal solutions to be consistent parameter estimations to the true parameters.
• Efficiency: There exist efficient algorithms to output the desired non-optimal solutions.
• Weak PECs: The PECs for global solutions only need O(s) sampling size as 0 -regularization does. The PECs for the non-boptimal solutions are also less restrictive than that of 1 -regularization. This paper aims to seek such good regularizers and the corresponding efficient algorithms. Specially, we study the regularizers named Log-Sum Penalty (LSP) [11] .
Roughly speaking, we prove that the above three properties are satisfied for proper LSP regularizers. In particular, we obtain the following conclusions:
1. With proper LSP as the regularizer, the PECs for global solutions of Problem (1) only need O(s) sampling sizes for general design matrices. 
Main Result
First of all, we give the definition of LSP. 
In the following of this paper, R(θ) and r(u) denote LSP in particular. We use the following denotations for simplicity. Suppose the design matrix X = (
and we define
OMP-PCD Algorithm
LSP is a non-convex regularizer, optimization methods for Problem (1) Algorithm 1 OMP-PCD(X, y, λ, γ, s 0 , ψ, τ ) Require: the design matrix X, the response y, the parameters of LSP λ and γ, the max number of non-zero components s 0 , the parameter of PCD ψ, the tolerance τ . for i = 1 to p do 5:
where ω
end for
k ← k + 1.
Algorithm 2 OMP(X,y,s 0 ) Require: the design matrix X, the response y, the maximum number of non-zero components s 0 .
Eqn. (4) is the main step of Algorithm 1, which is derived from the following minimization problem.
where i = 1, · · · , p, ψ > 0 is a positive constant and F(θ) is defined Eqn. (1). The iteration method in Eqn. (5) is called proximal coordinate descent [2] . The constant ψ plays a role of balance between decreasing F(θ) and not going far from the previous step. ψ also affects the time complexity of our OMP-PCD methods as shown later. The parameter s 0 for OMP specifies the sparseness of the initial solution θ (0) for PCD. The parameter τ is preferred to be 2λ * in this paper.
Eqn. (4) is a non-convex one-dimensional problem but all of its solutions are be-
Define the following shrinkage function
With
can be written as θ
One of the advantages of LSP is that we can derive the closed form of the shrinkage function for LSP. The solutions given by OMP-PCD satisfy some good properties which are required later for consistent parameter estimation. We summary them in Theorem 1 and Theorem 2.
Theorem 1. For the solution of the k-th iteration of OMP-PCD θ (k) , we have
} is a decreasing sequence and converges;
2. Let the parameter of OMP-PCD τ = 2λ * andθ be a global minimizer of Problem
iterations, and the outputθ satisfies
3.
Eqn. (9) shows the solutions given by OMP-PCD are strong signals in the sense that the minimal magnitudes of non-zero components are strictly larger than zero. The second conclusion of Theorem 1 guarantees the PCD part of OMP-PCD stops within
At the same time, Eqn. (8) implies that the solutionθ can represent y approximately in the sense that the error measurement X T (Xθ − y)/n ∞ is on the order of the noise level. This error measurement is also used in the Dantzig Selector [7] . In fact, λ * can be upper bounded by λ as follows (See Section 4.7 for the proof).
Thus, with λ = O(λ e / √ n), the PCD part iterates at most
Besides, Theorem 1 is independent of the initialization
This theorem is actually the properties of PCD part of OMP-PCD.
Another important property is that OMP-PCD outputs good suboptimal solutions under proper conditions. In this paper, the suboptimal solution is defined as follows.
The initialization θ (0) in Algorithm 1, given by OMP, is a (µ 0 , θ * )-suboptimal solution
) decreases exponentially as s 0 increases. So, the conditions of Theorem 2 are satisfied for enough large s 0 . The first conclusion of Theorem 1 implies that PCD gives an extra decrease to µ 0 . That is to say, the solutionθ
µ PCD can be computed explicitly when OMP-PCD stops.
Based on Theorem 1 and Theorem 2, we can see how OMP and PCD cooperate:
First, OMP gives a suboptimal solution θ (0) . θ (0) may not be a strong signal as in Eqn. (9) or satisfy the error measurement constraint as in Eqn. (8) . However, PCD refines θ (0) iteratively to let its solutions become a strong signal and satisfy the error measurement constraint in Eqn. (8) . Meanwhile, PCD not only does not violate the (µ 0 , θ * )-suboptimal property of θ (0) , but also gives µ 0 an extra decrease so that F(θ)
is closer to the global optimum of Problem (1).
Parameter Estimation
Next, we show that the suboptimal solutions satisfying Theorem 1 are consistent parameter estimations of the true parameters under proper assumptions. Before that,
We define
where ξ 0 is defined in Theorem 1. For H γ , we have
for any positive integer t. Assumption Bθ satisfies Eqn. (8) and Eqn. (9) .
Assumption D There exists an integer t ≥ αs + 1 such that
Then,
where
Hγ − (2t) and C 2 = We have some remarks on the conditions of Theorem 3: By Theorem 2,θ is 
For global solutions, we do not need Assumption B of Theorem 3 since the optimality of global solutions implies the properties of strong signals in Eqn. (9) and X T (Xθ − y)/n ∞ ≤ λ * which is even stronger than Eqn. (8) . (See the proof in Sec.
4.5)
For an example with
Parameter Estimation by OMP-PCD
Combining Theorem 2 and Theorem 3, we obtain the following corollary which
shows concrete examples of the parameter estimation results of OMP-PCD. , we have
κ−(6s+2) and T 2 = 2.36γ
The upper bound of Eqn. (15) increases faster than the bound in Eqn. (16) as γ → 0 but T 1 is independent of γ. As a consequence, Eqn. (15) is suitable for global solutions or the case in which µ PCD is large or the case in which λ e is small. Eqn (16) is preferred when µ PCD is not so large and γ is not very small,.
Less Restrictive PECs
In Theorem 3, Assumption A and C are satisfied by setting proper parameters for OMP-PCD algorithms and Assumption B is a strong-signal requirement on the true parameters. Only Assumption D is a constraint on the design matrix X in Theorem 3.
In Assumption D, the smaller γ is, the larger H γ is.
Suppose the elements of X ∈ R n×p are i.i.d. drawn from any distribution. If n ≥ 2t, , we have κ − (2t) > 0 with probability 1, which means (2t) is finite. On the other hand, H γ ≥ s/(t − 1)( For example, we consider the case with η = 0.2. We have α = 1.5. We set t = 3s + 1 and n = 6s + 2. In this case,
Corollary 3 implies that Assumption D is satisfied with the sampling size n = O(s) for enough small γ. Along with the other conditions of Corollary 1, the global solutions are consistent parameter estimations with O(s) sampling sizes for enough small γ. For the practical solutions given by OMP-PCD, Corollary 2 does not allow γ to be arbitrarily small, but γ can be still small enough to let the PECs be less restrictive than that of 1 -regularization. For example, the PEC for 1 -regularization in Foucart and Lai [19] can be written as
Comparing it with Eqn. (12), the PEC of LSP regularization is less restrictive than It should be noted that there is a tradeoff between less restrictive PECs and better estimation error: the better estimation error needs more restrictive PECs and the less restrictive PECs cause worse estimation error. The LSPs with small γ are suitable when the noise level λ e is small but the sampling sizes are small. When γ is not so small, the estimation allows large noise level but it needs more restrictive PECs or more sampling sizes.
Gaussian Design Matrix
In the community of compressed sensing, Gaussian design matrices are usually used. For Gaussian design matrix, (2t) can be upper bounded in terms of n, p and s with high probability [1, 29] . Note that those upper bounds in the previous works require n = O(s log p). However, we need an upper bounds of (2t) applicable for n = O(s). In the following, we propose such an upper bound.
Lemma 1.
Suppose the elements of X ∈ R n×p are i.i.d. drawn from N (0, 1). For any integer t > 0, if n ≥ 4t and p ≥ t log p, then
(1 + 4t log p n )
holds with probability at least 1 − C 3 exp(−C 4 n), where C 3 and C 4 are universal positive constants. Furthermore,
also holds with probability at least 1 − C 3 exp(−C 4 n).
With Eqn. (17) and Eqn. (19), we can derive a condition on γ which is sufficient for (2t) < H γ , i.e., Assumption D of Theorem 3. For example, we consider the case with η = 0.2 again. With n = 24s + 8 and t = 3s + 1, we obtain the following γ's value which is sufficient for (2t) < H γ .
Corollary 3 and its special case for Gaussian design matrices give us a message that with small enough γ, consistent parameter estimation is achievable with only O(s)
sampling size at least for the global solutions.
Conclusion
Consistent parameter estimation at O(s) sampling size is not an exclusive property of 0 -norm. This property is also shared by the LSP regularizers that are close to 0 -norm but are not strictly 0 -norm. Furthermore, Problem (1) is easier to solve with LSP than 0 -norm. At least, the proposed OMP-PCD algorithm provides a theoretically good way to get a good solution for parameter estimation. The PECs of practical solutions given by OMP-PCD are less restrictive than that of 1 -regularization.
Technical Proof

Proof of Theorem 1
By the definition of θ
} is a decreasing sequence and converges to a non-negative value.
Besides, we have
Summing up Eqn. (21) for k = 1, 2, · · · , K, we obtain
whereθ is a global minimizer of F(θ).
where e i is the i-th column of identity matrix. By triangle inequality,
which implies x
Combining the above with Eqn. (22), we have min 1≤k≤K X T (Xθ
By the definition of θ (k) i in Eqn. (4), the third conclusion is derived from Lemma 2.
Lemma 2
Lemma 2. Letθ be the global solution of Problem (1). For any y and X, if γξ ≤ 1,
Proof.θ minimizes 1 2n y − Xθ 2 2 + R(θ), therefore the subgradient atθ contains zero, i.e., |x
Proof of Theorem 2
Let {θ We first need to bound L(θ OMP ).
According to the proof of Theorem 2.7 of Shalev-Shwartz et al. [31] , the sequence
Let Eqn. (23) be less than a · 2 θ * 2
OMP ) for some 0 < a < 1, which is equal to that
Since
Hence,
Proof of Theorem 3
Let ∆ =θ −θ * , S = supp(θ * ) and T be any index set with |T | ≤ s = |S|. Denote
Let i 1 , i 2 , · · · be a sequence of decreasing indices for the complement of T in
The proof needs the following lemmas.
Lemma 3. For any η > 0, γ < 1/ξ and λ ≥ λe η 2n log 1 γξ , we have X T (y − Xθ * )/n ∞ ≤ ηλ * and it holds that
for any θ ∈ R p .
Proof. Denote z = y − Xθ * . Suppose θ η is a minimizer of the following problem
By Lemma 2, if θ η = 0, θ η has at least one component whose magnitude is larger than
2n , which means θ η is not a minimizer. Hence, θ = 0 is the unique minimizer of Problem (28) , which readily implies Eqn. (27) .
For any t ∈ R and i = 1, · · · , p, we have 2n , which readily implies that
Lemma 4. Suppose the conditions of Lemma 3 hold andθ is a (θ * , µ)-suboptimal solution of Problem (1). Then,
where ∆ =θ − θ * and S = supp(θ * ).
which implies that
Invoking Lemma 3 by replacing θ with ∆, we have ∇L(θ
Hence, the conclusion follows.
Lemma 5. Suppose the conditions of Lemma 3 hold andθ satisfies Eqn. (8) . Denote
Proof. Invoking Eqn. (8) and Lemma 3, we obtain
We modify the Eqn. (12) in Foucart and Lai [19] to the following inequality.
X∆, X(∆
Then, following the proof of Theorem 3.1 in Foucart and Lai [19] , Eqn. (28) follows.
Proof. For any i ∈ T k and j ∈ T k−1 (k ≥ 2), we have
Next, we turn to the proof of Theorem 3. There are two cases according to the difference of supports ofθ and θ * .
Case 1: supp(θ) = supp(θ * ). For this case, we have ∆ i = 0 for i ∈S and Σ = 0. By Lemma 5, we can obtain that ∆ 2 = ∆ S 2 ≤ c 1 λ * , where c 1 = 
Combining with Lemma 6 and 4, it follows that
Since r −1 (u) = λγ(exp(u/λ 2 ) − 1) is convex, we have
We observe that
Combining Eqn. (31), (32), (33) and the definition of H γ , we obtain that under the condition of Eqn. (12) , it holds that
and
Hence, we have
With Eqn. (37) and Lemma 5, it follows that ∆ 2 ≤ C 1 λ * + C 2 r −1 µ 1−η , where
Proof of Corollary 1
The optimality ofθ implies that for any i = 1, · · · , p and any t ∈ R,
It readily implies that
Hence, the proof of Theorem 3 can also apply to prove this corollary by replacing Assumption B of Theorem 3 with Eqn. (40) and the conclusion of Lemma 2.
Proof of Lemma 1
Since the elements of X are drawn i.i.d. from N (0, 1), Xθ 2 2 ∼ χ 2 (n) for any fixed θ. For any δ > 0, any integer s > 0 and any θ ∈ R s with θ 2 = 1,
Given ε ∈ (0, 1), we choose a finite set Q ⊂ R s such that for all θ ∈ R s with θ 2 = 1, we can find some q θ ∈ Q such that q θ − θ 2 ≤ ε/4. From covering number, we can choose such a set Q with |Q| ≤ (12/ε) s . Therefore,
holds with probability at least 1 − (12/ε) s exp(−nD/2).
There exist two universal constants c 4 > 0 and c 5 > 0 such that κ + (s) ≤
3(1+
4s log p n ) with probability at least 1−c 4 exp(−c 5 n) [30] . Thus, with probability In order to guarantee X T θ 2 / √ n > 0 with probability at least 1−exp(− 
Shrinkage Function
In OMP-PCD, the following non-convex one-dimensional problem needs to be exactly solved. 
