We denote by V an n-dimensional coordinate linear space (of columns) over k, by Matn the space of all n><n-matrices with its coefficients in k and by GLn the subgroup of all nondegenerate matrices in Mat . We use the notation (a..) for n x j an element of Mat : this is the matrix with the coefficient a.. n 13 situated in its i-th row and j-th column, 1 < i,j < n. Let us denote also by , 1 < i < n, and resp. by x^^, 1 < i,j < n, the coordinate functions on V, resp. Mat^, with respect to the canonical basis (i.e. x^1 a n ) = a. and x..((a )) = a..). is connected with an improvement of the corresponding estimates or with a choice of a more effective algorithm but not with the existence of the algorithm itself). Solving this problem one assumes that G itself is "known", i.e. that one can solve in an effective way certain questions about its structure. Thus, the central concern mainly of this paper is with the case of a connected semisimple group G and we assume that the following data ave known: We conclude now from (6) 
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Our concern now will be to find an upper estimate of the
degrees of some homogeneous systems of parameters of k [V]
As a matter of fact this problem was solved by Hilbert in [4] , when G is an image of SL^ under a homogeneous polynomial representation.
We shall now show how to find D in general, by developing
Hilbert1s idea.
The general plan is the following.
Our starting point will be the following important theorem (for 
3) Clearly, the function det: (a^j) detCa^-) is Q a nonconstant homogeneous element of k[H] of the degree n.
4) k[H] is finitely generated because G is reductive.
It follows from 1) and 2) that S is finitely generated.
The algebra k[H] is 3N -graded and the elements of S are homogeneous. 316
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Hence we have deg f €E Tï , f ^ S, and 4) follows.
The proposition is proved.
It should be noted here that if H is known to be normal, then
We can describe semigroup S more precisely.
Proposition 4. If H is normal then S is a semigroup with one generator. This generator in its turn is a generator of the character group of H.
Proof. The character group of H is isomorphic to 2Z because the center of H is onedimensional. Let us take one of the (two possible) generators of this group, say $, that is uniquely defined by the property: det = $^ for a certain d > o. But det ^ k[H]
and therefore $ is integral over k[H]. Hence, $ ^ S because of normality. We see now that G S, h = 0,1,2,... .
We have $(0) = 0 hence $h £ S for h < 0.
The proposition is proved. So we now have the problem of finding pQ. Technically it will be more conveniet for us to consider only those of (29) for which 320 CONSTRUCTIVE INVARIANT THEORY (31) p = nc and i1 = njl3 . . . ,is + 1=r njs+1 where c,j^,...are integers. We shall find such c = CQ that -the monomials (29) with property (31) are linearly dependent over k. Hence the degree of the minimal polynomial of det over k(b^,...,b ^) will not be greater than c^.
Remark. It is easy to understand that $ is given by
6. Let N+ and N be the pair of "opposite" maximal nilpotent subalgebras of Lie G that correspond to a choice of positive and negative roots with respect to T. Let ,...,Y^ and Z^,...,Z^ be the bases of the linear spaces N+ and N , d = (s-r)/2, and y^5...5yd and z^, . . . the coordinate functions on these spaces with respect to these bases. + r -Let us consider the variety N x k* x N . One can identify in a natural way the functions y^,...^^, z^,...,z^, t^, -1 -1 . . t^ , ...,t^, t with the regular functions on this variety. Clearly k[N+ x k*r x N"] is generated by these functions.
For an arbitrary nilpotent matrix X ^ Matn its exponential exp X is the matrix (32) 1 n + 1 l : x + l 2 1 X2 + . . . + 1 (n-1)1 n-1 Decause = 0 when p > n.
It is well known, [7] , that the morphism /X = I. There seems to be an impression that in [2] the equality /X = I is considered to be self-evident. However, in general this equality does not take place. Examples are given below, but here we say only that when /1 I we can say nothing in general about the basis of I, knowing the basis of /X (hence the approach suggested in [2] does not lead to the solution).
Now , for the examples. Firstly, it is evident that if G is finite then /1 always coincides with the ideal in k[x^,...,xn] generated by x^,...,xn-Hence /1 ^ I if 6 is not trivial. It is more interesting (and more difficult) to construct such an example when G is a connected semisimple group. One can find in [3] , pp. 15 9-16 0, an example when G is isomorphic to S0(2k+1).
But it is only the classical case of homogeneous polynomial representations of SL^ under consideration in [2] . Therefore it will be more instructive to have an example valid for this case.
We shall show now that if G is an image of SI^ under its natural representation in the space of binary forms of degree 6, then /X * I.
Denote by the unique (up to isomorphism) irreducible SL^-module of degree d+1. It is known that the multiplicity c(d,e) of R^ in k[V]e is equal to the dimension of the space of covariants of binary form of degree e that are homogeneous of degree 6 in the coefficients and order d in the variables (i.e. c(d,e) = m(e,6,d) in the notations of [11] ). Calculating these
