Time-series photometry taken from ground-based facilities is improved with the use of comparison stars due to the short timescales of atmospheric-induced variability. However, the sky is bright in the thermal infrared (3-5 µm), and the correspondingly small fields-of-view of available detectors make it highly unusual to have a calibration star in the same field as a science target. Here we present a new method of obtaining differential photometry by simultaneously imaging a science target and a calibrator star, separated by 2 amin, onto a 10×10 asec 2 field-of-view detector. We do this by taking advantage of the LBT's unique binocular design to point the two co-mounted telescopes apart and simultaneously obtain both targets in three sets of observations. Results indicate that the achievable scatter in L S -band (λ c = 3.3 µm) is at the percent level for bright targets, and possibly better with heavier sampling and characterization of the systematics.
INTRODUCTION
Photometry in the thermal infrared (3-5 µm) has a number of potential applications associated with exoplanetary systems at various stages of their evolution. The thermal infrared probes circumstellar disk material at hundreds of Kelvin in the inner 10 AU of the disk, and water ice has a wide rovibrational transition band at ∼3 µm that can provide constraints on debris disk dust composition (Henning & Semenov 2013; Rodigas et al. 2014) . Infrared emission can also be a signature of stellar accretion and mass loss (Polsdofer et al. 2015) .
Rapid-cadence, time-series photometry is particularly valuable for placing constraints on the composition and vertical structure of brown dwarf and exoplanet atmospheres. This is done by observing flux variations on the timescales of the rotation periods of brown dwarfs, or the passage of an exoplanet in front of (or behind) its host star (Winn 2010; Buenzli et al. 2012) . For example, the L-and L S -bands can allow the characterization of a methane bandhead in the atmospheres of either brown dwarfs or giant planets, and can help infer the presence of disequilibrium chemistry (Skemer et al. 2012 (Skemer et al. , 2014 .
Attempts to make precise measurements at thermal infrared wavelengths face a number of obstacles. Spacebased facilities are currently limited to the 'warm' Spitzer mission's 3.6 and 4.5 µm broadband channels, which are insufficient to overcome some degeneracies in atmospheric models (Kammer et al. 2015) . Groundbased observations are plagued by systematic effects due to the Earth's atmosphere (e.g., Croll et al. (2015) ). Time-series photometry in the thermal infrared is particularly challenging to obtain from the ground due to two interlocking factors: the brightness and variability of the combined backgrounds of the telescope and atmosphere, and the small fields-of-view of detectors sensitive to these wavelengths. Fig. 1 shows how the brightness of the atmosphere alone increases by a few decades in the thermal infrared as blackbody emission becomes dominant.
To counter the rapid saturation of detector pixels, fields-of-view of thermal infrared detectors (∼few 10 asec across) tend to be restricted so as to spread the photons from the background more thinly across the array. In addition, plate scales of detectors meant for adaptive optics (AO)-corrected imaging are made so as to finely sample the point spread function (PSF). AO acts to minimize the sky footprint beneath the PSF and thereby minimize the sky component of the photon noise in strongly background-limited observations. This means that even if the substantial background effects can be decorrelated from the science signal by utilizing a bright comparison star, the tiny fields-of-view conspire to make it unlikely Figure 1 . A plot of sky emission above Mauna Kea. As wavelengths increase beyond K-band, the blackbody of the atmosphere becomes the dominant component of the sky brightness. Narrow molecular airglow lines are visible <2.5 µm. (Data from Gemini Observatory. Emission resolution is 2×10
−2 nm (grey), with a smoothing of 20 nm (black). Reprinted from Spalding et al. (2016).) that bright comparison stars will be available to perform differential photometry. This quandary is distinct from the need to find a sufficiently bright star to generate the AO correction in the first place. (Indeed, it is frequently the case in AO-corrected observations of protoplanetary or exoplanetary systems that the host star itself is bright enough for AO correction.)
One option for obtaining precise thermal infrared photometry is to slew the telescope back and forth between the science target and a comparison star in order to remove thermal atmospheric variations (e.g., Stephens et al. (2001) ; Deming et al. (2007) ). A disadvantage of this strategy is that it incurs a loss of observing efficiency and fails to capture correlated variability on timescales shorter than the integration or slew time. An alternative strategy is to attempt to remove atmospheric effects entirely in the post-processing phase without a comparison star, but getting reliable results has been challenging (Mandell et al. 2011 ). Yet another alternative is to couple ground-based spectroscopy with correlation techniques, which can potentially be used to detect relative signal depths of ∼ 10 −3 or possibly even smaller, comparable with space-based precisions (Birkby et al. 2013; Zellem et al. 2014) . However, spreading photons too thinly among spectral bins can lead to low signal-tonoise. High-resolution spectroscopy is also geared more towards sharp absorption features in a planet's atmosphere, rather than continuum.
The Large Binocular Telescope (LBT) on Mt. Graham, Arizona, is a large, 2×8.4-m telescope with adaptive optics and a unique binocular design that can provide an alternative technique for performing thermal Figure 2 . The twin primary mirrors of the LBT, with one of the tertiary mirror swing arms in place. The LBTI instrument combines the two beams between the mirrors. (Image credit: LBTO, Enrico Sacchetti; with permission from LBTO. Reprinted from Spalding et al. (2016).) infrared differential photometry on accessible targets.
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The LBT design is based on twin Gregorian telescopes sitting on a common mount with a center-to-center separation of 14.4 m (Hill 2010) . Fig. 2 shows the primary mirrors on either side of instruments mounted at bent Gregorian foci. The primary and secondary mirrors sit on hexapods which can be translated and rotated so as to point the telescopes apart by up to ∼2 amin of separation (Rakich et al. 2011 ). In such an event, the optics of each telescope remain collimated and do not induce additional optical aberrations on the beam.
The LBT has an AO system which minimizes warm optics in the beam path by using an adaptive secondary mirror in each telescope, each of which has 672 actuators (Esposito et al. 2010) . Spatial sampling of the wavefront is set by the binning of the wavefront sensor detector. Up to 400/153/66/36 spatial modes can be corrected in 1/2/3/4 binning of wavefront subapertures. (Thirty unbinned subapertures can be fit across the pupil diameter.) Fainter stars use higher binning so as to gather enough photons to reconstruct the aberrated wavefront, and the Strehl ratio decreases with decreasing number of modes.
The LBTI instrument is mounted at a pair of bent Gregorian foci, where a beam combiner parallelizes the two beams and directs them into the science instrument (Hinz et al. 2004 (Hinz et al. , 2008 . The science instrument has two infrared cameras: LMIRcam (sensitive to 1.5-5 µm) (Leisenring et al. 2012) and NOMIC (currently 7-14 µm) (Hoffmann et al. 2014) .
In this paper, we present observations carried out with the LMIRcam detector in L S -band to quantify the achievable photometric precision with the LBT's 'walleyed' mode. We observed three sets of targets in varying environmental conditions, as described in Section 2. The analysis is described in Section 3, which includes Tokunaga et al. 2002) , the average transmission of the Spitzer/IRAC "3.6 µm" Channel 1 (Quijadaa et al. 2004) , and the LMIRcam JDSU LS filter. Units of the IRAC Channel 1 should be read using the units along the righthand y-axis, and the other curves using the left-hand axis.
a description of the optimal photometry parameters in subsection 3.2, the search for contributors to the systematics in subsection 3.3, and an exploration of parametric systematics models in subsection 3.4. The results are described in Section 4. We discuss the results and systematics in Section 5 and summarize in Section 6.
OBSERVATIONS

General Strategy and Telemetry
We observed three targets using the LMIRcam detector: a target with constant flux, a primary transit of the exoplanet XO-2Nb in front of its host star, and a secondary eclipse of exoplanet HD 189733b (Table 1) . Each observation also included a comparison star. In each case, the beams from the two apertures were moved to place the target and the comparison star PSFs, along with the two overlapping skies, onto the LMIRcam detector. We used a L S filter made by the company JDS Uniphase (JDSU) (Fig. 3) . This filter transmits with width 0.4 µm at a central wavelength of λ c = 3.3 µm, shortward of the central wavelengths of the Mauna Kea Observatories (MKO) L-bands and Spitzer Channel 1.
The AO-corrected PSFs were heavily oversampled at a plate scale of 10.7 masec per pixel, which we determined using 101 stellar pair baselines in the Trapezium cluster, and which is consistent with the plate scale found by Maire et al. (2015) . The first dark Airy ring of a diffraction-limited, monochromatic 3.3 µm PSF corresponds to a radius of 99 masec and encloses a total of ∼270 pixels. The AO correction involved application of orthogonal Karhunen-Loève (KL) modes to the deformable secondary mirror at a rate of up to 990 Hz. The greater the number of modes applied, the more effectively the deformable mirror can cancel out the wavefront deformation. Up to 400 KL modes were applied, though sometimes fewer modes were used depending on the size of the subaperture binning.
The PSFs were initially placed in the top half of the detector array, and then offset up and down in elevation by ∼4.5 asec. LBTI does not have a derotator. As the objects rotated on the sky with the parallactic angle, the AO system kept the targets in place on the detector. As a result, the two targets individually rotated in place on the detector, but did not rotate around each other.
Concurrent to our observations, we gathered environmental telemetry including seeing, precipitable water vapor, and windspeed and wind direction as measured from the LBT roof. Seeing was measured by a Differential Image Motion Monitor (DIMM) attached to the telescope mount. The DIMM was pointed at a single bright star in the general direction of the telescope's pointing, and determined the seeing through the comparative motion of the star through two apertures. The seeing values in this work correspond to the general area of the observed object on the sky, and are not normalized to be along the zenith.
Water vapor is both highly absorptive and emissive in the infrared, and strongly affects atmospheric transmissivity and the level of the sky background. The amount of atmospheric water vapor is quantified as precipitable water vapor, or the height of the entire vertical column of water in the atmosphere if the water were condensed into liquid form. Precipitable water vapor was measured at the Heinrich Hertz Submillimeter Telescope ∼180 m away from the LBT, using a radiometer which is repeatedly tipped to measure the sky brightness temperature as a function of zenith angle, and fits a functional form for the sky brightness temperature to solve for the opacity τ at 225 GHz (Liu 1987; Chamberlin & Bally 1994) . A conversion factor of 20 converts τ into mm H 2 O (Thomas- Osip et al. 2007 ). 
Constant Targets
The baseline observation of UT 2014 Oct 2 involved the two bright stellar targets ADS 1571 B and HR 567. (See Table 1 .) Both targets were observed with separate apertures. Integrations were taken at 58 msec, which were then summed into 12-coadd arrays for a total integration time of 0.70 seconds per frame. Each nod position lasted 4.1 minutes and included 240 frames. Flats and darks were taken at the end of the night with the same integration time and number of co-adds.
During this observation, seeing ranged between 0.9 and 1.35 asec, until a sudden ∼1.8 asec seeing burst near the end of the observation. Airmass changed very little, ranging between 1.18 and 1.19. Windspeeds ranged between ∼2 to 11 m/s. Precipitable water vapor went unrecorded because of equipment malfunction. c The AO control radius, within which the AO correction is active. This depends on the number of deformable modes applied, and is rc ≈ 3.3µm/(2d), where d is the intersubaperture spacing.
d On-sky angular separation between the two targets. Based on models of turbulence, at these wavelengths the isoplanatic angle within which an AO correction for one target is valid is on the order of ∼10 asec at zenith. This decreases by an order of magnitude at an elevation of 30
• (Tyson & Frazier 2004 ).
e The duration is the total length of time, or 'wall-clock time', from the first to the last integration. This includes overheads between integrations, but does not include common AO overheads of several minutes prior to the first integration so as to acquire the targets and make the initial closure of the AO loops. f The observing efficiency ratio, which is found by dividing the total target integration time by the total duration of the observation.
XO-2Nb Primary Transit
The XO-2 binary system is composed of the G9V type stellar members XO-2N and XO-2S. Given the Gaia DR1 parallax of XO-2S of 6.68 ± 0.23 masec (Lindegren et al. 2016; Prusti et al. 2016; Brown et al. 2016 ), this system is 150 ± 5 pc distant. The two stars have an angular separation of 31.2 asec, or a sky-projected separation of ∼ 4.7 × 10 3 AU. Both stars are known to host planets, making the XO-2 system an observational laboratory for the evolution of planetary systems around binary main sequence hosts. The 0.6M J planet XO-2Nb transits in front of its host star with a period of 2.616 days (Burke et al. 2007; Fernandez et al. 2009 ), which has permitted atmospheric characterization in the optical (Sing et al. 2011; Crouzet et al. 2012; Sing et al. 2012) .
We observed the XO-2 system on UT 2015 Feb 8 during a primary transit of XO-2Nb, with the aim of determining whether we could detect a larger transit depth due to an increased scale height of its atmosphere in L S through possible methane absorption. Environmental conditions were fair, with seeing below 1.2 asec except for a few short bursts. Precipitable water vapor levels remained below 4 mm H 2 O. The airmass ranged between 1.05 and 1.43, and winds between ∼1 and 9 m/s. This dataset involved the highest airmass of the three datasets, and the maximum change in airmass between adjacent nods was ∼ 10 −5 . Integration times were 0.99 sec, readouts were single co-adds, and every nod position included 200 frames and lasted 3.4 minutes. Flats and darks were taken immediately before and after the observation. At the end of the observing night, we also took additional flat and dark frames at integration times staggered by 29 msec, so as to provide linearity response information.
HD 189733b Secondary Eclipse
HD 189733b is a 1.2M J planet orbiting a bright host star (m K = 5.5) (Cutri et al. 2003; de Kok et al. 2013) and is one of the nearest transiting or eclipsing exoplanet systems known. The Gaia DR1 parallax of HD 189733 is 50.40 ± 0.22 masec, equivalent to a distance of 19.84 ± 0.09 pc (Lindegren et al. 2016; Prusti et al. 2016; Brown et al. 2016) . Accordingly, HD 189733b has been the subject of numerous observations over the years to characterize its atmosphere (e.g., Grillmair et al. (2008) Swain et al. (2014) ). However, there has been some conflict among different claims of detections and nondetections of atmospheric species. Thus this system is well-positioned for photometric atmospheric characterization, but also illustrates the importance of obtaining independent measurements.
We attempted an observation of the secondary eclipse of HD 189733b behind its host star on UT 2015 June 13. As an occulted planet passes behind the host star, the light which is reflected and emitted by the planet are subtracted from the net flux. The relative flux decrement of the secondary eclipse of HD 189733b is 0.26% as seen by Spitzer's 3.6 µm channel . With sufficient precision, it would be possible to provide independent tests of previous claims of water absorption in the dayside spectrum of HD 189733b.
Integrations were taken for 0.23 sec each, and were collapsed into arrays of 5 co-adds of 1.16 sec total integration. Every nod included 200 frames and lasted 5.0 minutes. Seeing remained between 0.7 and 1.1 asec, except for a brief 1.3 asec burst. Airmass ranged between 1.02 and 1.15, and windspeed was ∼1 to 5 m/s. Precipitable water vapor levels were particularly high, varying rapidly on a timescale of a few minutes between 5.6 and 12.6 mm H 2 O. Flats and darks were again taken immediately before and after the observation. We obtained data for a linearity correction at the end of the night.
The right adaptive secondary mirror was only able to produce a mediocre correction of the comparison star, basing its correction on 36 orthogonal KL modes and the maximum wavefront sensor detector binning. In principle it should not be a problem that the left and right PSF morphologies were different. However, some minutes before the planet was expected to emerge from behind the host star, stresses in the right secondary mirror triggered it to rest in a safe mode. This occurred at a high elevation of 79.5
• a few minutes before the telescope reached the maximum elevation of the observation (80.0
• ). The maximum elevation marks the time when the parallactic angle is changing most rapidly and the mirror mount must accordingly swing around rapidly to remain ontarget. It took ∼8 minutes to recover the mirror from its safe state, after which the right PSF morphology had changed.
This safe state event was likely due to an equipment problem, since the guide star on the right side was onaxis and sufficiently bright for the AO loop to close, and there was no burst of wind at the time of the event. Safe state events typically occurred a few times every night. Beginning in 2016, however, software improvements have decreased the frequency of such events.
3. ANALYSIS 3.1. Data Reduction IDL routines were written in order to correct bad pixels, bias-and dark-subtract the arrays, linearize the individual pixel responses (except in the case of the constant target data, for which we did not have concurrent linearization data), flat-field the arrays, and backgroundsubtract the results.
During the reduction process it was realized that the constant target dataset had inadequate sky flats. In that dataset, the flat integration times of 58 msec were chosen to match those of the object frames (Sec. 2.2), but the S/N was too low. Therefore, flats for the constant target dataset were constructed from flats taken at longer integration times on the following night.
In all three datasets, the time-variable background was subtracted after flat-fielding the arrays. The routine which was found to perform best was based on the "nod subtraction" used in the HOSTS survey pipeline, where the background frame for each data frame is made from a median of the 50 nearest frames in time to the data frame, taken during nods opposite to that of the data frame (Defrère et al. 2016) .
Median values from a rectangular region of each flatfielded detector channel were subtracted from the channel as a whole, due to small changes in channel bias levels that occurred on timescales on the order of a few minutes. After this step, the centers of the PSFs were determined and the IDL APER function was used to extract aperture photometry with the use of a sky annulus that effectively made a secondary sky subtraction.
Relative photometries were generated by simply dividing the number of ADU counts from one target (the science target, if applicable) by the counts from the other. Comparison with raw photometries from the individual stars showed that the use of the comparison stars did indeed lead to substantial improvement (Fig. 4) .
Photometry Apertures for Minimizing Noise
Whereas differential photometry at shorter wavelengths calls for apertures that find the right balance between maximizing the signal and minimizing the sky footprint, the task is complicated in the thermal infrared by the increased presence of slowly-varying residual systematics, or 'red' noise. Considerable effort has gone into characterizing or decorrelating its effect, particularly on exoplanet transit or secondary eclipse light curves which often require sub-percent precision (e.g., Pont et al. (2006) , Carter & Winn (2009 ), Croll et al. (2015 ). Indeed, red noise in our dataset involving the XO-2Nb primary transit led to light curves with variations of ∼6% at apertures comparable to the first few Airy rings, when the expected transit depth was slightly more than 1%.
Strategy
'Wall-eyed' observations with the LBT are unique, and there was no pre-existing theoretical model for the red noise we should have expected to see in the photome- try. We also could not choose among different combinations of comparison stars to minimize the red noise, as is possible in near-infrared observations with wider fieldsof-view (e.g., Narita et al. (2013) ). Thus we were limited to varying only the photometric apertures and sky background annuli of our two targets, so as to find the combinations which struck the optimal balance between red noise variations (which dominate at small apertures) and the purely 'white' photon noise (which dominates at large apertures).
To filter out some effects of seeing bursts in the photometry, we found a running average of the seeing in a boxcar window of 2 minutes in duration, and compared this to the median of the seeing in a secondary, minute-wide trailing window. If the value in the primary window was greater than 1.5 times the standard deviation in the secondary window, the corresponding points in the photometry were flagged and removed.
Then, adopting a strategy similar to that of Croll et al. (2015) , we mapped the amount of red noise in parameter space along dimensions of aperture sizes and sky annulus widths. Limits on the range of tested aperture radii and sky annulus widths were imposed so as to avoid having them overlap each other, and to avoid the detector edge. The inner edge of the sky annulus was also kept a fixed distance of 2 pixels beyond the aperture radius. From each image we extracted two photometric data points: one representing the number of ADU within the aperture around the science target PSF, and the other around the comparison star PSF.
For each combination of aperture size and sky annulus, we quantify the amount of residual red noise in the differential photometry. (Throughout the analysis, the differential photometry has been normalized to 1.) We make use of a quantity β which represents the total amount of noise over that expected for pure 'white' photon noise. Specifically, for a given bin size of N photometric data points, we found the standard deviation σ of the residuals of the differential photometry (see Sec. 4) and β as defined by Winn et al. (2007) and Winn et al. (2008) as the ratio of observed scatter over that expected for white noise, or β ≡ σ obs /σ exp . For M bins of N data points, we use Eqn. 2 of Winn et al. (2008) ,
where σ exp is the expected standard deviation of Gaussian-distributed photometric data points after binning, and σ 1 is that of the unbinned photometry. The M/(M − 1) is Bessel's correction for obtaining the unbiased standard deviation. It should be noted that Eqn. 1 is referring to the scatter in photometric data points after having extracted each data point from each image. The detector readouts themselves are not being stacked or binned.
In cases where the number of data points cannot be evenly divided by bins of a given size, we use fractional numbers of bins in Eqn. 1, and find the standard deviations while sliding the bins across the dataset. We then average the standard deviations to get a single value corresponding to a single bin size.
Red Noise in Aperture-annulus Space
The value of β usually tended to converge to a linear (or constant) trend, aside from a shark-tooth aliasing pattern with a period corresponding to bin sizes that can be divided, or nearly divided, into the number of data points (Fig. 5) . In all three datasets, a rough convergence of β to a constant or linear trend appears to occur by the time the bin size is 200 points.
We calculate an averageβ from β values corresponding to bin sizes between 200 and 400 points in the constant target data, and between 200 and 751 points in the primary transit and secondary eclipse data. The upper limit of 751 data points represents ∼15 minutes of observation in the primary transit data, beyond which β tends to become racked with aliasing artifacts. The smaller range of bin sizes in the constant target data was used because β appeared to converge at these sizes, then to precipitously descend beyond a bin size of 400 points. This range in bin size then provides an upper limit for β. In order to determine the lowest obtainable scatter in the datasets, we adopt the standard deviation of the photometry after it has been binned at the largest bin size used to find β, and then multiply the standard deviation by β to include the effects of red noise. Fig. 6 shows the aperture-annulus space mapped. Due to its size, the primary transit dataset was mapped at coarser resolution than that of the other two datasets. For each dataset we selected the combination of aperture and annulus sizes which produced the lowest values of σ 1β . In Fig. 6 we also use dashed red and blue lines to indicate the control radii, or the radii extending from the PSFs within which the AO correction is active. This is a finite radius which is imposed by virtue of the fact that wavefront aberrations can only be sampled down to the Nyquist limit for a given number of subapertures across the pupil plane (e.g., Poyneer & Macintosh (2004) ). Beyond the control radius, photons from higher-spatialfrequency modes appear as a seeing-limited halo.
Systematic Error Contributions
Dividing the science target ADU counts by the comparison star ADU counts led to improvements in the photometries. However, strong instrumental or environmental systematic errors persisted. We proceeded to investigate various possible underlying causes, with a view to identifying and removing the effects. log10(σ 1 * beta), Seeing Removal Mask Figure 6 . Plots of log10(σβ) for the three datasets. Red-bordered boxes indicate the lowest values in the plot, and the orange border (sometimes overlapped by the red border) indicates regions that are within 10% of the lowest value. Dashed lines represent approximate locations of control radii as described in Sec. 3.2, with a ±6 % spread due to the wavelength range of the LS filter. Blue dashed lines are for the control radius of the left aperture, and red is for the right aperture. In the primary transit dataset, the two overlap. In the secondary eclipse dataset, the left-aperture control radius is outside the plot at 1.2 asec.
The color scale in all plots is the same. To bring out similar levels of contrast in each plot, the scale has been truncated (i.e., the minimum (black) and maximum (white) ends of the scale should be read as ≤ −1.3 and ≥ −0.5.)
primary transit dataset, the median stellar ADU pix −2 sec −1 within the photometric apertures eventually chosen (see Sec. 3.2), and K − L = 0.06 for late-G-type stars (Tokunaga 2000) , we adopt a conversion of ∼2222 ADU sec −1 mJy −1 . Assuming the response of the detector is the same in all datasets, we find median L S -band background levels (which consist of overlapping sky backgrounds from both apertures) of 20, 9, and 2 Jy asec −2 in the constant target, primary transit, and secondary eclipse observations, respectively. The target stars had brightnesses of <1 Jy in L S . Thus the two overlapped and time-variable L S -band sky backgrounds represented a pedestal of the same order brightness of the PSFs.
The time-dependency of the background is probably due to a component of the background which does not originate from the telescope or dome. Chamber temperature variations were always measured to be < 3
• C, and the corresponding change of the ambient emission at L S would have been < 15 %. In fact, the background levels and calculated L S -band dome emissivity are anticorrelated in the constant target and primary transit datasets.
We take this to mean that the large-amplitude, timedependent variations in the background with a timescale on the order of minutes or hours (Fig. 7) are from a component of the background due to the atmosphere. This allows us to fit a linear model
where B is a model background level and E{a, P W V ; t} is a model sky emissivity as an explicit function of airmass a and precipitable water vapor P W V , and an implicit function of time t. The c tel represents the timeindependent contribution from the telescope, which includes thermal contributions from dome-temperature sources such as the primary, secondary, and tertiary mirror surfaces, dust on the primary mirror, and the secondary and tertiary mirror swing arms. The constant c atm involves the effect of the atmosphere. We find E{a, P W V ; t} by making interpolations of emissivity spectra based on changing airmass and precipitable water vapor levels. The grid of spectra is provided by Gemini Observatory, 3 based in part on model transmissivity data by Lord (1992) (e.g., Fig. 1) .
The best fits to the empirical backgrounds of the pri- Fig. 7 . In the case of the primary transit observation, comparison of c tel to the total background levels B in Eqn. 2 suggests that ∼50-60 % of the background emission is due to the telescope, and most of the rest is due to the atmosphere ( Table 2 ). The fit to the background of the secondary eclipse data in Fig.  7 shows less evidence for correspondence between sky background levels and precipitable water vapor. However, that observation was over a shorter time baseline and a smaller change in airmass, both of which lead to poorer sampling of possible correlations between the empirical background levels and the model in Eqn. 2.
Constant targets
Primary transit Secondary eclipse
PSF Movement
It was noted that the PSFs sometimes migrated across several pixels on the detector array, especially in the primary transit and secondary eclipse datasets. The rate at which the PSFs moved sometimes correlated with elevation, which may suggest flexure downstream of the telescope. Other contributing factors may have included the accumulation of nod position errors over time, and the rotation of the nod vector. However, comparison of the photometry before and after linearization indicated that differential nonlinearity effects among the pixels had a negligible effect on the photometry, whose systematics were evidently dominated by other sources.
Wind-correlated Effective Transmission: ∆Q
We considered the possibility that the lines-of-sight of the two apertures were sampling different regions of a time-varying gradient of some unknown quantity Q, which can be thought of as an effective transmissivity. This gradient swivels around over the telescope as a function of wind direction, and the difference of the quantity over the two apertures is proportional to the dot product of the wind direction vectorv w (t) and the vectorB(t) along the baseline from the center of the left aperture to the center of the right aperture. Dropping the t for notational simplicity, ∆Q ∝v w ·B. In the limit that the wind − → v w moves over the apertures normal toB,v w ·B goes to zero because the gradient over the two apertures is the same. If the wind is blowing directly along the aperture baseline, then line-of-sight variations will be strongest. It should be noted that the wind is measured from the roof, and does not contain information about the full wind structure along the lines-of-sight. Our use of the rooftop wind is meant only to serve as an approximate substitute for a more complete wind structure.
Parametric Model
We fit the relation F tot = F sys F mod to each of our three sets of differential photometry, where F sys represents the wind-borne contribution to the systematics. For the constant target and secondary eclipse datasets, the model flux F mod is simply set to 1. For the XO-2Nb primary transit, we applied a transit model T based on the equations in Mandel & Agol (2002) , using limbdarkening coefficients for a quadratic limb-darkening law in Bessell-L band corresponding to a star of T ef f = 5250 K and log(g) = 4.5 (Howarth 2011) . The model flux can be written as
where t is time, t T OC is the transit time-of-center, T tot is the time between first and last times of contact between the disks of the planet and the host star, R P /R S is the ratio of the planet to stellar radii, and b = 0.16 ) is the minimum impact parameter. We model the systematics as
where c 1 , c 2 , c 3 , and c 4 are constants. The term in square brackets is the simplest explicitly time-dependent systematics term: a linear function of t. Due to the short time baseline of the constant target and secondary eclipse observations, we set c 1 ≡ c 2 ≡ 0 for those two datasets to avoid overfitting. Correlations between the photometry of the primary transit dataset and the pattern of wind flow across the two apertures (Sec. 3.3.3) motivated the term in curved brackets in Eqn. 4, where Φ is meant to encapsulate the changing effect of wind flow. The term in curved brackets is linear in Φ for simplicity, and the additive offset c 3 allows for the effect of wind which is not captured in the time-dependent variation.
We allow three possibilities for Φ by letting it be either proportional to the dot productsv w ·B, − → v w ·B, or zero. The caret symbols indicate unit vectors which are normalized to a length of 1. In the case of Φ = 0 we set c 3 ≡ 0. In what follows, the amplitude of the quantitŷ v w ·B has been normalized such that the maximum and minimum values of a smoothed plot of this quantity differ by 1, so as to avoid numerical problems during the MCMC. No modification is made for telescope elevation changes.
Parametric MCMC Analysis
The posterior distribution of the probability in a parameter space can be expressed using Bayes' theorem
for model transit parameters p and data points y. We sampled this posterior using the open-source emcee Python MCMC module (Foreman-Mackey et al. 2013) , where Gaussian offsets to an initial LevenbergMarquardt fit were used as the starting points for 50 
a Coefficients ci are relevant to all three datasets, but planetary transit parameters are specific to the XO-2Nb primary transit dataset only.
chains of 10 5 post-burn-in links. Error bars on the photometric data points were set to σ 1β .
The freely-varying parameters included the background coefficients, and, in the primary transit dataset, t T OC , T tot , and R P /R S .
(The initial LevenbergMarquardt fit used a fixed transit depth.) We used uninformative flat 'top hat' priors for the background coefficients, and Gaussians for transit parameters with means and standard deviations as indicated in Table 4 . Results are shown in Figs. 8 to 11, and are discussed in detail in Sec. 4.
RESULTS
Coefficients for the parameters of the best-fitting models involving Φ = 0, Φ ∝v w ·B, and Φ ∝ − → v w ·B were taken to be the median values from the posterior samples. In the case of the XO-2Nb primary transit, the median coefficients and parameters from Eqns. 3 and 4 are tabulated in Table 5 , where stated errors correspond to the equivalent of 1σ errors.
Figs. 9 to 11 show comparisons of our photometry with samples of the MCMC posteriors of the models. In Fig. 9 , there is qualitatively little or no improvement based on the different systematics models. In Fig. 10 , inclusion of the effects of wind can be seen to reproduce the dominant systematics in the primary transit dataset. In Fig. 11 , we see that wind effects help to explain the variations seen in the early part (UT 8.2) of the secondary eclipse observation, but not the apparently nod-related systematics in the second half. Fig. 8 shows the MCMC posteriors of the parameters for the primary transit, using Φ ∝v w ·B. There are smaller modes visible in some of the 1D and 2D parameter space histograms. These smaller modes make up one distinct mode in multidimensional space. As seen in Fig. 12 , this mode originates from the fact that the egress of the planet is near the very end of the observation, and that the egress and post-egress baseline are therefore poorly constrained. The histograms of the case Φ ∝ − → v w ·B are very similar to Fig. 8 , except that the the minor mode is slightly larger.
Following the fitting of the flux models, values of σ 1 andβ were found from the photometric residuals with the models using the median coefficients from the posteriors. These are tabulated in Table 6 . We quantified the appropriateness of the applied models by calculating the Akaike Information Criterion (Akaike 1974) , which in this case is
where k is the number of free parameters to be fit. We also find the Bayesian Information Criterion (Schwarz et al. 1978) , or
where N is the number of data points. The AIC and BIC have terms which penalize additional model parameters so as to avoid overfitting. When choosing among models which fulfill assumptions of the AIC or BIC, the one with the smallest AIC or BIC is considered the most appropriate to the data. This distinction, however, may or may not be significant. The significance of a model's appropriateness to the data depends on the difference ∆AIC or ∆BIC between that model and another model being compared. Values of ∆AIC or ∆BIC of ∼ 2−6 are considered to be 'positive evidence' that the model with the minimum AIC or BIC is the most appropriate, ∼ 6 − 10 is 'strong evidence', and 10 is 'very strong'. We tabulate values between the three systematics models in Table 7 . In the case of the constant target dataset, the MCMC fit that uses Φ = 0 is favored by both the AIC and BIC (Table 6 ). However, the AIC strongly favors the primary transit and secondary eclipse models with Φ = 0. According to the AIC, the primary transit data is best modeled using Φ ∝v w ·B, and the secondary eclipse data can either be modeled by the systematics terms Φ ∝v w ·B or Φ ∝ − → v w ·B. For the constant target and secondary eclipse datasets, the BIC tends to favor the models with Φ = 0. This is a result of the heavier penalization of additional parameters by the BIC. However, in the case of the primary transit, the BIC does not indicate positive evidence that either the Φ = 0 or Φ ∝v w ·B is better than the other.
The BIC is preferable if the true model is among those tested, in which case it is guaranteed to choose the correct model as the number of data points go to infinity. Since the BIC does not strongly and exclusively favor either of our wind models, it may be that different and more elaborate systematics models involving wind (or other parameters at higher altitudes) would produce better fits to the data. BIC also assumes that the N data points are truly independent (Jones 2011) . However, Figs. 9, 10, and 11 suggest that the photometric residuals still contain correlated noise not captured by the parametric model. Neither are the MCMC posteriors (such as in Fig. 8 ) gaussian (Kuha 2004; Liddle 2007; Vrieze 2012 ). The AIC is thus probably more applicable in our analysis for finding an ersatz for a more complicated model of the systematics. f The ratio of total unmasked data points in the dataset to the maximum number of data points in a single bin.
g The photometric scatter after binning the data points at the maximum bin size, and including scaling to account for red noise. Using a systematics term of Φ ∝v w ·B, we found a transit depth in the normalized, relative photometry of R P /R S = √ ∆F = 0.1036
−0.0072 (Table 5) . Using a systematics term of Φ ∝ − → v w ·B, we find R P /R S = 0.1034 +0.0092 −0.0081 but with poorer constraints on the total transit time T tot . Both results for R P /R S are consistent with the same transit event as observed by Zellem et al. (2015) in the Bessel U and Harris B bands using the University of Arizona's 61-inch (1.55 m) Kuiper Telescope on Mt. Bigelow (also Table 5 ). Application of the preceding analysis to the photometry from the science target alone (with Φ = 0, since there is no baseline for wind to cross) yields a clearly erroneous R P /R S = 0.1980
To test the influence of the prior on the transit depth, we reran the MCMC for Φ ∝v w ·B with a gaussian prior on R P /R S twice as wide as in Table 4 . This resulted in a significantly larger minor mode and changed the transit depth to R P /R S = 0.110
−0.016 . This illustrates the importance of obtaining a large amount of pre-and post-egress baseline, especially in the absence of a plausible narrow prior.
In the secondary eclipse observation, the scatter before the change in the state of the right adaptive secondary mirror was σ 1 = 0.015. This was greater than the expected depth of the transit, and the relative flux changed by ∼3% after the change in state of the adaptive secondary mirror. Therefore, the photometry after the adaptive secondary mirror state change was masked.
DISCUSSION
Differential photometry is useful insofar as systematic noise is correlated between the photometries of different PSFs. Using 'wall-eyed' pointing, we have shown that we can remove correlated noise with differential photometry. In addition, we have used a parametric noise model to obtain an accurate primary transit depth despite the persistence of uncorrelated residual noise. This suffices to achieve percent-level precision in time-series photometry for bright targets, with the possibility of obtaining better precision with longer observations. The LBT is a unique, infrared-optimized platform for carrying out these observations. Other large telescope twins (such as Keck or any VLT telescope pairs) have separations larger than that of the 14.4 m LBT aperture separation, in which case the degree of noise correlation between separately-observed PSFs will likely decrease. However, the precision of 'wall-eyed' pointing will not outperform space-based observations at these wavelengths, such as with Spitzer/IRAC, which can already reach precisions on the order of 100 ppm for stars of brightnesses comparable to those we have used in this work (Todorov et al. 2009; Ingalls et al. 2016) .
Nevertheless, 'wall-eyed' pointing expands the avail- a Prototypes are only meant to set the amplitude of variation, and do not take into account the brightness of any targets actually located at that point in the sky.
able infrastructure for performing differential photometry of northern targets, 4 and partly circumvents the bottleneck imposed by the heavy oversubscription of spacebased facilities. A ground-based facility like the LBT also allows instrument upgrades and filter changes as needs evolve.
'Wall-eyed' pointing would be of particular benefit to observations at low galactic latitudes, where it is more likely to find a comparison star within 2 amin. From the 2MASS dataset (Skrutskie et al. 2006) , densities of stars in the galactic plane with K S ≤ 11 range between the equivalent of 8.73 stars within circular cones 2 amin in diameter towards the Galactic center, and 0.35 stars toward the anticenter. These densities decrease with galactic latitude, down to 0.03 stars per cone straight out of the galactic plane (Polido et al. 2013) .
Given a suitable target pair, the decorrelation in the signals along the two lines-of-sight tends to be dominated by environmental effects. We find a possible correlation between systematics in at least one of our datasets with a changing gradient of effective transmissivity across the two lines-of-sight. Whether this is due to true atmospheric transmissivity changes is unknown. Figure 9 . Plots corresponding to the constant target dataset, with systematics terms indicated above the plots. Top row: unbinned photometry in black, with model posteriors overlaid in red. Middle row: the same as the top row, but with a rescaled ordinate and photometry in bins of two minutes for display. Note that the binned data point with large error bars at UT ∼9.05 is for a bin containing a single data point. Bottom row: the residuals between the photometry and the model, in bins of two minutes for display. For this dataset, the parametric systematics terms with nonzero wind models do not reproduce the systematics. The time-varying number of photons that actually reach the primary mirror and are corralled into the photometry apertures may be caused by wind-borne 'blobs' of turbulence that lead to time-dependency in the differential quality of the AO correction. An alternative theory is that we are indeed seeing the effects of wind-borne water vapor which causes a true differential transmissivity along both lines of sight. Based on the optically-measured transit depth of XO2Nb and any given differential transmissivity T s /T c between the science and comparison stars outside the transit, the ratio T s /T c need only decrease by ∼ 2 × 10 −3 during the transit to mimic the R P /R S = 0.1132 we found using the model with Φ = 0. If such a difference is being caused by precipitable water vapor changes and not turbulent blobs, we can see how large of a PWV change would be necessary by integrating over interpolated Gemini transmission spectra. If both LBT apertures 'see' an effective PWV of 1.6 mm at an airmass of 1.0 outside the transit, but the aperture pointing towards the science target 'sees' a PWV of 1.7 mm during the transit, this will incur a change of ∼ 4 × 10 −3 in T s /T c . At an airmass of 1.5, this becomes ∼ 5 × 10 −3 . Interpolations of transmission spectra based on the recorded airmass and SMT PWV values show that the general level of transmission changed considerably during this observation, over a total range of >5% (Spalding et al. 2016) . However, proof of the culpability of windborne PWV variations would require a better understanding of the connection between ground-level windspeed, changing wind profiles at higher altitudes, and the time-dependent behavior of differential PWV values along the lines-of-sight.
Even if the nature of the systematics remains unproven, use of a quantityv w ·B or − → v w ·B can be useful for removing some of the systematics in the differential photometry. Both terms yielded essentially the same planet-to-star radius (see Sec. 4) in our primary transit dataset, so we cannot rule out one wind model in favor of the other. These terms also capture some of the systematics seen in the early part of the secondary eclipse observation, but are not seen to reproduce the systematics in the constant target data. Thus we offer these models as a possible tool for removing residual system- Figure 11 . The same as in Fig. 9 , for the secondary eclipse dataset. Here the photometry is shown in bins of two minutes. There appears to be a correlation between the systematics and wind across the apertures at UT 8.2, but other systematics appear to be dominant afterwards. atics, but they do not capture the full systematics. The precision of the found R P /R S is equivalent to a flux precision of ∼ 3 × 10 −3 , which is consistent with the binned scatter results in Table 6 . In the same Table we see that the binned scatter results of the constant target and secondary eclipse datasets are even lower, but this may be simply due to the large bin sizes relative to the datasets. We stress that there is still red noise present in the residuals (i.e., β > 1). The found standard deviations are meant to give a general idea of the scatter present in the residuals, but are not meant to imply that the residuals behave like Gaussian white noise. Therefore we consider the obtainable precision of 'wall-eyed' pointing to be on the percent level, or better if the noise can be well characterized.
We make coarse predictions of 'wall-eyed' pointing's scientific potential by considering the scatter in the differential flux F s /F c for different target brightnesses, and make conservative estimates by treating the two fluxes as uncorrelated. Assuming the standard deviations are small, independent, and Gaussian, we propagate errors and include red noise β and binning parameters from the primary transit dataset to find the expected scatter σ N max (as defined in Table 6 ) in the normalized F s /F c . Comparison Star Flux (mJy) 1500 3000 4500 6000 7500 9000 10500 Analytical S/N Figure 13 . Expected signal-to-noise, as described in Sec. 5. The background level, photometry aperture, and photometric bin sizes are chosen to replicate the primary transit dataset. The contours either indicate 1.) minimum levels of signal-to-noise required for measuring the amplitudes of different science goals, which are labeled with numbers, or 2.) the observed precisions of the three datasets, which are labeled with text. Keys to the numbers are in Table 8 . Red points indicate the true brightnesses of the stellar pairs in our datasets. Their distance from the empirical contours are due to systematics not accounted for in the model described in Sec. 5, and we emphasize that these plots should only be taken to provide very rough predictive estimates.
We take the inverse of σ N max to find the S/N landscape. This is plotted in Fig. 13 , with contours to indicate the empirical scatter in our three datasets, as well as threshold signals-to-noise for different science applications. These thresholds are found by taking the inverses of the amplitudes of variations and multiplying them by a factor of three (except for occultation spectroscopy, where the inverse of the secondary eclipse variation has been multiplied by ten (Crossfield 2015) ). From Fig. 13 and Table 8 , one can see that many exoplanet-related science signals are outside the range of what has been obtained in this analysis. However, this provides impetus for improvement by taking additional observations with the following general guidelines in mind. The verticality of the contours in Fig.  13 for bright comparison stars shows that ever brighter comparison stars provide less additional benefit. Based on the nonlinear response of LMIRcam at high ADU counts, care should be taken to linearize the response if the two target brightnesses are more than one or two magnitudes apart. Also, since our data was so strongly affected by environmental parameters, future observations should record all potentially relevant telemetry, and to observe in low-wind conditions if possible. Of course, future analyses of the noise based either on parametric models (like Eqn. 4) or nonparametric models (such as gaussian processes) will benefit from observations which are over longer time baselines for better sampling of the systematics.
For observations so strongly affected by high sky backgrounds and water vapor variations, adaptive optics has the benefit of minimizing the sky photon noise, but its complexity introduces an additional element of risk. 'Wall-eyed' pointing fails if one of the adaptive secondary mirrors fails during a critical part of the observation, because changes in the AO correction before and after such an event may affect the measured flux. The likelihood of triggering a mirror to rest in a safe mode depends on software issues, the history of the mirror, and environmental conditions. The latter provides another reason to observe in good conditions.
If the mirror safe event during our HD 189733b secondary eclipse observation had not occurred, it is still doubtful that the signal would have been reliably detected in this observation, given the ∼15 minutes of baseline before the start of the eclipse. The scatter found in this dataset (Table 6) suggests that secondary eclipses at least as deep may be possible to detect (Table 8), though such an observation should include much more baseline outside of the event.
SUMMARY
We have demonstrated the possibility of obtaining time-series photometry in L S -band with a new 'walleyed' pointing mode at the Large Binocular Telescope. This observing mode is applicable to science targets with comparison stars 2 amin away, and may be the only way of simultaneously obtaining a comparison star for observations at these wavelengths. Differential photometry removes noise from the science signal which is correlated with noise in the comparison star signal. This correlation is only partial, however, and a parametric systematics model based on the roof-level wind vector may be useful for removing some of the residual noise in the differential signal. At this stage, the precision of photometry can be expected to be on the level of a percent, though the possibility remains for improvement with better characterization of the noise.
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