The engineering of an everyday broader spectrum of systems requires reasoning on a combination of synchronous and asynchronous interaction, ranging from co-designed hardware-software architectures, multi-threaded reactive systems to distributed telecommunication applications. Stepping from the synchronous specification of a system to its distributed implementation requires to address the crucial issue of desynchronization: how to preserve the meaning of the synchronous design on a distributed architecture ? We study this issue by considering a simple Ë×-like calculus of synchronous processes. In this context, we formulate the properties of determinism and of robustness to desynchronization.
INTRODUCTION
Synchronous programming [1, 3, 8] has been proposed as an efficient approach for a trusted design of reactive systems. It has been widely publicized, using the idealized model of zero-time computation and instantaneous broadcast communication. Distributed systems do not, however, obey this idealized picture of perfect synchrony: computations and communications take time, interaction topologies evolve during service. Synchrony and asynchrony are fundamentally different concepts in nature. Asynchrony is traditionally relevant for reasoning on distributed algorithms and for modeling non-determinism, failure, mobility. It meets a natural implementation by networked point-to-point communication. Synchrony is specific to the design of reactive systems and digital circuits. In this context, timeless logical concurrency and determinism are suitable hypothesis. A synchronous design hypothesis consists of assuming that communications and computations are instantaneous between successive execution steps of a system. Making this hypothesis allows one to focus on the logics of the system, which is characterized by synchronization and causal 51 relations between events. By contrast, time prevail in an asynchronous design. Communication time is to be taken into account at every level of the system under design. Nonetheless, an everyday broader range of software development areas requires reasoning on a combination of synchronous and asynchronous interaction at the different architectural levels of the system under design. Relevant practical examples are co-designed hardware-software architectures, reconfigurable embedded devices, multi-threaded reactive systems components on real-time virtual machines and operating systems, distributed and reactive telecommunication applications on fault-tolerant middle-ware. In summary, every system whose design requires robustness to latency, to distribution, to threading. In the present article, we formulate the issue of robustness in the algebraic and operational setting of a calculus of synchronous processes. We start by giving a structured operational semantics of synchronous processes. Then, we characterize the synchronous and desynchronized traces of synchronous processes. We probe the minimality and adequacy of this setting by formulating the properties of determinism (defined by the equivalence between the synchronous (internal) and asynchronous (external) observations) and of robustness to desynchronization (defined by the mutual acceptability of desynchronized traces by synchronous processes). To check desynchronization correct, we consider a representation of processes in terms of polynomials dynamical equations over the ring ¿ . We show that the satisfaction of the properties of determinism and of robustness to desynchronization is amenable to model-checking the corresponding invariant expressed as a (vector of) constraint(s) over ¿ .
COMMUNICATING SYNCHRONOUS PROCESSES
In the signal calculus, a process Ô consists of elementary actions Û Ø Ü´Ùµ and Ñ Ø Ü´Ùµ combined using synchronous composition Ô¢Õ and non-deterministic choice Ô·Õ. We use an infinite countable set of names to denote processes ¾ , signals Ü Ý ¾ and variables Ú Û ¾ Î (we assume , and Î disjoint). Meta-variables In the present article, we exclusively consider tail-recursive processes, by syntactically limiting the number of guarded recursive calls Ò ÜØ Ù which may occur within the body Ô of a recursive process definition Ö Ú Ô. The relation Ì ½ (resp. Ì ¼ ) accepts exactly the processes Ô which have at most one (resp. zero) delayed recursive call per choice branch.
The term in the transition relation Ô Õ is a partial function of ¶ · µ which represents the context or environment of a process at the instant at which an execution step from Ô to Õ takes place. It defines the events that occur at that instant. An event Ü Ù of (also written ´Üµ Ù) denotes the value Ù of the signal Ü at the (logical) instant denoted by . The signal Ü can alternatively be regarded as absent at a given instant. This is denoted by associating Ü to the mark in (i.e. ´Üµ
). The rule (eqv) embeds the structural equivalence relation in the operational semantics. It allows for the syntactic recombination of processes. The semantics of´ÒµÔ depends on whether Ò is a receiving variable or a defined signal of Ô. In rule (sub), the variable Ú is substituted by a value in Ô. The meaning of restriction´ÜµÔ, rule (let), is to limit the scope of the signal Ü to the expression Ô. We write Ü for without Ü (i.e. Ü ¾ ÓÑ Ü ). Rule (com) is the axiom of communication. Ô and Õ (they behave like Ô and Õ for all other signals). This is specified by the side-condition to the construction of the composition ℄ of the partial functions and , which requires ´Üµ and ´Üµ to be equal for all Ü shared by ÓÑ and ÓÑ , and by further requires and to be defined at least on all defined signals of Ô and Õ. Rule (fix) handles the call´Ö ´Úµ Ôµ´µ to a recursive process . As in Ë×, it requires a transition of Ô where´Úµ is substituted by´µ and is unfolded by Ö ´Úµ Ô. Rule (nxt) is the axiom for unit delay Ò ÜØ Ô. Its sole purpose is to put off the execution of Ô until the next step. It requires an empty environment. 
DETERMINISM AND ROBUSTNESS
In order to determine under which properties the synchronous design of a system can safely be distributed on an asynchronous network, we establish formal connections between synchrony and asynchrony. We start by giving a formal definition of the properties under consideration. A synchronous trace consists of an infinite countable series of events that correspond to the successive transitions of a process in time. The property of determinism is defined by the equivalence between the internal (synchronous) and external (asynchronous) observations of a process. A process is said deterministic iff, given an asynchronous trace Ì of Ô, it is possible to reconstruct a synchronous trace Ø that is unique modulo stuttering and such that Ø Ì (i.e. the trace Ø of Ô accepts Ì ). This means that every asynchronous trace of the process corresponds to a synchronous trace in which the successive instants of the execution have been reconstructed from the values of signals present in the asynchronous trace. Concretely, a deterministic process forms a unit of compilation: interaction with a deterministic process does not require any knowledge on its internal clock.
The property of robustness to desynchronization is defined by the considering the desynchronized traces of Ô, Õ and Ô¢Õ. In order to verify that a synchronous process is deterministic, or that a pair of synchronous processes is robust to desynchronization, we make use of the tool Ë Ð [9] . Ë Ð is a model-checker that implements resolution techniques on systems of equations expressed in the ¿ ring. In Ë Ð , a system equations characterizes a set of solutions for the states and events of a process. The resolution technique consists of manipulating the equation system, instead of the solution sets, in order to avoid the enumeration of state-spaces. In order to model the behavior of a synchronous process, we encode each of its actions by an equation equations can be verified using operations of varieties, ideals, morphisms and comorphisms. One important is liveness. We say that a system is alive iff it cannot reach a state from which no transition can be taken (a deadlock). We henceforth restrict the study of further properties to such systems, in which all trajectories are infinite. It is proved in [9] Checking determinism of a live process Ô and the robustness of a pair of deterministic processes Ô and Õ to desynchronization reduces to checking the invariants Ô and Ê Ô¢Õ . The criterion Ô for checking that a process Ô is deterministic consists of ensuring that the clock of every signal Ý in Ô is computable starting from the clock of the main signal Ü (i.e. Ý ¾ Ü ¾ ). This allows for a unique flow of control to be iteratively reconstructed from the value of the boolean signals present at a given instant. The criterion Ê Ô¢Õ for checking robustness to desynchronization consists of ensuring that, whenever a shared signal Ü is present in Ô (resp. Õ), then there is enough control expressed by the master clock Õ (resp. Õ ) of Õ to ensure that it cannot be absent from Õ (resp. Ô), hence the assertion´ Ô Ü Ô µ ´ Õ ´½ Ü Õ µµ ¼. We write Ü Ô for the clock of Ü in Ô (i.e. either s.t. Ô implies Ü ¾ or else Ü ¾ ).
CONCLUSION
We have formulated the problem of checking the robustness of synchronous processes to desynchronization in the algebraic and operational setting of a calculus of communicating synchronous processes: the signal calculus. We have shown that this problem reduces to model-checking invariants expressed as constraints in the algebraic framework of ¿ . Relevant applications for this method are found in the synchronous engineering of systems whose design requires attention on robustness to latency, to distribution, to threading: codesigned hardware-software architectures, (reconfigurable) embedded devices, multi-threaded reactive systems components on real-time virtual machines, distributed and reactive telecommunication applications.
