We introduce the Z 2 -extended Griess algebra of a vertex operator superalgebra with an involution and derive the Matsuo-Norton trace formulae for the extended Griess algebra based on conformal design structure. We illustrate an application of our formulae by reformulating the one-to-one correspondence between 2A-elements of the Baby-monster simple group and N = 1 c = 7/10 Virasoro subalgebras inside the Baby-monster vertex operator superalgebra.
Introduction
A mysterious connection is known to exist between vertex operator algebras (VOAs) and finite simple groups. One can explain that the j-invariant is made of the characters of the Monster simple group as a consequence of the modular invariance of characters of vertex operator algebras [FLM88, Zh96] . Matsuo [Ma01] introduced the notion of class S n of a VOA and derived the formulae, which we will call the Matsuo-Norton trace formulae, describing trace of adjoint actions of the Griess algebra of a vertex operator algebra. A VOA V is called of class S n if the invariant subalgebra under its automorphism group coincides with the subalgebra generated by the conformal vector up to degree n subspace.
In the derivation of the formulae the non-associativity of of products of vertex operator algebras are efficiently used, resulting that the Matsuo-Norton trace formulae strongly encode structures of higher subspaces of vertex operator algebras. Suitably applying the formula it outputs some information of structures related to automorphisms. Here we exhibit an application of the formulae. Let V be a VOA of OZ-type with central charge c and e a simple c = 1/2 Virasoro vector of V . Then V is a direct sum of irreducible e -modules and the zero-mode o(e) = e (1) acts semisimply on V . It is shown in [Mi96] that τ e = exp 16π o(e) = 4372 and τ e belongs to the 2A-conjugacy class of the Monster (cf. [ATLAS] ). This example supports an existence of a link between the structure theory of VOAs and the character theory of finite groups acting on VOAs.
Partially motivated by Matsuo's work, Höhn introduced the notion of conformal designs based on vertex operator algebras in [H08] , which would be a counterpart of block designs and spherical designs in the theories of codes and lattices, respectively. The defining condition of conformal designs is already used in [Ma01] to derive the trace formulae and Höhn sought and obtained results analogous to known ones in block and spherical designs in [H08] . Contrary to the notion of of class S n , the definition of conformal design does not require the action of automorphism groups of VOAs. Instead, it is formulated by the Virasoro algebra. (The Virasoro algebra is the key symmetry in the 2-dimensional conformal field theory.) The conformal design is a purely structure theoretical concept in the VOA theory and seems to measure a structural symmetry of VOAs, as one can deduce the Matsuo-Norton trace formulae via conformal designs. The purpose of this paper is to extend Matsuo's work on trace formulae to vertex operator superalgebras (SVOAs) with an involution based on conformal design structure. If the even part of the invariant subalgebra of an SVOA under an involution is of OZ-type then one can equip its weight 2 subspace with the structure of a commutative (but usually non-associative) algebra called the Griess algebra. We extend this commutative algebra to a larger one by adding the odd part and call it the Z 2 -extended Griess algebra. Our Z 2 -extended Griess algebra is still commutative but not super-commutative. It is known that Virasoro vectors are nothing but idempotents in a Griess algebra. In the odd part of the extended Griess algebra one can consider square roots of idempotents. We will discuss the structure of the subalgebra generated by a square root of an idempotent in the extended Griess algebra when the top weight of the odd part is small.
Then we derive trace formulae of adjoint actions on the odd part of the extended Griess algebra based on conformal design structure. Our formulae are a variation of MatsuoNorton trace formulae. As a main result of this paper we apply the trace formulae to the Baby-monster SVOA VB ♮ [H95] and reformulate the one-to-one correspondence between the 2A-elements of the Baby-monster simple group and certain c = 7/10 Virasoro vectors of VB ♮ obtained in [HLY12] in the supersymmetric setting by considering square roots of idempotents in the extended Griess algebra of VB ♮ . This result is in a sense suggestive.
It is shown in [Ma01] that if a VOA of OZ-type is of class S 8 and its Griess algebra has dimension d > 1 then the central charge is 24 and d = 196884, those of the moonshine VOA. For SVOAs it is shown in [H08] that if the odd top level of an SVOA with top weight 3/2 forms a conformal 6-design then its central charge is either 16 or 47/2. Using our formulae we will sharpen this result. We will show if the odd top level of an SVOA with top weight 3/2 forms a conformal 6-design and in addition if it has a proper subalgebra isomorphic to the N = 1 c = 7/10 Virasoro SVOA then its central charge is 47/2 and the odd top level is of dimension 4371, those of the Baby-monster SVOA. The author naively expects that the Baby-monster SVOA is the unique example subject to this condition. The organization of this paper is as follows. In Section 2 we review the notion of invariant bilinear forms on SVOAs. Our definition of invariant bilinear forms on SVOAs is natural in the sense that if M is a module over an SVOA V then its restricted dual M * is also a V -module. We also consider Z 2 -conjugation of invariant bilinear forms on SVOAs.
In Section 3 we introduce the Z 2 -extended Griess algebra for SVOAs with involutions and consider square roots of idempotents. When the odd top weight is less than 3 we describe possible structures of subalgebra generated by square roots under mild assumptions. In Section 4 we derive trace formulae of adjoint actions on the odd part of the extended Griess algebra based on conformal design structure. A relation between conformal design structure and generalized Casimir vectors is already discussed in [Ma01, H08] but we clarify it in our situation to derive the formulae. In Section 5 we apply our formulae to the VOAs with the odd top weight 1 and to the Baby-monster SVOA. In the latter case we reformulate the one-to-one correspondence in [HLY12] in the supersymmetric setting. Section 6 is the appendix and we list data of the trace formulae. Notation and Terminology. In this paper we will work over the complex number field C. We use N to denote the set of non-negative integers. A VOA V is called of OZ-type if it has the L(0)-grading V = ⊕ n≥0 V n such that V 0 = C½ and V 1 = 0. ("OZ" stands for "Zero-One", this is introduced by Griess.) We denote the Z 2 -grading of an SVOA V by V = V 0 ⊕ V 1 . We allow the case V 1 = 0. For a ∈ V i , we define its parity by |a| := i ∈ Z/2Z. We assume that every SVOA in this paper has the L(0)-grading V 0 = ⊕ n≥0 V n and V 1 = ⊕ n≥0 V n+k/2 with non-negative k ∈ Z. It is always assumed that V 0 = C½. If a ∈ V n then we write wt(a) = n. If V 1 = 0 then the minimum h such that 
We write Y (a, z) = n∈Z a (n) z −n−1 for a ∈ V and define its zero-mode 
Invariant bilinear form
In this setion, we denote the complex number e rπ √ −1 by ζ r for a rational number r. In particular, ζ n = (−1) n for an integer n. We denote the space of V -intertwining operators
Self-dual module
Let V be a simple self-dual VOA and M an irreducible self-dual V -module. We assume that M has the L(0)-decomposition M = ⊕ ∞ n=0 M n+h such that each homogeneous component is finite dimensional and the top weight h of M is either in Z or in Z + 1/2. Let (· | ·) V and (· | ·) M be invariant bilinear forms on V and M, respectively. One can define V -intertwining operators I(·, z) and J(·, z) of types M × V → M and M × M → V , respectively, as follows (cf. Theorem 5.5.1 of [FHL93] ). For a ∈ V and u, v ∈ M,
, it follows from Proposition 2.8 of [Li94] and Proposition 5.4.7 of [FHL93] that there exist α, β ∈ {±1} such that
We can sharpen Proposition 5.6.1 of [FHL93] as follows.
Lemma 2.1. Let α, β ∈ {±1} de defined as above. Then αβ = (−1) 2h .
Proof: Let a ∈ V and u, v ∈ M.
By the definition of the invariance, one has
Then we continue
Therefore, we obtain the desired equation
This means there is a freedom of choice of the adjoint operator in the case of SVOA. We can choose the right hand side of (2.5) as well as (2.3) for the definition of Y * (·, z). From now on we will freely choose one of (2.3) or (2.5) for the adjoint operator.
Extended Griess algebras
In this section we introduce a notion of Z 2 -extended Griess algebras.
Definition
We will consider SVOAs subject to the following condition.
Condition 1. Let V = V 0 ⊕ V 1 be a vertex operator superalgebra of CFT-type and g an involution of V . Denote V ± := {a ∈ V | ±ga = a}. We assume the following.
Z is its top weight.
By assumption, V 0,+ is of OZ-type and V 2 is the Griess algebra of V 0,+ .
If V 1 = 0 and h ∈ Z + 1/2 we choose
where the signature ǫ h ∈ {±1} is defined by
In particular, we have (
Proposition 3.1. For a, b ∈ V 2 and u, v ∈ V h , define
Then the subspace V 2 ⊕ V h forms a unital commutative Z 2 -graded algebra with invariant bilinear form which extends the Griess algebra structure on V 2 , where the invariance of the bilinear form is modified as (xu|y) = ǫ h (x|uy) for u ∈ V h .
Proof:
The proof follows by a direct verification. For example, by the skew-symmetry one has
That au = ua also follows from the skew-symmetry. The bilinear form clearly satisfies the invariant property.
We call V 2 ⊕ V h the Z 2 -extended Griess algebra of V .
Square roots of idempotents
Recall the following fact (cf. Lemma 5.1 of [Mi96] and Proposition 2.6 of [La99] ).
Proposition 3.2. Let V be a VOA of CFT-type. A vector e ∈ V 2 is a Virasoro vector with central charge c if and only if it satisfies e (1) e = 2e and 2e (3) e = c½.
By this proposition, for a VOA V of OZ-type we see that e ∈ V 2 is a Virasoro vector if and only if e/2 is an idempotent in the Griess algebra. So idempotents are important objects to study in the Griess algebra. If we consider the Z 2 -extended Griess algebra, it is possible to consider square roots of idempotents inside the odd part.
Let V = V 0 ⊕V 1 be an SVOA and θ = (−1) 2L(0) ∈ Aut(V ) the canonical Z 2 -symmetry of V . In this subsection we assume V and g = θ satisfy Condition 1 and we consider its extended Griess algebra V 2 ⊕ V h . Let a be an idempotent of V 2 and suppose x ∈ V h is a square root of a, that is, xx = a hold in the extended Griess algebra. We shall consider the subalgebra x generated by such a root x. The structure of x depends on the top weight h.
Case h = 1/2. In this case x (n) x ∈ V −n and x (n) x = 0 if n > 0 as V is of CFT-type. Since x (0) x = (x|x)½, we have the following commutation relation:
and therefore we have 4(x|x) = 1. The central charge of 2a is 8(a|a) = 8(
is expressed as [ψ r , ψ s ] + = δ r+s,0 for r, s ∈ Z + 1/2 and we have a free fermionic field
Therefore, x is isomorphic to a simple
Case h = 3/2. In this case we have
Here we further assume that the c = 8(a|a) Virasoro vector 2a is the conformal vector of the subalgebra x . This condition is equivalent to x ∈ Ker V (ω−2a) (0) (cf. [FZ92] ), where ω is the conformal vector of V . (By Theorem 5.1 of (loc. cit), ω − 2a is a Virasoro vector and ω = 2a + (ω − 2a) is an orthogonal decomposition.) Then x is a highest weight vector for Vir(2a) with highest weight 3/2. Since xx = x (0) x = a, we have (a|x (0) x) = (a|a). On the other hand,
and we get 3(x|x) = 4(a|a). Now we can compute the commutation relations:
This is exactly the defining relations of the Neveu-Schwarz algebra, also known as the N = 1 super Virasoro algebra. Therefore, x is isomorphic to the N = 1 c = 8(a|a) Virasoro SVOA.
Case h = 5/2. Again we assume that xx = a and 2a is the conformal vector of x . But this is still not enough to determine the structure of x . In order to describe x , we need one more assumption that x (n) x ∈ a for n ≥ 0. Zamolodchikov [Za85] has studied such a subalgebra.
) Suppose x (n) x ∈ a for n ≥ 0 and 2a is the conformal vector of x . Then there is a surjection from x to L(− 13 / 14 , 0) ⊕ L(− 13 / 14 , 5 / 2 ). In particular, the central charge of x is uniquely determined.
Remark 3.4. Recall the central charges and the highest weights of the the minimal series of the Virasoro VOAs (cf. [W93] ).
Then c 7,4 = −13/14 and h (7,4) 6,1 = 5/2. Moreover, L(− 13 / 14 , 5 / 2 ) is the unique non-trivial simple current module over L(− 13 / 14 , 0) so that the simple quotient in Proposition 3.3 forms a Z 2 -graded simple current extension of L(− 13 / 14 , 0).
Remark 3.5. The (extended) Griess algebra is a part of the structure of the vertex Lie algebra [P99] (or that equivalently known as the conformal algebra [K97] ). As seen in this subsection, for small h one can determine OPE of elements in V 2 ⊕ V h by the extended Griess algebra. However, for higher h, the extended Griess algebra is insufficient to determine full OPE of Y (x, z) and the subalgebra x for x ∈ V 2 ⊕ V h .
Matsuo-Norton Trace formulae for extended Griess algebras
In this section we derive a trace formulae for the extended Griess algebras, which is a variation of Matsuo-Norton trace formulae [Ma01] . In this section we assume V satisfies the the following condition.
Condition 2. V is an SVOA satisfying Condition 1 and in addition the following.
(1) The invariant bilinear form is non-degenerate on V .
(2) The restriction of the bilinear form on Vir(ω) is also non-degenerate. 
and we can define the projection map
which is a Vir(ω)-homomorphism.
Conformal design and Casimir vector
Let us recall the notion of the conformal design. Suppose U is a VOA satisfying (3) of Condition 2. Then we can define the projection π : U → ω as in (4.2).
The defining condition of conformal designs was initiated in Matsuo's paper [Ma01] and it is related to the following condition.
The above two conditions are in the following relation. Consider the extended Griess algebra
where the signature ǫ h is defined as in (3.3).
Lemma 4.5. Let a ∈ V be homogeneous. Then tr V h o(a) = (−1) wt(a) (a | κ wt(a) ).
Proof: Without loss we may assume a is even, i.e., a ∈ V 0,+ . We compute the trace as follows.
Therefore, we obtain the desired equality. 
Derivation of trace formulae
We use Lemma 4.5 to derive the trace formulae. Recall the following associativity formula.
Lemma
Let a, b ∈ V 2 and v ∈ V h . Since V h is the top level of V − and V 2 ⊂ V + , we can apply the lemma above with p = q = 1, s = 2 and t = 0 and obtain
where a * b is the product of Zhu algebra [Zh96] defined as
Combining this with Lemma 4.5, we obtain Lemma 4.8. For a 1 , . . . , a k ∈ V 2 we have
Proof: By (4.5) if a ∈ V 2 and x ∈ V n then a * x = a (1) x+2a (0) x+a (−1) x ∈ V n +V n+1 +V n+2 . So by Lemma 4.5
Expanding this we obtain the lemma.
To describe the Casimir vector we need the following condition. The normalized polynomials D n (c) comes from the Shapovalov determinant of the Verma module M(c, 0). The following is well-known (cf. We present the main result of this paper. 
(2) If V h forms a conformal 4-design based on V 0,+ , then for any a 0 , a 1 ∈ V 2 ,
(3) If V h forms a conformal 6-design based on V 0,+ , then for any a 0 , a 1 , a 2 ∈ V 2 , 
where Sym denotes the sum over all possible permutations of (0, 1, 2, 3) for which we obtain mutually distinct terms, and 
where Sym denotes the sum over all possible permutations of (0, 1, 2, 3, 4) for which we obtain mutually distinct terms, (a 0 a 1 a 2 a 3 a 4 )½ = a 
in terms of the Griess algebra. By the invariance, this is equal to
, and by the commutation formula
we obtain a sum of (a
(j r−1 ) a sr | ½) with r ≤ k and −1 ≤ j 0 , · · · , j r−1 < 2k. We will use the following relations to rewrite such a term further.
where a, b ∈ V 2 , m > 0 and n ∈ Z. For example, let us rewrite (a
where (a
Therefore, we get
In this way, we can rewrite all terms and obtain the formulae of degrees 1 to 4. However, in the rewriting procedure of the trace of degree 5 we meet the expressions a 
. This shows the rewriting procedure is not unique, and in our rewriting procedure we have to include at least one term (a 0 a 1 a 2 a 3 a 4 ) in the formula (cf. [Ma01] ).
Remark 4.12. Our formulae are a variation of Matsuo-Norton trace formulae in [Ma01] but there are some differences. The trace formula of degree 5 in (loc. cit) contains a totally anti-symmetric quinary form
which we do not have in ours. This is due to the non-uniqueness of the reduction procedure as explained in the proof. One can transform the formula to include this form using (4.12).
Remark 4.13. In the trace formula of degree n, if we put a i = ω/h for one of 0 ≤ i < n then we obtain the trace formula of degree n − 1. Even though we have derived the formulae for degree 4 and 5, the author does not know non-trivial examples of SVOAs which satisfy Conditions 2 and 3 and the odd top level forms a conformal 4-or 5-design. It is shown in [Ma01] (see also [H08] for related discussions) that if a VOA V satisfying Conditions 2 and 3 and is of class S 8 (under Aut(V )) and has a proper idempotent then dim V 2 = 196884 and c = 24, those of the moonshine VOA. By this fact, the author expected the non-existence of proper SVOAs (not VOAs) of class S 8 and S 10 , but the reductions of the trace formula of degree 5 to degree 4 and of degree 4 to degree 3 are consistent and we cannot obtain any contradiction.
We will mainly use the formulae to compute traces of Virasoro vectors.
Corollary 4.14. Suppose V and g ∈ Aut(V ) satisfy Conditions 2 and 3. Let e ∈ V 2 be a Virasoro vector with central charge c e = 2(e|e). If V h forms a conformal 2t-design based on V 0,+ , then tr V h o(e) t is given as follows.
, h] are given in Appendix 6.2.
Applications
In this section we show some applications of our formulae.
VOAs with h = 1
Let V be a VOA and θ ∈ Aut(V ) an involution satisfying Conditions 1 and 2. We assume the top weight h of V − is 1 and denote d = dim V 1 . In this case the top level V 1 forms an abelian Lie algebra under 0-th product. For,
and V + is of OZ-type. We have the following commutation relation for a and b ∈ V 1 :
Set h := V 1 and equip this with a symmetric bilinear form by a|b := −(a|b) for a, b ∈ h. Then this form is non-degenerate by Condition 2. Denoteĥ the rank d = dim V 1 Heisenberg algebra associated to h, the affinization of h. By (5.1) the sub VOA V 1 generated by V 1 is isomorphic to a free bosonic VOA associated toĥ and the Casimir element κ 2 is twice the conformal vector of V 1 . Suppose V 1 forms a conformal 2-design based on V + . Then κ 2 coincides with twice the conformal vector of V , and hence V 1 is a full sub VOA of V . More precisely, we show the following.
Proposition 5.1. Suppose a VOA V and its involution θ ∈ Aut(V ) satisfy Conditions 1 and 2. If the top level of V − has the top weight 1 and forms a conformal 2-design based on V + then V 1 is isomorphic to the rank d = dim V 1 free bosonic VOA and the restriction of θ on V 1 is conjugate to a lift of the (−1)-map on h in Aut( V 1 ). Moreover, if V 1 is a proper subalgebra of V then there is an even positive definite rootless lattice L of h of rank less than or equal to d such that V is isomorphic to a tensor product of the lattice VOA V L associated to L and a free bosonic VOA associated to the affinization of the orthogonal complement of CL in h. In this case the restriction of θ on V L is conjugate to a lift of the
Proof: That V 1 is isomorphic to a free bosonic VOA is already shown and θ is clearly a lift of the (−1)-map on it. Suppose V 1 is a proper subalgebra. Then by [LX95] there is a even positive definite lattice L such that V is isomorphic to a tensor product of the lattice VOA V L associated to L and a free bosonic VOA associated to the affinization of the orthogonal complement of CL in h. Since V 1 is abelian, L has no root. Let ρ be a lift of the ( Suppose we have a simple c = 1/2 Virasoro vector e ∈ V L . Actually e is in V + L in our case and one can find a sublattice K isomorphic to 3/2 is a conformal 7-design, respectively.) Let t be a 2A-involution of B. Then C B (t) ≃ 2· 2 E 6 (2):2 (cf. [ATLAS] ). The Griess algebra of VB ♮,0 is of dimension 96256 and we have the following decompositions as a module over B and C B (t) (cf. [HLY12] ).
The B-invariant subalgebra of the Griess algebra is 1-dimensional spanned by the conformal vector ω of VB ♮ , but the C B (t)-invariant subalgebra of the Griess algebra forms a 2-dimensional commutative (and associative) subalgebra spanned by two mutually orthogonal Virasoro vectors. It is shown in [HLY12] that central charges of these Virasoro vectors are 7/10 and 114/5. (The sum is the conformal vector of VB ♮ .) Let e be the shorter one, the simple c = 7/10 Virasoro vector fixed by C B (t). For the odd part we have the following decompositions.
3/2 = 4371 over B,
Since e is fixed by C B (t), its zero-mode acts as scalars on C B (t)-irreducible components. As c 4,5 = 7/10 belongs to the minimal series (3.8), L( 7 / 10 , 0) has 6 irreducible modules L( 7 / 10 , h) with h = 0, 7/16, 3/80, 3/2, 3/5, 1/10, and o(e) acts on each C B (t)-irreducible component in (5.5) by one of these values. Denote λ 1 , λ 2 and λ 3 the eigenvalues of o(e) on 1, 1938 and 2432 in (5.5), respectively. Applying Theorem 4.11 we will compute these eigenvalues. Set X = VB On the other hand, we have
for j = 1, 2, 3. Solving (5.6) and (5.7), we obtain a unique rational solution λ 1 = 3/2, λ 2 = 1/10 and λ 3 = 0 which are consistent with the representation theory of L( 7 / 10 , 0). 3/2 . Since both o(ω) and o(e) act on x by 3/2, it follows o(ω − e)x = 0 and x ∈ Ker (ω − e) (0) . This implies x is a square root of e in the extended Griess algebra VB
3/2 and e is the conformal vector of the subalgebra generated by x. Thus as we discussed in Section 3.2 x is isomorphic to the N = 1 c = 7/10 Virasoro SVOA which is isomorphic to L( 7 / 10 , 0) ⊕ L( 7 / 10 , 3 / 2 ) as a e -module.
Let us recall the notion of Miyamoto involutions. A simple c = 7/10 Virasoro vector u of an SVOA V is called of σ-type on V if there is no irreducible u ≃ L( 7 / 10 , 0)-submodule of V isomorphic to either L( 7 / 10 , 7 / 16 ) or L( 7 / 10 , 3 / 80 ). If u is of σ-type on V , then define a linear automorphism σ u of V acting on an irreducible u -submodule M of V as follows.
(5.9)
Then σ u is well-defined and the fusion rules of L( 7 / 10 , 0)-modules guarantees σ u ∈ Aut(V ) (cf. [Mi96] ). It is shown in [HLY12] that the map u → σ u provides a one-to-one correspondence between the set of simple c = 7/10 Virasoro vectors of VB ♮,0 of σ-type and the 2A-conjugacy class of B = Aut(VB ♮,0 ). In this correspondence we have to consider only σ-type c = 7/10 Virasoro vectors, since we also have non σ-type ones in VB ♮,0 . We can reformulate this correspondence based on the SVOA VB ♮ . We say a simple c = 7/10
Virasoro vector u of VB ♮,0 2 is extendable if it has a square root v ∈ VB ♮,1 3/2 in the extended Griess algebra such that v ≃ L( 7 / 10 , 0) ⊕ L( 7 / 10 , 3 / 2 ).
Suppose we have an extendable simple c = 7/10 Virasoro vector u ∈ VB ♮,0 2 and its square root v ∈ VB ♮,1 3/2 . It is shown in [LLY03] that the Z 2 -graded simple current extension L( 7 / 10 , 0) ⊕ L( 7 / 10 , 3 / 2 ) has two irreducible untwisted modules L( 7 / 10 , 0) ⊕ L( 7 / 10 , 3 / 2 ) and L( 7 / 10 , 1 / 10 ) ⊕ L( 7 / 10 , 3 / 5 ). Therefore, o(u) acts on X = VB Theorem 5.7. There is a one-to-one correspondence between the subalgebras of VB ♮ isomorphic to the N = 1 c = 7/10 simple Virasoro SVOA L( 7 / 10 , 0) ⊕ L( 7 / 10 , 3 / 2 ) and the 2A-elements of the Baby-monster B given by the association u → σ u θ where u is the conformal vector of the sub SVOA, σ u is defined as in (5.9) and θ = (−1) 2L(0) is the canonical Z 2 -symmetry of VB ♮ .
Remark 5.8. Let V = V 0 ⊕ V 1 be an SVOA such that V 1 has the top weight 3/2.
Suppose the top level X = V 1 3/2 forms a conformal 6-design based on V 0 . It is shown in [H08] that if dim X > 1 then the central charge c of V is either 16 or 47/2. Suppose further that there is a simple extendable c = 7/10 Virasoro vector e of V . Then e and its square root generate a sub SVOA W isomorphic to L( 7 / 10 , 0) ⊕ L( 7 / 10 , 3 / 2 ). By the representation theory of L( 7 / 10 , 0) ⊕ L( 7 / 10 , 3 / 2 ) (cf. [LLY03] ) V is a direct sum of irreducible W -submodules isomorphic to L( 7 / 10 , 0) ⊕ L( 7 / 10 , 3 / 2 ) or L( 7 / 10 , 1 / 10 ) ⊕ L( 7 / 10 , 3 / 5 ). .
(5.12)
Combining (5.12) with d 3/5 = 0 and d 3/2 = 1 we get two possible solutions (c, d) = ( 7 / 10 , 1) and ( 47 / 2 , 4371). The case V = W corresponds to the former, and V = VB ♮ is an example corresponding to the latter case. The author expects that VB ♮ is the unique example of class S 6 corresponding to the latter case. 
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