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2.5. Probability distributions and limit theorems 
L~ Normal Approximation for Mixing Random Fields using Stein's Method 
The Concentration Inequality Approach 
Louis H.Y. Chen, National University of Singapore 
Let W be a sum of dependent random variables with distribution function F. In 
applying Stein's method (Sixth Berkeley Symp. 1972) to approximate he distribution 
of W by the normal distribution, one derives an identity of the form 
E{f ' (  W)  - Wf (  W)} = R( f )  (1) 
over a suitable class of functions f By substituting in (1) the unique bounded 
solution fx of the differential equation 
f ' (  w) - wf (x )  = I( . . . .  l( w) - cI)(x) 
where q~ is the standard normal distribution function, one obtains 
F(x )  - cI)(x) = R(L ) .  (2) 
From (2) an explicit bound can be obtained for IIF-q~[l~o, IIF -  q~H~ and hence 
] IF -  q~tlp, l~<p<~cc. It has been found that a good bound for [IF- is harder 
to obtain than for I I F -  q~ll~- 
In general the techniques used in deriving (1) and bounding R( f~)  in (2) depends 
on the nature of dependence among the random variables. In this paper our objective 
is to develop techniques which are applicable to many dependence situations and 
in particular to mixing random fields. We use an exchangeability argument more 
general than that used in Diaconis [Ann. Probab. (1977)] to derive (1). The identity 
so obtained is then used to obtain a conditional concentration i equality which in 
turn is used together with (2) to obtain a good bound for ] I F -  qbH~. 
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Chernoff [Ann. Probab. (1981)] proved that if X is a random variable having the 
standard normal distribution and g is an absolutely continuous function such that 
Eg2(X) <oo, then Var[g(X)]  ~< E[g ' (X) ]  2 and equality holds if and only if g is 
linear. Borovkov-Utev [Theory Prob. Appl. (1984)] defined the quantity Ux = 
supg(Var [g (X) ] /Var (X)"  E[g ' (X) ]  2) for any non-degenerate random variable X, 
where the supremum is taken over a suitable class of absolutely continuous functions 
g, and proved that Ux = 1 if and only if X has a normal distribution. 
We simplify the proof of Borovkov-Utev and prove the following more general 
result: For an m-dimensional random vector X with covariance matrix CC*+ 
