ABSTRACT We perform unsupervised domain adaptation for the classification of remote sensing data by learning a shared subspace in this paper. Maximum mean discrepancy (MMD) is applied to each class, making the approach able to minimize the domain shift on a per-class basis. Furthermore, manifold regularization is employed to constrain the data manifold of both the source and target data to be preserved in the subspace. The manifold regularization in conjunction with the per-class MMD strategy is called manifold regularized distribution adaptation (MRDA) algorithm. Since the class mean of target data should be estimated by the predicted labels, we integrate spatial information and overall mean coincidence (OMC) method to improve the prediction accuracy, resulting in Spa_OMC_MRDA approach. Experimental results on both multispectral and hyperspectral remote sensing data indicated the good performances of the proposed approach.
I. INTRODUCTION
Remote sensing data have provided greatly improved capability for clustering [1] , classification [2] - [4] , registration [5] , and detection [6] - [8] . Although numerous remote sensing data are increasingly available, classification of large scale remote sensing images cannot keep up the pace since labeled instances are expensive to collect. Instead of labeling data for a new target image, borrowing labeled information from some old relevant images is a suitable strategy to achieve automatic classification. However, directly reusing the labeled data from old images to train a classifier may not perform well on the new target data, since the labeled training data and the target data are drawn from different distributions due to the spectral drift [9] , [10] .
Domain adaptation can solve the problem since it conducts classification when training data and testing data have different data distributions. The image that contains abundant labeled training instances is called source domain, and the image with few or without labeled instances is called target domain. Domain adaptation attempts to learn a target classifier by transferring the source domain knowledge [11] - [13] .
Among domain adaptation methods, feature-based approaches have attracted great attention. These methods aim to reduce the distribution shift between source and target domains, and thus the source domain data can be used to train a classifier for the target data. Matasci et al. employed semisupervised transfer component analysis [14] , which utilized maximum mean discrepancy (MMD) [15] , [16] as transfer strategy to learn a low dimensional space. Sun et al. utilized subspace alignment for scene classification of remote sensing images [17] , [18] . Yang et al. and Tuia et al. performed a manifold alignment approach for domain adaptation, where the corresponding points were used to align the manifolds of two domains [19] - [21] . Volpi et al. conducted the feature alignment by maximizing the correlation coefficients between the two domains [22] . Li proposed to learn a common kernel space where the data distributions of two heterogeneous domains were aligned [23] . In our previous work, we aligned the class means between source and target domains by moving each target data point [24] . Domain adaptation can also be achieved by reconstruction based method since the two domains will have similar data distributions if one domain can be reconstructed by the other one [25] , [26] .
Many feature based domain adaptation methods [14] - [17] , [22] achieved domain adaptation by aligning the overall data distributions between domains, but ignored the distribution differences of different classes between domains. For remote sensing data, spectral drift may vary in different land cover classes. Therefore, reducing the overall distribution shift between domains may not reduce the divergences of all the classes.
In this paper, we perform unsupervised domain adaptation by learning a shared subspace where the spectral drift of each class is minimized. Since the spectral property of a land cover class can be represented by its mean values, aligning the mean of each class is able to yield similar data distributions between domains. Therefore, we applied the MMD domain adaptation strategy to each class as in [27] , which is able to transfer knowledge on a per-class basis. Furthermore, it is desirable that the spectrally similar points in the original space should also be adjacent in the shared subspace. Since only matching the data mean of each class between domains cannot guarantee to preserve the data manifold, we employ the manifold regularization [28] , [29] to constrain the data manifold of both domains to be retained. We name this domain adaptation method as manifold regularized distribution adaptation (MRDA).
MRDA requires to estimate the mean of each class. However, labeled information in the target domain is not available, and thus predicted labels should be used to estimate the sample means. Since the classifier trained by the original source data may not be suitable for the target data, the prediction accuracy may be low and the sample mean estimation may be inaccurate. We adopt two strategies to improve the predictions. Firstly, we utilize the spatial information of remote sensing images and employ a spatial filter to preprocess the data. Each pixel is represented by the mean spectra of all the pixels in its spatial neighborhood. Thus the within-class variability can be reduced and the separation can be improved. Secondly, we reduce the overall distribution difference between domains by performing overall mean coincidence (OMC). By moving the source domain data to target domain, the overall means of the source and target data can be coincided. We conduct the spatial filter and OMC before applying MRDA, resulting in the Spa_OMC_MRDA approach.
The remainder of this paper is organized as follows. Section II provides a brief introduction of the domain adaptation problem. Section III presents the Spa_OMC_MRDA approach. Experimental results are illustrated in Section IV, and conclusions are summarized in Section V.
II. DOMAIN ADAPTATION PROBLEM
Domain adaptation approach is able to transfer knowledge from source domain to train a classifier that is suitable for the target domain. In this paper, the purpose of the proposed approach is to align the data distributions between the source and target domains, which is achieved by both reducing the mean difference of each class between two domains and keeping the local manifold structure.
Let X s ∈ R d×Ns and X t ∈ R d×Nt denote the source data and target data, respectively, and Y s ∈ R 1×Ns represent the 
. . , t C , respectively. We aim to obtain a transformation matrix F ∈ R d×p that the data distributions of the transformed source data F T X s and target data F T X t are well aligned, where p (p < d) is the dimensionality of the shared subspace.
III. Spa_OMC_MRDA APPROACH
The flowchart of the Spa_OMC_MRDA method is illustrated in Fig.1 . It firstly applies the spatial filtering and OMC to yield a better prediction of the target data. Secondly, it combines the per-class MMD and the manifold regularization to calculate the transformation matrix and obtain the shared feature space. Thirdly, target data is classified by a SVM classifier that is trained on the labeled source data in the shared subspace.
A. SPATIAL FILTERING AND OVERALL MEAN COINCIDENCE
MRDA requires the labeled information of target data to estimate the mean of each class. However, labeled data in target image are often not available, and therefore the predicted labels are utilized. Since the predictor trained on the original source data may not be suitable for target data due to the spectral drift, we adopt two strategies to improve the predictions: spatial filtering and OMC.
Spatial information has been demonstrated to be quite useful for classification of remote sensing images [30] , [31] . Using a x i -centered squared window with size of l × l in the image plane, the spatial neighbors of the pixel x i are composed of all the points within the window. Since the spatially neighboring points in remote sensing images probably belong to the same class, we represent the pixel x i as the mean spectra of all the l × l pixels in its spatial neighborhood. The spatial filtering method can reduce the within-class variability and increase the separation between classes, and thus improve the prediction.
The sample mean of a domain stands for the averaging spectral characteristics of the domain. Therefore, OMC is employed to decrease the overall distribution difference between domains. We firstly calculate the means of the source and target domains, denoted as U s and U t , respectively. Then the difference of the domain means is calculated by:
Finally, source domain samples are moved with the direction δ and then updated as:
Therefore, the overall means of the source and target domains are coincided and the distribution shifts are reduced.
B. MANIFOLD REGULARIZED DISTRIBUTION ADAPTATION
Since different classes may have different spectral drift, we align the data distribution between domains on a per-class basis. MMD is applied for each class in the shared subspace, which is denoted as:
where n s c and n t c are the numbers of points in the c-th class from the source and the target data, respectively, X ∈ R d×(Ns+Nt) is the data composed of both domains, and M ∈ R (Ns+Nt)×(Ns+Nt) is called per-class MMD matrix and calculated as:
By minimizing (3), the mean of each class is drawn close in the shared subspace. Furthermore, it is desired that the relationships between data points in the original space are retained in the subspace. Therefore, manifold regularization is adopted to keep the manifold structure of the source and target domains, which is denoted as: 4 . Classify the target data by the SVM classifier and use the predicted labels to construct the M matrix in (4). 5. Apply MRDA by solving (7), and select the eigenvectors corresponding to the smallest p eigenvalues to construct the transformation matrix F. 6. Calculate the aligned data in the shared subspace by Z s = F T X s and Z t = F T X t . 7. In the shared subspace, train a SVM classifier using the source data Z s and Y s to classify the target data Z t . Output: Classification results of the target data. 
. Incorporate the per-class MMD and manifold regularization, leading to the MRDA objective function:
where β is the weight for the manifold regularization term, and η is the regularization parameter to guarantee the optimization problem to be well defined. The optimization problem is further transformed into a generalized eigenvalue decomposition problem:
The transformation matrix F is provided by the eigenvectors associated with the smallest p eigenvalues. Once the F matrix is obtained, the source and target data in the shared subspace are calculated by Z s = F T X s ∈ R p×Ns and Z t = F T X t ∈ R p×Nt , respectively.
The Spa_OMC_MRDA algorithm is summarized as follows: 
C. RELATED WORKS AND DISCUSSIONS 1) SEMI-SUPERVISED TRANSFER COMPONENT ANALYSIS
Semi-supervised transfer component analysis (SSTCA) [14] , [16] utilized MMD as the domain adaptation strategy. MMD is a distance between the source mean and target mean in a reproduced kernel Hilbert space, and minimization of the MMD distance produces similar distributions between two domains. The differences between SSTCA and the proposed approach is that the former only aligned the overall data distributions between two domains, but ignored the distribution differences of different classes between domains. The proposed Spa_OMC_MRDA minimizes the mean difference of each class, being able to transfer knowledge on a per-class basis.
2) JOINT DISTRIBUTION ADAPTATION
Joint distribution adaptation (JDA) [27] approach considers both the marginal and class-conditional distribution adaptation. In the dimensionality reduced space, not only the means of two domains, but also the mean of each class in two domains are drawn close. The proposed approach is inspired by JDA, but further improves JDA by employing manifold regularization. Moreover, spatial information of remote sensing images and OMC method are utilized to improve the estimation accuracy of the class means. In addition, our method is designed for classification of remote sensing images, while JDA is used for visual domain adaptation.
3) NEIGHBORHOOD BASED CLASS CENTROID ALIGNMENT
Neighborhood based class centroid alignment (NCCA) [24] combines the neighborhood information to calculate the translation vector of each target data point and moves the target data toward source domain. There are two differences between NCCA and Spa_OMC_MRDA. (1) Both of them aim to align the class centroids, but the realizations are quite different. NCCA achieves it by moving the target data to source domain, while Spa_OMC_MRDA reaches this purpose by discovering a common latent subspace of the source and target data. (2) Both methods utilized predicted labels of target data to estimate the class centroid. Compared to NCCA, Spa_OMC_MRDA employed spatial filter and OMC to improve the estimation, which plays a significant role for the alignment.
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. DATA DESCRIPTION
Images from NASA EO-1 Hyperion instrument, Worldview-2 satellite, and NSF-funded National Center for Airborne Laser Mapping (NCALM) were adopted to evaluate the proposed approach in this paper. Hyperion and Worldview-2 provided multi-temporal data, where the source and target domains were selected from different temporal images. NCALM provided a single temporal remote sensing image, where the source and target domains were chosen from different locations of the image.
Hyperion collected three images from Okavango Delta, Botswana (BOT) with 1476 × 256 pixels and 145 bands in May, June, and July 2001. The spatial and spectral resolutions are 30 × 30 meters and 10 nm, respectively. The images in June and July are taken from the same area, but the May image is not exactly the same as the other two images due to the change of satellite pointing. Nine common land cover classes are contained in the three images. The pseudo-color image and labeled data of the three images are shown in Fig.2 . Six data pairs were used for experiments, including May-June, June-May, May-July, July-May, June-July, and July-June. In each data pair, the former denotes the source data and the latter represents the target data. VOLUME 6, 2018 NCALM acquires 144-band data in the range of 380 nm-1050 nm at 2.5 m spatial resolution. IEEE GRSS Data Fusion Contest released a hyperspectral image with 349 × 1905 pixels, which was collected around the University of Houston in 2012 and named as grss_dfc_2013 [32] . A large shadowed region locates in the images. The spectral properties of four land cover types changed a lot in this area VOLUME 6, 2018 compared to their spectra outside the shadow. Thus we use the four classes inside and outside the shadow as the two domain data to evaluate the proposed method, as is shown in Fig.4 .
The two data pairs are denoted as Shadow-Bright and BrightShadow, respectively. The name and the number of labeled instances of each class is illustrated in Table 1. TABLE 5 . Analyzing the proposed method using the overall accuracy (OA%).
B. DISTRIBUTION ALIGNMENT OF Spa_OMC_MRDA
Spa_OMC_MRDA aims to learn a shared subspace, where the distribution difference of each class between the source and target domains was reduced. BOT May-June data was chosen for illustrating the distribution alignment performance. For both the source and target data before alignment, any two bands can be selected to show the spectral drift between domains. As is shown in Fig.5 (a), (c) , (e), (g), (i), (k), (m), (o), (q), we can see the distribution differences of all the nine classes. The Spa_OMC_MRDA algorithm reduced the class distribution differences such that the mean of each class is drawn close. For the new features in the shared subspace, any two features can also be chosen to illustrate the alignment performances. The results after applying Spa_OMC_MRDA are shown in Fig.5 (b) , (d), (f), (h), (j), (l), (n), (p), (r), which demonstrates that the data distribution of each class between domains has been well aligned.
C. COMPARING Spa_OMC_MRDA WITH OTHER DOMAIN ADAPTATION METHODS
We compared the proposed Spa_OMC_MRDA with four domain adaptation methods, including semi-supervised transfer component analysis (SSTCA) [14] , subspace alignment (SA) [18] , neighborhood based class centroid alignment (NCCA) [24] , joint distribution adaptation (JDA) [27] . In addition, SVM that directly use source data to classify target data without domain adaptation strategy was also employed for comparison.
Spa_OMC_MRDA approach contains three parameters: β is the weight for the manifold regularization term, η is the regularization parameter to guarantee the optimization problem to be well defined, and p is the dimensionality of the shared subspace. The value of β, η, and p were fixed to be 0.0001, 0.001, and 50, respectively. In the spatial filtering step, we simply chose 3 × 3 square window to preprocess each data point to be the averaging spectra of its spatial neighbors, since larger size window may include more ''false'' neighbors. For the other methods, we obtained the results based on their optimal parameters. Table 2 and 3 illustrated the overall accuracy (OA) and kappa coefficients of the six algorithms on the ten data pairs. The following observations can be reached. (1) All the five domain adaptation approaches were able to obtain higher accuracies than SVM for all ten data sets, indicating that they all have positive transfer ability for the ten data sets. (2) Spa_OMC_MRDA performed the best. It obtained the highest accuracies compared to SVM and the other four domain adaptation methods on most of data sets, which demonstrates the superior performance of the proposed approach. (3) For the data pairs that have large spectral drift (such as BOT June-May, BOT July-May, and grss_dfc_2013), SVM and the other four domain adaptation methods cannot obtain high classification accuracies, while Spa_OMC_MRDA achieved significant improvements.
Since MRDA requires to estimate the class centroid of each target class, we introduced the spatial filtering and OMC to improve the predictions of target data and thus obtain a more accurate estimation. We also applied the two strategies in the compared domain adaptation methods. From the results shown in Table 4 , we can obtain two observations. Firstly, the proposed approach still outperformed the other methods on most of the data sets. Especially for the grss_dfc_2013 ''Shadow-Bright'' data pair, Spa_OMC_MRDA obtained more than 10% ∼ 22% improvements with respect to other domain adaptation methods. It outperformed Spa_OMC_JDA, indicating the efficiency of using manifold regularization; it also obtained higher accuracies than Spa_OMC_SSTCA on most of the data sets, demonstrating the advantage of conducting distribution alignment on a per-class basis. Secondly, from comparing Table 2 and 4, the two strategies (spatial filtering and overall mean coincidence) enhanced the performance of the four popular domain adaptation methods, since spatial filtering operation can improve the separation among classes and OMC can reduce the overall distribution shift. This experiment demonstrated that the two operations has positive domain adaptation ability and can be utilized before any domain adaptation methods.
D. ANALYSIS OF THE Spa_OMC_MRDA APPROACH
For better understanding the proposed method, we compared the proposed Spa_OMC_MRDA method with SVM, MRDA, and OMC_MRDA. Compared to Spa_OMC_MRDA, MRDA does not apply the two preprocessing steps and uses SVM predictions to estimate the mean of each target class, and OMC_MRDA only apply OMC preprocessing.
The overall accuracy (OA) and kappa coefficients of the four methods with the optimal parameters on the ten data pairs were provided in Table 5 and 6. We can obtain the following observations. (1) Although the accuracies of SVM prediction are low, MRDA can still obtain positive transfer, suggesting that MRDA is an effective domain adaptation method. (2) OMC_MRDA obtained superior preformation to MRDA, indicating that the OMC preprocessing can improve the mean estimation of each class and thus enhance the performance of MRDA. (3) Spa_OMC_MRDA outperformed OMC_MRDA, which demonstrates the benefit of using spatial information of remote sensing images. It can also indicate that the spatial filtering and OMC preprocessing methods cooperate well with the MRDA domain adaptation strategy.
Besides the overall accuracy, we utilized the classification accuracy of each class to further compare the four algorithms. BOT May-June data was selected and the result is shown in Table 7 . The follow observations can be obtained. adaptation, but achieved significant improvements by using the three domain adaptation methods.
E. SENSITIVITY ANALYSIS OF PARAMETERS IN THE Spa_OMC_MRDA METHOD
We conducted sensitivity analysis for the three parameters in Spa_OMC_MRDA: parameter β that controls the weight of the manifold regularization term, parameter η that guarantees the optimization problem to be well defined, and parameter p that denotes the dimensionality of the share subspace.
We used six BOT data sets to show the results, and similar trends can also be obtained on the other data sets. (1) For parameter β, we tested seven different values (0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1), and the classification results were shown in Fig.6 (a) . Since the accuracies start to decrease when the value of β is larger than 0.1, we suggested that the value of β was chosen between 0.001 and 0.1. (2) For parameter η, we ran Spa_OMC_MRDA with eight varying values (0.00001, 0.00005, 0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05). As was shown in Fig.6 (b) , the proposed approach is not sensitive to this parameter in this range. (3) The number of features (p) in the shared subspace was tested from 10 to 100 with a step of 10. The results were shown in Fig.6 (c) . For all the data sets, the proposed approach is robust to this parameter in this range, indicating that Spa_OMC_MRDA can achieve satisfactory classification with small number of features.
V. CONCLUSION
We investigate the effectiveness of Spa_OMC_MRDA for classification of remote sensing images in this paper. The proposed approach can achieve satisfactory unsupervised domain adaptation performance, since the per-class MMD domain adaptation strategy is able to transfer knowledge for each class, the manifold regularization can preserve the data manifolds, and the spatial filtering in conjunction with OMC are capable of improving the mean estimation of target data. In experiments, Spa_OMC_MRDA not only outperformed the SVM methods without domain adaptation, but also outperformed several popular domain adaptation methods. Moreover, OMC_MRDA outperformed MRDA, indicating the effectiveness of using OMC. Spa_OMC_MRDA outperformed OMC_MRDA, demonstrating the usefulness of exploiting the spatial information.
Spa_OMC_MRDA aims to match the data distribution between domains. The classification performance may be further improved if the separation among classes can be increased. In addition, MRDA employed linear transformation to achieve feature alignment, and deep network based nonlinear transformation may better characterize the nonlinear properties of remote sensing data [33] . Learning a discriminative common subspace and exploiting deep network for domain adaptation are our future work.
