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ABSTRACT
In recent years, two higher-order extensions of the powerful de-
pendency pair approach for termination analysis of first-order term
rewriting have been defined: the static and the dynamic approach.
Both approaches offer distinct advantages and disadvantages. How-
ever, a grand unifying theory is thus far missing, and both ap-
proaches lack the modularity present in the dependency pair frame-
work commonly used in first-order rewriting. Moreover, neither
approach can be used to prove non-termination.
In this paper, we aim to address this gap by defining a higher-
order dependency pair framework, integrating both approaches
into a shared formal setup. The framework has been implemented
in the (fully automatic) higher-order termination toolWANDA.
1 INTRODUCTION
Term rewriting [5, 45] is an important area of logic, with applica-
tions in many different areas of computer science [6, 13, 17, 21, 24,
33, 38]. Higher-order term rewriting – which extends the traditional
first-order term rewriting with higher-order types and binders as in
the λ-calculus – offers a formal foundation of functional program-
ming and a tool for equational reasoning in higher-order logic. A
key question in the analysis of both first- and higher-order term
rewriting is termination, or strong normalisation – both for its own
sake, and as part of confluence and equivalence analysis.
In first-order term rewriting, a highly effective method to prove
termination (both manually and automatically) is the dependency
pair (DP) approach [4]. This approach has been extended to the
DP framework [18, 20], a highly modular methodology which new
techniques for proving termination and non-termination can easily
be plugged into in the form of processors.
In higher-order term rewriting, two adaptations of the DP ap-
proach have been defined: dynamic [30, 42] and static [8, 32, 41, 43].
Each approach has distinct costs and benefits; while dynamic DPs
are more broadly applicable, analysis of static DPs is often easier.
This difference can be problematic for defining new techniques
based on the DP approach, as they must be proved correct for both
dynamic and static DPs. This problem is exacerbated by the exist-
ence of multiple styles of higher-order rewriting, such as Algebraic
Functional Systems (AFSs) [25] (used in the annual Termination
Competition [47]) and Higher-order Rewrite Systems (HRSs) [34, 36]
(used in the annual Confluence Competition [12]), which have sim-
ilar but not fully compatible syntax and semantics. What is more,
neither approach offers the modularity and extendability of the DP
framework, nor can they be used to prove non-termination. Both
approaches are less general than they could be. For example, most
versions of the static approach use a restriction which does not con-
sider strictly positive inductive types [10]. The dynamic approach is
sound for all systems, but only complete for left-linear ones – that
is, a non-left-linear AFS may have an infinite dependency chain
following [29, 30] even if it is terminating; the static approach is
incomplete in this sense for even more systems.
In this paper, we define a higher-order dependency pair frame-
work, which combines the dynamic and static styles, is fully mod-
ular, and can be used for both termination and non-termination
without restrictions. For broad applicability, we use a new rewrit-
ing formalism, AFSMs, designed to capture several flavours of
higher-order rewriting, including AFSs and HRSs with a pattern
restriction. We have dropped the restriction to left-linear systems
for completeness of dynamic DPs and liberalised both the restric-
tions to use static DPs and to obtain a complete analysis if we do.
In addition, we introduce a series of new techniques (“processors”)
to provide key termination techniques within this framework.
This is a foundational paper, focused on defining a general theor-
etical framework for higher-order termination analysis rather than
implementation concerns. We have, however, implemented most
results in the fully automatic termination toolWANDA [27].
Related Work. There is a vast body of work in the first-order
setting regarding the DP approach [4] and framework [18, 20, 22].
The approach for context-sensitive rewriting [2] is somewhat rel-
evant, as it also admits collapsing DPs (in their case, a DP with a
variable as its right-hand side) and therefore requires some similar
adaptations of common techniques. However, beyond this, the two
different settings are not really comparable.
The static DP approach is discussed in, e.g., [31, 32, 41, 43]. This
approach can be used only for plain function passing (PFP) systems.
The definition of PFP is not fixed, as later papers sometimes weaken
earlier restrictions or transpose them to a different rewriting form-
alism, but always concerns the position of higher-order variables
in the left-hand sides of rules. These works include non-pattern
HRSs [32, 43] and polymorphic rewriting [31], which we do not
consider, but do not employ formative rules or meta-variable con-
ditions, which we do. Importantly, these methods do not consider
strictly positive inductive types, which could be used to significantly
broaden the PFP restriction. Such types are considered in an early
paper which defines a variation of static higher-order dependency
pairs [8] based on a computability closure [9, 10]. However, this
work carries different restrictions (e.g., DPsmust be type-preserving
and not introduce fresh variables) and provides only one analysis
technique (reduction pairs) on these DPs. Moreover, although the
proof method is based on Tait and Girard’s notion of computability
[44], the approach thus far does not exploit this beyond the way the
initial set of DPs is obtained. We will present a variation of PFP for
the AFSM formalism that is strictly more permissive than earlier
definitions as applied to AFSMs, and our framework exploits the
inherent computability by introducing a computable flag that can
be used by the static subterm criterion processor (Thm. 4.31). In
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addition, we allow static DPs to also be used for non-termination
and add features such as formative rules.
Unlike the static approach, the dynamic approach [3, 29, 30] is
not restricted, but it allows for collapsing DPs of the form ℓ ⇒
x s1 · · · sn with x a variable, which can be difficult to handle. Thus
far, this approach has been incomplete for non-left-linear systems
due to bound variables that become free in a dependency pair.
Here, we repair that problem by using a rewriting formalism that
separates variables used for matching from those used as binders.
Both static and dynamic approaches actually lie halfway between
the original “DP approach” of first-order rewriting and a full DP
framework as in [18, 20] and the present work. Most of these works
[29–32, 43] prove “non-loopingness” or “chain-freeness” of a set P
of DPs through a number of theorems. However, there is no concept
of DP problems, and the set R of rules cannot be altered. They also
fix assumptions on dependency chains – such as minimality [32] or
being “tagged” [30] – which frustrate extendability and are more
naturally dealt with in a DP framework using flags.
The clear precursor of the present work is [30], which provides
such a halfway framework for dynamic DPs, introduces a notion of
formative rules, and briefly translates a basic form of static DPs to
the same setting. Our formative reductions consider the shape of
reductions rather than the rules they use, and they can be used as a
flag in the framework to gain additional power in other processors.
Our integration of the two styles also goes deeper, allowing for
static and dynamic DPs to be used in the same proof and giving a
complete method using static DPs for a larger group of systems.
In addition, we have several completely new features, including
meta-variable conditions (an essential ingredient for a complete
method), new flags to DP problems, and various processors includ-
ing ones that modify collapsing DPs.
For a more elaborate discussion of the static and dynamic DP
approaches, we refer to [28, 30].
The paper is organised as follows: Sec. 2 introduces higher-order
rewriting using AFSMs and recapitulates computability. In Sec. 3
we state dynamic and static DPs for AFSMs. Sec. 4 formulates the
DP framework and a number of DP processors for existing and
new termination proving techniques. Sec. 5 concludes. A discussion
of the translation of existing static DP approaches to the AFSM
formalism, as well as detailed proofs for all results in this paper,
are available in the appendix. In addition, many of the results have
been informally published in the second author’s PhD thesis [28].
2 PRELIMINARIES
In this section, we first define our notation by introducing the
AFSM formalism. Although not one of the standards of higher-
order rewriting, AFSMs combine features from various forms of
higher-order rewriting and can be seen as a form of IDTSs [7] which
includes application. Then we present a definition of computability,
a technique often used for higher-order termination.
2.1 Higher-order term rewriting using AFSMs
Unlike first-order term rewriting, there is no single, unified ap-
proach to higher-order term rewriting, but rather a number of
similar but not fully compatible systems aiming to combine term
rewriting and typed λ-calculi. For generality, we will use Algebraic
Functional Systems with Meta-variables: a formalism which admits
translations from the main formats of higher-order term rewriting.
Definition 2.1 (Simple types). We fix a set S of sorts. All sorts are
simple types, and if σ ,τ are simple types, then so is σ → τ .
We let → be right-associative. All types have a unique form
σ1 → . . . → σm → ι with ι ∈ S.
Definition 2.2 (Terms). We fix disjoint sets F of function symbols
andV of variables, each symbol equipped with a type. We assume
that both F and V contain infinitely many symbols of all types.
Terms are expressions s where s : σ can be derived for some σ by:
(V) x : σ if x : σ ∈ V
(F) f : σ if f : σ ∈ F
(@) s t : τ if s : σ → τ and t : σ
(Λ) λx .s : σ → τ if x : σ ∈ V and s : τ
The λ binds variables as in the λ-calculus; unbound variables are
called free, and FV (s) is the set of free variables in s . A term s is
closed if FV (s) = ∅. Terms are considered modulo α-conversion.
Application (@) is left-associative; abstractions (Λ) extend as far to
the right as possible. A term s has type σ if s : σ ; it has base type
if σ ∈ S. A term s has a subterm t , notation s  t , if (a) s = t , (b)
s = λx .s ′ and s ′ t , or (c) s = s1 s2 and s1  t or s2  t . Finally, we
define head(s) = head(s1) if s = s1 s2, and head(s) = s otherwise.
Note that any term s has a form t s1 · · · sn with n ≥ 0 and
t = head(s) a variable, function symbol, or abstraction. Separate
from terms, we use special expressions for matching and rewrite
rules:
Definition 2.3 (Meta-terms and patterns). We fix a setM, disjoint
from F andV , of meta-variables; each meta-variable is equipped
with a type declaration [σ1 × · · · × σk ] → τ (where τ and all σi are
simple types). Meta-terms are expressions s such that s : σ can be
derived for some type σ using (V), (F), (@), (Λ), and (M) below:
(M) Z [s1, . . . , se ] : τ if Z : [σ1 × · · · × σk ] → σk+1 →
. . . → σe → τ ∈ M and
s1 : σ1, . . . , se : σe
We call k the minimal arity of Z and write k = ar(Z ). A meta-
term is a pattern if it has one of the forms Z [x1, . . . ,xk ] with all xi
distinct variables and k = ar(Z ); λx .ℓ with x ∈ V and ℓ a pattern;
or a ℓ1 · · · ℓn with a ∈ F ∪V and all ℓi patterns (n ≥ 0). FMV (s) is
the set of meta-variables occurring in a meta-term s . A pattern ℓ is
fully extended if for all occurrences of an abstraction λy.ℓ′ in ℓ, the
bound variable y is an argument to all meta-variables in FMV (ℓ′).
It is linear if each meta-variable in FMV (ℓ) occurs exactly once.
Meta-variables are used in early forms of higher-order rewriting
(e.g., [1, 26]) and strike a balance between matching modulo β
and syntactic matching. Note that in earlier applications it is not
permitted to give a meta-variable more arguments than its minimal
arity. We allow this because of applications in the DP framework.
However, in all our examples, meta-variable applications in the
unmodified rules take the expected number of arguments.
Notationally, we will use x ,y, z for variables, X ,Y ,Z for meta-
variables, b for symbols that could be variables or meta-variables,
f, g, h or more suggestive notation for function symbols, and s, t ,u,
v,q,w for (meta-)terms. Types are denoted σ ,τ , and ι,κ are sorts.
We will regularly overload notation and write x ∈ V , f ∈ F or Z ∈
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M without stating a type. For meta-terms Z [] we will often omit
the brackets, writing just Z . In addition, notational conventions
and definitions like head and closed carry over from terms to meta-
terms; a meta-term s is closed if FV (s) = ∅, even if FMV (s) , ∅.
Definition 2.4 (Substitution). A meta-substitution is a type-pre-
serving function γ from variables and meta-variables to meta-
terms; ifZ : [σ1×· · ·×σk ] → τ thenγ (Z ) has the form λy1 . . .yk .u :
σ1 → . . . → σk → τ . Let dom(γ ) = {x ∈ V | γ (x) , x}∪{Z ∈ M |
γ (Z ) , λy1 . . .yar(Z ).Z [y1, . . . ,yar(Z )]} (the domain of γ ). For
meta-variables Z : [σ1 × · · · × σk ] → σk+1 → . . . → σm → ι with
ι ∈ S and for e with k ≤ e ≤ m, we write γ (Z ) ≈e λx1 . . . xe .s if
either γ (Z ) = λx1 . . . xe .s , or there is k ≤ i < e such that γ (Z ) =
λx1 . . . xi .t with t not an abstraction and s = t xi+1 · · · xe . We let
[b1 := s1, . . . ,bn := sn ] be the meta-substitution γ with γ (bi ) = si ,
γ (z) = z for z ∈ V\{®b}, andγ (Z ) = λy1 . . .yar(Z ).Z [y1, . . . ,yar(Z )]
for Z ∈ M \ {®b}. We will also consider meta-substitutions with
infinite domain. Even if the domain is infinite, for all b in dom(γ )we
assume infinitely many variables x of all types with x < FV (γ (b)).
A substitution is a meta-substitution mapping everything in its
domain to terms. The result sγ of applying a meta-substitution γ to
a term s is obtained recursively:
xγ = γ (x) if x ∈ V
fγ = f if f ∈ F
(s t)γ = (sγ ) (tγ )
(λx .s)γ = λx .(sγ ) if γ (x) = x ∧ x < FV (sγ )
For meta-terms, the result sγ is obtained by the clauses above and:
Z [s1, . . . , se ]γ = t[x1 := s1γ , . . . ,xe := seγ ] if γ (Z ) ≈e λx1 . . . xe .t
Note that for Z : [σ1 × · · · ×σk ] → σk+1 → . . . → σm → ι with
Z ∈ dom(γ ) and k ≤ e ≤ m, there is always exactly one t such that
γ (Z ) ≈e λx1 . . . xe .t . The result sγ of applying a meta-substitution
is well-defined by induction on the multiset {{s}} ∪ {{γ (Z ) | Z ∈
FMV (s)}}, with meta-terms compared by their sizes.
Essentially, applying a meta-substitution with meta-variables
in its domain combines a substitution with a β-development. So
d (λx .sin (Z [x]))[Z := λy.plus y x] equals d (λz.sin (plus z x)),
and X [nil, 0][X := λx .plus (len x)] equals plus (len nil) 0.
Definition 2.5 (Rules and rewriting). A rule is a pair ℓ ⇒ r of
closed meta-terms of the same type such that ℓ is a pattern of the
form f ℓ1 · · · ℓn with f ∈ F and FMV (r ) ⊆ FMV (ℓ). A set of rules
R defines a rewrite relation⇒R as the smallest monotonic relation
on terms which includes:
(Rule) ℓδ ⇒R rδ if ℓ ⇒ r ∈ R and δ a sub-
stitution on domain FMV (ℓ)
(Beta) (λx .s) t ⇒R s[x := t]
We say s ⇒β t if s ⇒R t is derived using a (Beta) step. A term s is
terminating under⇒R if there is no infinite reduction s = s0 ⇒R
s1 ⇒R . . . , and s is β-normal if there is no t with s ⇒β t . Note
that it is allowed to reduce at any position of a term, even below
a λ. A relation = is terminating if all terms are terminating under
=. A set R of rules is terminating if ⇒R is terminating. The set
D ⊆ F of defined symbols consists of those f ∈ F such that a rule
f ℓ1 · · · ℓn ⇒ r exists; all other symbols are called constructors.
Note that R is allowed to be infinite – which is useful for in-
stance to model polymorphic systems. Also, right-hand sides of
rules do not have to be in β-normal form. While this is rarely used
in practical examples, non-β-normal rules may arise through trans-
formations, such as the one used in our Def. 3.9.
Example 2.6. Let F ⊇ {0 : nat, s : nat → nat, nil : list,
cons : nat → list → list, map : (nat → nat) → list →
list} and consider the following rules R:
map (λx .Z [x]) nil ⇒ nil
map (λx .Z [x]) (cons H T ) ⇒ cons Z [H ] (map (λx .Z [x]) T )
Then map (λy.0) (cons (s 0) nil) ⇒R cons 0 (map (λy.0) nil) ⇒R
cons 0 nil. Note that the bound variable y does not need to occur
in the body of λy.0 to match λx .Z [x]. However, note also that a
term like map s (cons 0 nil) cannot be reduced, because s does not
instantiate λx .Z [x]. We could alternatively consider the rules:
map Z nil ⇒ nil
map Z (cons H T ) ⇒ cons (Z H ) (map Z T )
Here, Z has a type declaration [] → nat→ nat instead of [nat] →
nat, and we use explicit application. Then map s (cons 0 nil) ⇒R
cons (s 0) (map s nil). However, we will often need explicit β-
reductions; e.g., map (λy.0) (cons (s 0) nil) ⇒R cons ((λy.0)
(s 0)) (map (λy.0) nil) ⇒β cons 0 (map (λy.0) nil).
For the set of terms to analyse for (non-)termination, it suffices to
consider a minimal number of arguments for each function symbol,
induced by the rewrite rules of the given AFSM. To capture this
minimal number of arguments, we introduce arity functions.
Definition 2.7 (Arity). An arity function is a function ar : F 7→ N
with 0 ≤ ar(f) ≤ m for all f : σ1 → . . . → σm → ι ∈ F . A meta-
term s respects ar if any f occurring in s is applied to at least ar(f)
arguments. R respects ar if ℓ and r respect ar for all ℓ ⇒ r ∈ R.
For a fixed set of function symbols F and arity function ar , we
say that the minimal arity of f in F is ar(f), and the maximal arity
of f is the unique numberm such that f : σ1 → . . . → σm → ι ∈ F .
The set of arity-respecting terms is denoted T(F ,V, ar).
An AFSM is a triple (F ,R, ar); types of (meta-)variables can be
derived from context. However, if R respects an arity function ar ,
then if there is any non-terminating term, there is one that respects
ar (see Appendix A). So for fixed R we can set the arity function
to give the greatest possible values that R respects, and we do not
need to explicitly give ar (choosing the greatest possible minimal
arities is always useful, as it requires a termination proof for fewer
terms). Thus, we will typically speak of an AFSM (F ,R).
Note that, while we have suggestively used the same notation
ar for the minimal arity of function symbols and meta-variables,
the minimal arity of meta-variables is fixed by their declaration.
Example 2.8 (Ordinal recursion). Let F ⊇ {0 :ord, s :ord→ord,
lim : (nat→ord)→ord, rec :ord→nat→(ord→nat→nat)→
((nat→ ord) → (nat→ nat) → nat) → nat} and R given by:
rec 0 K F G ⇒ K
rec (s X ) K F G ⇒ F X (rec X K F G)
rec (lim H ) K F G ⇒ G H (λm.rec (H m) K F G)
Then we can assume that ar(rec) = 4 without explicitly giving ar .
Observant readers may also notice that by the given construct-
ors, the type nat is not inhabited. However, following Def. 2.2, F
contains infinitely many symbols of all types; thus, constructors of
all sorts (with minimal arity 0) are implicitly present.
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The two most common formalisms in the context of termination
analysis of higher-order rewriting are algebraic functional systems
(AFSs) and higher-order rewriting systems [34, 36] (HRSs), often
used with a pattern restriction. AFSs are very similar to our AFSMs,
but they use variables for matching rather than meta-variables; this
is trivially translated to the AFSM format, giving rules where all
meta-variables have minimal arity 0, like the “alternative” rules in
Ex. 2.6. HRSs use matching modulo β/η, but the common restriction
of pattern HRSs can be directly translated into ASFMs, provided
terms are β-normalised after every reduction step. Even without
strategy restrictions, termination of the obtained AFSM still implies
termination of the original HRS; for second-order systems, termina-
tion is equivalent. AFSMs can also naturally encode CRSs [26] and
several applicative systems (cf. [28, Chapter 3]).
2.2 Computability
A common technique in higher-order termination is Tait and Gi-
rard’s computability notion [44]. There are several ways to define
computability predicates; here we follow, e.g., [7, 9–11] in consider-
ing accessible meta-variables using strictly positive inductive types.
The definition presented below is adapted from these works, both
to account for the altered formalism and to introduce (and obtain
termination of) a relation⇛C that we will use in Thm. 4.31. This
allows for a minimal presentation that avoids the use of ordinals
that would otherwise be needed to obtain⇛C .
To define computability, we use the notion of an RC-set:
Definition 2.9. A set of reducibility candidates, or RC-set, for a
rewrite relation⇒R of an AFSM is a set I of base-type terms s : ι
such that: every term in I is terminating under ⇒R ; I is closed
under⇒R (so if s ∈ I and s ⇒R t then t ∈ I ); if s = x s1 · · · sn with
x ∈ V or s = (λx .u) s0 · · · sn with n ≥ 0, and for all t with s ⇒R t
we have t ∈ I , then s ∈ I .
We define I -computability for an RC-set I by induction on types:
s : ι is I -computable if s ∈ I (ι ∈ S); s : σ → τ is I -computable if for
all t : σ that are I -computable, s t is I -computable.
The traditional notion of computability is obtained by taking for
I the set of all terminating base-type terms. However, we can do
better, using the notion of accessible arguments, applied to termin-
ation analysis also in the General Schema [10], the Computability
Path Ordering [11], and the Computability Closure [9].
Definition 2.10 (Accessible arguments). We fix a quasi-ordering
⪰S on S with well-founded strict part ≻S := ⪰S \ ⪯S . For σ ≡
σ1→ . . .→σm→κ (with κ ∈ S) and sort ι, let ι ⪰S+ σ if ι ⪰S κ and
ι ≻S− σi for all i , and let ι ≻S− σ if ι ≻S κ and ι ⪰S+ σi for all i . (Here
ι ⪰S+ σ corresponds to “ι occurs only positively in σ ” in [7, 10, 11].)
For f : σ1 → . . . → σm → ι ∈ F , let Acc(f) = {i | 1 ≤
i ≤ m ∧ ι ⪰S+ σi }. For x : σ1 → . . . → σm → ι ∈ V , let
Acc(x) = {i | 1 ≤ i ≤ m∧σi has the form τ1 → . . . → τn → κ with
ι ⪰S κ}. We write sacc t if either s = t , or s = λx .s ′ and s ′acc t ,
or s = a s1 · · · sn with a ∈ F ∪V and si acc t for some i ∈ Acc(a).
Example 2.11. Consider a quasi-ordering ⪰S such that ord ≻S
nat. In Ex. 2.8, we then have ord ⪰S+ nat → ord. Therefore,
1 ∈ Acc(lim), which gives lim H acc H .
Theorem 2.12. Let f s1 · · · sm ⇛I si t1 · · · tn if both sides have
base type, i ∈ Acc(f), and all tj are I -computable. There is an RC-set
C such thatC = {s : ι | ι ∈ S ∧ s is terminating under⇒R ∪⇛C ∧
if s ⇒∗R f s1 · · · sm : ι then si is C-computable for all i ∈ Acc(f)}.
Proof sketch. This follows the proof in, e.g., [10, 11], defining
C as the fixpoint of a monotone function operating on RC-sets.
The full proof is available in Appendix B. □
3 HIGHER-ORDER DEPENDENCY PAIRS
In this section we transpose the definitions of dynamic and static
dependency pairs [8, 30, 32, 41–43] to AFSMs and thus formulate
them in a single unified language. We add the new features ofmeta-
variable conditions, formative reductions, and computable chains.
3.1 Common definitions
Although we keep the first-order terminology of dependency pairs,
the setting with meta-variables makes it better to use triples.
Definition 3.1 (Dependency Pair). A dependency pair (DP) is a
triple ℓ ⇛ p (A), where ℓ is a closed pattern f ℓ1 · · · ℓn with n ≥
ar(f), p is a meta-term, and A is a set of meta-variable conditions:
pairs Z : i indicating that Z regards its ith argument. A substitution
γ respects a set of meta-variable conditions A if for all Z : i in A we
have γ (Z ) ≈e λx1 . . . xe .t with xi ∈ FV (t). DPs will be used only
with substitutions that respect their meta-variable conditions. We
call the DP collapsing if p has the form Z [s1, . . . , se ] t1 · · · tj with
e, j ≥ 0. A set of DPs is collapsing if it contains a collapsing DP.
There are two approaches to generate DPs, originating from
distinct lines of work [30, 32]. As in the first-order setting, both
approaches employ marked symbols:
Definition 3.2 (Marked symbols). Define F ♯ := F ⊎ {f♯ : σ | f :
σ ∈ D}, and ar(f♯) := ar(f). For a meta-term s , let s♯ = f♯ s1 · · · sk
if s := f s1 · · · sk with k = ar(f) and f ∈ D; s♯ := s otherwise.
Note that (f s1 · · · sn )♯ is simply f s1 · · · sn if n > ar(f).
Moreover, we will consider candidates. In the first-order setting
these are subterms of the right-hand sides of rules whose root
symbol is defined. In the current setting, we have to consider also
meta-variables as well as rules whose right-hand side is not β-
normal.
Definition 3.3 (β-reduced-sub-meta-term, β , A). A meta-term
s has a β-reduced-sub-meta-term t (shortly, BRSMT ), notation sβ t ,
if there exists a set of meta-variable conditions A such that s A t .
Here s A t holds if at least one of the following holds:
• s = t s1 · · · sn for some n ≥ 0
• s = λx .u and u A t
• s = (λx .u) s0 · · · sn and u[x := s0] s1 · · · sn A t
• s = a s1 · · · sn and si A t for some i ∈ {1, . . . ,n}, with a an
abstraction, meta-variable application, or element ofV ∪ F
• s = Z [t1, . . . , te ] s1 · · · sn and ti A t for some i ∈ {1, . . . , e}
such that (Z : i) ∈ A
Essentially, s A t means that t can be reached from s by taking
β-reductions at the root and “subterm”-steps, and Z : i must be in
A whenever we pass into argument i of a meta-variable Z . We also
4
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do not include subterms of u in (λx .u) s0 · · · sn . We use β-reduced-
sub-meta-terms in the following definition of candidates:
Definition 3.4 (Candidates). For a meta-term s , the set cand(s) of
candidates of s consists of those pairs t (A) with (a) s A t , (b) t has
either the form f s1 · · · sn with f ∈ D and n ≥ ar(f), or the form
Z [t1, . . . , te ] s1 · · · sn , (c) t does not have the form Z [x1, . . . ,xar(Z )]
with all xi distinct variables, and (d) there is noA′ ⊊ Awith sA′ t .
Example 3.5. In AFSMs where all meta-variables have minimal
arity 0, the set cand(s) for a meta-term s consists of the pairs t (∅)
where t is a BRSMT of s that has either the form Z s1 · · · sn with Z
a meta-variable and n > 0, or f s1 · · · sn with f ∈ D and n ≥ ar(f).
In the AFSM of Ex. 2.8, the set cand(G H (λm.rec (H m) K F G))
therefore consists of G H (λm.rec (H m) K F G) (∅) and G H (∅)
and H m (∅) as well as rec (H m) K F G (∅).
If some meta-variables do take arguments, the forms considered
in Ex. 3.5 do not suffice: we must also consider candidates such as
Z [s1, . . . , se ] (A). In addition, the meta-variable conditions matter:
candidates are pairs t (A) whereA contains exactly those pairs Z : i
where we pass through the ith argument of Z to reach t .
Example 3.6. Consider an AFSM with the signature from Ex. 2.8
but a rule using meta-variables with larger minimal arities:
rec (lim (λn.H [n])) K (λxn.F [x ,n]) (λ f д.G[f ,д]) ⇒
G[λn.H [n], λm.rec H [m] K (λxn.F [x ,n]) (λ f д.G[f ,д])]
The candidates of the right-hand side are:
• rec H [m] K (λxn.F [x ,n]) (λ f д.G[f ,д]) ({G : 2}) and
• G[λn.H [n], λm.rec H [m] K (λxn.F [x ,n]) (λ f д.G[f ,д])] (∅)
Note that for instance H [m] is not the source of a candidate, asm
is a variable and H has minimal arity 1 (as the left-hand side of the
rule shows). Note also that G cannot be partially applied, so there
is no counterpart to the candidate G H (∅) in Ex. 3.5.
Dynamic DPs involve also collapsing DPs. This makes the notion
of chains a bit more complicated than its first-order analogue.
Definition 3.7 (Dependency chain). Let P be a set of DPs and R
a set of rules. An infinite (P,R)-dependency chain (or just (P,R)-
chain) is a sequence [(ρi , si , ti ) | i ∈ N]where each ρi ∈ P∪{beta}
and all si , ti are terms, such that for all i:
(1) if ρi = beta, then si = (λx .u)vw1 · · ·wn and either (a)n > 0
and ti = u[x := v]w1 · · ·wn , or (b) n = 0 and ti = q♯[x := v]
for some q with u  q and x ∈ FV (q) but q , x .
(2) if ρi = ℓi ⇛ pi (Ai ) ∈ P then there exists a substitution γ
on domain FMV (ℓi ) ∪ FMV (pi ) ∪ FV (pi ) such that γ maps
all variables in FV (pi ) to fresh variables, si = ℓiγ , and:
(a) if pi is an application or symbol f♯ , then ti = piγ
(b) if pi = Z [u1, . . . ,ue ] and γ (Z ) ≈e λx1 . . . xe .w , then
ti = v
♯[x1 := u1γ , . . . ,xe := ueγ ] for some non-variable
subterm v ofw such that {x1, . . . ,xe } ∩ FV (v) , ∅
(c) for all (Z : j) ∈ Ai : ifγ (Z ) ≈e λx1 . . . xe .u then x j ∈ FV (u)
(3) ti = si+1 or we can write ti = f u1 · · ·un with f ∈ F ♯ ,
si+1 = fw1 · · ·wn and each uj ⇒∗R w j
Both cases 1 and 2b essentially perform a β-step and then mark
a specific subterm of the result: this subterm previously occurred
between a λ-abstraction and an occurrence of its bound variable.
This often makes it possible to use reduction triples that do not
satisfy the subterm property, as observed in [30] and Thm. 4.14.
Dependency chains can exhibit some particular properties:
Definition 3.8 (Minimal chain, formative chain, formative reduc-
tion). A (P,R)-chain [(ρi , si , ti ) | i ∈ N] is minimal if the strict
subterms of all ti are terminating under⇒R . It is formative if for
all i with ρi+1 having the form ℓi+1 ⇛ ri+1 (A) ∈ P, the reduction
ti ⇒∗R si+1 is ℓi+1-formative.
Here, for a pattern ℓ, substitution γ and term s , a reduction
s ⇒∗R ℓγ is ℓ-formative if one of the following statements holds:
• ℓ is not a fully extended linear pattern
• ℓ is a meta-variable application Z [x1, . . . ,xk ] and s = ℓγ
• s = a s1 · · · sn and ℓ = a ℓ1 · · · ℓn with a ∈ F ♯ ∪V and each
si ⇒∗R ℓiγ by an ℓi -formative reduction• s = λx .s ′ and ℓ = λx .ℓ′ and s ′ ⇒∗R ℓ′γ by an ℓ′-formative
reduction
• s = (λx .u) v w1 · · ·wn and u[x := v] w1 · · ·wn ⇒∗R ℓγ by
an ℓ-formative reduction
• ℓ is not a meta-variable application, and there exist δ and
ℓ′ ⇒ r ′ ∈ R and meta-variables Z1 . . .Zn (n ≥ 0) such
that s ⇒∗R (ℓ′ Z1 · · ·Zn )δ by an ℓ′-formative reduction, and(r ′ Z1 · · ·Zn )δ ⇒∗R ℓγ by an ℓ-formative reduction.
Formative reductions are used as a proof technique in [30] and
are formally introduced for the first-order DP framework in [16].
The property will be essential in our Theorems 4.14 and 4.24.
3.2 Dynamic higher-order dependency pairs
With these preparations, we move on to dynamic DPs. Since rules
of functional type sometimes cause non-termination only in a cer-
tain applicative context (e.g., if R = {f 0⇒ λx .f x x}, then f 0 is
terminating, but f 0 0 is not), we use an extended set of rules to
include applicative contexts, using a variant of η-saturation [23].
Definition 3.9 (DDP). Let Rext := {ℓ Z1 · · ·Zi ⇒ r Z1 · · ·Zi |
ℓ ⇒ r ∈ R∧ℓ : σ1 → . . . → σm → ι∧0 ≤ i ≤ m∧Z1 : σ1, . . . ,Zi :
σi fresh meta-variables}. Now DDP(R) = {ℓ♯ ⇛ p♯ (A) | ℓ ⇒ r ∈
Rext ∧ p (A) ∈ cand(r ) ∧ ¬(ℓ  p)}.
Remark 3.10. The corresponding definition in [28] also excludes
all DPs (ℓ Z1 · · ·Zi )♯ ⇛ p♯ (A) if DDP(R) already contains a DP
ℓ♯ ⇛ p♯ (A) – so most of those DPs generated from rules in Rext \ R.
For a simpler definition, we haven chosen not to do so. Instead of
excluding these DPs immediately, we can remove them afterwards
using a processor (see Thm. C.8 in the appendix).
Example 3.11. Consider an AFSM (F ,R) with F ⊇ {sin, cos :
real → real, times : real → real → real, deriv : (real →
real) → real → real} and R = {deriv (λx .sin F [x]) ⇒
λy.times (deriv (λx .F [x]) y) (cos F [y])}. Then Rext = R ∪
{deriv (λx .sin F [x]) Y ⇒ (λy.times (deriv (λx .F [x]) y) (cos
F [y])) Y }. Then DDP(R) consists of:
deriv♯ (λx .sin F [x]) ⇛ deriv (λx .F [x]) y (∅)
deriv♯ (λx .sin F [x]) ⇛ deriv♯ (λx .F [x]) (∅)
deriv (λx .sin F [x]) Y ⇛ deriv (λx .F [x]) Y (∅)
deriv (λx .sin F [x]) Y ⇛ deriv♯ (λx .F [x]) (∅)
deriv (λx .sin F [x]) Y ⇛ F [Y ] (∅)
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The first two DPs come from R, the last three from Rext \ R.
As observed before, DDP(R)may contain collapsing dependency
pairs ℓ ⇛ Z [t1, . . . , te ] s1 · · · sn (A), in contrast to the first-order DP
framework. This is somewhat problematic for extending techniques
like the subterm criterion or the dependency graph processor that
rely on the shape of the right-hand side of DPs.
Example 3.12. For R the first two rules in Ex. 2.6, DDP(R) ={
map♯ (λx .Z [x]) (cons H T ) ⇛ map♯ (λx .Z [x]) T (∅)
map♯ (λx .Z [x]) (cons H T ) ⇛ Z [H ] (∅)
}
Key to the DP framework is the relationship between dependency
chains and termination: an AFSM with rules R is terminating if
and only if there is no (DDP(R),R)-dependency chain. Indeed, we
can limit interest to specific chains, following Def. 3.8.
Theorem 3.13 (Thm. 6.44 in [28]). If ⇒R is non-terminating,
then there is an infinite minimal formative (DDP(R),R)-chain. If
there is an infinite (DDP(R),R)-chain, then⇒R is non-terminating.
Proof sketch. The proof of the first claim follows the proof of
[30, Thm. 5.7]: we select a minimal non-terminating term (MNT)
s (all whose subterms terminate) and an infinite reduction start-
ing in s . Then we stepwise build an infinite minimal (DDP(R),R)-
dependency chain as follows. If s = (λx .u) s0 · · · sn with n > 0,
then also u[x := s0] s1 · · · sn =: s ′ is non-terminating; we continue
with a MNT subterm w of s ′. Otherwise s = f s1 · · · sn and there
is ℓ ⇒ r ∈ Rext such that s ⇒∗R ℓγ by reductions in the si , and
rγ is still non-terminating. We can identify a candidate t (A) of r
such that γ respects A and tγ is a MNT subterm of rγ ; we continue
with tγ . For the formative property, we note that if s ⇒∗R ℓγ and
s terminates, then s ⇒∗R ℓδ by an ℓ-formative reduction for some
δ where each δ (Z ) ⇒∗R γ (Z ); this follows by induction first on s
using⇒R ∪, second on the reduction length.
For the second claim, we show by induction on the definition of
A that sA t implies sγ (∪ ⇒β )∗ tγ for all substitutions which
respect γ ; thus, any infinite (DDP(R),R)-chain induces an infinite
(⇒R ∪)-reduction, which contradicts termination of⇒R .
The full proof is available in Appendix C. □
Thm. 3.13 is similar to [30, Thm. 5.7], but provides progress by
considering AFSMs and meta-variable conditions, and by regarding
formative chains; also, in [30] the second statement holds only if all
left-hand sides in R are linear, as their definition of DDP replaces
fresh variables in the right-hand sides of DPs by constants. Here,
this is not needed due to the distinction between variables and
meta-variables.
Example 3.14 (Encoding the untyped λ-calculus). Consider an
AFSM with F ⊇ {ap : o → o → o, lm : (o → o) → o} and
R = {ap (lm F ) ⇒ F } (note that the only rule has type o→ o). Then
Rext = R ∪ {ap (lm F ) X ⇒ F X }, and DDP(R) = {ap♯ (lm F )⇛
F (∅), ap (lm F ) X ⇛ F X (∅)}. There is an infinite dependency
chain with, for each odd integer i: ρi = ap (lm F ) X ⇛ F X (∅) and
ρi+1 = beta and si = ti+1 = ap (lm (λy.apy y)) (lm (λy.apy y)) and
ti = si+1 = (λy.ap y y) (lm (λy.ap y y)). Note that in the “subterm”
step in the chain, always v = ap y y with v as in Def. 3.8.
3.3 Static higher-order dependency pairs
Unlike the dynamic approach, which may be used for all AFSMs,
the static approach can be applied only on systems whose rules are
accessible function passing (AFP). Intuitively: meta-variables of a
higher type may occur only in “safe” places in the left-hand sides
of rules. Rules like Ex. 3.14, where a higher-order meta-variable is
lifted out of a base-type term, are not admitted.
Definition 3.15 (Accessible function passing). An AFSM (F ,R,
ar) is accessible function passing (AFP) if there exists a sort ordering
⪰S following Def. 2.10 such that:
• for all f : σ1 → . . . → σm → ι we have ar(f) =m;
• for all f ℓ1 · · · ℓm ⇒ r ∈ R and all Z ∈ FMV (r ): there are va-
riables x1, . . . ,xk and some i such that ℓiaccZ [x1, . . . ,xk ].
This definition is strictly more liberal than the notions of plain
function passing in [32, 43] as adapted to AFSMs; this will allow us
to handle examples like ordinal recursion (Ex. 2.8) which are not
covered by [32, 43]. However, note that [32, 43] consider a different
formalism, which does take polymorphism and rules whose left-
hand side is not a pattern into account (which we do not consider).
Our restriction more closely resembles the “admissible” rules in [8]
which are defined using a pattern computability closure [7].
Example 3.16. The AFSM from Ex. 2.6 is obviously AFP (for
instance by equating all types under ⪰S ). The AFSM from Ex. 2.8
is AFP if a sort ordering ord ≻S nat is chosen (following Ex. 2.11).
The AFSM from Ex. 3.14 is not, because ar(ap) = 1. An AFSM with
the same signature but R = {ap (lm F ) X ⇒ F X } (and ar(ap) = 2)
is not AFP either, because Acc(lm) = ∅. This is good because, as we
will see, the set SDP(R) of static DPs is empty, which would lead
us to falsely conclude termination without the restriction.
The restriction on arities excludes rules of non-base type and
makes sure that always (f s1 · · · sn )♯ = f♯ s1 · · · sn . We can trans-
form any AFSM to satisfy this restriction:
Definition 3.17 (R↑). Given rules R, let their η-expansion R↑ =
{(ℓ Z1 · · ·Zm )↑η ⇒ (r Z1 · · ·Zm )↑η | ℓ ⇒ r ∈ R with r : σ1 →
. . . → σm → ι, ι ∈ S, and Z1, . . . ,Zm fresh meta-variables}, where
• s↑η= λx1 . . . xm .s (x1↑η ) · · · (xm↑η ) if s is an application or
element ofV ∪ F , and s↑η= s otherwise;
• f = f for f ∈ F and x = x for x ∈ V , while Z [s1, . . . , se ] =
Z [s1, . . . , se ] and (λx .s) = λx .(s↑η ) and s1 s2 = s1 (s2↑η ).
Note that ℓ↑η is a pattern for patterns ℓ. By [28, Thm. 2.16], a
relation⇒R is terminating if⇒R↑ is terminating. However, this
transformation can introduce non-termination in some cases, e.g.,
the terminating rule fX ⇒ g fwith f : o→ o and g : (o→ o) → o,
whose η-expansion f X ⇒ g (λx .(f x)) is non-terminating.
Example 3.18. The AFSM from Ex. 3.11 is η-expanded into an
AFSM with the single rule deriv (λx .sin F [x]) Y ⇒ (λy.times
(deriv (λx .F [x]) y) (cos F [y])) Y .
The original static approaches define the set of DPs as the set of
pairs ℓ♯ ⇛ p♯ where ℓ ⇒ r is a rule andp a subterm of r of the form
f r1 · · · rm – as their rules are built using terms, not meta-terms.
This can allow variables which are bound in r to become free in p.
In the current setting, we use candidates rather than subterms, and
we replace such variables by meta-variables.
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Definition 3.19 (SDP). Let s be a meta-term and (F ,R, ar) an
AFSM. Let metafy(s) denote s with all free variables replaced by
meta-variables. Now SDP(R) = {ℓ♯ ⇛ metafy(p♯) (A) | ℓ ⇒ r ∈
R ∧ p (A) ∈ cand(r ) ∧ p has the form f p1 · · ·pm withm = ar(f)}.
Thus, SDP(R) is not collapsing, and (for AFP R) both sides of a
static DP have base type due to the arity restriction. This simplifies
reasoning and makes it possible to use more powerful processors,
since cases (1) and (2b) in Def. 3.7 no longer apply. However, right-
hand sides of static DPs may contain meta-variables that do not
occur on the left, which can be troublesome, as we will see in
Ex. 3.23.
Example 3.20. For R as in Ex. 3.18, the set SDP(R) has one ele-
ment: deriv♯ (λx .sin F [x]) Y ⇛ deriv♯ (λx .F [x]) Y (∅).
Example 3.21. The AFSM from Ex. 2.8 is AFP if a sort ordering
ord ≻S nat is chosen (following Ex. 2.11). SDP(R) is given by:
rec♯ (s X ) K F G ⇛ rec♯ X K F G (∅)
rec♯ (lim H ) K F G ⇛ rec♯ (H M) K F G (∅)
This AFSM is not PFP following [43]. Note that the right-hand side
of the second DP contains a meta-variable that does not appear on
the left. As we will see in Ex. 4.32, that is not problematic here.
As with dynamic DPs, static DPs are organised in a chain.
Theorem 3.22. If an AFSM (F ,R) is non-terminating and AFP,
then there is a minimal formative (SDP(R),R)-dependency chain.
Proof sketch. Adaption of the proof in [32] to the more per-
missive definition of AFP over PFP, meta-variable conditions, and
formative reductions (see also Thm. 3.13 and Thm. 3.25 below). □
This result transposes the work of [32] to AFSMs and extends it
by using a more liberal restriction, by limiting interest to formative
chains, and by including meta-variable conditions. The relation
with [8] is less clear: Thm. 3.22 strictly extends its main result
(both with formative chains and meta-variable conditions, and by
dropping the restriction that the right-hand side of each DP has
the same type as the left and does not introduce fresh (meta-)
variables), but its admissibility restriction does not require ar to be
maximal. The restriction that DPs must be type-preserving elimin-
ates most systems that might be admissible but not AFP, however.
Note that the reverse result does not hold, even with the addition
of meta-variable conditions: one can have a minimal formative
(SDP(R),R)-dependency chain even for a terminating AFSM.
Example 3.23. Consider an AFSM with F ⊇ {0, 1 : nat, f :
nat → nat, g : (nat → nat) → nat} and R = {f 0 ⇒ g (λx .f x),
g (λx .F [x]) ⇒ F [1]}. It is AFP, with SDP(R) = {f♯ 0⇛ g♯ (λx .f x)
(∅), f♯ 0 ⇛ f♯ X (∅)}. Although ⇒R is terminating, there is a
minimal (SDP(R),R)-chain [(f♯ 0⇛ f♯ X , f♯ 0, f♯ 0) | i ∈ N].
Using the computability inherent in the construction of depend-
ency chains using SDP , we can strengthen the result of Thm. 3.22:
rather than considering minimal chains we can require that (some
of) the subterms of all ti are computable:
Definition 3.24. Let CS be an RC-set satisfying the properties of
Thm. 2.12 for a rewrite relation⇒S . A (P,R)-dependency chain
[(ρi , si , ti ) | i ∈ N] is S-computable if⇒S ⊇ ⇒R , for all i ∈ N there
exists a substitution γi such that ρi = ℓi ⇛ pi (Ai ) with si = ℓiγi
and ti = piγi , and (λx1 . . . xn .v)γi is CS -computable for all v and
B such that pi B v , γi respects B, and FV (v) = {x1, . . . ,xn }.
Theorem 3.25. If an AFSM (F ,R) is non-terminating and AFP,
then there is an R-computable formative (SDP(R),R)-chain.
Proof sketch. The proof echoes the proof of Thm. 3.13, but
considers minimal non-computable (MNC) terms f s1 · · · sm (where
all si are CS -computable) rather than minimal non-terminating
terms. We can avoid the beta step because MNC terms do not have
the right shape for headmost β-reductions. By induction on the
definition of acc we can show that if ℓ ⇒ r is an AFP rule and
ℓγ is a MNC term, then γ (Z ) is C-computable for all Z ∈ FMV (r ).
Rather than a minimal candidate with respect to non-termination,
we select a β -minimal candidate p (A) such that δ respects A and
p(δ ∪ ζ ) is non-computable for some substitution ζ mapping FV (p)
to C-computable terms. As all γ (Z ) are computable, p has the right
form f p1 · · ·pm to give ℓ♯ ⇛ p♯ (A) ∈ SDP(R). By minimality of
the choice, the conditions for a R-computable chain are satisfied.
The full proof is available in Appendix D.1. □
As it is easily seen that all CS -computable terms are⇒S -termi-
nating and therefore⇒R -terminating, every S-computable (P,R)-
dependency chain is also minimal. The new flag does not give an
inverse of Thm. 3.25, though: the chain in Ex. 3.23 is R-computable.
4 THE HIGHER-ORDER DP FRAMEWORK
Extending an earlier methodology to reason about DPs [30], the
higher-order DP framework follows the ideas of the first-order
DP framework [18]: it is an extendable framework for proving
termination and non-termination, which new termination methods
can easily be plugged into, in the form of processors.
Thus far, we have reduced the problem of termination to the non-
existence of certain chains. Following the first-order DP
framework, we formalise this further in the notion of a DP problem:
Definition 4.1 (DP problem). A DP problem is a tuple (P,R,m, f )
with P a set of DPs, R a set of rules,m ∈ {minimal, arbitrary} ∪
{computableS | any set of rules S}, and f ∈ {formative, all}.1
ADP problem (P,R,m, f ) is called finite if there exists no infinite
(P,R)-chain that is S-computable ifm = computableS , is minimal
ifm = minimal, and is formative if f = formative. It is infinite if
it is not finite or R is non-terminating.
To capture the different levels of permissiveness in them flag,
we use a transitive-reflexive relation ⪰ generated by computableS
⪰ minimal and minimal ⪰ arbitrary.
Thus, the combination of Theorems 3.13 and 3.25 can be rephra-
sed as: an AFSM (F ,R) is terminating if and only if (DDP(R),R,
minimal, formative) is finite, or if (but not only if) it is AFP and
(SDP(R),R, computableR , formative) is finite.
The core idea of the DP framework is to iteratively simplify a set
of DP problems via processors until nothing remains to be proved:
1Our framework is implicitly parametrised by the signature F♯ used for term forma-
tion, the arity function ar (Def. 2.7), and an ar-preserving marking function ()♯ from
F♯ to F♯ following Def. 3.2 (this function is the identity on symbols not in D). As
none of the processors in this paper modify these components, we leave them implicit.
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Definition 4.2 (Processor). A dependency pair processor (or just
processor) is a function that takes a DP problem and returns either
NO or a set of DP problems. A processor Proc is sound if a DP problem
M is finite whenever Proc(M) , NO and all elements of Proc(M) are
finite. A processor Proc is complete if a DP problem M is infinite
whenever Proc(M) = NO or contains an infinite element.
To prove finiteness of a DP problemM with the DP framework,
we proceed analogously to the first-order DP framework [20]: we
repeatedly apply sound DP processors starting fromM until none
remain. That is, we execute the following rough procedure: (1) let
A := {M}; (2) while A , ∅: select a problem Q ∈ A and a sound
processor Proc with Proc(A) , NO, and let A := (A \ {Q}) ∪ Proc(Q).
If this procedure terminates, then M is a finite DP problem. To
prove termination of an AFSM (F ,R), we would use as initial DP
problem either (DDP(R),R, minimal, formative) (see Thm. 3.13)
or alternatively (SDP(R),R, computableR , formative) (the latter
only if R is AFP, see Thm. 3.22 and Thm. 3.25; here η-expansion
following Def. 3.17 may be applied first). A proof of its finiteness
by the DP framework then implies termination of R.
Similarly, we can use the DP framework to prove infiniteness:
(1) let A := {M}; (2) while A , NO: select a problem Q ∈ A and
a complete processor Proc, and let A := NO if Proc(Q) = NO, or
A := (A \ {Q}) ∪ Proc(Q) otherwise. For non-termination of (F ,R),
the initial DP problem should be (DDP(R),R, minimal, formative)
(see Thm. 3.13). Note that the algorithms coincide while all pro-
cessors are sound and complete. In a tool, automation (or the user)
must resolve the non-determinism and select suitable processors.
Below, we will present a number of processors within the frame-
work. We will typically present processors by writing “for a DP
problem M satisfying X , Y , Z , Proc(M) = . . . ”. In these cases, we
let Proc(M) = {M} for any problemM not satisfying the properties.
Many more processors are possible, but we have chosen to present
a selection which touches on all aspects of the DP framework:
• processors which map a DP problem to NO (Thm. 4.33), a
singleton set (most) and a non-singleton set (Thm. 4.3);
• manipulating meta-variable conditions (Thm. 4.3, 4.21);
• changing not just the set P, but also the set R (Thm. 4.24,
Thm. 4.27) as well as the various flags (Thm. 4.27);
• using specific values of the f (Thm. 4.14, Thm. 4.24) andm
flags (Thm. 4.29, 4.27, and Thm. 4.31 form = computableS );
• using term orderings (Thm. 4.10, 4.14), a key part of many
termination proofs in the first- and higher-order settings.
All sound- and completeness claims are proved in Appendix E.
4.1 The dependency graph
We can leverage reachability information to decomposeDP problems.
In first-order rewriting, a graph structure is used to track which DPs
can possibly follow one another in a chain [4]. In our higher-order
setting, we define this dependency graph as follows.
Definition 4.3 (Dependency graph). A DP problem (P,R,m, f )
induces a graph structure DG, called its dependency graph, whose
nodes are the elements of P. There is a (directed) edge from ℓ1 ⇛
p1 (A1) to ℓ2 ⇛ p2 (A2) in DG iff one of the following holds:
• p1 has the form Z [s1, . . . , se ] t1 · · · tn (with e,n ≥ 0)
• p1 has the form f s1 · · · sn , ℓ2 has the form f u1 · · ·un (for
the same n) and there exist substitutions γ and δ that respect
A1 and A2 respectively and that map variables to variables,
such that each siγ ⇒∗R uiδ .
Example 4.4. Consider an AFSM with R = {f (λx .F [x]) ⇒
F [f (λx .0)]} for f : (nat→ nat) → nat. Let P := DDP(R) ={
(1) f♯ (λx .F [x]) ⇛ F [f (λx .0)] (∅),
(2) f♯ (λx .F [x]) ⇛ f♯ (λx .0) ({F : 1})
}
The dependency graph of (P,R, minimal, formative) is:
There is no edge from (2) to itself because there is no substitution γ
such that (λx .0)γ can be reduced to a term (λx .F [x])δ where δ (F )
regards its first argument (as⇒∗R cannot introduce new variables).
In general, the dependency graph for a given DP problem is
undecidable, which is why we consider approximations.
Definition 4.5 (Dependency graph approximation [30]). A finite
graphGθ approximates DG if θ is a function that maps the nodes of
DG to the nodes of Gθ such that, whenever there is an edge from
ρ1 to ρ2 in DG, there is an edge from θ (ρ1) to θ (ρ2) in Gθ . (There
may be edges in Gθ that have no corresponding edge in DG.)
Note that this definition allows for an infinite graph to be ap-
proximated by a finite one; infinite graphs may occur if R is infinite
(e.g., the union of all simply-typed instances of polymorphic rules).
If P is finite, we can take G := Gid with the same nodes as DG.
A simple approximation may have an edge whenever p1 is headed
by a meta-variable or head(p1) = head(ℓ2). However, one can also
take the meta-variable conditions into account, as we did in Ex. 4.4.
Theorem 4.6 (Dependency graph processor). The processor
ProcGθ that maps a DP problem M = (P,R,m, f ) to {({ρ ∈ P |
θ (ρ) ∈ Ci },R,m, f ) | 1 ≤ i ≤ n} if Gθ is an approximation of the
dependency graph ofM andC1, . . . ,Cn are the (nodes of the) strongly
connected components (SCCs) of Gθ , is both sound and complete.
Proof sketch. In an infinite (P,R)-chain [(ρi , si , ti ) | i ∈ N],
if ρi and ρi+j are both not beta, then there is a path from ρi to
ρi+j in DG. Since Gθ is finite, every infinite path in DG eventually
remains in a cycle in Gθ . This cycle is part of an SCC. □
Example 4.7. Let R be the set of rules from Ex. 4.4 and G be the
graph given there. Then ProcG (DDP(R),R, minimal, formative)
= {({f♯ (λx .F [x])⇛ F [f (λx .0)] (∅)},R, minimal, formative)}.
Example 4.8. The AFSM from Ex. 3.23 has dynamic DPs (1) f♯ 0
⇛ g♯ (λx .f x) (∅), (2) f♯ 0 ⇛ f♯ x (∅) and (3) g♯ (λx .F [x]) ⇛
F [1] (∅). Since variables cannot be reduced, we can choose an ap-
proximation G := Gid where there is no outgoing edge from (2).
Thus, ProcG maps (DDP(R),R,m, f ) to { ({(1), (3)},R,m, f ) }.
4.2 Processors based on reduction triples
At the heart of most DP-based approaches to termination proving
lie well-founded orderings to prove that certain DPs (or rules) can
be used only finitely often. For this, we use reduction triples [22, 30].
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Definition 4.9 (Reduction triple). A reduction triple (≿,≽,≻) con-
sists of two quasi-orderings ≿ and ≽ and a strict ordering ≻ on
meta-terms such that≿ is monotonic, all of≿,≽,≻ are meta-stable
(that is, ℓ ≿ r implies ℓγ ≿ rγ if ℓ is a closed pattern and γ a
substitution on domain FMV (ℓ) ∪ FMV (r ), and the same for ≽ and
≻),⇒β ⊆ ≿, and both ≿ ◦ ≻ ⊆ ≻ and ≽ ◦ ≻ ⊆ ≻.
In the first-order framework, the reduction pair processor [18]
seeks to orient all rules with ≿ and all DPs with either ≿ or ≻; if
this succeeds, those pairs oriented with ≻ may be removed.
For us, this is not ideal: the left- and right-hand side of a DP
may have different types; e.g., a DP f X ⇛ f♯ (∅) with f X : nat
and f♯ : nat → nat. Orderings like HORPO [25] or polynomial
interpretations [15] compare only (meta-)terms of the same type
(modulo renaming of sorts). They cannot deal well with fresh meta-
variables or variables in the right-hand side either – and while the
former are a likely source of non-termination, the latter are essen-
tially harmless. Thus, we adapt [30, Thm. 5.21] using alternative
ordering requirements to negate these problems.
Theorem 4.10 (Reduction triple processor). Let Bot be a
set {⊥σ : σ | all types σ } ⊆ F ♯ of unused constructors, M =
(P1 ⊎ P2,R,m, f ) a DP problem and (≿,≽,≻) a reduction triple
such that:
(1) for all ℓ ⇛ p (A) ∈ P1 ⊎ P2 with ℓ : σ1 → . . . → σm → ι
and p : τ1 → . . . → τn → κ we have:
• ℓ Z1 · · ·Zm ≻ p[®x := ®⊥] ⊥τ1 · · · ⊥τn if ℓ ⇛ p (A) ∈ P1
• ℓ Z1 · · ·Zm ≽ p[®x := ®⊥] ⊥τ1 · · · ⊥τn if ℓ ⇛ p (A) ∈ P2
where Z1 : σ1, . . . ,Zm : σm are fresh meta-variables and
[®x := ®⊥] is the substitution mapping all x : σ ∈ FV (p) to ⊥σ ;
(2) for all ℓ ⇒ r ∈ R, we have ℓ ≿ r ;
(3) if P1 ⊎ P2 contains a collapsing DP, then also:
• a X1 · · ·Xm ≽ Xi ⊥τ1 · · · ⊥τn if a : σ1 → . . . → σm →
ι ∈ M∪F ♯ , 1 ≤ i ≤ m andXi : τ1 → . . . → τn → κ ∈ M
(ι,κ ∈ S);
• f X1 · · ·Xar(f) ≽ f♯ X1 · · ·Xar(f) for all f ∈ F .
Then the processor Proc(≿,≽,≻) that maps M to {(P2,R,m, f )} is
both sound and complete.
Here, the elements of Bot take the role of minimal terms for the
ordering. We use them here to eliminate the free variables in the
right-hand sides of ordering requirements, which makes it easier
to apply traditional methods of generating a reduction triple.
While ≻ and ≽ may still have to orient meta-terms of distinct
types, these are always base types, which we could collapse to a
single sort. The only relation required to be monotonic, ≿, only
has to regard pairs of meta-terms of the same type. Also, while
right-hand sides of ordering requirements contain no fresh vari-
ables, they may still contain fresh meta-variables. This is one of the
weaknesses of static DPs; however, we may sometimes be able to
choose reduction triples that do not regard such meta-variables.
Example 4.11. Suppose F ⊇ {a : nat, f♯ : nat→ nat→ nat},
and P = {f♯ a X ⇛ f♯ y Z (∅)}. If R is empty, we have a require-
ment: f♯ aX ≻ f♯ ⊥nat Z . Since there is no collapsing DP, function
symbols do not have to regard all their arguments, and we can
orient the requirement above by using a polynomial interpretation
[15, 40] J with J(a) = 1, J(⊥nat) = 0 and J(f♯(n1,n2)) = n1.
For collapsing P, the last condition makes it hard to harness the
main strength of the first-order DP approach: filtering arguments of
function symbols, as we did in Ex. 4.11. This is one of theweaknesses
of dynamic DPs, which generate collapsing DPs.
Fortunately, we can often weaken the requirement. In [30], this
was accomplished by considering local AFSs, where reductions
inside an abstraction could be postponed. In the current setting,
this restriction can be generalised to the following condition:
Definition 4.12 (Abstraction-simple). A pair (P,R) is abstraction-
simple if for all left-hand sides ℓ of a rule in R or DP in P:
• ℓ is a fully extended linear pattern;
• meta-variables occur only as λx1 . . . xk .Z [x1, . . . ,xk ] in ℓ;
• if some element of R does not have base type, then all meta-
variables in ℓ have arity ≤ 1.
Note that the last requirement is always satisfied in AFSMs
obtained from AFSs, where all meta-variables have arity 0, and in
those obtained from HRSs, where all rules have base type.
Our reduction triple processor for DP problems (P,R,m, f )
with abstraction-simple (P,R) distinguishes function symbol oc-
currences inside abstractions by using a tag function.
Definition 4.13 (tag). For a set of DPs P and a set of rules R,
let funs(P,R) be the set of all f ∈ F ♯ occurring in P or R. Then
let funs−(P,R) be a subset of F disjoint of funs(P,R) and Bot
that contains, for every f : σ ∈ funs(P,R), a symbol f− : σ of
the same arity. For any arity-respecting closed meta-term s over
funs(P,R), let tag(s) denote s with all sub-expressions f s1 · · · sk
with k = ar(f) and FV (f s1 · · · sk ) , ∅ replaced by f− s1 · · · sk .
The tag function adds a special mark to any function symbol
between a lambda-abstraction λx and an occurrence of the bound
variable x . Thus, tag(λx .f x) = λx .f− x and tag(λx .f 0) = λx .f 0
(if ar(f) = 1). While [30] uses the tag function as part of the
definition of dependency chain, the DP framework confines it to
processors that actually use it, by harnessing the formative flag:
Theorem 4.14 (Abstraction-simple reduction triple pro-
cessor). Let Bot be a set {⊥σ : σ | all types σ } ⊆ F ♯ of unused
constructors. LetM = (P,R,m, f ) be a DP problemwithP = P1⊎P2.
Let (≿,≽,≻) be a reduction triple such that:
(1) (P,R) is abstraction-simple and f = formative;
(2) for all ℓ ⇛ p (A) ∈ P with ℓ : σ1 → . . . → σm → ι and
p : τ1 → . . . → τn → κ we have:
• ℓ Z1 · · ·Zm ≻tag(p[®x := ®⊥] ⊥τ1 · · · ⊥τn ) if ℓ⇛p (A) ∈ P1
• ℓ Z1 · · ·Zm≽tag(p[®x := ®⊥] ⊥τ1 · · · ⊥τn ) if ℓ⇛p (A) ∈ P2
where Z1 : σ1, . . . ,Zm : σm are fresh meta-variables and
[®x := ®⊥] is the substitution mapping all x : σ ∈ FV (p) to ⊥σ ;
(3) for all ℓ ⇒ r ∈ R, we have ℓ ≿ tag(r );
(4) f− X1 · · ·Xar(f) ≿ f X1 · · ·Xar(f) for all f ∈ funs(P,R);
(5) if P contains a collapsing DP, then also:
• a X1 · · ·Xm ≽ Xi ⊥τ1 · · · ⊥τn if a : σ1 → . . . → σm →
ι ∈ M ∪ funs−(P,R), 1 ≤ i ≤ m and Xi : τ1 → . . . →
τn → κ ∈ M (ι,κ ∈ S);
• f− X1 · · ·Xar(f) ≽ f♯ X1 · · ·Xar(f) for all f ∈ funs(P,R).
Then the processor Proctag(≿,≽,≻) that mapsM to {(P2,R,m, f )} is
both sound and complete.
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Proof sketch. If s ⇒∗R ℓγ by an ℓ-formative reduction, then
tag(s) ⇒∗R ℓ[ ®Z := tag(γ ( ®Z ))]. Thus, an infinite formative (P,R)-
chain induces an infinite (≿ ∪ ≽ ∪ ≻)-reduction, with every DP
in P1 corresponding to a ≻ step. Because x ∈ FV (q) in case (1) of
Def. 3.7 and FV (v) ∩ {®x} , ∅ in case (2b), we do not have to pass
through untagged symbols when reducing to a subterm. □
Example 4.15. To remove both pairs in the remaining DP problem
from Ex. 4.8 by Thm. 4.14, we must satisfy the requirements:
f♯ 0 ≻ g♯ (λx .f− x) g♯ (λx .F [x]) ≻ F [1] f− X ≽ f♯ X
f 0 ≿ g (λx .f− x) g (λx .F [x]) ≿ F [1] f− X ≿ f X
And both f− X ≽ X and always Z X1 · · ·Xm ≽ Xi ®⊥.
We can soundly extend higher-order polynomial interpretations
[15, 40] to meta-variables with arguments by JZ [s1, . . . , se ]KJ,α =
α(Z )(Js1KJ,α , . . . , Jse KJ,α ), as done in [28, Chapter 4]; the given
ordering requirements are satisfied by taking J(@σ→τ (f ,x)) =
max(f (x),x(®0)) and J(⊥®σ→ι (®x)) = 0.
4.3 From dynamic to static DPs
While Thm. 3.25 does not yield an equivalence result, it is observed
in [30] that the static approach is complete if SDP(R) ⊆ DDP(R),
as then every (SDP(R),R)-chain is also a (DDP(R),R)-chain. By
using the dependency graph we can even go beyond this.
Theorem 4.16. LetG := Gθ be a dependency graph approximation
for SDP(R), and let SDP(R)G := {ρ ∈ SDP(R) | θ (ρ) is on a cycle in
G}. Then the processor ProcSDPG that maps a DP problem (P,R,m, f )
to {(SDP(R)G ,R, computableR , formative)} if P ⊆ DDP(R) and
R is AFP, is sound; it is complete if also SDP(R)G ⊆ P.
Proof sketch. Soundness holds by a combination of Thm. 3.25
and 4.6, completeness since the processor only removes DPs. □
Thm. 4.16 can be applied at any time in the framework. Although
a typical application would be to do this at the start, doing it later
might be useful if we can first apply a processor to, for instance,
remove some non-AFP rules. This gives us “the best of both worlds”:
now reasoning based on dynamic and static DPs can be combined
within the same termination proof.
Example 4.17. Let R consist of the rules for map from Ex. 2.6
along with f L ⇒ map (λx .g x) L. Then DDP(R) consists of:
(1) map♯ (λx .Z [x]) (cons H T ) ⇛ Z [H ] (∅)
(2) map♯ (λx .Z [x]) (cons H T ) ⇛ map♯ (λx .Z [x]) T (∅)
(3) f♯ L ⇛ map♯ (λx .g x) L (∅)
(4) f♯ L ⇛ g♯ x (∅)
And SDP(R) = {(2), (3), (4′)}, where (4′) is f♯ L⇛ g♯ X (∅).We can
clearly choose a graph approximation Gid where (3) and (4′) have
no incoming edges. Thus, only (2′) is on a cycle;
ProcSDPGθ (DDP(R),R, minimal, formative) = { ({(2)},R,
computableR , formative) }, and we have not lost completeness.
4.4 Modifying collapsing dependency pairs
The following two processors, aimed at collapsing DPs, have no
counterpart in any first-order framework.
We start with a simple transformation of collapsing DPs that is
particularly relevant for AFSs, where meta-variables have arity 0:
Theorem 4.18 (Extended meta-application processor). Let
us define extend(s) := Z [t1, . . . , te , s1, . . . , sn ] if s = Z [t1, . . . , te ]
s1 · · · sn and extend(s) := s if s has any other form. The processor
Procextend that maps a DP problem (P,R,m, f ) to the singleton set
{(P ′,R,m, f )} with P ′ = {ℓ ⇛ extend(p) (A) | ℓ ⇛ p (A) ∈ P},
is sound. It is complete if P ⊆ DDP(R).
Proof sketch. By the definition of chains, for every occur-
rence of ℓ ⇛ Z [t1, . . . , te ] s1 · · · sn (A) in a (P,R)-chain, if γ (Z ) =
λx1 . . . xi .u with e < i ≤ n, then the occurrence is followed by
i − e steps with beta; we might as well do the β-reduction directly.
Completeness follows because, when P ⊆ DDP(R), the existence
of an infinite (P ′,R)-chain implies non-termination of⇒R . □
The advantage of extending meta-variable applications is two-
fold. First, it might enable other transformations, such as the one
we will discuss next. Second, it makes some reduction triples easier
to apply because the right-hand side is made smaller (see Sec. 4.2).
Example 4.19. Consider the AFSM with F ⊇ {f : nat→ nat, g
: (nat→ nat) → nat→ nat} andR = {f 0⇒ g (λx .0) 1, g F X ⇒
F (f X )}. Then DDP(R) consists of (1) f♯ 0 ⇛ g♯ (λx .0) 1 (∅),
(2) g♯ F X ⇛ F (f X ) (∅) and (3) g♯ F X ⇛ f♯ X (∅). We have
Procextend(DDP(R),R, minimal, formative) = {(P,R, minimal,
formative)} where P = {(1), (2′) g♯ F X ⇛ F [f X ] (∅), (3)}.
If we use reduction triples with an extension of polynomial inter-
pretations to AFSMs (see Ex. 4.15), the DP (2) gives a requirementJg♯ F X KJ,α ≽ max(α(F )(Jf X KJ,α ), Jf X KJ,α ). The DP (2′)
would instead generate Jg♯ F X KJ,α ≽ α(F )(Jf X KJ,α ).
Example 4.20. To see why the processor is not necessarily com-
plete if P ⊈ DDP(R), consider a DP problem (P, ∅,m, f ) with P =
{(1) f♯ F X ⇛ F a X (∅), (2) g♯ a⇛ f♯ (λxy.g x) a (∅)}. This DP
problem is finite: in an infinite chain [(ρi , si , ti ) | i ∈ N], if si = g♯ a
then si+3 = (λy.g a) a and neither case of Def. 3.7(1) applies. How-
ever, the DP problem ({(1′) f♯ F X ⇛ F [a,X ] (∅), (2)},R,m, f ) is
infinite, as demonstrated by the infinite dependency chain with
ρi = (1′) for even i and ρi = (2) for odd i .
In Sec. 4.1 we have seen how we can utilise meta-variable condi-
tions. Our next processor seeks to enable this by adding conditions.
Theorem 4.21 (Condition-adding processor). A processor
Procaddcond that maps a DP problem (P,R,m, f ) withm ⪰ minimal
to {(P ′,R,m, f )} if the following conditions are satisfied is both
sound and complete:
(1) for any term s that is terminating under ⇒R : there is no
minimal (P,R)-chain that starts in s♯ or any of its subterms;
(2) P = P1 ⊎ P2 where P2 contains only dependency pairs of the
form ℓ ⇛ Z [p1, . . . ,pe ] (A) with Z ∈ FMV (ℓ);
(3) P ′ = P1 ∪ {ℓ ⇛ Z [p1, . . . ,pe ] (A∪ {Z : i}) | ℓ ⇛ Z [p1, . . . ,
pe ] (A) ∈ P2 ∧ 1 ≤ i ≤ e}.
Proof sketch. If γ (Z ) disregards its first e arguments, yet
Z [p1, . . . ,pe ]γ starts an infinite chain, thenγ (Z ) is non-terminating
by condition (1), contradicting minimality. For completeness note
that a substitution that respects A ∪ {Z : i} also respects A. □
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Intuitively, if a DP collapses to Z [p1, . . . ,pe ], then γ (Z ) must
regard some pi in a minimal chain. Requirement (1) is satisfied if
P ⊆ DDP(R), but also if P ⊆ DDP(R)′ where DDP(R)′ is obtained
by applying the extended meta-variable processor to DDP(R).
Example 4.22. We continue Ex. 4.19. The condition-adding pro-
cessor with P2 = {(2)} maps (P,R, minimal, formative) to {(P ′,
R, minimal, formative)} where P ′ = {(1), (2′′) g♯ F X ⇛ F [f X ]
({F : 1}), (3)}. The dependency graphG for the remaining problem,
does not have an edge from (1) to (2′′) due to the condition. Thus,
ProcG (P ′,R, minimal, formative) = { ({(1), (3)},R, minimal,
formative), ({(2′′)},R, minimal, formative) }.
If duplication of dependency pairs is undesirable, we can take
for P2 the set of DPs in P whose right-hand side has the form Z [s].
Then, the condition-adding processor merely adds a condition.
With the processors in this paper, there is no benefit in applying
the processors of Sec. 4.4 more than once. Thus, it is a reasonable
strategy to apply these processors at the start of the algorithm for
the framework, and then ignore them in the rest of the process.
4.5 Rule removal without search for orderings
While processors often simplify only P, they can also simplify R.
One such processor uses the notion of formative rules: the rules
that suffice for formative reductions. As in the first-order case [16],
we use a semantic characterisation of formative rules. In practice,
we then work with over-approximations of this characterisation,
analogous to the dependency graph approximations in Thm. 4.6.
Definition 4.23. A function FR that maps a pattern ℓ and a set
of rules R to a set FR(ℓ,R) ⊆ R is a formative rules approximation
if for all s and γ : if s ⇒∗R ℓγ by an ℓ-formative reduction, then
this reduction can be done using only rules in FR(ℓ,R). We write
FR(P,R) = ⋃{FR(ℓi ,R) | f ℓ1 · · · ℓn ⇛ p (A) ∈ P ∧ 1 ≤ i ≤ n}.
A formative rules approximation for AFSs is provided in [30,
Def. 6.10]; an approximation for AFSMs is available in Appendix E.
The following result follows trivially from Def. 4.23:
Theorem 4.24 (Formative rules processor). For a formative
rules approximation FR, the processor ProcFR that maps a DP prob-
lem (P,R,m, formative) to {(P, FR(P,R),m, formative)} is both
sound and complete.
Example 4.25. Let FR be the trivial formative rules approxima-
tion: FR(Z ,R) = ∅ for Z ∈ M and FR(t ,R) = R otherwise. Con-
tinuing Ex. 4.22, we have ProcFR({(2′′)},R, minimal, formative)
= {({(2′′)}, ∅, minimal, formative)}. This problem is mapped to
{(∅, ∅, minimal, formative)} by the reduction triple processor, and
this in turn is mapped to ∅ by the dependency graph processor.
Where formative rules are generated from the left-hand sides of
DPs and rules, usable rules are generated from the right. Originating
in the first-order setting, this processor can eliminate potentially
many rules at once. However, it is only applicable to non-collapsing
P. It also imposes a heavy price on the flags.
Definition 4.26. A function UR that takes a pair (P,R) with P
non-collapsing and returns a set of rules is a usable rules approxi-
mation if a function φ from terminating terms to terms exists with:
• for all meta-terms s that occur as the direct argument of a
left- or right-hand side in P, and all substitutions γ such
that sγ is a terminating term: φ(sγ ) = sγφ ; here, γφ is the
substitution mapping each x ∈ dom(γ ) to φ(γ (x))
• if s ⇒∗R t and s is terminating, then φ(s) ⇒∗UR(P,R) φ(t).
Theorem 4.27 (Usable rules processor). For a usable rules
approximation UR, the processor ProcUR that maps a DP problem
(P,R,m, f ) with P non-collapsing and m ⪰ minimal to {(P,
UR(P,R), arbitrary, all)} is sound.
Proof sketch. Since P is non-collapsing, we can assume that
a (P,R)-chain [(ρi , si , ti ) | i ∈ N] has no beta entries; thus, with
φ ′(f s1 · · · sn ) := f φ(s1) · · ·φ(sn ), the sequence [(ρi ,φ ′(si ),φ ′(ti ))
| i ∈ N] is well-defined and an infinite (P,UR(P,R))-chain. □
This semantic notion of usable rules approximation differs wild-
ly from first-order counterparts (and the higher-order definition
in [43]) by leaving the choice of UR completely free; it is not, for
instance, required that UR(P,R) ⊆ R. This also differs from the
semantic notion of usable rules in [46], which however considers the
classical notion of usable rules defined for innermost termination.
Usable rules for full termination, called “needed rules” in [46], with
a transformation φ are still defined syntactically in [46].
An example approximation is the union of usable rules following
[43] (adapted to AFSMs) with Cϵ := {pσ X Y ⇒ X , pσ X Y ⇒ Y |
any type σ }, where pσ : σ → σ → σ . However, this leaves all
rules usable if any DP or usable rule of P is collapsing – which
is common, even when P ⊆ SDP(R). It would be worthwhile to
research alternative approximations not subject to this weakness.
As in the first-order case, we can use usable rules inside reduc-
tion triple processors without losing the minimal and formative
flags. For example, both in Thm. 4.10 and Thm. 4.14 we could use
UR(P,R) in case (3). Even stronger results could likely be obtained
by considering formative and usable rules with respect to an argu-
ment filtering [16, 20] (which is beyond the scope of this paper).
4.6 Subterm criterion processors
Reduction triple processors are powerful, but they exert a compu-
tational price: we must orient all rules in R. The subterm criterion
processor allows us to remove DPs without considering R at all. It
is based on a projection function [22]. In our higher-order setting:
Definition 4.28. For P non-collapsing, let heads(P) be the set of
all symbols f that occur as the head of a left- or right-hand side of a
DP in P. A projection function for P is a function ν : heads(P) → N
such that for all dependency pairs ℓ ⇛ p (A) ∈ P, the function ν
with ν (f s1 · · · sn ) = sν (f) is well-defined both for ℓ and for p.
Note the limitation to non-collapsing dependency pairs, which
is essential for the subterm criterion [22, 30, 32, 43] to work.
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Theorem 4.29 (Subterm criterion processor). The processor
Procsubcrit that maps a DP problem (P,R,m, f ) withm ⪰ minimal
to {(P2,R,m, f )} if the following holds is both sound and complete:
• P = P1 ⊎ P2 is non-collapsing;
• a projection function ν exists such that ν (ℓ)  ν (p) for ℓ ⇛
p (A) ∈ P1 and ν (ℓ) = ν (p) for ℓ ⇛ p (A) ∈ P2.
Proof sketch. If the given conditions are satisfied, every infin-
ite (P,R)-chain induces an infinite  · ⇒∗β sequence which starts
in a strict subterm of t1, contradicting minimality unless all but
finitely many steps are equality. Since every occurrence of a pair in
P1 results in a strict  step, a tail of the chain lies in P2. □
Example 4.30. Using ν (map♯) = 2, Procsubcrit maps the DP
problem ({(2)},R, computableR , formative) from Ex. 4.17 to
{(∅,R, computableR , formative)}.
The subterm criterion can be strengthened, following [32, 43],
to also for instance handle DPs like the one in Ex. 3.20. Here, we
focus on a new idea. When considering computable chains, we can
build on the idea of the subterm criterion to get something more.
Theorem 4.31 (Static subterm criterion processor). The
processor Procstatcrit that maps a DP problem (P,R, computableS ,
f ) to {(P2,R, computableS , f )} provided the following conditions
hold is both sound and complete:
• P = P1 ⊎ P2 is non-collapsing
• a projection function ν exists such that ν (ℓ) = ν (p) for all
ℓ ⇛ p (A) ∈ P1 and ν (ℓ) = ν (p) for all ℓ ⇛ p (A) ∈ P2; here,
= is the relation on base-type terms such that s = t if s , t
and (a) s acc t or (b) there exists a meta-variable Z such that
s acc Z [x1, . . . ,xk ] and t = Z [t1, . . . , te ] s1 · · · sn
Proof sketch. If the given conditions are satisfied, every infin-
ite (P,R)-chain induces an infinite (⇛CS ∪ ⇒β )∗· ⇒∗R sequence
(where CS is a computability set for⇒S following Thm. 2.12) that
starts in an immediate subterm of t1, contradicting computability
unless all but finitely many steps are equality, while every occur-
rence of a pair in P1 results in a strict (⇛C ∪ ⇒β )+ step. □
Example 4.32. By Ex. 3.21, the AFSM (F ,R) from Ex. 2.8 is ter-
minating if (P,R, computableR , formative) is finite, where P is:
rec♯ (s X ) K F G ⇛ rec♯ X K F G (∅)
rec♯ (lim H ) K F G ⇛ rec♯ (H M) K F G (∅)
Consider the projection function ν with ν (rec♯) = 1. As s X acc
X and lim H acc H , we have both s X = X and lim H =
H M . Thus Procstatc(P,R, computableR , formative) = {(∅,R,
computableR , formative)}. We obtain termination of R by using
the dependency graph processor on the remaining DP problem.
The static subterm criterion fundamentally relies on the new
computableR flag, so it has no counterpart in the literature so far.
4.7 Non-termination
While (most of) the processors presented thus far are complete,
none of them can actually return NO. We have not yet implemented
any dedicated automation to this end; however, we can already give
a general specification of such a non-termination processor.
Theorem 4.33 (Non-termination processor). LetM = (P,R,
m, f ) be a DP problem. The processor Procinfinite that maps M to
NO if it determines that a sufficient criterion for non-termination of R
or for existence of an infinite (P,R)-dependency chain according to
the flagsm and f holds is sound and complete.
Example 4.34. The AFSM from Ex. 3.14 is non-terminating if
(P,R, minimal, formative) is infinite, where P := DDP(R) =
{ap (lm F ) X ⇛ F X (∅)}. Write s ⇛P t if there exist a pair
ℓ ⇛ p (A) ∈ P and a substitution γ respecting A such that s = ℓγ
and t = pγ . Then the existence of a loop s1 (⇛P ∪ ⇒R ) . . . (⇛P
∪ ⇒R ) sn (⇛P ∪ ⇒R ) s1 such that the strict subterms of each si
are not instances of any rule and such that every step is formative is
certainly a sufficient criterion. Thus, since such a sequence is given
in Ex. 3.14, Procinfinite(DDP(R),R, minimal, formative) = NO.
Aside from dedicated higher-order criteria (as used in Ex. 3.14),
we can also borrow non-termination criteria from first-order re-
writing [14, 19, 39], with minor adaptions to the typed setting.
5 CONCLUSIONS AND FUTUREWORK
We have presented a full integration of static and dynamic higher-
order dependency pairs in a unified DP framework for termination
and non-termination. Our formulation is based on AFSMs, which
makes it applicable to various higher-order rewriting formalisms.
This framework considers not only arbitrary and minimally
non-terminating dependency chains, but also minimally non-com-
putable chains. This lets us efficiently handle rules like Ex. 2.8 even
as part of a larger system. We use formative reductions to isolate
the use of “tags” in [30] to a processor and presented several new
processors, many of which have no counterpart in the literature.
To provide a strong formal groundwork for the higher-order DP
framework, we have presented many of our processors in a gen-
eral way, using semantic definitions of, e.g., the dependency graph
approximation as well as formative and usable rules rather than
syntactic definitions using functions like TCap [19]. Even so, most
parts of the DP framework for AFSMs have been implemented in
the open-source termination proverWANDA [27], which has won
the higher-order category of the International Termination Compet-
ition [47] (analysing AFSs) four times. In the International Conflu-
ence Competition [12], the tools ACPH [37] and CSI^ho [35] also
useWANDA as their “oracle” of choice for termination proofs on
HRSs. This highlights the versatility of AFSMs and the amenability
of the DP framework as a theoretical foundation for an automatic
termination analysis tool for higher-order rewriting.
Future work. DP frameworks for first-order rewriting exist also
specialised to particular rewrite strategies, such as innermost [20]
and context-sensitive [2] rewriting. In future work, we plan to
extend the higher-order DP framework to rewrite strategies, most
importantly implicit β-normalisation, to have a complete analysis
also for patternHRSs of third order and above. Strategies inspired by
the evaluation strategies of functional programming languages like
OCaml or Haskell are natural additions as well. A different direction
for extensions would be to reduce the number of term constraints
solved by the reduction triple processor via a tighter integration
with usable and formative rules with respect to argument filterings,
and dedicated automation for detecting non-termination.
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A ARITY FUNCTIONS
In this appendix, we will prove the claim made in the text that if R
respects a certain arity function ar – that is, if for all ℓ ⇒ r ∈ R
both ℓ and r respect ar – then for the sake of termination we only
need to consider terms that respect ar .
To this end, we will use the following transformation:
Definition A.1. Given an arity function ar and term s , let incar (s)
be given by:
incar (x t1 · · · tn ) = x incar (t1) · · · incar (tn ) (if x ∈ V)
incar (f t1 · · · tn ) = λxn+1 . . . xk .f incar (t1) · · · incar (tn )
xn+1 · · · xk (if f ∈ F and k = ar(f))
incar ((λx .s) t1 · · · tn ) = (λx .incar (s)) incar (t1) · · · incar (tn )
Here, λxn+1 . . . xk .t should be read as just t if n ≥ k .
To prove results on incar , the following observation is useful:
Lemma A.2. incar (s) incar (t1) · · · incar (tn ) ⇒∗β incar (s t1 · · · tn )
for all s, ®t .
Proof. Consider the form of s . If s has any form other than
fu1 · · ·ui with i < ar(f), we immediately obtain incar (s t1 · · · tn ) =
incar (s) incar (t1) · · · incar (tn ). If s does have this form, on the one
hand incar (s) = λxi+1 . . . xk .f incar (u1) · · · incar (ui ) xi+1 · · · xk ,
where k := ar(f), and on the other hand incar (s t1 · · · tn ) =
λxi+n+1 . . . xk .f incar (u1) · · · incar (ui ) incar (t1) · · · incar (tn )
xi+n+1 · · · xk . It is clear that incar (s) incar (t1) · · · incar (tn ) reduces
in either n steps (if n + i ≤ k) or k − i steps (if n + i > k) to
incar (s t1 · · · tn ). □
Having Lemma A.2 as an aid, we easily see that incar is well-
behaved for substitution, both on terms and meta-terms. In the
following lemmas, γ is a substitution and γ incar is the substitution
on domain dom(γ ) that maps each (meta-)variable x to incar (γ (x)).
Lemma A.3. If s is a term, then incar (s)γ incar ⇒∗β incar (sγ ).
Proof. By a straightforward induction on the form of s; the
only case where ⇒∗β is explicitly needed is when s = x t1 · · · tn
and γ (x) = f u1 · · ·ui with i < ar(f), in which case we apply
Lemma A.2. We will set out each of the cases in detail.
If s = f t1 · · · tn , then incar (s) = (λxn+1 . . . xk .f incar (t1) · · ·
incar (tn ) xn+1 · · · xk ) for k := ar(f), so incar (s)γ incar = λxn+1 . . .
xk .f (incar (t1)γ incar ) · · · (incar (tn )γ incar ) xn+1 · · · xk , which by the
induction hypothesis ⇒∗β λxn+1 . . . xk .f incar (t1γ ) · · · incar (tnγ )
xn+1 · · · xk = incar (f (t1γ ) · · · (tnγ )) = incar (sγ ).
If s = (λx .t0) t1 · · · tn we also easily complete by induction hy-
pothesis: incar (s)γ incar = (λx .(incar (t0)γ incar )) (incar (t1)γ incar ) · · ·
(incar (tn )γ incar ), which by the induction hypothesis reduces to (λx .
incar (t0γ )) incar (t1γ ) · · · incar (tnγ ) = incar (sγ ).
If s = x t1 · · · tn then incar (s)γ incar = γ incar (x) (incar (t1)γ incar )
· · · (incar (tn )γ incar ), which by the induction hypothesis reduces to
γ incar (x) incar (t1γ ) · · · incar (tnγ ), and by Lemma A.2 this reduces
to incar (γ (x) (t1γ ) · · · (tnγ )) = incar (sγ ). □
Lemma A.4. If γ (Z ) ≈e λx1 . . . xe .u, then also γ incar (Z ) ≈e
λx1 . . . xe .incar (u).
Proof. If γ (Z ) = λx1 . . . xe .u then clearly γ incar (Z ) = λx1 . . .
xe .incar (u), so also γ (Z ) ≈e λx1 . . . xe .incar (u).
Otherwise, γ (Z ) = λx1 . . . xi .q with i < e and u = q xi+1 · · · xe ,
and q not an abstraction. Write q = q′ q1 · · ·qn with q′ not an
application (so either q′ is an abstraction and n > 0, or q′ ∈ V∪F ).
If q′ < F , then incar (q) = incar (q′) incar (q1) · · · incar (qn ) and
incar (q xi+1 · · · xe ) = incar (q′) incar (q1) · · · incar (qn ) xi+1 · · · xe .
Also if q′ ∈ F but i ≥ ar(q′) we have incar (q) = q′ incar (q1) · · ·
incar (qn ) and incar (q xi+1 · · · xe ) = q′ incar (q1) · · · incar (qn ) xi+1
· · · xe . Either way, γ incar (Z ) ≈e λx1 . . . xe .incar (q) xi+1 · · · xe =
λx1 . . . xe .incar (u).
If q′ = f ∈ F and n < ar(f) =: k , then incar (q) = λyn+1 . . .yk .f
incar (q1) · · · incar (qn ) yn+1 · · ·yk , Using α-conversion (and intro-
ducing new variables xe+1 . . . xi+k−n if k−n > e−i) this is equal to
λxi+1 . . . xi+k−n .f incar (q1) · · · incar (qn ) xi+1 · · · xi+k−n . Thus we
have: γ incar (Z ) = λx1 . . . xi+k−n .f incar (q1) · · · incar (qn ) xi+1 · · ·
xi+k−n . There are two possibilities:
• k − n ≤ e − i: then i + k − n ≤ e and γ incar (Z ) ≈e λx1 . . . xe .
f incar (q1) · · · incar (qn ) xi+1 · · · xi+k−n · · · xe = λx1 . . . xe .
incar (u) because in this case incar (u) = incar (f q1 · · ·qn
xi+1 · · · xe ) = f incar (q1) · · · incar (qn ) xi+1 · · · xe .
• k − n > e − i: then γ incar (Z ) ≈e γ incar (Z ) = λx1 . . . xe .λxe+1
. . . xi+k−n .f incar (q1) · · · incar (qn ) xi+1 · · · xe · · · xi+k−n =
λx1 . . . xe .incar (u) because in this case incar (u) = incar (f q1
· · ·qn xi+1 · · · xe ) = λxe+1 . . . xi+a−n .f incar (q1) · · ·
incar (qn ) xi+1 · · · xi+k−n . □
Lemma A.5. If s is a meta-term that respects ar and whose domain
includes all meta-variables in s , then sγ incar ⇒∗β incar (sγ ).
Proof. We use an induction similar to the one used in the proof
of Lemma A.3. This gives the same cases and reasoning as before,
except that in the first case (s = f t1 · · · tn ) we have n ≥ k because
s respects ar , so incar (sγ ) = f incar (t1γ ) · · · incar (tnγ ), allowing
the induction to proceed. We also have an additional case if s =
Z [s1, . . . , se ] t1 · · · tn and γ ≈e λx1 . . . xe .u, then (by Lemma A.4)
sγ incar = incar (u)[x1 := s1γ incar , . . . ,xe := seγ incar ] (t1γ incar ) · · ·
(tnγ incar ), which by the induction hypothesis reduces to incar (u)
[x1 := incar (s1γ ), . . . ,xe := incar (seγ )] incar (t1γ ) · · · incar (tnγ ),
and by Lemma A.3 to incar (u[x1 := s1γ , . . . ,xe := seγ ]) incar (t1γ )
· · · incar (tnγ ). Now we complete with Lemma A.2. □
Lemma A.6. If s is a pattern that respects ar and dom(γ ) con-
tains only meta-variables, and contains all meta-variables in s , then
sγ incar = incar (sγ ).
Proof. We again proceed by induction. If s = f t1 · · · tn (with
n ≥ ar(f)) we immediately complete with the induction hypothesis;,
also if s = λx .s ′ or x t1 · · · tn with x ∈ V (since x < dom(γ )). The
only remaining case is Z [x1, . . . ,xk ], in which case we can write
γ (Z ) = λx1 . . . xk .t and have sγ incar = incar (t) = incar (sγ ). □
The results on substitution make it easy to prove that reduction
is preserved under incar :
Lemma A.7. Suppose that all rules in R respect ar . Then whenever
s ⇒R t also incar (s) ⇒R incar (t).
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Proof. By induction on the form of s . If s has the form x s1 · · · sn
or f s1 · · · sn or (λx .s0) s1 · · · sn and the reduction takes place in one
of the si , we immediately complete by the induction hypothesis.
Otherwise the reduction takes place at the head; it could be either
by a rule step or a β step.
In the first case, s = f s1 · · · sn and there exist a rule f ℓ1 · · · ℓi ⇒
r and substitution γ such that n ≥ i and sj = ℓjγ for 1 ≤ j ≤ i and
t = (rγ ) si+1 · · · sn . Since R respects ar , in particular f ℓ1 · · · ℓi and
r do so, and n ≥ i ≥ ar(f). Thus,
incar (s)
= f incar (s1) · · · incar (sn )
= f incar (ℓ1γ ) · · · incar (ℓiγ ) · · · incar (sn )
= f (ℓ1γ incar ) · · · (ℓiγ incar ) incar (si+1) · · · incar (sn )
(by Lemma A.6)
⇒R (rγ incar ) incar (si+1) · · · incar (sn )
⇒∗β incar (rγ ) incar (si+1) · · · incar (sn ) (by Lemma A.5)
⇒∗β incar ((rγ ) si+1 · · · sn ) (by Lemma A.2)
= incar (t)
In the second case, s = (λx .u) s0 · · · sn and thus t = u[x :=
s0] s1 · · · sn . We have
incar (s)
= (λx .incar (u)) incar (s0) · · · incar (sn )
⇒β incar (u)[x := incar (s0)] incar (s1) · · · incar (sn )
⇒∗β incar (u[x := s0]) incar (s1) · · · incar (sn ) (by Lemma A.3)
⇒∗β incar (u[x := s0] s1 · · · sn ) (by Lemma A.2)
= incar (t)
□
With reduction steps being preserved, the statement from the
text now follows immediately:
Theorem A.8. If for all rules ℓ ⇒ r in R both ℓ and r respect ar ,
then⇒R is terminating if and only if all arity-respecting terms are
terminating under⇒R .
Proof. Termination of⇒R is by definition equivalent to termin-
ation of all terms under⇒R . Obviously if all terms are terminating,
then so are all arity-respecting terms. This provides one direction.
For the other, suppose that there is a non-terminating term, so
we can construct a sequence s0 ⇒R s1 ⇒R s2 ⇒R . . . . Then
Lemma A.7 implies that there is a non-terminating arity-respecting
term as well: incar (s0) ⇒+R incar (s1) ⇒+R incar (s2) ⇒+R . . . . □
B COMPUTABILITY: THE SET C
In this appendix, we prove Thm. 2.12: the existence of an RC-set C
that provides an accessibility relation acc that preserves comput-
ability, and a base-type accessibility step⇛C that preserves both
computability and termination.
As we have said before,V and F contain infinitely many sym-
bols of all types. We will use this to select variables or constructor
symbol of any given type without further explanation.
These proofs do not require that computability is considered with
respect to a rewrite relation: other relations (such as recursive path
orderings) may be used as well. To make this explicit, we will use
an alternative relation symbol, =.
Note: a more extensive discussion of complexity can be found
in [9]. Our notion of accessibility largely corresponds to mem-
bership of the computability closure defined there (although not
completely).
B.1 Definitions and main computability result
Definition B.1. In Appendix B,= is assumed to be a given relation
on terms of the same type, with respect to which we consider
computability. We require that:
• = is monotonic (that is, s = t implies that s u = s ′ u and
u s = u s ′ and λx .s = λx .s ′);
• for all variables x : x s1 · · · sn = t implies that t has the form
x s1 · · · s ′i · · · sn with si = s ′i ;• if s ⇒∗
headβ u and s = t , then there exists v such that
u =∗ v and t ⇒∗
headβ v; here,⇒headβ is the relation gen-
erated by the head-step (λx .u) v w1 · · ·wn ⇒headβ u[x :=
v]w1 · · ·wn ;
• if t is the headβ-normal form of s , then s =∗ t .
We call a term neutral if it has the form x s1 · · · sn or (λx .u) s0 · · · sn .
The generality obtained by imposing only the minimal require-
ments needed on = is not needed in the current paper (where we
only consider computability with respect to a rewrite relation), but
could be used to extend the method to other domains. First note:
Lemma B.2. A rewrite relation⇒R satisfies the requirements of
= stated in Def. B.1.
Proof. Clearly⇒R is monotonic, applications with a variable at
the head cannot be reduced at the head, and moreover⇒R includes
⇒headβ .
The third property we prove by induction on s with⇒β , using
⇒∗R instead of⇒R for a stronger induction hypothesis. If s = u,
then we are done choosing v := t . Otherwise we can write s =
(λx .q) w0 w1 · · ·wn and s ⇒headβ s ′ := q[x := w0] w1 · · ·wn , and
s ′ ⇒∗
headβ u. If the reduction s ⇒∗R t does not take any head steps,
then
t = (λx .q′)w ′0 w ′1 · · ·w ′n ⇒∗headβ q′[x := w ′0]w ′1 · · ·w ′n =: v
and indeed u ⇒∗R v by monotonicity. Otherwise, by the same
argument we can safely assume that the head step is done first, so
s ′ ⇒∗R t ; we complete by the induction hypothesis. □
Recall Def. 2.9 from the text.
Definition 2.9 (with = rather than ⇒R ). A set of reducibility
candidates, or RC-set, for a relation = as in Def. B.1 is a set I of
base-type terms s : ι such that:
• every term in I is terminating under =
• I is closed under = (so if s ∈ I and s = t then t ∈ I )
• if s is neutral, and for all t with s = t we have t ∈ I , then
s ∈ I
We define I -computability for an RC-set I by induction on types:
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• s : ι is I -computable if s ∈ I (ι ∈ S)
• s : σ → τ is I -computable if for all terms t : σ that are
I -computable, s t is I -computable
For ι a sort and I an RC-set, we will write I (ι) = {s ∈ I | s : ι}.
Let us illustrate Def. 2.9 with two examples:
Lemma B.3. The set SN of all terminating base-type terms is an
RC-set. The set MIN of all terminating base-type terms whose headβ-
normal form can be written x s1 · · · sm with x ∈ V is also an RC-set.
Proof. It is easy to verify that the requirements hold for SN.
For MIN, clearly termination holds. If s ∈ MIN, then s ⇒∗
headβ
x s1 · · · sm =: s ′, so for any t with s =∗ t the assumptions on =
provide that t ⇒∗
headβ v for some =
∗-reduct of s ′, which can only
have the form x t1 · · · tm . Finally, we prove that a neutral term s is
inMIN if all its =+-reducts are, by induction on s with⇒β (this
suffices because we have already seen that MIN is closed under
=). If s = x s1 · · · sm then it is included inMIN if it is terminating,
which is the case if all its reducts are terminating, which is certainly
the case if they are in MIN. If s = (λx .u) v w1 · · ·wm then it is
included if (a) all its reducts are terminating (which is satisfied if
they are in MIN), and (b) the headβ-normal form s ′ of s has the
right form, which holds because s =+ s ′ (as⇒headβ is included in
=) and therefore s ′ ∈ MIN by assumption. □
In fact, we have thatMIN ⊆ I ⊆ SN for all RC-sets I . The latter in-
clusion is obvious by the termination requirement in the definition
of RC-sets. The former inclusion follows easily:
Lemma B.4. For all RC-sets I , MIN ⊆ I .
Proof. We prove by induction on = that all elements of MIN
are also in I . It is easy to see that if s ∈ MIN then s is neutral.
Therefore, s ∈ I if t ∈ I whenever s = t . But since MIN is closed
by Lemma B.3, each such t is inMIN, so also in I by the induction
hypothesis. □
Aside from minimality of MIN, Lemma B.4 actually provides
I -computability of all variables, regardless of I . We prove this along-
side termination of all I -computable terms.
Lemma B.5. Let I be an RC-set. The following statements hold for
all types σ :
(1) all variables x : σ are I -computable
(2) all I -computable terms s : σ are terminating (wrt. =)
Proof. By a mutual induction on the form of σ , which we may
safely write σ1 → . . . → σm → ι (withm ≥ 0 and ι ∈ S).
(1) By definition of I -computability, x : σ is computable if and
only ifx s1 · · · sm ∈ I for all I -computable terms s1 : σ1, . . . , sm : σm .
However, as all σi are smaller types, we know that such terms si
are terminating, so Lemma B.4 gives the required result.
(2) Let x1 : σ1, . . . ,xm : σm be variables; by the induction
hypothesis they are computable, and therefore s x1 · · · xm is in
I and therefore terminating. Then the head, s , cannot itself be non-
terminating (by monotonicity of =). □
While SN is indisputably the easiest RC-set to define and work
with, it will be beneficial for the strength of the method to consider
a set strictly betweenMIN and SN. To this end, we assume given an
ordering on types, and a function mapping each function symbol f
to a set Acc(f) of arguments positions. Here, we deviate from the
text by not fixing Acc; again, this generality is not needed for the
current paper, but is done with an eye on future extensions.
Definition B.6. Assume given a quasi-ordering ⪰S on S whose
strict part ≻S := ⪰S \ ⪯S is well-founded. Let ≈S denote the
corresponding equivalence relation ≈S := ⪰S ∩ ⪯S .
For a type σ ≡ σ1 → . . . → σm → κ (with κ ∈ S) and sort
ι, we write ι ⪰S+ σ if ι ⪰S κ and ι ≻S− σi for each i , and we write
ι ≻S− σ if ι ≻S κ and ι ⪰S+ σi for each i .
For f : σ1 → . . . → σm → ι we assume given a set Acc(f) ⊆ {i |
1 ≤ i ≤ m ∧ ι ⪰S+ σi }. For x : σ1 → . . . → σm → ι ∈ V , we write
Acc(x) = {i | 1 ≤ i ≤ m ∧ σi = τ1 → . . . → τn → κ ∧ ι ⪰S κ}.
We write s acc t if either s = t , or s = λx .s ′ and s ′ acc t , or
s = a s1 · · · sn with a ∈ F ∪V and si acc t for some i ∈ Acc(a).
Remark: This definition of the accessibility relations deviates
from, e.g., [11] by using a pair of relations (⪰S+ and ≻S− ) rather than
positive and negative positions. This is not an important difference,
but simply a matter of personal preference; using a pair of relations
avoids the need to discuss type positions in the text, allowing for
a shorter presentation. It is also not common to allow a choice in
Acc(f), but rather to fix Acc(f) = {σi | 1 ≤ i ≤ m ∧ ι ⪰S+ σ } for
some symbols (for instance constructors) and Acc(f) = ∅ for the
rest. We elected to leave the choice open for greater generality.
The interplay of the positive and negative relations ⪰S+ and ≻S−
leads to an important result on RC-sets.
Lemma B.7. Fix a sort ι ∈ S. Suppose I , J are RC-sets such that
I (κ) = J (κ) for all κ with ι ≻S κ and I (κ) ⊆ J (κ) if ι ≈S κ. Let s : σ .
Then we have:
• If ι ⪰S+ σ , then if s is I -computable also s is J -computable.
• If ι ≻S− σ , then if s is J -computable also s is I -computable.
Proof. Weprove both statements together by a shared induction
on the form of σ . We can always write σ ≡ σ1 → . . . → σm → κ
with κ ∈ S.
First suppose ι ⪰S+ σ ; then ι ⪰S κ – so I (κ) ⊆ J (κ) – and each
ι ≻S− σi . Assume that s is I -computable; we must show that it is
J -computable, so that for all J -computable t1 : σ1, . . . , tm : σm we
have: s t1 · · · tm ∈ J . However, by the induction hypothesis each ti
is also I -computable, so s t1 · · · tm ∈ I (κ) ⊆ J (κ) by the assumption.
For the second statement, suppose ι ≻S− σ ; then ι ≻S κ, so I (κ) =
J (κ). Assume that s is J -computable; I -computability follows if
s t1 · · · tm ∈ I (κ) = J (κ) whenever t1, . . . , tm are
I -computable. By the induction hypothesis they are J -computable,
so this holds by assumption. □
The RC-setC whose existence is asserted below offers computab-
ility with a notion of accessibility. It is worth noting that this is not
a standard definition, but is designed to provide an additional rela-
tionship⇛I that is terminating on computable terms. This relation
will be useful in termination proofs using static DPs.
Theorem B.8. Let⇛I be the relation on base-type terms where
f s1 · · · sm ⇛I si t1 · · · tn whenever i ∈ Acc(f) and si : σ1 → . . . →
σn → ι and each tj is I -computable.
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There exists an RC-set C such that C = {s : ι | ι ∈ S ∧ s is
terminating under = ∪ ⇛C and if s =∗ f s1 · · · sm : ι then si is
C-computable for all i ∈ Acc(f)}.
Proof. We will define, by well-founded induction on ι using
⪰S , a set Aι of terms as follows.
Assume Aκ has already been defined for all κ with ι ≻S κ, and
let Xι be the set of RC-sets I such that I (κ) = Aκ whenever ι ≻S κ.
We observe that Xι is a complete lattice with respect to ⊆: defining
the bottom element ⊔∅ := ⋃{Aκ | ι ≻S κ} ∪ MIN and the top
element ⊓∅ := ⋃{Aκ | ι ≻S κ} ∪ ⋃{ SN(κ) | ¬(ι ≻S κ)}, and
letting⊔Z := ⋃Z , ⊓Z := ⋂Z for non-emptyZ , it is easily checked
that ⊓ and ⊔ give a greatest lower and least upper bound within
Xι respectively. Now for an RC-set I ∈ Xι , we let:
Fι (I ) = {s ∈ I | s : κ ̸≈S ι}
∪ {s ∈ T (F ,V, ar) | s : κ ≈S ι ∧ s is terminating
under = ∪⇛I ∧ if s =∗ f s1 · · · sm for a symbol
f ∈ F then ∀i ∈ Acc(f) [ti is I -computable]}
Clearly, Fι maps elements of Xι to Xι : terms of type κ ̸≈S ι
are left alone, and Fι (I ) satisfies the properties to be an RC-set.
Moreover, Fι is monotone. To see this, let I , J ∈ Xι such that I ⊆ J ;
we must see that Fι (I ) ⊆ Fι (J ). To this end, let s ∈ Fι (I ); we will see
that also s ∈ Fι (J ). This is immediate if s : κ ̸≈S ι, as membership
in Xι guarantees that Fι (I )(κ) = I (κ) ⊆ J (κ) = Fι (J )(κ). So assume
s : κ ≈S ι. We must see two things:
• s is terminating under = ∪ ⇛J . We show that = ∪ ⇛J ⊆
= ∪ ⇛I ; as s is terminating in the latter, the requirement
follows. Clearly = ⊆ = ∪ ⇛I , so assume s ⇛J s ′. Then
s = f t1 · · · tm and s ′ = ti u1 · · ·un for i ∈ Acc(f) and J -
computable u1, . . . ,un . We can write ti : σ1 → . . . → σn →
κ and since i ∈ Acc(f) we have ι ⪰S κ and ι ≻S− σj for each
j. By Lemma B.7 then each uj is also I -computable, so also
s ⇛I s1.
• If s =∗ f s1 · · · sm for some symbol f then for all i ∈ Acc(f):
ti is J -computable. But this is obvious: as s ∈ Fι (I ), we know
that such ti are I -computable, and since ι ⪰S+ σi for i ∈
Acc(f), Lemma B.7 provides J -computability.
Thus, F is a monotone function on a lattice; by Tarski’s fixpoint
theorem there is a fixpoint, so an RC-set I such that for all sorts κ:
• if ι ≻S κ then I (κ) = Aκ ;
• if ι ≈S κ then I (κ) = {s ∈ T (F ,V, ar) | s : κ ∧ s is
terminating under= ∪⇛I ∧ if s =∗ f s1 · · · sm for a symbol
f then ∀i ∈ Acc(f) [ti is I -computable]}
We define Aκ := I (κ) for all κ ≈S ι.
Now we let C :=
⋃
ι∈S Aι . Clearly, C satisfies the requirement
in the theorem. □
Thm. B.8 easily gives the proof of Thm. 2.12 in the text:
Proof of Thm. 2.12. Thm. 2.12 follows by taking ⇒R for =
(which satisfies the requirements by Lemma B.2) and taking for
each Acc(f) the maximum set {i | 1 ≤ i ≤ m ∧ ι ⪰S+ σi }. □
B.2 Additional properties of computable terms
For reasoning about computable terms (as we will do when defining
static DPs and reasoning about computable chains), there are a
number of properties besides those in Lemma B.5 that will prove
very useful to have. In the following, we fix the RC-setC as obtained
from Thm. B.8.
Lemma B.9. If s is C-computable and s = t , then t is also C-
computable.
Proof. By induction on the type of s . If s has base type, then
C-computability implies that s ∈ C , and following the definition in
Thm. B.8 all reducts of s are also in C . Otherwise, s : σ → τ and
computability of s implies computability of s u for all computable
u : σ . By the induction hypothesis, the fact that s u = t u by
monotonicity of= implies that t u is computable for all computable
u, and therefore by definition t is computable. □
Thus, computability is preserved under =; the following result
shows that it is also preserved under⇛C .
Lemma B.10. If s is C-computable and s ⇛C t , then t is also
C-computable.
Proof. If s ⇛C t , then both terms have base type, so C-compu-
tability is simply membership in C . We have s = f s1 · · · sm and
t = si t1 · · · tn with each tj C-computable. Since, by definition
of C , also si is C-computable, C-computability of t immediately
follows. □
Finally, we will see that C-computability is also preserved under
acc. For this, we first make a more general statement, which will
also handle variables below binders (which are freed in subterms).
Lemma B.11. Let s : σ1 → . . . → σm → ι and t : τ1 → . . . →
τn → κ be meta-terms, such that s acc t . Let γ be a substitution
with FMV (s) ⊆ dom(γ ) ⊆ M.
Let u1 : τ1, . . . ,un : τn be C-computable terms, and δ a substitu-
tion with dom(δ ) ⊆ V such that each δ (x) is C-computable, and for
t ′ := (t(γ ∪ δ )) u1 · · ·un there is no overlap between FV (t ′) and the
variables bound in s .
Then there exists a C-computable substitution ξ with dom(ξ ) ⊆ V
and C-computable terms v1 : σ1, . . . ,vm : σm such that (s(γ ∪
ξ )) v1 · · ·vm (⇛C ∪ ⇒headβ )∗ t ′.
Proof. We prove the lemma by induction on the derivation of
s acc t .
If s = t , then we are done choosing ξ and ®v equal to δ and ®u.
If s = λx .s ′ with x : σ1 and s ′acc t , then we can safely assume
x to be fresh (so not occurring in s or in the range of γ ). By the
induction hypothesis, there exist a computable substitution ξ ′ and
computable terms v2, . . . ,vm such that (s ′(γ ∪ ξ ′)) v2 · · ·vm (⇛C
∪ ⇒headβ )∗t ′. We can safely assume that x does not occur in the
range of ξ ′, since x does not occur in t ′ either. Therefore, if we
define ξ := [x := x] ∪ [y := ξ ′(y) | y ∈ V ∧ y , x], we have
s ′(γ ∪ ξ ′) = (s ′(γ ∪ ξ ))[x := ξ ′(x)]. Choosing v1 := ξ ′(x), we get
(s(γ ∪ξ ))v1 · · ·vm ⇒headβ (s ′(γ ∪ξ ′))v2 · · ·vm (⇛C ∪ ⇒headβ )∗
t ′.
If s = x s1 · · · sj for si : π1 → . . . → πn′ → κ ′ with ι ⪰S
κ ′ and x < FV (si ) and si acc t , then the induction hypothesis
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provides C-computable terms w1 : π1, . . . ,wn′ : πn′ and a sub-
stitution ξ ′ such that (si (γ ∪ ξ ′)) w1 · · ·wn′ (⇛C ∪ ⇒headβ )∗ t ′.
Since x < FV (si ) we can safely assume that x < dom(ξ ′). Now
recall that by assumption F contains infinitely many construct-
ors of all types; let c : κ → ι be a symbol that does not occur
anywhere in R. We can safely assume that Acc(c) = {1}. Then
w := λy1 . . .yjz1 . . . zm .c (yi w1 · · ·wn′) is C-computable. Now let
ξ := [x := w] ∪ [y := ξ ′(y) | y ∈ V ∧ y , x], and let v1, . . . ,vm
be variables (which are C-computable by Lemma B.5(1)). Then
(s(γ ∪ ξ )) v1 · · ·vm ⇒j+mheadβ si (γ ∪ ξ ′) w1 · · ·w ′n (⇛C ∪ ⇒headβ
)∗ t ′.
Otherwise, s = f s1 · · · sn and si acc t for some i ∈ Acc(f);
by the induction hypothesis there exist ξ and C-computable terms
w1, . . . ,wn′ such that s ′ := (si (γ ∪ ξ ))w1 · · ·wn′ (⇛C ∪ ⇒headβ )∗
t ′. We have (s(γ ∪ξ ))v1 · · ·vm ⇛C s ′ for any ®v (e.g., variables). □
From this we conclude:
Lemma B.12. Let s be a closed meta-term, γ a substitution with
FMV (s) ⊆ dom(γ ) ⊆ M and t such that s acc t and sγ is C-
computable. Then for all substitutions δ mapping FV (t) to computable
terms: t(γ ∪ δ ) is C-computable.
Proof. t(γ ∪ δ ) is C-computable if (t(γ ∪ δ )) u1 · · ·un is C-
computable for all computable u1, . . . ,un . By Lemma B.11 and the
fact that s is closed, there exist C-computable terms v1, . . . ,vm
such that (sγ ) v1 · · ·vm (⇛C ∪ ⇒headβ )∗(t(γ ∪ δ )) u1 · · ·un . But
sγ is C-computable, and therefore so is (sγ ) v1 · · ·vm . Since⇛C
and⇒headβ are both computability-preserving by Lemmas B.10
and B.9 respectively (as⇒headβ is included in =) we are done. □
Lemma B.13. A neutral term is C-computable if and only if all its
=-reducts are C-computable.
Proof. That C-computability of a term implies C-computability
of its reducts is given by Lemma B.9. For the other direction, let
s : σ1 → . . . → σm → ι be neutral and suppose that all its reducts
are C-computable. To prove that also s is C-computable, we must
see that for all C-computable terms t1 : σ1, . . . , tm : σm the term
u := s t1 · · · tm is in C . We prove this by induction on (t1, . . . , tm )
ordered by=prod. Clearly, since s does not have the form f s1 · · · sn
with Acc(f) , ∅, nor does u, so u ∈ C if all its reducts are in C . But
since s is neutral, all reducts of u either have the form s ′ t1 · · · tm
with s = s ′ – which is in C because all ti are C-computable and s ′
is computable as a reduct of s – or the form s t1 · · · t ′i · · · tm with
ti = t
′
i – which is in C by the induction hypothesis. □
Using the ⇒headβ -restrictions on =, we obtain the following
result:
Lemma B.14. Let x : σ ∈ V . A term λx .s is C-computable if and
only if s[x := t] is computable for all C-computable t : σ .
Proof. If λx .s is C-computable, then by definition so is (λx .s) t
for all C-computable t ; by Lemma B.9 and inclusion of⇒headβ in
=, this implies C-computability of the reducts s[x := t].
For the other direction, suppose s[x := t] isC-computable for all
C-computable t : σ . To obtainC-computability of λx .s , we must see
that (λx .s) t isC-computable for allC-computable t : σ . As (λx .s) t
is neutral, this holds if all its =-reducts u are C-computable by
Lemma B.13, and certainly if all its =+-reducts are C-computable,
whichwe prove by induction onu orientedwith=. But by definition
of = (and induction on the derivation (λx .s) t =+ u) there exists
a term v such that s[x := t] =∗ v and u ⇒∗
headβ v . If u = v we
therefore obtain the required property, and if u ⇒+
headβ v then u
is neutral and therefore is C-computable if all its =-reducts are,
which is the case by the induction hypothesis. □
C DYNAMIC DEPENDENCY PAIRS: THE
MAIN RESULT
In this appendix, we prove Thm. 3.13, which states that an AFSM
(F ,R) is terminating if and only if it admits no (minimal, formative)
infinite (DDP(R),R)-dependency chains. This proof follows the
same reasoning as used in [30, Thm. 5.7], but is adapted to the
new setting. The new setting also allows the completeness result,
Lemma C.4, to be obtained without requiring left-linearity.
We first show that the existence of any infinite (DDP(R),R)-
chain (minimal and formative or not) shows non-termination of the
relation⇒R , through a number of lemmas exploring the relation
between dependency pairs and reduction steps.
Lemma C.1. Let s, t be meta-terms and suppose s A t for some
set A of meta-variable conditions. Then for any substitution γ that
respects A and has a finite domain with FMV (s) ⊆ dom(γ ) ⊆ M:
sγ (∪ ⇒β )∗ tγ .
Proof. By induction on the definition of A. Consider the last
step in its derivation.
• If s = t s1 · · · sn then we have sγ = tγ if n = 0 and sγ =
(tγ ) (s1γ ) · · · (snγ ) tγ if n > 0.
• If s = λx .u and uA t , then by α-conversion we can assume
that x < FV (γ (Z )) for anyZ ∈ FMV (s). Thus, sγ = λx .(uγ )
uγ (∪ ⇒β )∗ tγ by the induction hypothesis.
• If s = (λx .u) s0 · · · sn and u[x := s0] s1 · · · sn A t , then by
α-conversion we can safely assume that x is fresh wrt γ
as above; thus, sγ = (λx .(uγ )) (s0γ ) · · · (snγ ) ⇒β (uγ [x :=
s0γ ]) (s1γ ) · · · (snγ ) = (u[x := s0] s1 · · · sn )γ , which reduces
to tγ by the induction hypothesis.
• If s = u s1 · · · sn and si A t , then sγ = (uγ ) (s1γ ) · · · (snγ )
siγ (∪ ⇒β )∗ tγ by the induction hypothesis.
• If s = Z [t1, . . . , te ] s1 · · · sn and ti A t for some 1 ≤ i ≤
k with (Z : i) ∈ A, then because γ respects A we have
γ (Z ) ≈e λx1 . . . xe .w for some w with xi ∈ FV (w). Thus,
sγ = w[x1 := t1γ , . . . ,xn := tnγ ] tiγ . We again complete
by the induction hypothesis. □
Lemma C.2. For ℓ♯ ⇛ p♯ (A) ∈ DDP(R) and substitution γ on
domain FMV (ℓ) such that γ respects the meta-variable conditions in
A: both ℓγ and pγ are terms and ℓγ (⇒R ∪)+ pγ .
Proof. By definition of DDP , there is a rule ℓ′ ⇒ r such that
ℓ = ℓ′ Z1 · · ·Zi and p (A) ∈ cand(r Z1 · · ·Zi ), so r Z1 · · ·Zi A p.
Clearly, we have ℓγ ⇒R (r ®Z )γ by that rule (applied at the head),
and (r Z1 · · ·Zi )γ (∪ ⇒R )∗ pγ by Lemma C.1 (dom(γ ) contains
all meta-variables in r Z1 · · ·Zi because FMV (r ) ⊆ FMV (ℓ′)). We
are done because⇒β is included in⇒R . □
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Lemma C.3. If there is an infinite (DDP(R),R)-dependency chain
starting in s♯ , then s is non-terminating under⇒R .
Proof. Let s♭i , t
♭
i denote the terms si , ti with all ♯marks removed.
An infinite (DDP(R),R)-dependency chain provides a sequence
(si , ti ) for i ∈ N such that for all i , s♭i (⇒R ∪)+ t♭i (either because
⇒β is included in⇒R or by Lemma C.2), and t♭i ⇒∗R s♭i+1. Thus,
we obtain an infinite⇒R ∪ sequence, which provides an infinite
⇒R sequence due to monotonicity of⇒R . □
Thus, if we can prove the existence of an infinite (DDP(R),R)-
dependency chain, we obtain non-termination of⇒R by Lemma
C.3. Now let us consider the other direction. We start once more by
considering the relation A.
Lemma C.4. Let s be a meta-term and γ a substitution on a finite
domain with FMV (s) ⊆ dom(γ ) ⊆ M, such that all γ (Z ) are termin-
ating. If sγ is non-terminating, then there exists a pair t (A) ∈ cand(s)
such that tγ is non-terminating, γ respects A, and t ′γ is terminating
for all t ′ , t such that t B t ′ for some B respected by γ .
Proof. Let S be the set of all pairs t (A) such that (a) s A t , (b)
tγ is non-terminating, and (c) γ respects A. As the strict parts of
the relations β and ⊇ are both well-founded orderings, we can
select a pair t (A) that is minimal in S : for all t ′ (A′) ∈ S : if t β t ′
then t = t ′ andA ⊆ A′. We observe that for all t ′,B such that t ′ , t
and t B t ′ and γ respects B we cannot have t ′ (A ∪ B) ∈ S by
minimality of t (A), so since s β t β t ′ and clearly γ respects
A ∪ B, we must have termination of t ′γ .
Thus, the lemma holds if t (A) ∈ cand(s). By minimality ofA, this
is the case if t has the form f t1 · · · tn with n ≥ ar(f), or the form
Z [t1, . . . , te ] s1 · · · sn with n > 0 or t1, . . . , te not distinct variables
or e > ar(Z ). Thus, we will see that if t does not have one of these
forms, then t is not minimal. Consider the form of t :
• t = λx .t ′: non-termination of tγ implies non-termination of
t ′γ , and s A t A t ′;
• t = a t1 · · · tn with a ∈ V ∪ (F \ D): since any reduction
of s must take place in some ti (as the domain of γ does
not contain variables), non-termination of tγ implies non-
termination of some tiγ , and s A t A ti ;
• t = f t1 · · · tn with f ∈ D but n < ar(f): same as above,
because the rules respect ar ;
• t = (λx .u) t0 · · · tn : if t0γ is non-terminating, we are done
because s A t A t0; if not, then t ′γ is non-terminating for
t ′ := u[x := t0] t1 · · · tn (both an instance of uγ and all tiγ
for i , 0 are subterms of tγ ), and s A t A t ′
• t = Z [x1, . . . ,xk ] with all xi distinct variables and k is the
minimal arity of Z : by α-conversion, we can write γ (Z ) =
λx1 . . . xk .u, and since γ (Z ) is terminating by assumption,
so is u = tγ ; contradiction with t (A) being in S . □
Let us now consider formative reductions. We will prove that
reductions from a terminating term to some instance of a pattern
may be assumed to be formative.
Lemma C.5. Let ℓ be a pattern and γ a substitution on domain
FMV (ℓ). Let s be a terminating term. If s ⇒∗R ℓγ , then there exists a
substitution δ on the same domain asγ such that each δ (Z ) ⇒∗R γ (Z )
and s ⇒∗R ℓδ by an ℓ-formative reduction.
Proof. We prove the lemma by induction first on s ordered by
⇒R ∪, second on the length of the reduction s ⇒∗R ℓγ . First
observe that if ℓ is not a fully extended linear pattern, then we are
done choosing δ := γ . Otherwise, we consider four cases:
(1) ℓ is a meta-variable application Z [x1, . . . ,xk ];
(2) ℓ is not a meta-variable application, and the reduction s ⇒∗R
ℓγ does not contain any headmost steps;
(3) ℓ is not a meta-variable application, and the reduction s ⇒∗R
ℓγ contains headmost steps, the first of which is a⇒β step;
(4) ℓ is not a meta-variable application, and the reduction s ⇒∗R
ℓγ contains headmost steps, the first of which is not a⇒β
step.
In the first case, if ℓ is a meta-variable application Z [x1, . . . ,xk ],
then by α-conversion we may write γ = [Z := λx1 . . . xk .t] with
ℓγ = t . Let δ be [Z := λx1 . . . xk .s]. Then δ has the same domain as
γ , and indeed δ (Z ) = λx1 . . . xk .s ⇒∗R λx1 . . . xk .(ℓγ ) = γ (Z ).
In the second case, a reduction without any headmost steps, we
observe that s has the same outer shape as ℓ: either (a) s = λx .s ′
and ℓ = λx .ℓ′, or (b) s = a s1 · · · sn and ℓ = a ℓ1 · · · ℓn for some
a ∈ V ∪ F (since ℓ is a pattern, a cannot be a meta-variable
application or abstraction if n > 0). In case (a), we obtain δ such
that s ′ ⇒∗R ℓ′δ by an ℓ′-formative reduction and δ ⇒∗R γ by
the induction hypothesis (as sub-meta-terms of linear patterns are
still linear patterns). In case (b), we let γi be the restriction of γ to
FMV (ℓi ) for 1 ≤ i ≤ n; by linearity of ℓ, all γi have non-overlapping
domains and γ = γ1 ∪ · · · ∪ γn . The induction hypothesis provides
δ1, . . . ,δn on the same domains such that each si ⇒∗R ℓiδi by
an ℓi -formative reduction and δi ⇒∗R γi ; we are done choosing
δ := δ1 ∪ · · · ∪ δn .
In the third case, if the first headmost step is a β-step, note
that s must have the form (λx .t) u q1 · · ·qn , and moreover s ⇒∗R(λx .t ′) u ′ q′1 · · ·q′n ⇒β t ′[x := u ′] q′1 · · ·q′n ⇒∗R ℓγ by steps in the
respective subterms. But then also s ⇒β t[x := u] q1 · · ·qn ⇒∗R
t ′[x := u ′] q′1 · · ·q′n ⇒∗R ℓγ , and we can get δ and an ℓ-formative
reduction for t[x := u] q1 · · ·qn ⇒∗R ℓδ by the induction hypo-
thesis.
In the last case, if the first headmost step is not a β-step, then we
can write s = f s1 · · · sn ⇒∗R f s ′1 · · · s ′n = (ℓ′η) s ′i+1 · · · s ′n ⇒R(rη) s ′i+1 · · · s ′n ⇒∗R ℓγ for some f ∈ D, terms sj ⇒∗R s ′j for
1 ≤ j ≤ n, rule ℓ′ ⇒ r and substitution η on domain FMV (ℓ′).
But then ℓ′ Zi+1 · · ·Zn ⇒ r Zi+1 · · ·Zn ∈ Rext, and for η′ := η ∪
[Zi+1 := s ′i+1, . . . ,Zn := s ′n ] we both have s ⇒∗R (ℓ′ Zi+1 · · ·Zn )η′
without any headmost steps, and (r Zi+1 · · ·Zn )η′ ⇒∗R ℓγ . By the
second induction hypothesis, there exists a substitution ξ such
that s ⇒∗R (ℓ′ Zi+1 · · ·Zn )ξ by a (ℓ′ Zi+1 · · ·Zn )-formative re-
duction and ξ ⇒∗R η′. This gives s ⇒+R (r Zi+1 · · ·Zn )ξ ⇒∗R(r Zi+1 · · ·Zn )η′ ⇒∗R ℓγ , so by the first induction hypothesis we
obtain δ such that (r Zi+1 · · ·Zn )ξ ⇒∗R ℓδ by an ℓ-formative re-
duction, and δ ⇒∗R γ . □
Essentially, Lemma C.5 states that we can postpone reductions
that are not needed to obtain an instance of the given pattern.
This is not overly surprising, but will help us eliminate some proof
obligations later in the termination proof.
At last, we can prove the first part of Thm. 3.13, soundness.
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Lemma C.6. If R is non-terminating, then there is a minimal form-
ative (DDP(R),R)-dependency chain.
Proof. Suppose R is non-terminating; then there exists a non-
terminating term t−1 of which all strict subterms are terminating.
Now for i ∈ N, suppose ti−1 is a non-terminating term of which all
strict subterms are terminating. We also assume (which we can do
safely for t−1 by using a renaming) that ti−1 does not contain any
variable that occurs freely in the right-hand side of any element
of DDP(R). We will now show how to select terms si , ti and ρi ∈
DDP(R) ∪ {beta} such that the sequence [(ρ j , s♯j , t
♯
j ) | j ∈ N] is a
dependency chain. For this, consider the shape of ti−1.
Clearly ti−1 cannot have the form x q1 · · ·qn or c q1 · · ·qn with
c ∈ F \ D, since every reduction of such a term takes place in
a strict subterm and leaves the top shape intact; thus, we would
obtain non-termination of some qj , contradicting minimality of
ti−1. Similarly, ti−1 cannot have the form λx .q, as this would give
non-termination of q.
If ti−1 = (λx .s) u q1 · · ·qn , then by termination of s , u and each
qj , any infinite reduction starting in ti−1 must eventually take a
head-step:
ti−1 ⇒∗R (λx .s ′) u ′ q′1 · · ·q′n ⇒β s ′[x := u ′] q′1 · · ·q′n ⇒∗R . . .
Writing t ′ := s[x := u] q1 · · ·qn we then also have ti−1 ⇒β t ′ ⇒∗R
s ′[x := u ′] q′1 · · ·q′n ⇒∗R . . . , so t ′ is still non-terminating. We let
si := ti−1 and ρi := beta, and let ti be an arbitrary non-terminating
subterm of t ′ that is minimal.
(We observe that, in this case, t ♯i−1 = ti−1 and s
♯
i = si . Moreover,
if n > 0 then t ♯i = ti = t
′, since in that case every strict subterm
of t ′ is also a strict subterm of ti−1 or a reduct thereof; thus, t ′
obtains minimality from the minimality of ti−1. If n = 0, then
t ′ = s[x := u] and since both s and u are terminating by minimality
of ti−1, necessarily ti = v[x := u] for some subterm v of s that
contains the variable x . It is easy to see that t ♯i = v
♯[x := u].)
The only remaining possibility is that ti−1 = f q1 · · ·qn with
n ≥ ar(f) and there exist a rule ℓ ⇒ r , a substitution γ and an
integer j ≤ n such that ti−1 ⇒∗R f q′1 · · ·q′n = (ℓγ ) q′j+1 · · ·q′n and
(rγ ) q′j+1 · · ·q′n is still non-terminating. Letting ℓ′ = ℓ Z j+1 · · ·Zn
and r ′ = r Z j+1 · · ·Zn and γ ′ = γ ∪ [Z j+1 := q′j+1, . . . ,Zn := q′n ]
we have ti−1 ⇒∗R ℓ′γ ′ and r ′γ ′ non-terminating; by Lemma C.5
we find a substitution δ such that ti−1 ⇒∗R ℓ′δ by an ℓ′-formative
reduction and r ′δ ⇒∗R r ′γ ′ is still non-terminating. By Lemma C.4,
we find a minimal candidate p (A) of r ′ such that pδ is still non-
terminating and δ respectsA. Since the domain of δ does not contain
variables, these are left alone, and by the assumption on ti−1, they
do not occur in any δ (Z ); thus, if we extend δ with a mapping from
each of these variables to a fresh variable of the same type, also pδ ′
is non-terminating. We let si := ℓ′δ = ℓ′δ ′ and ρi := ℓ′♯ ⇛ p♯ (A),
and let ti be an arbitrary non-terminating subterm of pδ ′ that is
minimal.
(We observe that t ♯i−1 reduces to s
♯
i by reductions inside the sub-
terms qj , and s♯i = ℓ
′♯δ . Also, ρi is clearly an element of DDP(R),
and by the choice of p (A), δ ′ respects A. Since p does not contain
any meta-variables not already occurring in FMV (r ′) ⊆ FMV (ℓ′),
the domain of δ ′ is FMV (ℓ′♯) ∪ FMV (p♯) ∪ FV (p♯), and δ ′ maps
all variables in p♯ to fresh variables. Moreover, if p has the form
f p1 · · ·pn , then all pjδ ′ are terminating (by the minimality con-
dition of Lemma C.4), so then ti+1 = pδ ′. Similarly, if p has the
form Z [u1, . . . ,ue ] p1 · · ·pn with n > 0 then both all pjδ ′ and
(Z [u1, . . . ,uk ] p1 · · ·pj )δ ′ for j < n are all terminating. So pδ ′  ti
can only hold if p = Z [u1, . . . ,ue ]. Writing δ ′(Z ) = λx1 . . . xn .w
with w not an abstraction, we have δ ′(Z ) ≈e λx1 . . . xe .w xn+1
· · · xe . We know that w itself is terminating, as is ujδ ′ for every
j such that x j ∈ FV (w xn+1 · · · xe ) – the latter by minimality of
the candidate p (A). Thus, a minimal non-terminating subterm of
(w xn+1 · · · xe )[x1 := u1δ ′, . . . ,xe := ueδ ′] can only have the form
v[x1 := u1δ ′, . . . ,xk := ukδ ′] for some subterm v ofw xn+1 · · · xe
in which at least one x j occurs. It is also clear that t ♯i = v
♯[x1 :=
u1δ ′, . . . ,xk := ukδ ′] as v is not a variable.)
Thus, we have constructed a (DDP(R),R)-dependency chain
[(ρi , s♯i , t
♯
i ) | i ∈ N]. □
Theorem 3.13 (Thm. 6.44 in [28]). If ⇒R is non-terminating,
then there is an infinite minimal formative (DDP(R),R)-chain. If
there is an infinite (DDP(R),R)-chain, then⇒R is non-terminating.
Proof. This is the combination of Lemmas C.3 and C.6. □
In Def. 3.9, we have – both for reasons of space and to keep the
definition simple – included more dependency pairs than strictly
necessary. In particular, we could improve the definition much
like Dershowitz’ refinement by excluding all pairs (ℓ Z1 · · ·Zi )♯ ⇛
p♯ (A) if DDP(R) also contains a pair ℓ♯ ⇛ p♯ (A) – so most of
those DPs generated from rules in Rext \ R. This is done in [28].
Lemma C.7. Let P ⊆ DDP(R) be a set of dependency pairs, and
P ′ ⊆ P be such that all pairs in P ′ have the form (ℓ Z1 · · ·Zi )♯ ⇛
p♯ (A) with i > 0 and ℓ♯ ⇛ p♯ (A) ∈ P \P ′. Then for every minimal
(P,R)-chain, all ρi with i > 1 are in P \ P ′.
Proof. For i > 1, suppose ρi ∈ P ′, so ρi = (ℓ Z1 · · ·Z j )♯ ⇛
p♯ (A) with j > 1; since ℓ♯ is the left-hand side of a DP, ℓ has
the form f ℓ1 · · · ℓn with n ≥ ar(f). Therefore, the ♯ has no effect,
so ρi is actually ℓ Z1 · · ·Z j ⇛ p♯ (A). Note that si has the form
fu1 · · ·un+j and ti−1 therefore has the form fu ′1 · · ·u ′n+j , with each
um ⇒∗R u ′m . Byminimality of ti−1, clearly fu ′1 · · ·u ′n is terminating,
and therefore so is its reduct f u1 · · ·un . However, the infinite
(DDP(R),R)-dependency chain
[(ℓ♯ ⇒ p♯ (A), (f u1 · · ·un )♯ , ti )] · [(ρ j , sj , tj ) | j ∈ N \ {0, . . . , i}]
(where “·” denotes composition) starts in the term (f u1 · · ·un )♯ .
Lemma C.3 provides non-termination of this term; contradiction.
□
Thus, simply removing the first pair in the (DDP(R),R)-chain
provides a sequence that does not use these unnecessary pairs.
We could either choose not to include these unnecessary DPs
from the start, or remove them afterwards using the following DP
processor:
Theorem C.8. The processor Procuseless that maps a DP problem
(P1 ⊎ P2,R,m, f ) withm ⪰ minimal and P1 ⊎ P2 ⊆ DDP(R) to
{(P2,R,m, f )} if for all DPs ρ ∈ P1 there is ℓ♯ ⇛ p♯ (A) ∈ P2 such
that ρ has the form (ℓ Z1 · · ·Zi )♯ ⇛ p♯ (A), is sound and complete.
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Proof. Completeness will follow by Lemma E.1. Soundness fol-
lows by Lemma C.7. □
The advantages of using this processor over employing a defini-
tion of DDP that excludes such DPs from the start are: (1) it sim-
plifies the definition, and (2) one may devise processors whose
soundness or completeness relies on some set P ′ being contained
in DDP(R), as in the case for ProcSDPG . Including more DPs in the
initial definition of DDP(R) may increase the applicability of such
processors.
D STATIC DEPENDENCY PAIRS
In this appendix, we will first prove the main result from Sec. 3.3.
Then, to provide a greater context to the current work, we will
discuss how the definitions in [32, 43] relate to the definitions here.
D.1 Static dependency pairs: the main result
In this appendix, we prove Thm. 3.25, which states that an accessible
function passing AFSMwith rulesR is terminating if it admits noR-
computable formative (SDP(R),R)-dependency chains. Thm. 3.22,
which states that an AFSM is terminating if it admits no minimal
formative (SDP(R),R)-dependency chains, follows as a corollary.
In the following, letC = CR be a computability predicate follow-
ing B.8 for = the rewrite relation⇒R ; we will briefly call a term
“computable” if it isC-computable. We start with an observation on
the consequences of accessible function passingness:
Lemma D.1. Let ℓ be a closed pattern, Z a meta-variable and
x1, . . . ,xk variables such that ℓ acc Z [x1, . . . ,xk ]. If ℓγ is a com-
putable term, then so is γ (Z ).
Proof. Since ℓ is closed, ℓ(γ ∪ δ ) = ℓγ is computable for all
computable substitutions δ whose domain is contained inV . By
Lemma B.12, we thus have computability of Z [x1, . . . ,xk ](γ ∪ δ )
for all such δ . Since ℓγ is a term, Z ∈ dom(γ ) so γ (Z ) = λx1 . . . xk .s .
If we let δ := [x1 := u1, . . . ,xk := uk ] for computable terms
u1, . . . ,uk we have computability of Z [x1, . . . ,xk ](γ ∪δ ) = s[x1 :=
u1, . . . ,xn := uk ]. Since this holds for all computable u1, . . . ,uk ,
Lemma B.14 provides computability of λx1 . . . xk .s = γ (Z ). □
We continue with a variation of Lemma C.4:
Lemma D.2. Assume that the minimal arity equals the maximal
arity for all f ∈ F .
Let s be a meta-term and γ a substitution on a finite domain with
FMV (s) ⊆ dom(γ ) ⊆ M, such that all γ (Z ) are computable. If there
exists a computable substitution δ on a variable domain (that is,
dom(γ ) ⊆ V) such that s(γ ∪ δ ) is not computable, then there exists
a pair t (A) ∈ cand(s) such that all of the following hold:
• there is a computable substitution δ on variable domain such
that t(γ ∪ δ ) is not computable;
• γ respects A;
• for all t ′ , t such that t B t ′ holds for some B respected by
γ : t ′(γ ∪ δ ) is computable for all computable substitutions δ
on variable domain;
• t has the form f t1 · · · tm .
Proof. Let S be the set of all pairs t (A) such that (a) s A t , (b)
there exists a computable substitution δ on variable domain such
that t(γ ∪δ ) is not computable, and (c) γ respectsA. As the relations
β and ⊇ are both well-founded quasi-orderings, we can select a
pair t (A) that is minimal in S : for all t ′ (A′) ∈ S : if t β t ′ then
t = t ′ and A ⊆ A′. We observe that for all t ′,B such that t ′ , t
and t B t ′ and γ respects B we cannot have t ′ (A ∪ B) ∈ S by
minimality of t (A), so since sA∪B tA∪B t ′ and clearlyγ respects
A ∪ B, it can only follow that requirement (b) is not satisfied for t ′.
By the above reasoning and minimality of A, the lemma holds if
t has the form f t1 · · · tm withm = ar(f). Thus, we will see that if
t does not have this form, then t is not minimal. Consider the form
of t :
• t = λx .t ′: by Lemma B.14, non-computability of t(γ ∪ δ )
implies non-computability of t ′(γ ∪ δ )[x := u] for some
computable u. Since, by α-conversion, we can assume that x
does not occur in domain or range of γ or δ , we have non-
computability of t ′(γ ∪ δ ∪ [x := u]), and δ ∪ [x := u] is a
computable substitution on variable domain while t A t ′.
• t = x t1 · · · tn with x ∈ V: whether x ∈ dom(δ ) or not,
δ (x) is computable (either by the assumption on δ or by
Lemma B.5(1)). Therefore, the only way for t(γ ∪ δ ) to not
be computable is if some si (γ ∪ δ ) is not computable, and
s A si .
• t = c t1 · · · tm with c ∈ F \ D: t(γ ∪ δ ) is non-computable
only if it is not inC , so if it is non-terminating or some ti (γ ∪
δ ) is not computable. Since head-reductions are impossible,
non-termination implies non-termination of some ti (γ ∪ δ ),
which by LemmaB.5(2) implies non-computability of ti (γ∪δ )
as well. We are done because t A ti .
• t = f t1 · · · tn with f ∈ D but n < ar(f): same as above,
because the rules respect ar ;
• t = (λx .u) t0 · · · tn : t(γ ∪δ ) is neutral, so by Lemma B.13 non-
computability implies the non-computability of a reduct. If
the reduct u(γ ∪ δ )[x := t0(γ ∪ δ )] (t1(γ
∪ δ )) · · · (tn (γ ∪ δ )) = (u[x := t0] t1 · · · tn )(γ ∪ δ ) is non-
computable, we are done because t A u[x := t0] t1 · · · tn .
Otherwise, note that all many-step reducts of t(γ ∪ δ ) are
either also a reduct of (u[x := t0] t1 · · · tn )(γ ∪δ ) – and there-
fore computable – or have the form (λx .u ′) t ′0 · · · t ′n with
u(γ ∪δ ) ⇒∗R u ′ and each ti (γ ∪δ ) ⇒∗R t ′i . Thus, at least one
ofu(γ∪δ ) or ti (γ∪δ ) has to be non-terminating. But ifu(γ∪δ )
is non-terminating, then so isu[x := u ′](γ ∪δ ), contradicting
computability of (u[x := t0] t1 · · · tn )(γ ∪ δ ). The same holds
if ti (γ ∪δ ) is non-terminating for some i ≥ 1. Thus, t0(γ ∪δ )
is non-terminating and therefore non-computable, and we
indeed have t A t0.
• t = Z [s1, . . . , se ] t1 · · · tn : let γ (Z ) ≈e λx1 . . . xe .u. Then
u[x1 := q1, . . . ,xe := qe ] is computable for all computable
q1, . . . ,qe :
– if γ (Z ) = λx1 . . . xe .u then this holds by computability of
all γ (Z ) and Lemma B.14;
– if γ (Z ) = λx1 . . . xi .u ′ with i < e and u = u ′ xi+1 · · · xe ,
then computability of γ (Z ) and Lemma B.14 provide com-
putability of u ′[x1 := q1, . . . ,xi := qi ], which by defini-
tion of computability for higher-order terms implies com-
putability for u ′[x1 := q1, . . . ,xi := qi ] qi+1 · · ·qn =
u[x1 := q1, . . . ,xn := qn ].
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Thus, if u[x1 := s1(γ ∪ δ ), . . . ,xe := se (γ ∪ δ )] is non-
computable, some si (γ ∪ δ ) must be non-computable, and
since substituting an unused variable has no effect, this must
be the case for some i with xi ∈ FV (u). So in this case, γ
respects B := A ∪ {Z : i} and indeed s B t B si . If, on
the other hand, u[x1 := s1(γ ∪ δ ), . . . ,xe := se (γ ∪ δ )] is
computable, then non-computability of t(γ ∪ δ ) = u[x1 :=
s1(γ ∪ δ ), . . . ,xe := se (γ ∪ δ )] (t1(γ ∪ δ )) · · · (tn (γ ∪ δ )) im-
plies non-computability of some ti (γ ∪ δ ), and we indeed
have t A ti . □
From this, we have the main result on static dependency chains.
Theorem 3.25. If an AFSM (F ,R) is non-terminating and AFP,
then there is an R-computable formative (SDP(R),R)-chain.
Proof. In the following, let a minimal non-computable term be
a term s := f s1 · · · sm of base type, such that f ∈ F , and s is
non-terminating but all si areC-computable. We say that s is MNC.
We first observe that if⇒R is non-terminating, then there exists
a MNC term. After all, if ⇒R is non-terminating, then there is
a non-terminating term s , which (by Lemma B.5(2)) is also non-
computable. Let t (A) be the element of cand(s) that is given by
Lemma D.2 forγ = δ = []. ThenA = ∅ and t has the form f t1 · · · tm
withm = ar(f) (so t has base type), and there exists a computable
substitution δ such that tδ is not computable but all tiδ are. By
definition of C , this can only be because tδ is non-terminating.
Thus, assuming⇒R is non-terminating, we can select a MNC
term t−1. Now for i ∈ N, let a MNC term ti−1 = f q1 · · ·qm be
given. Because ti−1 is non-terminating and all qj areC-computable
and therefore terminating, we can write ti−1 ⇒∗R,in (f ℓ1 · · · ℓm )γ
⇒R rγ for some rule f ℓ1 · · · ℓm ⇒ r and substitution γ , where
⇒∗R,in indicates a reductionwithout root steps (so eachqj ⇒∗R ℓjγ )
and where rγ is non-terminating. By Lemma C.5, we can safely
assume that the reductions qj ⇒∗R ℓjγ are ℓj -formative if f ℓ1 · · ·
ℓm is a fully extended linear pattern; since ℓ is closed we can safely
assume that dom(γ ) = FMV (ℓ).
Let si := f♯ (ℓ1γ ) · · · (ℓmγ ), and note that all ℓjγ are comput-
able by Lemma B.9. We observe that for all Z occurring in r we
have that γ (Z ) is C-computable by a combination of accessible
function passingness, computability of ℓjγ and Lemma D.1. As rγ
is non-computable, Lemma D.2 provides a minimal element t (A)
of cand(r ) and a computable substitution δ on domain FV (t) such
that γ respects A and t(γ ∪ δ ) is not computable. For FV (t) =
{x1, . . . ,xn }, let Z1, . . . ,Zn be fresh meta-variables; then p :=
t[x1 := Z1, . . . ,xn := Zn ] = metafy(t), and pη = tδ for η the
substitution mapping X ∈ FMV (ℓ) to γ (ℓ) and each Z j to δ (x j ).
Set ρi := ℓ♯ ⇛ p♯ (A) and ti := p♯η. We observe that ti is MNC,
because the meta-term t supplied by Lemma D.2 has the form
g u1 · · ·uk with k = ar(g) and uj (γ ∪ δ ) is C-computable for each j
because t A uj . Thus, we can continue the infinite construction.
The chain [(ρi , si , ti ) | i ∈ N] thus constructed is an infinite
formative (SDP(R),R)-dependency chain. That it is a (SDP(R),
R)-dependency chain is obvious because each ρi ∈ SDP(R) (since
t (A) ∈ cand(r ) and t has the right form), because γ respects A and
η corresponds with γ on all meta-variables that take arguments,
and because FV (p) = ∅ and dom(η) = FMV (ℓ) ∪ {Z1, . . . ,Zn } =
FMV (ℓ) ∪ FMV (p). That it is a formative chain follows by the initial
selection of γ , as we assumed formative reductions to each ℓjγ .
It is also a computable chain: clearly we have ti = pη in step i
in the construction above. Suppose p♯ B v and η respects B, but
(λx1 . . . xn .v)η is not computable for FV (v) = {x1, . . . ,xn } – so
by Lemma B.14, v(η ∪ ζ ) is not computable for some computable
substitution ζ on domain FV (v). Since the meta-variables Z j do
not occur applied in p, we can safely assume that B contains only
conditions for the meta-variables in dom(γ ). By renaming each Z j
back to x j , we obtain thatγ respects B and tBv ′withv = v ′[x1 :=
Z1, . . . ,xn := Zn ]. But then rγA∪B tA∪Bv ′ andγ respectsA∪B
and v ′(γ ∪ δ ∪ ζ ) is non-computable. By minimality of the choice
t (A), we havev ′ = t , sov = p♯ . However, p♯η has a marked symbol
g♯ as a head symbol, and thus cannot be reduced at the top; by
C-computability of its immediate subterms, it is terminating, and
therefore computable itself. □
We also prove the statement in the text that S-computability
implies minimality:
Lemma D.3. Every S-computable (P,R)-dependency chain is
minimal.
Proof. Let [(ρi , si , ti ) | i ∈ N] be a S-computable (P,R)-chain
and let i ∈ N; we must prove that the strict subterms of ti are
terminating under ⇒R . By definition, since ∅ is a symmetric
relationship, ti isCS -computable whereCS is given by Thm. 2.12 for
a relation⇒S ⊇ ⇒R . By Lemma B.5(2), ti is therefore terminating
under⇒S , so certainly under⇒R as well. The strict subterms of a
terminating term are all terminating. □
And we thus obtain:
Theorem 3.22. If an AFSM (F ,R) is non-terminating and AFP,
then there is a minimal formative (SDP(R),R)-dependency chain.
Proof. A direct consequence of Thm. 3.25 and Lemma D.3. □
D.2 Original static dependency pairs
Since the most recent work on static dependency pairs has been
defined for a polymorphic variation of the HRS formalism, it is not
evident from sight how our definitions relate. Here, we provide
context by showing how the definitions from [32, 43] apply to the
restriction of HRSs that can be translated to AFSMs.
Definition D.4. An AFSM (F ,R, ar) is plain function passing
following [32] if:
• for all rules f ℓ1 · · · ℓm ⇒ r and all Z ∈ FMV (r ): if Z does
not have base type, then there are variables x1, . . . ,xn and
some i such that ℓi = λx1 . . . xn .Z [x j1 , . . . ,x jk ].
An AFSM (F ,R, ar) is plain function passing following [43] if:
• for all rules f ℓ1 · · · ℓm ⇒ r and all Z ∈ FMV (r ): there
are some variables x1, . . . ,xk and some i ≤ m such that
ℓi 
[43]
safe
Z [x1, . . . ,xk ], where the relation[43]safe is given by:
– s [43]
safe
s ,
– λx .t [43]
safe
s if t [43]
safe
s ,
– x t1 · · · tn[43]safes if ti[43]safes for some i with x ∈ V\FV (ti )
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– f t1 · · · tn [43]safe s if ti [43]safe s for some ti of base type.2
In addition, in both cases right-hand sides of rules are assumed
to be presented in β-normal form and arities are maximal (for all
f : σ1 → . . . → σm → ι we have ar(f) =m).
The definitions of PFP in [32, 43] also capture some non-pattern
HRSs, but these cannot be represented as AFSMs. Note that the
key difference between[43]
safe
and for patterns is that the former
is not allowed to descend into a non-base argument of a function
symbol. The same difference applies when comparing [43]
safe
with
acc: [43]safe also cannot descend into the accessible higher-order
arguments.
Example D.5. The rules from Ex. 2.6 are PFP following both defi-
nitions. The rules from Ex. 2.8 are not PFP in either definition, since
lim F [43]
safe
F does not hold. Note that they are AFP.
For a PFP AFSM, static dependency pairs are then defined as
pairs ℓ♯ ⇛ f♯ p1 · · ·pm . This allows for a very simple notion of
chains, similar to the one in the first-order setting:
Definition D.6. A static dependency chain following [32, 43] is an
infinite sequence [(ℓi ⇛ pi ,γi ) | i ∈ N], where piγi ⇒∗R ℓi+1γi+1
for all i . It is minimal if each piγi is terminating under⇒R .
Despite the absence of subterm steps in Def. D.6, absence of
(minimal) static chains still implies termination:
Theorem D.7 ([32, 43]). Let R be plain function passing following
either definition in Def. D.4. Let P = {ℓ♯ ⇛ f♯ p1 · · ·pm | ℓ ⇒ r ∈
R∧rf p1 · · ·pm ∧f ∈ D∧m = ar(f)}. If⇒R is non-terminating,
then there is an infinite minimal static dependency chain with all
ℓi ⇛ pi ∈ P.
This definition is very close to the corresponding first-order
notion. However, its simplicity comes at a price: completeness is
lost. This is both because meta-variable conditions are not con-
sidered, and for the same reason that Thm. 3.22 is one-directional:
the free variables in the right-hand sides of dependency pairs may
be instantiated by anything.
Note that acc corresponds to [43]safe (from Def. D.4) if ⪰S
equates all sorts (as then always Acc(f) = {the indices of all base
type arguments of f}). Thus, Def. 3.15 includes both notions from
Def. D.4.
E DEPENDENCY PAIR PROCESSORS
In this appendix, we prove the soundness – and where applicable
completeness – of all DP processors defined in the text.
We first observe:
Lemma E.1. If Proc maps every DP problem to a set of problems
such that for all (P ′,R ′,m′, f ′) ∈ Proc(P,R,m, f ) we have that
P ′ ⊆ P, R ′ ⊆ R,m′ ⪰ m and f ′ = f , then Proc is complete.
Proof. Proc(P,R,m, f ) is never NO. Suppose Proc(P,R,m, f )
contains an infinite element (P ′,R ′,m′, f ′); we must prove that
then (P,R,m, f ) is infinite as well. This is certainly the case if
2The authors of [43] refer to such subterms as accessible. We do not use this terminology,
as it does not correspond to the accessibility notion in [10, 11] which we follow here. In
particular, the accessibility notion we use considers the relation ⪰S+ , which corresponds
to the positive/negative inductive types in [10, 11]. This is not used in [43].
⇒R is non-terminating, so assume that⇒R is terminating. Then
certainly⇒R′ ⊆ ⇒R is terminating as well, so (P ′,R ′,m′, f ′) can
be infinite only because there exists an infinite (P ′,R ′)-chain that is
S-computable ifm′ = computableS , minimal ifm′ = minimal and
formative if f ′ = formative. By definition, this is also a (P,R)-
dependency chain, which is formative if f = f ′ = formative.
Since⇒R is terminating, this chain is also minimal. If we havem =
computableS , then also m′ = computableS (since computableS
is maximal under ⪰) and the chain is indeed S-computable. □
E.1 The dependency graph
The dependency graph processor allows us to split a DP problem
into multiple smaller ones. Despite the clear weakness that all
collapsing DPs are necessarily on the same cycle, this processor
is useful both when considering static and dynamic dependency
pairs. To prove correctness of its main processor, we first prove a
lemma that will also aid in Thm. 4.16.
Lemma E.2. Let M = (P,R,m, f ) and Gθ an approximation of
its dependency graph. Then for every infinite M-chain [(ρi , si , ti ) |
i ∈ N] there exist n ∈ N and a cycle C in Gθ such that for all i > n:
if ρi , beta then θ (ρi ) ∈ C .
Proof. Suppose ρi , ρ j ∈ P. We say that ρi “follows” ρ j in the
chain if i = j + k for k > 0 and for all j < m < i: ρm = beta. We
claim: (**) if ρi follows ρ j in the chain, then there is an edge from
θ (ρ j ) to θ (ρi ).
By definition of approximation, the claim follows if DG has an
edge from ρ j to ρi . This is certainly the case if ρ j is collapsing.
Otherwise, write ρ j = ℓj ⇛ pj (Aj ) with pj = f q1 · · ·qn ; since
case 2a applies, there is a substitution γj that respects Aj such
that tj = pjγj . Due to the form of pjγj , ρ j+1 cannot be beta, so
i = j + 1; we can write ρi = f u1 · · ·un ⇛ pi (Ai ) and there exists
a substitution γi that respects Ai such that si = f (u1γi ) · · · (unγi )
and each qkγj ⇒∗R ukγi . Thus, all the requirements are satisfied
for there to be an edge from ρ j to ρi in DG.
Now, having (**), we see that the chain traces an infinite path in
Gθ . LetC be the set of nodes that occur infinitely often on this path;
then for every node d that is not in C , there is an index nd after
which θ (ρi ) is never d anymore. Since Gθ is a finite graph, we can
take n := max({nd | d a node in Gθ ∧ d < C}). Now for every pair
d,b ∈ C: because they occur infinitely often, there is some i > n
with θ (ρi ) = d and there is j > i with θ (ρ j ) = b. Thus, by (**) there
is a path in Gθ from d to b. Similarly, there is a path from b to d .
This implies that they are on a cycle. □
Note that we did not modify the original chain at all, beyond
looking at a tail. This is why the same flags apply to the resulting
chain. This makes it very easy to prove correctness of the main
processor:
Theorem 4.6 (Dependency graph processor). The processor
ProcGθ that maps a DP problem M = (P,R,m, f ) to {({ρ ∈ P |
θ (ρ) ∈ Ci },R,m, f ) | 1 ≤ i ≤ n} if Gθ is an approximation of the
dependency graph ofM andC1, . . . ,Cn are the (nodes of the) strongly
connected components (SCCs) of Gθ , is both sound and complete.
Proof. Completeness follows by Lemma E.1. Soundness follows
because if (P,R,m, f ) admits an infinite chain, then by Lemma E.2
23
Carsten Fuhs and Cynthia Kop
there is a cycle C such that a tail of this chain is mapped into
C . Let C ′ be the strongly connected component in which C lies,
and P ′ = {ρ ∈ P | θ (ρ) ∈ C ′}. Then clearly the same tail lies
in P ′, giving an infinite (P ′,R,m, f )-chain, and (P ′,R,m, f ) is
one of the elements of the set returned by the dependency graph
processor. □
The dependency graph processor is essential to prove termina-
tion in our framework because it is the only processor defined so
far that can remove a DP problem to ∅.
E.2 Processors based on reduction triples
For a complete picture when it comes to reduction triples, we first
present a processor that was not used in the text, but that most
naturally corresponds to the reduction pair processor of first-order
rewriting.
Theorem E.3 (Basic reduction triple processor). Let M =
(P1 ⊎ P2,R,m, f ) be a DP problem. If (≿,≽,≻) is a reduction triple
such that
(1) for all ℓ ⇛ p (A) ∈ P1, we have ℓ ≻ p;
(2) for all ℓ ⇛ p (A) ∈ P2, we have ℓ ≽ p;
(3) for all ℓ ⇒ r ∈ R, we have ℓ ≿ r ;
(4) if P contains a collapsing DP, then we have  ⊆ ≽, and
f X1 · · ·Xar(f) ≽ f♯ X1 · · ·Xar(f) for fresh meta-variables
X1, . . . ,Xar(f) holds for all f ∈ F ,
then the function that maps M to {(P2,R,m, f )} is a sound and
complete DP processor.
Proof. Completeness follows by Lemma E.1. Soundness fol-
lows because every infinite (P1 ⊎ P2,R)-chain [(ρi , si , ti ) | i ∈ N]
with P1,P2,R satisfying the given properties induces an infinite
≻ ∪ ≽ ∪ ≿ sequence, and every occurrence of a DP in P1 in
the chain corresponds to a ≻ step in the sequence. By compatib-
ility of the relations, well-foundedness guarantees that there can
only be finitely many such steps, so there exists some n such that
[(ρi , si , ti ) | i ∈ N ∧ i > n] is an infinite (P2,R)-chain.
To see that we indeed obtain the sequence, let i ∈ N, and let ηi
be a renaming on a finite set of variables (we let η1 := []).
If ρi = beta, then si ⇒β ·  t ′i for some t ′i with ti = t ′i ♯ ; but
then also siηi ⇒β · t ′iηi and ti = t ′i ♯ . Since⇒β is included in ≿
and in≿, as are marking steps, siηi ≿ · ≽ tiηi . We let ηi+1 := ηi .
Otherwise, ρi has the form ℓ ⇛ p (A) and there is a substitution
γ on domain FMV (ℓ) ∪ FMV (p) ∪ FV (p) that maps all variables to
distinct fresh variables, such that si = ℓγ and pγ  t ′i for some
t ′i with ti = t
′
i
♯ . But then, writing δ for the substitution mapping
each γ (x) with x ∈ FV (p) back to x , meta-stability gives us that
siηi = ℓ(γδηi ) (≽ ∪ ≻) p(γδηi ) = pγ (δηi )  t ′i (δηi ). Letting ηi+1
be the limitation of δηi to the variables occurring freely in ti , and
using that the marking steps are included in≽, we thus have siηi (≽
∪ ≻) · ≽ tiηi+1. Moreover, a ≻ step is used if ρi ∈ P1.
Since always ti ⇒∗R si+1, clearly also tiηi+1 ⇒∗R si+1ηi+1, and⇒∗R is included in ≿ by the ordering requirements for R, mono-
tonicity and transitivity. □
Now that we have seen a basic processor using reduction triples,
let us consider the base-type processor presented in the text.
Theorem 4.10 (Reduction triple processor). Let Bot be a
set {⊥σ : σ | all types σ } ⊆ F ♯ of unused constructors, M =
(P1 ⊎ P2,R,m, f ) a DP problem and (≿,≽,≻) a reduction triple
such that:
(1) for all ℓ ⇛ p (A) ∈ P1 ⊎ P2 with ℓ : σ1 → . . . → σm → ι
and p : τ1 → . . . → τn → κ we have:
• ℓ Z1 · · ·Zm ≻ p[®x := ®⊥] ⊥τ1 · · · ⊥τn if ℓ ⇛ p (A) ∈ P1
• ℓ Z1 · · ·Zm ≽ p[®x := ®⊥] ⊥τ1 · · · ⊥τn if ℓ ⇛ p (A) ∈ P2
where Z1 : σ1, . . . ,Zm : σm are fresh meta-variables and
[®x := ®⊥] is the substitution mapping all x : σ ∈ FV (p) to ⊥σ ;
(2) for all ℓ ⇒ r ∈ R, we have ℓ ≿ r ;
(3) if P1 ⊎ P2 contains a collapsing DP, then also:
• a X1 · · ·Xm ≽ Xi ⊥τ1 · · · ⊥τn if a : σ1 → . . . → σm →
ι ∈ M∪F ♯ , 1 ≤ i ≤ m andXi : τ1 → . . . → τn → κ ∈ M
(ι,κ ∈ S);
• f X1 · · ·Xar(f) ≽ f♯ X1 · · ·Xar(f) for all f ∈ F .
Then the processor Proc(≿,≽,≻) that maps M to {(P2,R,m, f )} is
both sound and complete.
Proof. Completeness follows by Lemma E.1. Soundness follows
as in the proof for the basic reduction triple processor, as we can
generate a ≻ ∪ ≽ ∪ ≿ sequence using a ≻ step for every occurrence
of an element of P1 in a given chain.
In the following, we say s ∼ t if s : σ1 → . . . → σm → ι with
ι ∈ S and t has the form (sη) u1 · · ·um for some substitution η. We
first prove: (**) if P contains a collapsing DP, and if s  t and s ∼ s ′,
then there exists t ′ such that t ∼ t ′ and s ′ (≽ ∪ ≿)∗ t ′. We prove
this by induction on the derivation of s  t .
• if s = t , then we can choose t ′ := s ′;
• if s = λx .q and qt , then s ′ = (λx .q′η)u1 · · ·um ≿ q′η[x :=
u1] u2 · · ·um =: q′ because ≿ includes ⇒β (and m > 0
because s ′ has base type); we complete by the induction
hypothesis because q ∼ q′.
• if s = u0 q1 · · ·qn with u0 a variable, abstraction or function
symbol, and qi  t for some i , then
s ′ = (u0η) (q1η) · · · (qnη) u1 · · ·um ≽ (qiη) ⊥σ1 · · · ⊥σl =: q′i ,
and since qi ∼ q′i , we complete by the induction hypothesis.
Next we observe: (***) if s ∼ s ′ and s ⇒∗R t , then there exists t ′
such that t ∼ t ′ and s ′ ≿ t ′. After all, if s ∼ s ′, we can write s ′ =
(sη) u1 · · ·um and letting t ′ := (tη) u1 · · ·um we both have t ∼ t ′
(clearly) and s ′ ⇒∗R t ′ because ⇒R is stable under substitution
and monotonic. But then also s ′ ≿ t ′, since ≿ contains⇒R (as ≿
contains⇒β and ≿ orients the rules in R and is meta-stable and
monotonic) and is transitive.
Now, let s ′1 := s1 ⊥σ1 · · · ⊥σm ; then clearly s1 ∼ s ′1. For i ∈ N,
suppose si ∼ s ′i .
If ρi = beta, then si ⇒β ·  b for some b with ti = b♯ . Write
s ′i = ((λx .q) v w1 · · ·wn )η u1 · · ·um . Then, because⇒β is included
in ≿, we have s ′i ≿ (u[x := v]w1 · · ·wn )η u1 · · ·um , which by (**)(≽ ∪ ≿)∗ b ′ for some b ′ such that b ∼ b ′. By the inclusion of the
marking rules in ≽, we have b ′ ≽ t ′i for a suitable t ′i as well, and
t ′i ≿ s ′i+1 for suitable s ′i+1 by (***).
Otherwise, ρi = ℓ ⇛ p (A) and si = ℓγ and pγ  b for some
b with ti = b♯ . We can write s ′i = ℓ(γη) u1 · · ·um ; writing δ :=
γη ∪ [Z1 := u1, . . . ,Zm := um ] for fresh meta-variables Zi , we
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then have s ′i = (ℓ Z1 · · ·Zm )δ . Let p : τ1 → . . . → τn → κ and
write ξ for the substitution mapping each x : σ ∈ FV (p) to ⊥σ .
If ρi ∈ P1, we have ℓ Z1 · · ·Zm ≻ (p ⊥τ1 · · · ⊥τn )ξ ; otherwise
ℓ Z1 · · ·Zm ≽ (p ⊥τ1 · · · ⊥τn )ξ . By meta-stability, we have si (≻
∪ ≽) (p ⊥τ1 · · · ⊥τn )ξγ = p(γ |FMV (p) ∪ ξ ) ⊥τ1 · · · ⊥τn =: w ′ and
clearly pγ ∼ w ′. Therefore by (**) and the inclusion of the marking
rules and (***), we have w ′ (≽ ∪ ≿)∗ · ≽ t ′i ≿ s ′i+1 for suitable t ′i
and s ′i+1. □
To obtain correctness for the abstraction-simple reduction triple
processor, we first obtain a number of lemmas. In the following, we
let f− = f for f < funs(P,R) (so tag is defined on all terms). We
formalise Def. 4.13 as follows:
• tag(s1 s2) = tag(s1) tag(s2) if s1 respects ar ;
• tag(x) = x for x ∈ V;
• tag(λx .s) = λx .tag(s);
• tag(Z [s1, . . . , se ]) = Z [tag(s1), . . . , tag(se )];
• tag(f s1 · · · sk ) = f tag(s1) · · · tag(sk ) if FV (f s1 · · · sk ) = ∅
and tag(f s1 · · · sk ) = f− tag(s1) · · · tag(sk ) if FV (f s1 · · ·
sk ) , ∅, for k = ar(f)
Lemma E.4. If s respects ar , then tag(s t) = tag(s) tag(t).
Proof. Trivial by case analysis on the form of s . □
Lemma E.5. Let γ be a substitution. If γ (Z ) ≈e λx1 . . . xe .s , then
γ tag(Z ) ≈e λx1 . . . xe .tag(s).
Proof. Immediate if γ (Z ) = λx1 . . . xe .s; otherwise write γ (Z )
= λx1 . . . xn .s ′ with n < e and s = s ′ xn+1 · · · xe . By Lemma E.4,
tag(s) = tag(s ′) tag(xn+1) · · · tag(xe ) = tag(s ′) xn+1 · · · xe . □
Lemma E.6. Suppose that (P,R,m, f ) and (≿,≽,≻) satisfy the
conditions in Thm. 4.14. If s is a meta-term and γ a substitution with
FMV (s) ⊆ dom(γ ) that maps everything in its domain to closed terms,
then tag(s)γ tag ≿ tag(sγ ).
Here, and in subsequent lemmas, γ tag = [tag(γ (b)) | b ∈
dom(γ )].
Proof. By induction first on the number of meta-variables oc-
curring in s , second on its form.
• If s = s1 s2 and s1 respects ar , then by Lemma E.4 tag(s)γ tag
= (tag(s1)γ tag) (tag(s2)γ tag), which by the second part of
the induction hypothesis ≿ tag(s1γ ) tag(s2γ ) = tag(sγ ).
• If s = λx .s ′, we easily complete by the second part of the
induction hypothesis as well.
• If s = x ∈ V , then tag(s)γ tag = xγ tag = tag(γ (x)) (whether
or not x ∈ dom(γ )), = tag(sγ ).
• If s = Z [s1, . . . , se ], then because FMV (s) ⊆ dom(γ ) we may
denote γ (Z ) ≈e λx1 . . . xe .u and by Lemma E.5 γ tag(Z ) ≈e
λx1 . . . xe .tag(u). We have tag(s)γ tag = Z [tag(s1), . . . ,
tag(se )]γ tag = tag(u)[x1 := tag(s1)γ tag, . . . ,xe :=
tag(se )γ tag], which by the second part of the induction hy-
pothesis ≿ tag(u)[x1 := tag(s1γ ), . . . ,xe := tag(seγ )]. By
the first part of the IH, this ≿ tag(u[x1 := s1γ , . . . ,xe :=
seγ ]) = tag(sγ ).
• If s = f s1 · · · sk and FV (s) , ∅, then we have tag(s)γ tag =
(f− tag(s1) · · · tag(sk ))γ tag ≿ f− tag(s1γ ) · · · tag(skγ ) by
the induction hypothesis. If FV (sγ ) , ∅ or f < funs(P,R),
this is exactly tag(sγ ). Otherwise, it still ≿ tag(sγ ) because
f− X1 · · ·Xk ≿ f X1 · · ·Xk by assumption and ≿ is meta-
stable.
• If s = f s1 · · · sk and FV (s) = ∅, then the same holds for
FV (sγ ) because γ maps only to closed terms. We easily com-
plete by the induction hypothesis. □
Lemma E.7. Suppose that (P,R,m, f ) and (≿,≽,≻) satisfy the
conditions in Thm. 4.14. If ℓ is a closed fully extended pattern such that
meta-variables only occur in a context λx1 . . . xk .Z [x1, . . . ,xk ], and
γ is a substitution mapping to closed terms with FMV (ℓ) ⊆ dom(γ ),
then tag(ℓγ ) ≿ ℓγ tag.
Proof. By induction on the form of ℓ.
• If ℓ = f ℓ1 · · · ℓn , then because both ℓ and all γ (Z ) are closed,
we have tag(ℓγ ) = f tag(ℓ1γ ) · · · tag(ℓnγ ) ≿ f (ℓ1γ tag) · · ·
(ℓnγ tag) (by the induction hypothesis), = (f ℓ1 · · · ℓn )γ tag =
ℓγ tag.
• If ℓ = λx1 . . . xk .Z [x1, . . . ,xk ], then tag(ℓγ ) = tag(γ (Z )) =
γ tag(Z ) = ℓγ tag.
• Otherwise, because ℓ is closed, it can have only the form
λx .ℓ′ where ℓ′ does not contain meta-variables (as all meta-
variable occurrences must be fully extended but occur with
all their abstracted variables directly above them). Thus,
tag(ℓγ ) = tag(ℓ), which ≿ ℓ just by replacing every f− by
f step by step (≿ is monotonic and transitive). □
Lemma E.8. Suppose that (P,R,m, f ) and (≿,≽,≻) satisfy the
conditions in Thm. 4.14. If s ⇒β t , then tag(s) ≿ tag(t).
Proof. By induction on the form of s . If s = x s1 · · · sn or
s = (λx .s0) s1 · · · sn and the reduction takes place in one of the si , we
immediately complete by the induction hypothesis and monoton-
icity of ≿; the same holds if s = f s1 · · · sn and FV (f s1 · · · sk ) = ∅
for ar(f) = k ≤ n (since β-reduction cannot introduce a new
free variable). If s = f s1 · · · sn and FV (f s1 · · · sk ) , ∅ and the
reduction takes place in si , then tag(s) = f− tag(s1) · · · tag(sn ) ≿
f− tag(s1) · · · tag(s ′i ) · · · tag(sn ) by the induction hypothesis, and
this either = tag(t) or ≿ tag(t) by a single tag removal at the head
(if the reduction in si removed all free variables of the term). Fi-
nally, if s = (λx .u) v w1 · · ·wn and t = (u[x := v])w1 · · ·wn , then
tag(s) = (λx .tag(u)) tag(v) tag(w1) · · · tag(wn ) ≿ tag(u)[x :=
tag(v)] tag(w1) · · · tag(wn ) by the inclusion of rootmost β-steps
in ≿ and monotonicity; by Lemma E.6 and Lemma E.4, this term
≿ tag(u[x := v]) tag(w1) · · · tag(wn ) = tag(t). □
Lemma E.9. Suppose that (P,R,m, f ) and (≿,≽,≻) satisfy the
conditions in Thm. 4.14. Let ℓ be a closed fully extended pattern whose
meta-variables only occur in a context λx1 . . . xk .Z [x1, . . . , ,xk ], and
γ be a substitution mapping to closed terms with FMV (ℓ) ⊆ dom(γ ) ⊆
M. If s ⇒∗R ℓγ by an ℓ-formative reduction, then tag(s) ≿ ℓγ tag.
Proof. By induction on the definition of an ℓ-formative reduc-
tion. In the induction, we do not limit interest to closed ℓ, but rather
consider ℓ such that: if FMV (ℓ) , ∅ then FV (ℓ) = ∅.
• If there are ℓ′ ⇒ r ′ ∈ Rext and a substitution δ such that
s ⇒∗R ℓ′δ by an ℓ′-formative reduction and r ′δ ⇒∗R ℓγ
by an ℓ-formative reduction, then the induction hypothesis
gives that tag(s) ≿ ℓ′δtag and tag(r ′δ ) ≿ ℓγ tag. Moreover,
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since ℓ′ ≿ tag(r ′) and ≿ is meta-stable, we have ℓ′δtag ≿
tag(r ′)δtag ≿ tag(r ′δ ) by Lemma E.6. We complete by
transitivity of ≿.
• If s = (λx .u) v w1 · · ·wn and u[x := v] w1 · · ·wn ⇒∗R ℓγ
by an ℓ-formative reduction, then tag(s) ≿ tag(u[x :=
v]w1 · · ·wn ) by Lemma E.8. We complete by the induction
hypothesis and transitivity of ≿.
• If ℓ = f ℓ1 · · · ℓn and s = f s1 · · · sn with each si ⇒∗R
ℓiγ , we have tag(si ) ≿ ℓiγ tag by the induction hypothesis.
Whether or not FV (s) = ∅, we have tag(s) ≿ f tag(s1) · · ·
tag(sn ) (either because ≿ is reflexive or by using an untag-
ging step), which ≿ ℓγ tag by monotonicity.
• If ℓ = λx1 . . . xk .Z [x1, . . . ,xk ] and s = λx1.s ′, we observe
that in fact s ⇒∗β ℓγ :
– if k = 0 then s = ℓγ because the reduction is formative;
– if k = 1 then (because we have already considered a reduc-
tion using a headmost step) s = λx1.s ′ with s ′ ⇒∗R Z [x1]γ
by a Z [x1]-formative reduction; that is, s ′ =
Z [x1]γ , so s = ℓγ ;
– if k > 1 then by definition of abstraction-simplicity all
rules have base type. Thus, s ⇒∗β λx1 . . . xk .s ′′ with s ′′ =
Z [x1, . . . ,xk ]γ , so λx1 . . . xk .s ′′ = ℓγ .
Thus, tag(s) ≿ tag(ℓγ ) by Lemma E.8 and tag(ℓγ ) ≿ ℓγ tag
by Lemma E.7.
• If FMV (ℓ) , ∅ and therefore FV (ℓ) = ∅, there are no other
options: ℓ cannot be x ℓ1 · · · ℓn , and if ℓ = λx .ℓ′, then any
meta-variable occurrence in ℓ′ must include x (as ℓ is fully
extended); given the required form of meta-variable occur-
rences in ℓ, this only leaves ℓ′ = λx2 . . . xk .Z [x ,x2, . . . ,xk ].
• If FMV (ℓ) = ∅ (so ℓγ = ℓ), we must consider two more cases.
First, if s = x s1 · · · sn and ℓ = x ℓ1 · · · ℓn with each si ⇒∗R
ℓiγ , we immediately conclude by the induction hypothesis:
tag(s) = x tag(s1) · · · tag(sn ) ≿ x ℓ1 · · · ℓn = ℓ. Second,
if s = λx .s ′ and ℓ = λx .ℓ′ and s ′ ⇒∗R ℓ′ then tag(s) =
λx .tag(s ′) ≿ λx .ℓ′ = ℓ by the induction hypothesis and
monotonicity of ≿. □
Lemma E.10. Suppose that (P,R,m, f ) and (≿,≽,≻) satisfy the
conditions in Thm. 4.14, and P contains a collapsing DP. Let s  t
and ∅ , FV (s) ⊆ FV (t); that is, s is closed save for the variables
that occur freely in t , and there is at least one such variable. Let
γ be a substitution on domain FV (s), mapping to closed terms. Let
u1, . . . ,um be closed terms such that s u1 · · ·um is a well-typed term
of base type. Then there exist closed terms v1, . . . ,vn and a substitu-
tion δ on domain FV (t) \ FV (s) mapping to closed terms such that
tag(s)γ tag tag(u1) · · · tag(um ) (≽ ∪ ≿)∗ tag(((tδ )♯γ ) v1 · · ·vn ),
with the latter term having base type as well.
Proof. By induction on the derivation of s  t .
• If s = t then by Lemma E.6 and monotonicity, tag(s)γ tag
tag(u1) · · · tag(um ) ≿ tag(sγ ) tag(u1) · · · tag(um ), which
by Lemma E.4 = tag((sγ ) u1 · · ·um ). This suffices if s does
not have the form f s1 · · · sk with k = ar(f) (taking δ := []
and v1 := u1, . . . ,vm := um ), as then s♯ = s .
If, however, s does have this form, then note that
tag(s)γ tag = f− (tag(s1)γ tag) · · · (tag(sk )γ tag) because FV (s) ,
∅ by assumption. Therefore, by Lemma E.6,
tag(s)γ tag tag(®u) ≿ f− tag(s1γ ) · · · tag(skγ ) tag(u1) · · ·
tag(um ). Since always f− X1 · · ·Xk+m ≽ f♯ X1 · · ·Xk+m
and by meta-stability, this term ≽ f♯ tag(s1γ ) · · · tag(skγ )
tag(u1) · · · tag(um ), which by Lemma E.4, = tag(f♯ (s1γ )
· · · (skγ ) u1 · · ·um ) = tag((s♯γ ) u1 · · ·um ).
• If s = s1 s2 with s1 respecting ar , then tag(s)γ tag tag(u1)
· · · tag(um ) = tag(s1)γ tag tag(s2)γ tag tag(u1) · · · tag(um )
by Lemma E.4. If s1  t , then by Lemma E.6 we observe that
this term ≿ tag(s1)γ tag tag(u0) · · · tag(um ) with u0 = s2γ ,
and we complete with the induction hypothesis. If s2  t ,
then note that Z X0 · · ·X1Xm ≽ X0 ®⊥, so by meta-stability
of ≽ we have tag(s1)γ tag tag(s2)γ tag tag(u1) · · · tag(um )
≽ tag(s2)γ tag ®⊥, and since tag(⊥σ ) = ⊥σ , we again com-
plete by the induction hypothesis.
• If s = λx .s ′ and s ′  t then we can safely assume x does
not occur in dom(γ ); we also know that m > 0 because
s ®u has base type. Thus tag(s)γ tag tag(u1) · · · tag(um ) ≿
tag(s ′)γ tag[x := tag(u1)] tag(u2) · · · tag(um ) because ≿
includes ⇒β -steps, and this term ≿ tag(s ′[x := u1])γ tag
tag(u2) · · · tag(um ) by Lemma E.6 since γ maps to closed
terms. But if s ′  t then s ′[x := u1]  t[x := u1], so by
the induction hypothesis, this term (≽ ∪ ≿)∗ tag(((t[x :=
u1]δ )♯γ ) v1 · · ·vn ), which suffices because [x := u1]δ is
clearly a closed substitution on domain FV (t) \ FV (s) for δ
a closed substitution on domain FV (t[x := u1]) \ FV (s ′[x :=
u1]).
• Finally, if s = f s1 · · · sk with si  t , then because FV (s) , ∅
we have tag(s)γ tag tag(u1) · · · tag(um ) = f− (tag(s1)γ tag)
· · · (tag(sk )γ tag) tag(u1) · · · tag(um ). As f− X1 · · ·Xk+m
≽ Xi ®⊥ and ≽ is meta-stable, this term ≽ tag(si )γ tag ®⊥;
we complete with the induction hypothesis. □
Theorem 4.14 (Abstraction-simple reduction triple pro-
cessor). Let Bot be a set {⊥σ : σ | all types σ } ⊆ F ♯ of unused
constructors. LetM = (P,R,m, f ) be a DP problemwithP = P1⊎P2.
Let (≿,≽,≻) be a reduction triple such that:
(1) (P,R) is abstraction-simple and f = formative;
(2) for all ℓ ⇛ p (A) ∈ P with ℓ : σ1 → . . . → σm → ι and
p : τ1 → . . . → τn → κ we have:
• ℓ Z1 · · ·Zm ≻tag(p[®x := ®⊥] ⊥τ1 · · · ⊥τn ) if ℓ⇛p (A) ∈ P1
• ℓ Z1 · · ·Zm≽tag(p[®x := ®⊥] ⊥τ1 · · · ⊥τn ) if ℓ⇛p (A) ∈ P2
where Z1 : σ1, . . . ,Zm : σm are fresh meta-variables and
[®x := ®⊥] is the substitution mapping all x : σ ∈ FV (p) to ⊥σ ;
(3) for all ℓ ⇒ r ∈ R, we have ℓ ≿ tag(r );
(4) f− X1 · · ·Xar(f) ≿ f X1 · · ·Xar(f) for all f ∈ funs(P,R);
(5) if P contains a collapsing DP, then also:
• a X1 · · ·Xm ≽ Xi ⊥τ1 · · · ⊥τn if a : σ1 → . . . → σm →
ι ∈ M ∪ funs−(P,R), 1 ≤ i ≤ m and Xi : τ1 → . . . →
τn → κ ∈ M (ι,κ ∈ S);
• f− X1 · · ·Xar(f) ≽ f♯ X1 · · ·Xar(f) for all f ∈ funs(P,R).
Then the processor Proctag(≿,≽,≻) that mapsM to {(P2,R,m, f )} is
both sound and complete.
Proof. Completeness follows by Lemma E.1. Soundness follows
as in the proof for the base-type reduction triple processor, since
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we can generate a ≻ ∪ ≽ ∪ ≿ sequence using a ≻ step for every
occurrence of an element of P1 in a given chain. We let s ∼ s ′ if s ′ =
tag((sη) u1 · · ·um ) with s ′ a closed term of base type. For a given
formative (P,R)-chain [(ρi , si , ti ) | i ∈ N], let t ′1 := tag(t1[®x :=
®⊥] ⊥σ1 · · · ⊥σm ); then clearly s1 ∼ s ′1. For i ∈ Nwith i > 1, suppose
ti−1 ∼ t ′i−1. Consider the possibilities for ρi .
First, if ρi = beta, then ti−1 = si , and we can safely assume that
this only occurs if P contains a collapsing DP. Let s ′i := t ′i−1; then
certainly si ∼ s ′i . There are two options:
• If si = (λx .q) v w1 · · ·wn with n > 0, then ti = q[x :=
v] w1 · · ·wn . By definition of ∼, we can write s ′i =
tag((λx .(qη)) (vη) (w1η) · · · (wnη) u1 · · ·um ) for some sub-
stitution η. By choosing t ′i := tag(qη[x := vη] (w1η) · · ·(wnη) u1 · · ·um ), we have both ti ∼ t ′i and s ′i ≿ t ′i , the latter
by Lemma E.8.
• If si = (λx .q) v and ti = w♯[x := v] for somew with q w
and x ∈ FV (w) but x , w , then write s ′i = tag((λx .qη) (vη)
u1 · · ·um ) and observe that x does not occur in domain or
range of η, so FV (qη) = {x} since η maps all variables in
FV (si ) to closed terms. What is more, clearly qη wη. By
Lemma E.10, si (≽ ∪ ≿)∗ tag(((wηδ )♯[x := vη]) v1 · · ·vn )
for some closed substitution δ on domain FV (w) \ {x}. Asw
is not a variable, this is exactly tag(w♯[x := v]δη v1 · · ·vn )
=: t ′i ; indeed ti ∼ t ′i .
Otherwise, ρi = ℓ ⇛ p (A) and si = ℓγ and ti−1 ⇒∗R si by
an ℓ-formative reduction. Write t ′i−1 = tag((ti−1η) u1 · · ·um ). As
an induction on the definition of formative reductions shows that
they are preserved under substitution – that is, also ti−1η ⇒∗R
ℓγη by an ℓ-formative reduction – it is not hard to see that also
(ti−1η) u1 · · ·um ⇒∗R (ℓ Z1 · · ·Zm )(γη ∪ [Z1 := u1, . . . ,Zm :=
um ]) by a (ℓ Z1 · · ·Zm )-formative reduction. We obtain ti−1 ≿
(ℓ Z1 · · ·Zm )(γη ∪ [ ®Z := ®u])tag = ℓ(γη)tag tag(u1) · · · tag(um ) =:
s ′i by Lemma E.9. Now, there are once more two possibilities:
• If ti = pγ and ρi ∈ P1, then ℓ Z1 · · ·Zm ≻ tag(p[®x := ⊥] ®⊥).
By meta-stability, s ′i ≻ tag(p[®x := ⊥] ®⊥)(γη)tag, which by
Lemma E.6 ≿ tag((p[®x := ⊥]γη) ⊥1 · · · ⊥n ) =: t ′i . Thus,
s ′i ≻ · ≿ t ′i .• If ti = pγ and ρi ∈ P2, we similarly have s ′i ≽ · ≿ t ′i .• If ρi ∈ P1 and p = Z [p1, . . . ,pe ], then write (γη)(Z ) ≈e
λy1 . . .ye .u; there is some non-variable v with u  v and
FV (v) ∩ {y1, . . . ,ye } , ∅ and ti = v[y1 := p1γ , . . . ,ye :=
peγ ]. Again using meta-stability and the way tagged de-
pendency pairs are oriented, we obtain s ′i ≻ tag(p[®x := ⊥]
®⊥)(γη)tag = tag(u)[y1 := tag(p1)[®x := ®⊥](γη)tag, . . . ,
ye := tag(pe )[®x := ®⊥](γη)tag] ®⊥, which by Lemma E.6 and
the observation that the variables x j that occur free in p can
be assumed to not occur in the range of γ , ≿ tag(u)[y1 :=
tag(p1γ [®x := ®⊥]η), . . . ,ye := tag(peγ [®x := ®⊥]η)] ®⊥ =
tag(u)[y1 := p1γ [®x := ®⊥]η, . . . ,ye := peγ [®x := ®⊥]η]tag ®⊥
=: t ′′i . Note that since γη maps the meta-variables in FMV (ℓ)
to closed terms, FV (u) ⊆ {y1, . . . ,ye }.
Let j be such that yj ∈ FV (v); at least one such j exists.
Writing ξ := [yn := pnγ [®x := ®⊥]η | 1 ≤ n ≤ e ∧ n , j],
we have t ′′i = tag(u)ξ tag[yj := pjγ [®x := ®⊥]η]tag ®⊥ (be-
cause ξ maps to closed terms), which by Lemma E.6 ≿
tag(uξ ))[yj := pjγ [®x := ®⊥]η]tag ®⊥, which we can also write
as tag(uξ ))[yj := pjγ [®x := ®⊥]η]tag tag(⊥1) · · · tag(⊥n′) =:
t ′′′i . Then {yj } = FV (uξ ) ⊆ FV (vξ ) and we still haveuξvξ .
As ρi is collapsing, we can apply Lemma E.10 to obtain some
δ and terms ®v such that t ′′′i (≽ ∪ ≿)∗ tag(((uξδ )♯[yj :=
pjγ [®x := ®⊥]η]) ®v) =: t ′i . Sinceu is not a variable, we canmove
the ♯, and since ξ and δ both map to closed terms, we can
swap them around; thus, t ′i = tag(u♯δ [yn := pnγ [®x := ®⊥]η |
1 ≤ n ≤ e] ®v) = tag(u♯[y1 := p1γ , . . . ,yn := pnγ ][®x :=
®⊥]ηδ ®v). Thus, also ti ∼ t ′i .• If ρi ∈ P2 and p = Z [p1, . . . ,pe ], we similarly obtain t ′i with
s ′i ≽ · ≿ ·(≽ ∪ ≿)∗ t ′i .
All in all, for all i we have t ′i−1 ≿ s ′i and s ′i ≻ ·(≽ ∪ ≿)∗t ′i if ρi ∈ P1,
otherwise s ′i (≽ ∪ ≿)∗t ′i . □
E.3 From dynamic to static DPs
The SDP processor is straightforwardly proved with the results we
already have.
Theorem 4.16. LetG := Gθ be a dependency graph approximation
for SDP(R), and let SDP(R)G := {ρ ∈ SDP(R) | θ (ρ) is on a cycle in
G}. Then the processor ProcSDPG that maps a DP problem (P,R,m, f )
to {(SDP(R)G ,R, computableR , formative)} if P ⊆ DDP(R) and
R is AFP, is sound; it is complete if also SDP(R)G ⊆ P.
Proof. Completeness follows by Lemma E.1. As for soundness:
if there is an infinite (P,R)-dependency chain and P ⊆ DDP(R),
then R is non-terminating by Thm. 3.13, so by Thm. 3.25 there is
an R-computable and formative infinite (SDP(R),R)-dependency
chain. By Lemma E.2, this chain has a tail that is fully in SDP(R)G .
□
E.4 Modifying collapsing dependency pairs
Theorem 4.18 (Extended meta-application processor). Let
us define extend(s) := Z [t1, . . . , te , s1, . . . , sn ] if s = Z [t1, . . . , te ]
s1 · · · sn and extend(s) := s if s has any other form. The processor
Procextend that maps a DP problem (P,R,m, f ) to the singleton set
{(P ′,R,m, f )} with P ′ = {ℓ ⇛ extend(p) (A) | ℓ ⇛ p (A) ∈ P},
is sound. It is complete if P ⊆ DDP(R).
Proof. Completeness if P ⊆ DDP(R) follows similarly to the
proof of Lemma C.3.
As for soundness, suppose there is an infinite (P,R,m, f )-chain
[(ρi , si , ti ) | i ∈ N] and let γi be the corresponding substitution
for i ∈ N. We will construct a (P ′,R,m, f )-chain. Let t ′−1 := t0.
Now for j ∈ N, suppose that we have some i > 0 such that t ′j−1 =
ti−1. Let (ρ ′j , s ′j , t ′j ) := (ρi , si , ti ) if ρi does not have the form ℓ ⇛
Z [u1, . . . ,ue ] ue+1 · · ·un (A) with n > e . If ρi does have this form,
then write γi (Z ) = λx1 . . . xm .q with q not an abstraction. Let
ρ ′j := ℓ ⇛ Z [u1, . . . ,un ] (A) and s ′j := si ; for t ′j considerm:
• ifm ≤ e , then let t ′j := ti ;
• if e < m ≤ n then let t ′j := ti+m−e ;
• if n < m then let t ′j := ti+n−e .
We claim that the sequence built like this is a (P ′,R,m, f )-chain,
where P ′ = {extend(ρ) | ρ ∈ P}. It is clear that all ρ j ∈ P ′ ∪
{beta}, and that the reduction property (formative or not) from
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t ′j−1 to s
′
j is always satisfied (as it is satisfied for ti−1, si ). This gives
us property 3 of Def. 3.7 for all j ∈ N. Also, if ρ ′j = ρi , then
the properties for j in both cases 1 and 2 of Def. 3.7 are satisfied.
Otherwise, ρi = ℓ ⇛ Z [u1, . . . ,ue ] ue+1 · · ·un (A) and ρ ′j = ℓ ⇛
Z [u1, . . . ,un ] (A). Clearly s ′j = ℓγi . Then:
• If m ≤ e , then (Z [u1, . . . ,ue ] ue+1 · · ·un )γi = Z [u1, . . . ,
un ]γi = q[x1 := u1γi , . . . ,xm := umγi ] (um+1γi ) · · · (unγi )
= t ′j . This choice is adequate since we can write
γi (Z ) ≈n λx1 . . . xn .q xm+1 · · · xe+n
and
(q xm+1 · · · xn )♯ = q xm+1 · · · xn
since ♯ has no effect on applications if the head respects ar .
• If e < m < n, then (Z [u1, . . . ,ue ] ue+1 · · ·un )γi is an ap-
plication, which reduces inm − e headmost β-steps to the
term q[x1 := u1γi , . . . ,xm := umγi ] (um+1γi ) · · · (unγi ) =
Z [u1, . . . ,un ]γi . Since, in a dependency chain, only beta
can be applied if si has a β-redex at its head, necessarily
ρi+1, . . . , ρi+m−e are all beta. Moreover, since the β-redex
does not occur at the top but only at the head, the subterm
case is not applied. Thus, t ′j = ti+m−e = Z [u1, . . . ,un ]γi .
This choice is adequate as in the casem ≤ e .
• Finally, if n ≤ m, then ti = (Z [u1, . . . ,ue ] ue+1 · · ·un )γi is
an application of length n − e with a λ-abstraction at the
head; ρi+1, . . . , ρi+n−e are all beta, but in the last step, the
β-redex occurs at the top. That is, si+n−e = (λxn . . . xm .
q[x1 := u1γi , . . . ,xn−1 := un−1γi ]) (unγi ) and there exists
a non-variable term w with λxn+1 . . . xm .q  w such that
t ′j = ti+n−e = w
♯[x1 := u1γi , . . . ,xn := unγi ]; what is more,
xn ∈ FV (w). Then also γi (Z ) ≈n λx1 . . . xn .λxn+1 . . . xm .q
and xn ∈ FV (λxn+1 . . . xm .q) ∩ {x1, . . . ,xn }, so t ′j satisfies
the requirements.
As for the minimality flags: ifm = minimal, then all strict subterms
of t ′j are terminating since they are also strict subterms of some
tn . Ifm = computableS , then by definition beta does not occur in
[(ρi , si , ti ) | i ∈ N], so also the altered pairs are never used. □
Theorem 4.21 (Condition-adding processor). A processor
Procaddcond that maps a DP problem (P,R,m, f ) withm ⪰ minimal
to {(P ′,R,m, f )} if the following conditions are satisfied is both
sound and complete:
(1) for any term s that is terminating under ⇒R : there is no
minimal (P,R)-chain that starts in s♯ or any of its subterms;
(2) P = P1 ⊎ P2 where P2 contains only dependency pairs of the
form ℓ ⇛ Z [p1, . . . ,pe ] (A) with Z ∈ FMV (ℓ);
(3) P ′ = P1 ∪ {ℓ ⇛ Z [p1, . . . ,pe ] (A∪ {Z : i}) | ℓ ⇛ Z [p1, . . . ,
pe ] (A) ∈ P2 ∧ 1 ≤ i ≤ e}.
Proof. For soundness, suppose (P,R,m, f ) is infinite. Thus, let
[(ρi , si , ti ) | i ∈ N] be an infinite (P,R)-chain and γi be the corres-
ponding substitution for i ∈ N. If ρi = ℓ ⇛ Z [p1, . . . ,pe ] (A) ∈ P2,
thenwe cannot haveγi (Z ) ≈e λx1 . . . xe .s with FV (s)∩{x1, . . . ,xe }
= ∅, as then ti = s is non-terminating: since Z ∈ FMV (ℓ) by
assumption, this contradicts minimality (which we have both if
m = minimal and by Lemma D.3 ifm = computableS ).
For completeness, suppose (P ′,R,m, f ) is infinite; if R is non-
terminating then also (P,R,m, f ) is infinite, so suppose there is an
infinite (P ′,R)-dependency chain. An infinite (P,R)-dependency
chain is obtained just by replacing all DPs by their original: if γ
respects A ∪ {Z : i} then it also respects A. □
E.5 Rule removal without search for orderings
Theorem 4.24 (Formative rules processor). For a formative
rules approximation FR, the processor ProcFR that maps a DP prob-
lem (P,R,m, formative) to {(P, FR(P,R),m, formative)} is both
sound and complete.
Proof. Completeness follows by Lemma E.1. Soundness follows
by definition of a formative rules approximation (a formative in-
finite (P,R)-dependency chain can be built using only rules in
FR(P,R)). □
An example of a formative rules approximation is the following,
adapted from [30, Def. 6.10]:
Definition E.11. A meta-term s : σ has shape (a,τ ) for a ∈ F ∪
{λ,⊥} if σ = τ and (1) if s = λx .s ′ then a = λ, (2) if s = f s1 · · · sn
with f ∈ F then a = f, (3) if s = (λx .u) v0 · · ·vn then u[x :=
v0] v1 · · ·vn has shape (a,τ ). Let R(a,τ ) = {ℓ ⇒ r ∈ R | r has
shape (a,τ )}. For a pattern ℓ : τ , let FA(ℓ,R) be any set such that:
• if ℓ = f ℓ1 · · · ℓn , then R(f,τ ) ⊆ FA(ℓ,R) and FA(ℓi ,R) ⊆
FA(ℓ,R) for 1 ≤ i ≤ n;
• if ℓ = x ℓ1 · · · ℓn with x ∈ V , then R(⊥,τ ) ⊆ FA(ℓ,R) and
FA(ℓi ,R) ⊆ FA(ℓ,R) for 1 ≤ i ≤ n;
• if ℓ = λx .ℓ′, then R(λ,τ ) ⊆ FA(ℓ,R) and FA(ℓ′,R) ⊆
FA(ℓ,R);
• if ℓ′ ⇒ r ′ ∈ FA(ℓ,R), then FA(ℓ′,R) ⊆ FA(ℓ,R).
Such a set always exists, as R itself qualifies, but we can also find
the smallest such set through an inductive process (even for infinite
R by choosing the smallest fixed point of a monotone function).
Let FR(ℓ,R) := {ℓ′ ⇒ r ′ ∈ R | FA(ℓ,Rext) ∩ {ℓ′ ⇒ r ′}ext , ∅}.
Since meta-terms Z [s1, . . . , se ] t1 · · · tn of type σ have shape
(a,σ ) for all a, collapsing rules will often be included (depending
on types). However, dependency pairs of the form f♯ X1 · · ·Xn ⇛
p (A) do not generate any formative rules at all. We observe:
Lemma E.12. If s ⇒∗R ℓγ by an ℓ-formative reduction, then
s ⇒∗FR(ℓ,Rext) ℓγ .
Proof. We will show a bit more: that every step in a given ℓ-
formative reduction s ⇒∗R ℓγ is in FA(ℓ,Rext), by induction first
on the length of that reduction, second on the size of s .
The statement clearly holds if s = ℓγ , and if s ⇒β s ′ ⇒∗R ℓγ
(with the latter part ℓ-formative) we complete by the first induc-
tion hypothesis. If s = λx .s ′ and ℓ = λx .ℓ′ and s ⇒∗R ℓ′γ by an
ℓ′-formative reduction, we complete by the second induction hypo-
thesis because FA(ℓ′,Rext) ⊆ FA(ℓ,Rext); we are similarly done if
s = a s1 · · · sn , ℓ = a ℓ1 · · · ℓn and each si ⇒∗R ℓiγ for a ∈ F ♯ ∪V .
Finally, suppose s ⇒∗R ℓ′δ by an ℓ′-formative reduction and
r ′δ ⇒∗R ℓγ by an ℓ-formative reduction for ℓ′ ⇒ r ′ ∈ R. We must
show that then ℓ′ ⇒ r ′ ∈ FA(ℓ,Rext). Having this, the induction
statement follows easily, because (1) the reduction r ′δ ⇒∗R ℓγ uses
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only rules in FA(ℓ,Rext) by the first induction hypothesis, and (2)
the reduction s ⇒∗R ℓ′δ uses only rules in FA(ℓ′,Rext) by the first
induction hypothesis, and by assumption FA(ℓ′,Rext) ⊆ FA(ℓ,γ ).
If ℓ′ ⇒ r ′ is collapsing, then r ′ has shape (a,τ ) for all a, where τ
is the type of both s and ℓ′. Since ℓ is not a meta-variable application
(as s = ℓγ in that case), ℓ′ ⇒′r ∈ (Rext)(a,τ ) ⊆ FA(ℓ,Rext).
If r ′ has the form λx .r ′′, then necessarily ℓ has the form λx .ℓ′′,
so ℓ′ ⇒ r ′ ∈ (Rext)(λ,τ ) ⊆ FA(ℓ,Rext).
The only alternative is that r ′ has the form f r1 · · · rn . If ℓ′ =
f ℓ1 · · · ℓn , then we are done because ℓ′ ⇒ r ∈ (Rext)(λ,τ ). Oth-
erwise there is another root step in the ℓ-formative reduction
r ′δ ⇒∗R ℓγ : r ′δ ⇒∗R ℓ′′η and r ′′η ⇒∗R ℓγ . By the first induction hy-
pothesis, ℓ′′ ⇒ r ′′ ∈ FA(ℓ,Rext). But s ⇒∗R ℓ′δ ⇒R r ′δ ⇒∗R ℓ′′η
is actually a ℓ′′-formative reduction. Thus, by the first induction
hypothesis, it uses only rules in FR(ℓ′′,Rext) ⊆ FR(ℓ,Rext). □
Corollary E.13. The function FR from Def. E.11 is a formative
rules approximation.
We presented Lemma E.12 separately because it might be useful
in particular for reduction triples to use a variation of a formative
rules approximation that does not need to be a subset of R.
We now turn our attention to usable rules:
Theorem 4.27 (Usable rules processor). For a usable rules
approximation UR, the processor ProcUR that maps a DP problem
(P,R,m, f ) with P non-collapsing and m ⪰ minimal to {(P,
UR(P,R), arbitrary, all)} is sound.
Proof. Suppose there is an infinite minimal (P,R,m, f )-chain
[(ρi , si , ti ) | i ∈ N] (minimality can be assumed by Lemma D.3)
and P is non-collapsing. Let UR(P,R) be a usable rules approxim-
ation, and φ the corresponding function. Define φ ′(f s1 · · · sn ) =
f φ(s1) · · ·φ(sn ).
As P is non-collapsing, we can identify γi for i ∈ N such that
always ρi = ℓi ⇛ pi (Ai ) with si = ℓiγ and ti = riγi ; moreover,
both si and ti have a “functional” shape f u1 · · ·un with each uj
terminating by minimality, so s ′i := φ
′(si ) and t ′i := φ ′(ti ) are well-
defined. By definition of usable rules approximation, s ′i = ℓiγ
φ and
t ′i = piγ
φ , and φ(uj ) ⇒∗UR(P,R) φ(vj ) whenever uj ⇒∗R vj . Thus,
[(ρi , s ′i , t ′i ) | i ∈ N] is a (P,UR(P,R))-chain. □
E.6 Subterm criterion processors
Next, we move on to the subterm processors. We first present the
basic one – which differs little from its first-order counterpart, but
is provided for context.
Theorem 4.29 (Subterm criterion processor). The processor
Procsubcrit that maps a DP problem (P,R,m, f ) withm ⪰ minimal
to {(P2,R,m, f )} if the following holds is both sound and complete:
• P = P1 ⊎ P2 is non-collapsing;
• a projection function ν exists such that ν (ℓ)  ν (p) for ℓ ⇛
p (A) ∈ P1 and ν (ℓ) = ν (p) for ℓ ⇛ p (A) ∈ P2.
Proof. Completeness follows by Lemma E.1. Soundness follows
because an infinite (P,R,m, f )-chain with the properties above
induces an infinite sequence ν (s1)  ν (t1) ⇒∗R ν (s2)  ν (t2) ⇒∗R
. . . . Since the chain is minimal (either becausem = minimal, or
by Lemma D.3 if m = computableS ), ν (p1) is terminating, and
therefore it is terminating under ⇒R ∪. Thus, there is some
index n such that for all i ≥ n: ν (si ) = ν (ti ) = ν (si+1). But this
can only be the case if ν (ℓi ) = ν (pi ). But then the tail of the chain
starting at position n does not use any pair in P1, and is therefore
an infinite (P2,R,m, f )-chain. □
Wenow turn to the proof of the static subterm criterion processor.
This proof is very similar to the one for the normal subterm criterion,
but it fundamentally uses the definition of a computable chain.
Theorem 4.31 (Static subterm criterion processor). The
processor Procstatcrit that maps a DP problem (P,R, computableS ,
f ) to {(P2,R, computableS , f )} provided the following conditions
hold is both sound and complete:
• P = P1 ⊎ P2 is non-collapsing
• a projection function ν exists such that ν (ℓ) = ν (p) for all
ℓ ⇛ p (A) ∈ P1 and ν (ℓ) = ν (p) for all ℓ ⇛ p (A) ∈ P2; here,
= is the relation on base-type terms such that s = t if s , t
and (a) s acc t or (b) there exists a meta-variable Z such that
s acc Z [x1, . . . ,xk ] and t = Z [t1, . . . , te ] s1 · · · sn
Proof. Completeness follows by Lemma E.1. Soundness follows
because, for C := CS the computability predicate corresponding to
⇒S , an infinite (P,R, computableS , f )-chain induces an infinite
⇛C ∪ ⇒R sequence starting in theC-computable term ν (s1), with
always si (⇛C ∪ ⇒R )∗ti if ρi ∈ P1 andν (si ) = ν (ti ) if ρi ∈ P2; like
in the proof of the subterm criterion, this proves that the chain has
a tail that is a (P2,R, computableS , f )-chain because, by definition
of C ,⇒R ∪⇛C is terminating on C-computable terms.
It remains to be seen that we indeed have ν (si ) (⇛C ∪ ⇒R )+
ν (ti ) whenever ρi ∈ P1. So suppose that ρ is a dependency pair
ℓ ⇛ p (A) ∈ P1 such that ν (ℓ) = ν (p); we must see that ν (ℓγ ) (⇛C
∪ ⇒β )+ν (pγ ) for any substitution γ on domain FMV (ℓ) ∪ FMV (r )
such that vγ is C-computable for all v,B such that r B v and γ
respects B.
Write ℓ = f ℓ1 · · · ℓm and p = g p1 · · ·pm′ ; then ν (ℓγ ) = ℓν (f)γ
and ν (pγ ) = pν (g)γ . Since, by definition of a dependency pair, ℓ
is closed, we also have FV (ℓν (f)) = ∅. Consider the two possible
reasons why ℓν (f) = pν (g).
• ℓν (f) acc pν (g): since both sides have base type by assump-
tion and ℓν (f) is closed, by Lemma B.11 also ℓν (f)γ (⇛C
∪ ⇒β )∗pν (g)γ .
• ℓν (f)acc Z [x1, . . . ,xk ] and pν (g) = Z [u1, . . . ,ue ] v1 · · ·vn :
denote γ (Z ) = λx1 . . . xk .q and also γ (Z ) ≈e λx1 . . . xe .q′.
Then we can write q = λxk+1 . . . xi .q′′ as well as q′ =
q′′ xi+1 · · · xe for some k ≤ i ≤ e . Moreover:
pν (g)γ = q′[x1 := u1γ , . . . ,xe := ueγ ] v1γ · · ·vnγ
By definition of an S-computable chain, vjγ is computable
for each 1 ≤ j ≤ n, and ujγ is computable for each 1 ≤ j ≤ e
such that x j ∈ FV (q′). Write v ′j := vjγ and let u ′j := ujγ if
x j ∈ FV (q′), otherwise u ′j := a fresh variable; then all u ′j and
v ′j are computable, and still:
pν (g)γ
= q′[x1 := u ′1, . . . ,xe := u ′e ] v ′1 · · ·v ′n
= q′′[x1 := u ′1, . . . ,xi := u ′i ] u ′i+1 · · ·u ′e ′ v ′1 · · ·v ′n
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On the other hand, by Lemma B.11 and the observation that
FV (ℓν (f)) = ∅, we have ℓν (f)γ (⇛C ∪ ⇒β )+ q[x1 := u ′1, . . . ,
xk := u ′k ] u ′k+1 · · ·u ′e v ′1 · · ·v ′n , and as q = λxk+1 . . . xi .q′′
this term β-reduces to q′′[x1 := u ′1, . . . ,xi := u ′i ] u ′i+1 · · ·
u ′e ′ v
′
1 · · ·v ′n = pν (g)γ . □
E.7 Non-termination
Soundness and completeness of the non-termination processor in
Thm. 4.33 are both direct consequences of Def. 4.1 and Def. 4.2.
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