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Abstract: A nonogram is a logic puzzle where one shades certain cells of a 2D
grid to reveal a hidden image. One uses the sequences of numbers on the left and
the top of the grid to gure out how many and which cells to shade. We propose a
new technique to solve a nonogram using compressive sensing. Our method avoids
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ll-ins, (2) heuristics, and (3) over-complication, and only requires that
we solve a binary integer programming problem.
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A nonogram is a logic puzzle where one shades certain cells of a 2D grid to
reveal a hidden image. One uses the sequences of numbers on the left and the top
of the grid to gure out how many and which cells to shade. Here is a completed







A sequence (b1, · · · , bp) means, we shade p blocks of b1, · · · , bp many cells, with
at least one empty cell between two consecutive blocks. There may or may not be
empty cells before the block of b1 cells and after that of bp cells.
Typically, one (a person or a computer program) uses logic to solve a nonogram.
For a large grid size, this may be laborious (albeit deliciously challenging). In fact,
determining if the solution to a nonogram exists, even with prior knowledge such as
the solution being convex or connected, and determining if the solution is unique are
both NP-complete problems [6, 7, 5]. Note, checking if we have the right solution
can be done easily, in nite time.
In this paper, we solely focus on solving a nonogram. We will assume that the
creator of the nonogram designed it such that the solution exists and is unique.
These are very reasonable assumptions, since no one would attempt to solve a
nonogram for which the solution does not exist or there exist multiple solutions.
Other than that, the nonogram is as general as it can be. It has the size m-by-n,
with m rows and n columns. For the stylish lambda above, we have m = 4 and
n = 3.
People have developed dierent techniques to solve a nonogram; we bring up
only a few here and refer to [8] for a comprehensive list. As previously mentioned,
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one typically uses logic to solve a nonogram. Some have tried to partially ll in cells
using logic and heuristically decide which row or column to tackle next [2, 3]. They
would apply some technique to the selected row or column, and repeat these steps
until the nonogram is solved. More advanced (complicated) techniques include
using an evolutionary algorithm [1, 4].
Also, we briey mention that solving a nonogram is related to solving a discrete
tomography problem. In discrete tomography, we are interested in reconstructing
an object from a number of its projections. As a special case, let us consider a two-
dimensional object. We can make 2 one-dimensional projectionsalong the row
direction and the column directionand obtain the row sums ri (i = 1, · · · , m)
and the column sums sj (j = 1, · · · , n). The question is, can we reconstruct the
object from the values ri and sj?
In this article we propose a new technique involving compressive sensing. Our
method avoids (1) partial ll-ins, (2) heuristics, and (3) over-complication. We
detail how to recast the solution of a nonogram as a sparse vector ~x, and how
to recover ~x by an l1-minimization. We use the theory of compressive sensing
to analyze our method. We then present a few nonograms we tried to solve and
comment on the results. In the nal section we introduce a variational technique
to improve our results.
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2. Complexity in Solving Nonograms
Solving nonograms is a NP-complete problem. However, proving so is neither
trivial nor intuitive and we refer the reader to [5] for a proof. In this section
we present a simple combinatorial argument that shows why an exhaustive search
through the possible solutions is impractical. This warrants us to design more
ecient methodssay, using compressive sensingto nd the solution. In addition,
Lemma 2.1 and Theorem 2.3 will help us analyze our method in the next two
sections.
Lemma 2.1 Suppose a nonogram of size m by n has been created randomly. In
other words, in the creation process, we decided to shade each cell or leave it empty
with an equal probability of 12 , independently of other cells.
Then, for any row, the expected number of shaded cells, i.e. the expected row
sum E(r), is equal to n2 . Furthermore, for any row, the expected number of blocks
of shaded cells, E(p), is about n4 (equal to
n+1
4 ).
Proof. The rst statement is clear: we can expect half of the cells on a row to be
shaded, and the other half to be empty.
For the second, we appeal to the following problem: If we ip a fair coin n times,
how many runs involving heads and tails can we expect? Let Xi = 1 if the i-th ip
comes out heads, and Xi = 0 if tails.
For i < n, a run ends if and only if Xi 6= Xi+1 (occurs with probability 12 ),
whereas for the last ip i = n, a run always meets its end. Hence, the total number




1{Xi 6=Xi+1}(Xi) + 1,













For the nonogram, we are interested only in the runs of heads. Take one-half of the
expected number above. 





possible integer solutions to the system
{
a1 + · · · + ap = n
a1, · · · , ap ≥ 0
.
Proof. We have n books to place on a shelf, and we also want to divide the books
into p groups (a group may contain no books). Clearly, this requires that we have
(p− 1) bookends. Hence, there will be n+ (p− 1) objects on the shelf, and we will
choose (p− 1) of them to be the bookends. 
Theorem 2.3 Let (b1, · · · , bp) be a sequence given for one row of the nonogram,






that satisfy the sequence.
Proof. Let a1, · · · , ap−1 denote the number of empty cells between two consecutive
blocks of shaded cells. Furthermore, let a0 and ap denote the number of empty cells
before the rst block and after the last block.
a0 b1 a1 b2 · · · bp−1 ap−1 bp ap︸ ︷︷ ︸
n
The numbers b1, · · · , bp are xed, so it is the numbers a0, · · · , ap that dictate
the possible congurations. The numbers a0, · · · , ap satisfy the system
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
a0 + a1 + · · · + ap−1 + ap = n − r
a1, · · · , ap−1 ≥ 1
a0, ap ≥ 0
,
or equivalently, with a′k = ak − 1 for k = 1, · · · , p− 1,
a0 + a
′
1 + · · · + a′p−1 + ap = n − r − (p− 1)
a0, a
′
1, · · · , a′p−1, ap ≥ 0
.






Corollary 2.4 Let ri and pi denote the row sum and the number of blocks of
shaded cells for the i-th row. An exhaustive search that takes into account the















Proof. The statement easily follows from Lemma 2.1 and Theorem 2.3. 
We end this discussion by observing how quickly the number in Corollary 2.4
grows as we increase the puzzle size. Suppose a n × n nonogram (i.e. m = n) has
been created randomly. We round down n2 and
n
4 to represent the best-case scenario.







5 3.355× 107 243
10 1.267× 1030 5.766× 1011
15 5.391× 1067 1.670× 1026
20 2.582× 10120 1.962× 1053
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3. Introducing Compressive Sensing
Here, we discuss how we turned a nonogram into a compressive sensing problem.
But rst, we take a detour to illustrate an approach we had initially taken and
comment on its strengths and weaknesses in solving the puzzle.







Initial attempt. Because a nonogram involves an m×n grid, perhaps the most
natural way to represent its solution is as a matrixX ∈ {0, 1}m×n, or by vectorizing
it, as a vector ~x ∈ {0, 1}N with N = mn. The (i, j)-th cell of the nonogram would
uniquely correspond to xk, some entry of ~x. (We let k = (i− 1)n+ j, for example.)
We let xk = 1 to mean that the cell is shaded, and xk = 0 that the cell is empty.
The solution to the stylish lambda is given by a vector ~x ∈ {0, 1}12, where
~x =
[
1 1 0 0 0 1 1 1 1 1 0 1
]T
.
If we assume that a nonogram had been created randomly, then Lemma 2.1 tells
us to expect to shade half of the cells. In other words, the sparsity level s (or the





and we must provide at least 2s = mn measurements for sparse recovery of ~x.
Recall that for stability, there is an additional factor of ln (Ns ). Rather fortunately,
this factor becomes a constant ln (2) and is independent of the puzzle size.
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The problem is, it is not obvious how to group cells to faithfully represent the
given row and column sequences. Consider the stylish lambda. The rst row
sequence (2) means we must shade a block of 2 consecutive cells. How do we trans-
late this notion of consecutiveness when each entry of ~x stands for a single cell?
One way is to enumerate all possibilities, e.g. require that
x1x2 = 1 or x2x3 = 1,
but this creates additional challenges. The degree of such constraint increases with
the block size, and the solver we use may not handle or, a logical operator.
Furthermore, for sequences like (1, 1) and (1, 2) with more than one number,
we must be able to also specify that there must exist some number of empty cells
between any two consecutive blocks of shaded cells, although how many empty cells,
we do not know upfront. Again, we could consider all possibilities, but Theorem 2.3
tells us that that is very unwise.
Probably the best we can do is to impose the row and column sequences weakly,
e.g. we only require that the row sums and the column sums are satised. These,
we can easily do with linear equality constraints; however, there are only (m + n)
of them, nowhere close to 2s = mn, the minimal number of measurements needed
for sparse recovery. We have lost a great deal of information and have downgraded
solving a nonogram to a discrete tomography problem.
1 The exact sparsity level is given by s =
∑
i ri, the sum of all the row sums (or of all
the column sums). For analysis, it is more convenient to consider its expectation.
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Our solution. The primary problem in representing the solution as a vector ~x
as described above is that it is hard to group cells and to indicate that, in certain
places, there needs to be empty cells. We will come to a new insight by considering
the stylish lambda and one of its rows, which has n = 3 cells:
typical row :







As shown above, we label these six congurations by
ekj ,
where k is the size of the block of shaded cells, and j is the starting column position
of the block. Despite the abuse of terminologies, we call these six congurations
the basis vectors for a row, because every row sequence can be uniquely written
as a linear combination of these basis vectors.







We can represent the rst row as
8
0 · e11 + 0 · e12 + 0 · e13 + 1 · e21 + 0 · e22 + 0 · e31
and the fourth row as
1 · e11 + 0 · e12 + 1 · e13 + 0 · e21 + 0 · e22 + 0 · e31.
For each row, we can create these basis vectors, so we insert an index i to denote
the row position of a basis vector. Hence, every basis vector has the name
eikj ,
where 1 ≤ i ≤ m, 1 ≤ k ≤ n, and 1 ≤ j ≤ n − k + 1. Oftentimes, we will want
to focus our attention to one row. In that case, we will suppress the index i for
simplicity. Also, we will use eikj to mean the name of a basis vector as well as the
binary variable that indicates whether to shade a block of k cells starting at the
(i, j)-th position. It will be obvious from the context to which we refer.





Hence, the solution to the stylish lambda is given by ~x ∈ {0, 1}24, where
~x =
[




0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0
]T
.
We call the manner in which we have listed the basis vectors eikj in the solution ~x
the natural ordering of the basis vectors.
We see that this approach allows the solution vector ~x ∈ {0, 1}N to be sparse,
since for any row sequence, we will likely need only a few basis vectors to represent
the sequence. For the stylish lambda, we used 5 basis vectors out of the possible
24. Had a nonogram been created randomly, Lemma 2.1 tells us, on average, each
row will have n+14 blocks of shaded cells, meaning
n+1
4 basis vectors will be needed.






This is nearly half of that from our initial approach, meaning we could make fewer
measurements and still reconstruct the solution. However, the logarithmic factor
for stability is now ln (2n), which increases (slowly) as the column size increases.
But there is a prize in return: we can easily indicate a block of shaded cells now,
thanks to the very construction of the basis vectors. Each number in a row sequence
identies a block of shaded cells, which corresponds to a particular basis vector.
By now, we should have noticed that the basis vectors lie along just one direction.
In the next section, we will detail how to build constraints from a given nonogram,
including those that say empty cells must exist between any two consecutive blocks.
We will see that we can easily extract information from the row sequences but not
from the column sequences. Therefore, we will impose the column sequences weakly,
i.e. we only require that the column sums are satised.
Of course, we can also create basis vectors for a column so that we make a better
use of the column sequences. However, it may be possible that the solution we get
using the row basis vectors does not agree with that using the column basis vectors.
We do not study here under what condition the two solutions agree.
2 The exact sparsity level equals s =
∑
i pi, the total number of blocks of shaded cells
(row-wise), or equivalently, how many numbers appear in the given row sequences.
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4. Designing Constraints
Now that we have laid down the foundations and know how to represent the
solution of a nonogram as a sparse vector ~x, let us come up with constraints so
that we can recover ~x from an l1-minimization. The only information a nonogram
provides are the row and column sequences, so we seek to make the most of them.
As previously mentioned, our basis vectors lie along the row direction, so we will
impose the column sequences weakly and require the column sums to be satised.
This will give us one set of linear equality constraints.
As for the row sequences, we can do much more. We will have one set of linear
equality constraints that says how many times a block of size k should appear for
each row. Clearly, this is stronger than requiring that the row sums are satised.
In addition, we will have one set of linear inequality constraints that enforces the
rules of nonogram.




subject to A~x = ~b
B~x ≤ ~c
for some matrices A ∈ RM1×N , B ∈ RM2×N and some vectors ~b ∈ RM1 , ~c ∈ RM2 .
We will determine how large M1 and M2 are along the way. After an analysis of
our results, we will derive some additional inequality constraints dealing with the
total variation of the column sequences in order to strengthen our weak control of
these.
Column sequences. For each column, we want the column sum to be satised.
So let us focus on one columnthe J-th column (where J ∈ {1, · · · , n}) with
corresponding column sequence (b1, · · · , bp) and column sum r = b1 + · · ·+ bp. 3
11
We want to say that there are r many (row) basis vectors that pass through the
J-th column. Which basis vectors do pass through the J-th column? For any row,












Consider all ekj 's, where
k = 1, · · · , n
j = jlo, · · · , jhi.
Note,
jlo = max {J − k + 1, 1}
jhi = min {n− k + 1, J}.








where jlo and jhi are dened as in the previous page. Using the natural ordering
of the basis vectors, we arrive at a linear system A1~x = ~b1, where A1 ∈ {0, 1}n×N .
It is worth mentioning that we can easily construct A1 and ~b1 in code. For A1,
we traverse in i, k, and j subject to their limits to determine which of its entries
are equal to 1. For ~b1, we read the column sequences and nd the column sums.
Interestingly, the matrix A1 does not really depend on the nonogram, in the sense
that any other nonogram with the same dimensions will result in the same A1.
3 Before, we associated the letters b and r with a row sequence. But really, there is no
distinction between row and column sequences. They are each a sequence of numbers.
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Row sequences (part 1). Let us rst develop the set of linear equality con-
straints that species how many times a block of size k appears for each row. Again,
focus on one rowthe I-th row (where I ∈ {1, · · · , m}). From the row sequence
(b1, · · · , bp), we can determine tk, the number of times the number k appears in
the sequence.
We get the following n equations for the I-th row:
jhi∑
j=1
eIkj = tk, ∀ k = 1, · · · , n,
where jhi = n − k + 1. Using the natural ordering of the basis vectors, we can
write the linear system A2~x = ~b2, where A2 ∈ {0, 1}mn×N .





 ∈ {0, 1}M1×N , ~b =
 ~b1
~b2
 ∈ RM1 ,
and where M1 = (m+ 1)n is the total number of linear equality constraints. Note
that M1 does exceed the minimal number of measurements 2s =
m(n+1)
2 required
for sparse recovery. And this is just the beginning.
Row sequences (part 2). Thanks to how we constructed the basis vectors, we
can enforce the rules of nonogram by imposing additional linear constraints for the
l1-minimization problem. We will see that these constraints involve inequalities.
One of the rules of nonogram is that we must leave at least one cell empty
between any two consecutive blocks of shaded cells. So necessarily, certain pairs of
basis vectors ekj of the same row cannot appear at the same time.
For example, we cannot have e11 = 1 and e12 = 1 at the same time. If we want
a block of 2 cells starting at column 1, then we would be setting e21 = 1 instead.
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Since ekj are binary variables, we simply require that e11 + e12 ≤ 1 to force one of
the two variables to be zero.
For the stylish lambda, which has n = 3 columns, we have that
e11 + e12 ≤ 1, e11 + e21 ≤ 1, e11 + e22 ≤ 1, e11 + e31 ≤ 1,
e12 + e13 ≤ 1, e12 + e21 ≤ 1, e12 + e22 ≤ 1, e12 + e31 ≤ 1,
e13 + e21 ≤ 1, e13 + e22 ≤ 1, e13 + e31 ≤ 1,
e21 + e22 ≤ 1, e21 + e31 ≤ 1,
e22 + e31 ≤ 1.
Notice how we systematically listed them using the natural ordering. This gives us
the insight of how we would implement these constraints in code.
For each of the four rows, we get these 14 linear inequalities. We can compactly
write all 56 of them as,
B1~x ≤ ~c1,
where B1 ∈ {0, 1}56×24 and ~c1 ∈ {1}56 is the vector of all ones.
The problem is, we end up with too many constraints (relative to the size of the
solution vector ~x) that our approach can no longer be seen as compressive sensing.













Soon, we will consider the row sequences (b1, · · · , bp), where p > 1 and the numbers
b1, · · · , bp are all distinct, and we will derive some constraints for these sequences.
So this is what we will do: for sequences where some of the numbers are repeated
say, K is repeatedwe come up with linear inequality constraints eKj + eKj′ ≤ 1.
Again, we do this only for the numbers that are repeated, resulting in far fewer
(but still necessary) constraints. We end up with the constraint B1~x ≤ ~c1.
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Row sequences (part 3). So far, we have not yet specied that, given a row
sequence (b1, · · · , bp), we must shade a block of b1 many cells rst, then a block of
b2 many cells, and so on. Hence, the order of the blocks matters, but it matters only
when the block sizes are not all the same. Take the sequence (1, 1) for example, we
cannot tell this sequence apart from the sequence that results from switching the
order of the two blocks. With the sequence (1, 2), however, we can.
So what constraints can we use to enforce this rule? For simplicity, let us rst
consider a row sequence with two numbers,
(b1, b2) = (k, k
′), with k 6= k′.
We can rewrite the rule above as a mathematical statement in this manner:
If ekj = 1 and ek′j′ = 1, then j
′ > j + k.
How did we arrive at this statement? Well, it is clear that, under the hypothesis,
we must have j′ > j, i.e. the second block must appear after the rst block. But
in fact, we can rene the lower bound with j′ > j + k, i.e. the second block must
appear after the end of the rst block. We have a strict inequality because there
exists at least one empty cell between the two blocks.
What is really useful for us is the contrapositive statement:
If j′ ≤ j + k, then ekj + ek′j′ ≤ 1.
Hence, given two distinct block sizes k and k′, we get several linear inequalities
(with j = 1, · · · , n− k + 1 and j′ = 1, · · · , j + k) that specify how the two blocks
cannot appear. For implementation, we let j′ = 1, · · · , min {j + k, n− k′ + 1}.
To illustrate this result, let us consider a nonogram with column size n = 4 and
a row sequence (1, 2). What are the linear inequalities we get? Well, if j′ ≤ j + 1,
then e1j + e2j′ ≤ 1. Iterating through the possible values of j, we get,
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j = 1 ⇒ e11 + e21 ≤ 1, e11 + e22 ≤ 1,
j = 2 ⇒ e12 + e21 ≤ 1, e12 + e22 ≤ 1, e12 + e23 ≤ 1,
j = 3 ⇒ e13 + e21 ≤ 1, e13 + e22 ≤ 1, e13 + e23 ≤ 1,
j = 4 ⇒ e14 + e21 ≤ 1, e14 + e22 ≤ 1, e14 + e23 ≤ 1.
We see that these inequalities eectively prevent the block of two cells to appear
before that of one cell.
So what do we do when a sequence has more than two numbers? Without loss of
generality, consider a sequence of three numbers, (b1, b2, b3) = (k, k
′, k′′). Again,
there is no problem if all three numbers are the same; we just have to take care of
what happens if at least one number is dierent from the rest. We want to say:
If ekj = 1, ek′j′ = 1, and ek′′j′′ = 1, then j
′′ > j′ + k′ and j′ > j + k.
Unfortunately, the contrapositive for this statement cannot be easily expressed as a
linear constraint due to the logical operators. Things get even messier when there
are two numbers that are the same. This worked for us previously because having
just two numbers in a sequence implies that they are distinct.
Thus, the only type of sequences we will consider in this part is that with numbers
that are all distinct. We see that the statement above is true if the following set of
statements is true:
If ekj = 1 and ek′j′ = 1, then j
′ > j + k.
If ek′j′ = 1 and ek′′j′′ = 1, then j
′′ > j′ + k′.
Since k, k′, and k′′ are distinct, we can now form the contrapositives:
If j′ ≤ j + k, then ekj + ek′j′ ≤ 1.
If j′′ ≤ j′ + k′, then ek′j′ + ek′′j′′ ≤ 1.
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To summarize, we can come up with linear inequalities to ensure that the blocks
for a given row appear in the right order, but we can easily do so only for rows
whose row sequence involves all distinct numbers. Given the column size n ≥ 4 and
a row sequence (b1, · · · , bp) of all distinct numbers, a (crude) upper bound for the
number of linear inequalities is given by,






This is a lot fewer than what we had previously. We compactly write all the linear
inequalities as a single constraint,
B2~x ≤ ~c2,
where B2 is a matrix of zeroes and ones, and ~c2 is the vector of all ones.





 ∈ {0, 1}M2×N , ~c =
 ~c1
~c2
 ∈ {1}M2 ,
and where M2 is the total number of linear inequality constraints. In addition to
the dimensions m and n of a nonogram, the number M2 depends on what kind of
row sequences the nonogram has, so we can only nd out how large M2 is once we
have nished constructing the linear inequalities.
17
5. Examples
We present some ndings below. For each example, the nonogram on the left is
the true solution, and that on the right is our recovered solution.













It seems like our solution is ipped, but we stress that our solution does in fact
satisfy all the row sequences. In particular, the two blocks of 1 cell are separated
by an empty cell on the fourth row. The problem, as we can guess, lies with the
fact that the column sequences are weakly enforced. We see that the column sum is
satised for each column, but we do not necessarily have the right blocks occupied.
UT logo. 405 unknowns, 90 equality constraints, 39 inequality constraints.
1 1
1 1
1 1 1 1












1 1 1 1











Here is a larger 9 × 9 example, where we incur the same kind of mistake as in
the case of stylish lambda. We need to somehow specify that we want a block of
7 cells in the fth column and a block of 6 cells in the seventh column.
Hand mixer. 288 unknowns, 72 equality constraints, 152 inequality constraints.
1 1
1 1 1 1 2
4 1 1 1 1 1







1 1 1 1
1 1
1 1
1 1 1 1 2
4 1 1 1 1 1







1 1 1 1
1 1
The row sequence (1, 3, 2) shows that the inequality constraints did a good job
at maintaining the order of the blocks with dierent sizes.
Square root of i. 288 unknowns, 72 equality constraints, 77 inequality constraints.
1
1




















Finally, an example where our method was successful at recovering the solution.
We chuckle at the irony that the only one that was successful so far is imaginary.
However, we lucked out here, because there is really only one possible conguration
to search for when the column sums are weakly enforced.
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6. Total Variation Constraints
As we have seen from the examples, the choice of using row basis vectors limits
the amount of control that we have over the column sequences. In this section,
we will introduce additional column constraints involving the total variation of a
column to remedy this. The total variation, in essence, species how many blocks
of shaded cells can appear in the column. We can show that we do obtain the
correct solutions for the four examples with total variation in place.
Consider the J-th column, CJ , which has the column sequence (b1, · · · , bp). As
we did for Theorem 2.3, we let a0, · · · , ap denote the number of empty cells. If we
lay down the column horizontally, it would look like this:
CJ : a0 b1 a1 b2 · · · bp−1 ap−1 bp ap︸ ︷︷ ︸
m
We dene the total variation of the column to be the number of times that
the cells become dierent (i.e. empty to shaded, or vice versa) should we traverse
along the column. Denote this number by TV(CJ). From the picture above and
the rules of the nonogram, we see that,
TV(CJ) = 2(p− 1) + sgn(a0) + sgn(ap).
where sgn is the sign function. Hence, we necessarily have
2(p− 1) ≤ TV(CJ) ≤ 2p.
With n columns, we end up with 2n inequality constraints.
Now, we can simplify the constraints to 0 ≤ sgn(a0) + sgn(ap) ≤ 2. However,
this is not practical because of the variables a0 and ap. We do not know a priori
how many empty cells there are before the rst block and after the last, so it is
dicult to relate a0 and ap to the existing basis vectors eikj . Hence, we will need
to derive an alternative expression for the total variation of a column.
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Let Cj(i) indicate the state of the (i, j)-th cell, i.e.
Cj(i) =

1, if the (i, j)-th cell is shaded
0, if the (i, j)-th cell is empty
.
Furthermore, let zij denote the dierence in the state with the next cell on the
j-th column:
zij = Cj(i)−Cj(i+ 1), for 1 ≤ i ≤ m− 1.








1, if zij ≥ 0
0, if zij < 0
, z−ij =

0, if zij > 0
1, if zij ≤ 0
.
Note that z+ij and z
−






















We can also relate z+ij and z
−
ij to the existing basis vectors eikj . Following the







where jlo = max{J − k + 1, 1} and jhi = min{n− k + 1, J}.













In summary, we can introduce the total variation of a column to specify how
many block of shaded cells can appear in the column. To do so, we need to create
2(m − 1)n auxiliary variables z+ij and z
−
ij . Enforcing a natural ordering for the
auxiliary variables, the solution vector ~x will look like
~x =
[
e | z+ | z−
]T
,
where the indices have been suppressed for clarity. We aptly named the variables
e and z, since this new approach is still easy to understand and implement.
Finally, we must introduce (m−1)n equality constraints that relate the auxiliary
variables to the existing basis vectors eikj , and 2n inequality constraints that specify
the total variation bounds. These constraints are still linear by nature, and can be
easily added to the existing constraints from Section 4.
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7. Conclusion
We have presented a new approach to solve nonograms using methods of com-
pressive sensing. Our method is straightforward to implement and only requires us
to solve a binary integer programming problem.
We rst derive the linear equalities that allow us to weakly impose the column
sequences and indicate which of the basis vectors can appear and how many times
according to the row sequences. The linear inequality contraints are then introduced
to enforce the rules of the nonogram, namely the spacing rules and to ensure correct
sequence order. However, our shown results serve to point out the aws of the
current method and encourage us to seek more control of the column sequences.
Implementing the total variation inequalities of the last section indeed gives us
improved results. In fact all erroneous results seen in the examples section can be
reconstructed perfectly using this technique.
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