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Consider a branching random walk in which the offspring distribution and the moving law both
depend on an independent and identically distributed random environment indexed by the time.
For the normalised counting measure of the number of particles of generation n in a given region,
we give the second and third orders asymptotic expansions of the central limit theorem under
rather weak assumptions on the moments of the underlying branching and moving laws. The
obtained results and the developed approaches shed light on higher order expansions. In the
proofs, the Edgeworth expansion of central limit theorems for sums of independent random
variables, truncating arguments and martingale approximation play key roles. In particular, we
introduce a new martingale, show its rate of convergence, as well as the rates of convergence of
some known martingales, which are of independent interest.
Keywords: branching random walks, random environment, asymptotic expansion, central limit
theorem, martingale approximation, convergence rate.
1. Introduction
A central limit theorem for the branching random walk has been initiated and conjectured
by Harris (1963, [23, Chapter III. §16]). Since then this conjecture has been proved in
various forms and for various models, see e. g. [2, 7, 20, 27, 29, 30, 33, 39, 42]. For
the special cases where the underlying motion law is governed by the Wiener process
or the simple symmetric walk, Révész (1994, [35]) investigated the speed of convergence
in the central limit theorem and conjectured the exact convergence rate, which was
confirmed by Chen (2001, [11]) and complemented by Gao(2016, [17]). Kabluchko(2012,
[28]) recovered and generalized Chen’s results by using a general approach. Gao and Liu
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(2016, [18]) improved and extended Chen’s results on the branching Wiener process to
the strongly non-lattice case under much weaker moment conditions. Révész, Rosen and
Shi (2005, [36]) found full asymptotic expansions in the local limit theorem for branching
Wiener processes, while Grübel and Kabluchko (2015, [22]) obtained the similar result for
a branching random walk on Z and discussed the related applications in random trees.
The exact convergence rate obtained in [11, 18] can be formulated as the first order
asymptotic expansion in the central limit theorem for the models considered therein.
Inspired by these works, we consider the following natural question: what about the
asymptotic expansion of higher orders?
The aim of this article is to derive the second and third orders asymptotic expansions
in the central limit theorem for a branching random walk with a time-dependent ran-
dom environment. The goal is twofold. On the one hand, although central limit theorems
for branching random walks have been well studied and the asymptotic expansions for
branching Wiener processes and lattice branching random walks were given in [36] and
[22], the asymptotic expansions in central limit theorems for non-lattice branching ran-
dom walks are still not known. On the other hand, we shall perform our research in a
more general framework, i.e. for a branching random walk with a random environment
in time, which is a natural generalization of classical branching random walk formulated
in Harris [23]. This model first appeared in Biggins (2004, [8]) as a particular case of a
general framework, and more related limit theorems were given in [25, 32, 41]. For other
different kinds of branching random walks in random environments, the reader may refer
to [6, 9, 10, 12–14, 16, 21, 24, 33, 42]. For other different aspects on branching random
walks, see [37] and [43].
This article opens the way to obtain higher order asymptotic expansions. The second
and third orders expansions given here serve as good examples. The obtained results and
the developed methods can be used to obtain asymptotic expansions of orders 4, 5, etc.,
and hint the general formula for each finite order expansion, although we have not yet
been able to prove it: see Conjecture 2.7 and the comments following it. We also mention
that the approaches in our previous work [18] have been significantly developed in the
present article.
The article is organized as follows. In Section 2, after giving the rigorous definition of
the model of a branching random walk with a random environment in time and intro-
ducing three martingales, we formulate the results on convergence rates of martingales as
Theorem 2.1, and then state the main results on the asymptotic expansions in Theorems
2.3 and 2.4. Section 3 presents some preliminaries including a result on the Edgeworth
expansion for the distribution function of sums of independent random variables and a
key decomposition used in the proofs. Section 4 is devoted to the proofs of main results.
While the proof of Theorem 2.1 is postponed to Section 5.
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2. Main results
2.1. Description of the model
The model a branching random walk with a random environment in time can be formu-
lated as follows [18, 20]. Let (Θ,p) be a probability space, and (ΘN,p⊗N) = (Ω, τ) be the
corresponding product space. For a sequence ξ ∈ Ω, we denote ξ = (ξ1, ξ2, · · · ), where
ξk are the k−th coordinate function on Ω. Then ξ = (ξn) will serve as an independent
and identically distributed environment. Let θ be the usual shift transformation on ΘN:
θ(ξ0, ξ1, · · · ) = (ξ1, ξ2, · · · ). To each realization of ξn correspond two probability distribu-
tions: the offspring distribution p(ξn) = (p0(ξn), p1(ξn), · · · ) on N = {0, 1, · · · }, and the
moving distribution G(ξn) on R.
Given the environment ξ = (ξn), the branching random walk in varying environment
evolves according to the following rules:
• At time 0, an initial particle ∅ of generation 0 is located at the origin S∅ = 0;
• At time 1, ∅ is replaced by N = N∅ new particles of generation 1, and for 1 ≤
i ≤ N , each particle ∅i moves to S∅i = S∅ +Li, where N,L1, L2, · · · are mutually
independent, N has the law p(ξ0), and each Li has the law G(ξ0).
• At time n+ 1, each particle u = u1u2 · · ·un of generation n is replaced by Nu new
particles of generation n+ 1, with displacements Lu1, Lu2, · · · , LuNu. That means
for 1 ≤ i ≤ Nu, each particle ui moves to Sui = Su + Lui, where Nu, Lu1, Lu2, · · ·
are mutually independent, Nu has the law p(ξn), and each Lui has the same law
G(ξn). We do not assume the independence between p(ξn) and G(ξn), n ≥ 0.
By definition, given the environment ξ, the random variables Nu and Lu, indexed by
all the finite sequences u of positive integers, are independent of each other. For each
realization ξ ∈ ΘN of the environment sequence, let (Γ,G,Pξ) be the probability space on
which the process is defined (when the environment ξ is fixed to the given realization).
The probability Pξ is usually called quenched law. The total probability space can be
formulated as the product space (ΘN × Γ, EN ⊗ G,P), where P = E(δξ ⊗ Pξ) with δξ the
Dirac measure at ξ and E the expectation with respect to the random variable ξ, so that
for all measurable and positive g defined on ΘN × Γ, we have∫
ΘN×Γ
g(x, y)dP(x, y) = E
∫
Γ
g(ξ, y)dPξ(y).
The total probability P is usually called annealed law. The quenched law Pξ may be
considered to be the conditional probability of P given ξ. The expectation with respect
to P will still be denoted by E; there will be no confusion for reason of consistence. The
expectation with respect to Pξ will be denoted by Eξ.
Let T be the genealogical tree with {Nu} as defining elements. By definition, we have:
(a) ∅ ∈ T; (b) ui ∈ T implies u ∈ T; (c) if u ∈ T, then ui ∈ T if and only if 1 ≤ i ≤ Nu.
Let Tn = {u ∈ T : |u| = n} be the set of particles of generation n, where |u| denotes the
length of the sequence u and represents the number of generation to which u belongs.
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2.2. The main results
Let Zn(·) be the counting measure of particles of generation n: for B ⊂ R,
Zn(B) =
∑
u∈Tn
1B(Su).
Then {Zn(R)} constitutes a branching process in a random environment (see e.g. [3, 4,
38]). For n ≥ 0, let 1n = (1, · · · , 1) be the sequence of n times 1, with the convention
that 10 = ∅, and set N̂n = N1n (resp. L̂n = L1n+1), whose distribution under Pξ is the
common one p(ξn) (resp. G(ξn) ) of each Nu (resp. Lui, i ≥ 1) with |u| = n, and define
mn = m(ξn) = EξN̂n, Πn = m0 · · ·mn−1, Π0 = 1.
It is well known that the normalized sequence
Wn = Π
−1
n Zn(R), n ≥ 1
constitutes a martingale with respect to the filtration Fn defined by:
F0 = {∅,Ω},Fn = σ(ξ,Nu : |u| < n), for n ≥ 1.
Throughout the article, we shall always assume the following conditions:
E lnm0 > 0 and E
(
1
m0
N̂0
(
ln+ N̂0
)1+λ)
<∞, (2.1)
where the value of λ > 0 will be specified in the hypothesis of theorems, and ln+ x =
max(ln x, 0) ( resp. ln− x = max(− lnx, 0) ) denotes the positive (resp. negative) part of
lnx for x > 0. It is well known that the limit
W = lim
n
Wn
exists almost surely (a.s.) by the martingale convergence theorem, and that, under (2.1),
EW = 1 and W > 0 a.s. on the explosion event {Zn(R)→∞} (in fact (2.1) with λ = 0
suffices for these assertions: see [4] and [40]). In particular, the underlying branching
process is supercritical and Zn(R)→∞ with positive probability.
For n ≥ 0, define
ln = EξL̂n, σ
(ν)
n = Eξ
(
L̂n − ln
)ν
for ν ≥ 2;
ℓn =
n−1∑
k=0
lk, s
(ν)
n =
n−1∑
k=0
σ
(ν)
k for ν ≥ 2, sn =
(
s(2)n
)1/2
.
Since {ξn} are i.i.d, by the law of large numbers, we see that
s(ν)n ∼ nEσ(ν)0 ,
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where an ∼ bn means limn→∞ an/bn = 1. This will be frequently used later.
To state our main result, we shall need the following martingales:
N1,n =
1
Πn
∑
u∈Tn
(Su − ℓn),
N2,n =
1
Πn
∑
u∈Tn
[
(Su − ℓn)2 − s2n
]
,
N3,n =
1
Πn
∑
u∈Tn
[
(Su − ℓn)3 − 3(Su − ℓn)s2n − s(3)n
]
,
with respect to the filtration (Dn) defined by
D0 = {∅,Ω}, Dn = σ(ξ,Nu, Lui : i ≥ 1, |u| < n) for n ≥ 1.
Theorem 2.1 (Convergence rates of the martingales). The sequences {(Nν,n,Dn)}(ν =
1, 2, 3) are martingales. Moreover, we have the following assertions about their rate of
convergence:
(1) Assume (2.1) and E(ln−m0)1+λ < ∞ for some λ > 1, together with E
(|L̂0|η) < ∞
for some η > 2. Then there exists a real random variable V1 such that a.s.
N1,n − V1 = o(n−λ+1+δ) ∀δ > 0.
(2) Assume (2.1) and E(ln−m0)1+λ < ∞ for some λ > 2, together with E
(|L̂0|η) < ∞
for some η > 4. Then there exists a real random variable V2 such that a.s.
N2,n − V2 = o(n−λ+2+δ) ∀δ > 0.
(3) Assume (2.1) and E(ln−m0)1+λ < ∞ for some λ > 3, together with E
(|L̂0|η) < ∞
for some η > 6. Then there exists a real random variable V3 such that a.s.
N3,n − V3 = o(n−λ+3+δ) ∀δ > 0.
The proof is postponed to Section 5.
Remark 2.2. A weaker version of parts (1) and (2) has been proved in [18, Propositions
2.1 and 2.2], where the convergence of the martingales (N1,n) and (N2,n) was shown under
the same conditions. The martingale (N3,n) appears for the first time in this article.
For asymptotic expansions of the central limit theorem, we will need the following
hypotheses on the motion law G(ξ0) of particles:
P
(
lim sup
|t|→∞
∣∣EξeitL̂0∣∣ < 1) > 0 and E(|L̂0|η) <∞, (2.2)
6 Z.-Q Gao et Q. Liu
where the value of η > 1 will be specified in the theorems. The first hypothesis means
that Cramér’s condition about the characteristic function of G(ξ0) holds with positive
probability. Set
Zn(t) = Zn((−∞, t]), φ(t) = 1√
2π
e−t
2/2, Φ(t) =
∫ t
−∞
φ(x)dx, t ∈ R.
Denote by Hm(·) the Chebyshev-Hermite polynomial of degree m:
Hm(x) = m!
⌊m
2
⌋∑
k=0
(−1)kxm−2k
k!(m− 2k)!2k ,
where ⌊x⌋ denotes the largest integer not bigger than x. More precisely, we need the
following polynomials:
H0(x) = 1, H1(x) = x, H2(x) = x
2 − 1, H3(x) = x3 − 3x,
H4(x) = x
4 − 6x2 + 3, H5(x) = x5 − 10x3 + 15x.
H6(x) = x
6 − 15x4 + 45x2 − 15, H8(x) = x8 − 28x6 + 210x4 − 420x2 + 105.
In [18, Theorem 2.3], the authors proved the following result about the exact rate of
convergence in the central limit theorem: if Em−δ0 < ∞ for some δ > 0, (2.1) holds for
some λ > 8 and (2.2) holds for some η > 12, then for all t ∈ R,
√
n
[ 1
Πn
Zn(ℓn + snt)− Φ(t)W
]
n→∞−−−−→ − φ(t) V1
(Eσ
(2)
0 )
1/2
− (Eσ
(3)
0 )H2(t) φ(t) W
6
(
Eσ
(2)
0
)3/2 a.s.,
From this result we can deduce the following version describing the first order expansion
in the central limit theorem: for t ∈ R, as n→∞,
1
Πn
Zn(ℓn + snt) =
(
Φ(t) +
Q1,n(t)
n1/2
)
W +
(
− 1
sn
)
φ(t)V1 + o
( 1√
n
)
a.s., (2.3)
where
Q1,n(t)
n1/2
= −s
(3)
n
6s3n
H2(t)φ(t). (2.4)
In this article, we are interested in higher order expansions. Our main results are the
following two theorems about the second and third orders expansions in the central
limit theorem. Naturally, for a higher order expansion, we need higher order moment
conditions.
Theorem 2.3 (Second order expansion). Assume Em−δ0 < ∞ for some δ > 0, (2.1)
for some λ > 18 and (2.2) for some η > 24. Then for t ∈ R, as n→∞,
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Πn
Zn(ℓn + snt) =
(
Φ(t) +
Q1,n(t)
n1/2
+
Q2,n(t)
n
)
W
+
(
− 1
sn
)(
φ(t) +
Q′1,n(t)
n1/2
)
V1 +
1
2!
1
s2n
φ′(t)V2 + o
( 1
n
)
a.s. , (2.5)
where Q1,n is defined by (2.4) and
Q2,n(t)
n
= − (s
(3)
n )2
72s6n
H5(t)φ(t) − 1
24s4n
n−1∑
j=0
(
σ
(4)
j − 3
(
σ
(2)
j
)2)
H3(t)φ(t). (2.6)
Theorem 2.4 (Third order expansion). Assume Em−δ0 <∞ for some δ > 0, (2.1) for
some λ > 32 and (2.2) for some η > 40. Then for t ∈ R, as n→∞,
1
Πn
Zn(ℓn + snt) =
(
Φ(t) +
3∑
ν=1
Qν,n(t)
nν/2
)
W +
(
− 1
sn
)(
φ(t) +
2∑
ν=1
Q′ν,n(t)
nν/2
)
V1
+
1
2!
1
s2n
(
φ′(t) +
Q′′1,n(t)
n1/2
)
V2 +
1
3!
−1
s3n
φ′′(t)V3 + o
( 1
n3/2
)
a.s. , (2.7)
where Q1,n, Q2,n are defined by (2.4) and (2.6), and
Q3,n(t)
n3/2
= −
(
s
(3)
n
)3
1296s9n
H8(t)φ(t) − 1
120s5n
n−1∑
j=0
(
σ
(5)
j − 10σ(3)j σ(2)j
)
H4(t)φ(t)
− s
(3)
n
144s7n
n−1∑
j=0
(
σ
(4)
j − 3
(
σ
(2)
j
)2)
H6(t)φ(t). (2.8)
The reduced versions of (2.3) and (2.5) for a branching random walk with a determin-
istic environment have been announced in [19].
Notice that when the branching random walk dies out, then Zn(R) = 0 for n large
enough, so that Wn = N1,n = N2,n = N3,n = 0, hence the expansions (2.3), (2.5) and
(2.7) becomes trivial.
From Theorems 2.3 and 2.4, we can derive the second and third order expansions
for the branching Wiener process, where the underlying branching process is a Galton-
Watson process whose offspring distribution has mean m > 1 and the motion of particles
is governed by a Wiener process. For example, applying Theorem 2.4 to a constant
environment and to a Gaussian moving law (for which the condition (2.2) is valid for all
η > 0), we obtain:
Corollary 2.5 (Third order expansion for the branching Wiener process). For the
branching Wiener process whose offspring distribution {pk : k ≥ 0} satisfies m :=
8 Z.-Q Gao et Q. Liu∑∞
k=0 kpk > 1 and
∑∞
k=0 k(ln k)
1+λpk < ∞ for some λ > 32, we have, for t ∈ R,
as n→∞,
1
mn
Zn(
√
nt) = Φ(t)W − 1√
n
φ(t)V1 − 1
2n
tφ(t)V2 − 1
6n3/2
(t2 − 1)φ(t)V3 + o
( 1
n3/2
)
a.s.
Remark 2.6. (1) This corollary extends [11, Theorem 3.2], which gave the first order
expansion of the central limit theorem under the second moment condition
∑
k k
2pk <∞
for this model. It should be mentioned that in [36], the full expansion for the local limit
theorem was obtained for the same model. However, Corollary 2.5 cannot be derived from
the expansion in [36] (and vice versa). (2) A similar result can be easily formulated for
the branching Wiener process in a random environment.
Inspired by Theorems 2.3 and 2.4, we have the following conjecture for the asymptotic
expansion of finite order.
Conjecture 2.7 (Finite order expansion). Let κ ≥ 1 be an integer. Assume Em−δ0 <∞
for some δ > 0, (2.1) and (2.2) for some λ > 0 and η > 0 large enough. Then
1
Πn
Zn(ℓn + snt) =
(
Φ(t) +
κ∑
ν=1
Qν,n(t)
nν/2
)
W
+
κ∑
j=1
1
j!
(− 1
sn
)jVj
dj
dtj
(
Φ(t) +
κ−j∑
ν=1
Qν,n(t)
nν/2
)
+ o
( 1
nκ/2
)
a.s. , (2.9)
where Vj are real random variables, and
Qν,n(x) =
∑
′
(−1)ν+2sΦ(ν+2s)(x)
ν∏
m=1
1
km!
(
λm+2,n
(m+ 2)!
)km
= −φ(x)
∑
′
Hν+2s−1(x)
ν∏
m=1
1
km!
(
λm+2,n
(m+ 2)!
)km
,
with the summation
∑ ′
being carried out over all nonnegative integer solutions (k1, . . . , kν)
of the equation k1 + 2k2 + · · ·+ νkν = ν, s = k1 + · · ·+ kν and
λν,n = n
(ν−2)/2s−2νn
n−1∑
j=0
γνj , ν = 3, 4 · · · , k;
γνj =
1
iν
[
dν
dtν
logEξe
it(L̂j−lj)
]
t=0
, ν = 1, 2, · · ·.
We remind that the term Φ(t)+
∑κ
ν=1 n
−ν/2Qν,n(t) is the Edgeworth expansion of the
distribution function of sums of the random variables L̂0, L̂1, · · · . See Lemma 3.1 below.
The reader may refer to [34] for more information on the Edgeworth expansion.
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For κ = 1, 2, 3, the expansion is given respectively by (2.3), Theorem 2.3 and Theorem
2.4. By using the method proposed in this article, we should be able to prove, through
tedious analysis, the expansion formula for order κ = 4, 5, etc. However, we have not yet
found a simple and unified method valid for all κ ≥ 1. This seems to need a great deal
of effort and will be our future aim.
For the proofs of Theorems 2.3 and 2.4, we further develop the approaches used in
[18]. Like in [18], the basic ideas are the Edgeworth expansion for an approximation of
the cumulative distribution function of the sum of independent random variables (to
control the position of particles in n-th generation, which makes appear the Chebyshev-
Hermite polynomials), the approximation by martingales, and a suitable decomposition
of Zn(A) involving the independence of each particle (conditionally on the environment)
from time kn = ⌊nβ⌋ for some β ∈ (0, 1) (see (3.2)), where ⌊nβ⌋ denotes the integral
part of nβ . However, the adaption of the approaches in [18] (proposed for the first order)
to higher orders is far from being evident, and the progress of the approaches in the
present article is significant. Actually, to obtain the higher order expansions, we perform
much more effort than in [18]. This can be seen through three aspects. Firstly, we need to
extract more terms from the Edgeworth expansion by using Taylor’s expansion, which are
rather tedious due to the complexity of the Edgeworth expansion. Secondly, we should
carefully analyze the extracted terms and suitably combine them; in particular we need
to find out new martingales which appear in describing the higher order expansion, and
show their convergence and their rate of convergence; furthermore, even for the known
martingales (N1,n) and (N2,n), we need to investigate their convergence rates, which were
not studied in the previous work [18]. Thirdly, the time kn for the decomposition of the
branching random walk needs to be in a smaller time range (than in [18]), to guarantee
the Edgeworth expansion at a next order during the remaining time interval.
For simplicity and without any loss of generality, hereafter we will always assume that
ln = 0 (otherwise, we only need to replace Lui by Lui − ln) and hence ℓn = 0. In the
following, we will use Kξ as a constant depending on the environment, which may change
from line to line.
3. Preliminary results
3.1. The Edgeworth expansion for sums of independent random
variables
To begin with, we present the Edgeworth expansion for the distribution function of sums
of independent random variables, which is needed to prove the main theorems. We recall
the version obtained by Bai and Zhao (1986, [5]), which generalizes the i.i.d. case [34,
p.159, Theorem 1].
Let {Xj} be independent random variables, satisfying for each j ≥ 1
EXj = 0 and E|Xj |k <∞ (3.1)
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for some integer k ≥ 3. We write B2n =
∑n
j=1 EX
2
j and only consider the nontrivial case
Bn > 0. Let γνj be the ν-order cumulant of Xj for each j ≥ 1, defined by
γνj =
1
iν
[
dν
dtν
logEeitXj
]
t=0
, ν = 1, 2, · · ·.
Write
λν,n = n
(ν−2)/2B−νn
n∑
j=1
γνj , ν = 3, 4 · · · , k;
Qν,n(x) =
∑
′
(−1)ν+2sΦ(ν+2s)(x)
ν∏
m=1
1
km!
(
λm+2,n
(m+ 2)!
)km
= −φ(x)
∑
′
Hν+2s−1(x)
ν∏
m=1
1
km!
(
λm+2,n
(m+ 2)!
)km
,
where the summation
∑ ′
is carried out over all nonnegative integer solutions (k1, . . . , kν)
of the equation k1 + 2k2 + · · ·+ νkν = ν and s = k1 + · · ·+ kν .
For 1 ≤ j ≤ n and x ∈ R, define
Fn(x) = P
(
Bn
−1
n∑
j=1
Xj ≤ x
)
, vj(t) = Ee
itXj ;
Ynj = Xj1{|Xj |≤Bn}, Z
(x)
nj = Xj1{|Xj |≤Bn(1+|x|)}, W
(x)
nj = Xj1{|Xj |>Bn(1+|x|)}.
The Edgeworth expansion theorem can be stated as follows.
Lemma 3.1 ([5]). Let n ≥ 1 and X1, · · · , Xn be a sequence of independent random
variables satisfying Bn > 0. Let k ≥ 3 be an integer such that (3.1) holds. Then
|Fn(x) − Φ(x)−
k−2∑
ν=1
Qνn(x)n
−ν/2| ≤ C(k)
{
(1 + |x|)−kB−kn
n∑
j=1
E|W (x)nj |k+
(1+|x|)−k−1B−k−1n
n∑
j=1
E|Z(x)nj |k+1+(1+|x|)−k−1nk(k+1)/2
(
sup
|t|≥δn
1
n
n∑
j=1
|vj(t)|+ 1
2n
)n}
,
where δn =
1
12
B2n(
n∑
j=1
E|Ynj |3)−1, C(k) > 0 is a constant depending only on k.
3.2. Notation and a key decomposition
We first introduce some notation which will be used in the sequel.
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In addition to the σ−fields Fn and Dn, the following σ-fields will also be used:
I0 = {∅,Ω}, In = σ(ξk, Nu, Lui : k < n, i ≥ 1, |u| < n) for n ≥ 1.
Define the following conditional probabilities and expectations:
Pξ,n(·) = Pξ(·|Dn), Eξ,n(·) = Eξ(·|Dn); Pn(·) = P(·|In), En(·) = E(·|In).
As usual, we write N∗ = {1, 2, 3, · · · } and denote by
U =
∞⋃
n=0
(N∗)n
the set of all finite sequences, where (N∗)0 = {∅} contains the null sequence ∅.
For all u ∈ U , let T(u) be the shifted tree of T at u with defining elements {Nuv}: we
have 1) ∅ ∈ T(u), 2) vi ∈ T(u)⇒ v ∈ T(u) and 3) if v ∈ T(u), then vi ∈ T(u) if and only
if 1 ≤ i ≤ Nuv. Define Tn(u) = {v ∈ T(u) : |v| = n}. Then T = T(∅) and Tn = Tn(∅).
For u ∈ (N∗)k(k ≥ 0) and n ≥ 1, let Su be the position of u and write
Zn(u,B) =
∑
v∈Tn(u)
1B(Suv − Su), Zn(u, t) = Zn
(
u, (−∞, t]
)
.
Then the law of Zn(u,B) under Pξ is the same as that of Zn(B) under Pθkξ. Define
Wn(u,B) = Zn(u,B)/Πn(θ
kξ), Wn(u, t) = Wn(u, (−∞, t]),
Wn(B) = Zn(B)/Πn, Wn(t) = Wn((−∞, t]).
By definition, we haveΠn(θkξ) = mk · · ·mk+n−1, Zn(B) = Zn(∅, B),Wn(B) = Wn(∅, B),
Wn = Wn(R).
For each n, we choose an integer kn < n as follows. Let β ∈ (0, 1) whose value will be
suitably fixed in the proofs and set kn = ⌊nβ⌋, the greatest integer not bigger than nβ .
It is apparent that
Zn(snt) =
∑
u∈Tkn
Zn−kn(u, snt− Su),
from which we have the following important decomposition:
1
Πn
Zn(snt) = An + Bn, (3.2)
with
An =
1
Πkn
∑
u∈Tkn
[Wn−kn(u, snt− Su)− Eξ,knWn−kn(u, snt− Su)] ,
Bn =
1
Πkn
∑
u∈Tkn
Eξ,knWn−kn(u, snt− Su).
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4. Proofs of Theorems 2.3 and 2.4
4.1. Outline of proofs
In our proofs, we shall need the following truncations of the martingales (recall that we
assume ℓn = 0):
W kn =
1
Πkn
∑
u∈Tkn
1{|Su|≤kn}; N1,kn =
1
Πkn
∑
u∈Tkn
Su1{|Su|≤kn}; (4.1)
N2,kn =
1
Πkn
∑
u∈Tkn
(S2u − s2n)1{|Su|≤kn}; (4.2)
N3,kn =
1
Πkn
∑
u∈Tkn
(S3u − 3Sus2n − s(3)n )1{|Su|≤kn}. (4.3)
Notice that the condition Em−δ0 < ∞ for some δ > 0 implies that E
(
ln−m0
)κ
< ∞
for all κ > 0. Therefore Theorem 2.1 remains valid under the hypotheses of Theorems
2.3 or 2.4.
To prove Theorem 2.3, we use the decomposition (3.2) with kn = ⌊nβ⌋ andmax{ 3λ , 4η} <
β < 16 , and we divide the proof of (2.5) into three lemmas.
Lemma 4.1. Under the hypothesis of Theorem 2.3, with kn = ⌊nβ⌋ and max{ 3λ , 4η} <
β < 16 , we have
nAn
n→∞−−−−→ 0 a.s. (4.4)
Lemma 4.2. Under the hypothesis of Theorem 2.3, with kn = ⌊nβ⌋ and max{ 3λ , 4η} <
β < 16 , we have, as n→∞,
Bn =
(
Φ(t) +
2∑
ν=1
Qν,n(t)
nν/2
)
W kn +
(
− 1
sn
)(
φ(t) +
Q′1,n(t)
n1/2
)
N1,kn
+
1
2!
1
s2n
φ′(t)N2,kn + o
( 1
n
)
a.s., (4.5)
Lemma 4.3. Under the hypothesis of Theorem 2.3, with kn = ⌊nβ⌋ and max{ 3λ , 4η} <
β < 16 , the following assertions hold a.s. as n→∞:
W kn −W = o(
1
n
), (4.6)
N1,kn − V1 = o(
1√
n
), (4.7)
N2,kn − V2 = o(1), (4.8)
where W kn , N1,kn , N2,kn are defined in (4.1), (4.2).
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While in the proof of Theorem 2.4, we shall take kn = ⌊nβ⌋ with max{ 4λ , 5η} < β < 18 .
We still use the decomposition (3.2), and divide the proof of (2.7) into three lemmas.
Lemma 4.4. Under the hypothesis of Theorem 2.4, with kn = ⌊nβ⌋ and max{ 4λ , 5η} <
β < 18 , we have
n3/2An
n→∞−−−−→ 0 a.s. (4.9)
Lemma 4.5. Under the hypothesis of Theorem 2.4, with kn = ⌊nβ⌋ and max{ 4λ , 5η} <
β < 18 , the following holds a.s. as n→∞:
Bn =
(
Φ(t) +
3∑
ν=1
Qν,n(t)
nν/2
)
W kn +
(
− 1
sn
)(
φ(t) +
2∑
ν=1
Q′ν,n(t)
nν/2
)
N1,kn
+
1
2!
1
s2n
(
φ′(t) +
Q′′1,n(t)
n1/2
)
N2,kn +
1
3!
(− 1
s3n
)φ′′(t)N 3,kn + o
( 1
n3/2
)
, (4.10)
Lemma 4.6. Under the hypothesis of Theorem 2.4, with kn = ⌊nβ⌋ and max{ 4λ , 5η} <
β < 18 , the following assertions hold a.s. as n→∞:
W kn −W = o(
1
n3/2
), (4.11)
N1,kn − V1 = o(
1
n
), (4.12)
N2,kn − V2 = o(
1√
n
), (4.13)
N3,kn − V3 = o(1), (4.14)
where W kn , N1,kn , N2,kn , N3,kn are defined in (4.1), (4.2) (4.3).
To avoid repetition, here we shall only present the proofs of Lemmas 4.4, 4.5 and 4.6;
similar arguments apply to Lemmas 4.1, 4.2 and 4.3.
4.2. Proofs of Lemmas 4.4, 4.5 and 4.6
Proof of Lemma 4.4. The proof is similar to that of Lemma 5.1 in [18]. For ease of
notation, we will denote by [f(x)]x=a the value of a function f(x) at the point a, and
define for |u| = kn,
Xn,u = Wn−kn(u, snt− Su)− Eξ,knWn−kn(u, snt− Su), X¯n,u = Xn,u1{|Xn,u|<Πkn},
A¯n =
1
Πkn
∑
u∈Tkn
X¯n,u.
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Then we see that |Xn,u| ≤Wn−kn(u) + 1.
To prove Lemma 4.4, we will use the extended Borel-Cantelli Lemma. We can obtain
the required result once we prove that ∀ε > 0,
∞∑
n=1
Pkn(|n3/2An| > 2ε) <∞. (4.15)
Notice that
Pkn(|An| >
2ε
n3/2
)
≤ Pkn(An 6= A¯n) + Pkn(|A¯n − Eξ,kn A¯n| >
ε
n3/2
) + Pkn(|Eξ,kn A¯n| >
ε
n3/2
).
Then we can proceed the proof in 3 steps.
Step 1 We first prove that
∞∑
n=1
Pkn(An 6= An) <∞. (4.16)
To this end, define
W ∗ = sup
n
Wn.
We need the following result on W ∗.
Lemma 4.7 ([31], Theorem 1.2). Assume (2.1) for some λ > 0 and Em−δ0 < ∞ for
some δ > 0. Then
E(W ∗ + 1)(ln(W ∗ + 1))λ <∞. (4.17)
Observe that
Pkn(An 6= An) ≤
∑
u∈Tkn
Pkn(Xn,u 6= Xn,u) =
∑
u∈Tkn
Pkn(|Xn,u| ≥ Πkn)
≤
∑
u∈Tkn
Pkn(Wn−kn(u) + 1 ≥ Πkn)
= Wkn
[
rnP(Wn−kn + 1 ≥ rn)
]
rn=Πkn
≤Wkn
[
E
(
(Wn−kn + 1)1{Wn−kn+1≥rn}
)]
rn=Πkn
≤Wkn
[
E
(
(W ∗ + 1)1{W∗+1≥rn}
)]
rn=Πkn
≤W ∗(lnΠkn)−λE(W ∗ + 1)(ln(W ∗ + 1))λ
≤ KξW ∗n−λβE(W ∗ + 1)(ln(W ∗ + 1))λ,
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where the last inequality holds since
1
n
lnΠn → E lnm0 > 0 a.s. , (4.18)
and kn ∼ nβ . By the choice of β and Lemma 4.7, we obtain (4.16).
Step 2. We next prove that ∀ε > 0,
∞∑
n=1
Pkn(|An − Eξ,knAn| >
ε
n3/2
) <∞. (4.19)
Take a constant b ∈ (1, eE lnm0). Observe that ∀u ∈ Tkn , n ≥ 1,
EknX¯
2
n,u =
∫ ∞
0
2xPkn(|X¯n,u| > x)dx = 2
∫ ∞
0
xPkn(|Xn,u|1{|Xn,u|<Πkn} > x)dx
≤ 2
∫ Πkn
0
xPkn(|Wn−kn(u) + 1| > x)dx = 2
∫ Πkn
0
xP(|Wn−kn + 1| > x)dx
≤ 2
∫ Πkn
0
xP(W ∗ + 1 > x)dx
≤ 2
∫ Πkn
e
(lnx)−λE(W ∗ + 1)(ln(W ∗ + 1))λdx+ 2
∫ e
0
xdx
≤ 2E(W ∗ + 1)(ln(W ∗ + 1))λ
(∫ bkn
e
(lnx)−λdx+
∫ Πkn
bkn
(lnx)−λdx
)
+ e2
≤ 2E(W ∗ + 1)(ln(W ∗ + 1))λ(bkn + (Πkn − bkn)(kn ln b)−λ) + e2.
Then we have that
∞∑
n=1
Pkn(|An − Eξ,knAn| >
ε
n3/2
)
=
∞∑
n=1
EknPξ,kn(|An − Eξ,knAn| >
ε
n3/2
)
≤ ε−2
∞∑
n=1
n3Ekn
Π−2kn ∑
u∈Tkn
Eξ,knX
2
n,u
 = ε−2 ∞∑
n=1
n3
Π−2kn ∑
u∈Tkn
EknX
2
n,u

≤ ε−2
∞∑
n=1
n3Wkn
Πkn
[
2E(W ∗ + 1)(ln(W ∗ + 1)λ)(bkn + (Πkn − bkn)(kn ln b)−λ) + e2
]
≤ 2ε−2W ∗E(W ∗ + 1)(ln(W ∗ + 1)λ)
( ∞∑
n=1
n3
Πkn
bkn +
∞∑
n=1
n3(kn ln b)
−λ
)
+ e2ε−2W ∗
∞∑
n=1
n3
Πkn
.
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By (4.18) and λβ > 4, the three series in the last expression above converge under our
hypothesis and hence (4.19) is proved.
Step 3. Observe
Pkn
(
|Eξ,kn A¯n| >
ε
n3/2
)
≤ n
3/2
ε
Ekn |Eξ,kn A¯n| =
n3/2
ε
Ekn
∣∣∣ 1
Πkn
∑
u∈Tkn
Eξ,knX¯n,u
∣∣∣
=
n3/2
ε
Ekn
∣∣∣ 1
Πkn
∑
u∈Tkn
(−Eξ,knXn,u1{|Xn,u|≥Πkn})
∣∣∣
≤ n
3/2
ε
1
Πkn
∑
u∈Tkn
Ekn(Wn−kn(u) + 1)1{Wn−kn (u)+1≥Πkn}
=
n3/2Wkn
ε
[
E(Wn−kn + 1)1{Wn−kn+1≥rn}
]
rn=Πkn
≤ W
∗
ε
n3/2
[
E(W ∗ + 1)1{W∗+1≥rn}
]
rn=Πkn
≤ W
∗
ε
n3/2
(lnΠkn)
λ
E(W ∗ + 1) lnλ(W ∗ + 1)
≤ W
∗
ε
Kξn
3/2−λβ
E(W ∗ + 1) lnλ(W ∗ + 1).
Then by (4.18) and λβ > 4, it follows that
∞∑
n=1
Pkn
(
|Eξ,kn A¯n| >
ε
n3/2
)
<∞.
Combining Steps 1-3, we obtain (4.15). Hence the lemma is proved.
Proof of Lemma 4.5. For ease of reference, we introduce some notation:
κ1,n =
1
6
(s2n − s2kn)−3/2(s(3)n − s
(3)
kn
), D1(x) = −H2(x)φ(x),
κ2,n =
1
72
(s2n − s2kn)−3(s(3)n − s(3)kn )2, D2(x) = −H5(x)φ(x),
κ3,n =
1
24
(s2n − s2kn)−2
n−1∑
j=kn
(σ
(4)
j − 3
(
σ
(2)
j
)2
), D3(x) = −H3(x)φ(x),
Rn(x) = −
(
s
(3)
n − s(3)kn
)3
1296(s2n − s2kn)9/2
H8(x)φ(x) −
∑n−1
j=kn
(
σ
(5)
j − 10σ(3)j σ(2)j
)
120(s2n − s2kn)5/2
H4(x)φ(x)
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−
(
s
(3)
n − s(3)kn
)∑n−1
j=kn
(
σ
(4)
j − 3
(
σ
(2)
j
)2)
144(s2n − s2kn)7/2
H6(x)φ(x),
Observe that
Bn = Bn1 + Bn2 + Bn3, (4.20)
where
Bn1 =
1
Πkn
∑
u∈Tkn
1{|Su|>kn}
[
Eξ,knWn−kn(u, snt− Su)
]
,
Bn2 =
1
Πkn
∑
u∈Tkn
1{|Su|≤kn}
[
Eξ,knWn−kn(u, snt− Su)− Φ
(
snt− Su
(s2n − s2kn)1/2
)
−
3∑
ν=1
κν,nDν
(
snt− Su
(s2n − s2kn)1/2
)
−Rn
(
snt− Su
(s2n − s2kn)1/2
)]
,
Bn3 =
1
Πkn
∑
u∈Tkn
1{|Su|≤kn}
[
Φ
(
snt− Su
(s2n − s2kn)1/2
)
+
3∑
ν=1
κν,nDν
(
snt− Su
(s2n − s2kn)1/2
)
+Rn
(
snt− Su
(s2n − s2kn)1/2
)]
.
The lemma will be proved once we show that a.s.
n3/2Bn1
n→∞−−−−→ 0, (4.21)
n3/2Bn2
n→∞−−−−→ 0, (4.22)
Bn3 =
(
Φ(t) +
3∑
ν=1
Qν,n(t)
nν/2
)
W kn +
(
− 1
sn
)(
φ(t) +
2∑
ν=1
Q′ν,n(t)
nν/2
)
N1,kn
+
1
2!
1
s2n
(
φ′(t) +
Q′′1,n(t)
n1/2
)
N2,kn +
1
3!
(− 1
s3n
)φ′′(t)N3,kn + o
( 1
n3/2
)
, (4.23)
where W kn , N1,kn , N2,kn , N3,kn are defined in (4.1)–(4.3). We will prove these results
subsequently.
First we prove (4.21). Since
|Bn1| ≤ 1
Πkn
∑
u∈Tkn
1{|Su|>kn},
it will follow from the following fact:
n3/2
1
Πkn
∑
u∈Tkn
1{Su|>kn}
n→∞−−−−→ 0 a.s. (4.24)
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In order to prove (4.24), we first observe that
E
 ∞∑
n=1
n3/2
1
Πkn
∑
u∈Tkn
1{|Su|>kn}
 = ∞∑
n=1
n3/2E1{|Ŝkn |>kn}
≤
∞∑
n=1
n3/2k−ηn E|Ŝkn |η
≤
∞∑
n=1
n3/2k
− η
2
−1
n
kn−1∑
j=0
E|L̂j |η =
∞∑
n=1
n3/2k
− η
2
n E|L̂0|η,
where Ŝkn =
∑kn−1
j=0 L̂j . By the choice of β and kn, 3/2− βη/2 < −1 and the series in
the right hand side of the above expression converges. So
∞∑
n=1
n3/2
1
Πkn
∑
u∈Tkn
1{|Su|>kn} <∞ a.s.,
which implies (4.24), and consequently (4.21) follows.
The proof of (4.22) will mainly be based on the following result about the asymptotic
expansion of the distribution of the sum of random variables.
Proposition 4.8. Under the hypothesis of Theorem 2.4, for a.e. ξ,
εn := n
3
2 sup
x∈R
∣∣∣∣∣Pξ
( ∑n−1
k=kn
L̂k
(s2n − s2kn)1/2
≤ x
)
− Φ(x) −
3∑
ν=1
κν,nDν(x) −Rn(x)
∣∣∣∣∣ n→∞−−−−→ 0.
Proof. Denote by vk = v(ξk) the characteristic function of the random distribution
G(ξk), which is also the characteristic function of L̂k under Pξ: for all real t, vk(t) =∫
eitxG(ξk)(dx) = Eξe
itL̂k . Combining the Markov inequality with Lemma 3.1, we obtain
the following result:
sup
x∈R
∣∣∣∣∣Pξ
( ∑n−1
k=kn
L̂k
(s2n − s2kn)1/2
≤ x
)
− Φ(x)−
3∑
ν=1
κν,nDν(x)−Rn(x)
∣∣∣∣∣
≤Kξ
(s2n − s2kn)−3
n−1∑
j=kn
Eξ|L̂j |6 + n15
 sup
|t|>T
1
n
(
kn +
n−1∑
j=kn
|vj(t)|
)
+
1
2n
n .
By our conditions on the environment, we know that
lim
n→∞
n2(s2n − s2kn)−3
n−1∑
j=kn
Eξ|L̂k|6 = E|L̂0|6/(Eσ(2)0 )3. (4.25)
By (2.2), v0 satisfies
P
(
lim sup
|t|→∞
|v0(t)| < 1
)
> 0.
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So there exist constants T > 0 and 0 < c < 1 such that P
(
sup|t|>T |v0(t)| < c
)
> 0.
Since vn has the same law as v0, it follows that P
(
sup|t|>T |vn(t)| < c
)
> 0. Define
c(ξn) = c if the characteristic function vn = v(ξn) of G(ξn) satisfies sup|t|>T |vn(t)| < c,
and c(ξn) = 1 otherwise. Then cn := c(ξn) satisfies 0 < cn ≤ 1 (in fact cn = c or 1),
sup
|t|>T
|vn(t)| ≤ cn and P(cn < 1) > 0.
Consequently, by the law of large numbers, we have
sup
|t|>T
( 1
n
n−1∑
j=kn
|vj(t)|
)
≤ 1
n
n−1∑
j=1
cj → Ec0 < 1.
Then for n large enough,(
sup
|t|>T
1
n
(
kn +
n−1∑
j=kn
|vj(t)|
)
+
1
2n
)n
= o(n−m), ∀m > 0. (4.26)
The proposition comes from (4.25) and (4.26).
Observe that for u ∈ Tkn ,
Eξ,knWn−kn(u, snt− Su) = Pξ
( ∑n−1
k=kn
L̂k
(s2n − s2kn)1/2
≤ x
)∣∣∣∣
x=snt−Su
.
From Proposition 4.8, it follows that
n3/2|Bn2| ≤Wknεn n→∞−−−−→ 0. (4.27)
Hence (4.22) is proved.
It remains to prove (4.23). Our arguments will depend heavily on Taylor’s expansion
with tedious calculus. In the following, we shall use the notation ε∗n to denote an in-
finitesimal (which may change from line to line) dominated by another one an depending
only on the environment ξ and on the value of t: that is
|ε∗n| ≤ an = an(ξ, t) −→ 0 as n→∞. (4.28)
Below we suppose always that u ∈ Tkn and |Su| ≤ kn. Then
snt− Su√
s2n − s2kn
− t =
[(
1− s
2
kn
s2n
)−1/2
− 1
]
t−
(
1− s
2
kn
s2n
)−1/2
Su
sn
=
[
1 +
s2kn
2s2n
+ ε∗nn
−3/2 − 1
]
t−
[
1 +
s2kn
2s2n
+ ε∗nn
−3/2
]
Su
sn
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= −Su
sn
+
s2knt
2s2n
− s
2
kn
Su
2s3n
+ ε∗nn
−3/2
Further, it is easy to see that(
snt− Su√
s2n − s2kn
− t
)2
=
S2u
s2n
− s
2
kn
Sut
s3n
+ ε∗nn
−3/2;
(
snt− Su√
s2n − s2kn
− t
)3
= −S
3
u
s3n
+ ε∗nn
−3/2.
By Taylor’s expansion and the above estimates,
Φ
(
snt− Su
(s2n − s2kn)1/2
)
= Φ(t) +
3∑
j=1
1
j!
Φ(j)(t)
(
snt− Su√
s2n − s2kn
− t
)j
+ ε∗nn
−3/2
= Φ(t)− 1
sn
φ(t)Su − 1
2s2n
tφ(t)(S2u − s2kn)−
1
6s3n
φ(t)H2(t)(S
3
u − 3s2knSu)
+ε∗nn
−3/2. (4.29)
Since
κ1,n =
1
6s3n
(
1− s
2
kn
s2n
)−3/2
(s(3)n − s(3)kn ) =
1
6s3n
(
1 +
3s2kn
2s2n
+ ε∗nn
−1
)
(s(3)n − s(3)kn )
=
1
6s3n
s(3)n −
1
6s3n
s
(3)
kn
+
s
(3)
n s2kn
4s5n
+ ε∗nn
−3/2
and
D1(
snt− Su
(s2n − s2kn)1/2
)
= D1(t) +D
′
1(t)
(
snt− Su√
s2n − s2kn
− t
)
+
1
2
D′′1 (t)
(
snt− Su√
s2n − s2kn
− t
)2
+ ε∗nn
−1
= −H2(t)φ(t) +H3(t)φ(t)(−Su
sn
+
s2kn t
2s2n
)− 1
2s2n
H4(t)φ(t)S
2
u + ε
∗
nn
−1,
we obtain
κ1,nD1(
snt− Su√
s2n − s2kn
)
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= − 1
6s3n
s(3)n H2(t)φ(t) +
1
6s3n
s
(3)
kn
H2(t)φ(t) − 1
6s4n
s(3)n SuH3(t)φ(t)
−s
(3)
n s2kn
4s5n
H2(t)φ(t) +
1
12s5n
s(3)n s
2
kntH3(t)φ(t) −
1
12s5n
s(3)n S
2
uH4(t)φ(t) + ε
∗
nn
−3/2
= − 1
6s3n
s(3)n H2(t)φ(t) +
1
6s3n
s
(3)
kn
H2(t)φ(t) − 1
6s4n
s(3)n SuH3(t)φ(t)
− 1
12s5n
s(3)n (S
2
u − s2kn)H4(t)φ(t) + ε∗nn−3/2, (4.30)
where in the last step we use the recurrence relation of Hermite polynomials:
Hm+1(t) = tHm(t)−mHm−1(t). (4.31)
Noticing that
κ2,n =
1
72
(s
(3)
n − s(3)kn )2
(s2n − s2kn)3
=
1
72s6n
(s(3)n )
2 + ε∗nn
−3/2,
D2(
snt− Su√
s2n − s2kn
) = D2(t) +D
′
2(t)
(
snt− Su√
s2n − s2kn
− t
)
+ ε∗nn
− 1
2
= −H5(t)φ(t) +H6(t)φ(t)(− 1
sn
Su) + ε
∗
nn
−1/2,
we have
κ2,nD2(
snt− Su√
s2n − s2kn
) =
− 1
72s6n
(s(3)n )
2H5(t)φ(t) − 1
72s7n
(s(3)n )
2SuH6(t)φ(t) + ε
∗
nn
−3/2. (4.32)
Observing that
κ3,n =
1
24
(s2n − s2kn)−2
n−1∑
j=kn
(σ
(4)
j − 3
(
σ
(2)
j
)2
)
=
1
24s4n
n−1∑
j=0
(σ
(4)
j − 3
(
σ
(2)
j
)2
) + ε∗nn
−3/2,
D3
(
snt− Su√
s2n − s2kn
)
= D3(t) +D
′
3(t)(−
1
sn
Su) + ε
∗
nn
−1/2
= −H3(t)φ(t) − 1
sn
H4(t)φ(t)Su + ε
∗
nn
−1/2,
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we get
κ3,nD3
(
snt− Su√
s2n − s2kn
)
= − 1
24s4n
n−1∑
j=0
(
σ
(4)
j − 3
(
σ
(2)
j
)2)
H3(t)φ(t)
− 1
24s5n
n−1∑
j=0
(
σ
(4)
j − 3
(
σ
(2)
j
)2)
H4(t)φ(t)Su + ε
∗
nn
−3/2. (4.33)
It is easy to check that
Rn(
snt− Su√
s2n − s2kn
) = −
(
s
(3)
n
)3
1296s9n
H8(t)φ(t) − 1
120s5n
n−1∑
j=0
(
σ
(5)
j − 10σ(3)j σ(2)j
)
H4(t)φ(t)
− s
(3)
n
144s7n
n−1∑
j=0
(
σ
(4)
j − 3
(
σ
(2)
j
)2)
H6(t)φ(t) + ε
∗
nn
−3/2 =
Q3,n(t)
n
3
2
+ ε∗nn
−3/2. (4.34)
Plugging the expansions (4.29), (4.30), (4.32), (4.33) and (4.34) into Bn3 defined in
(4.20), we deduce that∣∣∣∣∣Bn3 −
(
Φ(t) +
3∑
ν=1
Qν,n(t)
nν/2
)
W kn +
(
− 1
sn
)(
φ(t) +
2∑
ν=1
Q′ν,n(t)
nν/2
)
N1,kn
+
1
2!
1
s2n
(
φ′(t) +
Q′′1,n(t)
n1/2
)
N2,kn +
1
3!
(− 1
s3n
)φ′′(t)N3,kn
∣∣∣∣∣ ≤ anW knn− 32 .
By using (4.28) and the fact that
0 ≤W kn ≤Wkn n→∞−−−−→a.s. W,
we obtain the desired (4.23).
The assertion (4.10) follows from (4.21), (4.22) and (4.23), hence the lemma is proved.
Proof of Lemma 4.6. Observe
W kn −W = −
1
Πkn
∑
u∈Tkn
1{|Su|>kn} + (Wkn −W ).
Thus (4.11) follows from (4.24) and the following lemma.
Lemma 4.9 ([26]). Assume the condition (2.1). Then
W −Wn = o(n−λ) a.s.
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Similarly, (4.12),(4.13), (4.14) follow from Theorem 2.1 and the following results:
n
1
Πkn
∑
u∈Tkn
Su1{|Su|>kn}
n→∞−−−−→ 0 a.s.; (4.35)
n1/2
1
Πkn
∑
u∈Tkn
(S2u − s2kn)1{|Su|>kn}
n→∞−−−−→ 0 a.s., (4.36)
1
Πkn
∑
u∈Tkn
(S3u − 3Sus2kn − s
(3)
kn
)1{|Su|>kn}
n→∞−−−−→ 0 a.s., (4.37)
which can be easily proved by following the lines of the proof of (4.24).
5. Convergence rates of the relevant martingales
In this section, we shall prove Theorem 2.1. Recall that we assume throughout the article
that ln = 0. Then the martingales reduce to the following simplified versions:
N1,n =
1
Πn
∑
u∈Tn
Su;
N2,n =
1
Πn
∑
u∈Tn
(
S2u − s2n
)
;
N3,n =
1
Πn
∑
u∈Tn
(
S3u − 3Sus2n − s(3)n
)
.
It is easy to verify that they are martingales with respect to the filtration Dn, and we
omit the details (see [18]).
We shall only offer the detailed proof of part (3), as parts (1) and (2) will follow by
the same way with minor changes.
The proof is adapted from Asmussen(1976, [1]). The key idea is to find a proper
truncation to show the convergence of the series
∑
n an(N3,n+1−N3,n) with suitable an,
which gives the information on the convergence rate of
∑∞
n=κN3,n. The proof relies on
the following lemma.
Lemma 5.1 ([1], Lemma 2). Let {αn, βn, n ≥ 1} be sequences of real numbers. If
0 < αn ր∞, and the series
∑∞
n=1 αnβn converges, then
∞∑
n=κ
βn = o
( 1
ακ
)
.
Proof of Part (3) in Theorem 2.1. We begin by introducing some notation:
λδ = λ− 3− δ, Xu = S3u − 3Sus2n − s(3)n for u ∈ Tn,
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In = N3,n+1 −N3,n = 1
Πn
∑
u∈Tn
(
1
mn
Nu∑
i=1
Xui −Xu
)
,
I′n =
1
Πn
∑
u∈Tn
(
1
mn
Nu∑
i=1
Xui −Xu
)
1{Nu≤Πn/nλδ}.
If we can prove that the series
∞∑
n=1
nλδIn converges a.s. (5.1)
then by setting V3 =
∑∞
n=1 In+I1 and using Lemma 5.1, we obtain the desired conclusion.
We prove (5.1) by showing the following three series converge:
∞∑
n=1
nλδ (In − I′n),
∞∑
n=1
nλδ (I′n − Eξ,nI′n),
∞∑
n=1
nλδEξ,nI
′
n. (5.2)
By using an inequality for moment of sums of independent random variables with mean
zero, it is easy to see that for Ŝn =
∑n−1
j=0 L̂j ,
Eξ|Ŝn|r ≤ n r2−1
n−1∑
j=0
Eξ|L̂j |r ≤ Kξn r2 ; (5.3)
whence for |u| = n,
Eξ|Xu| ≤ Kξn3/2; Eξ|Xu|2 ≤ Kξn3. (5.4)
For the first series in (5.2), we observe that
Eξ|In − I ′n| ≤
1
Πn
Eξ
∑
u∈Tn
∣∣∣∣∣ 1mn
Nu∑
i=1
Xui −Xu
∣∣∣∣∣1{Nu/mn>n−λδΠn}
≤ Kξn
3
Πn
Eξ
∑
u∈Tn
(Nu/mn + 1)1{Nu/mn>n−λδΠn}
= Kξn
3
Eξ(N̂n/mn + 1)1{N̂n/mn>n−λδΠn}
≤ Kξn3 1
ln1+λ(Πn/nλδ )
Eξ(N̂n/mn + 1) ln
1+λ
(
N̂n/mn
)
≤(4.18) Kξn2−λEξ(N̂n/mn + 1)
(
ln+ N̂n
)1+λ
+Kξn
2−λ(ln−mn)
1+λ a.s.
We see that
E
∞∑
n=1
nλδ+2−λ
[
Eξ(N̂n/mn + 1)
(
ln+ N̂n
)1+λ
+ (ln−mn)
1+λ
]
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=
∞∑
n=1
n−1−δ
[
E(N̂0/m0 + 1)
(
ln+ N̂0
)1+λ
+ E(ln−m0)
1+λ
]
<∞,
which implies that
∞∑
n=1
nλδ+2−λ
[
Eξ(N̂n/mn + 1)
(
ln+ N̂n
)1+λ
+ (ln−mn)
1+λ
]
<∞ a.s. (5.5)
Thus
Eξ
∣∣∣∣ ∞∑
n=1
nλδ (In − I′n)
∣∣∣∣ ≤ ∞∑
n=1
nλδEξ|In − I′n| <∞,
Eξ
∣∣∣∣ ∞∑
n=1
nλδEξ,nI
′
n
∣∣∣∣ = Eξ∣∣∣∣ ∞∑
n=1
nλδEξ,n(In − I′n)
∣∣∣∣ ≤ ∞∑
n=1
nλδEξ|In − I′n| <∞.
It follows that the series
∑∞
n=1 n
λδ (In − I′n) and
∑∞
n=1 n
λδEξ,nI
′
n converge a.s.
It remains to prove the a.s. convergence of
∑∞
n=1 n
λδ (I′n − Eξ,nI′n). By using the fact
that
∑n
k=1 k
λδ (I′k − Eξ,kI′k) is a martingale with respect to {Dn+1} and by the a.s.
convergence of an L2 bounded martingale (see e.g. [15, P. 251, Ex. 4.9]), we only need to
show that the series
∞∑
n=1
n2λδEξ(I
′
n − Eξ,nI′n)2 converges a.s.
To this end, we first note that
Eξ
[(
1
mn
Nu∑
i=1
Xui −Xu
)2
1{Nu/mn≤n−λδΠn}
∣∣∣∣∣Fn
]
= Eξ
{
Eξ
[(
1
mn
Nu∑
i=1
Xui −Xu
)2∣∣∣∣Nu]1{Nu/mn≤n−λδΠn}
}
≤ Eξ
{
2
(
Nu
Nu∑
i=1
EξX
2
ui
m2n
+ EξX
2
u
)
1{Nu/mn≤n−λδΠn}
}
≤(5.4) Kξn3
(
Eξ
N2u
m2n
1{Nu/mn≤n−λδΠn} + 1
)
= Kξn
3
(
Eξ
N̂2n
m2n
1{N̂n/mn≤n−λδΠn}
+ 1
)
.
We next observe that
n2λδEξ(I
′
n − Eξ,nI′n)2
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=
n2λδ
Π2n
Eξ
∑
u∈Tn
Eξ,n
[(
1
mn
Nu∑
i=1
Xui −Xu
)
1{Nu/mn≤n−λδΠn}
−Eξ,n
(
1
mn
Nu∑
i=1
Xui −Xu
)
1{Nu/mn≤n−λδΠn}
]2
≤ n
2λδ
Π2n
Eξ
∑
u∈Tn
Eξ,n
[(
1
mn
Nu∑
i=1
Xui −Xu
)
1{Nu/mn≤n−λδΠn}
]2
=
n2λδ
Π2n
Eξ
∑
u∈Tn
Eξ
[(
1
mn
Nu∑
i=1
Xui −Xu
)2
1{Nu/mn≤n−λδΠn}
∣∣∣∣∣Fn
]
≤ Kξn
3+2λδ
Πn
Eξ
N̂2n
m2n
1{N̂n/mn≤n−λδΠn}
+
Kξn
3+2λδ
Πn
=
Kξn
3+2λδ
Πn
Eξ
N̂2n
m2n
(
1{N̂n/mn≤e2λ}
+ 1{e2λ<N̂n/mn≤n−λδΠn}
)
+
Kξn
3+2λδ
Πn
≤ Kξn
3+2λδ
Πn
Eξ
N̂2n
m2n
1{e2λ<N̂n/mn≤n−λδΠn}
+
Kξn
3+2λδ
Πn
≤ Kξn
3+2λδ
Πn
Πn
nλδ
(
ln
Πn
nλδ
)−1−λ
Eξ
N̂2n
m2n
[
N̂n
mn
(
ln+
N̂n
mn
)−1−λ]−1
+
Kξn
3+2λδ
Πn
( because x(ln x)−1−λ is increasing for x > e2λ)
≤ Kξn2+λδ−λ
(
Eξ
N̂n
mn
(
ln+ N̂n
)1+λ
+ (ln−mn)
1+λ
)
+
Kξn
3+2λδ
Πn
.
By the above estimates and (5.5), we see that the series
∑∞
n=1 n
2λδEξ(I
′
n − Eξ,nI′n)2
converges a.s.
So we have proved the three series in (5.2) converges a.s. and hence (5.1) holds. By
setting V3 =
∑∞
n=1 In + N3,1, we have N3,n − V3 =
∑∞
j=n Ij, and hence part (3) of the
lemma follows from Lemma 5.1 and (5.1).
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