Ordinal response variables often occur in practice. For example. in clinical trials a subject" s response to a drug regime might be categorized as negative, none, fair. or good. There are several common approaches to analyzing two-sample ordinal response data. These procedures applied to the same data can lead to contradictory conclusions. In an attempt to reconcile contradictory results and provide guidance to the ptactitioner. Kimledorf. Sampson and Whitaker (1992) propose an alternative approach. They find the scores which when assigned to the levels of the ordinal response variable maximize a two-sample test statistic and the scores thet minimize thet same statistic. Since many of the twosample statistics are related by monotonic transformations. these extreme scores are in fuct extreme scores for several test statistics. Both minimized and maximized test statistics falling Into the rejection region clearly indicate a difference between the two populations or treatments. On the other hand if neither of the two extreme statistics fall in the rejection region then no matter what scores are used there will be no significant difference in the two populations. In this paper we review the KSW procedure and its implementation in SAS" software.
INTRODUCTION
Ordinal response variables often occur in practice. For example. in clinical trials a subject's response to a drug regime might be categorized as negative, none. fair, or good There are several common approaches to analyzing two-sample ordinal response data. Among them are assigning arbittary scores to the levels of the ordinal variable and then using at-test, nonparametric approaches such as Wilcoxen-Mann-Whitney test and the Cochran-Mantel-Haenszel test (Mantel (1963» and the generalized linear model approach with ordinal response variables (McCuUagh and NeIder (1983». It is common for ptaetitioners to tty several of these tests and then. when results are contradictory, wonder which to use. Kimledorf, Sampson and Whitaker (1992) propose an alternative approach. They find the scores which when assigned to the levels of the ordinal response variable maximize a two-sample tesl statistic and the scores that minimize thet same statistic. Since many of the two-sample statistics are related by monotonic ttansformations. these extreme scores can in fact be used to find extteme test statistics for several different two-sample tests.
Let Xl""2:<; ... ""k (Xl" x.) be the nondecreasing scores assigned to the levels of an .ordinal response variable. The KSW procedure encompasses several of the common methods. The Wilcoxen-Mann-Whitney statistic is a special case of the two-sample t-statistic with marginal midrank scores assigned to the x" ... . •..• x.) among Xl""2:<;.·.""> where Xl" Xk, we have also found the maximum and minimum of the two-sample tstatistic and the eMH statistic. If both of the extteme values of the statistic lie in the rejection region then it is clear thet no matter how the levels· of the ordinal response are scored. the test statistic will be significant. When beth of the extreme values of the test statistic fail to lie in the rejection region then the result is also clear, no matter what scores are assigned to the ordinal response variable, the test statistics win always fail to reject the null hypotheses. In the third case, when the scores sttaddle a critical value, the conclusion becomes more difficult because some non-decreasing scores assigned to the data will result in rejecting the null hypothesis and yet another assignment of scores will result in acceptance of the null hypothesis.
[n the next chapter we outline the KSW procedure for finding the minimum and maximum scores and present a SAS maCro used to implement this procedure. In Chapter 3 we give a numerical example and in Chapter 4 we provide a conclusion.
THE KSW PROCEDURE AND ITS IMPLEMENTATION
The SAS code is • single macro. This macro needs only base SAS software to run and is implementedwitbin a DATA step. The macro uses data in contingency table fonn, and does all the computations needed to report the minimum and maximum scores and lheir correspooding tstatistics, CMH statistics. and Pearson's correlations. The compl,*, code is available from the authors.
The two-sample data with scores XtSx,~ . .sxk wbere Xl .. Xk assigned to the levels of the ordinal response variable can be ~esented as:
TREATMENT Xl for j = 2 .... ,k. If the inequality (2.1) is reversed then Trealment 0 is said to be stochastically grea!er than Treatment 1. If neither hold, then lhe empirical distributions from the two treatments are stochastically incomparable. For simplicity, we compute the scores s"
... , So that maximize and the scores th ... 1t that minimize in three different cases:
Case 1, Treatment 0 data is stochastically greater than Treatment I data, Case 2. Treatment 1 data is stochastically greater than Treatment Odata, Case 3, Treatment 0 and Treatment I data are stochastically incomparable.
Thus, the first step in computation is to decide in which of the three cases the data fall.
If the data fall into case I, we find the maximum scores. s" ... , So , by first finding lhe isotonic regression y" ... , y. of n,!(m,+Il;) with weights (m,+n,). There are several algorithms for computing the isotonic regression. In the SAS macro, we use the Pool Adjacent ViOllators AlgOlrithm (PA V A) (see RobertsOln, Dykstra and Wright (1988». The PAVA code is given in the Appendix. The scores Sj, ••• , Sk are computed by re-scaling the isotonic regression as S, = (y, -Yt)/(y, -YI). The minimum scores 'I.
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... , It are found by computing p(x" .... ,xJ for the k·2 scores of lhe form O=xl= ... =Xj and 1=X(j+I)="'=X' fOlr j=2, '" , k-I and finding the one that gives lhe smallest p(x" .... ,x,) .
If the data fall into case 2 then finding the maximum scores Sl, ... , s. is similar to finding the minimum scores in case I, Le. the scores that maximize p(x" ... ,xu among scores of the form O=XI= ... =Xj and I=Xfj+I)="'''x, for j=2, .... k-L The minimum score tlo .,. • It are found as are the maximum Score in case 1. Compute the isotOlnic regression y" ... , Y. of m,!(m;+Il;) with weights (m,+Il;) and then re-scale to get ~"(y; -YI)/(y, -Yt) for i " I, ... , k. ,' II' find the isotonic regression; ,' II' copy the score and statistics into an ; ,' II' array for later interrogation, ,.; 
EXAMPLE
We illustrate Ibis procedure with an example using data from Agresti(1984) , where two treatments are used to try to heal ulcer craters. Note that 100re are 22 variables in this example. Eight are for 100 frequencies, 8 are the extreme scores, 2 are tstatistics, 2 are CMH statistics, and 2 are Pearson's correlations.
The empirical distribution of ul= crater size for Trealment A is stochastically less than that for Treatment B. Thus, the minimum scores are found by searching through 100 scores ofO's and l's and 100 maximum scores are found using the PA V A. The resulting output gives the minimum score t,=I,=t,=o and r..=1 with minimum t of 1.42 and 100 maximum score of st=O, .,=.4164, 83=0.=1 with a corresponding maximum t of 2.508. There are no scores which will accept 100 alternative that Treatment A is better than Treatment B. It is clear that there are some scores which lead 10 rejection of the null hypothesis that the two treatments are the same and that there are some scores that fail to reject 100 null hypothesis in favor of a difference in the two treatments (or that Treatment B is better than Treatment A). This straddling situation requires the practitioner to re-evaluate what differences in the treatments are of practical significance. Upon closer inspection of the minimum and ~m scores, we see that if the practitioner is interested in drugs that show any type of improvement regardless of the degree of improvement then the two treatments are very similar. On the other hand, if the practitioner is really interested in completely or almost completely healing ulcer craters then this data presents evidence that Treatment B is better than Treatment A.
CONCLUSION
The KSW procedure gives an approach for analyzing two-sample ordinal data. Most methods either explicitly or tacitly assign scores to the levels of the ordinal variable. For true ordinal variables there is no one underlying score that adequately describes the levels. Thus, practitioners often tty different scores or different methods. often with conflicting results. KSW helps reconcile these differences by finding the SCores which maximize and the scores wbich minimize both the CMH and the t-statistic. In this paper, we implement the KSW procedure. To enhance the portability of the KSW macro, the code is written using only base SAS software.
The KSW statistics should not be thought of as test statistics. They are extreme values over a set of test statistics generated from all possible ordinal seorings (including scorings that pool levels of the ordinal variable). Thus, we have purposely left p-vaIues out of the KSW macro. As was seen in the ulcer crater example, even though there is no distribution theory for the KSW procedure, both the extreme I-statistics and the corresponding scores provide a deeper insight into the data than anyone of the usnal methods used alone.
The more general problem of finding extreme scores for ordinal response variables in an ANOV A setting is treated in Gautam(199l) . Streitberg and Roehmel(1988) give a method for computing bounds for p-vaIues for a class of permutation tests in the two-sample setting. They do not give extreme scores and their algorithm is implemented in TESTIMA TE. Epav&index:
drop -pav~_ -p&v_i_ -pav_jj_ -plval_ -p1wght-_tplval_ ~plwgt_;
-;
