Fix t ≥ 2. We first give an asymptotic formula for certain sums of the number of t-cores. We then use this result to compute the distribution of the size of the t-core of a uniformly random partition of an integer n. We show that this converges weakly to a gamma distribution after appropriate rescaling. As a consequence, we find that the size of the t-core is of the order of √ n in expectation. We then apply this result to show that the probability that t divides the hook length of a uniformly random cell in a uniformly random partition equals 1/t in the limit. Finally, we extend this result to all modulo classes of t using continual Young diagrams and abacus representations for cores and quotients.
Introduction and statement of results
The irreducible representation of the symmetric group S n are indexed by partitions of n. While studying modular representations of S n , one naturally encounters special partitions called t-cores [JK09] , which are defined for any integer t ≥ 2. The t-core of a partition λ, denoted core t (λ), can be obtained from λ by a sequence of operations. See Section 2.3 for the precise definitions. A partition λ is itself called a t-core if core t (λ) = λ. Let c t (n) be the number of t-cores of size n. We will be interested in finding the asymptotic behavior of certain sums involving c t (n). Anderson [And08] has obtained detailed asymptotic results for c t (n) using the circle method, but these will not suffice for our purposes. We define the number of partitions obtained by taking t-cores of all partitions of n by (1) C t (n) := #{core t (λ) | λ a partition of n}.
When t is a prime number, C t (n) can be defined to be the number of t-blocks, that is, the number of connected components of the Brauer graph, in the t-modular representation theory of the symmetric group S n [GO96] . Our first main result is the following.
Theorem 1.1. Fix t ≥ 2. Then
(2) C t (n) = (2π) (t−1)/2 t (t+2)/2 Γ( t+1 2 ) n + t 2 − 1 24
(t−1)/2 + O(n (t−2)/2 ).
Corollary 1.2. Fix t ≥ 2. Then c t (n) = O(n (t−2)/2 ).
Remark 1.3. In the proof of Corollary 1.2, we find an expression for c t (n) very similar to that of [And08, Theorem 2]. The prefactor is slightly different, but the order of terms are the same. However, we are not able to get as good a bound on the error term.
Theorem 1.1 and Corollary 1.2 will be proved in Section 3. Let n be a positive integer and t ≥ 2 be a fixed positive integer as before. Let λ be a uniformly random partition of n. Let Y n be a random variable on N ≥0 given by
where | · | denotes the size of the partition. We will be interested in the convergence of Y n . The probability mass function of Y n is given by (4) µ n (k) ≡ µ n,t (k) = #{λ n : | core t (λ)| = k} p(n) ,
where p(n) is the number of partitions of n. It can be shown (see Corollary 2.6) that µ n can be written as
where d t (m) is the number of partitions of m with empty t-core. Let X n ≡ X n,t be continuous random variables defined on [0, ∞) with the probability density function f n ≡ f n,t given by
Note that the integral of f n being 1 is equivalent to k µ n (k) = 1.
Recall that the gamma distribution with shape parameter α > 0 and rate parameter β > 0 is a continuous random variable on [0, ∞) with density given by is the lower incomplete gamma function.
Theorem 1.4. The random variable X n converges weakly to a gammadistributed random variable X with shape parameter α = (t − 1)/2 and rate parameter β = π/ √ 6.
(a) (b) Figure 1 . Comparison of the limiting CDFs and densities for small values of n with t = 5. A red solid line is used for the limiting distribution, dashed blue for n = 20, dash-dotted green for n = 62 and dotted magenta for n = 103. In (a) the CDFs, and in (b) the densities, are plotted for X and these X n 's.
See Figure 1 for an illustration of Theorem 1.4 for t = 5. Notice that while the distribution seems to converge pointwise in Figure 1(a) , the density in Figure 1 (b) does not. An immediate consequence of Theorem 1.4 is the following result.
Corollary 1.5. The expectation of the size of t-core for a uniformly random partition of size n is asymptotic to (t − 1) √ 6n/2π.
We illustrate Corollary 1.5 with the example of t = 3 in Figure 2 . Theorem 1.4 and Corollary 1.5 will be proved in Section 4. Figure 2 . The average size of the 3-core for partitions of size 1 to 100 in blue circles, along with the result from Corollary 1.5, √ 6x/π, as a red line.
Let λ be a partition of n and c denote a cell in the Young's diagram of λ. Then we define h c be the hook length associated to the cell c. See Section 2.1 for the precise definitions. Our final major result is a statement about the remainder of hook lengths of cells when divided by t.
Theorem 1.6. For a uniformly random cell c of a uniformly random partition λ of n, the probability that the hook length of c in λ is congruent to i modulo t is asymptotic to 1/t for any i ∈ {0, 1, . . . , n − 1}.
When i = 0, this will follow as a corollary of Theorem 1.4. Theorem 1.6 will be proved in Section 5.
We begin with preliminaries in Section 2. We first recall the basics of partitions in Section 2.1. The abacus representation for partitions is given in Section 2.2 and basic definitions and results for cores and quotients of partitions are recalled in Section 2.3. For the proofs in Section 5, we will need to use continuum versions of Young diagrams and their background is given in Section 2.4.
Preliminaries
2.1. Basics. Recall that an (integer) partition λ of a nonnegative integer n is a nonincreasing tuple of nonnegative integers which sum up to n. If λ is a partition of n, we write λ n and say that the size of λ, denoted |λ|, is n. Let p(n) denote the number of partitions of n. It is easy to see that the ordinary generating function of p(n) is given by
Partitions also arise in a natural way in the representation theory of the symmetric groups. The irreducible representations of S n are indexed by partitions of n [JK09] . We write P for the set of all partitions. It is well-known that the asymptotics of p(n) is given by [And76, Equation (5.1.2)]
A partition λ = (λ 1 , . . . , λ k ) has a graphical representation as a Young diagram or shape, in which we place λ i left-justified boxes in the i'th row, for 1 ≤ i ≤ k. For example, (5, 4, 4, 2, 1) is a partition of 16 whose Young diagram (in English notation) is (10) .
The conjugate partition of λ, denoted λ is a partition of the same size whose Young diagram is obtained by taking the transpose of the Young diagram of λ. In the above example, (5, 4, 4, 2, 1) = (5, 4, 3, 3, 1). A standard Young tableau (SYT) is a filling of a Young diagram of λ n with entries in {1, . . . , n} such that the entries strictly increase as we read from left to right and from top to bottom. Let c ≡ (i, j) be a cell in the Young diagram of λ. The hook of c is a subset of the cells in the Young diagram containing the cells to the right of c in the same row, those below c in the same column, and c itself. The hook length is the cardinality of the cells in the hook of c and is given by
The part λ i − i is known as the arm length and λ j − j is known as the leg length. The rightmost (resp. bottommost) cell in the hook of c is called the arm node (resp. leg node) of c. The max-hook is the hook of the cell (1, 1). The content of c is j − i. The hook numbers and contents of cells in the previous example of (5, 4, 4, 2, 1) are (11) 9 7 5 4 1 7 5 3 2 6 4 2 1 3 1 1 and 0 1 2 3 4
respectively.
Abacus representation.
Definition 2.1. An abacus or (1-runner) is a function w : Z → {0, 1} such that there exist m, n ∈ Z such that w i = 1 (resp. w i = 0) for all i ≤ m (resp. i ≥ n).
Starting from an abacus w, consider the up-right path formed by replacing 1's by vertical steps and 0's by horizontal steps. This path will form the outer boundary of a partition. For example, the abacus (12) (. . . , 1, 1, 1, 0, 1, 0, 1, 0, 0, 1, 1, 0, 1, 0, 0, 0, . . . ) maps to the partition in (10), where the bit at position 0 is marked by underlining it. However, note that this is not a bijective correspondence because any shift of the abacus will lead to the same partition. An abacus w is called justified at position p if w i = 1 (resp. w i = 0) for i < p (resp. i ≥ p). An abacus is called justified if it is justified at position p for some p. Any abacus can be transformed to a justified one by moving the 1's to the left past the 0's start from the leftmost movable 1. An abacus is called balanced if, after this transformation, it is justified at position 0. The abacus in (12) is balanced. Note that balanced abaci are in bijection with partitions. We now summarize properties of abaci that will be relevant to us. Readers interested in the details can look at [JK09, Ols93, Loe11].
Proposition 2.2. Let λ be a partition with corresponding balanced abacus w and c be a cell in the Young diagram of λ. Then the following properties hold.
(1) Cells in the Young diagram of λ are in bijection with pairs (i, j) such that i < j, w i = 0 and w j = 1.
(2) The hook length of the cell c corresponding to the pair (i, j) in w is j − i. The arm length (resp. leg length) of c is the number of 0's (resp. 1's) between i and j in w (excluding these).
(3) Suppose c has hook length t. Then c corresponds to a pair (i, i + t) in w. Then, removing a t-rim hook for the cell c (see the beginning of Section 2.3) from the Young diagram of λ amounts to exchanging the i'th and (i + t)'th entries in w.
Cores and quotients.
To describe cores and quotients, we will need some notation. Associated to a partition λ and a cell c in its Young diagram, the set of cells joining the two corners in the hook of c along the boundary is known as the rim hook or ribbon of c. In the running example of (10) below,
the rim hook of the cell marked c are the cells marked by ·'s. Note that the number of cells in the rim hook of c is given by h c = 7. It is easy to see that the cardinality of the rim hook of any cell is also the hook number of that cell. The t-core of a partition λ, denoted core t (λ), is the partition obtained by removing as many rim hooks of size t from λ as possible. A nontrivial fact (see [Ols93] , for example) is that the resulting partition is unique. Although this is not obvious in the Young diagram picture, this is easy to see in the abacus representation. By Proposition 2.2(3), one can exchange (0, 1) pairs at positions (i, i + t) for each class modulo t independently. Going back to the running example in (10), core 3 ((5, 4, 4, 2, 1)) = (2, 1, 1). And from the corresponding abacus in (12), the 3-core is the corresponding balanced abacus, (. . . , 1, 1, 1, 1, 1, 0, 1, 1, 0, 1, 0, 0, 0, 0, 0, 0, . . . ).
A partition λ is called a t-core if core t (λ) = λ, or equivalently, if none of the hook numbers in the Young diagram of λ is divisible by t. From Proposition 2.2(3), it follows that the partition λ is a t-core if and only if there is no i ∈ Z such that w i = 0 and w i+t = 1. The partition (5, 4, 4, 2, 1) is not a t-core for any 2 ≤ t ≤ 7, but it is an 8-core. Let C t be set of all t-cores. Let c t (n) be the number of t-cores of size n. Then it is known [Kly82] that
Note that the only 2-cores are staircase partitions (m, m − 1, . . . , 1), and therefore (14) c 2 (n) = 1 n = k(k − 1)/2 for some k, 0 otherwise.
Definition 2.3. A partition is said to be t-divisible if it has empty t-core.
Let D t (n) be the set of t-divisible partitions of n and d t (n) be its cardinality. By a result of Garvan, Kim and Stanton [GKS90] , the generating function of d t (n) is given by
The t-quotient of λ is a t-tuple of partitions (λ 0 , . . . , λ t−1 ) described as follows. For each k between 0 and t − 1, λ k consists of the cells of λ whose hook lengths are divisible by t and whose arm nodes have content congruent to k modulo t. It is a nontrivial fact that this subdiagram is itself a Young diagram.
Quotients are also naturally understood in terms of abaci. Given a partition λ with abacus w, construct t abaci by letting λ i = (w nt+i ) n∈Z for 0 ≤ i ≤ t − 1. The t-runner abacus of λ is then (λ 0 , . . . , λ t−1 ) of 1-runner abaci, where the zeroth position in λ 0 is underlined. Notice that we have used the same notation for the i'th entry of the t-quotient and the t-runner. From the context, the usage should be clear. This is because the i'th runner in the t-abacus, when interpreted as a partition is exactly the i'th entry of the t-quotient.
Going back to our running example in (10), the 3-quotient of (5, 4, 4, 2, 1) is seen to be (∅, (1, 1, 1), (1)) by looking at its hooks and contents in (11). The corresponding 3-runner abacus is λ 0 = (. . . , 1, 1, 0, 0, 0, 0, . . . ), λ 1 = (. . . , 1, 0, 1, 1, 1, 0, . . . ), λ 2 = (. . . , 1, 1, 0, 1, 0, 0, . . . ).
Notice that not all i'th runners are balanced. It turns out that t-cores and t-divisible partitions have a natural interpretation in terms of trunner abaci.
Proposition 2.4. Let λ be a partition and (λ 0 , . . . , λ t−1 ) be its t-runner abacus. Then
(1) λ is a t-core if and only if λ i is justified for
A fundamental result on cores and quotients is the partition division theorem [Loe11, Theorem 11.22], which is an analogue of the division algorithm for integers. We restate it in slightly different terminology more suited to our purposes.
Theorem 2.5. Let t ≥ 2 be an integer. Then there is a natural bijection
The following corollary is then immediate.
Corollary 2.6. Let i, n be positive integers such that i < n. Then
Since d t (n) = 0 for t n, the asymptotics of d t (n) for t|n is given by a special case of [And76, Theorem 6.2] as
3 2 (3t+5)/4 3 (t+1)/4 n (t+3)/4 . 2.4. Continual Young diagrams. Partitions can be represented by rotating their Young diagrams (in English notation) counterclockwise by 135 • and reflecting vertically. This is colloquially known as the Russian notation. More precisely, the cell at (i, j) is moved to the coordinate pair (u, v), where
For example, the Young diagram in (10) is represented in Russian notation in Figure 3 . This notation is very useful in the study of shapes of large random Young diagrams.
We will now recall the main definitions and results about continual Young diagrams closely following the conventions in [Rom15] . Suppose λ n. We will rescale i and j by a factor of 1/ √ n so that the area enclosed by the rescaled Young diagram of λ is 1. In that case, λ is completely specified by a function of u. We formalise this as follows.
Definition 2.7. A continual Young diagram is a function v = g(u) (in Russian notation) satisfying the following properties u v x y Figure 3 . A representation of a partition in Russian notation.
(
Let G be the set of continual Young diagrams. Recall that for a cell c ≡ (i, j) in the Young diagram of λ, the hook length is given by h c = λ i − i + λ j − j + 1. The part λ i − i is known as the arm length and λ j − j is known as the leg length. Therefore, the cell c is completely specified by its arm and leg lengths. This idea extends to continual Young diagrams. To define the arm length of a point (u, v) such that |u| ≤ v ≤ g(u) , draw a line at 45 • from (u, v) and let it intersect the graph of g at (s, g(s)). Then the arm length of (u, v) is the distance between (u, v) and (s, g(s)). Similarly, draw a line at 135 • to the point (t, g(t)). Then the leg length is the distance between (u, v) and (t, g(t)). The hook length is the sum of the arm and leg lengths. Note that t ≤ s by construction. It is easy to see that the point (u, v) is uniquely determined by t and s, which are known as hook coordinates. They are specified by the implicit equations
See Figure 4 for an illustration. 
Asymptotics of the number of t-cores
The asymptotics of the number of t-cores, c t (n), was obtained using the circle method by Anderson [And08, Theorem 2] for t ≥ 6. We demonstrate a completely new method to obtain these asymptotics for t ≥ 2.
The following theorem describe the quantity c t (n) as the number of integer solutions of a particular quadratic equation. This is a reformulation of [GKS90, Bijection 2], but we will give a new proof using the abacus representation. Let H t denote the hyperplane in R t given by
Note that if p ∈ H t , then F t (p) is an integer.
Theorem 3.1. The number of t-cores of n, c t (n), is equal to the number of integer solutions of F t (p) = n on the hyperplane H t .
Proof. Let p = (p 0 , . . . , p t−1 ) ∈ H t ∩ Z t . By considering p i as the position of justification of the i'th runner in a t-runner abacus for a t-core, we see that such p's are naturally in bijection with t-cores by Proposition 2.4(1). Therefore, it suffices to show that the positions of justification of t-cores of size n satisfy F t (p) = n. Suppose λ is a t-core and p = (p 0 , . . . , p t−1 ) records the positions of justification of the i'th runner. We then claim that F t (p) = |λ|. We will prove that p ∈ H t and F t (p) = n by induction on n. For the base case of n = 0, it can be verified that the empty partition is the unique t-core, for which p = (0, . . . , 0).
Suppose n ≥ 1 and λ n. Observe that removing the max-hook from λ yields a t-core, µ say, since it does not change the hook lengths of the remaining cells. Removing a hook corresponds to swapping a (0, 1) pair in its t-runner abacus. Thus µ has p = (p 0 , .., p i − 1, .., p j + 1, .., p t−1 ) as the positions of justifications of its t-runner (the relative positions of i and j are not important). The required statements follow by the induction hypothesis, by noting that the size of the max-hook
Observe that subtracting (t − 1) t−1 i=0 p i /2 from (18) yields the equation of a t-dimensional sphere centered at a point in the hyperplane H t given by
We will now compute the volume of the (t−1)-dimensional ball, denoted B t−1 (n), cut out by the hyperplane H t and the sphere given by (19). The radius is unchanged since the center 1/(2t)(t − 1, t − 3, . . . , −(t − 3), −(t − 1)) lies on H t . The following proposition follows from the standard formula for the volume of a d-dimensional sphere of radius r.
Define the lattice Λ t = H t ∩ Z t . It is clear that Λ t is a full lattice of the codimension one subspace H t with Z-basis {e 0 −e 1 , e 0 −e 2 , . . . , e 0 − e t−1 }. We choose the parallelepiped formed by the Z-basis of a lattice to be a fundamental domain of the lattice.
Proof. It is a standard fact that the volume V (Λ) of a parallelepiped Λ spanned by m linearly independent vectors v 1 , . . . , v m in R n can be computed by taking the square root of the determinant of the corresponding m × m Gram matrix ( v i , v j ). To see this, let A be the m × n matrix whose rows are the vectors. Then it is clear that
Now note that α i , α j equals 1 when i = j and 2 when i = j. Thus A A t = I + J, where J is the all-ones matrix. The determinant of A A t is easily computed to be t.
The following is a standard result in number theory.
Proposition 3.4 ([VS79]). Let Λ be a full lattice in R d with fundamental domain of volume V (Λ). Let B d (r, p) be a ball of radius r centered at some fixed point p with volume V d (r) . Then
Recall that the number of partitions obtained by taking t-cores of all partitions of n is denoted by C t (n) and is defined in(1).
Proposition 3.5.
Proof. Observe that for any λ n, | core t (λ)| ≡ |λ| mod t. Hence, from Theorem 2.5, we obtain
The reverse inequality holds because for any t-core µ of size n − jt, where 0 ≤ j ≤ n/t , there exists a λ n such that core t (λ) = µ. One simple way to construct such a λ is to add jt to the first part of µ.
For the next result, we will work over the module (Z/tZ) t . To avoid confusion, we will denote points in (Z/tZ) t with a tilde, e.g. P , Q.
Lemma 3.6. For any n ∈ N, the cardinality of the set Q ∈ H t | F t ( Q) ≡ n mod t is t t−2 , where F t is defined in (18) and H t is the hyperplane of (Z/tZ) t defined by q 0 + q 1 + · · · + q t−1 = 0.
Proof. Observe that F t (x 0 , x 1 , . . . x t−1 ) ≡ x 1 + 2x 2 + · · · + (t − 1)x t−1 modulo t. It is enough to show that for any tuple (q 2 , q 3 , . . . q t−1 ) ∈ (Z/tZ) t−2 , there exist a unique solution for (x 0 , x 1 ) satisfying the equations
in Z/tZ. By applying Cramer's rule (for arbitrary rings) and noting that the determinant of the coefficient matrix is 1 (a unit), we obtain the required result.
We are now in a position to prove the main result of this section.
Proof of Theorem 1.1. From Theorem 3.1 and Proposition 3.5, we have that
Splitting the set of points in the set on the right hand side according to their remainder modulo t, we arrive at
where P + tΛ t is the lattice tΛ t shifted by P . Clearly, the fundamental domain has volume V ( P + tΛ t ) = t t−1 V (Λ t ). Using Proposition 3.4,
where V t (n) is computed in Proposition 3.2. Now, use Lemma 3.6 to see that each modulo class gives the same result and thus Proposition 3.3 yields
leading to the desired result.
Proof of Corollary 1.2. First, note that c t (n) = C t (n) − C t (n − t) by Proposition 3.5. From the proof of Theorem 1.1 and the mean value theorem, it follows that
is given in Proposition 3.2. We remark that the first term here is exactly the same as the first term in Anderson's formula [And08, Theorem 2]. Our result follows because V t (n) is O(n (t−3)/2 ) and increasing as a function of n when n is large enough.
Distribution of core sizes
In this section we will give the proof of Theorem 1.4 by calculating the moments of X n . As usual, we fix t ≥ 2. Let (n) ∈ {0, 1, . . . , t − 1} be the remainder of n is divided by t. For convenience, define (25) n (y) = t y √ n + (n), y ≥ 0.
We will make crucial use of the functions Recall that the function f n (x) is defined in (6). The functions g n,k and ψ n are defined so that ψ n (y)g n,0 (y) = f n ( n (y)/ √ n) is roughly like f n (ty) for large n.
Lemma 4.1. There exists a polynomial Q k and a constant α independent of n, such that, for all y ∈ R,
Proof. Using the asymptotic results in (9), (16) and the fact that p and d t are functions on natural numbers, we obtain that for suitably chosen positive constants c 1 and c 2 , p(n) > c 1 exp π 2n 3 n , d t (n) < c 2 exp π 2n 3 n (t+3)/4 for all n ∈ N. Now, there are three cases depending on the value of y.
Case 1: n (y) ≤ n/2: Observe that for y > 1, we have √ n − n − n (y) > n (y) 2 √ n > y 2 for all n ≥ 1. Therefore, we obtain
Case 2: n/2 < n (y) < n: Here, we have √ n/(4t) < y < 2 √ n/t, so that y 2 t 2 /4 < n < 16y 2 t 2 . Using this fact, we obtain n (t−1)/4 d t (n − n (y)) p(n) < n (t−1)/4 c 2 exp π 2 3 (n − n (y)) (n − n (y)) (t+3)/4 n c 1 exp π 2n 3 < c 2 c 1 n (t+3)/4 exp π 2 3
Hence we get
Case 3: n (y) ≥ n: This is trivial because g n,k (y) = 0 here.
Combining these three cases proves the result.
We now define (29) g k (y) = κy k e −βty y ≥ 0, 0 y < 0, where κ = t (t+2+2k)/2 2 −3(t−1)/4 3 −(t−1)/4 and we recall that we have defined β = π/ √ 6.
Lemma 4.2. For any δ > 0, there exists a polynomial R k (y) and α > 0, such that
In particular the sequence of functions g n,k converges uniformly to g k as n → ∞.
Proof. As in the proof of Lemma 4.1, the analysis will depend on the value of y relative to n. It will suffice to focus on nonnegative y. Case 1: n/2 < n (y):
Recall that n (y) is defined in (25). By a crude estimate, we obtain
Using Lemma 4.1, we have g n,k (y) < Q k (y)e −αy , and by using similar analysis we get
The required result then follows by the triangle inequality. Case 2: 0 ≤ n (y) ≤ n/2: We will apply the triangle inequality to successive differences of the following functions.
h (0) n (y) = g n,k (y),
h (4) n (y) = g k (y). From the proof of Lemma 4.1, it follows that n (t−1)/4 d t (n − n (y))/p(n) is bounded by an exponential in y. Also |(yt) k − n (y) k /n k/2 | is O(n −1/2 Q 1 (y)) by expanding using binomial theorem, where Q 1 is some polynomial. This bounds h
n , we will need the error terms in the asymptotics of d t (n) and p(n). From Meinardus' theorem [And76, Theorem 6.2],
where δ is any positive real number. Since (a + b) −1 < a −1 + b −1 for positive numbers a and b, we get
Multiplying d t (n) by 1/p(n) above and comparing with h
(2) n , we see that
where Q 2 and α are chosen according to the proof of Lemma 4.1.
To obtain the required bound for h
(2)
n , we again use the binomial theorem for (1 − n (y)/n) −(t+3)/4 (assuming n (y) < n/2).
The bound for h where · · is the Legendre symbol. Therefore, c 3 (n) ≤ d(n), the divisor function. A standard result in analytic number theory (see [Apo76, Section 13 .11, Eq. (31)], for example) says that d(n) = n o( ) for any > 0. Thus, for t ≥ 3, we have
for some integer r. The result then follows from Lemma 4.2 by choosing δ+ < 1/4, and noting that exponentially decaying functions have finite integral. Now let t = 2. Then we have (33) ψ n (y) = n 1/4 n (y) = i 2 for i ∈ N. 0 otherwise.
Therefore, ψ n (y) is supported at the intervals
From Lemma 4.2, by choosing 0 < α < α and a large enough constant B, we may assume
Thus the required integral is bounded by
where the first inequality comes from bounding the integral by an upper Riemann sum with intervals of length n −1/2 supported precisely at the support of ψ n (y), and noting that e −α y is a decreasing function. For us, a crude bound for the above sum will suffice, although i q ( i 2 ) is a Jacobi theta function (in our case q = e −α /(t √ n) ) and therefore more sophisticated asymptotic results are available. Observe that there are at most 2n 1/4 triangular numbers between s √ n and (s + 1) √ n for any natural number s. Thus the above sum is bounded by
which approaches zero as n → ∞ for δ < 1/4.
We will now prove convergence of the moments of X n to those of X. 
Proof. From the definitions, and using elementary limit calculations, we get
where f n is defined in (6) and µ n,t is given in (4). Since d t (k) = 0 for all k not divisible by t, we have 
Plugging in ψ n (u) = ct( n(u)) n (t−3)/4 , we get y 0 du ψ n (u) = y √ n i=0 c t (it + (n)) n (t−1)/4 + O c t ( n (y)) n (t−1)/4 . By Corollary 1.2, we know that c t (n) = O(n (t−2)/2 ). Thus, using Proposition 3.5, we get
where we have used Theorem 1.1 for the last equality. Substituting this formula back in (39) and noting that the error terms disappear when we take the limit n → ∞, we obtain
where g k is explicitly given in (29). The integrals are easily evaluated using the standard gamma integral, and after combining them, we obtain
, proving the result.
For the gamma distribution with shape parameter α and rate parameter β whose density is given in (7), the k'th moment m k can be calculated using the Gamma distribution to be (40)
For the relevant parameters of α and β in our this, this is exactly the result in Lemma 4.4.
Proof of Theorem 1.4. From the formula for the moments of the gamma distribution in (40), one can verify that the moment generating function of the gamma distribution is
and therefore it is determined by its moments (see [Bil95, Theorem 30 .1], for example). Using Lemma 4.4, we have shown that all the moments of X n exist and converge to those of X, which is gamma distributed. Again appealing to a standard result on weak convergence [Bil95, Theorem 30.2], we see that X n converges weakly to X.
Proof of Corollary 1.5. The expectation of the size of t-core for a uniformly random partition of size n is by definition
where µ n,t is the discrete probability distribution defined in (4). Dividing the above equation by √ n and taking the limit, we obtain
We get the required constant EX = α/β = (t − 1) √ 6/(2π) by setting k = 1 in (40).
Hook lengths of random cells of random partitions
The main result of this section is that for large enough n, the modulo class of the hook length of a uniformly random cell of a uniformly random partition is approximately the uniform distribution on the modulo classes {0, 1, . . . , n − 1}. 5.1. Consequences of Theorem 1.4. In Corollary 1.5 we have observed that the expected size of the t-core of a uniformly random partition of size n is O( √ n). Therefore, Theorem 2.5 suggests that most of the mass of a random partition lives in the corresponding t-divisible partition. This idea allows us to obtain results about hook lengths of random partitions which might be difficult to obtain otherwise.
Proposition 5.1. For a uniformly random cell c of a uniformly random partition λ of n, the probability that the hook length of c in λ is divisible by t is 1/t + O(n −1/2 ).
Proof. Observe that removing a t-rim hook reduces the number of hooks h c with t|h c by exactly one. So, for any partition λ n
Hence, the number of cells divisible by t is completely determined by the size of the partition and its t-core. For a uniformly random cell c of a uniformly random partition λ of n, we find that the probability that the hook length of c in λ is divisible by t is
completing the proof.
Proposition 5.2. Fix i ∈ {1, . . . , t−1}. Then, for a uniformly random cell c of a uniformly random partition λ of n, the probability that the hook length of c in λ is congruent to either ±i mod t is 2/t+O(n −1/2 ).
Proof. By Proposition 2.2(3), removing a t-rim hook from λ corresponds to exchanging the positions of w i = 1 and w i+t = 0 in the corresponding 1-runner abacus w. The hook length of cells in λ which do not involve either i or i + t are clearly unaffected. Moreover, the hook length modulo t does not change for all cells (i, j) if j > i + t and (k, i + t) if k < i. Now consider the positions w j for i < j < i+t. If w j = 0, exchanging positions i and i + t removes a cell with hook length j − i and if w j = 1 then a cell with hook length t − (j − i). In either case, the number of cells congruent to ±(j − i) modulo t reduces by 1. We can now mimic the calculation in Proposition 5.1 to prove the result.
Using the results in Section 4, we are only able to prove the results in Propositions 5.1 and 5.2. To obtain the stronger result stated in Theorem 1.6, we will need to appeal to the theory of continual Young diagrams.
Example 5.3. Consider the partition λ = (6, 4, 3, 1) and let t = 4. 9 7 6 4 2 1 6 4 3 1 4 2 1 1 There are 5 (resp. 2) cells whose hook lengths are congruent to 1 (resp -1) modulo 4. Removing the 4-rim-hook corresponding to the cell (3,1) leads to the partition λ = (6, 4). The following table illustrates how the hook lengths modulo 4 are affected.
i No. of hook lengths in λ ≡ i mod 4
No. of hook lengths in λ ≡ i mod 4 0 3 2 1 5 3 2 4 3 3 2 2 Therefore, we have removed two cells congruent to 1 modulo 4, but none congruent to 3 modulo 4.
5.2.
Cells with small hook lengths. We will now estimate the area of the region with small hook lengths. To do this, we will use the idea of continual Young diagrams in Russian coordinate notation. The background for this is given in Section 2.4.
Proposition 5.4. For any continual Young diagram g, g(0) ≤ √ 2.
Proof. Observe that using the Lipschitz property of g, g(x) ≥ g(0)−|x|. This implies that the square with diagonally opposite points (0, 0) and (0, g(0)) lies completely inside the area between the curves y = |x| and y = g(x). See Figure 5 for an illustration. Hence the area of the square is bounded above as
completing the proof. g g(0) Figure 5 . The square whose diagonal is the line joining g(0) to the origin is shaded.
Let g be a continual Young diagram. Let R be the set of points (u, v) whose hook lengths are less than √ 2. From the geometry of hook coordinates in Figure 4 , it is easy to see that
Lemma 5.5. For any > 0 and g ∈ G, the area of the set R is less that 2 √ 2 .
Proof. The area of R equals R du dv = 1 2 0<s−t< ds dt (1 + g (t))(1 − g (s)) using Proposition 2.8. Note that 1 − g (s) and 1 + g (t) are positive functions in their region of definitions. Define the two regions
where we have used the Lipschitz property of g in the first inequality and Proposition 5.4 in the final inequality. Following similar steps, we obtain
Using the above inequalities, we see that
we obtain the desired result.
Corollary 5.6. For λ n and an integer m, the cardinality of the set {c ∈ λ | h c < m} is less than 2m √ n.
Proof. Observe that #{c ∈ λ : h c < m} is not more than n times the area of the region {(u, v) | √ 2(s − t) ≤ m/ √ n} in the corresponding scaled continual Young diagram of λ, where s and t are the corresponding hook coordinates. The required result then follows from Lemma 5.5.
5.3.
A natural action of S t . We define the action of S t on D t , the set of t-divisible partitions, as follows. For any σ ∈ S t and a t-divisible partition ν with t-quotient (ν 0 , ν 1 , . . . , ν t−1 ), define σν be the t-divisible partition corresponding to the t-quotient (ν σ 0 , ν σ 1 , . . . , ν σ t−1 ). Note that the above action preserves the size of the t-divisible partition.
Definition 5.7. The b-smoothing of a t-divisible partition ν, denoted C b ν , is the union of cells in the Young diagram of ν whose corresponding (0, 1) pairs are at least (b + 1) columns apart in the t-runner abacus of ν.
Note that the (−1)-smoothing of a a t-divisible partition ν is ν itself.
Example 5.8. Consider the action of S 3 on the 3-divisible partition ν = (7, 3, 2), whose 3-runner abacus is given by ν 0 = (. . . , 1, 1, 0, 0, 0, 1, 0, . . . ) ν 1 = (. . . , 1, 1, 0, 1, 0, 0, 0, . . . ) ν 2 = (. . . , 1, 1, 1, 0, 0, 0, 0, . . . )
The orbit of ν under the action of S 3 and their b-smoothings for 1 ≤ 3 are described in the following table.
σν 123 (7, 3, 2) (7, 2) (4) (2) 132 (7, 4, 1) (7, 2) (4) (2) 213 (8, 2, 2) (7, 2) (4) (2) 231 (8, 4) (7, 2) (4) (2) 312 (9, 2, 1) (7, 2) (4) (2) 321 (9, 3) (7, 2) (4) (2)
We see that C b σν turns out to be a subpartition of σν for each σ ∈ S 3 . Moreover, this example suggests that C b σν does not depend on σ. We prove these results in Proposition 5.10 below.
Remark 5.9. There are several interpretations of the 0-smoothing of the partition. In Example 5.8, note that the intersection of the cells in σν over all σ ∈ S 3 is precisely the Young diagram corresponding to the partition C 0 σν = (7, 2). Moreover, (7, 2) is denoted by the 3-runner abacus given below. ν 0 = (. . . , 1, 1, 1, 0, 1, 0, 0, . . . ) ν 1 = (. . . , 1, 0, 0, 0, 0, 0, 0, . . . ) ν 2 = (. . . , 1, 0, 0, 0, 0, 0, 0, . . . ) By comparing with the 3-runner abacus of ν, we see that C 0 σν has been obtained from ν by justifying all the 1's in ν upwards. Both these observations turn out to hold in general. We illustrate Proposition 5.10 by an example.
Example 5.11. Continuing Example 5.8, let c be the cell corresponding to the boxed (0, 1) pair ν 0 = (. . . , 1, 1, 0, 0, 0, 1, 0, . . . ) ν 1 = (. . . , 1, 1, 0 , 1 , 0, 0, 0, . . . ) ν 2 = (. . . , 1, 1, 1, 0, 0, 0, 0, . . . )
.
Then c L and c U are given by the (0, 1) pairs with hats and tildes respectively, ν 0 = (. . . , 1, 1,0, 0, 0,1, 0, . . . ) ν 1 = (. . . , 1, 1,0,1, 0, 0, 0, . . . ) ν 2 = (. . . , 1, 1, 1, 0, 0, 0, 0, . . . )
For any cell c ∈ C b ν , define h ν c to be the hook length of the cell c in the partition ν.
Lemma 5.12. Let ν be a uniformly random t-divisible partition of n and b ≥ 0. For a uniformly random cell c ∈ C b ν , the probability that the hook length h ν c is congruent to i modulo t, where i = 0, is independent of i.
Proof. Fix ν ∈ D t and b ∈ N. For any σ ∈ S t , there is a natural bijection from the cells of C b ν to those in C b σν , defined by mapping the appropriate (0, 1) pairs (ν a j , ν b k ) → (ν ). Note that the hook length of the cell corresponding to the pair (ν a j , ν b k ) is congruent to (b − a) mod t. Thus if b = a, the group action of S t takes the hook length of this pair to all possible nonzero hook lengths modulo t an equal number of times. Now consider the set of all t-divisible partitions of n. Under the action of S t , this set will be partitioned into disjoint orbits. By the argument above, the number of cells with hook lengths congruent to any nonzero modulo class of t is the same within any orbit. Therefore, we obtain our desired result.
Definition 5.13. We define the action of σ ∈ S t on P by σλ = ∆ −1 t (ρ, σν), where ∆ t (λ) = (ρ, ν) is defined in Theorem 2.5. Remark 5.14. We give an alternate description of σλ from Definition 5.13. Let the core ρ be determined by the t-tuple (p 0 , . . . , p t−1 ) where p i 's are the positions of justification in the t-runner abacus of ρ. As mentioned in the proof of Theorem 3.1, t−1 i=0 p i = 0. Let δ denote the left shift on 1-runner abaci, i.e., δ(. . . , w −1 , w 0 , w 1 , . . . ) = (. . . , w 0 , w 1 , w 2 , . . . ). Then σλ is the partition corresponding to the trunner (δ p σ(0) −p 0 λ σ(0) , δ p σ(1) −p 1 λ σ(1) , . . . , δ p σ(t−1) −p t−1 λ σ(t−1) ),
where (λ 0 , . . . , λ t−1 ) is the t-runner abacus for λ.
Let λ ∈ P with ∆ t (λ) = (ρ, ν), and ρ be determined by the t-tuple (p 0 , . . . , p t−1 ) and let b λ = max 1≤i<j≤t−1 |p i − p j |. We will denote C b λ ν by C λ for brevity and call it the canonical smoothing of the t-quotient of λ. We illustrate C λ with an example.
Example 5.15. Let λ = (10, 3). Then ∆ 3 (λ) = (ρ, ν), where ν = (7, 3, 2) and ρ = (1). The 3-runner abacus of ρ is given by ρ 0 = (. . . , 1, 1, 1, 1, 0, 0, 0, . . . ) ρ 1 = (. . . , 1, 1, 1, 0, 0, 0, 0, . . . ) ρ 2 = (. . . , 1, 1, 0, 0, 0, 0, 0, . . . )
, which implies p 0 = 1, p 1 = 0, p 2 = −1 and b λ = 2. The 3-runner abacus of ν, with the cells c 1 , c 2 of the canonical smoothing C λ ⊂ ν marked by hats and tildes respectively, is given by ν 0 = (. . . , 1, 1,0, 0, 0,1, 0, . . . ) ν 1 = (. . . , 1, 1,0, 1, 0, 0, 0, . . . ) ν 2 = (. . . , 1, 1, 1, 0, 0, 0, 0, . . . )
. These cells are shown below in the Young diagram of ν: c 1 c 2 . Proposition 5.19. For any partition λ n with ∆ t (λ) = (ρ, ν),
Proof. From Proposition 2.2(2), all cells in C λ have hook lengths at least t(b λ + 1). Since C λ is a connected subpartition of ν by Proposition 5.10, the first inequality follows. By Corollary 5.6, the second inequality immediately follows.
Proof of Theorem 1.6. Let x i (n) be the probability that a uniformly random cell c of a uniformly random partition of n has hook length congruent to i modulo t. Using Proposition 5.16 and Lemma 5.12, we obtain by conditioning for any nonzero classes i and j modulo t, the difference between x i (n) and x j (n) in absolute value is upper bounded by the probability that c / ∈ φ(C λ ). Therefore, by Theorem 2.5, we have that |x i (n) − x j (n)| ≤ λ n ∆t(λ)=(ρ,ν) |ν| − |C λ | + |ρ| np(n) . Now, by Proposition 5.19 and Corollary 1.5, |x i (n) − x j (n)| < O(n −1/2 E( | core t (λ)|)) + O(n −1/2 ).
Using the standard fact that E √ Y ≤ √ EY for any nonnegative random variable Y , we see that the right hand side is O(n −1/4 ). Since x 0 (n) + x 1 (n) + · · · + x t−1 (n) = 1 and x 0 (n) = 1/t + O(n −1/4 ), we obtain the required result.
