We consider two models of°ow and transport in porous media, the¯rst one for consolidational°o w in compressible sedimentary basins, the second one for°ow in partially saturated media. Despite the di®erences in these physical settings, they lead to quite similar mathematical models with a strong pressure coupling. The¯rst model is a coupled system of pde's of parabolic type. The second one involves a coupled system of pdes of degenerate parabolicÀhyperbolic type. We state an existence result of weak solutions for both models.
Two Models of Flow and Transport in Continuum Fluid Mechanics
This paper is devoted to the mathematical analysis of some models of pressure-driven°o w processes. They play an important role in numerous natural and engineered systems, especially in subsurface hydrology. Typical applications are the study of pollutants transport in the underground, in¯ltration from industrial waste disposal, radionuclide repositories, saltwater intrusion in coastal aquifers, geothermal energy extraction systems, diagenetic processes in sedimentary basins, etc. A large literature is devoted to the derivation of models, based on the conservation laws, for°ow and transport problems in porous media. Let us quote for instance classical textbooks Refs. 5, 25, 6, 27 and 18. We refer to Ref. 20 for the heat transfer problems and to Ref. 11 for oil reservoir simulation. Most of the models involve a partial di®erential equation governing the pressure coupled with some other partial di®erential equations for basic quantities describing the composition of the°uid (concentrations for a miscible°ow, saturation for an immiscible°ow, temperature…). From a mathematical viewpoint, the coupling in this system of pdes is one of the main di±culties of the problem. From a physical viewpoint, the aim is to neglect as less as possible the coupling.
In the present work, we focus on some pressure-driven processes. The aforementioned coupling is thus essentially due to pressure e®ects. As a motivation for the reader, we focus on two examples. In the¯rst one, the derivation of a mathematical model for a consolidation process in a deformable porous medium leads to the study of a coupled system of parabolic equations. In the second example, we consider a°ow in a partially saturated medium described by a system of equations of degenerate parabolic type.
Consolidational°uid°ow
Accurate prediction in structurally weak geologic areas requires both mechanical deformation and°uid°ow modeling. A wide range of real problems has to be studied in this way. For waste disposals, one often considers that sediments are the most important barrier for preventing a release in the biosphere. 7 Even overpressurized oil reservoirs located in stable environments may undergo settling at the start of production. We aim to provide a model coupling the e®ects of sediment consolidation and associated°uid°ow and transport.
We consider the displacement of two miscible species transported by a compressible°ow in a porous deformable medium. We begin by the part of the derivation which is not in°uenced by the compressibility of the medium. We denote by p the pressure and by c the mass concentration of one of the two components of the mixture. The Darcy velocity is designated by u. The classical Darcy law for porous media gives
where k is the permeability of the medium and is the viscosity of the°uid. We de¯ne the hydraulic conductivity of the°uid by
We neglect the gravitational terms. The porosity of the medium is denoted by . The conservation of mass of each component is given by the following equations:
and production source terms are denoted by q i and q s . Now we model the compressibility of the°uid. We assume that pressure p and densities i are related by the following state equations:
with z 1 ! z 2 ! 0, each real number z i being the compressibility coe±cient of the ith component of the mixture. By choosing z 1 ¼ z 2 ¼ 0, we would consider an incompressible°uid. Using the latter relations in Eqs. (1.1)À(1.2), we get
Here we have used the slight compressibility assumption of Ref. 16 to neglect the terms of order Oðz i juj 2 Þ with regard to the term u Á rc. Now, summing up the two latter equations we obtain an equation for p which expresses the total mass conservation during the displacement. The°ow is then governed by the following system:
ð1:3Þ
where we set
We now include in the model the e®ects of the rock compressibility. When charging a water saturated medium with little permeability (especially clay mineral), almost no compressing is observed for small observation times. Indeed, at the beginning of the experience, the charge induces an increase in the water pressure which has to be drained by the porous environment. But the¯nal compressing may be very important. This phenomenon is the consolidation process. As the changing pore space is the controlling process for consolidational°uid°ow, the variations of porosity are one of the keys of the model. First attempts to account for the phenomenon were based on depth-dependent porosity models ¼ ðzÞ. For instance, Athy's model, 4 is ðzÞ ¼ o expðÀMzÞ, ð o ; MÞ 2 R 2 þ being speci¯ed by measurements. But this relation implies that the porosity change is not controlled by pressure changes. A physically more consistent approach is to derive an equation for the porosity. Denoting by the total stress and by s the stress within the skeleton, we have
the e®ects due to pressure water being given by p. Following Terzaghi's theory, we de¯ne the e®ective stress e ¼ ð1 À Þð s À pÞ. It follows that ¼ e þ p. Assuming that the total stress remains unchanged, we write
ð1:5Þ
If the grains of the porous rock are incompressible, the deformation is mainly produced by the rearrangement of the assembly of grains (see Ref. 15) . Then, as a bulk volume V deforms, its solid part V s ¼ ð1 À ÞV remains unchanged:
Bearing in mind (1.5), we infer from the latter relation that
Assuming relative small volume changes and an elastic behavior for the soil, one generally de¯nes the soil compressibility constant 2 R by
It then follows from Eq. (1.6) that d dp 
one recognizes the coe±cient of water storage
Note that, in the present derivation, the latter storativity depends on pressure and concentration. The term ð1 À Þ accounts for the rock compressibility, and the term a accounts for the°uid compressibility.
Miscible°ow in a partially saturated medium
We now describe a model for the displacement and transport of miscible species in a partially saturated porous medium, for instance in the context of the drying of a weakly permeable material. The unsaturated zone is prone to contamination from agriculture, where many chemicals such as fertilizers and pesticides are frequently applied to the¯eld. The unsaturated zone is also sometimes viewed as a receptacle for waste storage. We also quote the modern gold mining methods as a wide range of applications. Assume that two components are transported in a wetting phase (water) in the presence of a non-wetting°uid (air). The basis for the mathematical modeling is once again the mass conservation principle. We thus rewrite Eqs. (1.1)À (1.2):
But now function is the volumetric moisture content de¯ned by
where is the porosity of the medium and s is the e®ective degree of saturation
where S is the saturation, S s and S r are the saturation and residual water contents respectively. Assuming that the air present in the unsaturated zone has in¯nite mobility allows to admit Richards hypothesis. The saturation s and then function are thus considered as monotone functions depending on the pressure head p. This is similar to assume that the pressure is given by a capillary pressure P c ¼ P c ðsÞ. Following the lines of the latter subsection (assuming once again the slight compressibility of the°uid), we get
where functions a and b are still de¯ned by
Note that if the°uid is assumed incompressible, The permeability of the soil remains essentially equal to the saturated coe±cient of permeability until the air-entry value of the soil is reached. And at the residual water content, both the moisture content and the permeability become zero (see for instance van Genuchten et al. 32 ). The mobility has thus the following form: Commonly used pairs ð; Þ are given by the van GenuchtenÀMualem model, 31, 22 by the van GenuchtenÀBurdine model, 31, 10 or by the BrooksÀCorey model. 9 See Remark 1 below for an explicit example. A signi¯cant amount of work has been performed in obtaining values for the empirical scaling parameters.
Mathematical Setting of the Problem and Main Results
We consider a domain of R 3 with C 1 boundary À. The unit normal pointing outward is denoted by . The time interval of interest is ð0; T Þ, T ¼ Â ð0; T Þ. In view of the similarities of the models derived in Sec. 1, we consider the following system of pdes in T .
ð2:1Þ
Functions a and b are de¯ned in (0, 1) by
and are continuously extended to R. The source terms q i and q s are some given nonnegative functions of L 2 ðÞ. The di®usive and dispersive e®ects are expressed by the tensor DðuÞ,
where EðuÞ ij ¼ u i u j =juj 2 , L and T are the longitudinal and transverse dispersion constants, L ! T ! 0, and D m ! 0 is the molecular di®usion. Assuming D m > 0 is mathematically convenient because this hypothesis ensures that the concentration equation is of parabolic type. But for the usual rates of°ow, convection is the highly dominant process. One thus has to consider the degenerate case where
. Tortuosity e®ects could be included in the model by replacing the term divððpÞDðuÞrcÞ by divððpÞ DðuÞrcÞ, where is some positive real number. The most important coupling is induced in the system by the functions and which are pressure-dependent. We assume The problem is completed by the following initial and boundary conditions.
cðx; 0Þ ¼ c 0 ðxÞ in ; ð2:7Þ
where the boundary À of is the disjoint union of À 1 and À 2 . The mixed boundary conditions are chosen to insert in the model in¯ltration problems. Functions P 2 and C 2 belong to the space H 1 ð0; T ; H 1=2 ðÀÞÞ. Functions p 0 2 H 2 ðÞ, c 0 2 H 2 ðÞ satisfy the compatibility conditions The¯rst result of this paper is devoted to the parabolic setting of the problem. 
Then problem (2.1)À(2.2), (2.6)À(2.7) admits a weak solution (p, c) satisfying 14 who obtained a weak existence result for a two-phase incompressible°ow model, that is ¼ ðpÞ and ¼ ðcÞ.
We now consider the fully degenerate setting:
ð2:13Þ cðx; 0Þ ¼ c 0 ðxÞ in : ð2:14Þ
We assume P 2 ðx; tÞ
For the latter degenerate parabolicÀhyperbolic system, we claim and prove the following result. ðð ÞðpÞÞ qÀ3 0 ðpÞð 0 ÞðpÞ < 1;
ðð ÞðpÞÞ 2qÀ1 ðpÞ 3 < 1;
ðð ÞðpÞÞ 2qÀ1 ðpÞ 3 < 1:
Then problem (2.11)À(2.14) admits a weak solution (p, c) such that
T ; H À1 ðÞÞ; the pressure function p belongs to L 2 ð T Þ and is such that u 2 ðL 2 ð T ÞÞ 3 ; (ii) the function c belongs to L 1 ð T Þ and satis¯es 0 cðx; tÞ 1 a.e. in T .
Remark 2.1. Assumptions (2.15)À(2.17) could appear as rather technical and then completely utopian. We thus detail a classical model for the pair moisture contentmobility and check that it satis¯es (2.15)À(2.17). The expression of the mobility proposed by van Genuchten, 31 is
where is the pore connectivity parameter and m ¼ 1 À 1=n. The real numbers and n are empirical parameters. One often considers that ¼ 1=2. 
The latter assumption is comparable to (2.17) despite our existence proof is completely di®erent from Yin's one. To our knowledge the analysis of the latter pressure equation coupled with a hyperbolic one was never performed. Daïm et al.
14 only consider the parabolic setting of Theorem 2.1.
The paper is organized as follows. Section 3 is devoted to the proof of Theorem 2.1. The main di±culty lies in the strong nonlinear couplings. De¯ning an adapted Kirchho®'s transform and using a double¯xed point approach, we prove that classical results for parabolic equations, 21 apply. In Sec. 4, we prove the existence result for the fully degenerate setting of Theorem 2.2. Theorem 2.1 gives an existence result for a parabolic regularization of the problem. Due to the degeneration of functions and , we then have to extract subsequences of convenient truncated solutions to state enough compactness results to pass to the limit in the nonlinearities. We use especially compensated compactness arguments.
Proof of Theorem 2.1
The problem is characterized by the coupling between pressure and concentration and the strong nonlinearities in the pressure equation (2.1). We adopt two strategies to overcome these di±culties. Fixed point approach is now classical for the study of strongly coupled problems (see Ref. 17) . In the present paper, we cannot follow the lines of the¯xed point approach of Refs. 3 and 13. Indeed, the nonlinearities in the pressure equation (2.1) do not allow one to state a uniqueness result for the pressure solution. We thus construct some \double¯xed point" approach. 
we are led to consider the following problem in T :
cðx; 0Þ ¼ c 0 ðxÞ in : ð3:5Þ
We set
Note that there is no more nonlinearity in the space derivatives of the pressure equation (3.2). We also have
We now construct a Schauder¯xed point approach (see Ref. 26) . Let us de¯ne two closed convex subsets K c and K p of L 2 ð T Þ by K c ¼ ff 2 L 2 ð T Þ; 0 fðx; tÞ 1 a:e: in T g;
the constant M p being de¯ned in Lemma 3.1 below. Let ðc; " P Þ such that
We begin by considering the unique solution P of the following problem:
We prove the following result.
Lemma 3.1. For any¯xed ðc; " P Þ in K c Â K p , there is a unique function P 2 L 1 ð0; T ; H 1 ðÞÞ \ H 1 ð0; T ; L 2 ðÞÞ solution of (3.6)À(3.7). It satis¯es jjP jj L 1 ð0;T ;H 1 ðÞÞ þ jj ffiffiffiffiffiffi À p P jj H 1 ð0;T ;L 2 ðÞÞ C; ð3:8Þ
where C and M p only depend on the data of the original problem (2.1), (2.6).
Proof. We begin by some a priori estimates. Assume P is a solution of (3.6)À(3.7). We multiply Eq. (3.6) by @ t P and integrate by parts over . We obtain Z ðc; " 
Using the CauchyÀSchwarz and Young inequalities, we get Z We choose ¼ À =4 so that ðc; " P Þ À 2 ! À =2 > 0. Using (3.10)À(3.12) and the Gronwall lemma, we get the estimates announced in Lemma 3.1. Estimate (3.9) follows from the Poincar eÀWirtinger inequality. These estimates are su±cient to assert the existence of a solution P of problem (3.6)À(3.7) (see Ref. 21) . The uniqueness of the solution is obvious since Eq. (3.6) is linear. Indeed, if P ] and P [ are two solutions of (3.6)À(3.7), then
Following the previous lines, we infer from the Gronwall lemma that rP ¼ 0 a.e. in T . Since P j À 2 ¼ 0, it follows that P ðx; tÞ ¼ P ] ðx; tÞ À P [ ðx; tÞ ¼ 0 a.e. in T .
We now regularize P by convolution in space and time. Let 2 C 1 ðR 4 Þ, ! 0, with support in the unit ball such that R R 4 ðx; tÞ dxdt ¼ 1. For > 0 small enough, we set ðx; tÞ ¼ ðx=; t=Þ= 4 . We extend P outside T , keeping the same notations for convenience: we now have P 2 L 1 ðR; H 1 ðR 3 ÞÞ \ H 1 ðR; L 2 ðR 3 ÞÞ. We then de¯neP byP
We denote in the same way its restriction to T . It satis¯esP 2 C 1 ð T Þ, and as tends to zeroP We then consider the following regularized problem in T .
c ðx; 0Þ ¼ c 0 ðxÞ in : ð3:14Þ
We recognize a slight modi¯cation of (3.3), (3.5). We simply used the decomposition ðP Þ@ t c ¼ @ t ððP ÞcÞ À 0 ðP Þc@ t P in order to get the¯rst estimates for c despite the nonlinearity in front of the time derivative. We claim the following result. 
Note that the term containing b is omitted because b is extended by zero in R À . Using CauchyÀSchwarz and Young inequalities, we write the following set of estimates Z 0 ðP ÞðP Þ@ tP jc
for any > 0. We thus infer from (3.18) that
We choose > 0 such that
We then apply the Gronwall lemma. Since c À ðx; 0Þ ¼ 0, it gives ððP Þc À Þðx; tÞ ¼ 0 almost everywhere in T . Bearing in mind that is a non-negative function, we conclude that c À ðx; tÞ ¼ 0 and thus c ðx; tÞ ! 0 almost everywhere in T . Noting that Eq. (3.13) can be rewritten as
we prove that 1 À c ðx; tÞ ! 0 almost everywhere in T by similar computations. The L 1 estimate (3.15) is established.
Knowing (3.15), the proof for (3.16)À(3.17) is easier. Assume c is a solution of (3.13)À(3.14). We multiply Eq. (3.13) by c and we integrate over . Integrating by parts, we obtain
We already know that c is uniformly bounded in L 1 ð T Þ andP is uniformly bounded in H 1 ð0; T ; L 2 ðÞÞ \ L 1 ð0; T ; H 1 ðÞÞ. So most of the terms in (3.19) are straightforward estimated using the CauchyÀSchwarz inequality. We only detail the computations for the À 2 -boundary term. Since C 2 2 L 2 ð0; T ; H 1=2 ðÀ 2 ÞÞ, there exists a functionC 2 2 L 2 ð0; T ; H 1 ðÞÞ such thatC 2j À 2 ¼ C 2 . We thus write Z
We now estimate the terms on the right-hand side of Eq. (3.20) . On the one hand, using the CauchyÀSchwarz inequality, we write Z On the right-hand side of the latter relation the¯rst term is controlled by the dispersive term in (3.20) . The L 2 ð0; T Þ-norm of the second one is uniformly bounded by a constant because jrP j 1=2 is uniformly bounded in L 1 ð0; T ; L 4 ðÞÞ and
The estimates of these terms are obvious, with in particular
withC 2 2 H 1 ð0; T ; L 2 ðÞÞ and ðc ;P Þ uniformly bounded in ðL 1 ð0; T ; L 2 ðÞÞÞ 2 . Then, using the properties of the di®usion tensor D and the Gronwall lemma, we infer from (3.19) that rc and jrP j 1=2 rc are uniformly bounded in ðL 2 ð T ÞÞ 3 . Wē nally consider brie°y the question of the uniqueness of the solution of (3.13)À(3.14). The function b being Lipschitz, we prove that c ¼ 0 by multiplying (3.21) by ðP Þc, by integrating by parts over and by using the Gronwall lemma as in the proof of the maximum principle for c .
(ii) The solution P of problem (3.6)-(3.7) lies in a compact subset of K p .
Proof. Let V be de¯ned by V ¼ ff 2 W 1;4 ðÞ; f j À 2 ¼ 0g: We multiply Eq. (3.13) by 2 L 2 ð0; T ; V Þ and integrate over T . Some computations yield to
So the sequence ð@ t ððP Þc ÞÞ is uniformly bounded in L 2 ð0; T ; V 0 Þ. Thanks to the existence and uniqueness results of Lemmas 3.1 and 3.2, we de¯ne the mapping T :
Lemma 3.4. The mapping T admits a¯xed point denoted ðc ; P Þ.
Proof. We deduce from Lemma 3.3 that the image T ðK c Â K p Þ of the closed convex subset K c Â K p is compact in K c Â K p . It remains to state the continuity of the mapping T . For this purpose, let ðc m ; " P m Þ be a sequence of K c Â K p converging strongly in ðL 2 ð T ÞÞ 2 to ðc; " P Þ. We de¯ne P m solution of
In view of Lemmas 3.1 and 3.3, there is a subsequence, not relabeled for convenience, and a function P 2 L 1 ð0; T ; H 1 ðÞÞ \ H 1 ð0; T ; L 2 ðÞÞ such that P m * P weakly in L 2 ð0; T ; H 1 ðÞÞ \ H 1 ð0; T ; L 2 ðÞÞ and a:e: in T ;
and P is a solution of
Due to the uniqueness of the solution of this problem, the whole sequence ðP m Þ converges to P . We use a compensated compactness argument to get a strong convergence result for the pressure gradient, in view to pass to the limit in the nonlinearities of the concentration equation. , we check that c is solution of problem (3.13)À(3.14). Furthermore, due to the uniqueness of the solution of (3.13)À(3.14), we ensure that the whole sequence ðc m Þ converges to c as m ! þ1. The mapping T is continuous, and this completes the proof.
We collect the results obtained in the previous lines. We can associate with any real number > 0 the¯xed point ðc ; P Þ 2 K c Â K p of the mapping T . It is a solution of the following system in T :
c ðx; 0Þ ¼ c 0 ðxÞ in : ð3:27Þ
We recall thatP ¼ Ã P . We can get similar uniform estimates for ðc ; P Þ than the ones derived in Lemmas 3.1 and 3.2. In particular, we recall that by construction 0 c ðx; tÞ 1 almost everywhere in T . The estimates of Lemma 3.2 are thus straightforward. We thus assert the existence of limit functions P 2 The strong convergence of the pressure gradient rP is proved in the same way as the convergence (3.23) of rP m in Lemma 3.4. Letting ! 0 in (3.21)À(3.25), we state the existence of a weak solution ðP ; cÞ of problem (3.2)À(3.5). We end the proof by considering the inverse Kirchho®'s transform to turn back to problem (2.1)À(2.2), (2.6)À(2.7). The proof of Theorem 2.1 is achieved.
Proof of Theorem 2.2
We now aim to prove the existence result for the fully degenerate problem of Theorem 2.2. From Theorem 2.1, we can assert that there exists a weak solution ðp " ; c " Þ of the following parabolic regularization of the problem, for any " > 0:
where
The parameters " c and are chosen such that
Assumption (4.6) is a precision for (2.16). We prove in this section that an extracted subsequence of solution of problem (4.1)À(4.4) weakly converges in some sense to a solution of problem (2.11)À(2.14) under the assumptions of Theorem 2.2.
We begin with some uniform estimates. We choose " < " 0 so that, due to (2.15), is an increasing function in ð0; "Þ. Then, for the pressure, we derived the following uniform estimates in Sec. 3 (see Lemma 3.1): Assumption (4.6) ensures that ð þ " cÞ=2 < " c. Thus estimate (4.11) proves that the divergence part divð" " c " ðp " ÞDðu " Þrc " Þ of the concentration equation (4.2) disappears when passing to the limit " ! 0. We then aim to pass to the limit in the formulation (4.22) of the concentration equation recalled below:
The di±culty is once again to pass to the limit in the term " ðp " Þc " @ t p " . Let [ 
