The design and implementation of an active-node fault diagnosis system for CEBus networks is described. The system uses an IBM PC with a user-friendly GUT to provide statistical information on network traffic and messages. The PC i s linked to an active CEBus node which monitors the network and can initiate testing sequences controlled by the PC.
The Consumer Electronic Bus (CEBus) is a multimedia LAN standard developed for home automation applications [I] . The CEBus standard is a subset of the OS1 seven-layer model. In particular it conforms with the OS1 model at tlie three lower protocol levels: physical, link and network layers [2] . The implementation of these lower layers is quite robust and a practical CEBus network is fault-tolerant with a low probability of communications errors propagating to the higher layers. Despite this robustness, communications errors will still impact on network performance generating increasing traffic, incomplete packets and excessive usage of IACK call-backs [3] . In worst case situations it is conceivable that a network may fail, or be rendered dysfunctional, by a single faulty node. Performance analysis and evaluations of the CEBus [4, 5] do not allow for badly-behaved nodes which can have a noticeable effect on throughput and message delay for the entire network. In this paper we consider the design and implementation of a fault diagnosis system for practical CEBus networks The implementation described in this paper is I'or the mains power-line medium. but can be adapted for any of the media supported by tlie CEBus standard. It consists of a CEBus node with a physical interface to the AC power-line 131. This node is controlled by a dedicated microcontroller with modified protocol soPtware to facilitate test and monitoring activities. This "activenode" is linked to an IBM PC which controls the analysis of network monitoring activities and presents data summaries and control functionality to the system User via a GUI interface. The fault diagnosis system overview is given in Figure 1 . 
The Active CEBus Node
The "active" CEBus-node is controlled by a dedicated microcontroller with modified protocol software to facilitate test and monitoring activities.
The Medium Access Control (MAC) sublayer of the Datalink layer has been reprogrammed to allow the system to receive and record all network packets. These captured packets are passed to the Application layer along with channel timings in "unit system times" (USTs). Network errors detectable by the lower layers of software in the CEBus node are also passed to the Application layer for storage to an integrated database. Test packets can also be generated by the node to allow "active" testing of the network. This feature allows periodic or continuous testing of a suspect node on the network and would be particularly useful for the detection of intermittent fault conditions. The interrogation of individual network nodes to determine the objects and object-status of each CEBus device which resides on the network is also possible. This is achieved by creating 'virtual' devices on the PC and associating them with actual devices on the network [6].
Fault Diagnosis System Modes
The fault diagnosis system can be used in two main modes : Passive and Active. In Passive mode the CEBus node simply 'listens in' on the CEBus network, recording all network packets and their associated timings and storing this infomation to a database. Network packets include information on the packet type, source address, destination address, etc.
[3]. The information stored in the database can then be examined in order to detect common network faults or incipient fault conditions. In Active mode, the system generates a sequence of test packets designed to detect network faults, or even detect faults in an individual node. Again, all network packets and associated parameters are stored to a database for analysis by the fault diagnosis software.
Fault Detection on a Working Network
Detectable faults on the CEBus network can be divided into two main categories. The first type of fault is that which can be detected by the CEBus node itself. These errors can occur during packet transmission or packet reception. When an error is detected, the CEBus node will inform the PC by sending an error code to the PC along with packet information (if any). The second type of fault cannot be detected by the CEBus node. These faults are not due to packet structure, medium failure, etc., but instead are caused by higher layers of software. Examples of such errors include the multiple transmission of the same packet, the failure to send acknowledge packets after packet reception, or the complete failure of a remote network node. Using the fault-diagnosis system in active mode is the easiest way to test for this type of error. The test sequences of packets transmitted over the network are re-coniigurable and extendible as further network faults are categorised and their test conditions identified.
Methodologies for Fault Diagnosis
When the system is in passive mode, a fault dictionary is compiled comprising network packet and timing information and any associated fault modes. Analysis of this data and its application as input in a trace driven simulation of the CEBus network with hypothesised faults, is used to generate an example set which is catcgorised by a fault tree induction algorithm [7] . Based on this analysis, test sequences are generated which can be used to detect and diagnose faults. When the system is in active mode, a small expert system is used to initiate test sequences of CEBus packets based on the passive analysis on order to detect and diagnose network faults.
Conclusions
A working CEBus fault diagnosis system for AC powerline medium has been developed. The system has been designed to monitor network traffic and perform a range of analyses for actual and incipient fault conditions. It provides a useful aid to the developers of CEBus devices and can be applied as a practical tool in the debugging of faulty CEBus networks.
