This paper describes an analysis of sub-jet multiplicities, which are expected to be sensitive to the properties of soft gluon radiation, in hadronic decays of the Z ~ Two-and three-jet event samples are selected using the k• jet clustering algorithm at a jet resolution scale Yl. The mean sub-jet multiplicity as a function of the sub-jet resolution, Yo, is determined separately for both event samples by reapplying the same jet algorithm at resolution scales yo<y 1. These measurements are compared with recent perturbative QCD calculations based on the summation of leading and next-to-leading logarithms, and with QCD Monte Carlo models. The analytic calculations provide a good description of the sub-jet multiplicity seen in three-and two-jet events in the perturbative region (Y0 ~ Y0, and the measured form of the data is in agreement with the expectation based on coherence of soft gluon radiation. The analysis provides good discrimination between Monte Carlo models, and those with a coherent parton shower are preferred by the data. The analysis suggests that coherence effects are present in the data.
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Introduction
Within the framework of perturbative quantum chromodynamics (QCD), the probability for an energetic gluon or quark to radiate a soft gluon is given by their colour charges, CA = 3 and Cr-3,-4_ respectively. The consequent differences in properties predicted for jets originating from energetic gluons and quarks have been studied in considerable detail, both theoretically [1] [2] [3] [4] [5] and experimentally [6] [7] [8] [9] .
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In high energy e + e-collisions one expects three-jet final states to consist of two quark jets and one gluon jet, and two-jet final states to consist of two quark jets. Simple colour counting arguments [3] predict that at asymptotically high energies the multiplicity ratio of radiated gluons in q~g final states relative to q~ final states is 2Cv+Ca 17 2Cr 8 "
The observed ratio of hadron multiplicities in three-and two-jet final states may be compared with this naive prediction i either by invoking the simple hypothesis of local parton-hadron duality (LPHD) [10J, in which the hadron flow follows the parton flow, or by using a hadronisation model to describe the conversion of partons into hadrons. Previous experimental measurements have concentrated on comparing the properties of enriched samples of gluon and quark jets, and the existence of different particle multiplicities within these two types of jets was confirmed, in a model independent analysis, in a recent OPAL study [-9 ]. Rather than studying gluon and quark jets directly, the present analysis will instead compare the multiplicity of three-jet events with that of two-jet events. A recent theoretical paper [1] proposed comparing two-and three-jet exclusive final states by using the k• jet clustering algorithm [11] to define a "sub-jet" or "cluster" multiplicity to replace the simple hadron multiplicity. From a theoretical point of view, using such a sub-jet multiplicity has the advantage that the quantity 1 The actual hadron multiplicity in the final state is neither colinear nor infra-red safe and is not directly calculable in perturbative QCD being calculated is both infra-red and colinear safe and so it can be calculated to all orders in perturbation theory (for large leading and next-to-leading logarithms). Furthermore, the predictions are normalised absolutely, in contrast to predictions of hadron multiplicity which invariably include an arbitrary normalisation parameter. From the experimental side, studying sub-jet multiplicity has advantages similar to analysing jet production rates, viz. the effects of hadronisation can be small, it is relatively insensitive to variation of experimental cuts and the procedure can be easily applied to the data.
These calculations predict large corrections, relative to the naive prediction of (1) , which are due to interference effects related to the coherent branching of soft gluons. The sub-jet multiplicity technique is used here to analyse multihadronic decays of the Z ~ and the data are compared with both the QCD calculations of Eli, and also with various coherent and incoherent QCD Monte Carlo models. This study complements earlier OPAL studies on coherence effects, in particular [12] . The sub-jet analysis technique has also been investigated briefly in an earlier study [13] .
This paper is organised in the following way: Sect. 2 contains a brief overview of the OPAL detector and the data selection procedure, Sect. 3 describes the sub-jet multiplicity observables, Sect. 4 reviews the correction procedure applied to the data, Sect. 5 presents the experimental data and compares them with the calculations of [1] and also with various Monte Carlo models, and Sect. 6 describes the study of systematic uncertainties. Finally, Sect. 7 summarises the results and draws conclusions regarding their implication for the existence of coherence effects in the data.
The OPAL detector and data selection
A detailed description of the OPAL detector has been presented elsewhere [14] and therefore only the features relevant to this analysis are summarised here.
Charged particle trajectories are reconstructed using the cylindrical central tracking detectors, which for the purpose of this analysis consist of a high precision vertex detector, a large volume jet chamber and thin zchambers. The vertex detector, approximately 100 cm in length and 24 cm in radius, has a spatial resolution of about 50 gm in the r-~b plane z. This is surrounded by the jet chamber, about 400 cm in length and 185 cm in radius, which provides up to 159 space points per track. The z-chambers, which improve considerably the measurement of charged tracks in 0, are situated immediately beyond and co-axial with the jet chamber. The entire central detector is contained within a solenoid which provides an axial magnetic field of 0.435 T. The track finding is nearly 100% efficient within the angular region [cos O[ < 0.97. z The OPAL coordinate system is defined such that the origin is at the geometric centre of the jet chamber, z is parallel to, and has positive sense along, the e-beam direction; r is the coordinate normal to z, 0 is the polar angle with respect to +z and q~ is the azimuthal angle around z The electromagnetic calorimeter measures the energy of electrons and photons as well as making a partial energy measurement for hadrons. It consists of a cylindrical ensemble of 9440 lead glass blocks arranged such that the inter-block gaps point slightly away from the origin, and of two end caps, each having 1132 lead glass blocks aligned paralM to the beam axis. The barrel encompasses the angular region [cos 0[ < 0.82 whilst the end caps cover the region 0.81 < Icos 01 < 0.98. The calorimeter has an average depth of around 25 radiation lengths with each individual block subtending a solid angle of approximately 40 x 40mrad 2 at the origin, giving an overall coverage of 98% of 4re.
The basic entities used in the analysis were charged tracks and clusters of electromagnetic energy. Charged tracks were required to have at least 40 hits in the jet chamber, a momentum component in the plane perpendicular to the beam axis of greater than 0.15 GeV/c, and a measured momentum of less than 60 GeV/c. The extrapolated point of closest approach of each track to the interaction point was required to be less than 2 cm in the r-~b plane and less than 25 cm in z. Clusters in the electromagnetic calorimeter were required to have a measured energy greater than 0.1 GeV if they occurred in the barrel region of the detector, whilst those occurring in the endcap region were required to have a measured energy greater than 0.2 GeV and to consist of at least two lead glass blocks. Blocks which had been observed to be noisy were excluded from the analysis. An electromagnetic cluster was classed as being associated to a charged track if, after the track had been extrapolated to the front face of the calorimeter, the match in position was better than 150 mrad in 0 and 80 mrad in q5 for clusters in the barrel region, or better than 50 mrad in both 0 and ~b for clusters in the endcap region. The energy of charged particles and neutral clusters was evaluated assuming pion and photon masses, respectively.
Due to its high level of redundancy and fine detector segmentation, the efficiency of the OPAL trigger system [15] for selecting multihadronic events has been estimated to be essentially 100%. Similarly, both the online event filter [16] and the offline selection criteria [17] are extremely efficient. In order to ensure that all events were well contained within the active volume of the detector and to remove residual background, a few additional requirements were imposed on the data sample. The components of the detector and trigger which were used for this analysis were required to be fully operational and only events which were accumulated at centre of mass energies within 0.25 GeV of 91.2 GeV were studied. Events were required to contain at least five charged tracks to reject ~+ ~-final states. Finally, to reject events in which a significant number of particles may have been outside the acceptance of the detector (very close to the beam axis), the thrust axis [18] , calculated using all charged tracks and all clusters of electromagnetic energy, was required to have a polar angle 0thrust which satisfied leon Othrust [ < 0.9.
Monte Carlo studies show that within the angular acceptance of the analysis, defined by the above restriction on Othrust , these criteria are more than (99.74___0.01)% efficient for selecting multihadronic decays of the Z ~ The data sample used was that collected during 1990 and 1991, and after all the above cuts, consisted of 333 846 events.
3 Sub-jet multiplicities Two-and three-jet event samples are selected using the k• jet clustering algorithm [11] . In this scheme, a jet resolution variable, y~j, is defined for every pair of particles i and j in an event by:
E2is '
where Ei and Ej are the energies of particles i and j, 0ij is the angle between them and Evi~ is the sum of all particle energies in the event. If the smallest values of y~j in an event is less than some resolution scale Y:ut, then the particles i and j are merged, being replaced by the sum of their four-momenta. The process is repeated, with the jet resolutions being re-evaluated in each iteration, until all pairs i and j satisfy yi.i>Y~t. Each four-momentum vector which remains at the end of this process is referred to as a "jet". With this algorithm, the minimum transverse momentum between two jets, resolved at a scale defined by Yc,t, is approximately given by:
In this analysis, the selection of two-and three-jet events is carried out at a jet resolution scale y~, where Yl ~(9(10-2) 9 The same jet clustering algorithm is then reapplied to the sample of three-jet events using a variety of resolution scales, yo<Yl. The mean multiplicity of "sub-jets" or "clusters" found in this way, M3, as a function of the sub-jet resolution scale, Yo, is an observable for which resummed QCD calculations exist [1] . As the sub-jet multiplicity is measured using the k• jet finding algorithm, hadronisation effects are expected to be small [11] . Experimental systematic effects are found to be small, as discussed later. The same procedure is carried out using the sample of two-jet events to determine the analogous mean sub-jet multiplicity, M2, for which calculations are also given in [1] .
In the selection of jets described above, particles are defined to be charged tracks and unassociated electromagnetic clusters. To reduce the effect of detector acceptance on the sub-jet multiplicity measured, an event is rejected if any of the two or three jets selected at the scale y~ has a polar angle 0jot which does not satisfy [cos 0jotl < 0.9. This criterion rejects approximately 30000 additional hadronic events. Throughout the analysis, no restrictions are imposed upon either the number of constituent particles or the energy of each sub-jet, which allows the sub-jet multiplicity to be studied at very small resolution scales, yo,-, (9(10-5) . (The smallest scale considered in this analysis is Yo = 6.10-6, which corresponds to a minimum transverse momentum between two jets of approximately 0.18 GeV.)
An attractive feature of this technique is that it is possible to compare experimentally observed sub-jet multiplicities in two-and three-jet events with those calculated in perturbative QCD. By invoking the hypothesis of local parton-hadron duality, the observables M2 and M3 are assumed to correspond to the parton jet multiplicities in qt~ and q~g events, respectively, where the latter contain a single resolved gluon at the scale Yl-By forming the ratio of the sub-jet multiplicities for three-and two-jet samples, M3/M2, further systematic effects may be expected to cancel, giving a very well behaved observable for comparison with the calcuations. At finite LEP energies and sub-jet multiplicities, particularly for Y0"~Yl, it is also useful to consider the ratio (M3-3)/(M2-2), in which the number of initiating jets has been subtracted from each sample. This observable describes the multiplicity of additional sub-jets resolved in three-jet events compared to two-jet events, and is therefore more sensitive for the case of M 3 ~-, 3, M2 ~ 2, while yielding the same result as in (1) for high multiplicities.
At very small values of the sub-jet resolution parameter, yo ~ (9 (10-5), the sub-jet multiplicity tends towards (and at sufficiently small Yo, equals) the particle multiplicity. While perturbative QCD calculations are only appropriate at scales y0>>10 -5 at LEP energies [1] , QCD Monte Carlo models, which include a simulation of the non-perturbative hadronisation process, can be compared with the data over the full Y0 domain.
Method of data correction
The observables described above were constructed from the OPAL data using charged tracks and unassociated electromagnetic clusters. A detailed Monte Carlo simulation of the OPAL detector [19] was then used to correct the data for the effects of finite experimental resolution and acceptance. In this procedure the data were also corrected to an initial state with a well defined centre of mass energy, by removing the effects of initial state photon radiation. This is a minor correction as only the data collected close to the Z ~ peak energy were analysed. The correction procedure employed a bin-by-bin technique. For the reasons discussed above, no hadronisation correction was made, following [20] . In addition, the multiplicity of sub-jets in the data may be considerably greater than the multiplicity of soft gluons generated in the Monte Carlo models at small Yo, due to cut-offs in the model implementations, making it less appropriate to apply such a correction.
Two Monte Carlo samples were used: a sample (I) with no initial state photon radiation and no detector simulation, and a sample (II), generated using the same Monte Carlo model but including detector simulation and initial state radiation. The QCD patton shower model JETSET [21] , version 7.3, with parameters tuned to OPAL data on global event shapes [22] , was used to derive the default correction factors. The events of sample (I) consist of all stable charged and neutral particles (those with mean lifetimes greater than 3-10-l~ including neutrinos. The events of sample (1I) were processed by the same reconstruction programs and subjected to the same event selection criteria as the OPAL data.
Defining ~ to be the value of the observable which is being investigated (e.g. the sub-jet multiplicity ratio, M3/M2) in bin i of a distribution for sample (I), and ~i to be the corresponding quantity for the events which remain after event reconstruction and selection, in sample (II), the correction factor cg~ for bin i is then given by cgi= ~//@i-The experimental measurement, for bin i of the distribution in question, is corrected by multiplying it by the factor ~f~. As this correction only accounts for effects of measurement with the OPAL detector and initial state radiation, the data are said to be corrected to the hadron level. Further details of the correction procedure and the estimation of the associated uncertainties are given in Sect. 6; the correction factors for each of the observables M3 and M 2 represent at most a 7.5% correction, whilst the corresponding correction for the ratios of observables is 2.5%.
Results
Distributions of the various sub-jet multiplicity observ-
as functions of Yo, where constructed using the data and then corrected to the hadron level. These observables were studied for four different values of the jet selection scale ya, in the interval 0.007 < y a < 0.023; one of these is Yl =0.01 for which the calculations of [13 were performed. As jet multipliciff is found to have an approximately logarithmic dependence upon the resolution parameter, YI values are chosen such that each is a constant factor of roughly 1.5 larger than the previous value. The 367 corrected data are then compared with theoretical predictions in the form of both analytic perturbative QCD calculations and also of QCD Monte Carlo models, as described below. The values of these observables, for each of the four Yl values chosen, are given in Tables  1-4 , where the errors include the statistical error on the data and on the correction factors, added in quadrature to the systematic error, the estimation of which is discussed in Sect. 6. The figures presented below contain approximately 300000 multihadronic events. It should be noted that all events selected at the scale yl contribute at each value of Yo, and so successive bins in each distribution are correlated.
Comparison with analytic QCD calculations
The distribution of M3/M 2 observed in the data for Ya =0.01 is shown in Fig. 1 , where the error given on each point includes (and is dominated by) systematic uncertainties. By construction, this distribution has a value of 1.5 at yo=Yx, the resolution scale at which the initial two-and three-jet events are selected. It is seen to fall off with decreasing Yo and remains far below the naive expectation of 17/8 given in (1) over the entire range considered.
The figure also shows the predictions of [1] ; a calculation in which the leading and next-to-leading logarithmic terms are evaluated to fixed order in es, and also an involved calculation in which leading and next-to-leading logarithmic terms are evaluated to all orders in es (NLLA calculation). The fixed order calculation includes final states with up to four partons and therefore the description of the gluon radiation consists of logarithmic 2 for the q~ initial state and to order terms to order c~ s cq for the qclg case. It is useful to show both calculations Fig. 2 . Sub-jet multiplicity of three-jet events at two different selection scales, Yl-The solid points represent OPAL data (corrected to hadron level), and the analytic QCD calculations are shown as curves of soft gluon radiation. The three-jet sample selected at small values of Yl is likely to ,contain events in which a hard gluon has been radiated at a relatively small angle, 0g, with respect to its parent quark. Subsequent gluon emission by this resolved~ hard gluon is restricted on average by destructive interference effects to be within the initial emission angle 0g ("angular ordering"), resulting in a lowering of the effective colour charge of the gluon initiated jet. It is shown in [-1] that this reduction is such that the effective colour charge of the gluon jet is less than that of a quark jet, leading to M3/M 2 having a value smaller than 1.5, as observed in the data.
At larger jet selection scales, Ya, the three-jet sample is likely to contain fewer events with small 0g, and the suppresson of the effective colour charge of the gluon jet due to coherence effects is expected to be reduced. This is, in turn, expected to cause a decrease in the slope of M3/M2 at Yo =Y~, for larger y~. This trend is observed in the data; it is seen from the variation of the slope, which can be determined using the last measured Yo point, for each of the four Yl values given in Table 1 .
The sub-jet multiplicity for three-jet events observed in the OPAL data is shown in Fig. 2 , for two different values of the jet selection scale, y~. The distribution pre-~" to 10 Fig. 4 . Ratio of sub-jet multiplicities in three-jet and two-jet events, after subtraction of the initial number of jets. The solid points represent OPAL data (corrected to hadron level), and the analytic QCD calculations are shown as curves sented is in the form M 3-3, i.e. the initiaI number of jets in the sample has been subtracted from the corrected mean sub-jet multiplicity, M3, leaving only the additional number of sub-jets resolved as a function of Yo-At very small values of Yo, M3 itself tends towards the hadron level multiplicity, while at yo=ya, M3-3 is constrained to be zero. The mean particle multiplicity at y1=0.007, corrected to the hadron level, is measured to be approximately 45 for three-jet events whilst that for two-jet events is found to be 35. Also given in this figure are the predictions of the two calculations described above. There is fairly good qualitative description of the data by the NLLA calculations over the entire range of their validity, whereas the fixed order calculations give a significantly poorer description, particularly for yo~< 10 -a. The analogous distributions for events having two resolved jets at Yo =Y~, i.e. M2--2 asa function of Yo, are given in Fig. 3 , along with the corresponding QCD predictions. Similarly, a fairly good qualitative agreement is found between the data and the NLLA calculations, and a somewhat worse agreement is found for the fixed order calculations. The ratio of the sub-jet multiplicities after subtraction of the number of initial jets in each sample, i.e. (M3 --3}/(M2--2), is illustrated in Fig. 41 This observable is undefined for yo=ya, and then increases rapidly with decreasing Yo, down to a resolution scale yo~4 9 10 -4, below which it is seen to flatten off. This value of Yo is equivalent to a minimum transverse momentum between two resolved sub-jets of approximately 1.8 GeV, using (3) with Evls=91.2 GeV. Above this Yo, in the region of rapid rise, the rate at which sub-jets are resolved in the three-jet sample as a function of decreasing Yo is greater than that for the two-jet sample. Identifying the sub-jets with soft gluons in an event, the interpretation of this is that perturbative effects are being observed; the rate of resolving radiated soft gluons as a function of decreasing Yo is higher in a three-jet event than that for a two-jet event, for gluons with a minimum transverse momentum (with respect to the radiating parton) of at least 1.8 GeV. Below this Yo, the rate of resolving sub-jets within the three-and two-jet samples is essentially the same. This might be reasonable behaviour for the data, if these sub-jets are only probing the hadronisation products of soft gluons produced in the perturbative region and soft gluons produced from a quark initiated jet hadronise in the same way as those from a gluon jet. These regions are referred to as perturbative and non-perturbative hereafter. Figure 4 also shows results of the analytic calculations. The NLLA calculations are seen to give a good qualitative description of the data, and are in excellent quantitative agreement for yl = 0.007, in the perturbative region. This perturbative region is defined according to the data, as described above, rather than by the lowest Yo for which the calculations are deemed quantitatively reliable. By varying A, the calculations can describe data at both values of Yl equally well, but a single value of A does not accommodate both distributions simultaneousiy.
FolIowing the observation of the decrease in the slope of MjM2 with increasing Yl discussed above, it is also seen from the data in Table 4 that at any given Y0 scale, the value of (M 3 --3)/(M2-2) increases with increasing Yl-This; is postulated to follow from a lowering in the suppression of the effective cotour charge of gluon jets with increasing yl, which is a consequence of the increased 0g of gluon jets in the three-jet sample.
Comparison with QCD Monte Carlo models
The data are compared with various QCD Monte Carlo models, in a similar manner to the above comparisons with analytic QCD predictions. Distributions of M 3 -3 and M2-2 are shown for two different values of the scale Yl and (M3 -3)/(M2 -2) is presented for four values of ya. The ratio M3/Mz, although studied, is not shown, as (M3-3)/(M2-2) offers a greater discrimination between models, and the data themselves have already been shown for M3/M 2. For each observable, one of the y~ values used is ya =0.01, as this was also used in comparing data with calculations. The largest value used is Yl =0.023, which was considered too high to be used in the previous set of comparisons, because the NLLA calculation is quantitatively less reliable for small ln(1/y0.
The Monte Carlo models discussed below are the following: 9 The JETSET model, version 7.3 [,211, using a coherent parton shower and Lund symmetric (string) fragmentation. The parameters used were tuned to OPAL data on global event shapes [22] . 9 The HERWIG program, version 5.5 [23] , with coherent parton shower and cluster fragmentation. The parameters used were based upon a tuning to OPAL data on global event shapes [9] . 9 The ARIADNE model, version 3.1 [24] , with a colour dipole formulation of the coherent parton shower, and the standard Lund string fragmentation model [25] . The parameters were tuned to OPAL data, as described in [-22 ]. 9 The COJETS model, versions 6.23 and 6.12 [-26] , with an incoherent parton shower and independent fragmentation. The parameters of the model were tuned by its authors to fit OPAL data on event shapes [-27 ]. It should be noted that in version 6.23 of the program, different fragmentation parameters are used for quarks and gluons, whereas this is not the case in version 6.12. Figure 5 shows the sub-jet multiplicity for three-jet events in the form M3-3, as discussed earlier for Fig. 2 . The models give a fairly good quantitative description of the data: the value of Ma-3 predicted by a given model was found to be within 10% of that observed in the data for all Yo considered, except for CO JETS versions 6.23 and 6.12 where this difference was in the range 15-20%. Furthermore, a wider variation is seen between the predictions of the different models for Yo ~y~ at large ya. Similarly, Fig. 6 shows the sub-jet multiplicity for two-jet events in the form M2--2, following Fig. 3 . As in the three-jet case, all models provide a good description of the data, with differences from the data of less than approximately 10%; ARIADNE, HERWlG and JETSET have essentially a constant difference from the data for all Yo, whereas the COJETS models exhibit a non-uniform difference across the Yo range. From these distributions, it is seen that the models describe the twojet data slightly better than the three-jet da*a in the high Yo region. It is also see~ in both the three-and two-jet cases that the predictions of the models are systematically about 5% higher than: ~he values observedii~ the data.
The next set of distributions studied is the Eatio (Ma --3)/(M 2 --2), shown in Figs. 7 and 8 , where the behaviour of the data themselve~ was previously described in Sect. 5.1. T'-nis observable provides a good test of the 371 ~i 0"010 10 ", . 9 Fig. 5 . Sub-jet multiplicity of three-jet events at two different selection scales, Yl. The solid points represent OPAL data (corrected to hadron level), and the predictions of various Monte Carlo models are shown as curves. The fractional difference between models and OPAL data is shown, with the combined statistical and systematic uncertainties on the data shown as points with error bars models, when considered in addition to the comparisons of M3-3 and M2-2 with data given above, as it combines their ability to describe the behaviour of the data for both three-and two-jet cases simultaneously. It can be seen that most models describe the general form of the data. Considering all four y~ values, the CO JETS model, version 6.23, gives the poorest overall description of the data, whilst both versions of this model give the least accurate description of the data in the perturbative regfon. The ARIADNE model is found to give the best overall descriptio~ of the data in the perturbative region; JETSET tends to underestimate the data in the perturbative re, on at all but the smallest y~ considered, but gives the best description in the non-perturbative region.
(This remains the case even after the parameters A, Qo, % and a of the JETSET model were each varied independently by the uncertafnties given in [22] i.) HERWIG predicts a rather less distinct flattening off i~ the non-perturbative region, for all Yt, than is seen in the data. The final comparison with Monte Carlo models was performed using the JETSET program, which allows both the parton shower and the fragmentation scheme to be changed in a convenient manner. The models: used were all tuned to OPAL event shape data in essentially the same way, and consisted of: ...  ,,[  , ,,,,,,,I  , ,,,,.,I  , ,,i.,,I  ....... Yo Yo Fig. 8 . Ratio of sub-jet multiplicities in three-jet and two-jet events, after subtraction of the initial number of jets. The solid points represent OPAL data (corrected to hadron level), and the predictions of various Monte Carlo models are shown as curves [22] , as used in the earlier model comparisons. b) Coherent parton shower and independent fragmentation, with parameters as given in Table 5 . c) Incoherent parton shower and string fragmentation, with parameters from [12] . d) Incoherent parton shower and independent fragmentation, with parameters as given in Table 5 . e) Coherent parton shower and the fragmentation model of Peterson et al. [28] for heavy (b and c) quarks, Fig. 9 . Ratio of sub-jet multiplicities in three-jet and two-jet events, after subtraction of the initial number of jets. The solid points represent OPAL data (corrected to hadron level), and the predictions of various JETSET Monte Carlo models of hadronisation and fragmentation are shown as curves with parameters from [9] , and Lund string fragmentation for light quarks.
The result of this study is shown in Fig. 9 , for y~ =0.01. As was seen in Fig. 7 , the default JETSET model, labelled (a) above, tends to underestimate the data slightly in the perturbative region. The effect of using the Peterson fragmentation scheme for heavy quark flavours seems to be small, whereas using independent fragmentation leads to a significantly poorer agreement when using a coherent parton shower. The two models with an incoherent parton shower predict a considerably higher value for the observable than is seen in the data. It is interesting to compare the difference between the two models which have an incoherent parton shower with the difference between the corresponding models which have a coherent parton shower; the effect of independent fragmentation seems to be to increase the, observed value across much of the Yo range, irrespective of the type of parton shower employed. The model with an incoherent parton shower and independent fragmentation in this figure is also seen to behave in a very similar manner to the CO-JETS model, version 6.23, given Jin Fig. 7 .
Estimation of systematic uncertainties
Systematic uncertainties have been studied as summarised below. The most significant source of systematic uncertainty arises from correcting t]he observed data to the hadron level. To estimate the uncertainty associated with this procedure, each observable was measured in the data using four different definitions for observed particles, while retaining the same ewmt selection criteria as described in Sect. 2. The definitions of particles used were: charged tracks and unassociated clusters of electromagnetic energy, charged tracks alone, clusters of electromagnetic energy alone, and charged tracks and all clusters of electromagnetic energy. The same distributions were constructed using the simulated OPAL data, allowing the data to be corrected to the hadron level in four different ways. One half of the largest difference between any of the four corrected distributions in each bin was taken to be the systematic uncertainty arising from the correction procedure. This analysis was carried out for all observables at all four values of Yl. The uncertainty was found to be in the range from 0.6% for M3/M 2 up to approximately 3% for (M3--3)/(M2-2). The correction factors themselves represent at most a 2.5% correction for both ratios of the sub-jet multiplicity studied, whilst the corresponding correction may be as large as 7.5% for the constituent M 3 and M 2 distributions.
The effect of tightening the restriction on the polar angle, 0jet, of each jet selected at yo=Yx, from [cos 0jetl < 0.9 to I cos 0je, I < 0.7 was studied. No statistically significant effect was found. The effect of removing the restriction on 0jet and also of varying the definition of particles used to calculate the thrust axis, as described above, was found to be negligible. The insensitivity of the data to these cuts was also substantiated in a study using hadrons generated with the JETSET Monte Carlo to provide an approximate modelling of experimental cuts, without using a full detector simulation; for example, the effect of applying fiducial cuts on the particle acceptance, the polar angle of the jets and on the polar angle of the thrust axis was found to produce a variation of no more than 0.25% in the value of M3/M 2. No statistically significant effects were seen when small variations were made to the experimental definition of charged tracks and clusters of electromagnetic energy used in the analysis. The data were divided into ten subsets containing approximately equal numbers of events and analysed separately; consistent results were found in all cases. In order to test further the sensitivity to the definition of particles used in the analysis, two-and three-jet events were selected using charged tracks and all clusters of electromagnetic energy and the remainder of the analysis was performed with the definition that particles were charged tracks and unassociated electromagnetic clusters. Again, no statistically significant difference was seen as a result of this test. The central value given in all tables and figures is evaluated by correcting the data to the hadron level using the JETSET model, version 7.3, with a coherent parton shower and string fragmentation. The data were also corrected to the hadron level using three other Monte Carlo models, namely the JETSET model with a coherent parton shower and Peterson fragmentation for heavy quark flavours, the HERWIG program and version 6.23 of the CO JETS model. The tuning of parameters for each of these models is the same as was used above. For each observable, one half of the largest difference between any of the four corrected distributions in each bin was taken to be the systematic uncertainty arising from the model dependence of the correction pro-cedure. This study was performed at all values of yl considered in the analysis. The additional systematic uncertainties assigned were at most 1.0% for M3, 1.3%for M 2, 0.5% for M3/M 2 and 3.5% for (M3-3)/(M2-2).
These were added in quadrature to the systematic uncertainties estimated above, associated with detector corrections due to the definition of particles.
Discussion and summary
The sub-jet multiplicities have been measured in the OPAL detector and compared with analytic perturbative QCD calculations, based upon the summation of leading and next-to-leading logarithms to all orders in as, as well as with QCD Monte Carlo models. The NLLA calculations give a fairly good qualitative description of the number of additional sub-jets resolved in both threejet events and two-jet events. The ratio (M3-3)/(Ma- 2) shows two distinct regions, which may be associated with the dominance of perturbative and non-perturbative effects in the data; defining the perturbative region in this way, the NLLA calculations are in quantitative agreement with the data. In this perturbative region, the measured distribution of M3/M2 is described qualitatively by the NLLA calculations, supporting the validity of the large corrections predicted (relative to the result of (1)) due to interference effects related to soft gluon emission. The variation of the slope of M3/M 2 near to the sub-jet production threshold as a function of Yl, and similarly the increase in the resolved sub-jet multiplicity in three-jet events relative to two-jet events for increasing YI, are in agreement with the expectation based on coherence of soft gluon radiation.
Most Monte Carlo models considered are found to give a good quantitative description of the data, with a slightly smaller variation in the prediction between models and also a better agreement with the data in the two-jet case than in the three-jet case. The diversity of the predictions for the three-jet case is seen to be greater for Yo"~Yl for larger Yl-Although a good general agreement was found between the various models and the data for the ratio (M 3 -3)/(M 2 -2), significant differences were seen. The models ARIADNE and JETSET provide the best overall description of the data in the perturbative and non-perturbative regions, respectively. The CO JETS models give the least accurate predictions, version 6.23 being the poorest in this respect. A study of different fragmentation and parton shower schemes using the JETSET model bears out the observation made for the CO JETS models, showing that the incoherent models considered have serious discrepancies with the data in both the perturbative and non-perturbative regions. The fact that the data are well described by analytic perturbative QCD calculations, and that Monte Carlo models with a coherent patton shower provide a significantly better description of the data than models with an incoherent parton shower, suggests that coherence effects are present in the observed data, supporting the conclusions of [12] .
