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Abstract. We develop a stability and convergence analysis of Galerkin-Petrov schemes
based on a general setting of multiresolution generated by several renable functions for
the numerical solution of pseudodierential equations on smooth closed curves. Particular
realizations of such a multiresolution analysis are trial spaces generated by biorthogonal
wavelets or by splines with multiple knots. The main result presents necessary and su-
cient conditions for the stability of the numerical method in terms of the principal symbol
of the pseudodierential operator and the Fourier transforms of the generating multiscal-
ing functions as well as of the test functionals. Moreover, optimal convergence rates for
the approximate solutions in a range of Sobolev spaces are established.
1 Introduction
In the last two decades a signicant number of papers has been devoted to Galerkin
and collocation methods for the numerical solution of periodic boundary integral and
pseudodierential equations with various special choices of trial and test functions such
as trigonometric polynomials, B-splines or biorthogonal wavelets. In particular, a stability
and convergence analysis in Sobolev spaces has been developed in the papers [PS], [AW1],
[AW2], [SW], [S], [PSr] for Galerkin and collocation methods using smoothest splines (see
also [PSi] for the state of the art in this eld) and in [DPS] for generalized Galerkin-
Petrov methods in the framework of multiresolution, i.e. ascending sequences of nested
spaces which are generated by translates and scaled versions of a single renable function
(interesting genuinely multivariate examples are given by various notions of multivariate
splines).
However, until recently no rigorous convergence analysis was available for boundary ele-
ment methods in which the trial functions are splines with multiple knots, e.g. Hermite
quadratics or Hermite cubics that are often preferred to smoothest splines in engineer-
ing applications (cf. [MP], Section 6). Such an analysis has been provided in [MP] for
the collocation of pseudodierential equations on smooth closed curves and is based on
a recurrence relation for the Fourier coecients of the numerical solution. In particular,
sucient stability conditions and superconvergence results (with special choices of the
collocation points) have been obtained [MP].
The results of the present paper constitute a natural generalization of the aforementioned
results. They are concerned with a stability and convergence analysis of Galerkin-Petrov
schemes based on a general setting of multiresolution generated by several renable func-
tions. Such a multiresolution analysis contains splines with multiple knots as well. The
main result (Theorem 2.6) presents necessary and sucient conditions for the stability of
the numerical method in terms of the principal symbol of the pseudodierential operator
in consideration and the Fourier transforms of the generating multiscaling functions as
well as of the test functionals. In the particular case of boundary element collocation
methods using splines with multiple knots, Theorem 2.6 (together with Theorem 2.8)
provides even the necessity of the stability conditions derived in [MP]. Moreover, the
range of Sobolev spaces for which stability holds has been extended to   s   +
1
2
.
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The proofs are essentially based on a thorough Fourier analysis of the corresponding
stiness matrices and on a new result concerning the equivalence between periodic Sobolev
norms and certain discrete Sobolev norms.
The paper is organized as follows. In Sect. 2 we collect some important denitions on
renable functions and projection methods and formulate the main stability results which
will be proved in Sect. 3.1 for the case of periodic pseudodierential equations with con-
stant symbols. In the remainder of Sect. 3 these results are applied to the biorthogonal
Galerkin method and to the collocation. In Sect. 4 we give a characterization of the
Strang-Fix condition which is a characterization of the approximation order of the trial
spaces generated by a nite number of renable functions. Then we prove the Jack-
son type approximation property as well as the Bernstein type inverse property for the
orthogonal projectors onto the trial spaces and for the test projectors. In Sect. 5 we es-
tablish corresponding optimal convergence rates for the approximate solutions in a range
of Sobolev spaces. Some of the theoretical results of Theorems 5.1 and 5.2 have been
conrmed by numerical experiments in [MP].
2 Notation and the main stability results
Let us start with introducing a class of numerical methods for solving a periodic pseu-
dodierential equation of the form
L u = f : (1)
Here L : H
s
(T) ! H
s 
(T) is a periodic pseudodierential operator (	DO) of order
 2 R dened by
(Lu)(x) :=
X
l2Z
e
2ilx
(l) ~u(l) ;
~u(x) :=
Z
1
0
e
 2ixy
u(y) dy ;
for u 2 C
1
(T), and f 2 H
s 
(T) is given. The symbol  of the operator L can be written
as
(x) :=

(a
+
+ a
 
sign(x)) jxj

for x 6= 0
1 for x = 0
where a
+
; a
 
2 C . As usually H
s
(T) is the periodic Sobolev space of order s 2 R which
coincides with the completion of C
1
(T) in the norm
kuk
2
s
:=
X
l2Z
hli
2s
j~u(l)j
2
(2)
where
hxi :=

jxj for x 2 R n f0g
1 for x = 0
:
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In what follows we require the ellipticity of the operator L , which means a
+
 a
 
6= 0.
In order to setup on numerical methods for (1), we have to introduce a nite dimensional
trial space of approximating functions and a set of test functionals. For M 2 N let

M
:= Z \ [ 
M
2
;
M
2
) :
We choose a sequence  := (
j
)
j2
M
of generators for the space of approximation functions
with

j
2 L
2
:=
(
f 2 L
2
(R) :
X
k2Z
jf(+ k)j 2 L
2
([0; 1])
)
for j 2 
M
. It is easy to see that L
2
 L
1
(R) and therefore
^
f 2 C(R) for f 2 L
2
, where
^
f(x) :=
Z
R
e
 2ixy
f(y) dy
is the Fourier transform on L
2
(R). For the stepsize h :=
1
N
; N := 2
m
with m 2 N
0
, we
introduce the trial spaces
S
m
() := Lin


j
k;m
:= 2
m
2
[
j
(2
m
  k)] : k 2 
N
; j 2 
M
	
:
Hereby the periodization operator [  ] is dened by
[f ] :=
X
l2Z
f(+ l)
for f 2 L
2
.
Now we turn to the test functionals. Choose a family  := (
j
)
j2
M
2
 
H
 s
0
(R)

M
; s
0

0; with compact support to dene the test functionals

l
k;m
(f) := 2
 
m
2

l
(f(2
 m
(+ k))) ; l 2 
M
; k 2 
N
; (3)
for f 2 H
s
0
(T). The numerical method which we are going to investigate is the Galerkin-
Petrov method corresponding to the just introduced trial spaces and test functionals.
This method reads as follows:
Find an approximate solution u
m
2 S
m
() such that

l
k;m
(Lu
m
) = 
l
k;m
(f) ; l 2 
M
; k 2 
N
(4)
for any suciently large m 2 N
0
. The scheme (4) corresponding to the trial and test
spaces generated by  and , respectively, is called numerical method f; g for the
operator L. The following two examples are special realizations of the scheme (4).
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Example 2.1 Collocation method: Choose a strictly increasing sequence (
j
)
j2
M
2
[0; 1)
M
and dene the test functionals by

j
(f) := f(
j
)
for j 2 
M
.
Example 2.2 Biorthogonal Galerkin method: Let (~
j
)
j2
M
2 L
M
2
be a family of functions
biorthogonal to (
j
)
j2
M
, e.g.
h
r
; ~
s
(   k)i
L
2
(R)
= 
r;s

0;k
for r; s 2 
M
and k 2 Z. Then

j
(f) := hf; ~
j
i
L
2
(R)
; j 2 
M
;
for f 2 L
2
(T).
It turns out that the convergence analysis of the numerical method (4) essentially depends
on the behavior of the matrix valued function [] dened by
[](x) :=
X
l2Z


r
 
e
2i(l+x)

(l + x)
^

s
(l + x)

(r;s)2
2
M
; x 2 [ 
1
2
;
1
2
]:
This function [] will be called numerical symbol of the numerical method f; g for
the operator L with symbol . Using the notation
^

r
(x) := 
r
(e
2ix
) ;
^
p
(x) :=
 
^

r
(pM + l + x)

(l;r)2
2
M
;
^

p
(x) :=

^

r
(pM + l + x)

(l;r)2
2
M
;
f
p
(x) := diag(f(pM + l + x))
l2
M
; (5)
for f : R ! R, the numerical symbol gets the simple form
[](x) =
X
p2Z
^
p
(x)


p
(x)
^

p
(x) : (6)
Now we are ready to dene a class of admissible numerical methods.
Denition 2.3 The numerical method f; g is called s admissible for 	DO's of order
 2 R, s 2 R, if the following is satised:
i) the matrices
^

0
and ^
0
are invertible on [ 
1
2
;
1
2
];
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ii)
P
p6=0
khxi
s
p
^

p
(x)
^

0
(x)
 1
hxi
 s
0
k
2
is uniformly bounded on [ 
1
2
;
1
2
];
iii)
P
p6=0
k^
p
(x)

jxj

p
^

p
(x)k is uniformly convergent on [ 
1
2
;
1
2
].
Here the matrices hi
p
; j  j

p
arising in ii) and iii) are dened by (5) and k  k means any
matrix norm. The letter s denotes the Sobolev index of the space H
s
(T).
Remark 2.4 Properties i) and ii) are sucient conditions for a certain discrete Sobolev
norm to be equivalent to the continuous Sobolev norm (2) (see Section 3). Condition i)
ensures the linear independence of the integer translates and is stronger than the Riesz
stability (cf. [JM], Theorem 5:1). Property ii) is a uniform Strang-Fix condition combined
with a growth condition for the (
^

j
)
j2
M
(see Section 4). The last condition ensures the
continuity of the numerical symbol for x 6= 0.
We assume
Hypothesis H: There exist functions  := ( 
j
)
j2
M
2 L
M
2
with
 conditions i) and ii) of Denition 2.3 are fullled with replacing s and  by s   
and  , respectively;
  satises the duality conditions 
r
( 
j
(   k)) = 
r;j

0;k
for r; j 2 
M
; k 2 Z;




jxj
s 
0
^
 
0
(x)^
0
(x)

jxj
 s
0



 c and



jxj
s 
0
(
^
 
0
(x)^
0
(x)

)
 1
jxj
 s
0



 c
for x 2 [ 
1
2
;
1
2
] n f0g where c is a positive constant
1
independent of x.
Sucient conditions for the above hypothesis are formulated in Section 3. At the end of
Section 4 we will give some hints how to construct such functions  in a general situation.
Note that the last condition of Hypothesis H is a uniform Strang-Fix condition, too (see
Section 3). Moreover, the second property implies that the operators
Q
m
(f) :=
X
k2
N
l2
M

l
k;m
(f)  
l
k;m
(7)
are projectors dened for suciently smooth functions f . Using this notation of Q
m
and
representing u
m
2 S
m
() as
u 
0
 :=
X
j2
M
X
k2
N
u
j
k

j
k;m
(8)
with the coecient vector u := ((u
j
k
)
j2
M
)
k2
N
2 C
MN
, the numerical scheme (4) is
equivalent to the projection equation
Q
m
(L(u 
0
)) = Q
m
(f) :
1
From now on we use the letter c to denote a general positive constant the value of which varies from
instance to instance
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Denition 2.5 The numerical method f; g is called stable for L : H
s
(T) ! H
s 
(T)
if
kQ
m
Lu
m
k
s 
 cku
m
k
s
for any u
m
2 S
m
() and m 2 N
0
suciently large.
Theorem 2.6 Let f; g be s admissible for 	DO's of order  and let  full Hypothesis
H. Then the numerical method f; g is stable for L : H
s
(T) ! H
s 
(T) if and only if






 

0
(x)hxi
 
0
+
X
p6=0
hxi
s 
0
 
^
p
(x)^
0
(x)
 1



p
(x)
^

p
(x)
^

0
(x)
 1
hxi
 s
0
!
 1






 c (9)
for any x 2 [ 
1
2
;
1
2
].
Denition 2.7 The numerical symbol [] is called elliptic of order  for s if condition
(9) is fullled.
In the case M = 1, the Denition 2.7 coincides with the denition of ellipticity given in
[DPS], Section 4. The next theorem claims that Theorem 2.6 applies to the collocation
method when M = 2 and 0  
 1
<
1
2
; 
0
:= 
 1
+
1
2
.
Theorem 2.8 Let  be dened by the above choice of (
j
)
j2
2
(cf. Example 2:1). Further
let  := (
j
)
j2
2
2 L
2
2
\ (H
+1=2+
(R))
2
;  > 0; be functions with compact support.
Suppose f; g is s admissible for 	DO's of order . Then the collocation method is
stable for L : H
s
(T) ! H
s 
(T) ; s     0, if and only if the numerical symbol []
is elliptic of order  for s.
The proofs of Theorems 2.6 and 2.8 will be postponed to the next section.
3 Stability
3.1 General results
Our next concern is the proof of Theorem 2.6. Later on we will apply it to collocation
and to the biorthogonal Galerkin method. First we examine the linear system (4). The
stiness matrix is of the form
 

r
k;m
(L
s
n;m
)

((k;r);(n;s))2(
N

M
)
2
:
Since 
s
n;m
is the shift of 
s
0;m
, 
r
k;m
is the shift of 
r
0;m
and since L commutes with the
shift operator, we conclude
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
r
k;m
(L
s
n;m
) = 2
 
m
2

r
((L
s
n;m
)(2
 m
(+ k)))
= 2
 
m
2

r
((L
s
0;m
)(2
 m
(+ [k   n])))
= 
r
[k n];m
(L
s
0;m
)
with [k] := k mod N . Hence we see that
 

r
k;m
(L
s
n;m
)

((k;r);(n;s))2(
N

M
)
2
=

(
r
[k n];m
(L
s
0;m
))
(r;s)2
2
M

(k;n)2
2
N
=
 
A
[k n]

(k;n)2
2
N
=: A
is a block circulant with
A
k
:=
 

r
k;m
(L
s
0;m
)

(r;s)2
2
M
:
Such matrices can be diagonalized by the unitary matrix
U := 2
 
m
2
 
e
2iknh
1
M

(k;n)2
2
N
where 1
M
denotes the M-dimensional unit matrix. We obtain
A = UDU

with a block diagonal D = diag(D(kh))
k2
N
2 (C
MM
)
NN
. The diagonal entries are
given by
D(kh) =
N 1
X
j=0
A
j
e
 2ijkh
: (10)
To compute these elements of the block diagonal we use
~

l
k;m
() = 2
 
m
2
e
 2ikh
^

l
(h) ;  2 Z; (11)
for k 2 
N
; l 2 
M
and
N 1
X
j=0
e
 2ihjk
=

2
m
if k = 2
m
 with  2 Z
0 else :
Thus we obtain
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D(kh) =
N 1
X
j=0
X
l2Z
2
 
m
2


r
 
e
2ihl(+j)

e
 2ijkh
(l)
~

s
0;m
(l)

(r;s)2
2
M
=
X
l2Z
2
m
2


r
 
e
2ih(Nl+k)

(Nl + k)
~

s
0;m
(Nl + k)

(r;s)2
2
M
=
X
l2Z
2
m


r
 
e
2i(l+kh)

(l + kh)
^

s
(l + kh)

(r;s)2
2
M
= 2
m
[](kh) : (12)
The above computation reveals the fundamental role of the numerical symbol.
To investigate the stability we need discrete norms equivalent to the Sobolev norm over
S
m
(). Using (12) with  replaced by hi
2s
and 
j
:= h; 
j
i
L
2
(R)
, a straightforward
computation shows that (cf. (8))
ku 
0
k
2
s
= 2
2ms


diag([ hi
2s
](kh))
k2
N
U

u ; U

u

C
MN
: (13)
Now we introduce the discrete Sobolev norm dened by (cf. (5))
ku 
0
k
2
s;h
:= 2
2ms


diag([ hi
2s
]
0
(kh))
k2
N
U

u ; U

u

C
MN
; (14)

 hi
2s


0
(x) :=
^

0
(x)

hxi
2s
0
^

0
(x) :
To examine the stability of the numerical method it is important to know the conditions
under which the discrete and continuous Sobolev norms are equivalent on S
m
().
Theorem 3.1 Let s 2 R; and  := (
j
)
j2
M
2 L
M
2
with
^

0
(x) invertible for x 2 [ 
1
2
;
1
2
].
Suppose that the sum
X
p 6=0
khxi
s
p
^

p
(x)
^

0
(x)
 1
hxi
 s
0
k
2
(15)
is bounded on [ 
1
2
;
1
2
]. Then the norms k
0
k
s
and k
0
k
s;h
are equivalent with equivalence
constants independent of h.
Remark 3.2 The invertibility of
^

0
is even necessary if the translates of  form a Riesz
basis (for the denition cf. [JM]). For the meaning of (15) see Remark 2:4.
Proof of Theorem 3:1: i) It is obvious that

 hi
2s


0
(x) 

 hi
2s


(x)
for x 2 [ 
1
2
;
1
2
], hence k  
0
k
s;h
 k  
0
k
s
.
ii) For u := (u
j
)
j2
M
2 C
M
and
^
 
p
(x) :=
^

p
(x)
^

0
(x)
 1
we have
S. Prossdorf, J. Schult / Multiwavelet approximation methods 9
X
p2Z
D
^
 
p
(x)

hxi
2s
p
^
 
p
(x)u ; u
E
C
M
=
X
l2Z





X
j2
M
u
j
^
 
j
(l + x)





2
hl + xi
2s

X
l2Z
 
X
j2
M
ju
j
^
 
j
(l + x)j
!
2
hl + xi
2s

X
l2Z
 
X
j2
M
j
^
 
j
(l + x)j
2
hl + xi
2s
hj + xi
2s
!  
X
j2
M
ju
j
j
2
hj + xi
2s
!
=
0
@
X
l2Zn
M
X
j2
M
j
^
 
j
(l + x)j
2
hl + xi
2s
hj + xi
2s
+M
1
A
D
^
 
0
(x)

hxi
2s
0
^
 
0
(x)u ; u
E
C
M
=
 
X
p6=0



hxi
s
p
^
 
p
(x)hxi
 s
0



2
+M
!
D
^
 
0
(x)

hxi
2s
0
^
 
0
(x)u ; u
E
C
M
 c
D
^
 
0
(x)

hxi
2s
0
^
 
0
(x)u ; u
E
C
M
:
Therefore we obtain

 hi
2s


(x)  c

 hi
2s


0
(x)
for x 2 [ 
1
2
;
1
2
]. Hence k  
0
k
s
 c k  
0
k
s;h
for any h > 0.
The following example shows that the assumptions of Theorem 3.1 are fullled for splines
with multiple knots.
Example 3.3 Let (
j
)
j2
M
2 L
M
2
be a family which generates the periodic multiresolution
analysis of splines with degree r and defect M; 1  M  r, which means
S
m
() :=

f 2 C
r M 1
(T) : f j
(nh;(n+1)h)
is a polynomial of degree  r   1; n 2 
N
	
:
In the case M = 2 and r = 3, the generators are given by

 1
(x) :=
8
<
:
x for x 2 [0; 1]
2  x for x 2 [1; 2]
0 else
; 
0
(x) :=
8
<
:
x
2
for x 2 [0; 1]
(2  x)
2
for x 2 [1; 2]
0 else
:
For Hermite cubic splines, i.e., M = 2 and r = 4, the generators are given by

 1
(x) :=
8
<
:
3x
2
  2x
3
for x 2 [0; 1]
3(2  x)
2
  2(2  x)
3
for x 2 [1; 2]
0 else
;
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0
(x) :=
8
<
:
x
2
  x
3
for x 2 [0; 1]
 (2  x)
2
+ (2  x)
3
for x 2 [1; 2]
0 else
:
Let us turn to the general case. From [MP], Theorem 3.2 and (11) we obtain
^

p
(x) = (x)
 r
p
W
p
(x)
r
0
^

0
(x) ; p 2 Z n f0g; (16)
where W
p
is an M M matrix such that kW
p
k  cjpj
M 1
for p 2 Z n f0g and W
0
= 1
M
(see [MP]). The equivalence of the norms k  
0
k
s
and k  
0
k
s;h
independent of h is
shown in [MP], Theorem 3:2. Hence
^

0
(x) is invertible for x 2 [ 
1
2
;
1
2
] (see also Remark
3:2). Further we have for s < r  M +
1
2
; s 2 R,
X
p6=0
khxi
s
p
^

p
(x)
^

0
(x)
 1
hxi
 s
0
k
2
 c
X
p6=0
khxi
s r
p
k
2
jpj
2(M 1)
 c
X
p6=0
jpj
2(M r+s 1)
<1
for x 2 [ 
1
2
;
1
2
]. Thus the functions (
j
)
j2
M
full the assumptions of Theorem 3:1 for
any s < r  M +
1
2
.
Now we are ready for the
Proof of Theorem 2:6: For any m 2 N
0
and u := ((u
j
k
)
j2
M
)
k2
N
2 C
MN
we conclude
from (12) that
Q
m
(L(u 
0
)) = 2
m
 
U diag ([](kh))
k2
N
U

u


0
 :
Moreover, using Theorem 3.1 and (14), we obtain
kQ
m
(L(u 
0
))k
2
s 
_=
2
kQ
m
(L(u 
0
))k
2
s ;h
(17)
= 2
2ms
D
diag
 
[ hi
2(s )
 ]
0
(kh) [](kh)

k2
N
U

u ; diag ([](kh))
k2
N
U

u
E
C
MN
and
ku 
0
k
2
s
_= ku 
0
k
2
s;h
= 2
2ms
D
diag
 
[hi
2s
]
0
(kh)

k2
N
U

; U

u
E
C
MN
: (18)
From (17) and (18) we get that f; g is stable for L : H
s
(T) ! H
s 
(T) if and only if
for any x 2 [ 
1
2
;
1
2
]
[](x)

[ hi
2(s )
 ]
0
(x) [](x)  c [ hi
2s
]
0
(x) :
2
We write k k
t
_=k k
t;h
if and only if there exist positive general constants c
1
; c
2
such that c
1
k k
t;h

k  k
t
 c
2
k  k
t;h
.
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Hence the stability is equivalent to
c 






 
X
p2Z
hxi
s 
0
^
 
0
(x) ^
p
(x)


p
(x)
^

p
(x)
^

0
(x)
 1
hxi
 s
0
!
 1






=






 

0
(x)hxi
 
0
+
X
p6=0
hxi
s 
0
 
^
p
(x)^
0
(x)
 1



p
(x)
^

p
(x)
^

0
(x)
 1
hxi
 s
0
!
 1






:
In the remainder of this subsection we give some general remarks concerning the validity
of Hypothesis H of Section 2. Let us start with a proposition on the Poisson summation
formula.
Proposition 3.4 Let one of the following conditions be fullled
i) f;
~
F 2 L
2
; F (g) := hg;
~
F i
L
2
(R)
for g 2 L
2
;
ii) 0   < 1; F (g) := g() for g 2 C(R);
f 2 L
1
(R) such that there exists s >
1
2
with
P
l 6=0
j
^
f(l + x)j
2
jl + xj
2s
 c for x 2

 
1
2
;
1
2

and (F (f(   k)))
k2Z
2 l
1
(Z) :
Then the Poisson summation formula
X
l2Z
^
F (l + x)
^
f(l + x) =
X
k2Z
F (f(   k)) e
2ixk
(19)
is valid for any x 2 [ 
1
2
;
1
2
].
Proof. If condition i) is fullled then the assertion follows from [JM], Theorem 3.2.
Now let ii) be valid for F and f . Using j
^
F (x)j  1, we get
Z
1
2
 
1
2





X
l2Z
^
F (l + x)
^
f(l + x)





2
dx  c
Z
1
2
 
1
2
 
X
l 6=0



(l + x)
 s
^
f(l + x)(l + x)
s



+



^
f(x)



!
2
dx
 c
Z
1
2
 
1
2
 
X
l 6=0
jl + xj
 2s
+ 1
! 
X
l 6=0



^
f(l + x)(l + x)
s



2
+



^
f(x)



2
!
dx  c :
Hence there exists (a
l
)
l2Z
2 l
2
(Z) such that
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X
l2Z
^
F (l + x)
^
f(l + x) =
X
k2Z
a
k
e
2ixk
in the L
2
-sense. Further we get f 2 H
s
(R) because of
Z
R
j
^
f(x)j
2
(1 + jxj
2
)
s
dx =
X
l2Z
Z 1
2
 
1
2
j
^
f(l + x)j
2
(1 + jl + xj
2
)
s
dx
 c
Z
1
2
 
1
2
 
X
l 6=0
j
^
f(l + x)j
2
jl + xj
2s
+ j
^
f(x)j
2
(1 + jxj
2
)
s
!
dx <1 :
Therefore f 2 C(R) by Sobolev's embedding theorem.
Now we compute a
k
; k 2 Z. We get
a
k
=
Z
1
0
X
l2Z
^
F (l + x)
^
f(l + x) e
 2ikx
dx
=
Z
1
0
X
l2Z
^
F (l + x)
^
f(   k)(l + x) dx
=
Z
R
e
2iy
^
f(   k)(y) dy
= f(   k)() = F (f(   k)) ;
since
^
f 2 L
1
(R). Hence (19) is true in the L
2
-sense. However the right hand side of
the identity is a continuous function. So we only have to show that the left hand side is
continuous too. This follows from the estimate



^
F (l + x)
^
f(l + x)



 c jl + xj
 2s
 c jlj
 2s
for x 2 [ 
1
2
;
1
2
] and l 6= 0.
Remark 3.5 Condition i) of Proposition 3:4 is fullled in the case of the biorthogonal
Galerkin method and ii) in the case of collocation.
Using Poisson's summation formula, the biorthogonality condition of Hypothesis H can
be expressed in terms of the Fourier transforms.
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Corollary 3.6 Let the Poisson summation formula be valid for  and  in the L
2
-sense,
i.e.,
X
p2Z
^
p
(x)

^
 
p
(x) =
X
k2Z
 

r
( 
j
(   k))

(r;j)2
2
M
e
2ixk
in the L
2
-sense. Then the following conditions are equivalent
i)
X
p2Z
^
p
(x)

^
 
p
(x)  1
M
in L
2
; (20)
ii) 
l
( 
j
(   k)) = 
l;j

0;k
; l; j 2 
M
; k 2 Z :
In particular, the assumption of Corollary 3.6 is valid in the case i) or ii) of Proposition
3.4. In the following we require
 
sup
x2[ 
1
2
;
1
2
]
k^
p
(x)k
!
p2Z
2 l
1
(Z) (21)
as well as that ^
0
is invertible and the inverse is uniformly bounded on [ 
1
2
;
1
2
]. This is
valid for the biorthogonal Galerkin method with  2 L
M
2
and for collocation. Now it
turns out that the last condition of Hypothesis H follows from the rst two conditions
and some additional assumptions.
Proposition 3.7 Let
^
 
0
; ^
0
be invertible on [ 
1
2
;
1
2
]; t  0,
P
p6=0
k
^
 
p
(x)
^
 
 1
0
(x) jxj
 t
0
k  c ;
P
p2Z
^
p
(x)

^
 
p
(x)  1
M
for x 2 [ 
1
2
;
1
2
] n f0g. Then we have for any x 2 [ 
1
2
;
1
2
] n f0g



jxj
t
0
^
 
0
(x) ^
0
(x)

jxj
 t
0



 c ;




jxj
t
0

^
 
0
(x) ^
0
(x)


 1
jxj
 t
0




 c :
Proof. For x 6= 0 we nd that




1 
^
 
0
(x)^
0
(x)


jxj
 t
0



=



^
 
0
(x)

1  ^
0
(x)

^
 
0
(x)

^
 
0
(x)
 1
jxj
 t
0



=





^
 
0
(x)
X
p 6=0
^
p
(x)

^
 
p
(x)
^
 
0
(x)
 1
jxj
 t
0





 c
X
p6=0



^
 
p
(x)
^
 
0
(x)
 1
jxj
 t
0



 c : (22)
Because of (22) we get
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
1  (
^
 
0
(x)^
0
(x)

)
 1

jxj
 t
0









^
 
0
(x)^
0
(x)


 1








1 
^
 
0
(x)^
0
(x)


jxj
 t
0



 c :
(23)
From (22) it follows that



jxj
t
0
^
 
0
(x)^
0
(x)

jxj
 t
0



 1 + c




1 
^
 
0
(x)^
0
(x)


jxj
 t
0



 c ;
and from (23)




jxj
t
0

^
 
0
(x)^
0
(x)


 1
jxj
 t
0




 c :
By the same arguments we obtain
Proposition 3.8 Let
^
 
0
; ^
0
be invertible on [ 
1
2
;
1
2
]; t  0,
P
p6=0
k^
p
(x) ^
0
(x)
 1
jxj
t
0
k  c ;
P
p2Z
^
p
(x)

^
 
p
(x)  1
M
for x 2 [ 
1
2
;
1
2
] n f0g. Then we have for any x 2 [ 
1
2
;
1
2
] n f0g



jxj
t
0
^
 
0
(x) ^
0
(x)

jxj
 t
0



 c ;




jxj
t
0

^
 
0
(x) ^
0
(x)


 1
jxj
 t
0




 c :
In the next two subsections we apply the results of 3.1 to the particular special cases of the
biorthogonal Galerkin method and of collocation with special choices of the collocation
points. In particular, we consider the case M = 2 in some more detail.
3.2 The biorthogonal Galerkin method
Suppose (
j
)
j2
M
is as in Example 2.2 and L : H
s
(T) ! H
s 
(T) with s = 0. In this case
it is possible to apply Theorem 2.6, Corollary 3.6 and Proposition 3.7 or 3.8 with  = .
For other choices of s one can get analogous results.
Theorem 3.9 Suppose that ^
0
and
^

0
are invertible on [ 
1
2
;
1
2
], that
P
p6=0
k
^

p
(x)k
2
is
uniformly bounded on [ 
1
2
;
1
2
] and let one of the following conditions be fullled:
i)
P
p6=0



^

p
(x)
^

0
(x)
 1
hxi
 
0



 c and
P
p6=0



^
p
(x)

jxj

p
^

p
(x)



 c
in case   0;
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ii)
P
p6=0



hxi
 
p
^

p
(x)
^

0
(x)
 1
hxi

0



2
 c and
P
p6=0



^
p
(x) ^
0
(x)
 1
hxi

0



 c ;
in case  < 0.
Then the biorthogonal Galerkin method f; g is stable if and only if the numerical symbol
is elliptic of order  for s = 0.
Proof. For the admissibility of the numerical method we only have to show property iii)
of Denition 2.3 in case  < 0. We obtain
X
p 6=0



^
p
(x)

jxj

p
^

p
(x)



 c
X
p 6=0



jxj

0
 
^
p
(x) ^
0
(x)
 1





 c :
Now the assertion follows from Theorem 2.6 and from Proposition 3.7 in case  < 0 or
Proposition 3.8 if   0.
3.3 Collocation method
In the rst part of the present subsection we prove Theorem 2.8 and then we obtain the
admissibility of collocation for splines with multiple knots. In the last part we show the
equivalence between the stability in the sense of [MP] for splines with multiple knots and
the stability dened in this paper.
Suppose (
j
)
j2
M
and (
j
)
j2
M
are as in Example 2.1. It is easy to check that ^
0
is
invertible on [ 
1
2
;
1
2
].
Proof of Theorem 2:8: First we have to show the existence of functions  as required in
the Hypothesis H. Then we apply Theorem 2.6.
i) We dene the B-splines of order r 2 N
0
by
M
r
:=M
0
 M
r 1
; r  1;
M
0
:=
1
2


[ 
1
2
;
1
2
)
+ 
( 
1
2
;
1
2
]

;
where  is the convolution. It is known that the functions

r
(u) :=
X
l2Z
M
r
(l) e
2ilu
have no zeros on R (cf. [DeVL] Chapter 13, Theorem 6.2). Hence there exists the inverse

 1
r
(u) =
X
l2Z
!
r
l
e
2ilu
;
where (!
r
l
)
l2Z
is a sequence of exponential decay, because 
r
is a polynomial.
For xed r 2 N we dene  by
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 1
:= L
r
 
2(+
1
2
  
0
)

;  
0
:= L
r
 
2(  
1
2
  
 1
)

; (24)
where
L
r
(x) :=
X
l2Z
!
r
l
M
r
(x  l) :
Because of the exponential decay of L
r
we get  2 L
2
2
. Moreover, we have
L
r
(k) = 
0;k
; k 2 Z ;
and
 
 1
(
0
+ k) = L
r
(2k + 1) = 0 ;  
0
(
 1
+ k) = L
r
(2k   1) = 0 ;
 
 1
(
 1
+ k) = L
r
(2k) = 
0;k
;  
0
(
0
+ k) = L
r
(2k) = 
0;k
;
for any k 2 Z. Here we have used 
0
= 
 1
+
1
2
. Therefore the second condition of
Hypothesis H in Section 2 is valid.
ii) The Fourier transforms of  are given by
^
 
 1
(x) =
1
2
e
2i( 
1
2
+
0
)x

 1
r
(
x
2
)
^
M
r
(
x
2
) ;
^
 
0
(x) =
1
2
e
2i(
1
2
+
 1
)x

 1
r
(
x
2
)
^
M
r
(
x
2
) :
For any x 2 [ 
1
2
;
1
2
] we have det
^
 
0
(x) 6= 0 if and only if

 1
r
(
x 1
2
)
^
M
r
(
x 1
2
) 
 1
r
(
x
2
)
^
M
r
(
x
2
) (e
 2i
0
  e
 2i
 1
) 6= 0 :
Therefore
^
 
0
(x) is invertible on [ 
1
2
;
1
2
], since
^
M
r
(x) =

sin(x)
x

r
has no zeros in ( 1; 1).
iii) All we have to show is a suciently strong uniform Strang-Fix condition (see Remark
2.4). Indeed, we claim
^
 
p
(x) = e
4ip
 1
(x)
 r
p
(x)
r
0
^
 
0
(x) : (25)
If this is true for suciently large r, we obtain the third condition of Hypothesis H by
Corollary 3.6 and Proposition 3.7. The assertion of Theorem 2.8 follows by Theorem 2.6.
Now we show assertion (25). For any p 6= 0; l 2 Z; x 2 [ 
1
2
;
1
2
] we have
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^
 
 1
(2p+ l + x) = e
2i( 
1
2
+
0
)2p

 1
r
(
2p+l+x
2
) 
r
(
l+x
2
)

l+x
2p+l+x

r
1
2
e
2i( 
1
2
+
0
)(l+x)

 1
r
(
l+x
2
)
^
M
r
(
l+x
2
)
= e
4ip
0

 1
r
(
2p+l+x
2
) 
r
(
l+x
2
)

l+x
2p+l+x

r
^
 
 1
(l + x) :
Hence
^
 
 1
(2p+ l + x) = e
4ip
0

l+x
2p+l+x

r
^
 
 1
(l + x) ;
since 
r
is 1 periodic. A similar computation shows that
^
 
0
(2p+ l + x) = e
4ip
 1

l+x
2p+l+x

r
^
 
0
(l + x) ;
and (25) is proved.
For the following theorem we refer the reader to the denition of periodic splines with
multiple knots in Example 3.3.
Theorem 3.10 Let r  M    > 0 ; r  M +
1
2
  s > 0 ; r M  1.
Then the collocation method for periodic splines of defect M is s admissible for 	DO's
of order .
Remark 3.11 The assumption r M +
1
2
  s > 0 ensures that S
m
()  H
s
(T). Further
one has the continuity of Lu
m
for u
m
2 S
m
() since r  M    > 0.
Proof of Theorem 3:10: The invertibility of
^

0
and condition ii) of Denition 2.3 have
been shown in Example 3.3. It remains to prove property iii) of 2.3. We choose t;  > 0,
such that r M      > 0 and
1
2
< t <
1
2
+

2
. Then for any x 2 [ 
1
2
;
1
2
] we have (cf.
(21), (16))
X
p6=0



^
p
(x)

jxj

p
^

p
(x)



 c
X
p 6=0



jxj

p
^

p
(x)
^

0
(x)
 1



 c
X
p 6=0


jxj
 t
p
jxj
t+
p
(x)
 r
p
W
p
(x)
r
0


 c
 
X
p6=0
jpj
 2t
! 
X
p6=0
jpj
2(t+ r+M 1)
!
<1 ;
since 2(t+    r +M   1) <  1  .
In the last part of this section we show the connection with the paper [MP]. The spaces
S
m
() are dened as in Example 3.3. For the denition of stability in the sense of [MP],
we need the matrix valued function D dened by
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D(x) :=
X
p2Z

p
() 
p
(x) (x)
 r
p
W
p
(x)
r
0

0
(x)
 1
; x 2 [ 
1
2
;
1
2
]; (26)

p
() :=
X
j2
M
 
e
2i(Mp+s r)
j

(r;s)2
2
M
: (27)
Recall that theMM matricesW
p
(cf. (16)) satisfy kW
p
k < c jpj
M 1
for p 6= 0. Moreover
we remark that D is dened for  < r. Hence D has a continuous extension to zero, since
W
0
= 1
M
. The collocation method for periodic splines of defect M is called stable in the
sense of [MP] if D is invertible on [ 
1
2
;
1
2
] and the inverse is uniformly bounded.
Theorem 3.12 Let s     0 ; r  M    > 0 ; r  M +
1
2
  s > 0 ; r  M  1
and consider L : H
s
(T) ! H
s 
(T). Then the collocation method for periodic splines of
defect M is stable in the sense of [MP] if and only if the numerical symbol [] is elliptic
of order  for any s.
Proof. Fix  > 0 such that r       > 0 and r   s    > 0. Let D be invertible and
suppose the inverse is uniformly bounded. Using (26) and the invertibility of 
0
() , we
obtain for x 6= 0

0
()
 1
D(x) = 1 + 
0
()
 1
X
p6=0

p
() 
p
(x) (x)
 r
p
W
p
(x)
r
0

0
(x)
 1
:
Therefore
 

0
()
 1
D(x)

l;0
= o(jxj
r  
) ; l 2 
M
n f0g :
Now use the adjugate for representing the inverse of D to conclude that

 

0
()
 1
D(x)

 1

l;0
= o(jxj
r  
) ; l 2 
M
n f0g :
Remark that we have used the boundedness of (
0
()
 1
D(x))
 1
. Hence

 

0
()
 1
D(x)

 1
hxi
 s
0

l;0
= O(1) ; l 2 
M
n f0g ;
since s   < r      . Therefore we get

hxi
s
0

0
(x)
 1
 

0
()
 1
D(x)

 1
hxi
 s
0

l;0
= O(1)
for l 2 
M
. Using once more the boundedness of D(x)
 1
, we obtain





hxi
s 
0

0
()
 1
D(x) 
0
(x) hxi
 s
0

 1




< c : (28)
Taking into account (26), (16) and (6), we have
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D(x) = ^
0
(x) [](x)
^

0
(x)
 1

0
(x)
 1
: (29)
Therefore, using

0
()
 1
^
0
(x) = (^
0
(x)

)
 1
;
we conclude from (28) that the numerical symbol is elliptic of order  for s.
The converse assertion follows from formula (29) and the denition of the ellipticity for
s = .
4 Strang-Fix condition and approximation property
First we give a characterization of the Strang-Fix condition. Then we show the approx-
imation properties for the orthogonal projectors onto the trial spaces and for the test
projectors Q
m
(cf. (7)).
The Strang-Fix condition (cf. [P] or [JL]) is a characterization of the approximation order
of the spaces S
m
() generated by a family of functions (
j
)
j2
M
. The integer translates
of such functions reproduce algebraic polynomials up to a certain degree. Now we give
the precise denition.
Denition 4.1 The functions  := (
j
)
j2
M
satisfy the Strang-Fix condition of order
d 2 N
0
if there exist a vector of trigonometric polynomials h 2 (C
1
(T))
M
such that for
^
f
p
(x) :=

^
f(pM + l + x)

l2
M
:=
^

p
(x) h(x) the following conditions are valid:
^
f
0
(0) = (
0;k
)
k2
M
;
^
f
p
(0) = 0 ; p 2 Z n f0g;

 
d
dx

n
^
f
p

(0) = 0 ; p 2 Z; n = 1; : : : ; d :
(30)
The following theorem gives a new explicit characterization of the Strang-Fix condition
under some mild assumption. The theorem reveals the connection of the Strang-Fix
condition and property ii) of Denition 2.3.
Theorem 4.2 Suppose that
^

0
is invertible on [ 
1
2
;
1
2
] where  := (
j
)
j2
M
2 L
M
2
and
(
^

j
)
j2
M
2
 
C
d+1
(U)

M
for a neighborhood U of zero. Then the Strang-Fix condition of
order d 2 N is valid for  if and only if
lim
x!0

^

p
(x)
^

0
(x)
 1
(x)
 d
0

l2
M
;0
= 0 (31)
for any p 2 Z n f0g .
For the proof of Theorem 4.2 we need two auxiliary lemmas.
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Lemma 4.3 Let  := (
j
)
j2
M
2 L
M
2
be as in Theorem 4:2, h 2 (C
1
(T))
M
be a vector of
trigonometric polynomials and
^
f
p
(x) :=

^
f(pM + l + x)

l2
M
:=
^

p
(x) h(x). If f fulls
condition (30) then

d
dx

n
h(0) =

d
dx

n

^

0
()
 1

l2
M
;0
(0)
for n = 0; : : : ; d.
Proof. For n = 0 we have
^

0
(0) h(0) = (
0;k
)
k2
M
. Since
^

0
(0) is invertible it follows that
h(0) =

^

0
(0)
 1

l2
M
;0
:
For 1  k  d we have

d
dx

k
^

0
h(0) = 0 =

d
dx

k
^

0

^

0
()
 1

l2
M
;0
(0) :
Therefore we obtain for 0  n < d by the induction hypothesis
0 =

d
dx

n+1

^

0

h 

^

0
()
 1

l2
M
;0

(0)
=
^

0
(0)

d
dx

n+1

h 

^

0
()
 1

l2
M
;0

(0) :
The following lemma is a consequence of Taylor's theorem.
Lemma 4.4 Let f 2 C
d
(U) where U is a neighborhood of zero, d 2 N
0
. Then we have
lim
x!0
f(x)
x
d
= 0 if and only if
 
d
dx

k
f(0) = 0 for k = 0; : : : ; d .
Proof of Theorem 4:2: First we show that (31) is necessary for the Strang-Fix condition.
For any p 2 Z n f0g we have
lim
x!0

^

p
(x)
^

0
(x)
 1
(x)
 d
0

l2
M
;0
= lim
x!0
^

p
(x)


^

0
(x)
 1

l2
M
;0
  h(x)

x
 d
+ lim
x!0
^

p
(x) h(x) x
 d
= 0
by the assumption and by Lemmas 4.3 and 4.4.
Now we show the converse. Choose h such that
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
d
dx

n
h(0) =

d
dx

n

^

0
()
 1

l2
M
;0
(0) (32)
for n = 0; : : : ; d. Such choice is possible since
 
(2in)
k

k;n=0;:::;d
is a Vandermonde matrix.
From (32) we obtain

d
dx

n
^

p
h(0) =

d
dx

n
^

p

^

0
()
 1

l2
M
;0
(0)
for n = 0; : : : ; d. In case p 6= 0 the assertion follows from the assumption and Lemma 4.4.
For p = 0 the right hand side equals to zero for n = 1; : : : ; d and to (
0;k
)
k2
M
for n = 0.
Hence the assertion follows.
Now we turn to the approximation properties. For the remainder of this section we require
Hypothesis A: (
j
)
j2
M
2

C
d+
0
(R)

M
; d 2 N
0
; 0 <  < 1; fullls
 the Strang-Fix condition of order d ;
 S
m
()  S
m+1
() for m 2 N
0
;

^

0
is invertible on [ 
1
2
;
1
2
].
Therefore, for the orthogonal projectors
~
P
m
; m 2 N
0
; onto
~
S
m
() := cl
L
2
(R)
Lin


j
(2
m
  k) : j 2 
M
; k 2 Z
	
we obtain from [JL] or [P] the relation
k(1 
~
P
m
)fk
0;R
 c 2
 m(d+1)
kfk
d+1;R
for f 2 H
d+1
(R). Here k  k
d+1;R
denotes the Sobolev norm on R. Using a partition of
unity we get for the orthogonal projectors P
m
onto S
m
()
k(1  P
m
)fk
0
 c 2
 m(d+1)
kfk
d+1
; f 2 H
d+1
(T) : (33)
Next we introduce the norm jjj  jjj
d+1
dened by jjjf jjj
d+1
:= kf
(d+1)
k
0
+ jf(0)j for f 2
H
d+1
(T). Using the norm equivalence of k  k
d+1
and jjj  jjj
d+1
and the fact that the
constants are contained in S
m
(), we obtain from (33) the relation
k(1  P
m
)fk
0
 c 2
 m(d+1)
kf
(d+1)
k
0
; f 2 H
d+1
(T) : (34)
Now we extent the approximation property (34) to other orders of Sobolev spaces. To
this end we need the lth forward dierences of u dened by
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(
l
h
u)(x) :=
l
X
j=0

l
j

( 1)
l j
u(x+ jh)
for h 2 R. As usually k k
0
(
) denotes the L
2
norm relative to 
  R. The corresponding
lth order modulus of continuity is given by
!
l
(u; t;
) := sup
jhjt
k
l
h
uk
0
(

h;l
) ;
where


h;l
:= fx 2 
 : x + jh 2 
 ; j = 0; : : : ; lg :
For 
 = T we write !
l
(u; t) instead of !
l
(u; t;
). From (34) we get similarly to the proof
of Proposition 4.1 in [DK]
k(1  P
m
)fk
0
 c !
d+1
(f; 2
 m
) (35)
for f 2 H
d+1
(T). Repeating the proof of Lemma 5.1 in [DPS] we obtain from (35) that
for any 0  t  d+ 1,
k(1  P
m
)fk
0
 c 2
 mt
kfk
t
; f 2 H
t
(T) : (36)
Lemma 4.5 For any u 2 S
m
() and t  0 we have
!
d+1
(u; t)  c (minf1; t2
m
g)
d+
kuk
0
:
Proof. For j 2 
M
and h  0 we get



d+1
h

j
k;m
(x)


=



d
h

j
k;m
(x+ h) 
d
h

j
k;m
(x)


= (2
m
h)
d


(
j
k;m
)
(d)
()  (
j
k;m
)
(d)
()


 c (2
m
h)
d
j2
m
   2
m
j

 c (2
m
h)
d+
;
where ;  2 T and j   j  c h. The constant does not depend on x 2 T. Hence



d+1
h

j
k;m


0
 c (2
m
h)
d+
2
 
m
2
;
since supp 
j
is compact. Now let
 
(u
j
k
)
j2
M

k2
N
2 C
MN
. Then we have
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
d+1
h
u 
0



0

X
j2
M
k2
N
ju
j
k
j



d+1
h

j
k;m


0

0
B
@
X
j2
M
k2
N
ju
j
k
j
2
1
C
A
1
2
0
B
@
X
j2
M
k2
N



d+1
h

j
k;m


2
0
1
C
A
1
2
 c ku 
0
k
0
(2
m
h)
d+
where we have used the Riesz stability in the last step. Hence the assertion follows.
Now we introduce the norm k  k
;t
on [
m2N
0
S
m
() by
kuk
2
;t
:= kuk
2
0
+
X
m2N
2
2mt
k(P
m
  P
m 1
) uk
2
0
:
In view of (35) and Lemma 4.5, Theorem 4.1 of [DK] applies and yields
kuk
t
_=kuk
;t
; u 2 [
m2N
0
S
m
()
for 0  t < d + . By (36) the smooth functions are contained in cl
kk
;t
[
m2N
0
S
m
().
Hence the norm equivalence is valid even on H
t
(T). Arguing as in the proof of Theorem
5.1 of [DPS], we obtain
Theorem 4.6 Let  d 1  s < d+ ;  d  < t  d+1 and s  t. Then the Jackson
estimate
kf   P
m
fk
s
 c 2
m(s t)
kfk
t
holds for f 2 H
t
(T) and m 2 N
0
. Moreover, when s  t < d +  we have, for any
u
m
2 S
m
() and m 2 N
0
, the Bernstein estimate
ku
m
k
t
 c 2
m(t s)
ku
m
k
s
:
To prove the approximation property for the projectors Q
m
it is necessary to require
Hypothesis B:There exist functions  := (
j
)
j2
M
2

C
d+
0
(R)

M
; d 2 N
0
; 0 <  < 1,
which full
 the Hypothesis A for  replaced by ;
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 there exist a sequence of M M matrices ! := (!
l
)
l2Z
with exponential decay such
that both (x) :=
P
l2Z
!
l
e
2ilx
is invertible on [0; 1] and
 
 
j

j2
M
= ! 
0
M
 

j

j2
M
:=
X
l2Z
!
l
 

j
(   l)

j2
M
: (37)
Remark 4.7 1. If one can choose  =  then Hypothesis B reduces to Hypothesis A
for . This is the case for the biorthogonal Galerkin method. For the special choice
of (
j
)
j2
M
in Theorem 2:8,  has been constructed in Section 3:3 (see formula (24)).
In this case Hypothesis B is valid too, as we will see later.
2. A simple computation shows that
^
 
0
is invertible on [ 
1
2
;
1
2
] if and only if this is
valid for ^
0
and .
Since 
 1
is of the form
P
l2Z
a
l
e
2ilx
where (a
l
)
l2Z
2 l
1
(Z)
MM
we obtain S
m
() = S
m
( )
for anym 2 N
0
. The linear independence of the integer translates of  ensures (cf. [B-AR])
the existence of dual functionals with compact support as required in the proof of Theorem
5.2 in [DPS]. Therefore the same proof implies
Theorem 4.8 Let s; s
0
< d+ ; 0  s  t and 0  s
0
 t  d+ 1 where s
0
is dened by
 (cf. (3)).
Then there exist a constant c > 0 independent of m 2 N
0
such that
kf  Q
m
fk
s
 c 2
m(s t)
kfk
t
holds for any f 2 H
t
(T).
Example 4.9 A straightforward computation shows that, in case of Theorem 2:8, the
functions  dened by formula (24) full

 
 1
 
0

=
X
l2Z

!
r
2l+1
!
r
2l
!
r
2l
!
r
2l 1
 
M
r
(2(   l   
0
))
M
r
(2(   l   
0
) + 1)

;
where (!
r
l
)
l2Z
is dened as in the proof of 2:8 in Section 3:3. Therefore  fullls Hypothesis
B by Remark 4:7.
Remark 4.10 The assertion of Theorems 4:6 and 4:8 remains valid when replacing the
third property of Hypothesis A by the weaker assumption of linear independence of the
integer translates of  resp. .
Reduced Hypothesis H: Choose suciently smooth functions (
j
)
j2
M
with compact
support such that
  and  full the Poisson summation formula;
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
P
k2Z
(
r
(
j
(   k)))
(r;j)2
2
M
e
2ixk
6= 0 for x 2 [0; 1];

P
p6=0
khxi
s
p
^
p
(x)^
0
(x)
 1
hxi
 s
0
k
2
< c for a suciently large s 2 N
0
.
The second condition ensures the existence of a sequence of M M matrices (!
l
)
l2Z
with
exponential decay such that
([](x))
 1
=
X
l2Z
!
l
e
2ixl
:
Now we dene  by (cf. (37))
 
 
j

j2
M
:= ! 
0
M
 

j

j2
M
:
Straightforward computations show that if  satises condition ii) of Denition 2.3 and the
assumption of Proposition 3.7 then so does  . Further we get the second and therewith
the complete set of conditions of Hypothesis H in Section 2. Hence, all we have to do is
to choose  with the above properties and Hypothesis A for  replaced by . Obviously,
the aforementioned functions  satisfy Hypothesis B.
5 Error estimates
In this section we derive Sobolev norm estimates of the error between the approximate
solution u
m
(cf. (4)) and the exact solution u

of the pseudodierential equation
Lu

= f (38)
where L : H
s
(T) ! H
s 
(T) is as in Section 2, s 2 R is xed, and f 2 H
t
(T) with
t  s   is given. Let us start with the assumptions on  and . First we consider those
ones on . For  we require that there exist (
j
)
j2
M
2

C
d
0
+
0
0
(R)

M
; d
0
2 N
0
; 0 <

0
< 1 ; s   < d
0
+  satisfying Hypothesis A for  replaced by  and
  and  full the Poisson summation formula;
 property ii) of Denition 2.3 for s and  replaced by s   and , respectively;

P
k2Z
(
r
(
j
(   k)))
(r;j)2
2
M
e
2ixk
6= 0 for x 2 [0; 1];

P
p6=0
k^
p
(x) ^
0
(x)
 1
jxj
 (s )
0
k  c on [ 
1
2
;
1
2
] in case s    0 or
P
p6=0
k^
p
(x) ^
0
(x)
 1
jxj
s 
0
k  c on [ 
1
2
;
1
2
] in case s   < 0.
In the previous sections we have stated examples fullling the above conditions. In par-
ticular, for the choice of collocation points mentioned in Theorem 2.8, these conditions
are valid for any s    0.
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Now we turn to the assumptions on . For the trial spaces dened by  := (
j
)
j2
M
2

C
d+
0
(R)

M
; d 2 N
0
; 0 <  < 1, we have to require that s < d+ , S
m
()  S
m+1
()
for m 2 N
0
and that  fullls the Strang-Fix condition of order d. If d  s < d + 
this is a consequence of property ii) of Denition 2.3 and of Theorem 4.2; in this case no
additional assumption is needed because we require the numerical method f; g to be
s admissible for 	DO's of order .
Suppose all the aforementioned are satised. Then the numerical method is stable for
L : H
s
(T) ! H
s 
(T) if and only if the numerical symbol [] is elliptic of order  for
s (Theorems 2.6 and 2.8). Now we are ready to prove
Theorem 5.1 Let  d   1  s < minfd +  ; d
0
+ 
0
g and 0  s    < d
0
+ 
0
. In
case of the classical Galerkin method, i.e., if Q
m
= P
m
, it is sucient to require that
 d   1  s    < d
0
+ 
0
. Suppose u

is the solution of (38) and u
m
is the approximate
solution of the numerical method f; g (cf. (4)), which is assumed to be stable. If s
0
is
dened by  (cf. (3)) and s
0
< d+ , s
0
 t   d
0
+1 ;  d  < t  d+1 ; t  s,
then we have for any f 2 H
t
(T)
ku

  u
m
k
s
 c 2
 m(t s)
ku

k
t
:
Proof. From Theorems 4.6 and 4.8 we obtain
k(Q
m
LP
m
  L) u

k
s 
 k(1 Q
m
)LP
m
u

k
s 
+ kL(P
m
  1) u

k
s 
 c 2
 m(t s)
ku

k
t
: (39)
Using once more Theorem 4.8, we get
kQ
m
f   fk
s 
 c 2
 m(t s)
kfk
t 
= c 2
 m(t s)
kL u

k
t 
 c 2
 m(t s)
ku

k
t
: (40)
Moreover, applying (39), (40) and the stability, we conclude that
kP
m
(u

  u
m
)k
s
 c kQ
m
LP
m
(u

  u
m
)k
s 
 c kQ
m
LP
m
u

  Lu

k
s 
+ c kLu

 Q
m
LP
m
u
m
k
s 
= c kQ
m
LP
m
u

  Lu

k
s 
+ c kf  Q
m
fk
s 
 c 2
 m(t s)
ku

k
t
:
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Now the assertion follows from
ku

  u
m
k
s
 k(1  P
m
)u

k
s
+ kP
m
(u

  u
m
)k
s
and Theorem 4.6.
The next Theorem gives an error estimate with respect to the norm of H
~s
(T) with ~s  s
provided s
0
 s   and the stability holds for s.
Theorem 5.2 Let s be as in Theorem 5:1 and suppose, in addition, s
0
 s  (cf. (3)). If
the numerical method f; g is stable for L : H
s
(T) ! H
s 
(T), then for any f 2 H
t
(T)
with s
0
 t    d
0
+ 1 ;  d   < t  d+ 1 ; t  s we have
ku

  u
m
k
~s
 c 2
 m(t ~s)
ku

k
t
; maxf d  1 ; g  ~s  s ;
where u
m
is the approximate solution dened by (4) and u

is the exact solution of (38).
For the classical Galerkin method, i.e., if Q
m
= P
m
, one has to require maxf d 1 ;  d 
1  g  ~s  t instead of maxf d   1 ; g  ~s  s .
We skip the proof, because it is the same as the second part of the proof to Theorem 6.3
in [DPS].
Acknowledgment: We are greatly indebted to J. Elschner, D. Peterhof, A. Rathsfeld
and G. Schmidt for helpful discussions and hints.
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