A significant indicator used in evaluating the reliability of a multiprocessor system is fault diagnosability. Researchers concentrate on the diagnosability of the entire system while ignoring important local information about the system. In our paper, an innovative concept of fault diagnosability, called ggood-neighbor local diagnosability, is put forward to study the diagnosability of a system at a node under the g-good-neighbor condition. Moreover, we obtain the relationship between the local diagnosability of a system at each node and the whole system's diagnosability under the g-good-neighbor condition. Under the PMC model, we prove that the g-good-neighbor local diagnosability of an n-dimensional hypercube network Q n at each node is at least 2 g (n − g + 1) − 1 for 0 ≤ g ≤ n − 3 and that when n − 2 ≤ g ≤ n − 1, the g-good-neighbor local diagnosability of Q n at each node is 2 n−1 − 1. Further, we easily derive the diagnosability of hypercube Q n under the g-good-neighbor condition.
I. INTRODUCTION
A multiprocessor system consists of a large number of processors that can also be called nodes. The connected processors are able to send messages and exchange data with each other. With the increasing scale of multiprocessor systems, the probability of processor faults appearing in the system increases. We need to perform processor fault diagnosis to guarantee the security and reliability of the system. Once a faulty processor in a system has been diagnosed, it needs to be repaired or replaced immediately to ensure that the system can run normally. Thus, fault diagnosability, i.e., the system's ability to determine the maximum number of faulty processors being diagnosed, is a crucial indicator used to assess the dependability of a multiprocessor system. Diagnosability has been extensively studied. Traditional circuit-level diagnostics are performed by one processor that tests other processors one-by-one. A diagnostic method of this type is labor-intensive and complicated to perform, while the accuracy of the diagnostic results is limited. Preparata et al. [1] established a system-level diagnostic framework named the PMC model. Any two directly connected processors in The associate editor coordinating the review of this manuscript and approving it for publication was Mauro Tucci .
the system can send test messages to each other under the PMC model, which allows the maximum coverage of functions of each processor, thereby greatly improving the efficiency of diagnosis. Therefore, many subsequent studies of diagnosability ( [2] - [4] , [18] ) were based on the PMC model. In 1974, using this model, Hakimi and Amin [5] derived sufficient and necessary conditions for judging whether a system was t-diagnosable.
Classic system-level fault diagnosis has no restrictions on nodes, and the diagnostic results are accurate. However, if all neighbors connected to a node fail simultaneously, the state of that node cannot be determined. Hence, the minimum degree of nodes in a multiprocessor system limits that system's diagnosability. For example, an n-dimensional hypercube, represented by Q n , is a classic network topology that contains 2 n nodes and n2 n−1 edges. Under the PMC model, according to the proof in [6] , Q n has diagnosability n for n ≥ 3, which equals its minimum degree. However, the probability of a simultaneous failure of all neighbors around a node is very small. This causes the diagnostic capabilities of the system to be underestimated. In [7] , to better reflect the failure patterns in an actual system, Lai et al. put forward a correlative concept named conditional diagnosability, assuming that all neighbors around any node in the system will not be faulty simultaneously. On the basis of this condition, the researchers proved that the conditional diagnosability of Q n was 4(n − 2) + 1 for n ≥ 5, which is greater by nearly a factor of four than the traditional diagnosability. Subsequently, conditional diagnosability has been extensively studied ( [8] - [12] ).
Based on conditional diagnosability, Peng et al. [13] analyzed a more detailed limiting condition for a system whereby each fault-free node in the system should be directly connected to not less than g fault-free nodes. In that case, a system that can determine the maximum number of faulty processors is said to be characterized by g-good-neighbor conditional diagnosability. Subsequently, applying this concept to various networks and models, Wang and Han [14] , studied a hypercube Q n under the MM* model. Yuan et al. [15] explored k-ary n-cubes Q k n under PMC and MM* models. In 2018, Wei and Xu [16] derived 1-and 2-good-neighbor conditional diagnosability of regular graphs and compared the results for several types of regular graphs under PMC and MM* models. Many further studies also considered ggood-neighbor conditional diagnosability for various other multiprocessor systems ( [17] , [19] , [20] ).
All of the above studies focus on diagnosability of the entire system, and thus also ignore some important local information. Sometimes, the information of some nodes is particularly useful. In [21] , Hsu et al. proposed the concept of local diagnosability and proved several related theorems. The researchers believed that a t-diagnosable system might correctly diagnose all faulty nodes in the system if the number of faulty nodes exceeded t. Xie et al. [22] proposed a definition of strong local diagnosability that could more directly determine the local diagnosability of nodes in a system. In the cited article, the researchers also determined that a hypercube and an incomplete hypercube had strong local diagnosability at each node under certain conditions. Now, we consider the following scenario of two multiprocessor systems with g-good-neighbor conditional diagnosability values of t 1 and t 2 such that t 1 t 2 . If the two systems are integrated into a new system by some links, the new system may identify more than t 2 fault nodes even though the g-good-neighbor conditional diagnosability of the new system is limited to t 2 . Therefore, it is important to study the local information of a system. In this paper, we present an innovative concept named g-good-neighbor local diagnosability that is used to study the local state of the system's g-good-neighbor conditional diagnosability. Afterwards, we derive the connection between the local diagnosability of a system at each node and the whole system's diagnosability under the g-good-neighbor condition. Later, we apply this concept to hypercube Q n under the PMC model, and obtain the following results: if n − 3 ≥ g ≥ 0, the minimum g-good-neighbor local diagnosability of Q n at each node is 2 g (n − g + 1) − 1, and if n − 1 ≥ g ≥ n − 2, the g-good-neighbor local diagnosability of Q n at each node is all 2 n−1 − 1. Using these results, we can easily obtain the diagnosability of the entire system of Q n under the g-goodneighbor condition.
The remaining sections of this paper are arranged as follows. Section 2 lists several related terms used in this article and cites previous results. Section 3 proposes the concept of g-good-neighbor local diagnosability and proves several theorems regarding it. In Section 4, we obtain the g-goodneighbor local diagnosability of hypercube Q n at each node under the PMC model. Finally, we conclude the entire paper in Section 5.
II. TERMINOLOGY AND PREPARATION
In a system, processors are usually represented by vertices, and links between processors are represented by edges. Accordingly, a simple graph G = (V , E) is usually used to represent the system in which the set of all processors is V and the set of all links is E. In an undirected graph G = (V , E), (m, n) ∈ E represents the edge between nodes m and n that are vertices and are each other's neighbors. For a vertex u ∈ V , the set of all neighbors of u is denoted by N G (u). Notation d G (u) (abbreviated as d(u) if doing so does not cause confusion) is used to denote the degree of vertex u in graph G. Let X ⊆ V ; we use N G (X ) = {n|(u, n) ∈ E, u ∈ X , n ∈ V − X } to represent the neighborhood of vertex set X in G, and G−X is a subgraph obtained by deleting all vertices belonging to X and all edges with at least one end in X . If there is a path between any two vertices in the subgraph G−X , that subgraph is connected; otherwise, G − X is not connected. In graph G, X is known as a vertex cut if G − X is not connected. The minimum number of vertices that need to be removed so that G has only one vertex left or is disconnected is called G's connectivity, which is equal to the cardinality of the smallest vertex cut in G.
Under the PMC model, two adjacent vertices in the system can send test messages to each other. In a directed graph D = (V , E), for any two adjacent vertices a and b, the ordered pair (a, b) represents a test link whereby vertex a tests vertex b, where a and b are called the test vertex and the tested vertex, respectively. If a is a fault-free vertex, after a has sent a test message to b, if b is a fault-free vertex, the test output denoted by σ (a, b) is 0; if b is faulty, the output is 1. However, if test vertex a is faulty, the output may be 1 or 0 regardless of the state of b, which is undetermined. The collection of all outputs for the entire system is called the syndrome σ of that system. Given a subset X ⊆ V and a syndrome σ 1 , if for any (m, n) ∈ E and vertex m ∈ V − X , σ 1 (m, n) = 1 if and only if (''iff'') vertex n ∈ X , then X is said to be consistent with σ 1 .
We use a graph G = (V , E) to represent a multiprocessor system, and a fault set is a collection of all faulty nodes in G, which can be any subset of V . For a fault set F, the set of syndromes produced by F is denoted by σ (F). Suppose that X 1 and X 2 are different subsets of V . If σ (X 1 ) ∩ σ (X 2 ) = ∅, (X 1 , X 2 ) is called a distinguishable pair, and X 1 and X 2 are said to be distinguishable; otherwise, X 1 and X 2 are indistinguishable, and (X 1 , X 2 ) is called an indistinguishable pair. We denote the symmetric difference between X 1 and X 2 by X 1 X 2 , and X 1 X 2 = (X 1 − X 2 ) ∪ (X 2 − X 1 ). Considering the question of whether (X 1 , X 2 ) is a distinguishable pair, Dahbura and Masson proposed the following sufficient and necessary condition under the PMC model:
Lemma 1 [24] : For any pair of different subsets X 1 and X 2 of V , (X 1 , X 2 ) is a distinguishable pair if and only if there are two vertices m and n with (m, n) ∈ E, where m ∈ X 1 X 2 and n ∈ V − (X 1 ∪ X 2 ) (see Figure 1 ). Under the premise that the number of faulty processors in a system does not exceed t, if that system can diagnose all faulty processors without replacement, that system is t-diagnosable. For system G, its diagnosability t(G) is the maximum value of t that makes G t-diagnosable. Lemma 2 [24] : System G is t-diagnosable iff for any pair of different subsets X 1 , X 2 ⊆ V with |X 1 | ≤ t and |X 2 | ≤ t, X 1 and X 2 are distinguishable.
In 2005, Lai et al. [7] provided a definition of conditional diagnosability, i.e., a description of system diagnosability in the case where all neighbors of any vertex in the system cannot fail simultaneously. To further extend this condition, in 2012, Peng et al. [13] defined g-good-neighbor conditional diagnosability and obtained several results for it.
Definition 3 [13] : In system G, if fault set F satisfies |N (u) − F| ≥ g for every vertex u ∈ V − F, then F is called a g-good-neighbor conditional fault set. Definition 4: In system G, if each fault-free vertex has more than g − 1 fault-free neighbors, then that system G satisfies the g-good-neighbor condition.
Lemma 5 [13] : System G is g-good-neighbor conditionally t-diagnosable if for any two g-good-neighbor conditional fault sets X 1 and X 2 with |X 1 | ≤ t and |X 2 | ≤ t in G, X 1 and X 2 are distinguishable.
The maximum value of t that makes G g-good-neighbor conditionally t-diagnosable is the g-good-neighbor conditional diagnosability t g (G) of G.
Definition 6 [13] :
Definition 7 [13] : Suppose that graph G is a system and L is a subgraph of G; L satisfies the property P g (L) iff each node in L has more than g − 1 neighbors in L.
In 2007, Hsu and Tan [21] proposed local diagnosability by studying the local information of systems. A system's local diagnosability at vertex u is denoted by t l (u). The researchers also showed that for any vertex v in a cycle of length 4, t l (v) = 1.
Definition 8 [21] : In system G, vertex u ∈ V has the strong local diagnosability property if t l (u) = d(u).
Definition 9 [21] : System G has the strong local diagnosability property if each vertex of V has that property.
III. G-GOOD-NEIGHBOR LOCAL DIAGNOSABILITY
Over the past decades, scholars have obtained several results regarding g-good-neighbor conditional diagnosability for some typical network topologies. For example, Ren and Wang [25] researched locally twisted cubes LTQ n ; Li and Lu [26] studied star graphs S n ; Guo et al. [27] explored crossed cubes CQ n , etc. It is worth noting that most studies focused on the whole system. Now, we consider several questions. Can the g-goodneighbor conditional diagnosability of an entire system fully represent all information about the diagnosability of the system under the g-good-neighbor condition? Or, is any important information ignored by the above approach? From the perspective of these questions, in the rest of our paper, we research the local information of every vertex in a system under the g-good-neighbor condition. We explore the following case of two multiprocessor systems P and Q that are g-good-neighbor conditionally p-diagnosable and g-goodneighbor conditionally q-diagnosable, respectively, where p q. These two systems are combined into a new system S by several edges. Then, we can easily infer that S can identify up to q fault vertices under the g-good-neighbor condition. However, this result may not be precise for S. If we know the local diagnosable information of each vertex in that system under the g-good-neighbor condition, we can accurately obtain the g-good-neighbor conditional diagnosability of the entire system S or the designated area in S. Let graph G = (V , E) denote a multiprocessor system; then, we introduce the following definitions and prove several lemmas.
Next, we propose a lemma that determines whether a system is g-good-neighbor locally t-diagnosable at some vertex in that system. Lemma 11: Graph G is g-good-neighbor locally t-diagnosable at vertex u ∈ V if and only if for any pair of different g-good-neighbor conditional fault sets X 1 ,
Proof: First, we prove the sufficiency of this lemma. On the contrary, assume that G is not g-good-neighbor locally t-diagnosable at vertex u. According to Definition 10, suppose that a syndrome produced by X 1 is σ X 1 , and X 2 is consistent with σ X 1 but does not contain vertex u. Since (X 1 , X 2 ) is a distinguishable pair, according to Lemma 1, consider vertex x ∈ V − (X 1 ∪ X 2 ) and (x, u) ∈ E. Since X 1 is a g-good-neighbor conditional fault set, σ X 1 (x, u) = 1. Since X 2 is a g-good-neighbor conditional fault set and u / ∈ X 2 , σ X 1 (x, u) = 0, which is a contradiction.
Next, we prove the necessity of this lemma. On the contrary, suppose there are two different g-good-neighbor conditional fault sets X 1 ,
Hence, there exists a syndrome σ that is consistent with X 1 and X 2 . Without losing generality, consider vertex u ∈ X 1 − X 2 ; then, X 2 does not contain vertex u. According to Definition 10, G is not g-good-neighbor locally t-diagnosable at vertex u, which is a contradiction. This completes the proof.
For a graph G, the maximum value of t that makes G g-good-neighbor locally t-diagnosable at vertex u ∈ V is the g-good-neighbor local diagnosability of G at vertex u, denoted by t gl (u). Now, we will use these definitions and lemmas to study several properties of the relationship between the local diagnosability of a system at each vertex and that system's diagnosability under the g-good-neighbor condition.
Proof: First, we prove the sufficiency of this lemma. On the contrary, assume that G is not g-good-neighbor conditionally t-diagnosable. Then, according to Lemma 5, there is at least a pair of different g-good-neighbor conditional fault sets X 1 , X 2 ⊆ V with |X 1 | ≤ t and |X 2 | ≤ t such that X 1 and X 2 are indistinguishable. Let u ∈ X 1 X 2 ; according to Lemma 11, it is concluded that G is not g-good-neighbor locally t-diagnosable at vertex u, which is a contradiction. Next, we prove the necessity of this lemma. On the contrary, suppose there exists a vertex u in G that makes G not g-good-neighbor locally t-diagnosable at vertex u. According to Lemma 11, there are two different g-good-neighbor conditional fault sets X 1 , X 2 ⊆ V with |X 1 | ≤ t and |X 2 | ≤ t such that X 1 X 2 contains vertex u but X 1 and X 2 are indistinguishable. By Lemma 5, we obtain that G is not g-good-neighbor conditionally t-diagnosable, which is a contradiction. This completes the proof. For two different vertices u, v ∈ V in graph G, it is possible that t gl (u) = t gl (v). For example, in Figure 2 , let X 1 = {v 3 , v 4 } and X 2 = {a, v 1 }. For g = 2, it is easy to observe that X 1 and X 2 are g-good-neighbor conditional fault sets with |X 1 | ≤ 2 and |X 2 | ≤ 2, and X 1 and X 2 are distinguishable. Additionally, for any set X = X 2 and X containing vertex a, X cannot be a 2-good-neighbor conditional fault set. Then, this network is 2-good-neighbor locally 2-diagnosable at vertex a, and t gl (a) ≥ 2. For any set Y containing vertex b, Y cannot be a 2-good-neighbor conditional fault set. Then, this network is not 2-good-neighbor locally 2-diagnosable at vertex b, and t gl (b) < 2. Hence, t gl (a) = t gl (b). According to Lemma 12, we can easily obtain the following result.
Theorem 13: For a graph G, the g-good-neighbor conditional diagnosability of G is
In the next section, we apply the above concepts and conclusions to the important network topology of Q n and discuss the g-good-neighbor local diagnosability of Q n at every vertex.
IV. G-GOOD-NEIGHBOR LOCAL DIAGNOSABILITY OF A HYPERCUBE AT EACH VERTEX A. N-DIMENSIONAL HYPERCUBE
In this paper, we denote by V (Q n ) the set of all vertices and by E(Q n ) the set of all edges in Q n . Q n is an n-regular graph. An n-bit binary string y 1 y 2 · · · y n denotes the address of vertex y in Q n . Two vertices in Q n are adjacent iff the binary strings that represent them are different in exactly one bit position. Let strings a 1 a 2 · · · a n and b 1 b 2 · · · b n represent two certain vertices a and b in Q n . If there is an integer j such that 1 ≤ j ≤ n and a j = b j and a i = b i for every i = j, 1 ≤ i ≤ n, then (a, b) ∈ E(Q n ), and (a, b) is called a jth-dimensional edge of Q n . Figure 3 illustrates a 3-dimensional hypercube Q 3 and a 4-dimensional hypercube Q 4 .
We use symbol to denote an operation that adds a perfect match between two graphs. If n ≥ 2, it is easy to obtain that the jth-dimensional edges of Q n are a perfect match between two (n − 1)-dimensional hypercubes. If the jth-dimensional edges are removed from Q n , Q n is divided into two sub-hypercubes Q j n−1 and Q¯j n−1 . We use Q j n−1 to represent a sub-hypercube of Q n induced by the vertices, where the values of the jth position y j are the same and are all 0, and Q¯j n−1 to represent a sub-hypercube of Q n induced by the vertices, where the values of the jth position y j are all 1. Accordingly, we can conclude that Q n = Q j n−1 Q¯j n−1 and V (Q n ) = V (Q j n−1 ) ∪ V (Q¯j n−1 ) as well as E(Q n ) = E(Q j n−1 )∪E(Q¯j n−1 )∪M j , where M j is a perfect match formed by the jth-dimensional edges of Q n . If n ≥ 3, we can partition Q n even further. Removing the ith-and jth-dimensional edges from Q n results in Q n being separated into four (n − 2)dimensional hypercubes Q ij n−2 , Q ij n−2 , Q¯i j n−2 , and Q¯i¯j n−2 . These four sub-hypercubes are isomorphic. To simplify the string form of vertices in Q n , let y (n) = y 1 y 2 · · · y i · · · y n , where i = 1, 2, · · · , n and y i ∈ {0, 1}. Hence, we obtain V (Q n ) = {y (n) }. Let 0 (k) = 00 · · · 0 k and 1 (k) = 11 · · · 1 k ; then, each vertex in Q n can be represented in this form, such as 0 (6) 1 (n−6) , 0 (5) 1 (2) 0 (n−7) , 1 (7) 0 (2) 1 (n−9) , etc. Next, we will state several lemmas about Q n . Lemma 14 [23] : Let n − 2 ≥ g ≥ 0 and n ≥ 3. In a hypercube Q n ,
The following lemma is a follow-up for Definition 7. Lemma 15 [28] : Suppose that Q n is a subgraph of hypercube Q n , and Q n has the property P g (Q n ). Then, if 0 < g ≤ n,
The following lemma is a conclusion of Hsu and Tan [21] regarding the strong local diagnosability of Q n , which follows from Definition 8 and Definition 9.
Lemma 16 [21] : An n-dimensional hypercube Q n has the strong local diagnosability property for n ≥ 3.
B. G-GOOD-NEIGHBOR LOCAL DIAGNOSABILITY OF Q N AT EACH VERTEX
Based on the above description of properties of hypercube Q n , we will next demonstrate the state of g-good-neighbor local diagnosability of Q n at each vertex under the PMC model.
Theorem 17:
In an n-dimensional hypercube Q n , for integer g such that 0 ≤ g ≤ n − 3 there is a vertex u ∈ V (Q n ) such that the g-good-neighbor local diagnosability of Q n at vertex u satisfies t gl (u) ≤ 2 g (n − g + 1) − 1.
Proof: If we want to prove t gl (u) ≤ 2 g (n − g + 1) − 1, by Lemma 11 it is only necessary to identify a case to confirm that Q n fails to meet the condition of Lemma 11 at vertex u. Hence, we will next prove that there are two different g-good-neighbor conditional fault sets X 1 , X 2 ⊆ V (Q n ) with |X 1 | ≤ 2 g (n − g + 1) and |X 2 | ≤ 2 g (n − g + 1) such that u ∈ X 1 X 2 but X 1 and X 2 are indistinguishable.
Suppose that H is a subgraph of hypercube Q n and consider a vertex set V (H ) = {y (g) 0 (n−g) }; then, |V (H )| = 2 g . According to the previously described relevant rules for vertices in Q n being neighbors, let V (H i ) = {y (g) 0 (i−1) 10 (n−g−i) } for 1 ≤ i ≤ n − g. Then, V (H i ) is a subset of neighbor set N Q n (H ) of H and |V (H i )| = 2 g . Therefore, we obtain
we assume that X 1 = N Q n (H ) and X 2 = N Q n (H ) ∪ V (H ) (as shown in Figure 4 ). Thus, we obtain the following relations:
Now, let us consider the connection status of vertices in Q n − X 2 . As we know, N Q n (X 2 ) = N Q n (N Q n (H ) ∪ V (H )). Let V (H ir ) = {y (g) 0 (i−1) 10 (r−1) 10 (n−g−i−r) } for i, r ≥ 1, i = r and i + r ≤ n-g. Then, there is N Q n (X 2 ) = n−g−1 i=1 n−g−i r=1 V (H ir ). Based on the form of V (H ir ) and the relevant rules that apply to neighboring vertices in Q n , it can be easily concluded that each vertex in N Q n (X 2 ) is adjacent to two vertices in X 2 and has no neighbors in H . Since Q n is an n-regular graph, each vertex in Q n has n neighbors. Because N Q n (X 2 ) ⊆ V (Q n ) − X 2 , each vertex in Q n − X 2 is directly connected to at least n − 2 vertices in Q n − X 2 , i.e., |N Q n (v) ∩ (V (Q n ) − X 2 )| ≥ n − 2 for each vertex v ∈ V (Q n ) − X 2 . According to Definition 3, since 0 ≤ g ≤ n − 3, we can conclude that X 2 is a g-good-neighbor conditional fault set. By Definition 7, Q n −X 2 has the property P g (Q n − X 2 ). Similarly, based on the forms of V (H ) and V (H i ), it can be concluded that every vertex of V (H ) has n−g neighbors that belong to X 1 . Therefore, each vertex in H is adjacent to not less than g vertices in H . By Definition 7, H has the property P g (H ). Since Q n − X 2 has the property P g (Q n − X 2 ) and X 2 = X 1 ∪ V (H ), X 1 is a g-good-neighbor conditional fault set. Since X 2 = X 1 ∪ V (H ) and X 1 = N Q n (H ), X 1 X 2 = X 2 − X 1 = V (H ) and X 1 is a cut of Q n . Then, there exists a vertex u ∈ X 1 X 2 ⊆ V (Q n ). Because H does not connect to Q n − X 2 , no edges exist between V (Q n ) − (X 1 ∪ X 2 ) and X 1 X 2 . According to Lemma 1, X 1 and X 2 are indistinguishable.
In summary, we can conclude that for u ∈ X 1 X 2 = V (H ), the g-good-neighbor local diagnosability of Q n at vertex u is as follows:
This completes the proof.
Theorem 18: In an n-dimensional hypercube Q n , for an integer g such that 0 ≤ g ≤ n − 3 and for any vertex u ∈ V (Q n ), the g-good-neighbor local diagnosability of Q n at vertex u satisfies t gl (u) ≥ 2 g (n − g + 1) − 1.
Proof: We first discuss the g-good-neighbor local diagnosability of hypercube Q n at each vertex if g = 0. This case is equivalent to there being no conditional restriction on good neighbors for Q n . Hence, for any vertex u in Q n , the g-good-neighbor local diagnosability of Q n at u equals the local diagnosability of Q n at vertex u. By Lemma 16 and Definition 9, since n ≥ 3, we can infer that in hypercube Q n , each vertex of V (Q n ) has strong local diagnosability. Since Q n is an n-regular graph, according to Definition 8, it can be concluded that for any vertex u ∈ V (Q n ), the local diagnosability of Q n at u equals the degree of vertex u, i.e., t l (u) = d Q n (u) = n. For g = 0, 2 g (n − g + 1) − 1 = n. Therefore, the relationship in this case is as follows:
In the case of g = 0, Theorem 18 holds. Next, we discuss the case of 0 < g ≤ n − 3.
If we want to prove that t gl (u) ≥ 2 g (n − g + 1) − 1 for any vertex u ∈ V (Q n ), by Lemma 11, we only need to demonstrate that for any two different g-good-neighbor conditional fault sets X 1 and X 2 with |X 1 | ≤ 2 g (n − g + 1) − 1 as well as |X 2 | ≤ 2 g (n−g+1)−1 such that X 1 X 2 contains vertex u, X 1 and X 2 are distinguishable. Conversely, we assume that there exist vertex a and two different g-good-neighbor conditional fault sets X 1 and X 2 with |X 1 | ≤ 2 g (n − g + 1) − 1 as well as |X 2 | ≤ 2 g (n − g + 1) − 1 such that X 1 X 2 contains vertex a, and (X 1 , X 2 ) is an indistinguishable pair. Theorem 18 can be proven by finding a contradiction under this hypothesis. Since X 1 = X 2 , we discuss the following two cases. 1 and X 1 X 2 = X 1 − X 2 , according to Lemma 1, the case of X 1 and X 2 being indistinguishable can be divided into two subcases. Subcase 1.1: V (Q n ) = X 1 . In this case, V (Q n ) − (X 1 ∪ X 2 ) = ∅; then, there exists no edge with two ends that are in vertex sets V (Q n ) − (X 1 ∪ X 2 ) and X 1 X 2 , respectively. Hence, X 1 and X 2 are indistinguishable. Since the value of 2 g (n − g + 1) increases as g increases, and 0 < g ≤ n − 3, we can conclude that
which is a contradiction. Subcase 1.2: V (Q n ) = X 1 . In this case, according to Lemma 1, it is only assumed that there is no edge between V (Q n )−(X 1 ∪X 2 ) and X 1 X 2 at this time to make X 1 and X 2 indistinguishable. Let the subgraph of Q n derived from vertex set X 1 − X 2 be L. Because X 1 and X 2 are indistinguishable, Q n − X 1 is not connected to L. Therefore, X 2 is a vertex cut of Q n . It is known that X 2 is a g-good-neighbor conditional fault set; according to Definition 3 and Lemma 14, we can conclude that |X 2 | ≥ 2 g (n − g) for n − 3 ≥ g > 0 and n ≥ 4. Every vertex of X 1 − X 2 is directly connected to at least g vertices in subgraph L. According to Definition 7, then L has the property P g (L). By Lemma 15, we observe that |X 1 − X 2 | ≥ 2 g . Therefore, the following relations can be obtained:
which contradicts the assumption |X 1 | ≤ 2 g (n − g + 1) − 1 we have made.
Based on the contradictions reached in the above discussion, we know that for X 2 − X 1 = ∅, there exists no vertex a ∈ X 1 X 2 that makes two different g-good-neighbor conditional fault sets X 1 and X 2 with |X 1 | ≤ 2 g (n−g+1)−1 as well as |X 2 | ≤ 2 g (n−g+1)−1 indistinguishable. If X 1 −X 2 = ∅, the proof proceeds similarly to the case of X 2 −X 1 . Therefore, we can conclude that Theorem 18 holds if either X 2 −X 1 = ∅ or X 1 − X 2 = ∅. Next, we will prove the theorem in another case.
Case 2: X 1 − X 2 = ∅ and X 2 − X 1 = ∅ Since we assume that X 1 and X 2 are indistinguishable for a ∈ X 1 X 2 , according to Lemma 1 there exists no edge with two ends that are in vertex sets V (Q n )−(X 1 ∪X 2 ) and X 1 X 2 , respectively. There are only two cases that satisfy this condition: either V (Q n ) = X 1 ∪ X 2 or no edges exist between V (Q n ) − (X 1 ∪ X 2 ) and X 1 X 2 for V (Q n ) = X 1 ∪ X 2 . It will be further demonstrated below that in both cases there are contradictions with the condition we have assumed. Subcase 2.1: V (Q n ) = X 1 ∪ X 2 In this case, there exists no edge with two ends that are in vertex sets V (Q n ) − (X 1 ∪ X 2 ) and X 1 X 2 . Then, X 1 ∩ X 2 is a cut that makes Q n − (X 1 ∩ X 2 ) disconnected. Let the subgraph derived from vertex set X 1 − X 2 be P. Since both X 1 and X 2 are g-goodneighbor conditional fault sets, each vertex in subgraph P is directly connected to at least g vertices in P. According to Definition 7, we can conclude that P has the property P g (P). By Lemma 15, for 0 < g ≤ n − 3 it holds that |V (P)| = |X 1 − X 2 | ≥ 2 g . Similarly, we can conclude that every vertex in Q n − (X 1 ∪ X 2 ) is directly connected to not less than g vertices in Q n −(X 1 ∪X 2 ). It is known that vertex set X 1 ∩X 2 causes the subgraph Q n −(X 1 ∪X 2 ) to not be connected to subgraph P. According to Definition 6 and Lemma 14, it can be easily obtained that |X 1 ∩X 2 | ≥ 2 g (n−g). Therefore, we derive the following relationship:
which contradicts the condition that X 1 does not exceed 2 g (n − g + 1) − 1.
Subcase 2.2: V (Q n ) = X 1 ∪ X 2 In this case, V (Q n ) − (X 1 ∪ X 2 ) = ∅. Since n − 3 ≥ g > 0 and the value of 2 g (n − g + 1) increases as g increases, we can conclude that
which is a contradiction. Based on the proof of the above two subcases, we can conclude that for X 1 − X 2 = ∅ and X 2 − X 1 = ∅, there exists no vertex a ∈ X 1 X 2 that makes two different ggood-neighbor conditional fault sets X 1 and X 2 with |X 1 | ≤ 2 g (n − g + 1) − 1 as well as |X 2 | ≤ 2 g (n − g + 1) − 1 indistinguishable. In conclusion, for any vertex u ∈ V (Q n ), the g-good-neighbor local diagnosability of Q n at vertex u is as follows:
According to Theorem 17 and Theorem 18, if 0 ≤ g ≤ n − 3, we can easily deduce the following theorem.
Theorem 19: In a hypercube Q n , for an integer g such that 0 ≤ g ≤ n − 3 the g-good-neighbor local diagnosability of Q n at each vertex satisfies
Next, we will continue to prove the value of g-goodneighbor local diagnosability of Q n at each vertex if n − 1 ≥ g ≥ n − 2.
Theorem 20: In a hypercube Q n , let g be an integer with n − 2 g n − 1. For any vertex u ∈ V (Q n ), t gl (u) ≤ 2 n−1 − 1.
Proof: Proving that Q n is not g-good-neighbor locally 2 n−1 -diagnosable at each vertex amounts to proving this theorem. Since n − 1 ≥ g ≥ n − 2, considering Lemma 11, we will provide an example for the case of g = n − 1 and that of g = n − 2 to prove the following condition: for any vertex u ∈ V (Q n ), there are two different g-goodneighbor conditional fault sets X 1 and X 2 with |X 1 | ≤ 2 n−1 and |X 2 | ≤ 2 n−1 for which X 1 X 2 contains vertex u and such that (X 1 , X 2 ) is indistinguishable.
Case 1: g = n − 1 In this case, we divide Q n into two (n−1)-dimensional hypercubes Q i n−1 and Q¯i n−1 along the ithdimensional edges. Let X 1 = V (Q i n−1 ) and X 2 = V (Q¯i n−1 ) (see Figure 5 (a)), so X 1 X 2 = X 1 ∪X 2 = V (Q n ). Since Q i n−1 and Q¯i n−1 are (n − 1)-regular graphs,
It is also known that g = n − 1, so X 1 and X 2 are all g-good-neighbor conditional fault sets. Since X 1 X 2 = V (Q n ) and V (Q n ) − (X 1 ∪ X 2 ) = ∅, no edges exist between X 1 X 2 and V (Q n ) − (X 1 ∪ X 2 ). According to Lemma 1, we can conclude that (X 1 , X 2 ) is indistinguishable. Hence, for any vertex u ∈ V (Q n ) = X 1 X 2 , there exists a pair of different g-good-neighbor conditional fault sets X 1 and X 2 with |X 1 | ≤ 2 n−1 and |X 2 | ≤ 2 n−1 such that (X 1 , X 2 ) is indistinguishable.
Case 2: g = n − 2 In this case, we divide Q n into four (n − 2)-dimensional hypercubes along the ith-dimensional edges and the jth-dimensional edges. The resulting hypercubes are Q ij n−2 , Q ij n−2 , Q¯i j n−2 , and Q¯i¯j n−2 . Let j > i; then, it holds that
It is observed that the vertices in V (Q ij n−2 ) are different from those in V (Q¯i¯j n−2 ) at least in the ith and jth positions. According to the relevant rules on vertices in Q n being neighbors, we obtain that in Q n ,
Since the four sub-hypercubes are all (n − 2)-regular graphs, according to Definition 7 they have the properties P n−2 (Q ij n−2 ), P n−2 (Q ij n−2 ), P n−2 (Q¯i j n−2 ) and P n−2 (Q¯i¯j n−2 ), respectively. Let X 1 = V (Q ij n−2 ) ∪ V (Q¯i¯j n−2 ) and X 2 = V (Q ij n−2 ) ∪ V (Q¯i j n−2 ) (see Figure 5 (b)); then, X 1 satisfies |N Q n (v)∩(V (Q n )−X 1 )| ≥ n−2 for each v ∈ V (Q n )− X 1 , and X 2 satisfies |N Q n (v) ∩ (V (Q n ) − X 2 )| ≥ n − 2 for each v ∈ V (Q n ) − X 2 . Therefore, each of X 1 and X 2 is an (n − 2)good-neighbor conditional fault set. Since X 1 X 2 = X 1 ∪ X 2 = V (Q ij n−2 )∪V (Q¯i¯j n−2 )∪V (Q ij n−2 )∪V (Q¯i j n−2 ) = V (Q n ) and V (Q n ) − (X 1 ∪ X 2 ) = ∅, no edges exist between X 1 X 2 and V (Q n ) − (X 1 ∪ X 2 ). According to Lemma 1, we can conclude that (X 1 , X 2 ) is indistinguishable. Because g = n − 2, for any vertex u ∈ X 1 X 2 = V (Q n ) there are two different g-goodneighbor conditional fault sets X 1 and X 2 with |X 1 | ≤ 2 n−1 and |X 2 | ≤ 2 n−1 such that (X 1 , X 2 ) is indistinguishable. Based on the proofs in the above two cases, we obtain that Q n is not g-good-neighbor locally 2 n−1 -diagnosable at each vertex. Thus, we can conclude that for any vertex u ∈ V (Q n ), the g-good-neighbor local diagnosability of Q n at vertex u satisfies the following inequality:
This completes the proof. Theorem 21: In a hypercube Q n , let g be an integer with n − 2 g n − 1. For any vertex u ∈ V (Q n ), t gl (u) ≥ 2 n−1 − 1.
Proof: First, we prove that this theorem holds if g = 0. Since 0 ≤ n − 2 ≤ g ≤ n − 1 and g = 0, it can be derived that n = 2. In this case, there is no conditional restriction on good neighbors for Q 2 . Therefore, for any vertex u ∈ V (Q 2 ), the g-good-neighbor local diagnosability of Q 2 at vertex u equals the local diagnosability of Q 2 at vertex u. According to Section 2, for any vertex v in a cycle of length four, t l (v) = 1. Since Q 2 is a cycle of length four, we obtain t gl (u) = t l (u) = 1. Additionally, if n = 2, 2 n−1 − 1 = 1. Hence, for g = 0, t gl (u) ≥ 2 n−1 − 1. Second, we will prove the value of g-good-neighbor local diagnosability of Q n at each vertex if n − 1 ≥ g ≥ n − 2 and n ≥ 3. If Q n is g-good-neighbor locally (2 n−1 − 1)-diagnosable at every vertex, it can be proven that Theorem 21 holds. We will prove it by reduction to absurdity. By Lemma 11, we assume that there is a vertex a for two different g-good-neighbor conditional fault sets X 1 and X 2 with |X 1 | ≤ 2 n−1 − 1 as well as |X 2 | ≤ 2 n−1 − 1 such that X 1 X 2 contains vertex a, and X 1 and X 2 are indistinguishable. According to Lemma 1, there are two possibilities in this scenario for X 1 and X 2 to be indistinguishable: either V (Q n ) = X 1 ∪ X 2 or no edges exist between V (Q n )−(X 1 ∪X 2 ) and X 1 X 2 for V (Q n ) = X 1 ∪X 2 . Hence, we will next discuss the contradictions in these two cases.
Case 1: V (Q n ) = X 1 ∪ X 2 Since |X 1 | ≤ 2 n−1 − 1 and |X 2 | ≤ 2 n−1 − 1, we can derive the following:
which is a contradiction. Case 2: V (Q n ) = X 1 ∪ X 2 In this case, there exists no edge with two ends that are in vertex sets V (Q n ) − (X 1 ∪ X 2 ) and X 1 X 2 , respectively. Therefore, X 1 ∩ X 2 is a cut of Q n . Since X 1 = X 2 , we consider the following two subcases: Subcase 2.1: Either X 1 − X 2 = ∅ or X 2 − X 1 = ∅. Let us assume that X 2 − X 1 = ∅; then, a ∈ X 1 − X 2 = ∅. Because n − 1 ≥ g ≥ n − 2 for g = n − 2, since X 2 is a g-good-neighbor conditional fault set and X 1 ∩ X 2 = X 2 , by Definition 3 and Lemma 14 it can be concluded that |X 2 | ≥ 2 g (n − g) = 2 n−2 (n − (n − 2)) = 2 n−1 , which contradicts our assumption that |X 2 | ≤ 2 n−1 − 1. For g = n−1, since X 1 X 2 = X 1 −X 2 and V (Q n )−(X 1 ∪X 2 ) = V (Q n ) − X 1 , no edges exist between X 1 − X 2 and V (Q n ) − X 1 . Let R be the subgraph of Q n derived from vertex set X 1 − X 2 . The g-good-neighbor conditional cut X 2 divides Q n into two parts R and Q n − X 1 , and R does not connect to Q n − X 1 . Since g = n − 1, each vertex in R is directly connected to at least n − 1 vertices in R. By Definition 7, subgraph R has the property P n−1 (R). According to Lemma 15, we can obtain the following:
which is a contradiction. If X 1 − X 2 = ∅, the proof proceeds similarly to the case of X 2 −X 1 = ∅. Hence, we can conclude that in the cases of either X 1 − X 2 = ∅ or X 2 − X 1 = ∅, Q n is g-good-neighbor locally (2 n−1 − 1)-diagnosable at each vertex. Next, we discuss another subcase. Subcase 2.2: X 1 − X 2 = ∅ and X 2 − X 1 = ∅. As n − 1 ≥ g ≥ n − 2 for g = n − 2, since X 1 and X 2 are g-good-neighbor conditional fault sets and X 1 ∩X 2 is a cut of Q n , by Definition 3 and Lemma 14 we can deduce that 2 n−1 − 1 ≥ |X 1 | > |X 1 ∩ X 2 | ≥ 2 g (n − g) = 2 n−2 (n − (n − 2)) = 2 n−1 , which is a contradiction. For g = n − 1, let the subgraph of Q n derived from vertex set X 2 − X 1 be T in this case. Since X 1 is a g-good-neighbor conditional fault set and no edges exist between V (Q n ) − (X 1 ∪ X 2 ) and X 1 X 2 , every vertex in subgraph T is adjacent to at least n − 1 vertices in T . According to Definition 7, subgraph T has the property P n−1 (T ). By Lemma 15, we can conclude that
which is a contradiction. Therefore, in the case of X 1 − X 2 = ∅ and X 2 −X 1 = ∅, Q n is g-good-neighbor locally (2 n−1 −1)diagnosable at each vertex.
In summary, we can easily infer that for any vertex u ∈ V (Q n ), the g-good-neighbor local diagnosability of Q n at vertex u is as follows:
This completes the proof. According to Theorem 20 and Theorem 21, if n − 1 ≥ g ≥ n − 2, we can deduce the following theorem:
Theorem 22: In a hypercube Q n , for integer g such that n − 1 ≥ g ≥ n − 2 the g-good-neighbor local diagnosability of Q n at every vertex is t gl (u) = 2 n−1 − 1 for any vertex u ∈ V (Q n ).
By Theorem 22, we can easily obtain that for n − 1 ≥ g ≥ n − 2, min{t gl (u)| for every u ∈ V (Q n )} = 2 n−1 − 1. According to Theorem 19, Theorem 22 and Theorem 13, we can derive the following property of g-good-neighbor conditional diagnosability of Q n : t g (Q n ) = min{t gl (u)| for every u ∈ V (Q n )} = 2 g (n − g + 1) − 1 for n − 3 ≥ g ≥ 0 2 n−1 − 1 for n − 1 ≥ g ≥ n − 2.
V. CONCLUSION
For a multiprocessor system, the possibility of a simultaneous failure of all neighbors around a particular processor is extremely low. Therefore, it is meaningful to study the diagnosability of a system under the g-good-neighbor condition. However, research focusing only on the entire system is insufficient. Hence, it is very necessary for fault diagnosis to study some local information about the system under the g-good-neighbor condition. In our paper, we present an innovative concept named g-good-neighbor local diagnosability. We also provide the definition and a lemma for the determination of g-good-neighbor local t-diagnosability. Afterwards, we prove the relationship between the local diagnosability of a system at each vertex and that system's diagnosability under the g-good-neighbor condition. Based on the PMC model, we derive several results for an n-dimensional hypercube Q n . For n − 3 ≥ g ≥ 0, the g-good-neighbor local diagnosability of Q n at each vertex is at least 2 g (n − g + 1) − 1. For n − 1 ≥ g ≥ n − 2, the g-good-neighbor local diagnosability of Q n at each vertex is all 2 n−1 − 1. Finally, by considering g-goodneighbor local diagnosability of Q n at each vertex, we verify the g-good-neighbor conditional diagnosability of Q n .
In addition to the PMC model, the comparison model is usually used in studying diagnosability. We believe that it is interesting to study g-good-neighbor local diagnosability under the comparison model. For many different network topologies, it is also very meaningful to research g-goodneighbor local diagnosability at each vertex. In addition, under the g-good-neighbor condition, we can further explore the closer connection between the diagnosability of a designated area or the entire system and the local diagnosability at each vertex.
