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Abstract
We combine Bayesian prediction and weighted inference as a unified approach to survey
inference. The general principles of Bayesian analysis imply that models for survey outcomes
should be conditional on all variables that affect the probability of inclusion. We incorporate
the weighting variables under the framework of multilevel regression and poststratification, as
a byproduct generating model-based weights after smoothing. We investigate deep interactions
and introduce structured prior distributions for smoothing and stability of estimates. The
computation is done via Stan and implemented in the open source R package rstanarm ready
for public use. Simulation studies illustrate that model-based prediction and weighting inference
outperform classical weighting. We apply the proposal to the New York Longitudinal Study
of Wellbeing. The new approach generates robust weights and increases efficiency for finite
population inference, especially for subsets of the population.
Keywords: Weighting, Prediction, Multilevel regression and poststratification, Structured
prior
1. Introduction
Design-based and model-based inferences have long been contrasted in survey research (Little,
2004). The former automatically takes into account of survey design, while the latter can yield
robust inference for small sample estimation. Design-based approaches use weights to balance the
sample and the population; see Chen et al. (2017) for a review of various weighted estimators for
a survey population mean. However, classical survey weighting usually relies on many user-defined
choices such that the process of weighting is difficult to codify (Gelman, 2007). The Bayesian
approach for finite population inference (Ghosh and Meeden, 1997) allows prior information to be
incorporated, when appropriate, but is subject to model misspecification.
In the present paper we combine Bayesian prediction and weighting in a unified approach to
survey inference, applying scalable and robust Bayesian regression models to account for complex
design features under the framework of multilevel regression and poststratification (MRP, Gelman
and Little (1997); Park et al. (2005); Ghitza and Gelman (2013)). Our method yields design-
consistent and efficient finite population inference, especially for subgroups, and constructs model-
based weights after smoothing.
For a finite population of N units, we denote the variable of interest as y = (y1, . . . , yN ) and the
inclusion indicator variable as I = (I1, . . . , IN ), where Ii = 1 if unit i is included in the sample and
Ii = 0 otherwise. Here, inclusion refers to selection and response. Design-based inference considers
the distribution of I and treats y as fixed. Model-based inference considers the joint distribution
for I and y.
To account for the factors that affect inclusion, classical design weights adjust for unequal prob-
abilities of sampling, and the subsequent weighting accounts for coverage problems and nonresponse
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during data collection or data cleaning. Classical weights are thus generated as a product of mul-
tiple adjustment factors: inverse probability of selection, inverse propensity score of response, and
poststratification (Holt and Smith, 1979), also called calibration or benchmarking. Each of these
adjustments can be approximate when probability of selection, probability of response, or popula-
tion totals are estimated from data. Beyond any approximation issues, even if the inclusion model is
known exactly, extreme values of weights will cause high variability and then inferential problems,
especially when the weights are weakly correlated with the survey outcome variable. When the
weighting process involves poststratification or nonresponse adjustment—where the weights them-
selves are random variables—the variance estimation will be different from the cases only with
fixed design weights. It is nontrivial to derive a variance estimator under multi-stage weighting
adjustment or complex sampling design. Current variance estimation approaches such as Taylor
approximation and resampling methods are in lack of rigorous justification or evaluation.
In practice, the construction of survey weights requires somewhat arbitrary decisions of the
selection of variables and interactions, pooling of weighting cells, and weight trimming. It is unclear
whether and how to incorporate auxiliary information (Groves and Couper, 1995). Discussion of
smoothing and trimming in the survey weighting literature (e.g. Potter, 1988, 1990; Elliott and
Little, 2000; Elliott, 2007; Xia and Elliott, 2016) has focused on estimating the finite population
total or mean, with less attention to subdomain estimates. Beaumont (2008) proposes to smooth
weights by predicting and regressing these on the survey variables, where the direction is inspiring
but tangential to the inference objective. Borrowing information on survey outcomes potentially
increases efficiency and calls for a general framework.
Under probability sampling, model-based inferences can be based on the distribution of y alone
given the weighting variables are included in the model (Rubin, 1976, 1983). The inclusion mech-
anism is ignorable when the distribution of I given y is independent of the distribution of y
conditional on the weighting variables. Gelman (2007) recommends regression models including
weighting variables as covariates. Any of these approaches can be sensitive to prior specification
for stable estimation; this is the model-based counterpart to the decisions required for smoothing
or trimming classical survey weights.
Model-based and model-assisted weighting adjustment methods for finite population total es-
timation have been compared by Henry and Valliant (2012). The model-based weighting methods
in the superpopulation perspective (Valliant et al., 2000) use predictions from regression models
to derive case weights, where the predictions are based on hierarchical linear regression models
with various bias corrections (Chambers et al., 1993; Firth and Bennett, 1998). The model-assisted
methods derive case weights mainly from calibration on benchmark variables (Kott, 2009) via the
generalized regression estimator (GREG, Deville and Sa¨rndal (1992)) and penalized spline regres-
sion estimators (Breidt et al., 2005). However, the case weights derived from regression predictions
can be highly variable and even negative, and may damage some domain estimates.
To protect against model misspecification, Little (1983) recommends modeling differences in
the distribution of outcomes across classes defined by differential probabilities of inclusion. Si et al.
(2015) construct poststratification cells based on the unique values of inclusion probabilities and
build hierarchical models to smooth cell estimates as advocated by Little (1991, 1993).
We propose to use Bayesian hierarchical models accounting for survey design to generate weights
that can be used in design-based inference. The inference is well calibrated and valid with good
frequentist properties (Little, 2011). For large samples, the inference will parallel with design-based
inference. For small samples, the hierarchical model smoothing will stabilize domain estimation
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and generate robust weighting adjustment.
We use the intrinsic weighting variables, assume they are discretized, and construct poststrat-
ification cells based on the cross-tabulation. Weights are derived through the regressing survey
outcome on weighting variables given the poststratification. The inclusion of the outcome variable
into weighting and poststratification can avoid model misspecification and potentially increase ef-
ficiency (Fuller, 2009). Multilevel model estimates shrink the cell estimates towards the prediction
from the regression model. The MRP framework combines multilevel regression and poststratifi-
cation, accounts for design features in the Bayesian paradigm, and is then well equipped to handle
complex design features. Our proposal distinguishes from the model-based weights in the literature
by using the poststratification cell structure and improves by smoothing, thus avoiding negative
weight values.
Si et al. (2015) incorporate weights into MRP, increasing flexibility and efficiency comparing to
the pseudo-likelihood approach (Pfeffermann, 1993). In the present paper we go further, starting
from the variables that are used for weighting and constructing model-based weights as byproducts
under MRP. We develop a novel prior specification for the regularization to handle potentially
large numbers of poststratification cells. The prior setting allows for variable selection and keeps the
hierarchical structure among main effects and high-order interaction terms for categorical variables.
That is, if one variable is not predictive, then the high-order interactions involved with this variable
are also likely to be not predictive, to facilitate model interpretation.
We have implemented the computation in the R package rstanarm (Goodrich and Gabry, 2017).
The fully Bayesian inference is realized via Stan (Stan Development Team, 2017a,b), which uses
Hamiltonian Monte Carlo sampling with adaptive path lengths (Hoffman and Gelman, 2014). Stan
promotes robust model-based approaches by reducing the computational burden of building and
testing new models. The rstanarm package allows for efficient Bayesian hierarchical modeling and
weighting inference. The codes are publicly available and reproducible. Our developed computation
software provide the accessible platform and has the potential to support the unified framework for
survey inference.
Section 2 introduces the motivating problem of weighting for an ongoing social science survey.
We discuss the method in detail Section 3. Section 4 describes the statistical evaluation on model-
based prediction and weighting inference, and demonstrate the efficiency gains in comparison with
classical weighting. We apply the proposal to the real-life survey in Section 5. Section 6 summarizes
the improvement and discusses further extension.
2. Motivating application
Our methodological research is motivated by operational weighting practice for ongoing surveys.
Our immediate goal is to construct weights for the New York City Longitudinal Study of Wellbeing
(LSW; Si and Gelman (2014); Wimer et al. (2014)), a survey organized by the Columbia University
Population Research Center, aiming to provide assessments of income poverty, material hardship,
and child and family wellbeing of city residents.
We use the LSW as an example to illustrate practical weighting issues and our proposed im-
provement, with the understanding that similar concerns arise in other surveys. The survey includes
a phone sample based on random digit dialing and an in-person respondent-driven sample of ben-
eficiaries from Robin Hood philanthropic services and their acquaintances. We focus on the phone
survey here as an illustration. The LSW phone survey interviews 2,002 NYC adult residents, in-
3
cluding 500 cell phone calls and 1502 landline telephone calls, where half of the landline samples
are from low-income areas defined by zipcode information. The collected baseline samples are fol-
lowed up every three months. We match the samples to the 2011 American Community Survey
(ACS) records for NYC. The discrepancies are mainly caused by the oversampling of the low-income
neighborhoods and nonresponse.
The baseline weighting process (Si and Gelman, 2014) adjusts for unequal probability of selec-
tion, coverage bias, and nonresponse. Classical weights are products of estimated inverse probability
of inclusion and raking ratios (Deville et al., 1993). However, practitioners have to make arbitrary
or subjective choices on the selection and values of weighting factors. For example, to construct
weights for individual adults, we have to weight up respondents from large households, as just one
adult per sampled household is included in the sample. Gelman and Little (1998) recommend the
square root of the ratio of household sizes to family sizes for this weighting adjustment because
using household sizes as weights (for example, ACS Weighting Method, 2014) tend to overcorrect
in telephone surveys. The raking operation procedure in practice adjusts for socio-demographic
factors without tailoring for particular surveys.
The survey organizers are interested in the aspects of life quality of city residents, such as the
percentage of children who live under poverty and material hardship. Thus, it is important to get
accurate estimates for subpopulations. We would like to develop an objective procedure and let the
collected survey data determine the weighting process. The basic principle is to adjust for all vari-
ables that could affect the selection and response into weighting. Ideally, we expect that weighting
variables should include phone availability (number of landline/cell phones and duration with in-
terrupted service), family structure, household structure, socio-demographics and potentially their
high-order interaction terms. However, the ACS records only provide information on family size,
age, ethnicity, sex, education and poverty gap (a family poverty measure). Meanwhile, considering
the substantive analysis goal, the variables describing the number of elder people in the family, the
number of children in the family, and the family size, as well as their interactions with poverty gap
are recommended by the survey organizers to be included into the weighting process to balance the
distribution discrepancy with the population.
To generate classical weights, we select the raking factors that could affect the selection and
response, including sex, age, education, ethnicity, poverty gap, the number of children in the family,
the number of elder people in the family, the number of working aged people in the family, the
two-way interaction between age and poverty gap, the two-way interaction between the number of
persons in the family and poverty gap, the two-way interaction between the number of children in
the family and poverty gap, and the two-way interaction between the number of elder people in
the family and poverty gap. We collect the marginal distributions from ACS and implement raking
adjustment. The generated weights have to be trimmed due to some extreme values.
However, it is possible that the subjective weighting adjustment includes some variables or
interactions that are not essentially predictive or does not take account for all the important factors
that could be of substantive interest later. The raking adjustment assumes that these factors are
independent. This will cause biased domain inference if the correlation structure in the sample is
different from that in the population. Ideally, we should match based on the joint distribution of
these weighting related variables. However, small cell sizes or empty under the deep interactions
will lead to extremely large weights that need cell collapsing.
The problems we face with classical weighting for the LSW baseline survey are reflective of
problems for most operational weighting practice in real-life surveys, which are often complicated
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with complex designs, longitudinal structure or multi-stage response mechanisms. The ad-hoc de-
cisions that often go into classical weighting schemes can result in different practitioners generating
different sets of weights for the same survey. In order to avoid the need for subjectivity it is im-
portant to propose a model-based weighting procedure that allows the data to select weighting
factors. We would like to incorporate these weighting variables into the model for survey outcomes
for efficiency gains, model their high-order interaction terms under regularized prior setting and
generate the weights that can be equally treated as classical weights. Large number of weighting
variables and deep interactions will cause small weighting cells based on the cross-tabulation. The
small weighting cells call for statistical adjustment for smoothness and stability.
MRP have achieved success for domain estimation at much finer levels. Borrowing the strength
of hierarchical modeling framework with informative prior distribution, we should be able to obtain
the estimate after smoothing the sparse cells. Poststratification via census information will match
the estimate from the sample to the population. The combination of regression and poststratifica-
tion is similar with the endogenous poststratification concept (Breidt, 2008; Dahlke et al., 2013).
We introduce the MRP framework in detail.
3. Method
3.1. Multilevel regression and poststratification
In the basic setting, we are interested in estimating the population distribution of the survey
outcome y. When the weighting process is transparent, we can directly include the weighting
variable X into regression modeling for the survey outcome y. Here X is a q-dimensional vector
of variables that affect the sampling design, nonresponse and coverage. Conditional on X, the
distribution of inclusion indicator I is ignorable. Under MRP, the weighting variables X are
discretized, and their cross-tabulation constructs the poststratification cells j, with population cell
sizes Nj and sample cell sizes nj , where J is the total number of poststratification cells (Little,
1991, 1993; Gelman and Little, 1997; Gelman and Carlin, 2001). Then the total population size is
N =
∑J
j=1Nj , and the sample size is n =
∑J
j=1 nj .
Poststratification inference is different from design-base inference under stratified sampling by
the fact that nj ’s are now random functions of the sampling distribution I. In repeated sampling
of I, there is a nonzero probability that nj = 0 for some j. The usual resolution of this problem is
to condition on nj ’s observed in the realized sample, however, the sample inference is not design-
unbiased conditionally on nj ’s. The MRP framework assumes a model for nj ’s and preserves design
consistency.
The poststratification implicitly assumes that the units in each cell are included with equal
probability. Suppose θ is the population estimand of interest, such as the overall or domain mean,
and it can be expressed as a weighted sum over any subset or domain D of the poststrata,
θ =
∑
j∈DNjθj∑
j∈DNj
, (3.1)
where θj is the corresponding estimand in cell j. The proposed poststratified estimator will be of
the general form,
θ˜PS =
∑
j∈DNj θ˜j∑
j∈DNj
, (3.2)
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where θ˜j is the corresponding estimate in cell j. Various modeling approaches can be used to esti-
mate the cell estimates, such as the flexible nonparametric Bayesian models and machine learning
algorithms. Here, we illustrate using a hierarchical regression model.
In practice, survey weights are attached to each unit, even though they are not attributes of
individual units. It is natural to generate unit-level weights based on the entire survey design, and
use the weighted averages of the form, such as θ˜ =
∑n
i=1wiyi/
∑n
i=1wi. Our goal here is to obtain
an equivalent set of unit-level weights wi through a model-based procedure for the estimation of θ˜
PS
to connect weighting and poststratification. Therefore, regression models can be used to obtain θ˜j ,
poststratification accounts for the population information, and model-based weights are re-derived
via model (3.2).
In classical regression models, full poststratification is a special case, where the cell estimates are
computed separately for each cell without any pooling effect, i.e., no pooling. For example, if we are
interested in the population mean, then the cell means will be used as the cell estimates. Generally,
classical regression models are conducted on cell characteristics without going to the extreme fitting
separately for each cell. If more interactions among the characteristics are included, the resulted
weights become more variable. On the other side, complete pooling ignores the heterogeneity among
cells. Hierarchical regression models will smooth the variable estimates under partial pooling.
Gelman (2007) uses the exchangeable normal model as an illustration and shows that the
poststratification estimate θ˜PS for population mean can be expressed as a weighted average between
the cell means and the global mean, which yields the unit weights, also as a weighted average
between the completely smoothed weights, wj = 1, and the weights from full poststratification,
wj = (Nj/N)/(nj/n). Hierarchical poststratification is approximately equivalent to shrinkage of
weights through the shrinkage of the parameter estimates. The degree of shrinkage goes to zero as
the sample increases, which implies that estimates from the model are design-consistent. However,
further developments are necessary to handle large number of cells and deep interactions, and
rigorously evaluate the performance of model-based weights.
In our application of the LSW study, the weighting variables include age (5 categories), ethnic-
ity/race (5 categories), education (4 categories), sex (2 categories), poverty measure (5 categories),
family size (4 categories), number of elder people (3 categories) and number of children (4 cate-
gories), in the family, and this results in J = 5× 5× 4× 2× 5× 3× 4× 4 = 48,000 poststrata. The
majority of the poststratification cells will be empty or sparse due to limited sample size (2,002).
The sample cell sizes are unbalanced. Often cells are arbitrarily collapsed or combined (Little, 1993)
without theoretical justification. Recent model-based weighting smoothing procedures across cells
could not handle such sparse cases (Elliott and Little, 2000). Xia and Elliott (2016) introduced
a Laplace prior for weight smoothing across a modest number of poststrata based on inclusion
probabilities but ignored the weighting variables and their hierarchy structure. Using the MRP
framework, we account for the variable hierarchy structure to smooth and pool the estimates across
the sparse and unbalanced cell sizes with a novel set of prior distributions.
3.2. Structured prior distribution
We introduce a structured prior distribution to improve MRP under the sparse and unbalanced cell
structures, thus yielding stable model-based survey weights that account for design information.
For now, suppose the population distribution of X is known, that is, we can obtain Nj ’s from the
external data to describe a joint distribution of the weighting variables. Extension to unknown Nj ’s
is discussed in Section 6. In practice, the number of poststratification cells J can be large, even
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much larger than the sample size n. The weighting variables could affect the inclusion through
a complex relationship or a differential response mechanism. Deep interactions are essential for
complex relationship structure, but we cannot include all and have to select the predictive main
effects and interactions.
Suppose the collected survey response is continuous, yi, for i = 1, . . . , n, and we are interested
in the population mean y¯ estimation. We use (X1, . . . , XJ)> to represent the J × q predictor
matrix in the population under the poststratification framework. For illustration, assume a normal
distribution,
yi ∼ N(θj[i], σ2y), (3.3)
where j[i] denotes the cell j that unit i belongs to. We can also consider unequal variances, allowing
the cell scale σy to vary across cells, indexed as σj . For the prior specification of θj , one choice
can be θj = X
jβ, and β is assigned with some prior distribution. In the hierarchical regression
example of Gelman (2007), a multivariate normal distribution is considered, y ∼ N(Xβ,Σy) and
β ∼ N(0,Σβ), where the covariates include all main effects and a few selected two-way interactions
in X and the covariance matrix Σβ is diagonal with different scales. However, the model is subject
to misspecification, and the generated weights could be negative.
Since Xj consists different level indicators of the q discrete weighting variables, we can express
the population cell mean θj as
θj = α0 +
∑
k∈S(1)
α
(1)
j,k +
∑
k∈S(2)
α
(2)
j,k + · · ·+
∑
k∈S(q)
α
(q)
j,k , (3.4)
where S(l) is the set of all possible l-way interaction terms, and α
(l)
j,k represents the kth of the l-way
interaction terms in the set S(l) for cell j. For example, α
(1)
j,k ’s with k ∈ S(1) refer to the main effects,
α
(2)
j,k ’s with k ∈ S(2) being the two-way interaction terms, for cell j. This decomposition covers all
possible interactions among the q weighting variables. When the cell structure is sparse, variable
selection is necessary. In practical application, we recommend the initial inclusion of covariates
and interactions with substantive importance and scientific interest in Model (3.4) and perform
Bayesian variable selection under the proposed structured prior setting.
We induce structured prior distributions to be able to handle deep interactions and account
for their hierarchy structure, where the high-order interaction terms will be excluded if one of the
corresponding main effects is not selected. Larger main effects often lead to larger effects of the
involved interaction terms. Ideally, more shrinkage should be put on the high-order interactions
than that on the main effects, and the prior setting should reflect the nested structure. The challenge
embodies the problem in Bayesian inference for group-level variance parameters in an ANOVA
structure (Gelman, 2005, 2006). Volfovsky and Hoff (2014) introduce a class of hierarchical prior
distributions for interaction arrays that can adapt to potential similarity between adjacent levels,
where the covariance matrix for the high-order interactions is assumed as a Kronecker product of
the covariance matrices of main effects after adjusting relative magnitudes. Our proposal extends
by inducing more structure among the variance parameters, more shrinkage and smoothing effect
to handle extremely large number of cells with unbalanced sizes than the generally balanced setting
in Volfovsky and Hoff (2014), and improves the computation performance.
We start with independent prior distributions on the regression parameters α:
α
(l)
j,k ∼ N(0, (λ(l)k σ)2),
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where λ
(l)
k represents the local scale and σ is the global error scale, for k ∈ S(l) and l = 1, . . . , q.
The error scale is the same across the main effects and high-order interactions, while the local scales
are different. The shrinkage effect is induced through the specification of local scales. We assume
the local scale of high-order interactions is the product of those for the corresponding main effects
after adjusting relative magnitudes.
λ
(l)
k = δ
(l)
∏
l0∈M(k)
λ
(1)
l0
,
where δ(l) is the relative magnitude adjustment and M (k) is the collection of corresponding main
effects that construct the kth l-way interaction in the set S(l). For example, the local scale of the
three-way interaction among age, sex, and education, middle-aged men with college education, will
be the product of those for the main effects on age, sex, and education, that is, the product of the
local scale parameters for middle aged, men, and college educated, respectively.
We use the following hyperpriors on the scale parameters:
error scale: σ ∼ Cauchy+(0, 1)
local scale for main effects: λ
(1)
k ∼ N+(0, 1)
local scale for high-order interactions: λ
(l)
k = δ
(l)
∏
l0∈M(k)
λ
(1)
l0
(3.5)
relative magnitude for high-order interactions: δ(l) ∼ N+(0, 1), for l = 2, . . . , q.
Here Cauchy+ and N+ denotes the positive part of the Cauchy and normal distributions, respec-
tively. Gelman (2006) proposes the half-Cauchy prior for the scale parameter in hierarchical models,
which has the appealing property that it allows scale values arbitrarily close to 0, with heavy tails
allowing large values when supported by the data. When λ
(l)
k is close to 0, the posterior samples
of α
(l)
j,k are shrunk towards 0. The scale parameter for the high-order interaction terms will be 0
if any of the related scale parameters for the main effects is 0. The overall regularization effect is
determined by the error scale and the multiplicative scale parameters of the corresponding main
effects. We assign a noninformative prior distribution to the intercept term and weakly informative
prior distributions to the two global error scale parameters (σy, σ), where σy ∼ Cauchy+(0, 5).
Our proposed prior specification features the group selection of all possible level indicators
for the same variable, similar to the group lasso (Yuan and Lin, 2006). We achieve the goal of
variable selection under the similar specification with the Horseshoe prior distribution (Carvalho
et al., 2010) and improve by setting up group selection and multiplicative scales for high-order
interactions for sparsity gains. We introduce weakly informative half-Cauchy prior distributions
to error scales and informative half-normal prior distributions to the local scale parameters, in
the same spirit as in Piironen and Vehtari (2016), to improve parameter shrinkage estimation
and computation efficiency. When the posterior estimation of the scale parameter is close to 0,
indicating the variable is not predictive; post-processing can be done to exclude the variable from
poststratification cell construction for dimension reduction. This class of priors allows for variable
selection in high dimension and keeps the hierarchical structure among main effects and interactions.
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3.3. Model-based weights
We can re-express (3.4) and (3.5) as the exchangeable normal model:
θj ∼ N(α0, σ2θ), σ2θ =
q∑
l=1
∑
k∈S(l)
(λ
(l)
k σ)
2. (3.6)
Conditional on the variance parameters, the posterior mean in the normal model with normal
prior distribution is a linear function of data; thus we can determine equivalent weights w∗i ’s so
that one can re-express the smoothed estimate
∑J
j=1Nj/Nθ˜j as a classical weighted average,∑n
i=1w
∗
i yi/
∑n
i=1w
∗
i . Combining the posterior mean estimates for θj and the model-based esti-
mate given in Model (3.2), Gelman (2007) derives the equivalent unit weights in cell j that can be
used classically.
wj ≈
nj/σ
2
y
nj/σ2y + 1/σ
2
θ
· Nj/N
nj/n
+
1/σ2θ
nj/σ2y + 1/σ
2
θ
· 1, (3.7)
where the model-based weight is a weighted average between full poststratification without pooling
(weights of (Nj/N)/(nj/n)) and complete pooling (weights equal to 1). The pooling or shrinkage
factor is 1/(1 + njσ
2
θ/σ
2
y), which depends on the group and individual variances as well as sample
size in the cell. The model-based weights are random variables, and fully Bayesian inference will
propagate the corresponding variability. We collect the posterior mean values and treat as the
weights that can be used the same as classical weights.
3.4. Computation
The Bayesian hierarchical prediction and weighting inference procedure is reproducible and scal-
able. We implement the proposed structured prior distributions in the open source R package
rstanarm (Goodrich and Gabry, 2017). The computation codes are available online (Si et al.,
2017) for public use. We present the example code for the real data application in Appendix A
to demonstrate the user-friendly and efficient computation interface, where survey practitioners
can straightforwardly use and adapt. The fully Bayesian inference is realized via Stan. As open
source and user-friendly software, Stan contributes to the wide application of Bayesian modeling.
Survey practitioners resist model-based approaches mainly due to computation burden. However,
model-based methods are ready to face the new challenges on big survey data, such as unbalanced
cell structure, combining multiple surveys and analyzing streaming data. The development of Stan
can improve the generalization of model-based approach and provide the computational platform
for the unified survey inference framework.
In our implementation, the Markov chain Monte Carlo samples mix well and the chains con-
verge quickly. The fast computation speed widens the usability of model-based survey inference
approaches. The proposed prior specification improves the stability for smoothed weights under
partial pooling. To illustrate the capability of variable selection and hierarchy maintenance and
the resulting efficiency gains, we compare the posterior estimation with that under independent
prior setting but without the multiplicative scale constraint, which is similar with Horseshoe prior
under group specification, called as independent prior distributions in the paper. We compare the
model-based weights with classical weights in Section 4 and 5 to demonstrate the calibration for
design-based properties. Furthermore, we illustrate the proposed improvement for domain estima-
tion under unbalanced and sparse sample cell structure.
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4. Simulation studies
We consider two main simulation scenarios: slightly unbalanced structure with a moderate number
of poststratification cells and very unbalanced structure with a large number of poststratification
cells. We evaluate the statistical validity of the model-based and weighted estimation for the finite
population and domain inference to demonstrate the improved capability to solve the classical
weighting problems. We consider model-based predictions under the structured prior (Str-P) and
the independent prior (Ind-P) distributions. For weighted inference, we evaluate the estimation
after applying the model-based weights under structured prior (Str-W) setting, model-based weights
under independent prior (Ind-W) distributions, weights obtained via raking adjustment (Rake-W),
classical poststratification weights (PS-W), and inverse probability of selection weighting (IP-W).
We present the graphical diagnosis tools to compare the weights and weighted inference.
We borrow 2011 ACS survey of NYC adult residents treating it as the “population”, and ran-
domly draw samples out of it according to a pre-specified selection model without nonresponse.
We collect covariates from ACS and simulate the outcome variable to obtain the true distribution
as a benchmark. We implement the raking procedure by balancing the marginal distributions of
the weighting variables in the selection model and generate the raking weights. The classical post-
stratification weights Nj/nj ’s are obtained by matching the selected sample cell indices with those
of the population cells. The selection model can provide the inverse probability of selection weights
by matching the sampled unit indices. We also generate model-based weights under independent
prior distributions for the main effects and high-order interaction terms of the ACS variables. The
generated weights are normalized to average 1 for comparison convenience.
4.1. Slightly unbalanced structure
We first handle slightly unbalanced structure when the number of poststratification cells and the
sample cell sizes are moderate. We implement repeated sampling process to investigate the fre-
quentist properties of model-based predictions and weighted inferences. With little shrinkage effect
on high-order interactions, the model-based prediction and weighting with structured prior distri-
butions have similar performance with that under independent prior distributions, while outper-
forming the classical weighting approaches.
Assume three weighting variables are included in the selection and outcome models: age, eth-
nicity, and education. We discretize the three variables in ACS as age (18–34, 35–44, 45–54, 55–64,
65+), eth (non-Hispanic white, non-Hispanic black, Asian, Hispanic, other), and edu (less than
high school, high school, some college, bachelor degree or above). The number of poststratification
cells is 5 × 5 × 4 = 100. We assume the outcome depends on deep interactions, including all the
main effects, two-way and three-way interaction terms among the three weighting variables; and
the selection indicator depends on the three main effects. The specific values of the coefficients
are given in Tables B.2–B.3 in Appendix B. The values are set to reflect the strong correlations
between the covariate and dependent variables. And the effects are not necessarily similar across
the adjacent factor levels, different from the scenarios in Volfovsky and Hoff (2014). The error
scale in the outcome model is set as 1, where the true value is always fully recovered from the
posterior estimation. The data generation model is different from the estimation model, but the
latter is flexible enough to cover the former since the dependency structure will be recovered by
the estimation. The proposal is robust against model misspecification.
We repeat the sampling for 500 times. The sample sizes vary between 2141 and 2393 with
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median 2288. Empty sample cells occur with spread-out selection probabilities (ranging from 0.001
to 0.269) over the repeated sampling process. The number of occupied cells in the sample is between
80 and 93 with median 87. The slightly unbalanced cell structure is common in practical surveys
with simple and clean sampling design. The population quantities of interest include the overall
mean, domain means across the 13 (= 5 + 4 + 4) marginal levels of three weighting variables and
domain mean for nonwhite youths (an example of interaction between age and ethnicity). We
examine the absolute value of estimation bias, root mean squared error (RMSE), standard error
(SE) approximated by the average value of standard deviations (Ave. SD) and nominal coverage
rate of the 95% confidence intervals.
The outputs in Figure 4.1 show that the model predictions have the smallest RMSE, the small-
est SE with reasonable coverage rates, and comparable bias among all the methods. All variables
affecting the outcome and selection mechanism are included in the modeling to satisfy the Bayesian
principle for ignorable sampling mechanism. The model will predict all the cell estimates includ-
ing the empty cells in the sample, fully using the population information and poststratification
cell structure. The weighting inference is conditional on the observed units within occupied cells,
and thus less efficient than the model predictions. Generally, the model-based weighting inference
has smaller RMSE and SE but more reasonable coverage rates than that with classical weighting.
Raking adjustment is not valid for the domain estimation with large bias, large RMSE and poor
coverage, even though the selection mechanism depends on only the main effects. The inverse prob-
ability of selection weighting inference tends to have large SE but low coverage rates, especially for
domain estimation. The poststratification weighting inference is close to the model-based weighting
estimation since the domain sizes are modestly large. The cell shrinkage effect towards no weighting
is small (between 0 and 0.19 with mean 0.05) under slightly unbalanced design. The number of
cases who are less than high school educated is small (around 80), resulting in large estimation
bias and SE for the weighting inferences, but not in model-based predictions. The model-based
predictions stabilize the small area estimation by smoothing.
Model prediction performs well and similarly under the structured prior distribution or inde-
pendent prior distribution. This is expected due to the small shrinkage effect. The cell structure
is slightly unbalanced, and the outcome and selection models depend on all the main effects and
high-order interaction terms. But the structured prior setting yields more efficient inference than
the independent prior setting with smaller SE. This improvement is obvious in the very unbalanced
design as shown in the following simulation of Section 4.2.
Additionally, we considered nine cases with different survey outcome models and sample selec-
tion models depending on various predictors as in Table B.1 in Appendix B. The specific values
of the coefficients are given in Tables B.2–B.3. The conclusions are consistent that the model-
based prediction and weighting yield more efficient and precise inference than that under classical
weighting, in particular for domain estimation.
4.2. Very unbalanced structure
Complex sampling design and response mechanisms tend to create very unbalanced data structures
where most poststratification cells are sparse and empty. The proposed structured prior setting
brings in strong regularization effect to stabilize the model prediction and improves the estimation
efficiency, especially for domain estimation, outperforming the independent prior distributions. The
posterior inference on scale parameters can inform variable selection to improve model interpre-
tation. When the main effects are not predictive, neither are the related high-order interactions.
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Figure 4.1: Comparison of prediction and weighting performances on validity of finite population
inference under slightly unbalanced design. The y-axis denotes different groups for the mean esti-
mation. The x-axis includes two model-based prediction methods (Str-P, Ind-P), two model-based
weighting methods (Str-W, Ind-W), and three classical weighting methods (PS-W, Rake-W, IP-
W). Str-P: model-based prediction under the structured prior; Ind-P: model-based prediction under
the independent prior distribution; Str-W: model-based weighting under structured prior; Ind-W:
model-based weighting under independent prior distribution; Rake-W: weighting via raking adjust-
ment; PS-W: poststratification weighting; and IP-W: inverse probability of selection weighting. The
plots show that the model-based predictions outperform weighting with the smallest RMSE, the
smallest SE, reasonable coverage rates, and comparable bias among all the methods. Model-based
weighting inference has smaller RMSE and SE but more reasonable coverage rates than that with
classical weighting.
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However, the posterior inference with independent prior distributions distorts the hierarchical struc-
ture between main effects and high-order interactions and hardly informs variable selection. The
classical weighting inferences are highly variable in the sparse scenario.
Following the LSW, we collect eight weighting variables in the 2011 ACS-NYC data that affect
sample inclusion: age (18–34, 35–44, 45–54, 55–64, 65+), eth (non-Hispanic white, non-Hispanic
black, Asian, Hispanic, other), edu (less than high school, high school, some college, bachelor degree
or above), sex (male, female), pov (one household income or poverty measure, poverty gap under
50%, 50–100%, 100–200%, 200–300%, more than 300%), cld (0, 1, 2, 3+ young children in the
family), eld (0, 1, 2+ elders in the family), and fam (1, 2, 3, 4+ individuals in the family). The
number of unique cells occupied by this classification is 8874, while the number of poststratification
cells constructed by the full cross-tabulation is 48,000.
In the simulation described in Table B.4 and Table B.5, the selection probability depends on the
main effects of all variables, while the outcome depends on the main effects of five variables. The
cell selection probabilities will be clustered, where some cells have the same selection probabilities.
The error scale in the outcome model is set as 1. The selection probabilities fall between 0 and 0.90
with average 0.12, and we select 6374 units. Even though the sample sizes are large, the simulation
creates a very unbalanced structure. The majority of the cells are empty, and 1096 of 1925 selected
cells have one unit. Starting from an estimation model with sparsity, we assume the Model (3.4)
for the cell estimations includes the main effects of the eight variables, eight two-way interactions
and two three-way interactions. These terms are potentially important factors for weighting from
the survey organizer’s view. Our proposal can provide the insight of variable selection and then
facilitate dimension reduction.
When only main effects are predictive, the posterior median values under the structured prior
setting for the scales of the cld, eld, and fam are small (0.002, 0.003, 0.000), and the posterior
median values for the scales of all high-order interactions are close to 0 (with magnitude smaller
than or around 0.0001). The posterior mean of the error scale is 0.99 with SE 0.008, close to the
true value 1. This is consistent with the simulation design. With independent prior distributions,
however, the hierarchical structure between the main effects and high-order interaction terms is
ignored. The posterior samples of scale parameters of the high-order interactions can be larger than
that of the main effects. It is unclear about their predictive power and then hard to decide which
terms to be selected. The posterior samples of the variance parameters under the independent
prior distributions tend to be highly variable with heavy tails. For example, the variances of
the main effects of age and sex have extremely large sampled values (14496 and 390000) and
skewed distributions. For variables with a small number of levels, such as sex, the group-level
variance estimation is sensitive to the prior distribution, and the independent prior distribution
cannot regularize well. The structured prior distribution performs better by assuming the prior
distributions share some common parameter and using more information for estimation, and then
is able to stabilize the variance estimation. The structured prior setting yields more stable inference
than the independent prior, and moreover can facilitate variable selection.
The proposed structured prior setting suggests that we exclude the nonpredictive main effects
and high-order interactions from the regression model for cell estimates, by either post-processing
the posterior samples of the corresponding scales and coefficients to be 0 or refitting the updated
model. In the simulation design, three variables affect the selection probability but are not related
with the outcome. Inclusion of these variables into the regression model will increase the infer-
ence variability. The poststratification cell structure accounts for the eight variables to meet the
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Figure 4.2: Comparison of generated weights after logarithm transformation and weighted outcome
distributions under a very unbalanced design. Str-W: model-based weighting under structured prior;
Rake-W: weighting via raking adjustment; and IP-W: inverse probability of selection weighting.
Sample: sample distribution of the outcome; and POP: population distribution of the outcome.
The model-based weights are more stable and generate a more smoothed outcome distribution after
weighting than the raking weights and the inverse probability of selection weights.
ignorable sampling assumption. Further modification could be the exclusion of the three variables
from the poststratification, which could make the assumption of ignorable sampling vulnerable but
have efficiency gains. This is a tradeoff between efficiency and robustness that needs balance based
on substantive interest. The selection of survey outcome variables in the weighting process needs
further investigation, which we will elaborate in Session 6. We compared the inference with that
after excluding the nonpredictive terms and obtained similar outputs for the finite population and
domain estimation, since the parameter estimates are close to 0 for the nonpredictive terms. Here
we present the outputs keeping such variables in the poststratification cell construction and the
regression model.
First, we compare the generated weights by the model-based and classical methods. We collect
the posterior samples of generated weights and present the posterior mean as the model-based
weights. The model-based weights have smaller variability and narrower range than the classical
weights, as shown in Figure 4.2. The iterative proportional fitting procedure does not coverage
after the default 10 iterations that needs increasing. We examine the distribution of the outcome
after accounting for the weights and compare with the population and sample distribution in
the right plot of Figure 4.2. The sample distribution differs from the population distribution by
underestimating the outcome values. The weighted distribution shifts towards the true population.
The outcome distributions after weighting are similar among the model-based and classical methods,
and the model-weights generate a smooth distribution of outcomes. This is reasonable as we expect
the model-based weights perform similarly with classical weights on point estimation but improve
efficiency by reducing the variability. The shrinkage effect under the structured prior distribution
is large, between 0.86 and 1.00 with mean 0.90. The very unbalanced cell structure needs strong
smoothing effect across cells. The model-based weights under the structured prior and independent
distributions have similar distributions with the poststratification weights, so the latter two sets of
weights are omitted in Figure 4.2.
We examine the inference for the overall mean and domain means across the marginal levels
and for nonwhite young adults. The conclusions are the same as that in Section 4.1. Model-based
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Figure 4.3: Efficiency comparison of prediction and weighting performances on finite population
domain inference under a very unbalanced design. The left plot examines the mean estimation across
the margins defined by the eight weighting variables. The right plot presents the population cell mean
estimation. The model-based weighting and prediction under the structured prior distribution yield
smaller SE than those under independent prior. Model-based weighting yields smaller SE than
poststratification weighting.
prediction outperforms weighting inference with smallest bias and SE. The benefit can be explained
by that the model uses the population information for empty cell prediction under regularization.
Model-based weighting inference has smaller SE than that with classical weighting. Even when
the selection probabilities depend on only main effects, raking yields small bias but performs badly
with large SE.
Under the very unbalanced design, the model-based weighting inference under structured prior
setting is more efficient than that under independent prior setting or with poststratification weights.
We compare the SE of the marginal mean estimates of the eight weighting variables from the three
weighting methods and plot the relative ratios in the left plot of Figure 4.3. The model-based
weighting inference has smaller SE than the poststratification weighting, and the weighting under
structured prior setting has the smallest SE. Because the sample sizes and the domain sizes are
large and the data generation model is sparse, the model-based weighting inference has a little
but not much improvement over the poststratification weighting inference due to small smoothing
effect.
The model-based prediction and inference under the structured prior setting are more efficient
than that under the independent prior setting. The SEs are smaller with the structured prior than
those with the independent prior in the right plot of Figure 4.3. To demonstrate the efficiency gain,
we look at the SEs for the population cell estimates. The Bayesian structural inference generally
has smaller variability than that with independent prior, especially in the sparse scenarios.
We assume different outcome and selection models with different covariates with scenarios
summarized in Table B.4 and achieve the same evaluation conclusions.
5. Application to Longitudinal Study of Wellbeing
With the background introduced in Section 2, we apply the prediction and weighting inference
to the NYC Longitudinal Study of Wellbeing. We match the LSW to the adult population via
the ACS. We would like to conduct finite population and domain inference and generate weights
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allowing for general analysis use. The outcome of interest is the self-reported score of life satisfaction
on a 1–10 scale. We model the outcome as normally distributed, which is not quite correct given
that the responses are discrete, but should be fine in practice for the goal of estimating averages.
We first include the same eight weighting variables to construct the poststratification cells and
use the same estimation model as those in Section 4.2 under the structured prior setting. The
posterior inference shows that the variables sex, cldx, eldx, and psx are not predictive, and neither
are the related high-order interactions. The scale estimates of such terms have posterior median
values close to 0 and several large values as long tails. The posterior samples of scales for several
high-order interactions among the remaining four variables concentrate around 0, showing these
quantities are not predictive. Another complexity is that, for the sample cells of the LSW, the
corresponding population cells are not available in the ACS data. This could happen because the
sampling framework is not the ACS survey. The population information is unknown for such cells,
and untestable assumptions have to be made. The model fitting improves after variable selection
when we check the prediction errors for cell estimates.
Hence, we use four weighting variables after selection, age, eth, edu and pov, which constructs
500 poststratification cells. The 2002 units in the LSW spread out in 359 cells. The largest sample
cell has 86 units, while 92 cells have only one unit. The covariates in the model (3.4) for cell
estimates include the main effects of the four variables, five two-way interactions (age * eth, age *
edu, eth * edu, age * inc and eth * inc), and two three-way interactions (age * eth * edu and age *
eth * inc). We implement the fully Bayesian inference with the structured prior distributions. We
are interested in estimating the average score of life satisfaction for overall and several subgroups
of NYC adults, and construct weights for general analysis purposes using the LSW.
The posterior median of the unit scale inside cells σy is 1.93 with 95% credible interval [1.87, 1.99].
The posterior median of the group variance σ2θ is 0.63 with 95% credible interval [0.42, 1.04]. These
lead to moderately large shrinkage effects between 0.11 and 0.90 with mean 0.30 across cells. The
moderate shrinkage effect makes sense based on the four weighting variables and up to three-way
interactions being included. The posterior mean values of the model-based weights are presented
in the left plot of Figure 5.1. We can generate the raking weights after adjustment for the marginal
distributions of the four weighting variables and poststratification weights based on the ACS data.
The population information is obtained after applying the ACS personal weights.
Comparing with the classical weights, our model-based weights have smaller variability with
standard deviation 0.32 and the ratio of the maximum and minimum value 3.87, and these values
are much smaller than those for the raking and poststratification weights, as shown in Table 5.1.
The right plot in Figure 5.1 shows the distribution of the lift satisfaction score after weighting. The
model-based weighted distributions and classically weighted distributions are similar as expected,
which is consistent with the results in Section 4.2. The weighting process adjusts for the sample
distribution by upweighting the high scores and downweighting the low scores. The LSW oversam-
ples poor residents who tend not be satisfied with life, and the weighting adjustment balances the
discrepancy.
Table 5.1 and Figure 5.2 present the finite population and domain inference. The average score
of life satisfaction for NYC adults is 7.24 with standard error 0.05, predicted by the structural
model. The estimate is similar with that under model-based weighting and raking inferences, but
lower than the poststratification weighting inference. However, the difference is not significant.
For example, the structural model predicts the average score of life satisfaction for middle-aged,
college-educated whites with income more than three times the poverty level as 7.40 with standard
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Figure 5.1: Comparison of generated weights after logarithm transformation and weighted distribu-
tions of life satisfaction score in the LSW. Str-W: model-based weighting under structured prior;
Rake-W: weighting via raking adjustment; IP-W: inverse probability of selection weighting, and
Sample: sample distribution of the outcome. The weighted distributions are similar between model-
based weights and classical weights, but model-based weights are more stable than classical weights.
Table 5.1: Comparison of prediction and weighting performances on estimating various domain
averages for life satisfaction in the LSW. Str-P: model-based prediction under the structured prior;
Str-W: model-based weighting under structured prior; Rake-W: weighting via raking adjustment;
and PS-W: poststratification weighting.
Str-P Str-W Rake-W PS-W
SD of weights / mean of weights 0.32 0.66 0.80
Max weight / min weight 3.87 81.28 274.65
Overall average for NYC adults (n = 2002)
Est 7.24 7.23 7.24 7.30
SE 0.05 0.05 0.05 0.06
Average for middle-aged, college-educated whites with poverty gap > 300% (n = 222)
Est 7.40 7.34 7.34 7.34
SE 0.10 0.11 0.11 0.11
Average for elders with poverty gap < 200% (n = 154)
Est 7.37 7.52 7.49 7.53
SE 0.15 0.18 0.19 0.22
Average for blacks with poverty gap < 50% (n = 57)
Est 7.01 7.16 7.30 7.16
SE 0.18 0.26 0.28 0.29
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Figure 5.2: Comparison of predictions and weighting performances on estimating life satisfaction
score across the margins of four weighting variables in the LSW. Str-P: model-based prediction under
the structured prior; Str-W: model-based weighting under structured prior; Rake-W: weighting via
raking adjustment; and PS-W: poststratification weighting. Model-based predictions and weighting
generate different estimates for several subsets and are generally more efficient comparing with
classical weighting.
error 0.10, higher than that under weighting inferences. Nevertheless, the predicted scores for elder
with relatively low income (7.37 with SE 0.15) and low-income black New Yorkers (7.01 with SE
0.18) are lower than those under weighting inferences. The discrepancy could be explained by the
nonrepresentativeness of the LSW and the deep interactions included by the model. The subgroup
of individuals who are middle-aged, college-educated whites may be undercovered in the LSW—as
empty poststratification cells occurring—with overcoverage among elderly poor blacks. Weighting
the collected samples cannot infer or extrapolate inference on those who are not present in the
survey. Though the differences are not significant, inferences conditioning on the collected samples
are not design-consistent, especially for the empty cell estimates. Figure 5.2 shows the model-based
prediction yields higher score for young, highly educated and Hispanic NYC adults, but lower score
for those with poverty gap < 50%, comparing with the weighted inference.
The SEs are similar for the overall mean estimation between predictions and various weighting
inferences because of the large sample size. For domain estimation, the model-based prediction and
weighting are more efficient than that with raking and poststratification weighting, and the model-
based prediction has the smallest standard error. The efficiency gains of model-based prediction and
weighting are further demonstrated by domain mean estimation for life satisfaction scores across
the marginal levels of four weighting variables, shown in Figure 5.2. The model-based prediction
and weighting particularly improve small domain estimation and increase the efficiency.
Survey practitioners often compare the weighted distribution of socio-demographics with the
population distribution to check the weighting. While weighting diagnostics need further research
and management, we follow this routine to compare the model-based and classical weights. We
calculate the Euclidean distances between the weighted distributions and the population distri-
bution for the main effects and high-order interactions among the four weighting variables in the
LSW, shown in Table B.6 in Appendix B. The weighted distributions are generally close to the true
distributions. Raking focuses on adjusting for the marginal distributions of weighting variables but
distorts the joint distributions, where the dependency structure is determined only by the sample
without calibration. The poststratification weighting adjusts for the joint distribution, but empty
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cells in the sample present from the exact matching. The unbalanced cell structure yields unstable
inference. The model-based weighting smooths the poststratification weightings and outperforms
raking to match the distributions of three-way and four-way interaction terms. Practitioners often
rely the marginal distributions to evaluate weighting performances, thus in favor of raking. How-
ever, raking yields high variable and potentially biased inferences, shown in the Section 4, even in
the cases when raking adjustment is correct. Modification of model-based weighting to satisfy such
desire on matching marginal distributions will be a future extension to incorporate constrains.
6. Discussion
We combine Bayesian prediction and weighting as a unified approach to survey inference. Multi-
level regression with structured prior distributions and poststratification on the population infer-
ence yield efficient and design-consistent estimation. The computation is implemented via Stan
and disseminated through the R package rstanarm for public use, and the software development
promotes the model-based approaches in survey research and operational practice. We construct
stable and calibrated model-based weights to solve the problems of classical weights. This article
builds up the model-based prediction and weighting framework and serves as the first contribution
to evaluate the statistical properties of model-based weights and compare the performances with
classical weighting. Model-based weights are smoothed across poststratification cells and improve
small domain estimation.
The structured prior uses the hierarchical structure between main effects and high-order in-
teraction terms to introduce multiplicative constraints on the corresponding scale parameters and
informs variable selection. Model improvement can be done after post-processing the posterior
inferences. The Bayesian structural model yields more stable inference than that with independent
prior distributions. Furthermore, the unified prediction and weighting approach is well equipped to
deal with complex survey designs and big data in surveys, such as streaming data and combining
multiple survey studies.
The general MRP framework is open to flexible modeling strategies. In this article, we illustrate
by a regression model with all variables of interest and the high-order interactions and incorporate
structured prior distributions for regularization. Other approaches, such as nonparametric models
and machine learning tools, can be implemented under the MRP framework, being robust against
model misspecification. Si et al. (2015) use Gaussian process regression models to borrow informa-
tion across poststratification cells based on the distances between the inverse inclusion probability
weights. Further extensions include applying such flexible approaches to weight smoothing and
deriving the model-based weights.
The broad application opportunities come with various challenges that need further investi-
gation. The model-based weights are outcome dependent, which improves the efficiency but po-
tentially reduces the robustness. Survey organizers prefer a set of weights than can be used for
general analysis purpose, without being sensitive to outcome selection. We can compare different
weights constructed by several important outcomes and conduct sensitivity analysis. When the
model-based weights give different inference conclusions, we recommend choosing the set of weights
that generate the most reasonable results, with scientific reasoning and be consistent with the
population inference.
The weighted marginal distributions of the weighting variables are a bit different from the
population inferences, as in Section 5, which does not meet the usual weighting diagnosis standard
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of survey organizers. The model-weights tend to match the joint distribution of the weighting
variables to that in the population, but weight smoothing may bring in bias. Tradeoff constraints
can be induced to the model to match the marginal distributions.
Another practical challenge is that, the population distribution of the weighting variables may
be unknown, that is, the population poststratification cell sizes Nj ’s are unknown. A supplemental
model is needed to allow estimation of this information from the sample. When marginal distribu-
tions are available, Little and Wu (1991) discuss an equivalent model approach for raking. Auxiliary
variables or additional information on the population can be included in the Bayesian framework.
Some auxiliary variables’ population distribution may not be available in the census database, such
as the number of phones, and we can estimate from other surveys as reference samples.
The model-based predictions and weighting inferences need further extensions to handle dis-
crete outcomes, inference on regression coefficients and non-probability or informative sampling
designs (Kim and Skinner, 2013). It will be useful to link these ideas on survey inference with
biostatistical and econometric literatures on inverse propensity score and doubly robust weight-
ing (Kang and Schafer, 2007).
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A. Example code
Here we present code for the application described in the data. We have written a function
model based cell weights to calculate the model-based weights from a fitted rstanarm model.
model_based_cell_weights <- function(object, cell_table) {
stopifnot(
is.data.frame(cell_table),
colnames(cell_table) == c("N", "n")
)
draws <- as.matrix(object)
Sigma <- draws[, grep("^Sigma\\[", colnames(draws)), drop = FALSE]
sigma_theta_sq <- rowSums(Sigma)
sigma_y_sq <- draws[, "sigma"]^2
Ns <- cell_table[["N"]] # population cell counts
ns <- cell_table[["n"]] # sample cell counts
J <- nrow(cell_table)
N <- sum(Ns)
n <- sum(ns)
# implementing equation 7 in the paper (although i did some algebra first to
# simplify the expression a bit)
Nsy2 <- N * sigma_y_sq
ww <- matrix(NA, nrow = nrow(draws), ncol = J)
for (j in 1:J) {
ww[, j] <-
(Nsy2 + n * Ns[j] * sigma_theta_sq) / (Nsy2 + N * ns[j] * sigma_theta_sq)
}
return(ww)
}
# prepare population data: acs_ad has age, eth, edu and inc
acs_ad %>%
mutate(
cell_id = paste0(age, eth, edu, inc)
) -> acs_ad
acs_design <- svydesign(id = ~1, weights = ~perwt, data = acs_ad)
agg_pop <-
svytable( ~ age + eth + edu + inc, acs_design) %>%
as.data.frame() %>%
rename(N = Freq) %>%
mutate(
cell_id = paste0(age, eth, edu, inc)
) %>%
filter(cell_id %in% acs_ad$cell_id)
# prepare data to pass to rstanarm
# SURVEYdata has 4 weighting variables: age, eth, edu and inc; and outcome Y
dat_rstanarm <-
SURVEYdata %>%
mutate(
cell_id = paste0(age, eth, edu, inc)
)%>%
group_by(age, eth, edu, inc) %>%
summarise(
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sd_cell = sd(Y),
n = n(),
Y = mean(Y),
cell_id = first(cell_id)
) %>%
mutate(sd_cell = if_else(is.na(sd_cell), 0, sd_cell)) %>%
left_join(agg_pop[, c("cell_id", "N")], by = "cell_id")
# Stan fitting under structured prior in rstanarm
fit <-
stan_glmer(
formula =
Y ~ 1 + (1 | age) + (1 | eth) + (1 | edu) + (1 | inc) +
(1 | age:eth) + (1 | age:edu) + (1 | age:inc) +
(1 | eth:edu) + (1 | eth:inc) +
(1 | age:eth:edu) + (1 | age:eth:inc),
data = dat_rstanarm, iter = 1000, chains = 4, cores = 4,
prior_covariance =
rstanarm::mrp_structured(
cell_size = dat_rstanarm$n,
cell_sd = dat_rstanarm$sd_cell,
group_level_scale = 1,
group_level_df = 1
),
seed = 123,
prior_aux = cauchy(0, 5),
prior_intercept = normal(0, 100, autoscale = FALSE),
adapt_delta = 0.99
)
# model-based weighting
cell_table <- fit$data[,c("N","n")]
weights <- model_based_cell_weights(fit, cell_table)
weights <- data.frame(w_unit = colMeans(weights),
cell_id = fit$data[["cell_id"]],
Y = fit$data[["Y"]],
n = fit$data[["n"]]) %>%
mutate(
w = w_unit / sum(n / sum(n) * w_unit), # model-based weights
Y_w = Y * w
)
with(weights, sum(n * Y_w / sum(n)))# mean estimate
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Table B.1: Covariates in the outcome (O) and selection (S) models for slightly unbalanced design.
Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7
O S O S O S O S O S O S O S
age X X X X X X X X X X X X X X
eth X X X X X X X X X X X X
edu X X X X X X X X X X X
age*eth X X X X X X
age*edu X X X X X
eth*edu X X X
age*eth*edu X X X
B. Simulation designs
Here we present the simulation designs, coefficient values, and comparison on the weighted distri-
butions of socio-demographics as a supplement to Sections 4 and 5.
Table B.2: Assumed regression coefficients in the outcome model for the simulation using a slightly
unbalanced design.
All Main effects Two variables
age (0.5 1.375 2.25 3.125 4) (0.5 1.375 2.25 3.125 4) (0.5 1.375 2.25 3.125 4)
eth (-2 -1 0 1 2) (2 -1 0 1 2) ~0
edu (3 2 1 0) (3 2 1 0) (3 2 1 0)
age*eth (4 2 1 1 3 3 2 1 1 1 2 3 2 2
1 4 4 3 2 3 2 4 1 4 1)
~0 ~0
age*edu (-2 -1 2 2 1 -2 2 1 0 -2 1 -2
-1 2 1 -1 -1 2 0 2)
~0 (2 0 -2 -2 1 1 -1 -2 -2 -1 -1
1 0 -1 -1 2 2 1 -1 0 )
eth*edu (1 -2 0 -3 -1 0 -1 -2 0 -1 -3
-3 0 -1 -1 0 0 -1 0 -1)
~0 ~0
age*eth*edu (-1 -0.5 0.5 -1 -1 -0.5 -1 0
-1 0 -1 0 1 1 0.5 1 1 -1 -1 0
-1 -0.5 -0.5 -1 1 -1 -0.5 -1 1
0 0.5 0.5 1 0.5 1 1 1 0.5 1
0 0 -0.5 0 1 -1 -1 0 -1 -1 -1
-0.5 -0.5 0 1 -1 0 0 -0.5 1
-0.5 0.5 -1 1 0 1 0 -1 0 -0.5
1 -0.5 -1 -0.5 0 0.5 -0.5 1
0.5 -0.5 0.5 0 1 0 1 0.5 0.5
0.5 0 0 -0.5 1 -1 0 1 1 1 1
-0.5 -1 -1)
~0 ~0
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Table B.3: Assumed regression coefficients in the selection model for the simulation using a slightly
unbalanced design.
All Main effects Two variables
Intercept -2 -2 -2
age (-2 -1.75 -1.5 -1.25 -1) (0 0.5 1 1.5 2) (-2 -1.5 -1 -0.5 0)
eth (-1 -0.25 0.5 1.25 2) (-2 -1.5 -1 -0.5 0) (-1 -0.5 0 0.5 1)
edu (0 0.67 1.33 2) (0 1 2 3) ~0
age×eth (1 1 -1 1 -1 1 -1 0 0 -1 0 0
-1 1 0 0 -1 1 1 -1 -1 0 1 -1
1)
~0 (-1 1 1 1 -1 -1 -1 0 -1 -1 -1
-1 1 -1 -1 0 1 1 -1 1 -1 -1 1
0 0)
age×edu (0 1 -1 -1 0 1 1 0 1 0 1 -1
-1 1 1 -1 0 -1 1 1 )
~0 ~0
eth×edu (-1 -1 0 -1 -1 1 1 1 1 0 -1 0
-1 0 -1 1 0 -1 -1 -1 )
~0 ~0
age×eth×edu (0.8 -0.4 0.6 -0.2 0.8 0.2 0.4
0.8 0.4 -0.6 -0.8 -0.4 -0.8 -
0.4 0.4 -1 0.6 -0.8 -0.6 0.6
-0.2 0.2 0.6 -0.6 0 0 -1 -0.2
0.6 0.8 -0.4 0.2 -0.8 0.4 0.6
-0.6 0.8 0 0.2 -1 1 0.4 0 0.8
-0.2 0 0 0.6 -0.8 -0.8 -0.2
0.4 -1 -0.8 1 -0.2 0 0.8 0.6
0.8 -0.2 -0.2 -0.8 1 0.8 0.8
-0.4 -0.8 0.4 -0.4 1 -0.6 -1
-0.6 -0.2 1 1 -0.2 1 0.6 0.4
0.8 0.2 -0.2 -0.6 0 0.8 -0.4
0.4 0.4 0.6 -1 -0.8 -0.8 1 1
0.4 0.6 0.4 0.8)
~0 ~0
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Table B.4: Covariates in the outcome (O) and selection (S) models for a very unbalanced design.
Case 1 Case 2 Case 3 Case 4
O S O S O S O S
age X X X X X X X X
eth X X X X X X X X
edu X X X X X X X X
sex X X X X X X X X
pov X X X X X X X X
cld X X X X X
eld X X X X X X X
fam X X X X X X X
age*eth X X X X
age*edu X X X X
eth*edu X X X X
eth*pov X X X X
age*pov X X X X
pov*fam X X X X
pov*eld X X X X
pov*cld X X
age*eth*edu X X X X
age*eth*pov X X X X
Table B.5: Assumed regression coefficients in the outcome (O) and selection (S) models for a very
unbalanced design.
O S
age (2 0 -2 -2 1) (0 0.75 1.5 2.25 3)
eth (1 -1 -2 -2 -1) (-1 -0.5 0 0.5 1)
edu (-1 1 0 -1) (0 0.67 1.33 2)
sex (-1 2) (-1 0)
pov (2 1 -1 0 -1) (0 1 2 3 4)
cld ~0 (-1 -0.33 0.33 1)
eld ~0 (-2 -1 0)
fam ~0 (-1 -0.67 -0.33 0)
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Table B.6: Euclidean distances between the weighted distributions and the population distribution.
Str-W: model-based weighting under structured prior; Rake-W: weighting via raking adjustment;
and PS-W: poststratification weighting.
Str-W PS-W Rake-W
age 0.04 0.02 0.00
eth 0.08 0.06 0.00
edu 0.08 0.03 0.00
inc 0.02 0.02 0.00
age * eth 0.05 0.03 0.05
age * edu 0.05 0.02 0.05
age * inc 0.03 0.01 0.03
eth * edu 0.06 0.04 0.05
eth * inc 0.04 0.04 0.03
edu * inc 0.06 0.03 0.04
age * eth * edu 0.03 0.02 0.05
age * eth * inc 0.03 0.02 0.04
age * edu * inc 0.03 0.01 0.04
eth * edu * inc 0.04 0.02 0.04
age * eth * edu * inc 0.02 0.01 0.04
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