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ON THE GLOBAL EXISTENCE FOR THE AXISYMMETRIC
EULER-BOUSSINESQ SYSTEM IN CRITICAL BESOV SPACES
SAMIRA SULAIMAN
Abstract. This paper is devoted to the global existence and uniqueness results for the three-
dimensional Boussinesq system with axisymmetric initial data v0 ∈ B
5
2
2,1(R
3) and ρ0 ∈ B
1
2
2,1(R
3)∩
Lp(R3) with p > 6. This system couples the incompressible Euler equations with a transport-
diffusion equation governing the density. In this case the Beale-Kato-Majda criterion (see [2]) is
not known to be valid and to circumvent this difficulty we use in a crucial way some geometric
properties of the vorticity.
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1. Introduction and main result
The present paper is devoted to the mathematical study of the so-called Boussinesq system. This
system couples the incompressible Euler equations and a transport-diffusion equation governing
the density. It reads as follows
(1.1)

∂tv + v · ∇v +∇p = ρ ez , (t, x) ∈ R+ × R
3
∂tρ+ v · ∇ρ− κ∆ρ = 0
div v = 0
v|t=0 = v
0, ρ|t=0 = ρ
0.
Here, the velocity v = (v1, v2, v3) is three-component vector field with zero divergence. The
scalar function ρ denotes the density which is diffused by the flow and acts on the first equation
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of (1.1) in the vertical direction ez = (0, 0, 1). The pressure p is a scalar function which given
by the equation
∆P = −div(v · ∇v) + ∂zρ.
The coefficient κ ≥ 0 is a heat conductivity and we will take in the sequel κ = 1. The term v ·∇
is defined by
v · ∇ =
3∑
i=1
vi∂i.
The system (1.1) is a special case of a class of generalized Boussinesq system introduced in [4].
Note that if the initial density ρ0 is identically zero (or constant), then the system (1.1) reduces
to the classical incompressible Euler equations :
(1.2)

∂tv + v · ∇v +∇p = 0
div v = 0
v|t=0 = v
0.
In three dimension, the breakdown of smooth solutions to the Boussinesq system (1.1) and Euler
equations (1.2) remains an open problem. For the case of axisymmetric solutions without swirl
(see definition below), global existence and uniqueness for (1.1) and (1.2) has been established
under various assumptions on the initial data.
Definition 1.1. We say that a vector field v is axisymmetric (without swirl) if and only if it
has the form :
v(t, x) = vr(t, r, z)er + v
z(t, r, z)ez ,
where z = x3 , x = (x1, x2, z) , r = (x
2
1 + x
2
2)
1
2 and (er, eθ, ez) is the cylindrical basis of R
3
given by :
er = (
x1
r
,
x2
r
, 0) eθ = (−
x2
r
,
x1
r
, 0) and ez = (0, 0, 1)
and the components vr and vz do not depend on the angular variable θ.
Recall now that in cylindrical coordinates, we have:
v · ∇ = vr∂r +
1
r
vθ∂θ + v
z∂z
and
div v = ∂rv
r +
vr
r
+ ∂zv
z.
Thus for an axisymmetric vector field (without swirl) i.e vθ = 0, we get,
(1.3) v · ∇ = vr∂r + v
z∂z.
In space dimension three, the vorticity ω of v is defined as the vector ω = curlv = ∇ × v and
has the form :
(1.4) ω := ωθeθ with ω
θ = ∂zv
r − ∂rv
z.
Moreover, from (1.1) the vorticity ω of v satisfies the equation,
∂tω + (v · ∇)ω − (ω · ∇)v = curl(ρez).
Similarly, for the system (1.2), the vorticity satisfies (1.4) and
(1.5) ∂tω + (v · ∇)ω − (ω · ∇)v = 0.
GLOBAL WELL-POSEDNESS FOR BOUSSINESQ SYSTEM 3
It is well-known, according to the Beale-Kato-Majda criterion [2] that the control of the vorticity
in L∞ is sufficient to get global well-posedness results for smooth initial data v0 ∈ Hs, s > 52 .
The main difficulty to bound the vorticity is the lack of information about the influence of the
vortex-stretching term ω · ∇v on the motion of the fluid.
In the case of axisymmetric flows without swirl, we have a good behavior of the stretching term.
It takes the form
ω · ∇v =
vr
r
ω.
and thus the vorticity equation becomes
(1.6) ∂tω + (v · ∇)ω =
vr
r
ω.
Letting β := ω
r
in (1.6), the quantity β then solves the equation
∂tβ + (v · ∇)β = 0.
From the incompressibility of the velocity v, we get easily for p ∈ [1,∞]
‖β(t)‖Lp ≤ ‖β
0‖Lp .
In [16], Ukhovskii and Iudovich took advantage of these conservation laws to prove global exis-
tence for axisymmetric initial data with finite energy for the Euler system (1.2) and satisfying in
addition ω0 ∈ L2∩L∞ and ω
0
r
∈ L2 ∩L∞. This result was improved by Shirota and Yanagisawa
[15] in Hs with s > 52 . Their proof is based on the boundness of the quantity ‖
vr
r
‖L∞ by using
some Biot-Savart law.
In [14] similar results are given in different function spaces. Danchin [8] has weakened the
Ukhovskii and Iudovich condition for initial data ω0 ∈ L3,1 ∩ L∞ and ω
0
r
∈ L3,1, where L3,1
denotes a Lorentz space (see definition 2.4 in section 2).
In [1] Abidi, Hmidi and Keraani proved that if v0 is an axisymmetric vector field in the critical
Besov space B
3
p
+1
p,1 (R
3) with p ∈ [1,∞] and if ω
0
r
∈ L3,1(R3), then there exists a unique global
solution v to (1.2) in C(R+;B
3
p
+1
p,1 (R
3)). In this context of critical regularities, we do not know
whether the B-K-M criterion is applicable. To avoid this difficulty, the authors obtained first
the L∞ bound of the vorticity for every time by using a kind of Biot-Savart law. Second, they
established a new estimate for the vorticity in the Besov space B0∞,1 which is based on the
analysis of the geometric structure of the vorticity and paraproduct calculus. We point out that
in dimension 2, the problem of global well-posedness in critical Besov space B
2
p
+1
p,1 was solved
by Vishik [17]. The crucial ingredient of Vishik’s proof is a logarithmic estimate in Besov space
B0∞,1 for the composition f ◦ ψ, where f ∈ B
0
∞,1 and ψ is the flow of the velocity v which pre-
serves the Lebesgue measure. As we have already seen that the system (1.1) is a perturbation
of Euler system (1.2) then it is legitimate to extend the global well-posedness results for the
system (1.1). Let us focus on the difficulties for (1.1) when we try to get some a priori estimates
for the vorticity. Recall that the vorticity of v for (1.1) satisfies the equation,
∂tω + v · ∇ω =
vr
r
ω + curl(ρez),
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with simple calculations, we get
(1.7) curl(ρez) = ∇× (ρez) =
 ∂2ρ−∂1ρ
0
 = −(∂rρ)eθ.
Therefore the vorticity obeys the equation
∂tω + v · ∇ω =
vr
r
ω − (∂rρ)eθ
and the equation of the scalar component of the vorticity is given by
∂tωθ + (v · ∇)ωθ =
vr
r
ωθ − ∂rρ.
It follows that the evolution of the quantity ωθ
r
is governed by the equation
(1.8) (∂t + v · ∇)
ωθ
r
=
−∂rρ
r
.
The main difficulty is to find some a priori estimates on the density ρ to control the right-hand
side of (1.8). The idea is that the singularity 1
r
on the axis r = 0 is a derivative and that the
term ∂rρ
r
can be thought of as a Laplacian of the density ρ. Thus the authors in [11] try to
use some smoothing effects to control this term ∂rρ
r
. We refer to Proposition 4.4 in [11], since
they introduced a function Γ := ωθ
r
+ ∂r
r
∆−1ρ and studied the coupling system (Γ, ρ) to find an
estimate for the L∞ norm of v
r
r
. They used this to prove existence and uniqueness of a solution
to the Boussinesq system (1.1) with axisymmetric initial data v0 ∈ Hs(R3), 52 < s < 3 and
ρ0 ∈ Hs−2(R3) ∩ Lm(R3), 6 < m with |xh|
2ρ0 ∈ L2, xh = (x1, x2). The goal of this paper is to
improve these results by weakening the initial reqularities in order to allow critical Besov spaces.
Our main result isthe following :
Theorem 1.2. Let v0 ∈ B
5
2
2,1 be an axisymmetric vector field with zero divergence without
swirl and ρ0 be an axisymmetric function such that ρ0 ∈ B
1
2
2,1 ∩ L
p with p > 6 and such that
|xh|
2ρ0 ∈ L2. Then there exists a unique global solution (v, ρ) for the system (1.1) such that
v ∈ C(R+;B
5
2
2,1), ρ ∈ C(R+;B
1
2
2,1 ∩ L
p) ∩ L1loc
(
R+;Lip
)
and |xh|
2ρ ∈ C(R+;L
2).
The definition of Besov spaces is recalled in the next section.
Remark 1.3. Since we have for every 1 ≤ p ≤ 2 the Besov embedding B
3
p
+1
p,1 →֒ B
5
2
2,1, then the
above result remain true if we replays B
5
2
2,1 by B
3
p
+1
p,1 . For p > 2 the method does not work
because we need some energy estimates for the velocity.
Remark 1.4. Our proof gives an integrability in time of the density ρ. More precisely we have
ρ ∈ L1loc(R+;B
5
2
2,1(R
3)) (see Proposition 4.8 ).
The proof relies essentially on two crucial estimates. The first one is a global a priori estimates
of the vorticity in L∞ space which is based on Biot-Savart law with some estimates established
in [11] (see Proposition 4.4). Nevertheless, this information is not sufficient to propagate the
initial regularities because the Beale-Kato-Majda criterion [2] is not know to be valid. The
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significant quantity that one should estimate is ‖ω‖B0
∞,1
. To reach our goal we use an approach
developed in[1] (see Proposition 4.5) witch is the hard part of the proof in the paper where the
axisymmetric geometry plays a crucial role. This allows to bound for every time the Lipschitz
norm of the velocity and then to propagate the regularities.
The paper is structured as follows : In Section 2, we fix some notations, we recall some basic
tools from Littlewood-Paley theory and we will introduce some function spaces. We also state
a few useful estimates for a transport-equation that we will use later. In Section 3, we study
some geometric properties of any solution to a vorticity equation model. The proof of Theorem
1.2 is done in a several steps in section 4.
2. Preliminaries
In this section, we introduce some notations and definitions of Besov spaces. We give also some
results about Lorentz space and recall some well-known results about the Littlewood-Paley
decomposition and transport-diffusion equation used later. Let us begin with notations.
2.1. Notation. We will use the following notations :
• For any positive G and H, the notation G . H means that there exists a positive constant C
independent of G and H and such that G 6 CH.
• For any tempered distribution g, both ĝ and F(g) denote the Fourier transform of g with
ĝ(ξ) =
∫
R3
g(x)e−ixξdx.
• For any pair of operator C and D on some Banach space A, the commutator [C,D] is defined
by CD −DC.
• The space Lp, 1 ≤ p ≤ ∞ stands for the usual Lebesgue space and then for any Banach space
Z with norm ‖ · ‖Z and function h(t, x) such that for every t, h(t, x) ∈ Z, we shall use the
notation
‖h‖Lp
T
Z = (
∫ T
0
‖h(τ)‖pZdτ)
1
p , ∀ T > 0.
• We denote by W˙ 1,p with 1 ≤ p ≤ ∞ the space of distribution f such that ∇f ∈ Lp.
• We will use also,
V (t) :=
∫ t
0
‖v(τ)‖B1
∞,1
dτ.
• We will introduce the following notation : we denote by
Φl(t) = C0 exp(... exp︸ ︷︷ ︸
l−times
(C0t
19
6 )...),
where C0 depends on the initial data and its value may vary from line to line up to some absolute
constants. We will make an intensive use of the following trivial facts∫ t
0
Φl(τ)dτ ≤ Φl(t) and exp(
∫ t
0
Φl(τ)dτ) ≤ Φl+1(t).
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2.2. Littlewood-Paley decomposition and Besov space. To introduce Besov spaces which
are generalization of Sobolev spaces we need to recall the dyadic decomposition of the whole
space (see Chemin [5]).
Proposition 2.1. There exists two nonnegative radial functions χ ∈ D(R3) and ϕ ∈ D(R3\{0})
such that,
χ(ξ) +
∑
j≥0
ϕ(2−jξ) = 1, ∀ξ ∈ R3,∑
j∈Z
ϕ(2−jξ) = 1, ∀ξ ∈ R3\{0},
|p− j| ≥ 2⇒ supp ϕ(2−p·) ∩ supp ϕ(2−j ·) = ∅,
j ≥ 1⇒ supp χ ∩ supp ϕ(2−j ·) = ∅.
Set ϕj(ξ) = ϕ(2
−jξ) and let h = F−1ϕ and h¯ = F−1χ. Define the frequency localization
operators ∆j and Sj For every f ∈ S
′(R3) by
∆jf = ϕ(2
−jD)f = 23 jh(2j ·) ∗ f , for j > 0,
Sjf = χ(2
−jD)f =
∑
−1≤p≤j−1
∆pf = 2
3 jh¯(2j ·) ∗ f,
∆−1f = S0f, ∆jf = 0 for j ≤ −2.
One can easily prove that for every tempered distrubution v, we have
(2.1) v(x) =
∑
j≥−1
∆jv(x).
The homogeneous operators are defined as follows
∀j ∈ Z; ∆˙jv = ϕ(2
−jD)v and S˙jv =
∑
k≤j−1
∆˙kv.
From the homogeneous decomposition, we have
v =
∑
j∈Z
∆˙jv, ∀v ∈ S
′(R3)/P(R3),
where P(R3) is the space of all polynomials see [13].
From the paradifferential calculus introduce by J.-M. Bony [3] the product vw can be formally
divided into three parts as follows :
(2.2) vw = Tvw + Twv +R(v,w),
where
Tvw =
∑
j
Sj−1v∆jw and R(v,w) =
∑
j
∆jv∆˜jw,
with ∆˜j =
1∑
i=−1
∆j+i.
Tvw called paraproduct of w by v and R(v,w) the reminder term.
Recall now the following definition of general Besov spaces.
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Definition 2.2. Let s ∈ R and 1 ≤ p, r ≤ +∞. The inhomogeneous Besov space Bsp,r is defined
by
Bsp,r =
{
f ∈ S ′(R3) : ‖f‖Bsp,r <∞
}
,
where
‖f‖Bsp,r :=

(∑
j≥0
2jsr‖∆jf‖
r
Lp
) 1
r
+ ‖S0f‖Lp for r <∞,
sup
j≥0
2js‖∆jf‖Lp + ‖S0f‖Lp for r =∞.
The homogeneous norm
‖f‖B˙sp,r
:=

(∑
j∈Z
2jsr‖∆˙jf‖
r
Lp
) 1
r
for r <∞
sup
j∈Z
2js‖∆˙jf‖Lp for r =∞.
We have the following Bernstein inequality see Chemin [5].
Lemma 2.3. There exists a constant C > 0 such that for 1 ≤ p1 ≤ p2 ≤ ∞, k ∈ N, j ∈ Z and
for every function v we have
sup
|α|=k
‖∂αSjv‖Lp2 ≤ C
k2
j
(
k+3
(
1
p1
− 1
p2
))
‖Sjv‖Lp1 ,
C−k2jk‖∆˙jv‖Lp1 ≤ sup
|α|=k
‖∂α∆˙jv‖Lp1 ≤ C
k2jk‖∆˙jv‖Lp1 .
Using this Lemma and the definition above of Besov space we have ∀v ∈ S ′, s ∈ R and p1 ≤ p2,
‖v‖
B
s+3( 1p2
−
1
p1
)
p2,1
=
∑
j≥−1
2
j(s+3( 1
p2
− 1
p1
))
‖∆jv‖Lp2
.
∑
j≥−1
2js‖∆jv‖Lp1 .
This gives the embedding
Bsp1,1 →֒ B
s+3( 1
p2
− 1
p1
)
p2,1
, p1 ≤ p2.
We can easily then generalise this embedding for all r1 ≤ r2 that is we have,
(2.3) Bsp1,r1 →֒ B
s+3( 1
p2
− 1
p1
)
p2,r2 , p1 ≤ p2 and r1 ≤ r2.
2.3. Lorentz spaces. Before introduce the definition of the Lorentz spaces, we recall the nonin-
creasing rearrangement. Let h a measurable function we define its nonincreasing rearrangement
h∗ : R+ −→ R+ by the formula :
h∗(t) := inf
{
s′ ≥ 0; l({y, |h(y)| > s′}) ≤ t
}
,
where l denote the usual Lebesgue measure.
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Definition 2.4. (Lorentz space) Let h a measurable function and 1 ≤ p ≤ ∞. Then h belong
to the space of Lorentz if
‖h‖Lp,r :=

(∫ ∞
0
(t
1
ph∗(t))r
dt
t
) 1
r <∞ if 1 ≤ r <∞
sup
t>0
t
1
ph∗(t) if r =∞.
We can also define Lorentz spaces by interpolation from Lebesgue spaces :
(Lp1 , Lp2)(µ,r) = L
p,r,
where 1 ≤ p1 ≤ p2 ≤ ∞, µ satisfies
1
p
= 1−µ
p1
+ µ
p2
and 1 ≤ r ≤ ∞.
From this definition, we get
Lp,r →֒ Lp,r1 , ∀1 ≤ p ≤ ∞, 1 ≤ r ≤ r1 ≤ ∞ and L
p,p = Lp.
2.4. About a transport equation. We will give now some useful estimates for any smooth
solution of linear transport-diffusion model given by
(2.4)
{
∂th+ v · ∇h− κ∆h = g
h|t=0 = h
0
We will give three kind of estimates : the first is the Lp estimate, the second describes the
propagation of Besov regularity and the third is the smoothing effects.
Lemma 2.5. Let v be a smooth divergence-free vector field of R3 and h be a smooth solution of
(2.4). Then we have ∀p ∈ [1,∞] and for every κ ≥ 0,
‖h(t)‖Lp ≤ ‖h
0‖Lp +
∫ t
0
‖g(τ)‖Lpdτ.
Proof. For finite p, multiplying the first equation of (2.4) by |h|p−2h, integrating by parts and
using the condition of divergence free for the vector field, we find the estimation of Lemma.
While for p =∞ it is just the maximum principle see [9] for more details. 
Proposition 2.6. Let −1 < s < 1, 1 ≤ p, r ≤ ∞ and v be a smooth divergence-free vector
field. Let h be a smooth solution of (2.4) such that h0 ∈ Bsp,r(R
3) and g ∈ L1loc(R+, B
s
p,r). Then
∀t ∈ R+, we have with κ = 0,
‖h(t)‖Bsp,r . e
CV1(t)(‖h0‖Bsp,r +
∫ t
0
e−CV1(τ)‖g(τ)‖Bsp,rdτ),
where C is a constant depending on s and V1(t) := ‖∇v(t)‖L1tL∞ .
The above estimate is true in the two following case
s = −1, r =∞, 1 ≤ p ≤ ∞ and s = r = 1, 1 ≤ p ≤ ∞,
in this case we change V1(t) by V (t) := ‖v(t)‖L1tB1∞,1 .
Abidi, Hmidi and Keraani [1] are proved this result for the case s = ±1. The remainder cases
are done in [5, 17].
We give now the following smoothing effects for a transport equation (2.4) with respect to a
vector field which is not necessary Lipschitzian (see [10] for a proof).
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Proposition 2.7. Let v be a smooth divergence-free vector field of R3 with vorticity ω := ∇×v.
Let h be a smooth solution of (2.4). Then for h0 ∈ Lp, 1 ≤ p ≤ ∞, κ > 0 and t ∈ R+, we have
for all j ∈ N with (g = 0)
22j
∫ t
0
‖∆jh(τ)‖Lpdτ . ‖h
0‖Lp
(
1 + (j + 1)
∫ t
0
‖ω(τ)‖L∞dτ +
∫ t
0
‖∇∆−1v(τ)‖L∞dτ
)
.
On the other-hand, Hmidi [9] proved the following smoothing effects for the equation (2.4) with
(g = 0) in the case of Lipschitzian velocity,
(2.5) 22j
∫ t
0
‖∆jh(τ)‖Lpdτ . ‖h
0‖Lp
(
1 +
∫ t
0
‖∇v(τ)‖L∞dτ
)
.
3. Study of Geometric Properties of the vorticity
The aim of this section is the study of some geometric properties of axisymmetric flows. We
start with the following one which is proved in [1].
Proposition 3.1. Let v = (v1, v2, v3) be a smooth axisymmetric vector field. Then we have
• For every j ≥ −1, ∆jv is axisymmetric and
(∆jv
1)(0, x2, z) = (∆jv
2)(x1, 0, z) = 0.
• The vector ω = ∇ × v = (ω1, ω2, ω3) satisfies ω × eθ = (0, 0, 0) and we have for every
(x1, x2, z) ∈ R
3,
ω3 = 0, x1ω
1(x1, x2, z) + x2ω
2(x1, x2, z) = 0
and
ω1(x1, 0, z) = ω
2(0, x2, z) = 0.
We aim now to study a vorticity like equation :
(3.1)

∂tΩ+ v · ∇Ω = Ω · ∇v + curl(ρez)
div v = 0
Ω|t=0 = Ω
0,
and we will assume that v and ρ are axisymmetric, the unknown function Ω = (Ω1,Ω2,Ω3) is
a vector field and at this stage we do not assume that Ω is the vorticity of v. But Ω has some
geometric properties with the vorticity ω. More precisely we prove the following Proposition
which describes the preservation of some initial geometric conditions of Ω.
Proposition 3.2. Let v be a smooth axisymmetric vector field with divergence free and Ω be
the unique global solution of (3.1) with smooth initial data Ω0. Then we have the following
properties.
1) If divΩ0 = 0, then divΩ(t) = 0, ∀ t ∈ R+.
2) If Ω0 × eθ = (0, 0, 0), then we have ∀ t ∈ R+
Ω(t)× eθ = (0, 0, 0).
Consequently Ω1(t, x1, 0, z) = Ω
2(t, 0, x2, z) = 0 and
Ω · ∇v =
vr
r
Ω.
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Proof. 1) We apply the divergence operator to the equation (3.1), we get
∂tdivΩ + div(v · ∇Ω) = div(Ω · ∇v) + div(curl(ρez)).
Now we have div(curl(ρez)) = 0 and using the fact that div v = 0, we get
div(v · ∇Ω)− div(Ω · ∇v) =
3∑
i,j=1
∂j(v
i∂iΩ
j)−
3∑
i,j=1
∂j(Ω
i∂iv
j)
=
3∑
i,j=1
vi∂ijΩ
j +
3∑
i,j=1
∂jv
i∂iΩ
j −
3∑
i,j=1
Ωi∂ijv
j −
3∑
i,j=1
∂jΩ
i∂iv
j
= v · ∇divΩ +
3∑
i,j=1
∂jv
i∂iΩ
j −
3∑
i,j=1
∂jΩ
i∂iv
j − Ω · ∇divv
= v · ∇divΩ.
Thus we obtain the equation
∂tdivΩ + v · ∇divΩ = 0.
Therefore the quantity divΩ is transported by the flow and then Ω satisfies the condition of the
incompressibility for every time.
2) Denote (Ωr,Ωθ,Ωz) the coordinates of Ω in cylindrical basis, then we can write Ω under
the form
Ω = Ωrer +Ω
θeθ +Ω
zez.
Now
Ω(t)× eθ = (Ω
r(t)er +Ω
θ(t)eθ +Ω
z(t)ez)× eθ
= Ωr(t)ez − Ω
z(t)er,(3.2)
where we have used er × eθ = ez, eθ × eθ = 0 and ez × eθ = −er. Hence it suffices to prove that
Ωr(t) = Ωz(t) = 0. For this purpose, we write
(3.3) ∂tΩ · er + (v · ∇Ω) · er = (Ω · ∇v) · er + curl(ρez) · er.
It is clear that Ωr = Ω · er. Now from (1.3), we have
v · ∇ = vr∂r + v
z∂z
and since ∂rer = ∂zer = 0, we can get,
(v · ∇Ω) · er = (v
r∂rΩ+ v
z∂zΩ) · er
= (vr∂r + v
z∂z)(Ω · er)
= v · ∇Ωr.(3.4)
And
(Ω · ∇v) · er = Ω
r∂rv · er +
1
r
Ωθ∂θv · er +Ω
z∂zv · er
= Ωr∂rv
r +Ωz∂zv
r.(3.5)
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According to (1.7) we immediately have,
(3.6) curl(ρez) · er = 0.
Putting (3.4),(3.5) and (3.6) into (3.3) we obtain
∂tΩ
r + v · ∇Ωr = Ωr∂rv
r +Ωz∂zv
r.
The maximum modulus principle gives
(3.7) ‖Ωr(t)‖L∞ ≤
∫ t
0
(
‖Ωr(τ)‖L∞ + ‖Ω
z(τ)‖L∞
)
‖∇v(τ)‖L∞dτ.
Similarly for the component Ωz, we find the equation,
∂tΩ
z + v · ∇Ωz = Ωz∂zv
z +Ωr∂rv
z.
This leads to
(3.8) ‖Ωz(t)‖L∞ ≤
∫ t
0
(
‖Ωz(τ)‖L∞ + ‖Ω
r(τ)‖L∞
)
‖∇v(τ)‖L∞dτ.
From (3.7) and (3.8) we get
‖Ωr(t)‖L∞ + ‖Ω
z(t)‖L∞ .
∫ t
0
(
‖Ωr(τ)‖L∞ + ‖Ω
z(τ)‖L∞
)
‖∇v(τ)‖L∞dτ.
Using Gronwall’s inequality, we obtain for every t ∈ R+,
(3.9) Ωr(t) = Ωz(t) = 0.
This implies that Ω = Ωθeθ.
Plugging (3.9) into (3.2), we obtain finally
Ω(t)× eθ = (0, 0, 0).
Now, we use two facts, the first is the axisymmetry of the vector field v and the second is (3.9),
which give:
Ω · ∇v = Ωr∂rv +
1
r
Ωθ∂θv +Ω
z∂zv
=
1
r
Ωθ∂θv
=
1
r
Ωθ∂θ(v
rer + v
zez)
=
1
r
Ωθ(vr∂θer + v
z∂θez)
=
1
r
Ωθvreθ.
Then we obtain
Ω · ∇v =
1
r
vrΩ.
The proof of the Proposition is now complete. 
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4. Proof of main result
In this section we will prove Theorem 1.2. The main step for the proof is to give a global a
priori estimates of the Lipschitz norm of the velocity which is the significant quantity to bound
due to the general theory of hyperbolic systems. This allows us to propagate the initial Besov
regularity. We will use the method of [1] for the proof.
4.1. A priori estimates. We will prove three kinds of a priori estimates : the first one deals
with some easy estimates that one can obtained by energy estimates. The second one is concerned
with a global a priori estimate of the Lipschitz norm of the velocity and the last a priori estimates
concerned with some strong estimates.
4.1.1. Weak a priori estimates. First we prove the the following energy estimate,
Proposition 4.1. Let (v, ρ) be a smooth solution of the system (1.1), then
(a) for ρ0 ∈ L2 ∩ Lp with 6 < p and t ∈ R+, we have
‖ρ(t)‖L2∩Lp ≤ ‖ρ
0‖L2∩Lp .
(b) For ρ0 ∈ L2 and κ = 1 we have,
‖ρ‖2L∞t L2
+ 2‖∇ρ‖2
L2tL
2 = ‖ρ
0‖2L2 .
(c) for v0 ∈ L2, ρ0 ∈ L2 and t ∈ R+, we have
‖v(t)‖L2 ≤ C0(1 + t),
where C0 depends only on ‖v
0‖L2 and ‖ρ
0‖L2 .
Notice that the axisymmetric assumption is not needed in this Proposition.
Proof. The first estimate is a direct consequence of Lemma 2.5. To prove (b), we take the
L2scalar product of the second equation of (1.1) with ρ and integrating by parts we get since v
is divergence free
1
2
d
dt
‖ρ(t)‖2L2 +
∫
R3
|∇ρ(t, x)|2dx = 0.
Integrating in time this differential inequality, we get
‖ρ‖2L∞t L2
+ 2‖∇ρ‖2
L2tL
2 = ‖ρ
0‖2L2 .
For(c), we take the L2(R3) scalar product of the velocity equation with v. From integration by
parts and the fact that v is a divergence free, we get
(4.1)
1
2
d
dt
‖v(t)‖2L2 ≤ ‖v(t)‖L2‖ρ(t)‖L2 .
This yields
d
dt
‖v(t)‖L2 ≤ ‖ρ(t)‖L2 .
By integration in time, we find that
‖v(t)‖L2 ≤ ‖v
0‖L2 +
∫ t
0
‖ρ(τ)‖L2dτ.
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Since ‖ρ(t)‖L2 ≤ ‖ρ
0‖L2 , we infer
‖v(t)‖L2 ≤ ‖v
0‖L2 + t‖ρ
0‖L2 .

We have now some estimates for the moment of the density ρ
Proposition 4.2. Let v be a vector field with zero divergence satisfying the energy estimate
of Proposition 4.1 and let ρ be a solution of the second equation of (1.1). Then we have the
folliowing estimates for the moment of ρ.
a) For ρ0 ∈ L2 and xhρ
0 ∈ L2, then there exists C0 > 0 such that for every t > 0
‖xhρ‖L∞t L2 + ‖xhρ‖L2t H˙1
. C0(1 + t
5
4 ).
b) For ρ0 ∈ L2 and |xh|
2ρ0 ∈ L2, there exists C0 > 0 such that for every t ≥ 0
‖|xh|
2ρ‖L∞t L2 + ‖|xh|
2ρ‖L2t H˙1
≤ C0(1 + t
5
2 ).
Proof. The estimate of a) is proved by Hmidi and Rousset in [11], then for the estimate of b)
we first have the moment |xh|
2ρ solves the equation
(4.2) ∂t(|xh|
2ρ) + v · ∇(|xh|
2ρ)−∆(|xh|
2ρ) = 2vh(xhρ)− 2∇hρ− 4divh(xhρ),
with vh = (v1, v2) and ∇h = (∂1, ∂2). Taking the L
2 inner product with |xh|
2ρ, integrating by
parts and using Ho¨lder inequality,
1
2
d
dt
‖(|xh|
2ρ)‖2L2 + ‖∇(|xh|
2ρ)‖2L2 = 2
∫
R3
vh(xhρ)(|xh|
2ρ)dx− 2
∫
R3
∇hρ(|xh|
2ρ)dx
− 4
∫
R3
divh(xhρ)(|xh|
2ρ)dx
≤ 2‖v‖L2‖xhρ‖L3‖|xh|
2ρ‖L6
+ (2‖ρ‖L2 + 4‖xhρ‖L2)‖∇(|xh|
2ρ)‖L2 .
Using the embedding H˙1 →֒ L6 with Young inequality,
d
dt
‖(|xh|
2ρ)‖2L2 + c‖∇(|xh|
2ρ)‖2L2 . ‖v‖
2
L2‖xhρ‖
2
L3 + ‖ρ‖
2
L2 + ‖xhρ‖
2
L2 .
Using now the Gagliardo-Nirenberg inequality,
‖f‖2L3 ≤ ‖f‖L2‖∇f‖L2 ,
we get that,
d
dt
‖(|xh|
2ρ)‖2L2 + c‖∇(|xh|
2ρ)‖2L2 . ‖v‖
2
L2‖xhρ‖L2‖∇(xhρ)‖L2 + ‖ρ‖
2
L2 + ‖xhρ‖
2
L2 .
Integrating in time and using the estimate a) for xhρ and Proposition 4.1, we obtain
‖(|xh|
2ρ)‖2L2 + c
∫ t
0
‖∇(|xh|
2ρ)‖2L2dτ . ‖(|xh|
2ρ0)‖2L2 + ‖v‖
2
L∞t L
2‖xhρ‖L∞t L2t
1
2 ‖∇(xhρ)‖L2tL2
+ ‖ρ0‖2L2t+ ‖xhρ‖
2
L∞t L
2t
. C0(1 + t
5).
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Then we obtain
‖|xh|
2ρ‖L∞t L2 + ‖|xh|
2ρ‖L2t H˙1
. C0(1 + t
5
2 ).
This ends the proof of the proposition. 
We give now an a priori bound of the L∞-norm of v
r
r
, see Proposition 4.4 in [11] for the proof.
Proposition 4.3. Let v0 be a smooth axisymmetric vector field with zero divergence such that
v0 ∈ L2, its vorticity such that ω
0
r
∈ L3,1 and ρ0 ∈ L2 ∩ Lp for 6 < p axisymmetric such that
|xh|
2ρ0 ∈ L2 with xh = (x1, x2). Then we have for every t ∈ R+
‖
ω(t)
r
‖L3,1 + ‖
vr(t)
r
‖L∞ ≤ Φ2(t),
where C0 is a constant depending on the norm of the initial data and recall that
Φl(t) = C0 exp(... exp︸ ︷︷ ︸
l−times
(C0t
19
6 )...).
Let us now show how to use this to give an L∞- bound of the vorticity,
Proposition 4.4. Under the same assumptions of Proposition 4.3, and if in addition ω0 ∈ L∞.
Then we have for every t ∈ R+,
‖ω(t)‖L∞ + ‖∇ρ(t)‖L1tL∞ . Φ4(t).
Proof. Recall that the vorticity ω satisfies the equation
∂tω + v · ∇ω =
vr
r
ω + curl(ρez).
Applying the maximum principle to the above equation and using Proposition 4.3,
‖ω(t)‖L∞ ≤ ‖ω
0‖L∞ +
∫ t
0
‖
vr(τ)
r
‖L∞‖ω(τ)‖L∞dτ +
∫ t
0
‖curl(ρez)(τ)‖L∞dτ
≤ ‖ω0‖L∞ +
∫ t
0
Φ2(τ)‖ω(τ)‖L∞dτ +
∫ t
0
‖∇ρ(τ)‖L∞dτ.
This implies by Gronwall inequality,
‖ω(t)‖L∞ ≤
(
‖ω0‖L∞ +
∫ t
0
‖∇ρ(τ)‖L∞dτ
)
Φ3(t)
.
(
‖ω0‖L∞ +
∫ t
0
‖ρ(τ)‖B1
∞,1
dτ
)
Φ3(t),(4.3)
where we have used in the last line the Besov embedding B1∞,1 →֒ Lip. It remain then to estimate
‖ρ(t)‖L1tB1∞,1 . For this purpose we use Bernstein inequality for p > 3 and Propositions 4.1 and
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2.7, we obtain
‖ρ(t)‖L1tB1∞,1 . ‖∆−1ρ(t)‖L1tL∞ +
∑
j≥0
2j‖∆jρ(t)‖L1tL∞
. ‖ρ(t)‖L1tL2 +
∑
j≥0
2
j( 3
p
+1)
‖∆jρ(t)‖L1tLp
. ‖ρ0‖L2t+
∑
j≥0
2j(
3
p
−1)‖ρ0‖Lp
(
1 + (j + 1)
∫ t
0
‖ω(τ)‖L∞dτ
)
+
∑
j≥0
2j(
3
p
−1)‖ρ0‖Lp
∫ t
0
‖∇∆−1v(τ)‖L∞dτ
. ‖ρ0‖L2t+ ‖ρ
0‖Lp
(
1 +
∫ t
0
‖ω(τ)‖L∞dτ +
∫ t
0
‖v(τ)‖L2dτ
)
. ‖ρ0‖L2t+ ‖ρ
0‖Lp
(
1 + C0t(1 + t) +
∫ t
0
‖ω(τ)‖L∞dτ
)
. C0
(
1 + t2 +
∫ t
0
‖ω(τ)‖L∞dτ
)
.(4.4)
Plugging (4.4) into (4.3) and using Gronwall’s inequality, we obtain
‖ω(t)‖L∞ .
(
‖ω0‖L∞ + C0(1 + t
2 +
∫ t
0
‖ω(τ)‖L∞dτ)
)
Φ3(t)
. Φ4(t).
Putting this estimate in (4.4) yields
(4.5) ‖ρ(t)‖L1tB1∞,1 . Φ4(t).
This gives in view of Besov embedding,
‖∇ρ(t)‖L1tL∞ . Φ4(t),
which is the desired result. 
4.1.2. Lipschitz estimate of the velocity. We will prove in the following proposition a new de-
composition of the vorticity which is the basic tool to get a bound of the velocity.
Proposition 4.5. There exists a decomposition (ω˜j)j≥−1 of ω such that
(1) ω(t, x) =
∑
j≥−1
ω˜j(t, x) , ∀t ∈ R+.
(2) div ω˜j(t, x) = 0.
(3) ‖ω˜j(t)‖L∞ ≤ C(‖∆jω
0‖L∞ + 2
j‖∆jρ(t)‖L1tL∞)Φ3(t) , ∀j ≥ −1.
(4) ∀k, j ≥ −1 we have
‖∆kω˜j(t)‖L∞ . 2
−|k−j|eCV (t)(‖∆jω
0‖L∞ + 2
j‖∆jρ(t)‖L1tL∞),
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with V (t) := ‖v(t)‖L1tB1∞,1 .
Proof. We will use for this purpose a new approach similar to [1]. We denote by (ω˜j)j≥−1 the
unique global solution of the following equation,
(4.6)
{
∂tω˜j + v · ∇ω˜j = ω˜j · ∇v + curl(∆jρez)
ω˜j(t = 0) = ∆jω
0
Since div(∆jω
0) = 0 then Proposition 3.2-1) implies that
div ω˜j(t) = 0.
By linearity and uniqueness we have
ω(t, x) =
∑
j≥−1
ω˜j(t, x),
which is (1).
To prove (3) we apply Proposition 3.2-2) to the equation (4.6), since ∆jω
0 = curl∆jv
0 and ∆jv
0
is axisymmetric then Proposition 3.1 gives ∆jω
0 × eθ = (0, 0, 0), therefore ω˜j(t)× eθ = (0, 0, 0)
and
∂tω˜j + v · ∇ω˜j = ω˜j
vr
r
+ curl(∆jρez)
Now taking the maximum principle and using Propositions 4.3 and Lemma 2.3,
‖ω˜j(t)‖L∞ ≤ ‖∆jω
0‖L∞ +
∫ t
0
‖
vr(τ)
r
‖L∞‖ω˜j(τ)‖L∞dτ +
∫ t
0
‖curl(∆jρez)(τ)‖L∞dτ
. ‖∆jω
0‖L∞ +
∫ t
0
Φ2(τ)‖ω˜j(τ)‖L∞dτ + 2
j
∫ t
0
‖∆jρ(τ)‖L∞dτ.
Using Gronwall’s inequality we obtain
‖ω˜j(t)‖L∞ ≤ C(‖∆jω
0‖L∞ + 2
j‖∆jρ(t)‖L1tL∞)Φ3(t).
This is the result (3).
Let us now prove (4). Notice that this estimate is equivalent to
(4.7) ‖∆kω˜j(t)‖L∞ . 2
k−jeCV (t)(‖∆jω
0‖L∞ + 2
j‖∆jρ(t)‖L1tL∞)
and
(4.8) ‖∆kω˜j(t)‖L∞ . 2
j−keCV (t)(‖∆jω
0‖L∞ + 2
j‖∆jρ(t)‖L1tL∞).
Proof of (4.7). Applying Proposition 2.6 to the equation (4.6),
e−CV (t)‖ω˜j(t)‖B−1∞,∞ . ‖∆jω
0‖
B−1∞,∞
+
∫ t
0
e−CV (τ)‖ω˜j · ∇v(τ)‖B−1∞,∞dτ
+
∫ t
0
e−CV (τ)‖curl(∆jρez)‖B−1∞,∞dτ,(4.9)
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where V (t) =
∫ t
0 ‖v(τ)‖B1∞,1dτ.
To estimate the first integral, we use the decomposition of Bony (2.2), then
‖ω˜j · ∇v‖B−1∞,∞ ≤ ‖Tω˜j · ∇v‖B−1∞,∞ + ‖T∇v · ω˜j‖B−1∞,∞
+ ‖R(ω˜j ,∇v)‖B−1∞,∞ .
Now we write by definition
Tω˜j · ∇v =
∑
q
Sq−1ω˜j∆q∇v,
then
∆k(Tω˜j · ∇v) =
∑
|k−q|≤4
∆k(Sq−1ω˜j∆q∇v).
Applying Ho¨lder and Bernstein inequalities leads to
‖Tω˜j · ∇v‖B−1∞,∞ ≤ sup
k
2−k
∑
|k−q|≤4
‖Sq−1ω˜j‖L∞‖∆q∇v‖L∞
. ‖∇v‖L∞‖ω˜j‖B−1∞,∞
. ‖v‖B1
∞,1
‖ω˜j‖B−1∞,∞ ,
we have used in the last line the Besov emmbedding B1∞,1 →֒ Lip(R
3).
Similarly for ‖T∇v · ω˜j‖B−1∞,∞ , we get
‖T∇v · ω˜j‖B−1∞,∞ . ‖v‖B1∞,1‖ω˜j‖B−1∞,∞ .
For the remainder term, since div ω˜j = 0 we have
‖R(ω˜j ,∇v)‖B−1∞,∞ = ‖divR(ω˜j ⊗ v)‖B−1∞,∞
. sup
k
∑
q≥k−3
‖∆qω˜j‖L∞‖∆˜qv‖L∞
. ‖v‖B1
∞,1
‖ω˜j‖B−1∞,∞ .
Therefore,
(4.10) ‖ω˜j · ∇v‖B−1∞,∞ . ‖v‖B1∞,1‖ω˜j‖B−1∞,∞ .
Using now Ho¨lder and Bernstein inequalities for the estimate of the second integral of (4.9), we
obtain ∫ t
0
e−CV (τ)‖curl(∆jρez)‖B−1∞,∞dτ ≤ ‖curl(∆jρ)‖L1tB
−1
∞,∞
. ‖∆jρ‖L1tB0∞,∞
. ‖∆jρ‖L1tL∞ .
Hence it follows that into (4.9),
e−CV (t)‖ω˜j(t)‖B−1∞,∞ . ‖∆jω
0‖
B−1∞,∞
+ ‖∆jρ‖L1tL∞ +
∫ t
0
e−CV (τ)‖ω˜j‖B−1∞,∞‖v(τ)‖B1∞,1dτ.
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According to the Gronwall inequality, we get
e−CV (t)‖ω˜j(t)‖B−1∞,∞ .
(
‖∆jω
0‖B−1∞,∞ + ‖∆jρ‖L1tL∞
)
eCV (t).
This implies that
‖ω˜j(t)‖B−1∞,∞ . (‖∆jω
0‖
B−1∞,∞
+ ‖∆jρ‖L1tL∞)e
CV (t)
. (2−j‖∆jω
0‖L∞ + ‖∆jρ(t)‖L1tL∞)e
CV (t).
Finally we get by definition,
‖∆kω˜j(t)‖L∞ . 2
k−jeCV (t)(‖∆jω
0‖L∞ + 2
j‖∆jρ(t)‖L1tL∞).
which is the desired result.
Proof of (4.8). Since the z-component of ω0 is zero, then ω˜j = (ω˜
1
j , ω˜
2
j , 0). We are going to work
with the two components separately. The analysis will be exactly the same so we deal only with
first component ω˜1j . From the identity
vr
r
= v
1
x1
= v
2
x2
which is an easy consequence of vθ = 0, it
is clear that the functions ω˜1j solves the equation,{
∂tω˜
1
j + v · ∇ω˜
1
j = v
2 ω˜
1
j
x2
+ ∂2∆jρ
ω˜1j (t = 0) = ∆jω
1
0 .
Applying Proposition 2.6 to the above equation,
e−CV (t)‖ω˜1j (t)‖B1
∞,1
. ‖∆jω
1
0‖B1
∞,1
+
∫ t
0
e−CV (τ)‖v2
ω˜1j (τ)
x2
‖B1
∞,1
dτ
+
∫ t
0
e−CV (τ)‖∂2∆jρ(τ)‖B1
∞,1
dτ,(4.11)
To estimate the first integral, we use the decomposition of Bony (2.2), then we have
(4.12) ‖v2
ω˜1j
x2
‖B1
∞,1
≤ ‖Tv2
ω˜1j
x2
‖B1
∞,1
+ ‖T ω˜1
j
x2
v2‖B1
∞,1
+ ‖R(v2,
ω˜1j
x2
)‖B1
∞,1
.
We have by definition,
‖T ω˜1
j
x2
v2‖B1
∞,1
.
∑
k
2k‖Sk−1(
ω˜1j
x2
)‖L∞‖∆kv
2‖L∞
.
∥∥∥∥ ω˜1jx2
∥∥∥∥
L∞
‖v‖B1
∞,1
.
∥∥∥ ω˜1j
x2
∥∥∥
B0
∞,1
‖v‖B1
∞,1
.(4.13)
The remainder term is estimated as follows,
‖R(v2,
ω˜1j
x2
)‖B1
∞,1
=
∑
j
2j‖∆jR(v
2,
ω˜1j
x2
)‖L∞ .
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Now
∆jR(v
2,
ω˜1j
x2
) = ∆j
∑
k≥−1
∆kv
2∆˜k(
ω˜1j
x2
)
=
∑
k
∆j
(
∆kv
2∆˜k(
ω˜1j
x2
)
)
Since suppF(∆kv
2∆˜k(
ω˜1j
x2
)) ⊂ 2kB, then ∆j
(
∆kv
2∆˜k(
ω˜1j
x2
)
)
= 0 if k ≤ j − 4. It follows that
‖∆jR(v
2,
ω˜1j
x2
)‖L∞ .
∑
k≥j−4
‖∆kv
2‖L∞‖∆˜k(
ω˜1j
x2
)‖L∞ ,
where we have used the continuity of the operator ∆j in L
∞. Therefore
‖R(v2,
ω˜1j
x2
)‖B1
∞,1
.
∑
j
2j
∑
k≥j−4
‖∆kv
2‖L∞‖∆˜k(
ω˜1j
x2
)‖L∞
.
∥∥∥ ω˜1j
x2
∥∥∥
L∞
∑
k
2k‖∆kv
2‖L∞
∑
j≤k+4
2j−k
.
∥∥∥ ω˜1j
x2
∥∥∥
L∞
‖v‖B1
∞,1
.
∥∥∥ ω˜1j
x2
∥∥∥
B0
∞,1
‖v‖B1
∞,1
.(4.14)
Now to estimate the term ‖Tv2
ω˜1j
x2
‖B1
∞,1
, we use the axisymmetric structure of the vector field v.
We have by definition
‖Tv2
ω˜1j
x2
‖B1
∞,1
.
∑
k≥0
2k‖Sk−1v
2(x)∆k(
ω˜1j (x)
x2
)‖L∞ .
We write now,
Sk−1v
2(x)∆k(
ω˜1j (x)
x2
) = Sk−1v
2(x)
∆kω˜
1
j (x)
x2
+ Sk−1v
2(x)[∆k,
1
x2
]ω˜1j
:= Ik + IIk,
where we have used the notation
[∆j, a]b = ∆j(ab)− a∆jb.
By Proposition 3.1 we have Sk−1v is axisymmetric and then Sk−1v
2(x1, 0, z) = 0. Therefore from
Taylor formula,
Sk−1v
2(x1, x2, z) = x2
∫ 1
0
(
∂2Sk−1v
2
)
(x1, τx2, z)dτ.
Then
(4.15) ‖
Sk−1v
2(x)
x2
‖L∞ . ‖∇v‖L∞ .
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Thus
‖Ik‖L∞ . ‖∇v‖L∞‖∆kω˜
1
j‖L∞ .
Therefore ∑
k≥0
2k‖Ik‖L∞ . ‖∇v‖L∞
∑
k≥0
2k‖∆kω˜
1
j‖L∞
. ‖∇v‖L∞‖ω˜
1
j ‖B1
∞,1
(4.16)
For the commutator term,we write by definition
IIk = Sk−1v
2(x)∆k(
ω˜1j (x)
x2
)−
Sk−1v
2(x)
x2
∆kω˜
1
j
=
Sk−1v
2(x)
x2
23k
∫
R3
h(2k(x− y))(x2 − y2)
ω˜1j
y2
(y)dy
= 2−k
Sk−1v
2(x)
x2
23kh˜(2k·) ∗
( ω˜1j
y2
)
(x),
where h˜(x) = x2h(x). Since F(h˜(ξ)) = i∂ξ2F(h(ξ)) = i∂ξ2ϕ(ξ). Then it follows that supp F(h˜) ⊂
suppF(h) = suppϕ. Therefore for every g ∈ S ′ we have 23kh˜(2k·) ∗∆pg = 0 , for |k − p| ≥ 2.
This leads to
23kh˜(2k·) ∗ g =
∑
|k−p|≤1
23kh˜(2k·) ∗∆pg.
Hence by Young inequality for convolution and (4.15) we get∑
k≥0
2k‖IIk‖L∞ .
∑
|k−p|≤1
‖
Sk−1v
2(x)
x2
‖L∞‖2
3kh˜(2k·) ∗∆p(
ω˜1j
x2
)‖L∞
. ‖∇v‖L∞
∑
|k−p|≤1
‖h˜‖L1‖∆p(
ω˜1j
x2
)‖L∞
. ‖∇v‖L∞‖
ω˜1j
x2
‖B0
∞,1
.(4.17)
Thus it follows from (4.16) and (4.17) that,
‖Tv2
ω˜1j
x2
‖B1
∞,1
. ‖∇v‖L∞(‖ω˜
1
j ‖B1
∞,1
+ ‖
ω˜1j
x2
‖B0
∞,1
)
. ‖v‖B1
∞,1
(‖ω˜1j ‖B1
∞,1
+ ‖
ω˜1j
x2
‖B0
∞,1
).(4.18)
Now putting together (4.13), (4.14), (4.18) and (4.12) we find
‖v2
ω˜1j
x2
‖B1
∞,1
. ‖v‖B1
∞,1
(‖ω˜1j ‖B1
∞,1
+ ‖
ω˜1j
x2
‖B0
∞,1
).
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Plugging this last estimate into (4.11) and using Bernstein and Ho¨lder inequalities, we find
e−CV (t)‖ω˜1j (t)‖B1
∞,1
. ‖∆jω
1
0‖B1
∞,1
+
∫ t
0
e−CV (τ)‖ω˜1j (τ)‖B1
∞,1
‖v(τ)‖B1
∞,1
dτ
+
∫ t
0
e−CV (τ)‖
ω˜1j
x2
‖B0
∞,1
‖v(τ)‖B1
∞,1
dτ + 22j‖∆jρ(t)‖L1tL∞
. ‖∆jω
1
0‖B1
∞,1
+ ‖
ω˜1j
x2
‖L∞t B0∞,1 + 2
2j‖∆jρ(t)‖L1tL∞
+
∫ t
0
e−CV (τ)‖ω˜1j (τ)‖B1
∞,1
‖v(τ)‖B1
∞,1
dτ.
According to Gronwall’s inequality one obtain,
e−CV (t)‖ω˜1j (t)‖B1
∞,1
.
(
‖∆jω
1
0‖B1
∞,1
+ ‖
ω˜1j
x2
‖L∞t B0∞,1 + 2
2j‖∆jρ(t)‖L1tL∞
)
eCV (t).
Then
(4.19) ‖ω˜1j (t)‖B1
∞,1
.
(
‖∆jω
1
0‖B1
∞,1
+ ‖
ω˜1j
x2
‖L∞t B0∞,1 + 2
2j‖∆jρ(t)‖L1tL∞
)
eCV (t).
It remains to estimate ‖
ω˜1j
x2
‖L∞t B0∞,1 . For this purpose we observe that
ω˜1j
x2
solves the equation, ∂t
ω˜1j
x2
+ v · ∇
ω˜1j
x2
=
∂2∆jρ
x2
ω˜1j
x2
(t = 0) =
∆jω10
x2
Applying again Proposition 2.6 and Ho¨lder inequality yields,
‖
ω˜1j
x2
‖B0
∞,1
≤ CeCV1(t)
(
‖
∆jω
1
0
x2
‖B0
∞,1
+
∫ t
0
e−CV1(τ)‖
∂2∆jρ(τ)
x2
‖B0
∞,1
dτ
)
≤ CeCV (t)
(
‖
∆jω
1
0
x2
‖B0
∞,1
+ ‖
∂2∆jρ(t)
x2
‖L1tB0∞,1
)
.(4.20)
By Taylor formula,
(4.21) ∂2∆jρ(x1, x2, z) = ∂2∆jρ(x1, 0, z) + x2
∫ 1
0
∂22∆jρ(x1, τx2, z)dτ.
Since ∆jρ is an axisymmetric function and
∂2∆jρ(x1, x2, z) = ∂r∆jρ(x1, x2, z)∂2r
= ∂r∆jρ(x1, x2, z)
x2
r
,
then ∂2∆jρ(x1, x2 = 0, z) = 0. Thus
‖
∂2∆jρ
x2
‖B0
∞,1
≤
∫ 1
0
‖(∂22∆jρ)(·, τ ·, ·)‖B0
∞,1
dτ.
At this stage we need to the following proposition (see [1] for the proof).
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Proposition 4.6. Let h : R3 −→ R be a function such that h ∈ B0∞,1 and we denote by
hτ (x1, x2, x3) = h(x1, τx2, x3). Then for every 0 < τ < 1, we have
‖hτ‖B0
∞,1
≤ C(1− log τ)‖h‖B0
∞,1
,
where C is a absolute positive constant.
Hence it follows that
‖
∂2∆jρ(t)
x2
‖B0
∞,1
. ‖∂22∆jρ(t)‖B0
∞,1
∫ 1
0
(1− log τ)dτ
. 22j‖∆jρ(t)‖L∞ .(4.22)
Now to estimate ‖
∆jω
1
0
x2
‖B0
∞,1
, we have v0 is axisymmetric then by Proposition 3.1, ∆jv
0 is
also axisymmetric. Consequently ∆jω
0 is the vorticity of an axisymmetric vector field hence
∆jω
1
0(x1, 0, z) = 0. Applying again Taylor formula we get
∆jω
1
0(x1, x2, z) = x2
∫ 1
0
∂x2∆jω
1
0(x1, τx2, z)dτ.
Using Proposition 4.6 as above, we get easily
‖
∆jω
1
0
x2
‖B0
∞,1
≤
∫ 1
0
‖(∂x2∆jω
1
0)(·, τ ·, ·)‖B0
∞,1
dτ
. ‖(∂x2∆jω
1
0)‖B0
∞,1
∫ 1
0
(1− log τ)dτ
. 2j‖∆jω0‖L∞ .(4.23)
Plugging (4.22) and (4.23) into (4.20), we find
‖
ω˜1j
x2
‖B0
∞,1
.
(
2j‖∆jω0‖L∞ + ‖
∂2∆jρ(t)
x2
‖L1tB0∞,1
)
eCV (t)
.
(
2j‖∆jω0‖L∞ + 2
2j‖∆jρ(t)‖L1tL∞
)
eCV (t).(4.24)
Plugging now the estimate (4.24) into (4.19) and using the embedding L1tB
1
∞,1 →֒ L
1
tLip, we
obtain
‖ω˜1j (t)‖B1
∞,1
.
(
2j‖∆jω0‖L∞ + 2
2j‖∆jρ(t)‖L1tL∞
)
eCV (t).
This can be written as
‖∆kω˜
1
j (t)‖L∞ . 2
j−keCV (t)
(
‖∆jω0‖L∞ + 2
j‖∆jρ(t)‖L1tL∞
)
.
Similar arguments gives the same estimate for ω˜2j . Finally we obtain,
‖∆kω˜j(t)‖L∞ . 2
j−keCV (t)
(
‖∆jω0‖L∞ + 2
j‖∆jρ(t)‖L1tL∞
)
.
The proof of the Proposition is now achieved. 
We will now see how use this to estimate ‖ω(t)‖B0
∞,1
and then to obtain a Lipschitz norm of the
velocity v.
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Proposition 4.7. Let v0 ∈ L2 such that ω
0
r
∈ L3,1, ρ0 ∈ L2 ∩ Lp with p > 6 and such that
|xh|
2ρ0 ∈ L2 and if in addition ω0 ∈ B0∞,1. Then the system (1.1) satisfies for every t ∈ R+,
‖ω(t)‖B0
∞,1
+ ‖∇v(t)‖L∞ . Φ5(t).
Proof. Let M be a fixed positive integer that will be chosen later. Then we have from the
definition of Besov spaces and Proposition 4.5-(1),
‖ω(t)‖B0
∞,1
≤
∑
k
‖∆k
∑
j
ω˜j(t)‖L∞
.
∑
k
( ∑
|k−j|≥M
‖∆kω˜j(t)‖L∞
)
+
∑
k
( ∑
|k−j|<M
‖∆kω˜j(t)‖L∞
)
:= I1 + I2.(4.25)
To estimate the term I1 we use Proposition 4.5-(4), the convolution inequality for the series and
the inequality (4.5),
I1 =
∑
k
( ∑
|k−j|≥M
‖∆kω˜j(t)‖L∞
)
. 2−M (‖ω0‖B0
∞,1
+ ‖ρ(t)‖L1tB1∞,1)e
CV (t)
. 2−M (‖ω0‖B0
∞,1
+Φ4(t))e
CV (t)(4.26)
For the second term I2 we use the continuity of the operator ∆k in the space L
∞, Proposition
4.5-(3) and (4.5) and obtain
I2 .
∑
j
∑
|k−j|<M
‖ω˜j(t)‖L∞
. Φ3(t)(‖ω
0‖B0
∞,1
+ ‖ρ(t)‖L1tB1∞,1)
. Φ3(t)M(‖ω
0‖B0
∞,1
+Φ4(t))
. Φ4(t)M.(4.27)
Combining now (4.25), (4.26) and (4.27) we find
‖ω(t)‖B0
∞,1
. (2−MeCV (t) +Φ4(t)M).
We choose M such that
M = [CV (t)] + 1,
then
(4.28) ‖ω(t)‖B0
∞,1
. (V (t) + 1)Φ4(t).
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It remains to estimate V (t), then for this purpose we have by definition of Besov space, Bernstein
inequality, Proposition 4.1 and the estimate ‖∆jv‖L∞ ∼ 2
−j‖∆jω‖L∞ ,
‖v(t)‖B1
∞,1
=
∑
j≥−1
2j‖∆jv(t)‖L∞
. ‖∆−1v(t)‖L2 +
∑
j≥0
‖∆jω(t)‖L∞
. ‖v(t)‖L2 + ‖ω(t)‖B0
∞,1
. C0(1 + t) + Φ4(t)
(
1 +
∫ t
0
‖v(τ)‖B1
∞,1
dτ
)
.
We have used above (4.28), thus by Gronwall’s inequality we obtain
(4.29) ‖v(t)‖B1
∞,1
. Φ5(t).
Plugging this estimate in (4.28) gives,
‖ω(t)‖B0
∞,1
. Φ5(t).
Using now the embeddings B1∞,1 →֒ Lip(R
3) and (4.29) we get
‖∇v(t)‖L∞ . Φ5(t).

4.1.3. Strong a priori estimates. The task is now to find some global estimates for stronger
norms of the solution of (1.1).
Proposition 4.8. Let v0 ∈ B
5
2
2,1 be a divergence free axisymmetric vector field without swirl and
ρ0 ∈ B
1
2
2,1 ∩ L
p with p > 6 an axisymmetric function such that |xh|
2ρ0 ∈ L2. Then any smooth
solution (v, ρ) of the system (1.1) satisfies
‖v‖
L˜∞t B
5
2
2,1
+ ‖ρ‖
L˜∞t B
1
2
2,1
+ ‖ρ‖
L˜1tB
5
2
2,1
. Φ6(t).
Recall that for every T > 0, ρ ≥ 1, (p, r) ∈ [1,∞]2 and s ∈ R the Chemin-Lerner space L˜ρTB
s
p,r
is defined as the set of all distribution f satisfying
‖f‖
L˜
ρ
T
Bsp,r
:=
∥∥∥(2qs‖∆qf‖Lρ
T
Lp)q
∥∥∥
ℓr
.
Proof. We localize in frequency the equation of the velocity, then we have for every j ≥ −1,
∂t∆jv + v · ∇∆jv +∇∆jp = ∆jρez − [∆j, v · ∇]v.
Taking the L2- scalar product with ∆jv and using Ho¨lder inequality,
1
2
d
dt
‖∆jv(t)‖
2
L2 ≤ ‖∆jv(t)‖L2‖∆jρ(t)‖L2 + ‖∆jv(t)‖L2‖[∆j , v · ∇]v(t)‖L2 .
This implies that
d
dt
‖∆jv(t)‖L2 ≤ ‖∆jρ(t)‖L2 + ‖[∆j , v · ∇]v(t)‖L2 .
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Integrating in time we obtain
‖∆jv(t)‖L2 ≤ ‖∆jv
0‖L2 + ‖∆jρ(t)‖L1tL2 + ‖[∆j , v · ∇]v(t)‖L1tL2 .
Multiplying the above inequality by 2
5
2
j and taking the ℓ1 -norm we obtain thus
(4.30) ‖v(t)‖
B
5
2
2,1
≤ ‖v0‖
B
5
2
2,1
+ ‖ρ(t)‖
L˜1tB
5
2
2,1
+ ‖(2
5
2
j‖[∆j , v · ∇]v(t)‖L1tL2)j‖ℓ1 .
To estimate the commutator term, we use the following Lemma (see [5] for the proof).
Lemma 4.9. Let η be a smooth function and v be a smooth vector field of R3 with zero divergence.
Then we have for all 1 ≤ p ≤ ∞ and s ≥ −1,∑
j≥−1
2js‖[∆j , v · ∇]η‖Lp .
{
‖∇v‖L∞‖η‖Bsp,1 if − 1 < s < 1
‖∇v‖L∞‖η‖Bsp,1 + ‖∇η‖L∞‖v‖Bsp,1 if 1 ≤ s
Therefore we obtain in (4.30),
‖v(t)‖
B
5
2
2,1
≤ ‖v0‖
B
5
2
2,1
+ ‖ρ(t)‖
L˜1tB
5
2
2,1
+ C
∫ t
0
‖∇v(τ)‖L∞‖v(τ)‖
B
5
2
2,1
dτ.
Using Gronwall’s inequality we get
‖v(t)‖
B
5
2
2,1
. (‖v0‖
B
5
2
2,1
+ ‖ρ(t)‖
L˜1tB
5
2
2,1
)eC
∫ t
0 ‖∇v(τ)‖L∞dτ
. (‖v0‖
B
5
2
2,1
+ ‖ρ(t)‖
L˜1tB
5
2
2,1
)Φ6(t),(4.31)
where we have used Proposition 4.7. It remains then to estimate ‖ρ(t)‖
L˜1tB
5
2
2,1
. For this purpose
we localize in frequency the equation of the density. For j ≥ 0 we have,
∂t∆jρ+ v · ∇∆jρ−∆∆jρ = −[∆j, v · ∇]ρ.
Taking again the L2- scalar product with ∆jρ and using Ho¨lder’s inequality,
1
2
d
dt
‖∆jρ(t)‖
2
L2 −
∫
R3
(∆∆jρ)∆jρdx ≤ ‖∆jρ(t)‖L2‖[∆j , v · ∇]ρ(t)‖L2 .
Using now the generalized Bernstein inequality see [7, 12]
1
2
22j‖∆jρ(t)‖
2
L2 ≤ −
∫
R3
(∆∆jρ)∆jρdx.
Hence,
d
dt
‖∆jρ(t)‖L2 + c2
2j‖∆jρ(t)‖L2 . ‖[∆j , v · ∇]ρ(t)‖L2 .
This gives,
d
dt
(ect2
2j
‖∆jρ(t)‖L2) ≤ e
ct22j‖[∆j , v · ∇]ρ(t)‖L2 .
It follows that,
(4.32) ‖∆jρ(t)‖L2 . e
−ct22j‖∆jρ
0‖L2 +
∫ t
0
e−c(t−τ)2
2j
‖[∆j, v · ∇]ρ(τ)‖L2dτ
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Integrating in time implies that
(4.33) ‖∆jρ(t)‖L1tL2 . 2
−2j‖∆jρ
0‖L2 + 2
−2j‖[∆j , v · ∇]ρ(t)‖L1tL2 .
From (4.32) and (4.33) we obtain for j ≥ 0
‖∆jρ(t)‖L∞t L2 + 2
2j‖∆jρ(t)‖L1tL2 . ‖∆jρ
0‖L2 + ‖[∆j , v · ∇]ρ(t)‖L1tL2 .
Multiplying the above inequality by 2
j
2 and taking the ℓ1 norm we find,
‖ρ(t)‖
L˜∞t B
1
2
2,1
+ ‖ρ(t)‖
L˜1tB
5
2
2,1
. ‖∆−1ρ(t)‖L1tL2 + ‖ρ
0‖
B
1
2
2,1
+ ‖(2
j
2‖[∆j , v · ∇]ρ(t)‖L1tL2)j‖ℓ1
. t‖ρ0‖L2 + ‖ρ
0‖
B
1
2
2,1
+
∫ t
0
‖∇v(τ)‖L∞‖ρ(τ)‖
B
1
2
2,1
dτ
. ‖ρ0‖
B
1
2
2,1
(1 + t) +
∫ t
0
‖∇v(τ)‖L∞‖ρ(τ)‖
L˜∞τ B
1
2
2,1
dτ
. C0(1 + t) +
∫ t
0
Φ5(τ)(‖ρ(τ)‖
L˜∞τ B
1
2
2,1
+ ‖ρ(τ)‖
L˜1τB
5
2
2,1
)dτ,
where we have used Lemma 4.9 and Proposition 4.7.
Finally using Gronwall’s inequality we find
(4.34) ‖ρ(t)‖
L˜∞t B
1
2
2,1
+ ‖ρ(t)‖
L˜1tB
5
2
2,1
. Φ6(t).
Putting now (4.34) into (4.31) we find
‖v(t)‖
B
5
2
2,1
. Φ6(t).
The proof of the Proposition is now complete. 
4.2. Uniqueness result. We will prove the uniqueness result for the system (1.1) in the fol-
lowing space
AT := (L
∞
T L
2 ∩ L1T W˙
1,∞)× (L∞T L
2 ∩ L1T W˙
1,∞).
We take two solutions (vj , ρj), with j = 1, 2 for (1.1) belonging to the space AT for a fixed time
T > 0, with initial data (v0j , ρ
0
j ), j = 1, 2 and we denote
v = v2 − v1 and ρ = ρ2 − ρ1.
Then we find the equations
(4.35)

∂tv + v2 · ∇v +∇p = −v · ∇v1 + ρez
∂tρ+ v2 · ∇ρ−∆ρ = −v · ∇ρ1
v|t=0 = v
0, ρ|t=0 = ρ
0.
Taking the L2 inner product of the first equation of (4.35) with v, integrating by parts and using
Ho¨lder inequality, we get
1
2
d
dt
‖v(t)‖2L2 ≤ ‖v(t)‖
2
L2‖∇v1(t)‖L∞ + ‖v(t)‖L2‖ρ(t)‖L2 .
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Integrating in time we get
‖v(t)‖2L2 ≤ ‖v
0‖2L2 + 2
∫ t
0
‖v(τ)‖2L2‖∇v1(τ)‖L∞dτ + 2
∫ t
0
‖ρ(τ)‖L2‖v(τ)‖L2dτ.
Then we get
(4.36) ‖v(t)‖2L2 ≤ ‖v
0‖2L2 + 2
∫ t
0
‖v(τ)‖2L2‖∇v1(τ)‖L∞dτ + 2
∫ t
0
(‖ρ(τ)‖2L2 + ‖v(τ)‖
2
L2)dτ.
As above, taking again the L2 inner product of the second equation of (4.35) with ρ and inte-
grating by parts, we get finally
‖ρ(t)‖2L2 ≤ ‖ρ
0‖2L2 + 2
∫ t
0
‖v(τ)‖L2‖ρ(τ)‖L2‖∇ρ1(τ)‖L∞dτ
≤ ‖ρ0‖2L2 + 2
∫ t
0
(
‖v(τ)‖2L2 + 2‖ρ(τ)‖
2
L2
)
‖∇ρ1(τ)‖L∞dτ(4.37)
Putting g(t) = ‖v(t)‖2
L2
+ ‖ρ(t)‖2
L2
, we obtain from (4.36) and (4.37) that,
g(t) ≤ g0 + 2
∫ t
0
(
‖∇v1(t)‖L∞ + ‖∇ρ1(t)‖L∞ + 1
)
g(τ)dτ.
Gronwall inequality yields
(4.38) g(t) ≤ g0 exp
(
2(‖∇v1(t)‖L1tL∞ + ‖∇ρ1(t)‖L1tL∞ + t)
)
.
This proves the uniqueness result.
4.3. Existence. We will now construct a global solution for the Boussinesq system (1.1). First
we smooth out initial data
vn0 = Snv
0 and ρn0 = Snρ
0.
By definition of the operator Sn : there is a positive radial function χ ∈ D(R
3) such that
vn0 := Snv
0 = 23nχ(2n·) ∗ v0
and
ρn0 := Snρ
0 = 23nχ(2n·) ∗ ρ0,
We can easily prove the following result.
Lemma 4.10. Let v0 ∈ B
5
2
2,1 be an axisymmetric vector field with zero divergence and such that
ω0
r
∈ L3,1 and let ρ0 ∈ B
1
2
2,1 ∩L
p with p > 6 be an axisymmetric function such that |xh|
2ρ0 ∈ L2.
Then for every n ∈ N∗, the functions vn0 and ρ
n
0 are axisymmetric and div v
n
0 = 0. Moreover
there exist a constant C such that,
‖vn0 ‖
B
5
2
2,1
≤ C‖v0‖
B
5
2
2,1
, ‖
ωn0
r
‖L3,1 ≤ C‖
ω0
r
‖L3,1 , ‖ρ
n
0‖
B
1
2
2,1∩L
p
≤ C‖ρ0‖
B
1
2
2,1∩L
p
and sup
n∈N
‖|xh|
2ρn0‖L2 ≤ C(‖ρ
0‖L2 + ‖|xh|
2ρ0‖L2).
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Proof. The fact that the functions vn0 and ρ
n
0 are axisymmetric is due to the radial property of
the function χ and the fact that div vn0 = 0 due to the condition incompressible of the vector
field v0. Now we have the cut-off in frequency is uniformly bounded in Lesbesque and Sobolev
spaces, that is by applying convolution inequality we immediate get
‖ρn0‖Lp ≤ ‖2
3nχ(2n·)‖L1‖ρ
0‖Lp
≤ ‖χ‖L1‖ρ
0‖Lp
≤ C‖ρ0‖Lp .
and in the Besov space, we have
‖vn0 ‖
B
5
2
2,1
≤
∑
p≤n−1
‖∆pv
0‖
B
5
2
2,1
≤
∑
|j−p|≤1
2
5
2
j
∑
p≤n−1
‖∆j∆pv
0‖L2
≤ C
∑
j
2
5
2
j‖∆jv
0‖L2
≤ C‖v0‖
B
5
2
2,1
.
Similarly for ‖ρn0‖
B
1
2
2,1
, we get
‖ρn0‖
B
1
2
2,1
≤ C
∑
j
2
1
2
j‖∆jρ
0‖L2 ≤ C‖ρ
0‖
B
1
2
2,1
.
For the estimate of ‖
ωn0
r
‖L3,1 , we use the convolution inequality on Lorentz space L
3,1, we obtain
as before
‖
ωn0
r
‖L3,1 = ‖
Snω0
r
‖L3,1 ≤ ‖2
3nχ(2n·)‖L1‖
ω0
r
‖L3,1
≤ C‖
ω0
r
‖L3,1 .
We prove the uniform boundedness of the moment of the density. First we write,
|xh|
2
∣∣∣ρn0 (x)∣∣∣ = |xh|2∣∣∣23n ∫
R3
χ(2n(x− y))ρ0(y)dy
∣∣∣
≤ 223n
∫
R3
|xh − yh|
2χ(2n(x− y))ρ0(y)dy + 223n
∣∣∣ ∫
R3
χ(2n(x− y))|yh|
2ρ0(y)dy
∣∣∣
≤ 22−2n(23nχ1(2
n·) ∗ ρ0)(x) + 2(23n|χ|(2n·) ∗ (|yh|
2ρ0))(x),
where χ1(x) = |xh|
2χ(x). Now from convolution inequality we obtain,
‖|xh|
2ρn0‖L2 ≤ C2
−2n‖ρ0‖L2 + C‖|xh|
2ρ0‖L2 .
This gives that,
sup
n∈N
‖|xh|
2ρn0‖L2 ≤ C(‖ρ
0‖L2 + ‖|xh|
2ρ0‖L2).

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Let us now consider the following system
(4.39)

∂tv
n + vn · ∇vn +∇pn = ρ
nez
∂tρ
n + vn · ∇ρn −∆ρn = 0
div vn = 0
vn|t=0 = Snv
0, ρn|t=0 = Snρ
0.
Lemma 4.10 gives that the initial data are smooths and axisymmetrics. Thus we can construct
locally in time a unique solution (vn, ρn). This solution is globally defined since the Lipschitz
norm of the velocity does not blow up in finite time by Proposition 4.7. Once again from the a
priori estimates we have
(4.40) ‖vn‖
L˜∞
T
B
5
2
2,1
+ ‖ρn‖
L˜∞
T
B
1
2
2,1
+ ‖ρn‖
L˜1
T
B
5
2
2,1
. Φ6(T ).
The control is uniform with respect to the parameter n. Thus it follows that up to an extraction
the sequence (vn, ρn)n∈N is weakly convergent to some (v, ρ) belonging to L˜
∞
T B
5
2
2,1 × L˜
∞
T B
1
2
2,1 ∩
L˜1TB
5
2
2,1. Now we will prove that this sequence (v
n, ρn)n∈N converges strongly to (v, ρ) in the
space (L∞T L
2)2. Let ξn,n′ := v
n − vn
′
and ηn,n′ := ρ
n − ρn
′
then according to the estimate (4.38)
and Propositions 4.4 and 4.7, we get
‖ξn,n′‖L∞
T
L2 + ‖ηn,n′‖L∞
T
L2 ≤ (‖Snv
0 − Sn′v
0‖L2 + ‖Snρ
0 − Sn′ρ
0‖L2)Φ6(t).
This shows that the family (vn, ρn)n∈N is Cauchy sequence in the space (L
∞
T L
2)2. Hence it
converges strongly to (v, ρ). Combining this result with (4.40) and by interpolation argument,
we can get the strong convergences of (vn, ρn) to (v, ρ) in L∞T H
s × L∞T H
s′ with 0 ≤ s < 52 and
0 ≤ s′ < 12 . The passage to the limit in the linear parts can be checked for example in the weak
sense. For the nonlinear term vn · ∇vn, we write
vn · ∇vn = div(vn ⊗ vn).
Now, since vn → v in L∞T H
sand by using the fact that Hs ∩ L∞ with s > 0 is an algebra, we
obtain vn ⊗ vn → v ⊗ v in L∞T H
s and thus div(vn ⊗ vn)→ div(v ⊗ v) in L∞T H
s−1.
On the other-hand, vn · ∇ρn = div(vnρn), and since vn → v in L∞T L
∞ and ρn → ρ in L∞T L
2
then we get vnρn → vρ in L∞T L
2 and consequently div(vnρn)→ div(vρ) in L∞T H
−1. This allows
us to pass to the limit in the system (4.39) and we get that (v, ρ) is a solution of the system (1.1).
Let us now sketch the proof of the contiuity in time of the velocity. Let ε > 0, N ∈ N∗
and T > 0, then for every t, t′ ∈ R+,
‖v(t) − v(t′)‖
B
5
2
2,1
≤
∑
j≤N
2
5
2
j‖∆j(v(t)− v(t
′))‖L2 + 2
∑
j>N
2
5
2
j‖∆jv‖L2
. 2
5
2
N‖v(t) − v(t′)‖L2 + 2
∑
j>N
2
5
2
j‖∆jv‖L∞
T
L2 .
Since v ∈ L˜∞T B
5
2
2,1, then there exists N sufficiently large such that∑
j>N
2
5
2
j‖∆jv‖L∞
T
L2 ≤
ε
4
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Therefore, we have
(4.41) ‖v(t) − v(t′)‖
B
5
2
2,1
. 2
5
2
N‖v(t)− v(t′)‖L2 +
ε
2
.
It remains then to estimate ‖v(t) − v(t′)‖L2 . For this purpose we use the velocity equation, we
have
∂tv = −P(v · ∇v) + P(ρez).
Where P denote Leray projector. The solution of this equation is given by Duhamel formula,
v(t, x) = v0(x)−
∫ t
0
P(v · ∇v)(τ)dτ +
∫ t
0
Pρ(τ)dτ.
Hence it follows that for t, t′ ∈ R+,
v(t, x) − v(t′, x) = −
∫ t
t′
P(v · ∇v)(τ)dτ +
∫ t
t′
Pρ(τ)dτ.
Taking the L2 norm of the above equation and using the fact that the Leray projector P is
continue into L2, we get with t′ ≤ t that
‖v(t) − v(t′)‖L2 ≤
∫ t
t′
‖P(v · ∇v)(τ)‖L2dτ +
∫ t
t′
‖Pρ(τ)‖L2dτ
.
∫ t
t′
‖v(τ)‖L2‖∇v(τ)‖L∞dτ +
∫ t
t′
‖ρ(τ)‖L2dτ
.
∫ t
t′
‖v(τ)‖L2‖∇v(τ)‖L∞dτ +
∫ t
t′
‖ρ0‖L2dτ
. |t− t′|
(
‖v‖L∞t L2‖∇v‖L
∞
t L
∞ + ‖ρ0‖L2
)
.(4.42)
We have used Ho¨lder inequality and integration by parts for the first term of the above inequality
and Proposition 4.1-(a) for the second.
Putting now (4.42) into (4.41) and using Propositions 4.1 and 4.7, we get
‖v(t) − v(t′)‖
B
5
2
2,1
. 2
5
2
N |t− t′|
(
‖v‖L∞t L2‖∇v‖L
∞
t L
∞ + ‖ρ0‖L2
)
+
ε
2
. 2
5
2
N |t− t′|
(
Φ5(t)(1 + t) + ‖ρ
0‖L2
)
+
ε
2
.
It is enough then to choose |t− t′| < β such that
2
5
2
N |t− t′|
(
(1 + t)Φ5(t) + ‖ρ
0‖L2
)
<
ε
2
.
Finally we obtain
‖v(t)− v(t′)‖
B
5
2
2,1
. ε.
This proves the continuity in time of the velocity.
Let us now prove the continuity in time for the density. We first prove it in the Besov spaces
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B
1
2
2,1. Similarly to the velocity, we write since ρ ∈ L˜
∞
T B
1
2
2,1 that for every t, t
′ ∈ R+,
‖ρ(t)− ρ(t′)‖
B
1
2
2,1
≤
∑
j≤N
2
j
2 ‖∆jρ(t)−∆jρ(t
′)‖L2 + 2
∑
j>N
2
j
2 ‖∆jρ‖L∞
T
L2
.
∑
j≤N
2
j
2 ‖∆jρ(t)−∆jρ(t
′)‖L2 + 2
ε
4
.(4.43)
From the equation for ρ, we have
∆jρ(t) = ∆jρ
0(x) +
∫ t
0
∆∆jρ(τ)dτ −
∫ t
0
∆j(v · ∇ρ)(τ)dτ
and similar for ∆jρ(t
′). Thus it follows from Ho¨lder and Bernstein inequalities with t′ ≤ t that,
‖∆jρ(t)−∆jρ(t
′)‖L2 ≤
∫ t
t′
‖∆∆jρ(τ)‖L2dτ +
∫ t
t′
‖∆j(v · ∇ρ)(τ)‖L2dτ
. 22j
∫ t
t′
‖∆jρ(τ)‖L2dτ + 2
5
2
j
∫ t
t′
‖∆j(vρ)(τ)‖L1dτ
. |t− t′|22j‖ρ0‖L2 + |t− t
′|2
5
2
j‖v‖L∞t L2‖ρ‖L∞t L2 ,(4.44)
where we have used in the last line Proposition 4.1-(a) Putting now (4.44) into (4.43) and using
Proposition 4.1, we find
‖ρ(t) − ρ(t′)‖
B
1
2
2,1
. |t− t′|2
5
2
N‖ρ0‖L2 + |t− t
′|23N‖v‖L∞t L2‖ρ‖L∞t L2 +
ε
2
. |t− t′|‖ρ0‖L2
(
2
5
2
N + C0(1 + t)2
3N
)
+
ε
2
.
We choose |t− t′| < γ such that,
|t− t′|‖ρ0‖L2
(
2
5
2
N + C0(1 + t)2
3N
)
<
ε
2
.
Finally,
‖ρ(t)− ρ(t′)‖
B
1
2
2,1
< ε.
We will now prove the continuity in time for the density in Lp space. Denote S(t) := et∆ is the
semigroup of convolution defined by
S(t)ρ(x) = (Kt ∗ ρ)(x),
where Kt =
1
t
3
2
K( x
t
1
2
) and K̂ = e−|ξ|
2
. It is well-known that K is nonnegative and ‖K‖L1 = 1.
We set now g := −v · ∇ρ. From the equation of ρ, we get
ρ(t, x) = (Kt ∗ ρ
0)(x) +
∫ t
0
(Kt−τ ∗ g)(τ)dτ
= S(t)ρ0(x) +
∫ t
0
S(t− τ)g(τ)dτ.
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Thus from Duhamel formula, we have for every 0 ≤ t′ ≤ t ≤ T,
ρ(t, x)− ρ(t′, x) = (S(t)− S(t′))ρ0(x) +
∫ t
t′
S(t− τ)g(τ)dτ
+
∫ t′
0
(S(t− τ)− S(t′ − τ))g(τ)dτ.(4.45)
The first term of the right-hand side converge to zero as t goes to t′ since the map t 7−→ S(t)ρ0
is contnuous from [0,+∞[ into Lp with 1 ≤ p < ∞. For the second term, we use Young and
Ho¨lder inequalities with 0 ≤ t′ ≤ t ≤ T,
‖
∫ t
t′
S(t− τ)g(τ)dτ‖Lp ≤
∫ t
t′
‖S(t− τ)g(τ)‖Lpdτ
≤
∫ t
t′
‖g(τ)‖Lpdτ
≤
∫ t
t′
‖v · ∇ρ(τ)‖Lpdτ
≤
∫ t
t′
‖v(τ)‖L∞‖∇ρ(τ)‖Lpdτ
≤ ‖v‖L∞
T
L∞
∫ t
t′
‖∇ρ(τ)‖Lpdτ.
Now since, ∫ t
t′
‖∇ρ(τ)‖Lpdτ ≤
∣∣∣ ∫ t
0
‖∇ρ(τ)‖Lpdτ −
∫ t′
0
‖∇ρ(τ)‖Lpdτ
∣∣∣
≤
∫ t
0
‖∇ρ(τ)‖Lpdτ +
∫ t′
0
‖∇ρ(τ)‖Lpdτ.
Then to estimate
∫ t
0
‖∇ρ(τ)‖Lpdτ we use (2.5) and Bernstein inequality, we obtain
∫ t
0
‖∇ρ(τ)‖Lpdτ ≤
∑
j≥−1
∫ t
0
‖∇∆jρ(τ)‖Lpdτ
.
∑
j≥−1
2j
∫ t
0
‖∆jρ(τ)‖Lpdτ
.
∑
j≥−1
2−j‖∆jρ
0‖Lp
(
1 +
∫ t
0
‖∇v(τ)‖L∞dτ
)
. ‖ρ0‖Lp(1 +
∫ t
0
‖∇v(τ)‖L∞dτ).(4.46)
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Similarly for
∫ t′
0
‖∇ρ(τ)‖Lpdτ we find
∫ t′
0
‖∇ρ(τ)‖Lpdτ . ‖ρ
0‖Lp(1+
∫ t′
0
‖∇v(τ)‖L∞dτ). Using
now the embedding B
5
2
2,1 →֒ L
∞, we find,
‖
∫ t
t′
S(t− τ)g(τ)dτ‖Lp ≤ ‖v‖L∞
T
L∞
∫ t
t′
‖∇ρ(τ)‖Lpdτ
. ‖v‖
L∞
T
B
5
2
2,1
‖ρ0‖Lp
(
1 +
∫ t
0
‖∇v(τ)‖L∞dτ +
∫ t′
0
‖∇v(τ)‖L∞dτ
)
.
Hence the continuity in time is a consequence of Propositions 4.7 and 4.8. For the last term of
(4.45), we use the identity,
S(t− τ)g(τ) − S(t′ − τ)g(τ) = −
∫ t−τ
t′−τ
S(t′′)∆g(τ)dt′′.
Thus we have,
‖S(t− τ)g(τ) − S(t′ − τ)g(τ)‖Lp ≤
∫ t−τ
t′−τ
‖S(t′′)∆g(τ)‖Lpdt
′′
≤
∫ t−τ
t′−τ
‖S(t′′)∆−1∆g(τ)‖Lpdt
′′
+
∑
j≥0
∫ t−τ
t′−τ
‖S(t′′)∆j∆g(τ)‖Lpdt
′′
≤
∫ t−τ
t′−τ
‖Kt′′‖L1‖∆−1∆g(τ)‖Lpdt
′′
+
∑
j≥0
∫ t−τ
t′−τ
‖et
′′∆∆j∆g(τ)‖Lpdt
′′
≤ C(t− t′)‖g(τ)‖Lp + C
∑
j≥0
22j
∫ t−τ
t′−τ
‖e−t
′′∆∆jg(τ)‖Lpdt
′′
. (t− t′)‖v(τ)‖L∞‖∇ρ(τ)‖Lp
+
∑
j≥0
22j
∫ t−τ
t′−τ
e−ct
′′22j‖∆jg(τ)‖Lpdt
′′
. (t− t′)‖v(τ)‖L∞‖∇ρ(τ)‖Lp
+
∑
j≥0
22j‖∆jg(τ)‖Lp
∫ t−τ
t′−τ
e−ct
′′22jdt′′
. (t− t′)‖v(τ)‖L∞‖∇ρ(τ)‖Lp
+
∑
j≥0
(1− e−c(t−t
′)22j )‖∆jg(τ)‖Lp .
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Where we have used Bernstein inequality and the following inequality proved in [6]: there exists
c, C > 0 such that for every t > 0, j ∈ N and g ∈ Lp, 1 ≤ p ≤ ∞,
‖e−t∆∆jg‖Lp ≤ Ce
−ct22j‖∆jg‖Lp .
Hence, it follows that,
∫ t′
0
‖(S(t− τ)− S(t′ − τ))g(τ)‖Lpdτ ≤ C(t− t
′)‖v‖L∞
T
L∞‖∇ρ‖L1
T
Lp
+ C
∑
j≥0
(
1− e−c(t−t
′)22j
)
‖∆jg‖L1
T
Lp .
Since 1− e−x ≤ xβ with x ≥ 0 and 0 ≤ β ≤ 1 then we have for 0 ≤ j,
1− e−c(t−t
′)22j ≤ c(t− t′)
1
4 2
j
2 .
This gives
∫ t′
0
‖(S(t − τ)− S(t′ − τ))g(τ)‖Lpdτ . (t− t
′)‖v‖L∞
T
L∞‖∇ρ‖L1
T
Lp + (t− t
′)
1
4‖g‖
L1
T
B
1
2
p,1
.
Using Bony’s decomposition, we can easily prove that,
‖g‖
B
1
2
p,1
. ‖v · ∇ρ‖
B
1
2
p,1
. ‖v‖B1
∞,1
‖ρ‖
B
3
2
p,1
.
Therefore,
‖g‖
L1
T
B
1
2
p,1
. ‖v‖L∞
T
B1
∞,1
‖ρ‖
L1
T
B
3
2
p,1
.
To estimate ‖ρ‖
L1
T
B
3
2
p,1
we use as before (2.5), Proposition 4.1-a) and Bernstein inequality and
get,
‖ρ‖
L1
T
B
3
2
p,1
= C‖∆−1ρ‖L1
T
Lp +
∑
j≥0
2
3
2
j‖∆jρ‖L1
T
Lp
. ‖ρ0‖LpT +
∑
j≥0
2−
1
2
j‖∆jρ
0‖Lp(1 +
∫ T
0
‖∇v(τ)‖L∞dτ)
. ‖ρ0‖Lp(1 + T +
∫ T
0
‖∇v(τ)‖L∞dτ).(4.47)
GLOBAL WELL-POSEDNESS FOR BOUSSINESQ SYSTEM 35
Using the embedding B1∞,1 →֒ L
∞, (4.46) and (4.47), we get∫ t′
0
‖(S(t − τ)− S(t′ − τ))g(τ)‖Lpdτ . (t− t
′)‖v‖L∞
T
L∞‖∇ρ‖L1
T
Lp
+ (t− t′)
1
4 ‖v‖L∞
T
B1
∞,1
‖ρ‖
L1
T
B
3
2
p,1
.
(
(t− t′)‖∇ρ‖L1
T
Lp + (t− t
′)
1
4 ‖ρ‖
L1
T
B
3
2
p,1
)
‖v‖L∞
T
B1
∞,1
.
(
(t− t′) + (t− t′)
1
4
)
‖ρ0‖Lp
(
1 + T
+
∫ T
0
‖∇v(τ)‖L∞dτ
)
‖v‖L∞
T
B1
∞,1
.
The norms in the right-hand side are finite according to (4.29) and Proposition 4.7.
This achieves the proof of the continuity in time of the density ρ in Lp space.
As we have proved the continuity in time of the density ρ in Lp space, we can prove in the same
way the continuity in time of the second moment of the density in L2 space. For this we will
estimate only one term and the other terms will be exactly the same estimate. Recall now from
(4.2), the second moment of ρ satisfies the following equation, with G := |xh|
2ρ and f := xhρ,
∂tG−∆G = −v · ∇G+ 2v
hf − 2∇hρ− 4divhf := F.
Then we can easily see with 0 ≤ t′ ≤ t ≤ T that,
G(t, x)−G(t′, x) = (S(t)− S(t′))G0(x) +
∫ t
t′
S(t− τ)F (τ)dτ +
∫ t′
0
(S(t− τ)− S(t′ − τ))F (τ)dτ.
We will use to control the second and the third terms in L2 space an integration by parts and
by using Ho¨lder inequality. We will be going to work with
∫ t
t′
‖S(t− τ)v · ∇G(τ)‖L2dτ. First we
write by an integration by parts:
S(t− τ)v · ∇G = S(t− τ)div(v ·G)
=
∑
i,j
Kt−τ ∗ ∂i(v
iGj)
=
∑
i,j
∂iKt−τ ∗ (v
iGj).
Thus by convolution inequality, we have
‖S(t− τ)v · ∇G‖L2 ≤
∑
i,j
‖∂iKt−τ ∗ (v
iGj)‖L2
≤
∑
i,j
‖∂iKt−τ‖L1‖v
iGj‖L2 .
Now since Kt−τ =
1
(t−τ)
3
2
K( x
(t−τ)
1
2
), then
|∂iKt−τ | ≤
1
(t− τ)
3
2
1
(t− τ)
1
2
∣∣∣∂iK( x
(t− τ)
1
2
)
∣∣∣.
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Thus
‖∂iKt−τ‖L1 ≤
1
(t− τ)2
‖∂iK(
x
(t− τ)
1
2
)‖L1
≤
1
(t− τ)2
(t− τ)
3
2 ‖∂iK‖L1
≤
1
(t− τ)
1
2
‖∂iK‖L1 .
This gives that,
‖S(t− τ)v · ∇G‖L2 . ‖v G‖L2
1
(t− τ)
1
2
.
Therefore by using Ho¨lder’s inequality, we obtain that,∫ t
t′
‖S(t− τ)v · ∇G(τ)‖L2dτ ≤
∫ t
t′
1
(t− τ)
1
2
‖v(τ)‖L∞‖G(τ)‖L2dτ
. (t− t′)
1
2 ‖v‖L∞
T
L∞‖G‖L∞
T
L2
. (t− t′)
1
2 ‖v‖L∞
T
B1
∞,1
‖G‖L∞
T
L2 .
The continuity in time follows from (4.29) and Proposition 4.2-b).
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