Real-world data are often riddled with data quality problems such as noise, outliers and missing values, which present significant challenges for supervised learning algorithms to effectively classify them. This paper explores the ill-effects of inapplicable features on the performance of supervised learning algorithms. In particular, we highlight the difference between missing and inapplicable feature values. We argue that the current approaches for dealing with missing values, which are mostly based on single or multiple imputation methods, are insufficient to handle inapplicable features, especially those that are continuous valued. We also illustrate how current tree-based and kernelbased classifiers can be adversely affected by the presence of such features if not handled appropriately. Finally, we propose methods to extend existing tree-based and kernel-based classifiers to deal with the inapplicable continuous-valued features.
Introduction
The imperfection of real-world data present significant challenges for supervised learning algorithms to accurately classify them. For example, noise due to erroneous recordings or distortions of observation values may deteriorate classification performance as it may lead to model overfitting. Another issue commonly encountered in practice is the incomplete data problem, where feature values are either missing at random for some observations or are unavailable for some blocks of observations [15] . The missing values are typically encoded as null values and are interpreted according to their context in the problem domain. For example, the null values in patient health records may indicate the absence of lab test results for costly procedures that were not performed on a patient. In survey data, null values may arise when the respondents do not provide an answer to a survey question due to privacy concerns or other reasons. This paper considers a specific type of null value that corresponds to inapplicable feature values. A data instance is said to have an inapplicable value for a given feature if the property associated with the feature is unsuited for the given instance [11] . For example, sales commission is a feature that is applicable to employees working in the sales department but not to those working in other departments. Inapplicable features may also arise in survey data where only respondents who provide a specific answer to a previous question will be asked a follow-up question (e.g. a medical survey question about last surgery date is inapplicable to those who never had any surgeries). Another example is network traffic data, where a feature such as number of bytes in packet #5 is inapplicable to network flows that contain less than 5 packets.
While the distinction between missing and inapplicable feature values is well-documented in areas such as database systems [3, 2, 16, 11] , paleontology [19] , education [13] , etc. Little work has been done by researchers in the data mining and machine learning community to treat inapplicable values differently from other types of missing values in developing supervised learning algorithms. A key distinction between missing value and inapplicable value is that, for the former, every domain value is possible, whereas for the latter, every domain value is impossible. For example, a genuinely missing sales commission value for a salesperson could be anywhere between zero and its maximum possible value whereas the sales commission for a non-sales employee should not take any of the domain values. Since conventional methods for handling incomplete data simply replace the missing values with other legitimate domain values, they are inappropriate for data sets that contain inapplicable feature values. Instead, we argue that the inapplicable values should be replaced by a value that does not exist within the domain of possible values. This can be done easily for nominal (categorical) features by replacing the inapplicable value with a new category. However, it is more challenging for continuous valued features as one must consider its ordinal relation as well as the addition/subtraction and multiplicative properties of the continuous domain [17] . For example, suppose the feature values for 3 data instances are X 1 = 0, X 2 = 100, and
Since many existing algorithms rely on computations of similarity between data instances, they are inadequate for handling continuous features with inapplicable values as the similarity matrix may not be positive semidefinite.
The main contributions of this paper are as follows:
1. We highlight the difference between missing and inapplicable feature values and illustrate how current tree-based and kernel-based classifiers can be adversely affected by inapplicable features if not handled appropriately.
2. We present a simple adaptation of existing treebased method to deal with inapplicable continuousvalued features.
3. We introduce positive semi-definite kernels for data with inapplicable features and present a boosted kernel learning approach for classifying such data.
Decision Tree for Inapplicable Feature Values
A simple yet effective way to perform supervised classification is by using decision trees. Decision tree classifiers such as C4.5 [14] and CART [1] recursively partition the input space into rectilinear regions by considering one feature at a time. The features are selected using impurity measures such as entropy and gini index, which are defined as follows:
where p i denote the proportion of training instances belonging to class i. During the tree growing process, the decision tree induction algorithm will select the feature that maximizes the gain (i.e. difference in impurity measure) as its splitting attribute. In this section, we discuss the limitations of current implementations of decision trees in dealing with inapplicable feature values and describe our proposed extensions to deal with such problems. Current implementations of decision tree classifiers such as C4.5 [14] , CART [1] , and CHAID [10] do not distinguish between inapplicable and other types of missing values. They often employ data imputation methods to handle the incomplete data problem. These include probabilistic split, surrogate split, separate class, grand mode/mean imputation, complete case and complete variable methods [6] . The probabilistic split method, which is used by C4.5, routes training instances with missing values to every child of a node with different probabilities. The CART algorithm [1] uses the surrogate split strategy, where instances with missing values are routed to the child nodes based on the value of another surrogate feature, whose split most resembles the partitions made by the feature with missing values. The separate class approach was used by the CHAID algorithm [10] , where a new category is introduced to represent the missing value. For continuous features, CHAID performs discretization on the features first, thus allowing the new category to be introduced as another bin or merged with other existing bins. Other strategies for dealing with missing values are based on data preprocessing, where the missing values are replaced by their overall mode (for categorical feature) or mean (for continuous feature) value. Finally, the complete case and complete variable methods simply remove the instances or variables that contain missing values before training the classifier.
In short, existing decision tree classifiers employ the same strategy to handle inapplicable values as they would for missing values. Next, we present a modified decision tree classifier that can handle inapplicable values as well as other types of missing values, for both categorical and continuous-valued features.
ModJ4.8 Decision Tree Classifier
The inapplicable feature values may contain useful information about a particular class that can be utilized to enhance the performance of a classifier. For example, an inapplicable value for sales commission may help distinguish non-sales employees from those who work in the sales department. Similarly, the absence of certain flow related features may indicate a particular type of network application or even malware attack.
In this section, we present a modified J4.8 decision tree classifier 1 to accommodate features that contain inapplicable and other missing values. The treatment of inapplicable feature values depends on the type of feature. For nominal features, similar to the approach used in CHAID [10] , we introduce a separate category for the inapplicable value. A node that splits on the nominal feature will either create a separate branch for instances with inapplicable values or group them with other nominal values encountered in the data (provided it results in significant information gain). The treatment of inapplicable values present in a continuous feature is trickier. Ideally, all inapplicable values should be mapped to the same value, which must be considerably different than other legitimate domain values. As most decision tree classifiers consider only binary split condition (X ≤ τ ) on the continuous feature X, if the inapplicable feature value is mapped to zero, instances with the inapplicable value will always be routed to the branch that corresponds to X ≤ τ (if τ ≥ 0) and never to the branch that corresponds to X > τ even though the latter may lead to higher information gain.
Our proposed ModJ4.8 classifier assigns all instances with inapplicable values to either branch of a node once and compute their respective gains. The inapplicable instances will be routed to a child node that gives the highest gain (see Figure 1 ). In order to implement this, the split condition at each internal node of the tree is modified to allow a disjunctive condition of the form (X < τ ) ∨ (X = N/A). If the split condition does not contain the second disjunct, the inapplicable instances will be routed to the right branch. As shown in Figure 1 , the inapplicable instances participate in choosing the threshold τ that gives maximum gain. By participating in the process of choosing the threshold, the class information of the inapplicable values are included in the tree building process, unlike the conventional J4.8 classifier where instances with missing value do not determine the feature threshold.
Comparison between ModJ4.8 and J4.8
Classifier Figure 2 (a) illustrates the synthetic data used to compare modJ4.8 against the conventional J4.8 decision tree classifier [18] . We created a 2-dimensional data uniformly distributed on a unit square. We then partition the square into a 3 × 3 grid at thresholds 0.33 and 0.66, respectively, and assign each region to one of the three classes-{ * , +, △}. We then transform the data set to include inapplicable values by assigning X 2 = 'N/A' for all instances from the △ class located in the upper left region and X 1 = 'N/A' for all instances from + class located in the bottom middle region.
With this modification, an ideal decision tree should classify all the instances with inapplicable value in X 1 as + and all the instances with inapplicable value in X 2 as △. Figure 2( create spurious branches that lead to misclassification of other instances 3 .
On the other hand, our proposed modified J4.8 classifier distinguishes 'N/A' as a token for inapplicable value from '?' as the token for missing value. The resulting decision trees along with the confusion matrices are shown in Figure 3 . Clearly, modJ4.8 gives a higher accuracy than the conventional J4.8 classifier. This is because modJ4.8 treats the inapplicable feature value as a separate category even for continuous features by allowing a disjunctive split condition. For example, the split condition at the root node is X 2 ≤ 0.03∨X = N/A. This means all instances with X 2 ≤ 0.03 or inapplicable will be routed to the left child of the node while those with X 2 > 0.03 will routed to its right child. This helps to isolate all the inapplicable instances from the upper left region to their correct class △. Similarly, instances that belong to the + class in the lower middle block are subsequently separated from other classes by testing the inapplicability of feature X 1 .
The proposed modification works well as long as the inapplicable values contain useful information about the target class. Unlike missing values, the inapplicable values generally do not occur at random. However, in the event that instances with inapplicable valued do not give any meaningful information about the class, the modified tree classifier should do no worse than the conventional tree classifier.
Kernels for Inapplicable Feature Values
Kernel-based classifiers such as support vector machine (SVM) have emerged as a popular choice for solving a variety of supervised learning tasks due to their robustness as well as higher relative accuracy compared to other traditional classifiers (including tree-based approaches). Although there has been some prior work investigating the effect of data imputation methods on SVM [12] , to the best of our knowledge, none of them were designed to deal with inapplicable feature values. This section presents our proposed kernel learning method for addressing this problem.
Preliminaries
where X denote the input domain and Y = {+1, −1} denote the set of distinct class labels. Furthermore, let ℜ # = ℜ ∪ {N/A} be the set of real numbers augmented with the inapplicable value (N/A). This allows us to extend the domain for input variables to X = R d # . The kernel similarity between a pair of in-stances is a function K : X × X → ℜ. The kernel function can be defined in the original input space or in a projected high-dimensional feature space Φ(X ). Kernel functions that are positive semi-definite are often desirable as they form the basis for a class of large margin classifiers such as support vector machines. Popular choices of kernel functions include the linear kernel (which is the dot product between two input vectors) and non-linear kernels such as polynomial and Gaussian kernels.
Dealing with Inapplicable Feature Values
Applying the kernel function to instances with inapplicable values is non-trivial as conventional arithmetic operations such as subtraction and multiplication between two numbers in ℜ # may have to be re-defined to conform with their expected values. One possibility is to treat the inapplicable value # as a missing value (denoted as ? in Weka) and impute them with their global mean or mode. However, the resulting similarity values may not be consistent with their class information.
As an illustration, consider the following toy example. Suppose each instance corresponds to an employee of an organization and the task is to distinguish salespersons from other employees. Imputing the N/A with the global mean ($12,500) leads to Bob and Lisa (who are non-sales employees) to be more similar to John (a sales employee) than Mary (another sales employee). Using linear kernel as our example, the similarity between two employees can be computed as the product of their sales commission. Another strategy is to replace the inapplicable values by a constant value such as 0. This approach, though convenient, do not always agree with our expectation. For example, although similarity between John and Mary is higher than that between John and Bob (or John and Lisa), the similarity between Bob and Lisa is now equal to zero. In order to overcome this limitation, we propose to define the multiplication operator : ℜ # × ℜ # → ℜ as shown in Table 2 .
For any two scalars x and y, the proposed multiplication operator assigns a maximum similarity score K(x, y) = c if both x and y are inapplicable and zero if only one of them is inapplicable. If both x and y are applicable, then their product reduces to the regular With this definition, the similarity between Bob and Lisa is non-zero and is higher than that between John and Bob as well as John and Lisa. The multiplication operator defined above can be used to induce an inner product between vectors.
The inner product in ℜ # is defined as follows:
where the multiplication operation follows the rules shown in Table 2 .
Next, we provide a formal proof that shows the resulting dot product yields a positive semi-definite kernel.
Lemma 3.1. The inner product between two vectors x i and x j can be computed as follows:
where • is the Hadamard product operator,x i andx i are two vectors constructed from x i ∈ ℜ d # as follows:
Proof. Based on the inner product definition given in Equation (3.2) :
. The inner product given in Definition 1 induces a positive semi-definite linear kernel (Gram
Proof. Let X denote an N × d data matrix, where each row corresponds to a data point. Furthermore, letX andX be a pair of matrices whose i-th row corresponds tox T i andx T i , respectively. Following Lemma 3.1, the kernel matrix K can be computed as follows:
Define the Hadamard product betweenX andX as Z. Then the kernel is given by
Thus, K must be a positive semi-definite matrix.
The linear kernel defined in Theorem 3.1 can be extended to a polynomial kernel of degree p as follows:
This allows us to extend the formulation to a nonlinear kernel in ℜ d # space. In the next section, we present a novel algorithm to learn the kernel matrix for incomplete data. The proposed kernel is constructed as linear combination of base kernels, each of which is a rank-1 matrix constructed from the predicted outputs of treebased classifiers.
Boosted Tree Kernel
The previous section presents unsupervised kernels for defining the similarity between pairs of data instances. For the nonlinear case, the appropriate choice of the kernel parameter is often tricky and poor selection may result in sub-optimal performance. In this section, we cast the kernel selection process as a learning problem, where the kernel is estimated from the available data.
Here again, we are faced with the dilemma caused by inapplicable data. Towards this end, we propose an effective way to perform supervised kernel learning on data with inapplicable values.
A simple and intuitive way to learn a non-linear kernel on a given labeled data is to construct a ground truth kernel G from the label information as follows:
Given the ground truth kernel G, our objective is to derive a kernel K that is maximally aligned with the ground truth kernel G by minimizing the following exponential loss function:
The exponential loss function has been studied at length in the machine learning community. A simple yet effective way to minimize the exponential loss is by employing the boosting framework [8, 4, 5] , where we impose a parametric form on the kernel,
Here the kernel K is written as a linear combination of several "weak" kernels K t , each of which captures the similarities among a subset of the data instances correctly. It is desirable to construct the weak kernels K t as low rank matrices to speed up the computation time of the underlying machine learning algorithms [7, 9] .
In this paper, the weak kernels are constructed as rank-1 matrices K t = u t u T t , where each vector u t ∈ {−1, +1} is the predicted output of the modJ4.8 decision trees discussed in the previous section. In addition to providing easy-to-compute rank-1 weak kernels, another advantage of this approach is that it can automatically handle inapplicable features. The weak kernel K t = u t u T t would assign a high similarity score to pairs of data points predicted to be in the same class and low scores to pairs of data points predicted to be in different classes. Since the output of the modJ4.8 decision tree classifier is not perfect, the weak kernel K t might not perfectly reflect the ground truth kernel G. The boosting framework [8, 4, 5] provides a systematic way to combine the weak kernels K t to form a "strong" kernel K. Algorithm 1 presents a summary of our TreeBoost kernel learning method for inapplicable features.
The algorithm maintains a weight matrix D that reflects the discrepancy between the current estimate K and the ground truth G. The larger the discrepancy, the higher is the corresponding weight in D. D was initialized to uniform distribution in the first iteration. In each iteration, the algorithm computes a weight vector W for all the data instances as a row average of matrix D. The weight vector is used to select instances from D to form a training set. The training set is then used to construct a modJ4.8 decision tree u t . The predicted output of the tree is then used to construct a rank one kernel K t = u t u T t . We then compute the confidence factor α t associated with the rank one kernel
Algorithm 1 TreeBoost Kernel
Input: D = {(x 1 , y 1 ), (x 2 , y 2 ), · · · (x N , y N )} ∈ X × {+1, −1} Output: K: N × N estimated kernel matrix
for t = 1 to T do Update weight for each data point W t (r) = 1 n ∑ j D rj Create D t by sampling with replacement from D according to W t Train a modJ4.8 decision tree classifier on D t u t :
Compute the kernel alignment error:
based on the kernel alignment error, ϵ t . Finally, we adjust the weight on each kernel entry according to the exponential loss function.
The proposed TreeBoost kernel learning method has several advantages:
• It is designed for learning kernels with incomplete data.
• It explicitly learns the feature function ϕ(x) based on the ground truth kernel, unlike the linear and polynomial kernels described in the previous section.
• It represents the kernel as a linear combination of low rank matrices, i.e. K = V ΛV T where K is an N × N matrix and V is an N × k matrix (k << N ). The low rank representation has an advantage in lowering both the storage and computational complexity [7, 9] (unlike the approach presented in [5] that requires solving a generalized eigenvalue problem, which has O(N 3 ) complexity).
Experimental Evaluation
In this paper, we have proposed three methods for classifying data with inapplicable feature values, namely, modified J48 tree algorithm (Mod. J48), modified dot product based linear/polynomial kernel (Lin. ) and a supervised tree based kernel (Tree Kernel). The proposed algorithms are compared against two other baseline algorithms, namely, the regular J4.8 decision tree classifier (J48) and mean imputed linear/polynomial kernels MI Lin. The experiments are performed on real world data from two different domains.
Linear Kernel
We first compare the performance of the mean imputed linear/polynomial kernel against the proposed modified linear kernel using the KDD CUP 2012 data set. The data consists of a directed network of social media users along with a useritem recommendation network. Each user acts on an item recommendation by either accepting (+1) or rejecting (-1) the recommendation. We selected 10 out of the 6000 available items and extracted the subgraph of all users who have been recommended at least one of these items. The goal is to predict the response of a user on a recommended item based on the responses of the user's friends. Specifically, for each user in the subgraph, we compute the number of neighbors who have accepted the recommendation of item i, as a feature. These features can take a value between 0 and maximum out-degree of the network. It should be noted that a user can accept or reject an item only after it has been recommended to the user. Therefore, if an item is not recommended to any of the neighbors, then the feature value (number of accepted neighbors) becomes inapplicable. The inapplicable feature value should not be replaced with zero, as it will indicate none of the neighbors has accepted the item despite recommendation. We apply both linear and nonlinear SVM (with polynomial kernel of degree 2) on the data and rank order the users based on their distance to the decision boundary. We classify the top 500 users as the ones who would accept a recommended item and compute the precision. The results are shown in Table 3 . The proposed modified linear/polynomial kernel performs better than the mean imputed kernel on 6 items and as good as mean imputed kernel on 2 other items. It performs slightly worse than the mean imputed kernel on 2 products. Table 4 shows the distribution for each class along with the F-measure obtained by the different algorithms. Observe that the proportion of legitimate flows is significantly higher than malicious flows. Here, the modified J4.8 algorithm gives a higher F measure on the malicious class than the original J48 tree algorithm, without compromising on the performance on the legitimate class.
Tree Kernel
In this section, we compared the performance of the proposed tree kernel against linear kernel. We used the same data set as described for J4.8 trees, except we considered the specific class of malware associated with the malicious flows. In essence, this is a multi-class classification problem on the traffic flow data set. Table 5 shows the size of each class in the training and test sets, along with the proportion of inapplicable features (out of the 108 flow-level features). Clearly, the proportion of inapplicable features varies with the classes. For example, out of 108 features, class A has at least one inapplicable value in 76 of them. Class E has the least number of data instances with inapplicable features. We run SVM on the above data set with three different kernel. The results, as summarized in Table  5 , showed that the proposed kernel learning technique outperforms the traditional mean imputed linear kernel as well as the proposed modified linear kernel.
Conclusions
This paper highlights the need for techniques to deal with data sets containing inapplicable-valued features. First, we distinguish the inapplicable values from other types of missing values. We then highlight the deficiency of decision tree classifiers in handling data with inapplicable values and propose a modification for such classifiers. We then utilize the modified decision trees to construct kernels on the data with inapplicable values, which are in turn used to perform multi class classification. In addition, we also define a multiplicative operator for dealing with inapplicable feature values and use this operator to define an inner product kernel on data with inapplicable values. We prove the positive semidefiniteness of the kernel and experimentally verify its superiority over regular inner product kernel for data with inapplicable values.
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