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013.04.0Abstract This paper presents a computationally efﬁcient real-time trajectory planning framework
for typical unmanned combat aerial vehicle (UCAV) performing autonomous air-to-surface (A/S)
attack. It combines the beneﬁts of inverse dynamics optimization method and receding horizon
optimal control technique. Firstly, the ground attack trajectory planning problem is mathematically
formulated as a receding horizon optimal control problem (RHC-OCP). In particular, an approx-
imate elliptic launch acceptable region (LAR) model is proposed to model the critical weapon deliv-
ery constraints. Secondly, a planning algorithm based on inverse dynamics optimization, which has
high computational efﬁciency and good convergence properties, is developed to solve the RHC-
OCP in real-time. Thirdly, in order to improve robustness and adaptivity in a dynamic and uncer-
tain environment, a two-degree-of-freedom (2-DOF) receding horizon control architecture is intro-
duced and a regular real-time update strategy is proposed as well, and the real-time feedback can be
achieved and the not-converged situations can be handled. Finally, numerical simulations demon-
strate the efﬁciency of this framework, and the results also show that the presented technique is well
suited for real-time implementation in dynamic and uncertain environment.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Unmanned combat aerial vehicles (UCAVs) are predicted to
be the next generation front line ﬁghter aircraft.1 They are1 84576495.
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40equipped with missiles or guided bombs, and can launch an at-
tack and return to base or land on aircraft carriers. These vehi-
cles will provide more tactical ﬂexibility than a cruise missile
because they will be able to loiter in the area and search for
a moving target, and then strike it with their weapons.
Compared with a reconnaissance ﬂight, during the course
of an air-to-surface (A/S) attack, UCAVs will autonomously
ﬂy with highly aggressive maneuvers and ﬂy frequently on
the fringe of the ﬂight envelope, to meet the pre-weapon-
launch targeting conditions as quickly as possible, while avoid-
ing the detection and engagement of surface-based air
defenses. The idea of directly commanding the UCAV to track
and attack a target, especially moving target, would beSAA & BUAA. Open access under CC BY-NC-ND license.
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a typical UCAV. Therefore, one of the key technologies of
UCAV is the autonomous, on-board, real-time trajectory
planning.
The objective of this paper is to develop an efﬁcient real-
time trajectory planning framework for the typical UCAV
platform, which can construct, in real time, a solution that
optimizes the system objective while satisfying the boundary,
path and platform kinematic and dynamic constraints, as well
as sensor and weapon employment constraints.
2. Related work and contributions
Several trajectory planning methods for aircraft have been
developed, particularly in recent years, with the development
of computational capabilities, and the real-time trajectory
planners are becoming feasible. Detailed descriptions and
analysis of the various methods are included in Refs.2–4 These
methods include artiﬁcial potential ﬁeld methods5–8,
sample-based planning methods9–11, maneuver automation
(MA)12–14 and optimal control methods.
There is no doubt that optimal control theory4,15,16 is the
most natural framework for solving trajectory planning prob-
lems17; however, the rapid solution of optimal control prob-
lems (OCPs) for complicated nonlinear systems, such as
aerial vehicles, is a challenging task. Analytical solutions are
seldom available or even possible. As a result, more often than
not, one resorts to numerical techniques. Available numerical
methods can be classiﬁed into two general approaches4: direct
and indirect methods. Indirect methods18 solve the optimal
control problem by formulating the ﬁrst-order optimality con-
ditions, applying Pontryagin’s maximum principle and using
nonlinear programming (NLP) to solve the resulting two-point
boundary value problem numerically. They are not currently
feasible for real-time implementation by on-board aircraft sys-
tems for the reasons given by Betts.4 Direct methods16,19,20, on
the other hand, are widely accepted as a promising method
suitable for real-time implementation. The main idea of direct
methods is to reduce the OCP to a ﬁnite-dimensional nonlinear
NLP problem by discretization and parameterization of a sub-
set of the state and control vectors, and then solved using
developed optimizers. Compared to indirect methods, though
this type of method is not guaranteed to result in an optimal
solution, it will usually generate a near-optimal solution more
robustly and have a larger convergence radius. For in-ﬂight
real-time trajectory generation when the overall system accu-
racy is limited by atmospheric conditions, uncertainty, and
noise, the priority is to generate near-optimal solutions within
the required time intervals, so the fast direct methods are well
suited.
Direct methods can be further classiﬁed by the subset of
state and control variables that are parameterized21: if only
control and some of the state variables are parameterized then
numerical integration of the remaining state equations is re-
quired (e.g. direct shooting or direct multiple shooting22),
but if all state variables are parameterized, then explicit numer-
ical integration is not required (e.g. pseudospectral15,23 and in-
verse dynamics methods24–30) and tends to be signiﬁcantly
faster than integration methods.31
The algorithm proposed in this paper belongs to the latter
category. Numerous researchers have recently explored usingpseudospectral methods for aerial vehicles trajectory optimiza-
tion problems.32–34 The main drawbacks of pseudospectral
methods are the intensive computation for optimization and
the indeterministic computation time for a converged solution,
which are important considerations for real-time implementa-
tion. Inverse dynamics was originally used for ﬂight control to
generate the controls that drive a system to follow a desired
state trajectory. Subsequently, several researchers24,25 intro-
duced this concept into the trajectory generation problem
domain. Recently, inverse dynamics methods have been used
for real-time on-board calculation of near-optimal trajecto-
ries.27–29 Compared to pseudospectral methods, inverse
dynamics method has many potential advantages. Firstly, it
can use any model and any performance index30 (i.e. it is not
subject to the ‘‘curse of dimensionality’’ and does not require
differentiability of the performance index as many other direct
methods do). Secondly, it can transform the OCP into an NLP
problem of very low dimension (typically < 20). Some numer-
ical simulations19 suggest that its computational speed could
be more than an order of magnitude faster than the pseudo-
spectral methods, with small loss of optimality, and its robust-
ness and convergence properties are also better. Motivated by
these advantages, this paper employs inverse dynamics method
to develop real-time trajectory planning algorithms.
Furthermore, in order to deal with the uncertainty associ-
ated with unknown obstacles, pop-up threats or moving target
in battleﬁeld environment, the trajectory planning algorithm
needs to continually account for the changes in situational
awareness (SA), and rapidly adjust the ﬂight trajectory being
executed. Using receding horizon control (RHC)35 strategy is
well-known to be an effective mean to compensate for the
uncertainty. RHC is based on iteratively solving the short term
planning problem so that the computation time is dramatically
reduced. Besides, RHC avoids ‘‘wasting’’ detailed computation
on the uncertain far future, thus, the computational efﬁciency
is improved, especially for the problems in a dynamic and
uncertain environment.
In this paper, we present a computationally efﬁcient real-
time trajectory planning framework, which attempts to com-
bine the high computational efﬁciency and good convergence
properties of inverse dynamics optimization methods and the
robustness and adaptivity of receding horizon optimal control
techniques.
The rest of the paper is organized as follows: Section 3 de-
scribes a proper problem formulation for the A/S attack trajec-
tory planning problem. Section 4 describes the real-time
trajectory planning algorithm based on the inverse dynamics
optimization method. Section 5 describes the proposed two-
degree-of-freedom (2-DOF) RHC architecture. Finally, we
provide several numerical experiments in Section 6 and con-
clude in Section 7.
3. Problem formulation
3.1. Aircraft dynamical model
Usually in a real-time trajectory planning context, a method
requires an aircraft dynamical model that is simple enough
to meet the computational time limitations, and produces fea-
sible trajectories and controls accurate enough to be used as in-
puts to a ﬂight control system. For an A/S attack mission, the
Fig. 1 Flight envelope of Storm Shadow UCAV.
Fig. 2 A schematic example of satellite-guided bomb’s delivery
process.
1040 Y. Zhang et al.strike aircraft is not required to operate at high angle of attack
or high angular rates due to weapon and sensor employment
limitations. Therefore, a detailed three-degree-of-freedom (3-
DOF) Euler-angle-based point-mass model is sufﬁciently
accurate.
The kinematic and dynamical equations of the aircraft are
given by36
_x ¼ V cos c cosw
_y ¼ V cos c sinw
_z ¼ V sin c
8><>: ð1Þ
_V ¼ gðnX  sin cÞ
_c ¼ g
V
ðnZ cosl cos cÞ
_w ¼ g
V cos c nZ sin l
8><>: ð2Þ
where (x, y, z) represents the aircraft inertial coordinate, i.e.,
the latitude, longitude and altitude; V is the true airspeed, c
the ﬂight-path angle, w the heading, l the roll angle, and g
the acceleration due to gravity; nX and nZ denote tangential
and normal components of the load factor in the wind coordi-
nate frame, respectively.
Note that in this 3-DOF model, sideslip is assumed to be
negligible and is therefore omitted. Because of the relatively
short distances and time intervals considered in this study,
the Earth is regarded as ideally ﬂat and non-rotating, and
the aircraft mass m as constant over the duration of the trajec-
tory. In addition, it is assumed that the ﬂight control system
provides inner loop stability augmentation and the trajectory
tracking is available.
Thus, the state vector x is deﬁned as
x ¼ x y z V c w½ T and the control vector u as
u ¼ l nX nZ½ T.
In order to ensure that the generated trajectories are
dynamically feasible, the above aircraft model is constrained
to incorporate the platform performance limits.37 Fig. 1 shows
the airspeed ﬂight envelope (see Fig. 1(a)) and the load ﬂight
envelope (see Fig. 1(b)) of the Storm Shadow.
We can see that these ﬂight envelope limits can be described
by the following state constraints and control input constraints
which are modeled as lower and upper bounds:
0 6 z 6 zmax
Vmin 6 V 6 Vmax

;
jlj 6 lmax
nXmin 6 nX 6 nXmax
nZmin 6 nZ 6 nZmax
8><>: ð3Þ
where the maximum altitude achievable zmax is set as the ser-
vice ceiling of the UCAV. Since UCAV usually performs an
A/S attack mission at low altitude to reduce exposure to enemy
threats, the actual ﬂight altitude range can be truncated at a
much lower altitude (shown with the shaded area in
Fig. 1(a)). The velocity bounds can be a (time varying) nonlin-
ear functions of the altitude z, with the stall velocity Vmin(z)
and maximum operating velocity Vmax(z) as the bounding lim-
its. The roll angle can be bounded by a suitable value based on
limitations of the autopilot system, and the normal load factor
bounds (nZmin(V,z)and nZmax(V, z)) are deﬁned by a piecewise
continuous function of the velocity and altitude.
In addition, the following rate constraints on the control in-
puts ð _l; _nX; _nZÞ are incorporated to model the delay between
the desired control input being applied and achieved:_lmin 6 _l 6 _lmax
_nXmin 6 _nX 6 _nXmax
_nZmin 6 _nZ 6 _nZmax
8><>: ð4Þ
where _nX represents the thrust build-up/decay times, and _l and
_nZ represent the characteristics of UCAV’s control system.
3.2. Launch acceptable region (LAR) calculation
The speciﬁc ground-attack weapon chosen for this study is the
satellite-guided bomb, which is a ﬁre-and-forget, all-weather
autonomous weapon. A typical attack process of satellite-
guided bomb is: ﬁrstly, the UCAV ﬂies towards the target,
and then adjusts the ﬂight states (including altitude, attitude
and airspeed) to meet the release conditions; when UCAV en-
ters the guided bomb’s LAR38 (also called the allowable re-
lease region39), the bomb is released immediately. Fig. 2
shows a graphical depiction of the attack process, where the
Fig. 3 Transformation sketch between landing footprint and
LAR40, where Rmin = Imin, Rmax = Imax, Rright = Ileft.
Fig. 4 Guided bomb’s LARs for various release conditions.
Fig. 5 Elliptic LAR model and the associated coordinate
systems.
Real-time trajectory planning for UCAV air-to-surface attack using inverse dynamics 1041upper enclosure represents an LAR associated with current re-
lease conditions, and the lower enclosure represents the guided
bomb’s landing footprint, which is the extent of the land area
the bomb could strike.
For the A/S trajectory planning problem, a rapid and accu-
rate calculation of the guided bomb’s LAR is essential and
critical. Now we will discuss how to calculate the LAR on-
board and integrate it into the real-time trajectory planning
framework.
For the sake of simplicity we assume that (1) the impacting
effectiveness of bomb is independent of aircraft’s roll angle at
release point; (2) there are no wind disturbances. Additionally,
for convenience of description, we deﬁne the following nota-
tions. Let pt ¼ xt yt zt½  be the coordinates of ground tar-
get, and r ¼ zR VR cR wR½  be a group of release
conditions. And the LAR is deﬁned as a function of r and
pt, i.e. LAR(pt, r).
The process of calculating the boundary of LAR(pt, r) is
simply described as follows. Firstly, according to the given re-
lease position (xR, yR) and release conditions r, the landing
footprint is generated by making multiple runs with the ex-
treme ballistic simulation.40 Then, the LAR can be obtained
through spatial transformations involving translations and
rotations, as shown in Fig. 3. The details of this discussion
are beyond the scope of this paper and any interested readers
can refer to our previous paper40 for further details.
Fig. 4 shows two groups of resulting LARs associated with
various release altitudes (Fig. 4(a)) and release velocities
(Fig. 4(b)).
Generation of the precise LAR is computationally cumber-
some because of extremely time-consuming ballistic simula-
tions, hence it is not suitable for real-time implementation.
Moreover, since the shape of LAR is irregular and time-
varying, it is extremely hard to represent the weapon delivery
constraints associated with LAR as continuous algebraic
functions, which precludes the LAR constraints from being
incorporated into the OCP formulation. To overcome thesedrawbacks, we build an elliptic LAR model to appro-
ximate practical boundary of LAR. See Fig. 5 for a
graphical depiction of the elliptic LAR, where
plar c ¼ xlar c ylar c zlar c ¼ zR½  is the center location of
LAR which corresponds to the exact location for delivering
the bomb without accounting for the seeker’s controlling and
manipulating capability. a and b denote the axes’ lengths of el-
lipse, whose values can be approximated by the following lin-
ear equations:
a  ðRr max  Rr minÞ=2
b  kbRc max

ð5Þ
where Rr_min and Rr_max denote the guided bomb’s minimum
and maximum downrange launch ranges respectively, Rc_max
denote the maximum crossrange launch range, and kb is pro-
portional coefﬁcient. Rr_min, Rr_max and Rc_max are ﬁtted
according to the ballistic simulation data. The resulting poly-
nomial ﬁtting functions can be written as
1042 Y. Zhang et al.Rr max ¼ f1ðzR  zt;VR; cRÞ
Rr min ¼ f2ðzR  zt;VR; cRÞ
Rc min ¼ f3ðzR  zt;VR; cRÞ
8><>: ð6Þ
From Fig. 5 we can obtain
xlar c
ylar c
 
¼ xt
yt
 
 Rr max þ Rr min
2
 
cosw
sinw
 
¼ f4ðzt; zR;VR; cR;wÞ
f5ðzt; zR;VR; cR;wÞ
 
ð7Þ
Accordingly, the approximate LAR boundary model can
be written as
BLARðx; y;wÞjz¼zucav ¼
xlar
a
 2
þ ylar
b
 2 
 1 ¼ 0 ð8Þ
where the transformation between the LAR coordinates (xlar,
ylar) and the inertial coordinates (x, y) is given by
xlar
ylar
 
¼ cosw sinw sinw cosw
 
x xlar c
y ylar c
 
ð9Þ
Eq. (8) maps the current location of the UCAV to a scalar
value whose sign describes whether the UCAV is inside or out-
side the LAR. Therefore, the LAR can be expressed by the fol-
lowing terminal state constraint (tf is the ﬁnal weapon delivery
time):
BLARðxðtfÞ; yðtfÞ;wðtfÞÞ 6 0
zðtfÞ VðtfÞ cðtfÞ½  ¼ zR VR cR½ 

ð10Þ
Obviously, Eq. (10) can be calculated very fast because of
only involving a few simple algebraic calculations, and can
be easily integrated into the OCP formulation as well.
3.3. Obstacle and threat modeling
This subsection discusses the approaches used to model the
physical obstacles and threats which the UCAV must avoid
in a battleﬁeld environment.
Modeling an obstacle/threat’s exact shape and size is very
complex and highly unnecessary. In this work, the q-norm34
is used to mathematically model the shapes of the obstacles/
threats, given byFig. 6 Various shapes gehðx; y; zÞ ¼
					 x xck1 þ bs y yck2 þ bs z zck3 þ bs
" #					
q
q
 kq4 ð11Þ
x y z½ k kq,ðjxjq þ jyjq þ jzjqÞ1=q; q 2 N ð12Þ
where (xc, yc, zc) indicates the location of the geometric center
of the obstacle/threat, h(x, y, z) is the distance between a point
(x, y, z) and the boundary of the obstacle/threat, k1–k4 are the
constant parameters chosen to deﬁne the size of the obstacle/
threat, and bs represents the width of a safe buffer which ac-
counts for the size of the vehicle. We can eliminate the absolute
value (shown in Eq. (12)) by limiting the values of q to only
even numbers, resulting in a continuous and differentiable
function. By varying the value of parameters, (q, k1–k4), Eq.
(11) can be manipulated to create a number of generic shapes
(see Fig. 6). And any obstacle/threat can be approximately
modeled by ﬁtting one of those shapes around it.
Accordingly, the above obstacles/threats can be expressed
by the following path constraints in the OCP formulation:
hiðx; y; zÞP 0 ði ¼ 1; 2;    ;NObstacle þNThreatÞ ð13Þ
where the subscript i denotes the obstacle/threat index. How-
ever, Eq. (13) is not well scaled. If a large value of qi is chosen
or the vehicle is far from the obstacle/threat, hi(x, y, z) can pro-
duce very large numbers; hence, for computational efﬁciency,
we scale the path constraint by the natural logarithm function as
hiðx; y; zÞ ¼ ln 1ðk4;iÞqi
x xc;iðtÞ
k1;i þ bs
 qi
þ y yc;iðtÞ
k2;i þ bs
 qi
þ z zc;iðtÞ
k3;i þ bs
 qi

ð14Þ
By allowing the center location (xc,i, yc,i, zc,i) of the ith obsta-
cle/threat in the right hand side of Eq. (14) to be time depen-
dent, it is possible to model moving obstacles/threats.
3.4. Objective function
The desired behavior for the UCAV during ground attack mis-
sion is to meet the optimal weapon-launch conditions as
quickly as possible. The objective function chosen to achieve
this behavior is deﬁned asnerated form Eq. (11).
Fig. 7 A contour plot of ‘‘UCAV-in-LAR’’ cost function.
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Z tf
t0
ðwsmJSM þ whdJHD þ wlarJLARÞdt ð15Þ
JSM ¼ wsm;1 _c2 þ wsm;2 _w2 þ wsm;3 _l2 ð16Þ
JHD ¼ ðx xtÞ2 þ ðy ytÞ2 ð17Þ
where the objective function is deﬁned by the weighted sum of
three separate running cost terms with appropriate weighting
factors (wsm, whd, wlar). The ﬁrst term, JSM, penalizes the dra-
matic changes on attitude (yaw, pitch, and roll) which tend to
smooth the ﬂight trajectory and associated control inputs. In
Eq. (16), wsm,1, wsm,2, and wsm,3 are the weighting factors.
The second term, JHD, weights the square of the horizontal dis-
tance to the target, which serves double purposes: (1) com-
bined with weighting factor whd, it can be used to control the
ﬂight mode. In detail, in the case that the target is too far away
to be attacked by the UCAV, with a positive value of whd, it
will attempt to approach to the target; conversely, in the case
that the UCAV is too close to the target than the guided
bomb’s minimum downrange launch distance, with a negative
value of whd, it will drive the UCAV to turn away from the tar-
get for recreating appropriate attack conditions; (2) it can
drive the UCAV to turn towards the target as quickly as pos-
sible for decreasing the off-axis launch angle. The third term,
JLAR, is a ‘‘UCAV-in-LAR’’ cost function that gets its mini-
mum value when the UCAV is at the center of the LAR and
reaches its maximum value when the UCAV is out of the
boundary of LAR. This function will be described in more de-
tail below. In our trajectory planning algorithm, the cost func-
tion is calculated by performing a numerical integration of Eq.
(15) along the state and control trajectory.
As mentioned in Section 3.2, the Eq. (8) maps the current
location of the unmanned aerial vehicle (UAV) to a scalar va-
lue, therefore, it is the desired cost function. For computa-
tional efﬁciency, the ‘‘UCAV-in-LAR’’ cost is further deﬁned
as
JLAR ¼ minðBLARðx; yÞjz¼zucav ; 0Þ þ 1 ð18Þ
The ‘‘UCAV-in-LAR’’ cost is zero if the UCAV is in the center
of the LAR, and continues to increase parabolically to the
boundary of LAR, where its reaches its maximum value of
1. Outside of the LAR boundary, the cost function is held con-
stantly at one. In the light of the practical experience, this cost
function is reasonable, that is, the closer the weapon release
location to the center of LAR, the more the robustness and
the better the impact probability is. Fig. 7 shows a visualiza-
tion of the ‘‘UCAV-in-LAR’’ cost.
3.5. Receding horizon optimal control formulation
To improve the computational efﬁciency, robustness and
adaptivity for trajectory planning in a dynamic and uncertain
environment, a RHC strategy is introduced. In this strategy,
the optimization is performed over a ﬁnite time, denoted as
the prediction horizon, TPH, and the ﬁrst portion of the gener-
ated optimal input is applied to the vehicle during a period of
time called the execution horizon, TEH (6TPH); repeating this
procedure yields a closed loop solution. Therefore, based on
the above dynamical model, path constraints and objective
function, the UCAV’s A/S attack trajectory planning problem
can now be mathematically formulated as a receding horizon
optimal control problem (RHC-OCP):Problem 1 (RHC-OCP). Determine the state, xðtÞ ¼
x y z V c w½ T, and control, uðtÞ ¼ l nX nZ½ T,
that minimize the cost function (Eq. (15))
Jðx; uÞ ¼
Z t0þTPH
t0
LðxðtÞ; uðtÞ; tÞdt ð19Þ
subject to the dynamic constrains of system (Eqs. (1) and (2))
_xðtÞ ¼ FðxðtÞ; uðtÞ; tÞ; 8t 2 ½t0; t0 þ TPH ð20Þ
boundary conditions
xðt0Þ ¼ x^0þ1; uðt0Þ ¼ u^0þ1 ð21Þ
and path constraints (including the state and control con-
straints (Eqs. (3) and (4)), and the obstacle/threat avoidance
constraints (Eq. (13)))
CðxðtÞ; uðtÞÞ 6 0 ð22Þ
where t0 is the initial time, x^0þ1 and u^0þ1 are the predicted state
and control of the vehicle at next horizon update step based on
the current measurement, respectively.
Note that in the above problem formulation, the ﬁnal
(terminal) conditions are free to vary (i.e.,
xðt0 þ TPHÞ 2 Xfree; uðt0 þ TPHÞ 2 Ufree, where Xfree and Ufree
are the admissible state space and control space respectively).
In addition, it is important in the problem formulation to scale
the variables. The choice of scaling will balance the equations
for numerical analysis, thus improving the accuracy of the
solution and the computation time. For details, interested
readers can refer to Ref.34.
The content of RHC strategy will be described in detail in
Section 5.4. Inverse dynamics optimization method
To solve the preceding RHC-OCP within the required time
intervals, an efﬁcient computational direct method, called in-
verse dynamic in virtual domain (IDVD), is introduced. It
was ﬁrst proposed by Yakimenko27 for the pilot’s support
system (PSS) onboard 4th-generation aircraft. The method is
based on a combination of differential ﬂatness theory,
polynomial interpolation, space and time parameterization
decoupling, and nonlinear programming. Some numerical
simulations19 suggest that its computational speed is
more than an order of magnitude faster than that of the
1044 Y. Zhang et al.pseudospectral methods, at small loss of optimality, and its
robustness and convergence properties are also better.
This section ﬁrst introduces the idea of the IDVD optimiza-
tion method followed by a step-by-step operational routine
that converts the OCP to an NLP problem of low dimension,
and then presents an optimization process to solve the result-
ing NLP problem.
4.1. Differential ﬂatness and formulation of optimal problem in
output space
One of the key features of the inverse dynamics optimization
methods is exploiting and using the differential ﬂatness41 prop-
erty of system’s dynamics. A system is differentially ﬂat, that is
to say, the state and control variables can be expressed as a
function of the ﬂat output variables and their derivatives.
For such systems the optimization can be performed within
the output space rather than the control space, thereby avoid-
ing costly forward integrations and sensitivity calculations.
To conﬁrm that the dynamic system Eqs. (1) and (2) is dif-
ferentially ﬂat, deﬁne the ﬂat output vector as the trajectory:
yðtÞ ¼ xðtÞ yðtÞ zðtÞ½ T ð23Þ
By manipulating the equations in Eq. (1), the rest of com-
ponents of the state vector x can be expressed as
V ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
_x2 þ _y2 þ _z2
p
ð24Þ
c ¼ arctan _zﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
_x2 þ _y2
p ! ð25Þ
w ¼ arctan _y
_x
 
ð26Þ
From Eq. (2), the components of the control vector u can
be expressed as
l ¼ arctan V
_w cos c
V _cþ g cos c
 !
ð27Þ
nZ ¼ 1
g
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðV _cþ g cos cÞ2 þ ðV _w cos cÞ2
q
ð28Þ
nX ¼
_V
g
þ sin c ð29Þ
It is obvious that the state vector x and the control vector u can
both be expressed as some nonlinear functions h1 and h2
depending on the output vector y (and/or its derivatives), i.e.
x ¼ h1ðyÞ; u ¼ h2ðyÞ ð30Þ
Therefore, the system of Eqs. (1) and (2) is differentially ﬂat.
By doing this, the dynamic constraints of system (Eqs. (1)
and (2)) can be automatically satisﬁed. And by substituting
Eq. (30) into Eqs. (19), (21), and (22), the Problem 1 can be
reformulated as follows:
Problem 2 (RHC-OCP in output space). Solve the problemmin
yðtÞ
JðyðtÞÞ ð31Þ
for "t e [t0,t0 + TPH], subject to
h1ðyðt0ÞÞ ¼ x^0þ1; h2ðyðt0ÞÞ ¼ u^0þ1 ð32Þ
CðyðtÞÞ 6 0 ð33Þ
where JðyðtÞÞ ¼ Jðh1ðyðtÞÞ; h2ðyðtÞÞÞ and CðyðtÞÞ ¼ Cðh1ðyðtÞÞ;
h2ðyðtÞÞÞ.
It is noted that the choice of output vector y instead of state
vector x and control vector umight make the objective, bound-
ary conditions, and constraints more complicated, and hence
might worsen real-time trajectory generation.42 In the IDVD
optimization method, the outputs are simply a subset of the
states, which avoids this potential problem.
4.2. Spatial trajectory and airspeed proﬁle parameterization
In order to avoid solution search in an inﬁnite function space,
a suitable output space parameterization is used to convert the
problem to a search in a ﬁnite parameter space. The output
variables, i.e. vehicle’s coordinates, xi(t) (i= 1, 2, 3) (for nota-
tional convenience we set x1 = x, x2 = y and x3 = z), can be
parameterized with a ﬁnite series involving a product of coef-
ﬁcient aik and a basis function uk(t):
xiðtÞ ¼
XM
k¼0
aikukðtÞ ði ¼ 1; 2; 3Þ ð34Þ
where M is the degree of parameterization. The choice of the
basis function uk(t) depends on the speciﬁc problem. For sim-
plicity and computational efﬁciency, this paper uses the follow-
ing monomial basis function:
ukðtÞ ¼
tk
maxð1; kðk 1ÞÞ ð35Þ
Thus, each coordinate xi(t) is described by a power series poly-
nomial of degree M.
In general, the higher the degree M of these polynomials is,
the more ﬂexibility is provided in the deﬁnition of the spatial
trajectory, and the more accurate (closer to the really optimal)
solution can be found. However, the higher degree will cause
more variable parameters, which result in the increase of the
required CPU time for optimization. In this work, the degree
M of polynomials xi(t) in Eq. (34) is determined by the number
of boundary conditions that must be satisﬁed. Let d0 and df de-
note the highest-order of the derivatives of xi(t) that must meet
speciﬁed boundary constraints at the initial and ﬁnal points,
respectively. Then the minimum degree of each polynomial
in Eq. (34) is given by
M ¼ d0 þ df þ 1 ð36Þ
Since the boundary conditions include only initial state
constraints and control constraints (which contain second-
order time derivatives of vehicle’s coordinates, shown in
Eqs. (27)–(29)), the minimum polynomials’ degree is
M*=2 + 0+ 1 = 3. For this speciﬁc problem the additional
ﬂexibility will deﬁnitely be needed to allow avoiding obstacles/
threats. Thus, the order of polynomials is increased toM= 7.
Real-time trajectory planning for UCAV air-to-surface attack using inverse dynamics 1045Moreover, some of the unknown coefﬁcients aik can be
determined using boundary conditions imposed on the ﬁrst
and second-order derivatives: xiðt0Þ; _xiðt0Þ; €xiðt0Þ. Without loss
of generality, t0 ” 0. Substitute the corresponding values of
xi0; _xi0 and €xi0 into Eq. (34) and the following equations:
_xiðtÞ ¼
XM
k¼1
aik
tk1
maxð1; k 1Þ ; €xiðtÞ ¼
XM
k¼2
aikt
k2 ð37Þ
Nine unknown coefﬁcients aik (i= 1, 2, 3; k= 0, 1, 2) can be
resolved as
ai0 ¼ xi0; ai1 ¼ _xi0; ai2 ¼ €xi0 ð38Þ
Other (free) coefﬁcients become variable parameters, NP =
{aij|i= 1,2,3; j= 3,4,...,7}. In practice we only have the
boundary values of state and control variables {xi0, V0, c0,
w0, nX0, nZ0, l0}, so the ﬁrst and second-order derivatives
_xiðt0Þ and €xiðt0Þ can be determined from Eqs. (1) and (2):
_x10¼V0 cosc0 cosw0; _x20¼V0 cosc0 sinw0; _x30¼V0 sinc0
€x10¼gnX0 cosc0 cosw0gnZ0ðcosl0 sinc0 cosw0þsinl0 sinw0Þ
€x20¼gnX0 cosc0 sinw0gnZ0ðcosl0 sinc0 sinw0sinl0 cosw0Þ
€x30¼gðnX0sinc0Þsinc0þgðnZ0 cosl0cosc0Þcosc0
8>>><>>>:
ð39Þ
In conclusion, the parameterization Eq. (34) completely deter-
mines the vehicle’s spatial trajectory, which satisﬁes all bound-
ary conditions.
It is important to note that deﬁning the vehicle’s spatial tra-
jectory by the above parameterization (Eq. (34)) means deﬁn-
ing a single airspeed proﬁle along this trajectory as well. This is
because the airspeed is related to the time derivatives of the
trajectory coordinates (as shown in Eq. (24)). An available
way to avoid it is to carry out all computations in the virtual
rather than time domain, that is, introducing some abstract
intermediate variable (called virtual arc here, se[0,sf], where
sf is the total virtual arc length) as an argument in Eq. (34).
A virtual speed is then deﬁned as the derivative of the virtual
arc with respect to time as follows:
kðsÞ,ds=dt ð40Þ
Using the chain rule, the following relationship between vir-
tual arc and time domain can be obtained for an arbitrary var-
iable v:
_vðsÞ ¼ dvðtÞ
ds
ds
dt
¼ v0ðsÞkðsÞ
€vðsÞ ¼ ðv00kþ v0k0Þk
v
ðsÞ ¼ k3v000 þ 3k2k0v00 þ ðk2k00 þ kk02Þv0
8><>: ð41Þ
where the superscript ‘‘0’’ represents the derivative with respect
to virtual arc. According to Eq. (41) and Eq. (24), we can ob-
tain the following equation:
VðsÞ ¼ kðsÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x0ðsÞ2 þ y0ðsÞ2 þ z0ðsÞ2
q
ð42Þ
Obviously the airspeed proﬁle along the predetermined trajec-
tory can be varied via varying the virtual speed kðsÞ indepen-
dently. Hence spatial position and airspeed can be
parameterized independently with respect to s.
The airspeed proﬁle can also be parameterized by a sepa-
rate power series polynomial similar to the spatial parameter-
ization. However, the power series polynomial was found toperform worse than the Chebyshev or Bernstein polynomials
on optimality, robustness, and computational speed.26 Then,
in this work a 5th-degree Bernstein form polynomial is selected
for the airspeed parameterization:
VðsÞ ¼
X5
k¼0
aVkBkðs=sfÞ ð43Þ
where
Bkð1Þ ¼ 5!ð5 kÞ!k! 1
kð1 1Þ5k; 1 2 ½0; 1
Since airspeed and acceleration (proportional to controls) at
the initial point are deﬁned and higher derivatives are free,
such airspeed parameterization introduces 5 – 1 = 4 additional
variable parameters, NV = {aVj|j= 2,3, . . ., 5}. The ﬁrst two
coefﬁcients aV0 and aV1 can be derived directly from the
boundary conditions by
aV0 ¼ V0; aV1 ¼ V0 þ
_V0
5
ð44Þ
Furthermore, according to Eq. (41), the boundary condi-
tions Eq. (39) can be transformed to derivatives with respect
to s. Corresponding values of k and k0 at the boundary points
are deﬁned as follows26:
k0,1; k00,0 ð45Þ4.3. Transformation of OCP into an NLP problem
Once the vehicle’s coordinates and airspeed are deﬁned using
the above four parameterization functions dependent on a
few variable parameters, the controls and the remaining states
(c and w) can be determined using inverse dynamics equations
Eqs. (25)–(29).
Then, the path constraints in Eq. (33) and objective in Eq.
(31) are numerically evaluated over a ﬁxed set of nodes sq
(q= 1,2, . . ., NS), spaced equidistantly along the virtual arc
with the interval Ds= sf(NS  1)1. It is necessary to calculate
the virtual speed at each node, kq. The process is simply de-
scribed as follows. In our case all the states and controls at
the ﬁrst node q= 1 (corresponding to s1 ” s0 = 0) are deﬁned.
For each of the subsequent NS  1 node q= 2,3, . . ., NS, the
current values of vehicle’s coordinates and airspeed are calcu-
lated: xi;q ¼
P7
k¼0aikukðsqÞ and Vq ¼
P5
k¼0aVkukðsqÞ. Then
using the obvious relationship, the sampling period Ds corre-
sponds to the time intervals:
Dtq1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX3
i¼1
ðxi;q  xi;q1Þ2
s
ðVq þ Vq1Þ=2 ð46Þ
Now, the current values of the virtual speed are given by
kq ¼ Ds=Dtq1 ð47Þ
and the current time is deﬁned as tq = tq1 + Dtq1
(t1 ” t0 = 0).
After discretizing the cost function and the constraint func-
tions at the above NS nodes, Problem 2 (inﬁnite-dimensional
functional optimization problem) can now be converted to
an NLP problem (ﬁnite-dimensional parameter optimization
problem):
1046 Y. Zhang et al.Problem 3 (RHC-NLP). Solve the problem
min
N
eJðNÞ; s:t:eCðNÞ 6 0 ð48Þ
where N is the optimization variable vector (in this work
N ¼ NP NV½ T, and its dimension is 3 · 5 + 4 = 19), eJðNÞ
the numerical integration of the cost function at each node,
and eCðNÞ the discretized constraint function vector, expressed
as
eC ¼
c1
c2
..
.
cNC
266664
377775 ¼
max
q2f1;2;...;NSg
ðc1;qÞ
max
q2f1;2;...;NSg
ðc2;qÞ
..
.
max
q2f1;2;...;NSg
ðcNC;qÞ
266666664
377777775 ð49Þ
in which NC is the number of constraints.4.4. Solving the NLP problem
The choice of NLP algorithm for solving Problem 3 is critical
to the robustness, optimality, and computational speed of the
inverse dynamics optimization method. There are various
alternatives in the literature, including gradient algorithms,
derivative-free algorithms, stochastic and evolutionary algo-
rithms, etc. Compared to other optimization algorithms, the
derivative-free algorithms (e.g. Nelder-Mead downhill simplex
algorithm or Hooke-Jeeves pattern direct search algorithm)
are computationally simpler, may have a larger radius of con-
vergence, and can be more robust on nonsmooth or discontin-
uous problems. However, this type of algorithm presents a
main disadvantage: since they do not exploit derivatives the
search directions may be less optimal than gradient methods,
and the convergence is therefore slower. In this paper we adopt
a well-known two-stage iterative optimization strategy, which
can exploit the advantages of both gradient algorithm and
derivative-free algorithm. The basic process of optimization
is described as follows:
Step 1 Transform the constraint vector eCðNÞ to a penalty func-
tion, which is expressed as
PðeCðNÞÞ ¼XNC
i¼1
xiðmaxðci; 0ÞÞ2 ð50ÞFig. 8 Schematic of 2where ci is given by Eq. (49) and xi represents the weight coef-
ﬁcients which can be chosen by trial and error so as to balance
the relative importance of each constraint.
Step 2 Use a derivative-free nonlinear optimizer (in this paper
we use the fminsearch function from the optimization
toolbox in MATLAB) with a random initial guess
Nran to solve the following unconstrained optimization
problem:
N ¼ argmin
N
ðPðeCðNÞÞÞ ð51Þ
As the purpose here is to get a better initial guess Nbet for the
subsequent optimizations, this unconstrained optimization is
truncated after a certain number of iterations.
Step 3 Take the resulting Nbet as an initial guess, and call a
sparse nonlinear optimizer (SNOPT43) to solve
Problem 3.
5. Real-time trajectory planning framework
This section ﬁrst presents the integration of real-time trajectory
planning with the vehicle’s low-level control system. And then
it proposes a receding horizon planning strategy so that real-
time feedback can be obtained to compensate for environment
uncertainty.
5.1. 2-DOF RHC architecture
In practical application, the trajectory planning faces many
inevitable uncertainties. These include the modeling uncer-
tainty resulting from the difference between the models used
and the real vehicle dynamics, the navigation uncertainty in
the values of the vehicle’s current states due to sensor errors
and limited update rate, the wind which can enter the vehicle
system as disturbance uncertainty, and in particular, the bat-
tleﬁeld environment uncertainties caused by unknown obsta-
cles, pop-up threats or moving target.
In order to provide robust performance in the face of these
disturbances and uncertainties, a modern control scheme is
used to integrate the trajectory planning with the ﬂight control
system (FCS) of vehicle, which combines the 2-DOF and RHC
designs. The similar control scheme has been applied to auton-
omous operation of a quadrotor UAV in Ref.30. Fig. 8 shows
the block diagram of this control system architecture, which-DOF RHC design.
Real-time trajectory planning for UCAV air-to-surface attack using inverse dynamics 1047provides two feedback control loops (i.e. 2-DOF) to compen-
sate for the uncertainty. The inner loop (shown in Fig. 8) is
used for stabilizing around and tracking the reference trajec-
tory generated by the trajectory planner in outer loop, which
takes care of small errors due to external disturbances, para-
metric uncertainties, unmodeled dynamics, etc., and the outer
loop (shown in Fig. 8) adopts the RHC method to provide
periodical updates of this reference trajectory, which takes
responsibility for handling the large discrepancy caused by
mission change, pop-up threats, moving target, etc.
This control scheme has the advantage that the slow outer-
loop trajectoryplanning canbe separated from the fast inner-loop
trajectory tracking and control. This allows the outer loop to
operate at the rate of several orders less than that of the inner loop
while stillmaintaining the closed-loop stability.Depending on the
mission and the on-board computational power, the trajectory
planner would update the reference trajectory periodically, typi-
cally every 1 to 100 s. The trajectory tracking controller generally
runs at much faster rate between two consecutive updates of the
reference trajectory, typically 10–100 Hz. To coordinate the two
different rates, the interpolator produces samples of the reference
trajectory at the desired (high frequency) rate. Furthermore, this
2-DOF control system architecture, by allocating part of the
workload to the trajectory tracking, can leave more computation
time for the trajectory planning process that takes complex con-
straints and costs into account.
This paper focuses on the outer-loop real-time trajectory
planning. The design and implementation of the inner-loop
trajectory tracking is discussed in Ref.44, and will not be cov-
ered in this paper.
5.2. Receding horizon planning strategy
As mentioned above, the outer loop introduces a receding
horizon planning strategy. Fig. 9 shows the graphical illustra-
tion of this strategy.
As can be seen, the outer-loop trajectory planner updates the
current reference command (generated in previous cycle,
xi1ref ; u
i1
ref
 
) to be executed by the inner-loop controller at a ﬁxed
rate of every TEH seconds. During each cycle, the current envi-
ronment information and vehicle’s state are ﬁrst updated, and
then the updated vehicle’s state xi is propagated to the start of
the next execute cycle, yielding x^iþ1. Subsequently, using theFig. 9 Illustration of recedingpropagated states x^iþ1 as the initial condition, the optimization
is performed over a ﬁxed length of time, TPH (P2TEH). The opti-
mization computation time is restricted toTEH  Dtpre  Dtoutput
seconds. If the solution fails to converge, the planner will check
the feasibility of the part of the current reference command that
is beyond ti+1 (shown in Fig. 9), according to the latest environ-
ment information. If this part is still feasible, it is chosen as the
reference command for next cycle. Otherwise, the planner will
generate an emergency ‘‘safety’’ trajectory (e.g. loiter maneu-
ver45) to attempt to keep the vehicle in a safe state. The above pro-
cess is repeated until the vehicle reaches the goal state (i.e., enters
the guided bomb’s LAR).
Summarizing the previous sections, the complete ﬂow of the
real-time trajectory planning algorithm proposed in this paper
is given in Algorithm 1.
Algorithm 1 Real-time trajectory planning based on IDVD
optimization
1. i 1; ref cmd,fxCref; uCrefg  fx0ref; u0refg
2. repeat
3. Send the ref_cmd to the inner-loop controller for execution
4. Update the current UCAV states x(ti), target position pt(ti)
and environment constraints Xfree(ti)
5. Predict the positions or motion trajectories of moving
environment objects (obstacles/threats/target) in the next cycle
) bxfreeðtÞ; t 2 ½tiþ1; tiþ2; p^tðtiþ2Þ
6. Propagate the states x(ti) to the start of the next execute cycle
(i.e. ti+1) using the system dynamical model Eqs. (1) and
(2) and the nominal control ui1ref ðtÞ; t 2 ½ti; tiþ1 ) x^ðtiþ1Þ
7. Solve the Problem 3 (RHC-NLP) until time limit
TEHDtpreDtoutput is reached
8. if (Solution fails to converge) then
9. if ðxCrefðtÞ 2 X^freeðtÞ;8t 2 ½tiþ1; tiþ2Þ then
10. ref cmd fxCrefðtÞ; uCrefðtÞg; t 2 ½tiþ1; tiþ2
11. else
12. Generate an emergency safety manoeuvre )safety_cmd
13. ref cmd safety cmd
14. end if
15. else
16. ref cmd fxiref; uirefg
17. end if
18. i‹ i+1
19. until the UCAV enters the guided bomb’s LARhorizon planning strategy.
1048 Y. Zhang et al.6. SimulationsFig. 10 Scenario 1: the 3D A/S attack trajectory.
Table 2 Value of parameters for the algorithm.To demonstrate the effectiveness of the proposed method, four
different scenarios are considered in Sections 6.1–6.4 and a de-
tailed comparison with the Gauss pseudospectral method
(GPM) is carried out in Section 6.5. After presenting the com-
mon setting for both simulations, the individual scenario set-
ting, results, and discussions are given in the following
subsections.
The speciﬁc vehicle platform used in simulations is the
Storm Shadow UCAV, which is a stealth UCAV developed
in response to a proposal call of American Institute of Aero-
nautics and Astronautics. The relevant platform parameters,
including dimensions, weights, aerodynamic data, engine per-
formance and ﬂight envelope, are all taken from data origi-
nally presented in Ref.37. For the sake of simplicity, we use
the most conservative values for the given UCAV as ﬁxed con-
straints to approximate the original time-varying nonlinear
ﬂight envelope constraints (mentioned in Section 3.1), summa-
rized in Table 1.
The experimental test environment is a square of area
50 · 50 km2, as shown in Fig. 10, where the no-ﬂy zone is mod-
eled as cylinder with inﬁnite altitude, the adverse weather con-
ditions zone is modeled as cuboid (q= 20), the moving aerial
obstacle (other aerial vehicle) is treated as sphere, and enemy
threats are modeled as hemisphere. In order to avoid contact,
a safe buffer bs = 200 m is added around the outside edge of
each obstacle/threat boundary. The ground target is modeled
relatively simply, whose motion is scripted, and is assumed
to not react to the UCAV, except when it is destroyed. In all
scenarios, the UCAV begins at initial point (IP), and the initial
state and control vector are given by
x0¼ 30km 5km 3km 250m=s 0 90
 T
; u0¼ 0 0 1
 T
On-board detection sensors are assumed to be available, and
the instantaneous position and the size and shape (or maxi-
mum effective radius (MER)) of all obstacles/threats within
the detection radius (20 km) can be known by the UCAV.
The ground target is assumed to be continuously tracked by
other combat units, and the updated GPS coordinates of the
target are sent via a radio data link to the UCAV in real time.
The on-board ﬁre-control system of UCAV usually requires
several seconds to complete the pre-weapon-launch prepara-
tion, therefore the overall weapon delivery trajectory segment
requires to be kept in the LAR. In the following simulations
the launch-delay time is set to 6 s. Additionally, there couldTable 1 State and control constraints of UCAV.
Constraint
Flight altitude (m)
Airspeed (m/s)
Flight-path angle ()
Roll angle ()
Normal load factor (g)
Tangential load factor (g)
Roll angle rate (()/s)
Rate of change of normal load factor (g/s)
Rate of change of tangential load factor (g/s)not be any obstacle between the bomb and the target at the
release point.
The simulations results presented here focus on the outer-
loop real-time trajectory planning, therefore perfect inner-loop
tracking of the receding horizon trajectories is assumed. The
outer-loop real-time trajectory planning is performed every 2 s
(TEH) with a receding horizon of 20 s (TPH). The key require-
ment for choosing a planning horizon length is to ensure that
it is both large enough to obtain a better trajectory and avoid
running into dead ends and small enough to avoid over-burden-
ing the optimization algorithm. The 20 s horizon used here is
found to be sufﬁcient. With respect to the optimizers, the com-
bination of fminsearch in MATLAB and SNOPT package in
TOMLAB43 version 7.7 is used as described in Section 4.4.
Table 2 summarizes the parameters used by the algorithm.
All simulations are performed on a standard desktop PC
with an Intel 2.40 GHz quad-core processor, using the Win-
dows XP operating system. All the code is run under the
MATLAB R2009a environment.Minimum value Maximum value
zmin = 200 zmax = 8000
Vmin = 60 Vmax = 300
cmin = 89 cmax = 89
lmin = 80 lmax = 80
nZmin = 3.2 nZmax = 8
nXmin = 0.725 nXmax = 0.91
_lmin ¼ 30 _lmax ¼ 30
_nZmin ¼ 2 _nZmax ¼ 2
_nXmin ¼ 0:2 _nXmax ¼ 0:2
Fig. 11 Scenario 1: state and control time histories.
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The ﬁrst scenario is the UCAV attacking a stationary ground
target while avoiding a series of static obstacles/threats
detected en route. In this scenario, the target locates at
pt ¼ 5 25 0½  km.
Fig. 10 shows the overall attack trajectory of UCAV, whose
total ﬂight time is 80.62 s. The resulting trajectory is smooth
and shows that the UCAV can avoid all obstacles and threats
and successfully ﬂy into the LAR (ellipse) to perform weapon
delivery. The terminal weapon delivery trajectory segment is
highlighted with bold line. As can be seen, the UCAV keeps
a relatively stable attitude during the whole weapon delivery
process and the ﬁnal release point is also close to the center
of the LAR, therefore the objective function presented in Sec-
tion 3.4 is reasonable. The ballistic trajectory of the dropped
guided bomb is shown as a dashed line in Fig. 10, and the bal-
listic simulation shows that the bomb impacts the target. The
time histories of the UCAV’s states (V, c, w) and control inputs
(l, nX, nZ) are shown in Fig. 11. It is clear that the constraints
on these variables, especially the rate constraints on control in-
puts are all satisﬁed (see Table 1), which means the resulting
trajectory is feasible and safe.Fig. 12 Scenario 1: planning time in each iteration.Fig. 12 shows the planning time in each iteration dur-
ing this simulation. It can be seen that most of trajectory
planning iterations are able to converge within 2 s (execute
horizon length TEH) and the average planning time is
1.781 s. There are nine iterations exceeding the time limit
(22%), which usually occurs due to sharp maneuvers for
avoiding the nearby obstacles/threats or adjusting the ﬂight
attitude. Although this rate of overtime may be viewed as
high for practical application, it can be signiﬁcantly re-
duced by further accelerating the computation speed. It
can be obtained by using new search algorithm, optimizing
the actual code, and eliminating the Windows and MAT-
LAB overhead etc.20 Therefore it is expected that the pro-
posed method for real-time performance is feasible. None
of these computational enhancements are carried out be-
cause the purpose of the current work is to demonstrate
the principles.6.2. Scenario 2: single moving target and moving obstacles
The second scenario, which is an expansion of the previous
one, shows how the proposed technique can be successfully ap-
plied in dynamic environment. In this scenario, the target is
moving east at a speed 25 m/s, and the moving aerial obstacle
(see sphere in Figs. 13 and 14) is assumed to travel at a ﬁxed
speed 187 m/s and heading 226.
In order to illustrate the effect of the obstacle/target posi-
tion prediction for the result trajectory, we provide two simu-
lations in this scenario.
The ﬁrst simulation is carried out using snapshots of the
moving obstacle and target taken just prior to each iteration
of the algorithm, with no prediction of obstacle/target posi-
tion. Thus, during each optimization, the algorithm solves an
instantaneous static problem, even though the environments
are dynamic. The resulting trajectory is shown in Fig. 13(a),
and the total ﬂight time is 130.28 s. It can be seen that the
Fig. 13 Scenario 2: the A/S attack trajectory (no prediction).
1050 Y. Zhang et al.moving obstacle is successfully avoided and the target is hit by
guided bomb as well. Fig. 13(b) shows the evolution of the tra-
jectory at four different times during the process of avoiding
the moving obstacle, where the dash-dotted lines represent
the generated prediction trajectory. Fig. 15(a) shows the state
and control time histories.
The second simulation is performed with the addition of
obstacle/target position prediction, which is achieved simply
by linearly extrapolating the estimation of the current position
and velocity over the planning horizon. Figs. 14(a) and (b)show the overall resulting trajectory and the associated snap-
shots of motion respectively. Fig. 15(b) shows the state and
control time histories. Obviously, the UCAV also accom-
plishes the mission successfully. In contrast to the previous re-
sult, it is clear that using position prediction can produce faster
(112.36 s, saving of approximately 14%) and more reliable
trajectories.
From the above simulation results, it is concluded that our
real-time planning algorithm is well-suited for the complex dy-
namic environment.
Fig. 14 Scenario 2: the A/S attack trajectory (with prediction).
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different targets
In this scenario we also provide two simulations to investigate
the effectiveness of our real-time planning algorithm in multi-
ple attack missions.
The results of ﬁrst simulation are shown in Fig. 16, where
the UCAV is assigned to attack two geographically dispersed
ground targets in sequence. It can be seen that the two attack
trajectory segments are smoothly connected together and both
weapon delivery operations are quite smooth as well.Fig. 17 shows the second simulation in which the UCAV
is assigned to attack a stationary ground target twice. As
can be seen, after performing the ﬁrst attack, the UCAV
is too close to the target than the guided bomb’s minimum
downrange launch distance, so the planner switches the
weighting factor whd of objective function to a negative va-
lue (whd = 0.1). As a result, the UCAV turns away from
the target to recreate a new attack conditions. When UCAV
ﬂies farther from the target than maximum downrange
launch distance, the value of whd is switched back
(whd = 0.01), and then the UCAV immediately starts the
second attack.
Fig. 15 Scenario 2: state and control time histories. Fig. 16 Scenario 3: attacking two different targets in sequence.
1052 Y. Zhang et al.6.4. Scenario 4: wind disturbance
Although our real-time planning algorithm can efﬁciently
generate feasible trajectories that satisfy the weapon delivery
conditions in all of the above scenarios, these scenario do
not account for any external disturbances, which would be
the case in real applications. To illustrate the effects of
external disturbances to the proposed algorithm, a simulated
horizontal wind gust is added to this scenario. We assume
the wind gust begins at t= 10 s and wind speed and direc-
tion are constant. Wind direction is 225, and wind speed
VW is a function of altitude (see Fig. 18), which is ﬁtted
according to the real wind speed data provided by the local
meteorological station.
Fig. 19 shows the ﬂight trajectory in no-wind and those dis-
turbed by wind gust over different lengths of time (20, 40, 60 s,
and all the time, respectively). Fig. 20 shows the corresponding
time histories of states and controls. As can be seen, all of
those disturbed trajectories are able to avoid the obstacles/
threats and meet the weapon delivery conditions successfully,
though the wind gust makes them deviate from their original
ﬂight trajectories in varying degrees. This is due to the inherent
robustness and adaptivity of the receding horizon planning
strategy, which can constantly replan a new ﬂight trajectorybased on the latest vehicle’s state during each execute cycle,
so the prediction errors are eliminated in time.
6.5. Comparison between inverse dynamics optimization and
GPMs
To further evaluate performance of the algorithm, a re-
cently developed optimal trajectory generation method,
GPM46, is used for comparison. GPM belongs to the cate-
gory of direct collocation methods and is considered as one
of the most effective methods for solving the complicated
optimal control problems.23 In the following contrast exper-
iment, the GPM is programmed in a commercial software
package, PROPT47(included in TOMLAB version 7.7),
and integrated into our real-time trajectory planning
framework.
The scenario 1 was simulated again using GPM. The num-
bers of discretization nodes in two planning stages are set to
Nstage1 = 5 and Nstage2 = 15, respectively. Fig. 21 represents
a comparison of two solutions obtained by using the GPM
and IDVD methods, respectively. The planning time of
GPM in each iteration is shown in Fig. 22. Detailed informa-
tion of the comparison is summarized in Table 3.
Fig. 17 Scenario 3: attacking the same target twice.
Fig. 18 Wind speed data at altitudes z 2 [0, 10] km.
Fig. 19 Scenario 4: effects of wind gust on trajectories.
Fig. 20 Scenario 4: state and control time histories.
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those attained by GPM, which is only 3.34 s longer than that
of GPM. Although the IDVD method does not produce as
optimal solution as GPM, its convergence and robustness
properties are superior (see Figs. 12 and 22). The IDVD meth-
od is not sensitive to the initial values of optimization variablesand almost always converges. In particular, the computational
speed of IDVD is more than an order of magnitude faster than
that of GPM. This is mostly due to the fact that the IDVD
method uses only 19 optimization variables as compared to
about a hundred of variables used by GPM. Since the required
computation time strongly depends on the number of optimi-
zation variables, the IDVD computational time is much less
than that required by GPM.
To further analyze the impacts of the number of nodes on
the computation time, the comparison experiment is run multi-
ple times with different numbers of nodes (NS and Nstage2 are
set to 20, 40, 50, 60, 90, 120, 150 and 200, respectively).
Fig. 23 shows the change of the average planning times re-
quired to solve the optimization problem in each iteration
Fig. 21 Results obtained by GPM, compared to those in Figs. 10
and 11.
Fig. 22 Planning time of GPM in each iteration.
Table 3 Comparison of IDVD and GPM.
Item IDVD GPM
Total ﬂight time (s) 83.96 80.62
Average planning time (s) 1.781 13.239
Convergence rate (%) 40/41 = 97.56 35/40 = 87.5
Number of optimization
variables
Stage 1 3 · 5 + 4 = 19 9 · 5 + 6 = 51
Stage 2 9 · 15 + 6 = 141
Fig. 23 Number of nodes vs average planning time.
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It can be seen that using more nodes results in an exponential
increase of the required computation time for GPM. In con-
trast, the IDVD computation time increases quite slowly. Spe-
ciﬁcally, for 20 nodes the average planning time is 1.624 s and
the increase to 200 nodes results in only double increase of the
planning time up to 3.468 s. The main reason for this differ-
ence is that the increase of the number of nodes does not
change the number of optimization variables and only
decreases the integration step for IDVD method.
7. Conclusions
This paper studies the problem of generating ground attack
trajectories on-board for UCAVs. The main contributions of
the paper are as follows. Firstly, the UCAV’s A/S attack tra-
jectory planning problem is mathematically formulated as a
RHC-OCP. In order to model the weapon delivery constraints
and integrate it into the problem formulation, an approximate
elliptic LAR model is proposed, and then the corresponding
‘‘UCAV-in-LAR’’ cost function is established as one of the
penalty terms in the objective function. Secondly, a particular
inverse dynamics direct method called IDVD optimization
method is used to develop the trajectory planner for solving
the RHC-OCP on-board. The advantages of this method are
that it can automatically satisfy all boundary conditions and
use any model and any performance index, does not require
numerical integration of differentiation of the state equations,
and transforms the OCP into an NLP problem of very low
dimension (typically < 20). Thirdly, in order to provide
robustness and adaptivity for trajectory planning in dynami-
cally changing and uncertain environments, a 2-DOF RHC
architecture is introduced and a regular real-time update strat-
egy is proposed as well, so that real-time feedback can be
achieved and the not-converged situations can be handled.
The proposed real-time trajectory planning framework is
validated by numerical simulations in four different complex
scenarios. The results show that the framework is able to gen-
erate both feasible and near-optimal attack trajectories very
efﬁciently, even in the presence of moving target or obstacles,
as well as disturbances due to wind. Moreover, the conver-
gence rate and average computation time of the method and
optimality of the generated trajectories are evaluated via a de-
tailed comparison with the GPM. The results show that the
computational speed of inverse dynamics method is more than
an order of magnitude faster than that of GPM, at small loss
of optimality.
Real-time trajectory planning for UCAV air-to-surface attack using inverse dynamics 1055Further work will include more extensive analysis of the
properties of inverse dynamics optimization method and
applying the proposed planning framework to multiple-UCAV
coordination attack problem.Acknowledgement
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