Abstract. We consider the inverse problem of reconstructing the di usion coe cient in a quasilinear parabolic di erential equation in divergence form from measurements of the solution at a nite number of points in the interior of the domain. An equation error method is developed which transforms the inverse problem into a system of linear operator equations for the di usion coe cient, and which can be solved by the conjugate gradient method in a very e cient and stable manner. A detailed error analysis relates the required number of measurements with their accuracy. Numerical results illustrate the performance of the method.
1. Introduction. We consider the quasilinear parabolic initial-boundary value problem u t = ? a(u)u x x ; u(0; x) = ! 0 ; u(t; 0) = f(t) ; u(t; 1) = g(t) ; (1.1) with t 2 I = 0; T] and x 2 = 0; 1]. Here, a 2 H 2 is a positive function, ! 0 a constant and f and g are given boundary data. Given a, the direct problem consists in solving the di erential equation for u. Here we are concerned with the following inverse problem: Given u for certain abscissa 0 = x 0 < : : : < x m = 1 and all t 2 0; T], determine the di usion coe cient a(u). We refer to D ummel and Handrock- Meyer 6] concerning the identi ability of an analytic di usion coe cient from the given data.
Inverse problems of similar sort arise in a variety of di erent contexts. This particular one occured in an industrial application where an ingot casting manufacturer was asking for the thermal conductivity of the form sand he is using in the manufacturing process. Due to di erent heat transport phenomena, the thermal conductivity of the sand is likely to change in the presence of very high temperatures. In this application the available data for the inverse problem is the temperature evolution measured by a few thermocouples placed at increasing distances from the heat source.
The standard approach for the solution of this inverse problem is the output least squares method; cf., e.g., Nabokov 13] for an application of output least squares to this particular problem. This method requires a subroutine to solve the forward problem, e.g., a Crank-Nicolson type method with adaptive time steps that can handle the nonlinearity of the di erential equation; since a few tens or even hundreds of forward problems have to be solved during the optimization of the di usion coe cient, the output least squares method has a tendency to become very expensive.
Equation error methods, on the other hand, use the given data as input for the di erential equation (1.1), in order to solve it for a. This idea goes back at least to Richter 16] who employed an equation error scheme to identify the di usion coe cient in the stationary case. The approach we take, however, is di erent from Richter's: Integrating (1.1) from x i?1 to x i yields a ? u(t; x i ) u x (t; x i ) ? a ? u(t; x i?1 ) u x (t; x i?1 ) = Z xi xi?1 u t (t; ) d ; (1.2) i = 1; : : :; m. We choose those m linear equations for a as the basic problem to solve. In Sects. 2 and 3 we investigate a proper setting for this system of equations, before we set up a numerical algorithm in Sects. 4 and 6, and present an error analysis under the assumption that the exact coe cient a y has additional smoothness, i.e., a y 2 C 3; .
Under the same assumption we also suggest an optimal spacing h of the thermocouples, depending on the accuracy of the measured data: if is an upper bound in L 2 (I) for the data error in u( ; x i ) for each i = 0; : : :; m, then the optimal spacing is given by h 1=4 . On the basis of these results we present in Sect. 5 a heuristic argument which indicates that asymptotically the error in H 2 of the computed reconstruction of the di usion coe cient will decay roughly like 1=4 as ! 0. A numerical example is given at the end of the paper.
To conclude this introduction we mention that the inverse problem of reconstructing a(u) in (1.1) has already been considered in somewhat di erent settings in the literature, e.g., in 4, 5, 8, 9] ; in those works data are either given in the whole domain I , or are restricted entirely to the boundary, like additional measurements of the ux, for example.
Equation error methods for quasilinear parabolic problems similar to (1.1) seem to have only been employed by Hinestroza Denote by U := ff(t) : t 2 I g fg(t) : t 2 I g (2.2) the interval of all boundary values f and g, and assume that a 2 H 2 (U). Then the boundary value problem (1.1) has a classical solution u which is continuously di erentiable with respect to t and two times continuously di erentiable with respect to x. Furthermore, u satis es a maximum principle, and hence, all values u(t; x) belong to U for t 2 I and x 2 . Details are provided in Appendix A.
Given this solution u we de ne linear operators T i : C(U) ! C(I) via T i : a 7 ! y i ; i = This shows the continuity of S : C(U) ! L 2 (I) with kSk C(U)!L 2 (I) kvk L 2 (I) .
As we have mentioned before the values of the solution u of (1. As a continuous operator between Hilbert spaces T admits an adjoint operator T :
We give an analytic representation of this operator in Appendix B. Note that in the formulation of Corollary 2.2 we have chosen H 2 (U) for the domain of T because this is the Hilbert space in which the di usion coe cient a y , which we want to reconstruct, lives. If we were merely interested in continuity properties of T we could of course relax the assumptions on the domain of T.
In practice we do not have the exact solution u of (1.1) nor its partial derivative u x . We therefore have to study the impact of perturbations in u and v on the operator S de ned in Proposition 2. 
This implies the theorem with a certain constant c which only depends on the embedding operator from H 2 (U) into C 1 (U). Note that if S in Theorem 2.3 denotes any one of the two terms on the right-hand side of (2.4) then the assumptions of the theorem are ful lled because the solution u of (1.1) is continuously di erentiable with respect to x with values in U. 3. The inverse problem. As already described in the introduction the exact di usion coe cient a y satis es the linear system (1.2) which we can now rewrite as Given inexact dataũ i we obtain an approximate operatorT instead of T as indicated in the previous section, but in addition, we can only compute an approximate righthand sideỹ for (3.1), e.g., by using a quadrature formula for the evaluation of the integral in (3.2). This will give us another error to deal with, i.e., we assume that Therefore one has to apply regularization methods to this problem, a variety of which are discussed in 7, 12], for example. For reasons that we shall explain in Sect. 6 the method of conjugate gradients with early termination is very appealing for this particular problem. By this we refer to the conjugate gradient iteration applied to the normal equation system of (3.4), i.e.,
T T a =T ỹ ;
and regularization is only incorporated by terminating the iteration with an appropriate stopping rule, cf. (3.5) below.
Note that the analysis of the conjugate gradient method as given in 7, 12] only deals with the case of errors in y but not with errors in T; however, rewriting the perturbed problem as Here, c again only depends on the Sobolev embedding constants.
An appropriate stopping criterion for the conjugate gradient method is the discrepancy principle: for a given > 1 we terminate the conjugate gradient method with the kth iterate a k , as soon as
for the rst time. It is shown in 7, 12] (a more sophisticated investigation of the perturbed operator case is contained in the original analysis by Nemirovskii 14] ) that this yields a regularization method; i.e., as the data errors inT andỹ go to zero the resulting reconstructions of the di usion coe cient tend to a solution of (3.1).
Of course, in practice we only have rough estimates for j , j = 1; 2; 3 (see the following section), and we therefore terminate the iteration as soon as kỹ ?Ta k k (L 2 (I)) m with := m maxf 1 ; 2 ; 3 g : (3.6) 4. Numerical approximation and error analysis. We will now investigate in more detail the magnitude of the data errors 1 ; 2 , and 3 , under the assumption that a y 2 C 3; (U), i.e., a y is three times di erentiable and (a y ) 000 is H older continuous with some exponent 2 (0; 1). Moreover, we shall assume that f and g have H older continuous second derivatives with f 00 (0) = g 00 (0) = 0. In the sequel c always denotes a generic positive constant independent of the problem under consideration.
Of course 2 and 3 depend on 1 itself, but also on the particular way in which we numerically approximate u x ( ; x i ) and the right-hand side functions y i of (3.2). This shall be described next.
For simplicity we restrict our analysis to the case that the thermocouples form an equidistant mesh on with meshsize h, i.e., that x i ?x i?1 = h = 1=m for i = 1; : : :; m.
Our numerical scheme is based on cubic interpolation of the given dataũ i (t) u(t; x i ) It remains to investigate the e ect of data errors inũ. To this end we rst observe thats?s interpolatesũ?u, and recall that the moments M i (i.e., the second derivatives of (s ? s)(t; ) at the mesh points Now, using the quasi-local property of interpolating cubic splines (cf., e.g., 20, Sect. 14.7]) we obtain for some c > 0 and to replace the integrand u by the spline approximations computed above, i.e., we de neỹ The precise value of > 0 will be speci ed later. Using a similar analysis as is exempli ed in 7, Sect. 5. Towards error bounds for the computed reconstructions. Running the conjugate gradient method on the linear systemTa =ỹ as described in Section 3 we obtain an approximationã of the true di usion coe cient a y . In this section we give a heuristic argument to support the claim that asymptotically kã ? a y k H 2 (U) (cf., e.g., 1, Thm. 5.4]) but it is not clear whether the third derivative of a function a y 2 R(T ) will also be H older continuous. In fact, we cannot guarantee that an arbitrary function a y 2 C 3; will belong to R(T ), nor vice versa. Nevertheless, on the basis of the previous arguments one might guess that the gap between these two linear spaces is pretty small. In view of Theorem 4.1 this indicates that, essentially, p 1 ; so that (5.2) coincides with (5.1) as desired.
6. Numerical implementation. In Section 4 we have described how we can obtainṽ i andỹ i to set up the linear systemTa =ỹ of (3.4).
For our numerical computations we choose the discrete values a(u) at the integers u 2 U \ Z as unknowns, and stack them into a vector a. For each time t = t j for which data are available, and for each i = 1; : : :; m, the identity (1.2) yields one equation for these unknowns where, for simplicity, we round the arguments u(t j ; x i ) and u(t j ; x i?1 ) of a to the nearest integers. In this way each such equation couples at most two of the entries of vector a, and we obtain a linear system Aa = y (6.1) for a with an extremely sparse matrix A which has at most two nonzeros (i.e., values of the approximate spatial derivativesṽ i of u) per row. The vector y in (6.1) contains the respective values y i (t j ) from the right-hand side of (1.2).
To take the required smoothness a 2 H 2 (U) into account we use nite di erences to approximate Here, the role of u is crucial: A rescaling of the solution u of the di erential equation (1.1) by a factor yields a temperature distributionû := u corresponding to a di usion coe cientâ(û) := a(u); rescalings do not a ect the solution a of the linear system (6.1) but they do a ect the H 2 norm of the corresponding di usion coecients. It would be a desirable feature of the numerical inversion scheme to yield reconstructions of a that are independent of such rescalings. This is achieved, for example, by choosing u as the ratio of the scale of the a-axis over the scale of the u-axis. For instance, in the example of the following section, the di usion coe cient is of the order of one whereas the temperature ranges between 20 and 1100 C]; we therefore take u := 1=1100 in this example.
Computing a Cholesky decomposition B = LL T of B we obtain a`standard form discrete ill-posed problem' (cf., e.g., 7, Chapter 9]) AL ?1 b = y ; a = L ?1 b ; (6.2) for which we have to nd a regularized solution b. Although A and L are quite large they have at most three nonzeros per row. Therefore, iterative regularization methods like, for example, the conjugate gradient method are the most appropriate choice. Note that each iteration requires multiplications with A and A T , and the solution of one linear system with L and L T , respectively. Therefore the total amount of work per iteration is bounded by the number of nonzeros in A and L and so, because of what we have said before, each iteration takes only O(n) operations, where n is the size of vector a (in our example, n = 1100).
Since only a few conjugate gradient iterations are necessary to obtain a good approximate solution a (see below) this yields an extremely cheap algorithm for the reconstruction of the di usion coe cient. To simulate this experiment we have chosen a phantom di usion coe cient a y after consulting the collaborating engineers who also provided realistic Dirchlet data f and g for (1.1). The di erential equation was solved up to time T = 6 10 4 s] with the subroutine ode15s from Matlab's ode suite, cf. Shampine and Reichelt 17] ; to this end we used a semidiscrete approach with 121 piecewise linear nite elements for the discretization of the spatial domain. To study the e ect of measurement errors, the data have been perturbed by additive noise of up to 1%.
A crucial part of the algorithm is the numerical di erentiation of the data u( ; x i ) with respect to time. Rather than taking nite di erences we have interpolated u( ; x i ) by cubic splines on relatively coarse grids, and then di erentiated the splines. For the linear system (6.1) only the equations (1.2) corresponding to i = 1; : : :; m and the time steps t = t j chosen by ode15s are considered.
Still, not all of these data were actually used. For some reason the stability of our inversion scheme seems to improve when we throw away data corresponding to the initial time phase of the experiment. (We believe that the steep gradients u x in this area are badly captured by the interpolating splines; possibly, a nonequidistant distribution of the thermocouples might be more appropriate for this purpose.) As a consequence only the data within the shaded region in Figure 7 .1 have been used for the reconstruction. They correspond to 22 time steps and thus lead to a linear system with 22 m equations for 1100 unknowns. We have run the algorithm with m = 5; 8, and 15, and hence, all linear systems have been strongly underdetermined. This is a problem that is taken care of by the regularization via early termination of the conjugate gradient iteration. is not H 2 , see Figure 7 .3 below. While the residual is monotonically decreasing (as it should) the error history exhibits the typical semiconvergence phenomenon in illposed problems: the iterates seem to converge in the beginning before they start to diverge eventually. In most cases the best approximation is obtained after just a few iterations.
Reconstructions for several m and various noise levels are shown in Figure 7 .3. We observe that the algorithm is able to reconstruct the phantom qualitatively correct provided that m is appropriately coupled to the noise level, . In addition to these gures Table 7 .1 shows the number of iterations and the corresponding (L 2 ) errors of the optimal approximations. A note on these numbers is in order: since the temperature data within the shaded region of Figure 7 .1 only range between 20 and 940 C] it seems to be fair just to measure the errors in this interval (20; 940) rather than in the whole interval shown in Figure 7 .3.
The boldfaced entries in the table correspond to the optimal number of thermocouples depending on the amount of noise; the more noise the less thermocouples should be taken. Moreover, it can be seen that a large number of thermocouples (i.e., m = 15) is only useful with no or very little noise; with 1% noise the reconstruction corresponding to m = 15 is completely wrong, and is therefore omitted in Figure 7 .3.
It should be stressed that the numbers for the amount of noise must not be confused with the discrepancy of the linear system Aa = y of (6.1), i.e., the relative t ky ?Aa y k 2 =kyk 2 given the exact di usion coe cient a y . To emphasize this point we have included those discrepancies in Table 7 .2. As can be seen from this table, even with no noise added upon the temperature data the linear system (6.1) su ers from a discretization error between 5 and 15% of the actual right-hand side.
We nally remark that with more than 0:3% noise the reconstructions do not match perfectly with the given phantom, but still it is possible to see the local minimum of a y and to detect the sharp bend near u = 600. On the other hand, those reconstructions are extremely cheap to compute: The whole algorithm including the setup of the linear system and seven conjugate gradient iterations takes only between 0:3 (m = 5) and 0:5 M ops (m = 15) in Matlab, with roughly 75% of this work amount being spent on solving the linear system. For comparison, the solution of the parabolic di erential equation (1.1) for the simulation of data (which is precisely the amount of work for solving the forward problem, i.e., the building block of all output least squares type methods for reconstructing the di usion coe cient) took already more than 4 M ops with 121 nite elements, and still 2 M ops with 64 nite elements.
We conclude this section with a comment on matrix A. As it turns out, A itself is not terribly ill-conditioned, i.e., the condition number of A remained between 400 and 700, independent of m and of the actual noise level. However, when m gets larger (in our experiments, when m = 8 or 15) then A becomes rank de cient. As we have indicated already in Sect. 3 the ill-posedness of the linear system is mostly due to the imbedding operator into H 2 , corresponding to the matrix L ?1 in the discrete setting (6.2); in fact, cond (AL ?1 ) 10 7 , and hence, (6.2) is a severely ill-conditioned problem.
Appendix A. We brie y recollect some of the results from the book by Assume now that a 2 C 2; (U) and that the Dirichlet data f; g 2 C 2; (I) satisfy the compatibility condition (2.1), and f 00 (0) = g 00 (0). Then, using the fact that w = v t is a solution of the di erential equation w t = ? a(u)w x x + a 0 (u)u x w x + 2a 0 (u)u x ' xt + a 0 (u)u t v xx + a 00 (u)u t u 2 x ? ' tt ; w(0; x) = 0 ; w(t; 0) = 0 ; w(t; 1) = 0 ; 13 we conclude from Thm. 5.2 in Chapter IV of 11] that v t also belongs to the class C 2+ , and hence, u tt is continuous in I .
With similar arguments (di erentiating (7.1) with respect to x) we obtain that v x and v xx belong to C 2+ provided that a 2 C 3; , and hence, We denote by S i , i = 0; : : :; m, the operator S which is obtained when u in (7.2) is the trace u( ; x i ) of the solution u of (1.1) along x = x i , and likewise v in (7.2) is the trace of the partial derivative u x of u. Then it follows that T i = S i ? S i?1 is the operator de ned in (2. 
