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Abstract
It is known that the defining relations of the orthosymplectic Lie superalgebra osp(1|2n) are
equivalent to the defining (triple) relations of n pairs of paraboson operators b±
i
. In particular,
with the usual star conditions, this implies that the “parabosons of order p” correspond to a
unitary irreducible (infinite-dimensional) lowest weight representation V (p) of osp(1|2n). Apart
from the simple cases p = 1 or n = 1, these representations had never been constructed due to
computational difficulties, despite their importance. In the present paper we give an explicit
and elegant construction of these representations V (p), and we present explicit actions or matrix
elements of the osp(1|2n) generators. The orthogonal basis vectors of V (p) are written in terms
of Gelfand-Zetlin patterns, where the subalgebra u(n) of osp(1|2n) plays a crucial role. Our
results also lead to character formulas for these infinite-dimensional osp(1|2n) representations.
Furthermore, by considering the branching osp(1|2n) ⊃ sp(2n) ⊃ u(n), we find explicit infinite-
dimensional unitary irreducible lowest weight representations of sp(2n) and their characters.
1 Introduction
The classical notion of Bose operators or bosons has been generalized a long time ago to parabose
operators or parabosons [8]. These parabosons are of interest in many applications, in particular
in quantum field theory [6,24,25], generalizations of quantum statistics (para-statistics) [8,10–12],
and in Wigner quantum systems [17, 19, 21, 31]. The generalization of the usual boson Fock space
is characterized by a parameter p, referred to as the order. For a single paraboson, n = 1, the
structure of the paraboson Fock space is well known [26]. Surprisingly, for a system of n parabosons
with n > 1, the structure of the paraboson Fock space is not known, even though it can in principle
be constructed by means of the so-called Green ansatz [8]. The computational difficulties of the
Green ansatz are related to finding a proper basis of an irreducible constituent of a p-fold tensor
product [10].
An important result was given by Ganchev and Palev [7], who observed that the triple relations
for n pairs of parabosons are in fact defining relations for the orthosymplectic Lie superalgebra
osp(1|2n) [15]. This implies also that the paraboson Fock space of order p is a certain infinite-
dimensional unitary irreducible representation (unirrep) of osp(1|2n). However, the construction of
this representation, for n > 1 and arbitrary p, also turned out to be difficult. In the present paper
we present a solution to this problem. Our solution is based upon group theoretical techniques,
in particular related to the branching osp(1|2n) ⊃ sp(2n) ⊃ u(n). This allows us to construct a
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proper Gelfand-Zetlin (GZ) basis for some induced representation [16], from which the basis for
the irreducible representation follows. Our result is thus a complete solution to the problem: for
the paraboson Fock space we give not only an orthogonal GZ-basis but also the action (matrix
elements) of the paraboson operators in this basis.
The structure of the paper is as follows. In section 2, we recall the definition of parabosons and of
the paraboson Fock space V (p). In section 3, we discuss the important relation between parabosons
and the Lie superalgebra osp(1|2n), and give a description of V (p) in terms of representations of
osp(1|2n). The following section is devoted to the first non-trivial example of osp(1|4). The analysis
of the representations V (p) for osp(1|4) is performed in detail, and the techniques used here can
be lifted to the general case osp(1|2n). This general case is investigated in section 5, where the
main computational result (matrix elements) is given in Proposition 6 and the main structural
result (characters) in Theorem 7. Section 6 is devoted to the branching to the even subalgebra
sp(2n) = sp(2n,R), and gives some sp(2n) characters. We end the paper with some final remarks.
2 The paraboson Fock space V (p)
Before introducing the paraboson Fock space, let us recall some aspects of the usual boson Fock
space. For a single pair (n = 1) of boson operators B+, B−, the defining relation is given by
[B−, B+] = 1. (2.1)
The boson Fock space is defined as a Hilbert space with vacuum vector |0〉, in which the action of
the operators B+, B− is defined and satisfies
〈0|0〉 = 1, B−|0〉 = 0, (B±)† = B∓. (2.2)
Moreover, under the action of the algebra spanned by {B+, B−, 1} (subject to (2.1)), the Hilbert
space is irreducible. A set of basis vectors of this space, denoted by V (1), is given by
|k〉 = (B
+)k√
k!
|0〉, k ∈ Z+ = {0, 1, 2 . . .}. (2.3)
These vectors are orthogonal and normalized. The space V (1) is a unitary irreducible representation
(unirrep) of the Lie superalgebra osp(1|2) [26] (see next paragraph). It is also the direct sum of two
unirreps of the Lie algebra sp(2) = sp(2,R) (one with even k’s and one with odd k’s), known as
the metaplectic representations (certain positive discrete series representations of sp(2)) [3,14,29].
For a single pair (n = 1) of paraboson operators b+, b− [8], the defining relation is a triple
relation (with anticommutator {., .} and commutator [., .]) given by
[{b−, b+}, b±] = ±2b±. (2.4)
The paraboson Fock space [26] is again a Hilbert space with vacuum vector |0〉, defined by means
of
〈0|0〉 = 1, b−|0〉 = 0, (b±)† = b∓,
{b−, b+}|0〉 = p |0〉, (2.5)
and by irreducibility under the action of b+, b−. Herein, p is a parameter, known as the order of
the paraboson. In order to have a genuine inner product, p should be positive and real: p > 0. A
set of basis vectors for this space, denoted by V (p), is given by
|2k〉 = (b
+)2k
2k
√
k!(p/2)k
|0〉, |2k + 1〉 = (b
+)2k+1
2k
√
k!2(p/2)k+1
|0〉. (2.6)
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This basis is orthogonal and normalized; the symbol (a)k = a(a+ 1) · · · (a+ k − 1) is the common
Pochhammer symbol.
If one considers b+ and b− as odd generators of a Lie superalgebra, then the elements {b+, b+},
{b+, b−} and {b−, b−} form a basis for the even part of this superalgebra. Using the relations (2.4)
it is easy to see that this superalgebra is the orthosymplectic Lie superalgebra osp(1|2), with even
part sp(2). The paraboson Fock space V (p) is then a unirrep of osp(1|2). It splits as the direct sum
of two positive discrete series representations of sp(2): one with lowest weight vector |0〉 (lowest
weight p/2) and basis vectors |2k〉, and one with lowest weight vector |1〉 (lowest weight 1 + p/2)
and basis vectors |2k + 1〉. For p = 1 the paraboson Fock space coincides with the ordinary boson
Fock space. This also follows from the general action
(b−b+ − b+b−)|2k〉 = p |2k〉, (b−b+ − b+b−)|2k + 1〉 = (2− p) |2k + 1〉. (2.7)
Let us now consider the case of n pairs of boson operators B±i (i = 1, 2, . . . , n), satisfying the
standard commutation relations
[B−i , B
+
j ] = δij . (2.8)
The n-boson Fock space is again defined as a Hilbert space with vacuum vector |0〉, with
〈0|0〉 = 1, B−i |0〉 = 0, (B±i )† = B∓i (i = 1, . . . , n). (2.9)
The Hilbert space is irreducible under the action of the algebra spanned by the elements 1, B+i , B
−
i
(i = 1, . . . , n), subject to (2.8). A set of (orthogonal and normalized) basis vectors of this space is
given by
|k1, . . . , kn〉 = (B
+
1 )
k1 · · · (B+n )kn√
k1! · · · kn!
|0〉, k1, . . . , kn ∈ Z+. (2.10)
We shall see that this Fock space is a certain unirrep of the Lie superalgebra osp(1|2n), with lowest
weight (12 , . . . ,
1
2 ).
We are primarily interested in a system of n pairs of paraboson operators b±j (j = 1, . . . , n).
The defining triple relations for such a system are given by [8]
[{bξj , bηk}, bǫl ] = (ǫ− ξ)δjlbηk + (ǫ− η)δklbξj , (2.11)
where j, k, l ∈ {1, 2, . . . , n} and η, ǫ, ξ ∈ {+,−} (to be interpreted as +1 and −1 in the algebraic
expressions ǫ − ξ and ǫ − η). The paraboson Fock space V (p) is the Hilbert space with vacuum
vector |0〉, defined by means of (j, k = 1, 2, . . . , n)
〈0|0〉 = 1, b−j |0〉 = 0, (b±j )† = b∓j ,
{b−j , b+k }|0〉 = pδjk |0〉, (2.12)
and by irreducibility under the action of the algebra spanned by the elements b+j , b
−
j (j = 1, . . . , n),
subject to (2.11). The parameter p is referred to as the order of the paraboson system. In general
p is thought of as a positive integer, and for p = 1 the paraboson Fock space V (p) coincides with
the boson Fock space V (1). We shall see that also certain non-integer p-values are allowed.
Constructing a basis for the Fock space V (p) turns out to be a difficult problem, unsolved so
far. Even the simpler question of finding the structure of V (p) (weight structure) is not solved.
In the present paper we shall unravel the structure of V (p), determine for which p-values V (p) is
actually a Hilbert space, construct an orthogonal (normalized) basis for V (p), and give the actions
of the generators b±j on the basis vectors.
3
3 The Lie superalgebra osp(1|2n)
The Lie superalgebra osp(1|2n) [15] consists of matrices of the form
 0 a a1at1 b c
−at d −bt

 , (3.1)
where a and a1 are (1× n)-matrices, b is any (n× n)-matrix, and c and d are symmetric (n × n)-
matrices. The even elements have a = a1 = 0 and the odd elements are those with b = c = d = 0.
It will be convenient to have the row and column indices running from 0 to 2n (instead of 1 to
2n+ 1), and to denote by eij the matrix with zeros everywhere except a 1 on position (i, j). Then
the Cartan subalgebra h of osp(1|2n) is spanned by the diagonal elements
hj = ejj − en+j,n+j (j = 1, . . . , n). (3.2)
In terms of the dual basis δj of h
∗, the odd root vectors and corresponding roots of osp(1|2n) are
given by:
e0,k − en+k,0 ↔ −δk, k = 1, . . . , n,
e0,n+k + ek,0 ↔ δk, k = 1, . . . , n.
The even roots and root vectors are
ej,k − en+k,n+j ↔ δj − δk, j 6= k = 1, . . . , n,
ej,n+k + ek,n+j ↔ δj + δk, j ≤ k = 1, . . . , n,
en+j,k + en+k,j ↔ −δj − δk, j ≤ k = 1, . . . , n.
If we introduce the following multiples of the odd root vectors
b+k =
√
2(e0,n+k + ek,0), b
−
k =
√
2(e0,k − en+k,0) (k = 1, . . . , n) (3.3)
then it is easy to verify that these operators satisfy the triple relations (2.11). Since all even root
vectors can be obtained by anticommutators {bξj , bηk}, the following holds [7]
Theorem 1 (Ganchev and Palev) As a Lie superalgebra defined by generators and relations,
osp(1|2n) is generated by 2n odd elements b±k subject to the following (paraboson) relations:
[{bξj , bηk}, bǫl ] = (ǫ− ξ)δjlbηk + (ǫ− η)δklbξj . (3.4)
The paraboson operators b+j are the positive odd root vectors, and the b
−
j are the negative odd
root vectors.
Recall that the paraboson Fock space V (p) is characterized by (j, k = 1, . . . , n)
(b±j )
† = b∓j , b
−
j |0〉 = 0, {b−j , b+k }|0〉 = p δjk |0〉. (3.5)
Furthermore, it is easy to verify that
{b−j , b+j } = 2hj (j = 1, . . . , n). (3.6)
Hence we have the following:
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Corollary 2 The paraboson Fock space V (p) is the unitary irreducible representation of osp(1|2n)
with lowest weight (p2 ,
p
2 , . . . ,
p
2).
In order to construct the representation V (p) [27] one can use an induced module construction.
The relevant subalgebras of osp(1|2n) are easy to describe by means of the odd generators b±j .
Proposition 3 A basis for the even subalgebra sp(2n) of osp(1|2n) is given by the elements
{b±j , b±k } (1 ≤ j ≤ k ≤ n), {b+j , b−k } (1 ≤ j, k ≤ n). (3.7)
The n2 elements
{b+j , b−k } (j, k = 1, . . . , n) (3.8)
are a basis for the sp(2n) subalgebra u(n).
Note that with {b+j , b−k } = 2Ejk, the triple relations (3.4) imply the relations [Eij , Ekl] =
δjkEil − δliEkj . In other words, the elements {b+j , b−k } form, up to a factor 2, the standard u(n) or
gl(n) basis elements.
So the odd generators b±j clearly reveal the subalgebra chain osp(1|2n) ⊃ sp(2n) ⊃ u(n). Note
that u(n) is, algebraically, the same as the general linear Lie algebra gl(n). But the condition
(b±j )
† = b∓j implies that we are dealing here with the “compact form” u(n).
The subalgebra u(n) can be extended to a parabolic subalgebra P of osp(1|2n) [27]:
P = span{{b+j , b−k }, b−j , {b−j , b−k } | j, k = 1, . . . , n}. (3.9)
Recall that {b−j , b+k }|0〉 = p δjk |0〉, with {b−j , b+j } = 2hj . This means that the space spanned
by |0〉 is a trivial one-dimensional u(n) module C|0〉 of weight (p2 , . . . , p2). Since b−j |0〉 = 0, the
module C|0〉 can be extended to a one-dimensional P module. Now we are in a position to define
the induced osp(1|2n) module V (p):
V (p) = Ind
osp(1|2n)
P C|0〉. (3.10)
This is an osp(1|2n) representation with lowest weight (p2 , . . . , p2). By the Poincare´-Birkhoff-Witt
theorem [16,27], it is easy to give a basis for V (p):
(b+1 )
k1 · · · (b+n )kn({b+1 , b+2 })k12({b+1 , b+3 })k13 · · · ({b+n−1, b+n })kn−1,n |0〉, (3.11)
k1, . . . , kn, k12, k13 . . . , kn−1,n ∈ Z+.
This is all rather formal, and it sounds easy. The difficulty however comes from the fact that
in general V (p) is not a simple module (i.e. not an irreducible representation) of osp(1|2n). Let
M(p) be the maximal nontrivial submodule of V (p). Then the simple module (irreducible module),
corresponding to the paraboson Fock space, is
V (p) = V (p)/M(p). (3.12)
The purpose is now to determine the vectors belonging to M(p), and hence to find the structure
of V (p). Furthermore, we want to find explicit matrix elements of the osp(1|2n) generators in an
appropriate basis of V (p). As an illustrative example, we shall first treat the case of osp(1|4).
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4 Paraboson Fock representations of osp(1|4)
We shall examine the induced module V (p) in the case n = 2, with basis vectors
|k, l,m〉 ≡ (b+1 )k(b+2 )l({b+1 , b+2 })m|0〉 (k, l,m ∈ Z+). (4.1)
Note that the weight of this vector is
(
p
2
,
p
2
) + kδ1 + lδ2 +m(δ1 + δ2). (4.2)
The level of this vector is defined as k + l + 2m. The basis vectors |k, l,m〉 are easy to define, and
the actions of the generators b±1 , b
±
2 on these vectors can be computed, using the triple relations.
For the positive root vectors this is easy:
b+1 |k, l,m〉 = |k + 1, l,m〉,
b+2 |2k, l,m〉 = |2k, l + 1,m〉,
b+2 |2k + 1, l,m〉 = |2k, l,m+ 1〉 − |2k + 1, l + 1,m〉. (4.3)
For the negative root vectors this requires some tough computations, yielding:
b−1 |2k, l,m〉 = 2k|2k − 1, l,m〉+ 2m|2k, l + 1,m− 1〉,
b−1 |2k + 1, l,m〉 = (p + 2m+ 2k)|2k, l,m〉 − 2m|2k + 1, l + 1,m− 1〉,
b−2 |2k, 2l,m〉 = 2l|2k, 2l − 1,m〉 + 2m|2k + 1, 2l,m − 1〉,
b−2 |2k, 2l + 1,m〉 = (p+ 2l)|2k, 2l,m〉 + 2m|2k + 1, 2l + 1,m− 1〉,
b−2 |2k + 1, 2l,m〉 = 2l|2k, 2l − 2,m+ 1〉 − 2l|2k + 1, 2l − 1,m〉
+ 2m|2k + 2, 2l,m− 1〉,
b−2 |2k + 1, 2l + 1,m〉 = 2l|2k, 2l − 1,m+ 1〉 − (p + 2l − 2)|2k + 1, 2l,m〉
+ 2m|2k + 2, 2l + 1,m− 1〉. (4.4)
It is now possible to compute “inner products” of vectors |k, l,m〉, using 〈0|0〉 = 1 and (b±i )† =
b∓i . Clearly, vectors of different weight have inner product zero. Let us compute a number of the
nonzero inner products. At weight (p2 ,
p
2) there is one vector only, |0, 0, 0〉 = |0〉, with
〈0, 0, 0|0, 0, 0〉 = 1. (4.5)
At level 1 there is one vector of weight (p2 +1,
p
2 ) and one of weight (
p
2 ,
p
2 +1), with inner products
respectively:
〈1, 0, 0|1, 0, 0〉 = p, 〈0, 1, 0|0, 1, 0〉 = p. (4.6)
At level 2 there is one vector of weight (p2 +2,
p
2), one of weight (
p
2 ,
p
2 +2), and two vectors of weight
(p2 + 1,
p
2 + 1). The inner products are given by:
〈2, 0, 0|2, 0, 0〉 = 〈0, 2, 0|0, 2, 0〉 = 2p,
〈1, 1, 0|1, 1, 0〉 = p2, 〈1, 1, 0|0, 0, 1〉 = 2p, 〈0, 0, 1|0, 0, 1〉 = 4p. (4.7)
From (4.6) it follows already that p should be a positive number, otherwise the inner product
(bilinear form) is not positive definite. The matrix of inner products of the vectors of weight
(p2 + 1,
p
2 + 1) has determinant
det
(
p2 2p
2p 4p
)
= 4p2(p− 1). (4.8)
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So this matrix is positive definite only if p > 1. Thus, for p > 1 both vectors of weight (p2 +1,
p
2 +1)
belong to V (p); but for p = 1 one vector (2|1, 1, 0〉 − |0, 0, 1〉) belongs to M(p) and the subspace of
V (p) of weight (p2 + 1,
p
2 + 1) is one-dimensional.
One could continue this analysis level by level, but the computations become rather complicated
and in order to find a technique that works for arbitrary n one should find a better way of analysing
V (p). For this purpose, we shall construct a different basis for V (p). This new basis is indicated
by the character of V (p): this is a formal infinite series of terms µxj11 x
j2
2 , with (j1, j2) a weight of
V (p) and µ the dimension of this weight space. So the vacuum vector |0〉 of V (p), of weight (p2 , p2 ),
yields a term x
p
2
1 x
p
2
2 = (x1x2)
p/2 in the character charV (p). Since the basis vectors are given by
(b+1 )
k(b+2 )
l({b+1 , b+2 })m|0〉, where k, l,m ∈ Z+, it follows that
char V (p) =
(x1x2)
p/2
(1− x1)(1− x2)(1− x1x2) . (4.9)
Such expressions have an interesting expansion in terms of Schur functions, valid for general n.
Proposition 4 (Cauchy, Littlewood) Let x1, . . . , xn be a set of n variables. Then [22]
1∏n
i=1(1− xi)
∏
1≤j<k≤n(1− xjxk)
=
∑
λ
sλ(x1, . . . , xn) =
∑
λ
sλ(x) (4.10)
In the right hand side, the sum is over all partitions λ and sλ(x) is the Schur symmetric func-
tion [23].
For n variables, sλ(x) = 0 if the length ℓ(λ) is greater than n, so in practice the sum is over all
partitions of length less than or equal to n. For example, for n = 2 one has
charV (p) = (x1x2)
p/2(1 + s1(x) + s2(x) + s1,1(x) + s3(x) + s2,1(x) + · · · ).
The characters of finite dimensional u(n) representations (here u(2)) are given by such Schur func-
tions sλ(x). Hence such expansions are useful since they yield the branching to u(n) of the osp(1|2n)
representation V (p). But for such finite dimensional u(n) representations labelled by a partition λ,
there is a known basis: the Gelfand-Zetlin basis (GZ) [1,9]. We shall use the u(n) GZ basis vectors
as our new basis for V (p). For our current example, n = 2, the new basis vectors are thus given
by:
|m) =
∣∣∣∣p; m12,m22m11
)
≡
∣∣∣∣ m12,m22m11
)
, (4.11)
where (m12,m22) is the partition λ of length 2 (that is m12 and m22 are integers with m12 ≥ m22 ≥
0), and the GZ pattern m satisfies the betweenness condition
m12 ≥ m11 ≥ m22.
As p is supposed to be fixed, it will usually be dropped from the notation of the vectors |m), as
in (4.11). For such vectors, (m12,m22) is the u(2) representation label, and m11 is the u(2) internal
label of the vector |m). We assume that the action of the u(2) generators is as usual, thus the
weight of the vector |m) is given by
(
p
2
,
p
2
) + (m11,m12 +m22 −m11).
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In this new basis, we need to compute the action of b±1 and b
±
2 on the basis vectors |m). In fact,
it will be sufficient to compute only those of b+1 and b
+
2 (as b
−
j = (b
+
j )
†). Then, the relation with
the old basis |k, l,m〉 follows implicitly from |0, 0, 0〉 =
∣∣∣∣ 0, 00
)
.
From the triple relations (3.4), it follows that under the u(2) basis (3.8), the set (b+1 , b
+
2 ) forms
a tensor of rank (1,0), with weights δ1 and δ2, and GZ patterns
b+1 ∼
(
1 0
1
)
, b+2 ∼
(
1 0
0
)
. (4.12)
Therefore,
(m′|b+1 |m) =
(
m12 m22
m11
;
1 0
1
∣∣∣∣ m′12 m′22m′11
)
× (m′12,m′22||b+||m12,m22). (4.13)
The first factor in the right hand side is a classical u(2) Clebsch-Gordan coefficient (CGC) [2, 30],
and the second factor is a reduced matrix element [30]. The possible values of the patterns m′ are
determined by the u(2) tensor product (1, 0) ⊗ (m12,m22) = (m12 + 1,m22)⊕ (m12,m22 + 1), and
by the additivity property of the internal labels (m′11 = m11 + 1 in the above expression). So the
only u(2) CGCs of relevance are given below, their values taken from [30, p. 385]:
(
m12,m22
m11
;
1, 0
1
∣∣∣∣ m12 + 1,m22m11 + 1
)
=
√
m11 −m22 + 1
m12 −m22 + 1 , (4.14)(
m12,m22
m11
;
1, 0
1
∣∣∣∣ m12,m22 + 1m11 + 1
)
= −
√
m12 −m11
m12 −m22 + 1 , (4.15)(
m12,m22
m11
;
1, 0
0
∣∣∣∣ m12 + 1,m22m11
)
=
√
m12 −m11 + 1
m12 −m22 + 1 , (4.16)(
m12,m22
m11
;
1, 0
0
∣∣∣∣ m12,m22 + 1m11
)
=
√
m11 −m22
m12 −m22 + 1 . (4.17)
The problem is thus reduced to finding explicit expressions for two functions F1 and F2, where
F1(m) = (m12 + 1,m22||b+||m12,m22), F2(m) = (m12,m22 + 1||b+||m12,m22). (4.18)
We can write:
b+1 |m) =
√
m11 −m22 + 1
m12 −m22 + 1F1(m)
∣∣∣∣ m12 + 1,m22m11 + 1
)
−
√
m12 −m11
m12 −m22 + 1F2(m)
∣∣∣∣ m12,m22 + 1m11 + 1
)
,
(4.19)
b+2 |m) =
√
m12 −m11 + 1
m12 −m22 + 1F1(m)
∣∣∣∣ m12 + 1,m22m11
)
+
√
m11 −m22
m12 −m22 + 1F2(m)
∣∣∣∣ m12,m22 + 1m11
)
,
(4.20)
and the action of b−j follows from (m
′|b−j |m) = (m|b+j |m′).
Now it remains to determine the functions F1 and F2. From the action
{b−2 , b+2 }|m) = 2h2|m) = (p+ 2(m12 +m22 −m11))|m), (4.21)
8
one deduces the following recurrence relations for F1 and F2:
F1(m12,m22)F2(m12 + 1,m22 − 1)√
m12 −m22 + 1
√
m12 −m22 + 3
+
F1(m12,m22 − 1)F2(m12,m22 − 1)
m12 −m22 + 2 = 0, (4.22)
m12 −m11 + 1
m12 −m22 + 1F1(m12,m22)
2 − m22 −m11
m12 −m22 + 1F2(m12,m22)
2 +
m12 −m11
m12 −m22F1(m12 − 1,m22)
2
− m22 −m11 − 1
m12 −m22 + 2F2(m12,m22 − 1)
2 = p+ 2m12 + 2m22 − 2m11. (4.23)
The action b−2 |m) leads to the boundary condition: F2(m12,m22−1) = 0 if m22 = 0. The boundary
condition together with the recurrence relations (4.22)-(4.23) lead to the following solution for the
unknown functions F1 and F2:
F1(m12,m22) = (−1)m22(m12 + 2 + Em12(p− 2))1/2
(m12 −m22 + 1)1/2
(m12 −m22 + 1 +Om12−m22)1/2
, (4.24)
F2(m12,m22) = (m22 + 1 + Em22(p − 2))1/2
(m12 −m22 + 1)1/2
(m12 −m22 + 1−Om12−m22)1/2
, (4.25)
where the even and odd functions Ej and Oj are defined by
Ej = 1 if j is even and 0 otherwise,
Oj = 1 if j is odd and 0 otherwise. (4.26)
The solution for F1 and F2 is unique up to a choice of the sign factor. At this moment, only the
action of {b−2 , b+2 } has been used in the process. Now it remains to verify whether the actions of b±1
and b±2 thus determined do indeed yield a solution, i.e. one should verify that all triple relations (3.4)
are satisfied. This is a straightforward but tedious computation; the only result provided by this
calculation is that the sign factors are restricted. The choice of sign factors presented in (4.24)-
(4.25) is the simplest solution.
So we finally present the complete solution in the case of osp(1|4):
b+1 |m) =
√
m11 −m22 + 1 f1(m12,m22)
∣∣∣∣ m12 + 1,m22m11 + 1
)
−√m12 −m11 f2(m12,m22)
∣∣∣∣ m12,m22 + 1m11 + 1
)
, (4.27)
b+2 |m) =
√
m12 −m11 + 1 f1(m12,m22)
∣∣∣∣ m12 + 1,m22m11
)
+
√
m11 −m22 f2(m12,m22)
∣∣∣∣ m12,m22 + 1m11
)
, (4.28)
b−1 |m) =
√
m11 −m22 f1(m12 − 1,m22)
∣∣∣∣ m12 − 1,m22m11 − 1
)
−√m12 −m11 + 1 f2(m12,m22 − 1)
∣∣∣∣ m12,m22 − 1m11 − 1
)
, (4.29)
b−2 |m) =
√
m12 −m11 f1(m12 − 1,m22)
∣∣∣∣ m12 − 1,m22m11
)
+
√
m11 −m22 + 1 f2(m12,m22 − 1)
∣∣∣∣ m12,m22 − 1m11
)
, (4.30)
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where
f1(m12,m22) = (−1)m22 (m12 + 2 + Em12(p − 2))
1/2
(m12 −m22 + 1 +Om12−m22)1/2
, (4.31)
f2(m12,m22) =
(m22 + 1 + Em22(p− 2))1/2
(m12 −m22 + 1−Om12−m22)1/2
. (4.32)
In this whole analysis we have assumed that the parameter p is sufficiently large such that
all factors appearing under square root symbols are positive, in other words such that V (p) itself
is irreducible. The general expressions thus obtained now allow us to examine the structure in
more detail. In the expressions (4.24)-(4.25), the first factor in the right hand side determines the
essential cases when the reduced matrix element is zero or not. Let us depict these factors (or
rather their squares) in a scheme as given in Figure 1. In this diagram, there is an edge between
two partitions (m) and (m′) if the reduced matrix element (m′||b+||m) is nonzero, and the number
on top of the edge is the crucial factor of (m′||b+||m)2. Clearly, these factors tell us when these
partitions “are part of” the irreducible representation V (p) or not (to be more precise, whether
the vectors of the u(2) module labelled by (m) belong to M(p) or not). Obviously, for p = 1
only the top line of the scheme survives, and forms the u(2) content of V (1). For p > 1, all u(2)
representations (m) survive, and V (p) = V (p).
Theorem 5 The osp(1|4) representation V (p) with lowest weight (p2 , p2 ) is a unirrep if and only if
p ≥ 1. For p > 1, V (p) = V (p) and
charV (p) = (x1x2)
p/2/((1 − x1)(1− x2)(1− x1x2)).
For p = 1, V (p) = V (p)/M(p) with M(p) 6= 0. V (1) is the boson Fock space, and
char V (1) = (x1x2)
1/2/((1 − x1)(1− x2)).
The explicit action of the osp(1|4) generators in V (p) is given by (4.27)-(4.30). The basis is
orthogonal and normalized. Note that also for p = 1 this action remains valid, provided one keeps
in mind that all vectors with m22 6= 0 must vanish.
We end this section mentioning that more general osp(1|4) irreducible representations with no
unique “vacuum” were investigated in [4,13]. However their matrix elements were not determined.
5 Paraboson Fock representations of osp(1|2n)
Similarly as in the previous section, we start our analysis by considering the induced module V (p).
First, a new basis for V (p) will be introduced. In this basis, matrix elements are computed, and
from these expressions it will be clear which vectors belong to M(p).
A basis for V (p) was already given in (3.11). From this expression, one finds
charV (p) =
(x1 · · · xn)p/2∏n
i=1(1− xi)
∏
1≤j<k≤n(1− xjxk)
. (5.1)
The denominator can be expanded as in (4.10). The relation between Schur functions and u(n)
characters [32] makes it again natural to consider a basis consisting of all GZ-patterns [1,9] for all
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possible partitions of length at most n. Thus the new basis of V (p) consists of vectors of the form
|m) ≡ |m)n ≡
∣∣∣∣∣∣∣∣∣
m1n · · · · · · mn−1,n mnn
m1,n−1 · · · · · · mn−1,n−1
... . .
.
m11

 =
∣∣∣∣∣
[m]n
|m)n−1
)
(5.2)
Just as for osp(1|4), the label p is dropped in the notation of the vectors |m). Herein, the top
line of the pattern, also denoted by the n-tuple [m]n, is any partition (consisting of non increasing
nonnegative numbers). The remaining n − 1 lines of the pattern will sometimes be denoted by
|m)n−1. So all mij in the above GZ-pattern are nonnegative integers, satisfying the betweenness
conditions
mi,j+1 ≥ mij ≥ mi+1,j+1 (1 ≤ i ≤ j ≤ n− 1). (5.3)
Note that, since the weight of |0〉 is (p2 , . . . , p2 ), the weight of the above vector is determined by
hk|m) =

p
2
+
k∑
j=1
mjk −
k−1∑
j=1
mj,k−1

 |m). (5.4)
Now we use a technique similar as in the previous section. By the triple relations, one obtains
[{b+i , b−j }, b+k ] = 2δjkb+i .
With the identification {b+i , b−j } = 2Eij in the standard u(n) basis, this is equivalent to the action
Eij · ek = δjkei. In other words, the triple relations imply that (b+1 , b+2 , . . . , b+n ) is a standard u(n)
tensor of rank (1, 0, . . . , 0). This means that one can attach a unique GZ-pattern with top line
10 · · · 0 to every b+j , corresponding to the weight +δj. Explicitly:
b+j ∼
10 · · · 000
10 · · · 00
· · ·
0 · · · 0
· · ·
0
, (5.5)
where the pattern consists of j − 1 zero rows at the bottom, and the first n− j + 1 rows are of the
form 10 · · · 0. The tensor product rule in u(n) reads
([m]n)⊗ (10 · · · 0) = ([m]n+1)⊕ ([m]n+2)⊕ · · · ⊕ ([m]n+n) (5.6)
where ([m]n) = (m1n,m2n, . . . ,mnn) and a subscript ±k indicates an increment of the kth label by
±1:
([m]n±k) = (m1n, . . . ,mkn ± 1, . . . ,mnn). (5.7)
In the right hand side of (5.6), only those components which are still partitions (i.e. consisting of
nondecreasing integers) survive.
A general matrix element of b+j can now be written as follows:
(m′|b+j |m) =
(
[m]n+k
|m′)n−1
∣∣∣∣∣ b+j
∣∣∣∣∣ [m]
n
|m)n−1
)
=
(
[m]n
|m)n−1
;
10 · · · 00
10 · · · 0
· · ·
0
∣∣∣∣∣
[m]n+k
|m′)n−1
)
× ([m]n+k||b+||[m]n). (5.8)
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The first factor in the right hand side is a u(n) Clebsch-Gordan coefficient [30], the second factor
is a reduced matrix element. By the tensor product rule, the first line of |m′) has to be of the
form (5.7), i.e. [m′]n = [m]n+k for some k-value.
The special u(n) CGCs appearing here are well known, and have fairly simple expressions.
They can be found, e.g. in [30]. They can be expressed by means of u(n)-u(n− 1) isoscalar factors
and u(n − 1) CGC’s, which on their turn are written by means of u(n − 1)-u(n − 2) isoscalar
factors and u(n − 2) CGC’s, etc. The explicit form of the special u(n) CGCs appearing here is
given in Appendix A. The actual problem is now converted into finding expressions for the reduced
matrix elements, i.e. for the functions Fk([m]
n), for arbitrary n-tuples of non increasing nonnegative
integers [m]n = (m1n,m2n, . . . ,mnn):
Fk([m]
n) = Fk(m1n,m2n, . . . ,mnn) = ([m]
n
+k||b+||[m]n). (5.9)
So one can write:
b+j |m) =
∑
k,m′
(
[m]n
|m)n−1
;
10 · · · 00
10 · · · 0
· · ·
0
∣∣∣∣∣
[m]n+k
|m′)n−1
)
Fk([m]
n)
∣∣∣∣∣ [m]
n
+k
|m′)n−1
)
, (5.10)
b−j |m) =
∑
k,m′
(
[m]n−k
|m′)n−1
;
10 · · · 00
10 · · · 0
· · ·
0
∣∣∣∣∣
[m]n
|m)n−1
)
Fk([m]
n
−k)
∣∣∣∣∣ [m]
n
−k
|m′)n−1
)
. (5.11)
In order to determine the unknown functions Fk, one can again start from the following action:
{b−n , b+n }|m) = 2hn|m) = (p+ 2(
n∑
j=1
mjn −
n−1∑
j=1
mj,n−1))|m). (5.12)
Expressing the left hand side by means of (5.10)-(5.11), using the explicit form of the CGCs and
isoscalar factors given in Appendix A (which are simple here since j = n), one finds a system
of coupled recurrence relations for the functions Fk. Together with the appropriate boundary
conditions, we have been able to solve this, in particular using Maple. So our main computational
result is:
Proposition 6 The reduced matrix elements Fk appearing in the actions of b
±
j on vectors |m) of
V (p) are given by:
Fk(m1n,m2n, . . . ,mnn) =(−1)mk+1,n+···+mnn(mkn + n+ 1− k + Emkn(p− n))1/2
×
n∏
j 6=k=1
(
mjn −mkn − j + k
mjn −mkn − j + k −Omjn−mkn
)1/2
, (5.13)
where E and O are the even and odd functions defined in (4.26).
It would be unfeasible to present all the details of this computational result. Essentially, the proof
consist of verifying that all triple relations (3.4) hold when acting on any vector |m). Each such
verification leads to an algebraic identity in n variables m1n, . . . ,mnn. In these computations, there
are some intermediate verifications: e.g. the action {b+j , b−k }|m) should leave the top row of the GZ-
patter |m) invariant (since {b+j , b−k } belongs to u(n)). Furthermore, it must yields (up to a factor
2) the known action of the standard u(n) matrix elements Ejk in the classical GZ-basis.
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The purpose is now to deduce the structure of V (p) from the general expression of the matrix
elements in V (p). Just as for osp(1|4), this will be governed by the factor
(mkn + n+ 1− k + Emkn(p− n))
in the expression of Fk([m]
n), since this is the only factor in the right hand side of (5.13) that
may become zero. If this factor is zero or negative, the assigned vector |m) belongs to M(p). The
integers mjn satisfy m1n ≥ m2n ≥ · · · ≥ mnn ≥ 0. If mkn = 0 (its smallest possible value), then
this factor in Fk takes the value (p− k + 1). So the p-values 1, 2, . . . , n− 1 will play a special role.
Let us again depict these factors in a scheme, shown here in Figure 2 for n = 3. In this diagram,
there is an edge between two partitions ([m]n) and ([m′]n) = ([m]n+k) if the reduced matrix element
([m]n+k||b+||[m]n) = Fk([m]n) is in general nonzero. For the boldface lines, the relevant factor
(mkn + n + 1 − k + Emkn(p − n)) is equal to p − 1; for the dotted lines, this factor is equal to
p− 2. As a consequence, for p = 1 the irreducible module V (p) corresponds to the first line of the
scheme only, i.e. only partitions ([m]n) of length 1 appear (the length of a partition is the number of
nonzero parts). For p = 2, the irreducible module V (p) is composed of partitions ([m]n) of length 1
or 2 only. This observation holds in general, due to the factor (p− k+1) for Fk. This finally leads
to the following result:
Theorem 7 The osp(1|2n) representation V (p) with lowest weight (p2 , . . . , p2) is a unirrep if and
only if p ∈ {1, 2, . . . , n− 1} or p > n− 1.
For p > n− 1, V (p) = V (p) and
charV (p) =
(x1 · · · xn)p/2∏
i(1− xi)
∏
j<k(1− xjxk)
(5.14)
= (x1 · · · xn)p/2
∑
λ
sλ(x) (5.15)
For p ∈ {1, 2, . . . , n − 1}, V (p) = V (p)/M(p) with M(p) 6= 0. The structure of V (p) is determined
by
char V (p) = (x1 · · · xn)p/2
∑
λ, ℓ(λ)≤p
sλ(x) (5.16)
where ℓ(λ) is the length of the partition λ.
The explicit action of the osp(1|2n) generators in V (p) is given by (5.10)-(5.11) or (A.11)-(A.12),
and the basis is orthogonal and normalized. For p ∈ {1, 2, . . . , n − 1} this action remains valid,
provided one keeps in mind that all vectors with mp+1,n 6= 0 must vanish.
Note that the first line of Theorem 7 can also be deduced from [5], where all lowest weight
unirreps of osp(1|2n) are classified by means of their lowest weight.
There is an interesting question related to the character of V (p). For p > n − 1, the character
is written in the form (5.14), i.e. with a genuine osp(1|2n) denominator (each factor in this denom-
inator corresponds to a positive root α of osp(1|2n) for which 2α is not a root). Can the characters
of V (p) for p ∈ {1, 2, . . . , n − 1} be written in a similar form? In other words, what is Ep in the
expression
char V (p) = xp/2
∑
λ, ℓ(λ)≤p
sλ(x) = x
p/2 Ep∏
i(1− xi)
∏
j<k(1− xjxk)
, (5.17)
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where we have used the short hand notation x = x1 · · · xn. Some initial computations lead us to
the following conjecture:
Ep =
∑
η
(−1)cηsη(x), (5.18)
where the sum is over all partitions η of the form
η =
(
a1 a2 · · · ar
a1 + p a2 + p · · · ar + p
)
(5.19)
in Frobenius notation, and
cη = a1 + a2 + · · ·+ ar + r. (5.20)
The notation is a special way of denoting partitions, see [23], related to the lengths of rows and
columns in the Young diagram of the partition, counted from the diagonal. In the current case,
the partitions η are all those with a Young diagram of the shape depicted in Figure 3.
Since the number of variables x1, . . . , xn is finite, the expression Ep is also finite. Some special
cases are:
E1 =
∏
1≤j<k≤n
(1− xjxk), (5.21)
En−1 = 1− x1x2 · · · xn. (5.22)
The first expression is a known S-function series, also due to Littlewood [22]. The first special case
leads to
char V (1) =
x
1/2∏
i(1− xi)
, (5.23)
as it should be, since this corresponds to the ordinary boson Fock space. The second special case
yields
char V (n− 1) = xp/2 (1− x1x2 · · · xn)∏
i(1− xi)
∏
j<k(1− xjxk)
(5.24)
Our conjecture that
∑
λ, ℓ(λ)≤p
sλ(x) =
∑
η(−1)cηsη(x)∏
i(1− xi)
∏
j<k(1− xjxk)
(5.25)
was proved by R.C. King [20]. In fact, he also obtained an alternative expression in terms of
determinants, which will be presented below. It leads to the following alternative forms of the
character, for p = 1, 2, . . . , n:
charV (p) = xp/2
∑
λ, ℓ(λ)≤p
sλ(x)
= xp/2
∑
η(−1)cηsη(x)∏
i(1− xi)
∏
j<k(1− xjxk)
= xp/2
det
(
xn−ji − (−1)pχ(j > p)xn−p+j−1i
)n
i,j=1
det
(
xn−ji − xn+j−1i
)n
i,j=1
where χ(w) = 1 if w is true and 0 otherwise.
14
6 Branching to sp(2n) and sp(2n) characters
The osp(1|2n) representations V (p) have been completely determined, including the action of the
osp(1|2n) generators b±j . A basis for the even subalgebra sp(2n) has been given in (3.7). As a
consequence, the explicit action of the sp(2n) basis elements {b±j , b±k } can also be determined.
Under the action of sp(2n), however, V (p) is in general not irreducible. In this section we shall
determine the decomposition of V (p) in irreducible sp(2n) components. We shall first consider the
generic case p > n− 1, where V (p) = V (p).
Since V (p) is a lowest weight representation, all irreducible sp(2n) components will also be lowest
weight representations. Each such component is thus characterized by a lowest weight vector v.
Such a vector should satisfy:
{b−j , b−k } · v = 0 for 1 ≤ j, k ≤ n, {b−j , b+k } · v = 0 for 1 ≤ j < k ≤ n. (6.1)
From the explicit action of b±j it is possible to deduce the following
Proposition 8 The n+ 1 vectors vk (k = 0, 1, . . . , n) of the form
vk =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
11 · · · 110 · · · 0
11 · · · 10 · · · 0
· · ·
10 · · · 0
0 · · · 0
· · ·
0


row 1 : k ones
row 2 : k − 1 ones
· · ·
row k : 1 one
row k + 1 : all zeros
· · ·
row n : zero
(6.2)
satisfy (6.1). These are the only vectors of V (p) satisfying (6.1). The weight of vk is given by
(
p
2
, · · · , p
2
) + (0, . . . , 0, 1, . . . , 1) (k ones). (6.3)
As a consequence, the decomposition of V (p) with respect to sp(2n) can be written as
V (p)→
n⊕
k=0
V (p, k) (6.4)
where V (p, k) is a unirrep of sp(2n) with lowest weight vector vk and lowest weight given by (6.3).
The structure of these unirreps V (p, k) can be deduced from the character formula of V (p).
Since
n∏
i=1
(1 + xi) = 1 + s1(x) + s1,1(x) + · · ·+ s1,1,...,1(x)
it follows that
charV (p) =
x
p/2∏
i(1− xi)
∏
j<k(1− xjxk)
=
x
p/2(1 + s1(x) + s1,1(x) + · · · + s1,1,...,1(x))∏
i(1− x2i )
∏
j<k(1− xjxk)
. (6.5)
Using the knowledge of the sp(2n) lowest weight vectors, one finds
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Proposition 9 The characters of the sp(2n) unirreps V (p, k) with lowest weight (6.3) and with
p > n− 1 are given by
char V (p, k) = xp/2
s1,...,1(x)∏
i(1− x2i )
∏
j<k(1− xjxk)
(6.6)
where (1, . . . , 1) = 1k.
For the non-generic case, V (p) with p ∈ {1, 2, . . . , n − 1}, the analysis is similar and we will
not give all the details. In fact, the vectors vk with k = 0, 1, . . . , p are again sp(2n) lowest weight
vectors (this time k ≤ p because otherwise vk would belong to M(p)). This yields:
V (p)→
p⊕
k=0
V (p, k). (6.7)
The characters are essentially the same as in the generic case, except that one has to exclude u(n)
components with partitions of length greater than p (as the corresponding reduced matrix elements
vanish). So we can write
char V (p, k) = xp/2Lp
(
s1,...,1(x)∏
i(1− x2i )
∏
j<k(1− xjxk)
)
(6.8)
where Lp indicates that in the Schur function expansion of its argument one should keep only those
sλ(x) with ℓ(λ) ≤ p.
Note that not all these sp(2n) characters are new. Holomorphic discrete series representations
and harmonic series representations, with characters of the type (6.6), have been determined in [18].
In [28], characters of the type (6.8) appear. Here, however, we have deduced not only the character
but also the explicit matrix elements.
7 Conclusions and remarks
In this paper, we have given a solution to a problem that has been open for many years, namely
giving the explicit structure of paraboson Fock representations. In order to solve this problem,
we have used a combination of known techniques and new computational power. We used in
particular: the relation with unirreps of the Lie superalgebra osp(1|2n), the decomposition of
the induced module V (p) with respect of the compact subalgebra u(n), the known GZ-basis for
u(n) representations, the method of reduced matrix elements for u(n) tensor operators and known
expressions for certain u(n) CGCs and isoscalar factors.
The solution given here is also the explicit solution that would be obtained by means of the
Green ansatz [8]. The method of Green’s ansatz is easy to describe, but difficult to perform, and
has not lead to the explicit solution of the paraboson Fock representations, as presented here. In
representation theoretic terms, Green’s ansatz amounts to considering the p-fold tensor product
of the boson Fock space, V (1)⊗p, and extracting in this tensor product the irreducible component
with lowest weight (p2 , . . . ,
p
2).
From the point of view of quantum field theory, one is often interested in the case that n = +∞.
It is not easy to see what happens with the explicit matrix elements in that case. On the other
hand, the character formulas (5.16) and (5.17) are easy to describe under this limit n → +∞, as
Schur functions of an infinite number of variables are common objects.
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Note that in Theorem 7 in the second case, p ∈ {1, 2, . . . , n − 1}, the induced module V (p) is
not irreducible. So it must have certain primitive vectors with respect to osp(1|2n). In fact, the
weights of these primitive vectors follow from (5.17) and (5.18).
In this paper we have constructed osp(1|2n) unirreps with a particular lowest weight, namely of
the form (p2 , . . . ,
p
2). It looks as if our techniques could also be used to construct explicitly osp(1|2n)
unirreps with a more general lowest weight of the form (p1, . . . , pn), though the computational
difficulties might be extremely hard.
A Appendix
In this appendix we shall give the special u(n) CGCs [2, 30] needed in the action (5.10)-(5.11) of
the osp(1|2n) generators. For this purpose, let us write [m]j for the jth row in a GZ-pattern, and
we shall denote the increment of element i in such a j-tuple by [m]j±i:
[m]j = [m1j ,m2j , . . . ,mjj ], (A.1)
[m]j±i = [m1j , . . . ,mij ± 1, . . . ,mjj]. (A.2)
The u(n) CGCs can now be written as (a 0˙ stands for a sequence of zeros of appropriate length)


[m]n
[m]n−1
· · ·
[m]j
[m]j−1
· · ·
m11
;
10˙
10˙
· · ·
10˙
0˙
· · ·
0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
[m]n+k
[m′]n−1
· · ·
[m′]j
[m′]j−1
· · ·
m′11


=
∑
m′
(
[m]n
[m]n−1
∣∣∣∣ 10˙ǫ0˙
∣∣∣∣ [m]n+k[m′]n−1
)
×


[m]n−1
· · ·
[m]j
[m]j−1
· · ·
m11
;
10˙
· · ·
10˙
0˙
· · ·
0
∣∣∣∣∣∣∣∣∣∣∣∣
[m′]n−1
· · ·
[m′]j
[m′]j−1
· · ·
m′11


. (A.3)
In the right hand side, the first factor is an isoscalar factor, and the second factor is a CGC of
u(n − 1). The middle pattern in the u(n − 1) CGC is that of the u(n) CGC with the first row
deleted. The middle pattern in the isoscalar factor consists of the first two rows of the middle
pattern in the left hand side, so ǫ is 0 or 1. If ǫ = 0, then [m′]n−1 = [m]n−1. If ǫ = 1 then
[m′]n−1 = [m1,n−1, . . . ,mr,n−1 + 1, . . . ,mn−1,n−1] = [m]
n−1
+r for some r-value.
The explicit forms of these isoscalar factors is given in [30, p. 385]. We have:
(
[m]n
[m]n−1
∣∣∣∣ 10˙00˙
∣∣∣∣ [m]n+k[m]n−1
)
=
(∏n−1
j=1 (lj,n−1 − lkn − 1)∏n
j 6=k=1(ljn − lkn)
)1/2
(A.4)
where, as usual in this context,
lij = mij − i; (A.5)
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and(
[m]n
[m]n−1
∣∣∣∣ 10˙10˙
∣∣∣∣ [m]n+k[m]n−1+r
)
= S(k, r)
(∏n−1
j 6=r=1(lj,n−1 − lkn − 1)
∏n
j 6=k=1(ljn − lr,n−1)∏n
j 6=k=1(ljn − lkn)
∏n−1
j 6=r=1(lj,n−1 − lr,n−1 − 1)
)1/2
,
(A.6)
where
S(k, r) =
{
1 for k ≤ r
−1 for k > r. (A.7)
We are now in a position to write down the explicit actions of the osp(1|2n) generators on the
basis vectors |m). First, note that for the diagonal elements one has
hk|m) =

p
2
+
k∑
j=1
mjk −
k−1∑
j=1
mj,k−1

 |m), (1 ≤ k ≤ n). (A.8)
Due to the simplicity of the CGCs, the actions of b±n are the simplest to describe:
b+n |m) =
n∑
i=1
(∏n−1
k=1(lk,n−1 − lin − 1)∏n
k 6=i=1(lkn − lin)
)1/2
Fi(m1n,m2n, . . . ,mnn) |m)+in; (A.9)
b−n |m) =
n∑
i=1
( ∏n−1
k=1(lk,n−1 − lin)∏n
k 6=i=1(lkn − lin + 1)
)1/2
Fi(m1n, . . . ,min − 1, . . . ,mnn) |m)−in. (A.10)
Herein, Fi are the functions given in (5.13), and |m)±in indicates the replacement min → min ± 1.
Finally, the actions of the remaining generators b±j (j = 1, 2, . . . , n − 1) are somewhat more
involved, due to the various isoscalar factors. They can be written in the following form:
b+j |m) =
n∑
in=1
n−1∑
in−1=1
. . .
j∑
ij=1
S(in, in−1)S(in−1, in−2) . . . S(ij+1, ij)
(∏j−1
k=1(lk,j−1 − lij ,j − 1)∏j
k 6=ij=1
(lkj − lij ,j)
)1/2
×
n−j∏
r=1
(∏n−r
k 6=in−r=1
(lk,n−r − lin−r+1,n−r+1 − 1)
∏n−r+1
k 6=in−r+1=1
(lk,n−r+1 − lin−r ,n−r)∏n−r+1
k 6=in−r+1=1
(lk,n−r+1 − lin−r+1,n−r+1)
∏n−r
k 6=in−r=1
(lk,n−r − lin−r ,n−r − 1)
)1/2
× Fin(m1n,m2n, . . . ,mnn) |m)+in,n;+in−1,n−1;...;+ij ,j; (A.11)
b−j |m) =
n∑
in=1
n−1∑
in−1=1
. . .
j∑
ij=1
S(in, in−1)S(in−1, in−2) . . . S(ij+1, ij)
( ∏j−1
k=1(lk,j−1 − lij ,j)∏j
k 6=ij=1
(lkj − lij ,j + 1)
)1/2
×
n−j∏
r=1
(∏n−r
k 6=in−r=1
(lk,n−r − lin−r+1,n−r+1)
∏n−r+1
k 6=in−r+1=1
(lk,n−r+1 − lin−r ,n−r + 1)∏n−r+1
k 6=in−r+1=1
(lk,n−r+1 − lin−r+1,n−r+1 + 1)
∏n−r
k 6=in−r=1
(lk,n−r − lin−r ,n−r)
)1/2
× Fin(m1n, . . . ,min,n − 1, . . . ,mnn) |m)−in,n;−in−1,n−1;...;−ij ,j. (A.12)
Herein, each symbol ±ik, k attached as a subscript to |m) indicates a replacement mik,k → mik,k±1.
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Figure 1: Relevant factors of the reduced matrix elements between two partitions (case of osp(1|4)).
3
p− 1 p− 1 p− 1 p− 1
0, 0 1, 0 2, 0 3, 0 4, 0 5, 0
4, 12, 1 3, 11, 1
2 2
2, 2 3, 2
p 5 p + 4
3 5
p + 2
p + 2
p + 2
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Figure 2: Structure of the osp(1|2n) representations V (p) and V (p), here illustrated for n = 3 (so
only partitions of length at most 3 appear). The boldface line indicates that the corresponding
reduced matrixelement has a factor (p− 1); the dotted line indicates that it has a factor (p− 2).
2, 2, 1
0, 0, 0 1, 0, 0 2, 0, 0 4, 0, 0 5, 0, 0 6, 0, 0
1, 1, 0 2, 1, 0 3, 1, 0 4, 1, 0 5, 1, 0
2, 2, 0 3, 2, 0 4, 2, 0
2, 1, 1 3, 1, 1 4, 1, 1
3, 3, 0
3, 2, 1
2, 2, 2
3, 0, 0
1, 1, 1
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Figure 3: Typical shape of the Young diagram for the partition η, given by the Frobenius nota-
tion (5.19) (illustrated here for r = 3).
a2a1
a1
a2
a3
p
p
p
a3
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