We introduce block bootstrap techniques that are (first order) valid in recursive estimation frameworks. Thereafter, we present two examples where predictive accuracy tests are made operational using our new bootstrap procedures. In one application, we outline a consistent test for out-of-sample nonlinear Granger causality, and in the other we outline a test for selecting among multiple alternative forecasting models, all of which are possibly misspecified. In a Monte Carlo investigation, we compare the finite sample properties of our block bootstrap procedures with the parametric bootstrap due to Kilian (Journal of Applied Econometrics 14 (1999), 491-510), within the context of encompassing and predictive accuracy tests. In the empirical illustration, it is found that unemployment has nonlinear marginal predictive content for inflation. * Manuscript
INTRODUCTION
Economic models are often compared in terms of their relative predictive accuracy. Thus, it is not surprising that a large literature on the topic has developed over the last 10 years, including, for example, important papers by Diebold and Mariano (DM: 1995) , West (1996) , and White (2000) . In this literature, it is quite common to compare multiple models (which are possibly all misspecified, in the sense that they are all approximations of some unknown true model) in terms of their in-or out-of-sample predictive accuracy, for a given loss function. In such contexts, one often compares parametric models containing estimated parameters. Hence, it is important to take into account the contribution of parameter estimation error when carrying out inference. Though some authors make a case in favor of using in-sample predictive evaluation (important contributions in this area include Inoue and Kilian, 2004, 2005) , it is common practice to split samples of size T into T = R + P observations, where only the last P observations are used for predictive evaluation, particularly if all models are assumed to be (possibly) misspecified. We consider such a setup, and assume that parameters are estimated in recursive fashion, such that R observations are used to construct a first parameter estimator, sayθ R , a first prediction (say a one-step ahead prediction), and a first prediction error. Then, R + 1 observations are used to constructθ R+1 , yielding a second ex ante prediction and prediction error. This procedure is continued until a final estimator is constructed using T − 1 observations, resulting in a sequence of P = T − R estimators, predictions, and prediction errors. If R and P grow at the same rate as the sample size, the limiting distributions of predictive accuracy tests using this setup generally reflect the contribution of parameter uncertainty (i.e., the contribution of 1 √ P T−1 t=R (θ t − θ † ), whereθ t is a recursive m-estimator constructed using the first t observations, and θ † is its probability limit, say). 2 Given this fact, our objectives in this article are twofold. First, we introduce block bootstrap techniques that are (first order) valid in recursive estimation frameworks. Thereafter, we present two examples where predictive accuracy tests are made operational using our new bootstrap procedures. One of the examples involves constructing a consistent test for out-of-sample nonlinear Granger causality, and the other involves constructing a test for selecting among multiple alternative forecasting models, all of which may be misspecified.
In some circumstances, such as when constructing Diebold and Mariano (1995) tests for equal (pointwise) predictive accuracy of two models, the limiting distribution is a normal random variable. In such cases, accounting for the contribution of parameter estimation error can be often done using the framework of West (1996) , and essentially involves estimating an "extra" covariance term. However, in other circumstances, such as when constructing tests that have power against generic alternatives, test statistics have limiting distributions that can be shown to be functionals of Gaussian processes with covariance kernels that reflect both (dynamic) misspecification as well as the contribution of (recursive) parameter estimation error. Such limiting distributions are not nuisance parameter free, and critical values cannot be tabulated. However, valid asymptotic critical values can be obtained via appropriate application of the (block) bootstrap. This requires a bootstrap procedure that allows for the formulation of statistics that properly mimic the contribution of 1 √ P T−1 t=R (θ t − θ † ) (i.e., parameter estimation error). The first objective of this article is thus to suggest a block bootstrap procedure that is valid for recursive m-estimators, in the sense that its use suffices to mimic the limiting distribution of 1 √ P T−1 t=R (θ t − θ † ). When forming the block bootstrap for recursive m-estimators, it is important to note that earlier observations are used more frequently than temporally subsequent observations when forming test statistics. On the other hand, in the standard block bootstrap, all blocks from the original sample have the same probability of being selected, regardless of the dates of the observations in the blocks. Thus, the bootstrap estimator, sayθ * t , which is constructed as a direct analog ofθ t , is characterized by a location bias that can be either positive or negative, depending on the sample that we observe. In order to circumvent this problem, we suggest a recentering of the bootstrap score that ensures that the new bootstrap estimator, which is no longer the direct analog ofθ t , is asymptotically unbiased. It should be noted that the idea of recentering is not new in the bootstrap literature for the case of full sample estimation. In fact, recentering is necessary, even for first-order validity, in the case of overidentified generalized method of moments (GMM) estimators (see e.g., Hall and Horowitz, 1996 , Andrews, 2002 , and Inoue and Shintani, 2006 . This is due to the fact that, in the overidentified case, the bootstrap moment conditions are not equal to zero, even if the population moment conditions are. However, in the context of m-estimators using the full sample, recentering is needed only for higher-order asymptotics, but not for first-order validity, in the sense that the bias term is of smaller order than T −1/2 (see e.g., Andrews, 2002) . In the case of recursive m-estimators, on the other hand, the bias term is instead of order T −1/2 , so that it does contribute to the limiting distribution. This points to a need for recentering when using recursive estimation schemes, and such recentering is discussed in the next section.
The block bootstrap for recursive m-estimators that we develop can be used to provide valid critical values in a variety of interesting testing contexts, two such leading examples of which are developed in this article. As mentioned above, the first is a generalization of the reality check test of White (2000) that allows for nonvanishing parameter estimation error. The second is an out-of-sample version of the integrated conditional moment (ICM) test of Bierens (1982 Bierens ( , 1990 and Bierens and Ploberger (1997) , which yields out-of-sample tests that are consistent against generic (nonlinear) alternatives. 3 More specifically, our first application concerns the reality check of White (2000) , which itself extends the Diebold and Mariano (1995) and West (1996) tests for the relative predictive accuracy of two models by allowing for the joint comparison of multiple misspecified models against a given benchmark. The idea of White (2000) is to compare all competing models simultaneously, thus taking into account any correlation across the various models. In this context, the null hypothesis is that no competing model can outperform the benchmark, for a given loss function. As this test is usually carried out by comparing predictions from various alternative models, and given that predictions are usually formed using recursively estimated models, the issue of parameter estimation uncertainty arises naturally. White (2000) obtains valid asymptotic critical values for his test via use of the Politis and Romano (1994) stationary bootstrap for the case in which parameter estimation error is asymptotically negligible. This is the case in which either the same loss function is used for both estimation and model evaluation, or P grows at a slower rate than R. Using the block bootstrap for recursive m-estimators, we generalize the reality check to the case in which parameter estimation error does not vanish asymptotically.
The objective of the second application is to test the predictive accuracy of a given (non)linear model against generic (non)linear alternatives. In particular, one chooses a benchmark model, and the objective is to test whether there is an alternative model that can provide more accurate, loss function specific, out-of-sample predictions. The test is based on a continuum of moment conditions and is consistent against generic alternatives, as discussed in Corradi and Swanson (CS: 2002) . The CS test differs from the ICM test developed by Bierens (1982 Bierens ( , 1990 and Bierens and Ploberger (1997) because parameters are estimated recursively, out-of-sample prediction models are analyzed, and the null hypothesis is that the reference model delivers the best "loss function specific" predictor, for a given information set. Given that the test compares out-of-sample prediction models, it can be viewed as a test for (non)linear out-of-sample Granger causality. Although the CS test examined in this application is the same as that discussed in Corradi and Swanson (2002) , it should be noted that they use a conditional p-value method for constructing critical values, extending earlier work by Hansen (1996) and Inoue (2001) . However, the conditional p-value approach suffers from the fact that under the alternative, the simulated statistics diverges at rate √l , conditional on the sample, wherel plays a role analogous to the block length in the block bootstrap. This feature clearly leads to reduced power in finite samples, as shown in Corradi and Swanson (2002) . As an alternative to the conditional p-value approach, we establish in our second example that the bootstrap for recursive m-estimators yields √ P-consistent CS tests. In order to shed evidence on the usefulness of the recursive block bootstrap, we carry out a Monte Carlo investigation that compares the finite sample properties of our block bootstrap procedures with two alternative naive block bootstraps as well as the parametric bootstrap due to Kilian (1999) ; all within the context of the CS test and a simpler nongeneric version of the CS test due to Chao, Corradi, and Swanson (CCS: 2001) . In addition, various other related tests, including the standard F-test as well as tests due to Diebold and Mariano (1995) and Clark and McCracken (2005) are included in our Monte Carlo experiments. Results suggest that our recursive block bootstrap outperforms alternative naive nonparametric block bootstraps. Additionally, the Kilian bootstrap is shown to be robust to nonlinear misspecification, and all of the test statistics examined are found to have good finite sample properties when applied in situations where there is model misspecification.
An empirical illustration is also discussed, in which it is found that unemployment appears to have nonlinear marginal predictive content for inflation, as evidenced by application of the CS and CCS test. Findings based upon the other tests mentioned above are also presented, and it turns out that much can be learned by using all of the five tests in consort with one another. Namely, the different tests have different power properties against different alternatives, and hence the use of several of them can yield insight into the nature of the misspecification driving test rejection. In particular, the picture that emerges when only a subset of the tests is used to analyze the marginal predictive content of unemployment for inflation is that of an absence of predictive ability. When all of the tests are used, on the other hand, interesting evidence arises concerning the potential nonlinear predictive content of unemployment. Thus, the tests discussed in this illustration appear to be useful complements to each other.
The rest of the article is organized as follows. Section 2 outlines the block bootstrap for recursive m-estimators and contains asymptotic results. Sections 3 and 4 contain the two examples mentioned above. Monte Carlo findings are discussed in Section 5, and our empirical illustration is presented in Section 6. Finally, concluding remarks are given in Section 7. All proofs are collected in the Appendix. Hereafter, P * denotes the probability law governing the resampled series, conditional on the sample, E * and Var * are the mean and variance operators associated with P * , o * P (1) Pr −P denotes a term converging to zero in P * -probability, conditional on the sample, and for all samples except a subset with probability measure approaching zero, and O * P (1) Pr −P denotes a term that is bounded in P * -probability, conditional on the sample, and for all samples except a subset with probability measure approaching zero. Analogously, O a.s. * (1) and o a.s. * (1) denote terms that are almost surely bounded and terms that approach zero almost surely, according to the probability law P * , and conditional on the sample. Note that P is also used to denote the length of the prediction period, and unless otherwise obvious from the context in which it is used, clarification of the meaning is given.
THE BLOCK BOOTSTRAP FOR RECURSIVE m-ESTIMATORS
In this section, we establish the first-order validity of a block bootstrap estimator that captures the effect of parameter estimation error in the context of recursive m-estimators, which are defined as follows. Let Z t = (y t , . . . , y t−s 1 +1 , X t , . . . , X t−s 2 +1 ), t = 1, . . . , T, and let s = max{s 1 , s 2 }. Additionally, assume that i = 1, . . . , n models are estimated (thus allowing us to establish notation that will be useful in the applications presented in subsequent sections). Now, define the recursive m-estimator for the parameter vector associated with model i as 4
and
where q i denotes the objective function for model i. As the discussion below does not depend on any specific model, we drop the subscript i. Following standard practice (such as in the real-time forecasting literature), this estimator is first computed using R observations. In our applications we focus on one-step-ahead prediction (although results can be extended quite easily to multiple-step-ahead prediction), and so that recursive estimators are thus subsequently computed using R + 1 observations, and then R + 2 observations, and so on, until the last estimator is constructed using T − 1 observations. This results in a sequence of P = T − R estimators. These estimators can then used to construct sequences of P one-stepahead forecasts and associated forecast errors, for example. Now, consider the overlapping block resampling scheme of Künsch (1989) , which can be applied in our context as follows: 5 At each replication, draw b blocks (with replacement) of length l from the sample W t = (y t , Z t−1 ), where bl = T − s. Thus, the first block is equal to W i+1 , . . . ,W i+l , for some i = s − 1, . . . , T − l + 1, with probability 1/(T − s − l + 1), the second block is equal to W i+1 , . . . , W i+l , again for some i = s − 1, . . . , T − l + 1, with probability 1/(T − s − l + 1), and so on, for all blocks, where the block length grows with the sample size at an appropriate rate. More formally, let I k , k = 1, . . . , b be i.i.d discrete uniform random variables on [s − 1, s, . . . , T − l + 1]. Then, the resampled series,
, . . . , W I b +l , and so a resampled series consists of b blocks that are discrete i.i.d uniform random variables, conditional on the sample.
Suppose we define the bootstrap estimator,θ * t , to be the direct analog ofθ t . Namely,θ *
after a few simple manipulations, we have that 5 The main difference between the block bootstrap and the stationary bootstrap of Politis and Romano (PR: 1994) is that the former uses a deterministic block length, which may be either overlapping as in Künsch (1989) or nonoverlapping as in Carlstein (1986) , whereas the latter resamples using blocks of random length. One important feature of the PR bootstrap is that the resampled series, conditional on the sample, is stationary, whereas a series resampled from the (overlapping or nonoverlapping) block bootstrap is nonstationary, even if the original sample is strictly stationary. However, Lahiri (1999) shows that all block bootstrap methods, regardless of whether the block length is deterministic or random, have a first-order bias of the same magnitude, but the bootstrap with deterministic block length has a smaller first-order variance. In addition, the overlapping block bootstrap is more efficient than the nonoverlapping block bootstrap.
. . , P − 1, and where the last equality on the right-hand side of (4) follows immediately, using the same arguments as those used in Lemma A5 of West (1996) . Analogously,
Now, given (2), E(∇ θ q(y j , Z j−1 , θ † )) = 0 for all j, and 1 √ P T−1 t=R (θ t − θ † ) has a zero mean normal limiting distribution (see Theorem 4.1 in West, 1996) . On the other hand, as any block of observations has the same chance of being drawn,
where the O( l T ) term arises because the first and last l observations have a lesser chance of being drawn (see, e.g., Fitzenberger, 1997) . 6 Now, 1 T−s T−1 k=s ∇ θ q(y k , Z k−1 ,θ t ) = 0, and is instead of order O P (T −1/2 ). Thus, 1
, and does not vanish in probability. This clearly contrasts with the full sample case, in which 1 T−s T−1 k=s ∇ θ q(y k , Z k−1 ,θ T ) = 0, because of the first-order conditions. Thus, 1 √ P T−1 t=R (θ * t −θ t ) cannot have a zero mean normal limiting distribution, but is instead characterized by a location bias that can be either positive or negative depending on the sample. Given (6), our objective is thus to have the bootstrap score centered around
R ≤ t ≤ T − 1. 7 Now, note that first-order conditions are 1
t ))) = 0; and via a mean value expansion of 1 t t j=s ∇ θ q(y * j , Z * , j−1 ,θ * t ) aroundθ t , after a few simple manipulations, we have that
Thus, given (6), it is immediate to see that the bias associated with 1
, conditional on the sample, and so it is negligible for firstorder asymptotics, as l = o(T 1/2 ).
Theorem 1, which summarizes these results, requires the following assumptions.
ASSUMPTION 1. (y t , X t ), with y t scalar and X t an ζ -valued (0 < ζ < ∞) vector, is a strictly stationary and absolutely regular β-mixing process with size −4(4 + ψ)/ ψ, ψ > 0.
) for any θ = θ † ); (ii) q is twice continuously differentiable on the interior of , and for a compact subset of ; (iii) the elements of ∇ θ q and ∇ 2 θ q are p-dominated on , with p > 2(2 + ψ), where ψ is the same positive constant as defined in Assumption 1; and (iv) E(−∇ 2 θ q(θ )) is negative definite uniformly on . 8 ASSUMPTION 3. T = R + P, and as T → ∞, P/R → π , with 0 < π < ∞.
Assumptions 1 and 2 are standard memory, moment, smoothness, and identifiability conditions. Assumption 1 requires (y t , X t ) to be strictly stationary and absolutely regular. The memory condition is stronger than α-mixing, but weaker than (uniform) φ-mixing. Assumption 3 requires that R and P grow at the same rate. In fact, if P grows at a slower rate than R, i.e., P/R → 0, then 1 √ P T t=R (θ t − θ † ) = o P (1) and so there was no need to capture the contribution of parameter estimation error. THEOREM 1. Let Assumptions 1-3 hold. Also, assume that as T → ∞, l → ∞, and that l T 1/4 → 0. Then, as T, P and R → ∞,
where P * T denotes the probability law of the resampled series, conditional on the (entire) sample.
Broadly speaking, Theorem 1 states that 1 √ P T−1 t=R (θ * t −θ t ) has the same limiting distribution as 1
, conditional on sample, and for all samples except a set with probability measure approaching zero. As outlined in the following sections, application of Theorem 1 allows us to capture the contribution of (recursive) parameter estimation error to the covariance kernel of the limiting distribution of various statistics. If Assumption 3 is violated and P/R → 0, then the statement in the theorem above is trivially satisfied, in the sense that both
have a limiting distribution degenerate on zero.
THE REALITY CHECK
In this section, we extend the White (2000) reality check to the case in which the effect of parameter estimation error does not vanish asymptotically. In particular, we show that the block bootstrap for recursive m-estimators properly mimics the contribution of parameter estimation error to the covariance kernel of the limiting distribution of the original reality check test. Although we focus our attention in this article on the block bootstrap, which is based on resampling blocks of deterministic length, we conjecture that the same approach can be used to extend the stationary bootstrap employed by White (2000) to the case of nonvanishing parameter estimation error.
Let the forecast error be u
is the estimated conditional mean function under model i. Also, assume that the set of regressors may vary across different models, so that Z t is meant to denote the collection of all potential regressors. Following White (2000) , define the statistic S P = max i=2,...,n S P (1, i), where
and where g is a given loss function (see Christoffersen and Diebold, 1996 , and Elliott and Timmerman, 2004 for a detailed discussion of loss functions used in predictive evaluation). 9 Recall that in this test, parameter estimation error need not be accounted for in the covariance kernel of the limiting distribution unless g = q i for some i. This follows upon examination of the results of both West (1996) and White (2000) . In particular, in West (1996) , the parameter estimation error components that enter into the covariance kernel of the limiting distribution of his test statistic are zero whenever the same loss function is used for both predictive evaluation and in-sample estimation. The same argument holds for the reality check test. This means that as long as g = q i ∀i, the White test can be applied regardless of the rate of growth of P and R. When we write the covariance kernel of the limiting distribution of the statistic (see below), however, we include terms capturing the contribution of parameter estimation error, thus implicitly assuming that g = q i for some i. In practice, one reason why we allow for cases where g = q i is that least squares is sometimes better behaved in finite samples and/or easier to implement than more generic m-estimators, so that practitioners sometimes use least squares for estimation and more complicated (possibly asymmetric) loss functions for predictive evaluation. 10 Of course, there are also applications for which parameter estimation error does not vanish, even if the same loss function is used for parameter estimation and predictive evaluation. One such application is discussed in the next section. For a given loss function, the reality check tests the null hypothesis that a benchmark model (defined as model 1) performs equal to or better than all competitor models (i.e., models 2, . . . , n). The alternative is that at least one competitor performs better than the benchmark. 11 Formally, the hypotheses are
In order to derive the limiting distribution of S P we require the following additional assumption: ASSUMPTION 4. (i) κ i is twice continuously differentiable on the interior of i and the elements of
where ψ is the same positive constant as that defined in Assumption 1; (ii) g is positive valued, twice continuously differentiable on i , and g, g , and g are p-dominated on i with p defined as in (i); and (iii) let S g i g i = lim T→∞ Var( 1 √ T T t=s (g(u 1,t+1 ) − g(u i,t+1 ))), i = 2, . . . , n, define analogous covariance terms, S g j g k , j, k = 2, . . . , n, and assume that [S g j g k ] is positive semidefinite.
Assumptions 4(i) and (ii) are standard smoothness and domination conditions imposed on the conditional mean functions of the models. Assumption 4(iii) is standard in the literature that uses DM-type tests (see e.g., West, 1996, and White, 2000) , and states that at least one of the competing models has to be nonnested with (and not nesting) the benchmark. S(1, n) ) is a zero mean Gaussian process with covariance kernel given by V, with V an n × n matrix with i, i element
Just as in White (2000) , note that under the null, the least favorable case arises when E(g(u 1,t+1 ) − g(u i,t+1 )) = 0, ∀i. In this case, the distribution of S P coincides with that of max i=2,...,n (S P (1, i) − √ PE(g(u 1,t+1 ) − g(u i,t+1 ))), so that S P has the above limiting distribution, which is a functional of a Gaussian process with a covariance kernel that reflects uncertainty due to parameter estimation error and dynamic misspecification. Additionally, when all competitor models are worse than the benchmark, the statistic diverges to minus infinity at rate √ P. Finally, when only some competitor models are worse than the benchmark, the limiting distribution provides a conservative test, as S P will always be smaller than max i=2,...,n (S P (1, i) − √ PE(g(u 1,t+1 ) − g(u i,t+1 ))), asymptotically. Of course, when H A holds, the statistic diverges to plus infinity at rate √ P. Recall that the maximum of a Gaussian process is not Gaussian in general, so that standard critical values cannot be used to conduct inference on S P . Our approach to this problem is to apply the block bootstrap for recursive m-estimators outlined above. 12 Define the bootstrap parameter estimator as
Note that bootstrap statistic in (9) is different from the "usual" bootstrap statistic, which is defined as the difference between the statistic computed over the sample observations and over the bootstrap observations. That is, following the usual approach to bootstrap statistic construction, one might have expected that the appropriate bootstrap statistic would bē
Instead, as can be seen by inspection of S * P (1, i), the bootstrap (resampled) component is constructed only over the last P observations, whereas the sample component is constructed over all T observations. Although a formal proof is provided in the Appendix, it is worthwhile to give a heuristic explanation of the validity of the statistic in (9). For sake of simplicity, consider a single model, say model 1. Now,
whereθ * 1,t ∈ (θ * 1,t ,θ 1,t ). Note that the first term on the RHS of (11) mimics the limiting behavior of 1 √ P T−1 t=R (g(u 1,t+1 ) − E(g(u 1,t+1 ))), whereas the second term mimics the limiting behavior of the parameter estimation error associated with model 1. Needless to say, the same holds for any arbitrary model. This leads to the following theorem. THEOREM 2. Let Assumptions 1-4 hold. Also, assume that as T → ∞, l → ∞, and that l T 1/4 → 0. Then, as T, P, and R → ∞,
The above result suggests proceeding in the following manner. For any bootstrap replication, compute the bootstrap statistic, S * P . Perform B bootstrap replications (B large) and compute the quantiles of the empirical distribution of the B bootstrap statistics. Reject H 0 , if S P is greater than the (1 − α)th-percentile. Otherwise, do not reject. Now, for all samples except a set with probability measure approaching zero, S P has the same limiting distribution as the corresponding bootstrapped statistic when E(g(u 1,t+1 ) − g(u i,t+1 )) = 0 ∀i, ensuring asymptotic size equal to α. On the other hand, when one or more competitor models are strictly dominated by the benchmark, the rule provides a test with asymptotic size between 0 and α (see above discussion). Under the alternative, S P diverges to (plus) infinity, whereas the corresponding bootstrap statistic has a well-defined limiting distribution, ensuring unit asymptotic power. ability of a fixed number of nested models have previously also been suggested. For example, Clark and McCracken (2001, 2005) propose encompassing tests for comparing two nested models for one-step and multistep ahead prediction, respectively. Giacomini and White (forthcoming) introduce a test for conditional predictive ability that is valid for both nested and nonnested models. The key ingredient of their test is the fact that parameters are estimated using a fixed rolling window. Finally, Inoue and Rossi (2005) suggest a recursive test, where not only the parameters, but the statistic itself, are also computed in a recursive manner.
The main difference between these tests and the CS test is that the CS test is consistent against generic (non)linear alternatives and not only against a fixed alternative.
Summarizing the testing approach considered in this application, assume that the objective is to test whether there exists any unknown alternative model that has better predictive accuracy than a given benchmark model, for a given loss function. A typical example is the case in which the benchmark model is a simple autoregressive model and we want to check whether a more accurate forecasting model can be constructed by including possibly unknown (non)linear functions of the past of the process or of the past of some other process (e.g., out-of-sample (non)linear Granger causality tests can be constructed in this manner). 14 Although this is the case that we focus on, the benchmark model can in general be any (non)linear model. One important feature of this application is that the same loss function is used for in-sample estimation and out-of-sample prediction (see Granger, 1993 , Weiss, 1996 , and Schorfheide, 2005 , for further discussion of this issue). 15 In contrast to the previous application, however, this does not ensure that parameter estimation error vanishes asymptotically.
Let the benchmark model be
, y t is a scalar, and q 1 = g, as the same loss function is used both for in-sample estimation and out-of-sample predictive evaluation. The generic alternative model is
The alternative model is called "generic" because of the presence of w(Z t−1 , γ ), which is a generically comprehensive function, such as Bierens' exponential, a logistic, or a cumulative distribution function (see, e.g., Stinchcombe and White, 1998 , for a detailed explanation of generic comprehensiveness). One example has w
where is a measurable one-to-one mapping from to a bounded subset of , so that here Z t = (X t , . . . , X t−s 2 +1 ), and we are thus testing for nonlinear Granger causality. The hypotheses of interest are
Clearly, the reference model is nested within the alternative model, and given the definitions of θ † 1 and θ † 2 (γ ), the null model can never outperform the alternative. 16 For this reason, H 0 corresponds to equal predictive accuracy, whereas H A corresponds to the case where the alternative model outperforms the reference model, as long as the errors above are loss function-specific forecast errors. It follows that H 0 and H A can be restated as
for ∀γ ∈ , except for a subset with zero Lebesgue measure. Now, given the definition of θ †
where g is the derivative of the loss function with respect to its argument. Thus, un-
) = 0. Thus, we can once again restate H 0 and H A as
for ∀γ ∈ , except for a subset with zero Lebesgue measure. Finally, define the forecast error asû 1,t+1 = y t+1 − (1 y t )θ 1,t . Following CS, the test statistic is
and where φ(γ ) dγ = 1, φ(γ ) ≥ 0, with φ(γ ) absolutely continuous with respect to Lebesgue measure. Note also that " " denotes derivative with respect to the argument of the function. Elsewhere, we use "∇ x " to denote derivative with respect to x. In the sequel, we require the following assumptions.
a compact subset of d , and is 2r-dominated uniformly in Assumption 5 requires the function w to be bounded and twice continuously differentiable; such a requirement is satisfied by logistic or exponential functions, for example. PROPOSITION 2. Let Assumptions 1-3 and 5 hold. Then, the following results hold:
where m P (γ ) is defined in Equation (17) and Z is a Gaussian process with covariance kernel given by
and γ , γ 1 , and γ 2 are generic elements of .
As in the previous application, the limiting distribution under H 0 is a Gaussian process with a covariance kernel that reflects both the dependence structure of the data and the effect of parameter estimation error. Hence, critical values are data dependent and cannot be tabulated.
In order to implement this statistic using the block bootstrap for recursive m-estimators, define: 17
As in the reality check case, the bootstrap statistic in (19) is characterized by the fact that the bootstrap (resampled) component is constructed only over the last P observations, whereas the sample component is constructed over all T observations. The same heuristic arguments given to justify this form of bootstrap statistic in the previous application also apply here. THEOREM 3. Let Assumptions 1-3 and 5 hold. Also, assume that as T → ∞, l → ∞, and that l T 1/4 → 0. Then, as T, P, and R → ∞,
The above result suggests proceeding the same way as in the first application. 17 Recall that y * t , Z * ,t is obtained via the resampling procedure described in Section 2.
MONTE CARLO RESULTS
In this section we carry out a series of Monte Carlo experiments comparing the recursive block bootstrap with a variety of other bootstraps, and comparing the finite sample performance of the test discussed above with a variety of other tests. With regard to the bootstrap, we consider four alternatives. Namely: (i) the "Recur Block Bootstrap", which is the block bootstrap for recursive mestimators discussed above; (ii) "Block Bootstrap, no PEE, no adjust" is a strawman block bootstrap used for comparison purposes, where it is assumed that there is no parameter estimation error (PEE), so thatθ 1,t is used in place ofθ * 1,t in the construction of M * P , and the term 1
, there is no bootstrap statistic adjustment, thus conforming with the usual case when the standard block bootstrap is used); (iii) "Standard Block Bootstrap" is the standard block bootstrap (i.e., this bootstrap is the same as that outlined in (ii), except thatθ 1,t is replaced witĥ θ * 1,t ; and (iv) the parametric bootstrap of Kilian (1999) , applied in the spirit of McCracken and Sapp (MS: 2005) . As in MS, application of the parametric bootstrap begins with the estimation of a VAR model for x t and y t (with lags selected using the Schwarz Information Criterion (SIC)) and resample the residuals as if they were i.i.d. Then the pseudo time series x * t and y * t are constructed using estimated parameters and resampled residuals, and using the original VAR structure. At this point, x * t and y * t are used to estimate parameters recursively and construct a series of one-step-ahead prediction errors (see below). Finally, bootstrap statistics are constructed exactly as are the original statistics, except that prediction errors and variables are replaced with their bootstrapped counterparts. It should be pointed out that a necessary condition for the asymptotic validity of the Kilian (1999) parametric bootstrap is that the underlying DGP is nested by the VAR used in the bootstrap procedure. Thus, it is not in general valid if the underlying DGP contains nonlinear component(s). 18 Furthermore, in our context, validity of this bootstrap still remains to be established even in the case for which the DGP is nested by the linear VAR model. This is because the bootstrap statistics are formed using one-step-ahead forecast errors based on recursively estimated parameters. Therefore, standard arguments used to show the validity of the parametric bootstrap no longer apply. Nevertheless, it is interesting that the parametric bootstrap clearly still performs quite well in a variety of nonlinear contexts, as shown in the experiments reported on below.
The test statistics examined in our experiments include: (i) the standard insample F-test; (ii) the encompassing test due to Clark and McCracken (CM: 2005) and Harvey, Leybourne, and Newbold (1997) ; (iii) the Diebold and Mariano (DM: 1995) test; (iv) the CS test; and (v) the CCS test. 19 To be more specific, note that the CM test is an out-of-sample encompassing test, and is defined as follows:
is a kernel (such as the Bartlett kernel), and 0 ≤ K( j M ) ≤ 1, with K(0) = 1, and M = o(P 1/2 ). Additionally, h is the forecast horizon (set equal to unity in our experiments), P is as defined above, andû 1,t+1 andû 2,t+1 are the out-of-sample forecast errors associated with least squares estimation of "smaller" and "bigger" linear models, respectively (see below for further details). Note thatj does not grow with the sample size. Therefore, the denominator in CM is a consistent estimator of the long-run variance only when E(c t c t+|k| ) = 0 for all |k| > h (see Assumption A3 in Clark and McCracken, 2005) . Thus, the statistic takes into account the moving average structure of the multistep prediction errors, but still does not allow for dynamic misspecification under the null. This is one of the main differences between the CM and CS (CCS) tests.
Note also that the DM test is the mean square error version of the Diebold and Mariano (1995) test for predictive accuracy, and is defined as follows:
The limiting distributions of the CM and DM statistics are given in Theorems 3.1 and 3.2 in Clark and McCracken (2005) , and for h > 1 contain nuisance parameters so that critical values cannot be directly tabulated, and hence Clark and McCracken (2005) use the Kilian parametric bootstrap to obtain critical values. In this case, as discussed above, it is not clear that the parametric bootstrap is asymptotically valid. However, again as alluded to above, the parametric bootstrap approach taken by 19 The CCS statistic is essentially the same as the CS test, but uses Z t instead of a generically comprehensive function thereof (recall that Z t contains the additional variables included in the "bigger" model defined below). Thus, this test can be seen as a special case of the CS test that is designed to have power against linear alternatives, and it is not explicitly designed to have power against generic nonlinear alternatives as is the CS test. The theory in Section 4 of this article thus applies to both the CS and CCS tests. Additionally, the CM test is included in our study because it is an encompassing test that is designed to have power against linear alternatives, and so it is directly comparable with the CCS test. Finally, the F and DM tests are included in our analysis because they are the most commonly applied and examined in-and out-of-sample tests used for model selection. They, thus, serve as a kind of benchmark against which the performance of the other tests can be measured. F -The standard Wald version of the in-sample F-test is calculated using the entire sample of T observations. In particular, we use:
2,t ), whereû 1,t andû 2,t are the in-sample residuals associated with least squares estimation of the small and big models, respectively, and where T denotes the sample size. CM -The Clark and McCracken (2005) test outlined in Section 5. DM -The Diebold and Mariano (1995) test outlined in Section 5. CS -The Corradi and Swanson (2002) test outlined in Section 4. CCS -The Chao, Corradi, and Swanson (2001) test discussed in Section 5.
Panel B: Data Generating Processes Used in Monte Carlo Experiments
Power8: y t = a 1 + a 2 y t−1 + 2x 2 t−1 + a 4 w t−1 + u 3,t Power9: y t = a 1 + a 2 y t−1 + 2|x t−1 | + a 4 w t−1 + u 3,t Power10: y t = a 1 + a 2 y t−1 + 2 exp (x t−1 ) + a 4 w t−1 + a 3 u 3,t−1 + u 3,t Power11: y t = a 1 + a 2 y t−1 + 2x 2 t−1 + a 4 w t−1 + a 3 u 3,t−1 + u 3,t Power12: y t = a 1 + a 2 y t−1 + 2|x t−1 | + a 4 w t−1 + a 3 u 3,t−1 + u 3,t . NOTE: The benchmark or "small" model in our test statistic calculations is always y t = α + β y t−1 + t ; and the "big" model is the same, but with x t−1 added as an additional regressor. Note further that w t−1 is never used in test statistic forecast model construction. Hence, the difference between the variance of the "small" model and the optimal variance of the "big" model simply the variance of the nonlinear term in the true DGP (whenever the true DGP is either Power1-Power12).
Clark and McCracken is clearly a good approximation, at least for the DGPs and horizon considered in our experiments, given that these tests have very good finite sample properties (see discussion of results below).
Data are generated according to the DGPs summarized in Table 1 as: Size1-Size2 and Power1-Power12.
In our setup, the benchmark model (denoted by Size1 in Table 1 ) is an AR(1). (The benchmark model is also called the "small" model.) The null hypothesis is that no competing model outperforms the benchmark model. Twelve of our DGPs (denoted by Power1-Power12) include (non)linear functions of x t−1 . In this sense, our focus is on (non)linear out-of-sample Granger causality testing. The parameter a 4 = {0, 1}, so that the variable w t−1 enters into one half of the DGPs. As this regressor is never included in any regression models, it is meant to render all estimated models misspecified if a 4 = 1. Even in cases where a 4 = 0, all regression models are misspecified, as all fitted regression functions are linear in their variables (so that there is neglected nonlinear (Granger) causality). The exception to this rule is the case where data are generated according to Power2. An important further clarification of our setup is as follows. CS and CCS tests only require estimation of the benchmark models. The CM, F, and DM tests require estimation of the benchmark models as well as the alternative models. In our context, the alternative model estimated is simply the benchmark model with x t−1 added as an additional regressor, regardless of which DGP is used to generate the data. The alternative is also sometimes called the "big" model. 20 The functional forms that are specified under the alternative include: (i) exponential (Power1, Power7); (ii) linear (Power2); (iii) self-exciting threshold (Power3), squared (Power8), and absolute value (Power9). In addition, Power4-Power6 and Power10-Power12 are the same as the others, except that an MA(1) term is added. Notice that Power1 includes a nonlinear term that is similar in form to the test function, g(·), which is defined below. Also, Power2 serves as linear causality benchmarks. Finally, Power7 is an explosive "strawman" model. Test statistics are constructed by fitting what is referred to in the next section as a "small model" (i.e., a linear AR(1) in y t ) in order to construct the CS and CCS test statistics. Note that the "big model" (which is a linear AR(1) model in y t , with x t−1 added as an additional regressor) is only fitted in order to construct the F, CM, and DM test statistics. It is not necessary to fit this model when constructing the CS and CCS statistics. All test statistics are formed using one-step-ahead predictions (and corresponding prediction errors) from recursively estimated models.
In all experiments, we set g(z t−1 , γ ) = exp( 2 i=1 (γ i tan −1 ((z i,t−1 −z i )/2σ z i ))), with z 1,t−1 = x t−1 , z 2,t−1 = y t−1 , and γ 1 , γ 2 scalars. Additionally, define = [0.0, 5.0] × [0.0, 5.0]. We consider a grid that is delineated by increments of size 0.5. All results are based on 500 Monte Carlo replications, and samples of T = 200, T = 300, and T = 600 are used. For the sake of brevity, however, results for T = 200 and T = 300 are not included and are available upon request, although there is little additional to see in these results, as power is lower for smaller sample sizes, and as all tests have empirical rejection frequencies that are fairly close to nominal test levels. 21 The following parameterizations are used: a 1 = 1.0, a 2 = {0.3, 0.6, 0.9}, and a 3 = 0.3. Additionally, bootstrap critical values are constructed using 100 simulated statistics, the block length, l, is set equal to {2, 5, 10}, {4, 10, 20}, or {10, 20, 50}, depending upon the degree of DGP persistence, as given by the value of a 2 . Finally, all results are based on P = (1/2)T recursively formed predictions.
Findings are summarized in Tables 2 and 3 for the CS test, and Tables 4 and 5 for all other tests. Note that Tables 2 and 3 differ only with regard to the value of a 4 , which is equal to 1 for the former and to 0 for the latter. The same distinction applies to Tables 4 and 5. The first column in the tables states the DGP used to generate data (e.g., Size1). Thus, Size1-2 refer to empirical level experiments, and Power1-12 refer to empirical power experiments. All numerical entries are test rejection frequencies. Further details of the mnemonics used in the tables is contained in the footnotes to Tables 2 and 4. Although results are only reported for the case where P = 0.5T, additional results for P = 0.4T and 0.6T were also tabulated. These results are qualitatively similar to those reported, and are available upon request from the authors.
Before turning to a discussion of our findings, it should be stressed that we offer observations regarding two broad issues. First, is the recursive block bootstrap useful, or could one simply use the standard block bootstrap? To a lesser extent, Panel A: a 2 = 0.3 l = 2 l = 5 l = 10 l = 2 l = 5 l = 10 l = 2 l = 5 l = 10 Panel C: a 2 = 0.9 l = 10 l = 20 l = 50 l = 10 l = 20 l = 50 l = 10 l = 20 l = 50 NOTES: All entries are rejection frequencies of the null hypothesis of equal predictive accuracy based on 10% nominal size critical values constructed using the bootstrap approaches discussed above, where l denotes the block length, and empirical bootstrap distributions are constructed using 100 bootstrap statistics. In particular, "Recur Block Bootstrap" is the bootstrap developed in this article, "BB, no PEE, no adj" is a naive block bootstrap where no parameter estimation error is assumed, and no recentering (i.e., adjustment) is done in parameter estimation or bootstrap statistic construction, "Block Bootstrap" is the usual block bootstrap that allows for parameter estimation error, but does not recenter parameter estimates or bootstrap statistics, and "Kilian Boot" is the Kilian (1999) parametric bootstrap implemented in Clark and McCracken (2005) and McCracken and Sapp (2005) . For all models denoted Poweri, i = 1, . . . , 6, data are generated with (non)linear Granger causality (see above for further discussion of DGPs). In all experiments, the ex ante forecast period is of length P, which is set equal to (1/2)T, where T is the sample size. All models are estimated recursively, so that parameter estimates are updated before each new prediction is constructed. All reported results are based on 500 Monte Carlo simulations. See Table 1 and Section 5 for further details.
we also address the issue of whether the Kilian parametric bootstrap performs favorably for the CS test discussed in Section 4 and for the other test statistics mentioned above. Second, we attempt to shed some light on the impact of model misspecification on the finite sample performance of the various tests statistics examined using our different approaches for critical value construction. To a lesser extent, we also address the issue of in-sample versus out-of-sample testing (i.e., vis-a-vis comparison of F-test performance with the performance of the other tests). Overall, results are quite clear-cut, and can be summarized as follows for Tables 2 and 3 , where the CS test is examined. First, by inspection of Tables 2 and 3, we note immediately that, as predicted by the theoretical results stated in the previous sections, the recursive block bootstrap gives rise to tests with much better finite sample properties than the bootstrap that does not take into account parameter estimation error and the standard block bootstrap, when applied to the CS test. In particular, both incorrect nonparametric bootstrap procedures (i.e., those titled "BB, no PEE, no adj" and "Block Panel A: a 2 = 0.3 l = 2 l = 5 l = 10 l = 2 l = 5 l = 10 l = 2 l = 5 l = 10 Panel C: a 2 = 0.9 l = 10 l = 20 l = 50 l = 10 l = 20 l = 50 l = 10 l = 20 l = 50 Table 2 and 3, so that for a 2 = 0.3, l1, l2, l3 = 2, 5, 10. The block lengths for a 2 = 0.6 and a 2 = 0.9 are l1, l2, l3 = 4, 10, 20 and l1, l2, l3 = 10, 20, 50, respectively. π = 0 corresponds to the case where standard critical values based upon the assumption that parameter estimation error vanishes asymptotically are used (i.e. π = lim T−>∞ P/R = 0). π > 0 corresponds to the case where nonstandard critical values (see McCracken, 2004) based upon the assumption that parameter estimation error does not vanish asymptotically are used (i.e. π = lim T−>∞ P/R> 0). In this case, we assume that π = 1. 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.97 Power2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 Power3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 Power4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.97 Power5 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 Power6 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 Power7 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.88 0.76 Power8 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.93 Power9 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 Power10 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.88 0.76 Power11 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.93 Power12 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98
Panel B: a 2 = 0.6 Size1 0.26 0.02 0.05 0.11 0.08 0.10 0.09 0.09 0.01 0.15 0.17 0.20 Size2 0.27 0.02 0.06 0.09 0.08 0.11 0.10 0.10 0.00 0.10 0.16 0.18 Power1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.94 0.89 Power2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.97 Power3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.96 0.94 Power4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.93 0.91 Power5 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.96 Power6 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.97 0.95 Power7 1.00 1.00 1.00 1.00 1.00 1.00 0.97 0.99 0.99 0.82 0.68 0.63 Power8 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.90 0.87 Power9 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.97 0.94 Power10 1.00 1.00 1.00 1.00 1.00 1.00 0.96 0.99 0.99 0.80 0.66 0.63 Power11 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.91 0.87 Power12 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.96 0.95
Panel C: a 2 = 0.9 Size1 0.27 0.03 0.08 0.12 0.12 0.13 0.09 0.11 0.00 0.09 0.12 0.15 Size2 0.27 0.03 0.09 0.11 0.12 0.14 0.11 0.13 0.00 0.07 0.11 0.16 Power1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.71 0.76 0.77 0.82 Power2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.89 0.86 0.88 0.89 Power3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.88 0.85 0.84 0.86 Power4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.72 0.71 0.77 0.81 Power5 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.90 0.86 0.85 0.89 Power6 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.88 0.81 0.82 0.85 Power7 1.00 0.96 1.00 0.98 1.00 1.00 0.85 0.93 0.74 0.46 0.43 0.46 Power8 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.93 0.73 0.74 0.76 Power9 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.89 0.79 0.82 0.84 Power10 1.00 0.96 1.00 0.98 1.00 1.00 0.84 0.93 0.74 0.46 0.44 0.48 Power11 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.93 0.74 0.75 0.75 Power12 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.88 0.80 0.81 0.85 NOTES: See notes to Table 4 .
Bootstrap"-see footnote to Table 2 for further details) give rise to tests that are severely undersized, and consequently have lower power. Empirical rejection frequencies based upon the recursive block bootstrap are often close to the nominal 10% level, on the other hand. For example, in Panel A of Tables 2 and 3 , empirical rejection levels for l = 10 are 0.11 and 0.09 (Table 2 ) and 0.10 and 0.11 (Table 3) , for Size1 and Size2, respectively. Recalling that models estimated in Table 3 always contain a missing variable (w t−1 ), and are thus misspecified, and recalling also that Size2 experiments involve estimating models with unmodeled error serial correlation, it appears also that the recursive block bootstrap handles (missing variable) misspecification quite well. However, it is clear that in the presence of high levels of dependence in the lagged endogenous variable in our models (e.g., a 2 = 0.6 or 0.9), one should use large block lengths, as expected. 22 Furthermore, even when larger block lengths are used in such cases, the empirical levels reported (see Panels B and C of Tables 2 and 3) are quite low relative to the nominal level, with values often ranging from around 0.03 to 0.08. Of course, use of the incorrect nonparametric bootstraps leads to rejection frequencies of 0.00 in many of these cases. Note also in Panels B and C of Tables 2 and 3 that CS tests constructed using data generated according to Size 2 yields poorer empirical level performance than those for Size 1. This is as expected, as Size 2 DGPs include unmodeled serial error dependence that does not appear in Size 1 DGPs. Note also, that when comparing Table 2 with Table 3 , there is a cost to having missing variables in the models specified and used to construct the recursive predictions. Namely, empirical rejection frequencies are generally worse in Table 2 than in  Table 3 . Overall, though, the recursive block bootstrap appears to handle (missing variable) misspecification quite well, as long as unmodeled error persistence is not too large. Finally, inspection of the last column of each of Tables 2 and 3 reveals that the Kilian parametric bootstrap performs substantially worse than the recursive bootstrap when used to form critical values for the CS test. On the other hand, we will see that the Kilian bootstrap performs very well for the other tests considered in our experiments (see Tables 4 and 5) . Second, note that the power figures reported in Tables 2 and 3 are as might be expected. Power increases as a 2 decreases. Additionally, power can be quite poor when the incorrect nonparametric bootstraps are used. However, the Kilian bootstrap generally leads to CS tests with a high level of power; and indeed power under the Kilian bootstrap usually exceeds that achieved under the nonparametric bootstrap, signaling a power-size trade-off when choosing between use of the (asymptotically valid) recursive nonparametric or the parametric bootstrap.
In summary, the recursive bootstrap appears to perform extremely well when compared with the standard nonparametric block bootstrap and also performs favorably when compared with the parametric Kilian bootstrap, at least with respect to empirical level performance. Additionally, misspecification and dependence clearly play an important role. For example, the Kilian bootstrap is affected more adversely under misspecification (compare the changes in empirical level results when moving from Table 2 to Table 3 for the Kilian bootstrap with those  when moving from Table 2 to Table 3 for the recursive bootstrap-the recursive bootstrap is clearly more robust to misspecification in the form of missing variables).
We now turn to a discussion of Tables 4 and 5, where results for the rest of the test statistics examined in our Monte Carlo experiments are reported.
First, we find that the F test is highly oversized. This is due to the poor small sample limit distribution approximation properties of our critical values. Performance would undoubtedly be improved if other limit distribution approximation methods were used, such as asymptotically valid bootstrap methods. For example, in Table 4 (no missing variable in estimated models) the empirical rejection frequencies are around 0.25, even for the least persistent case where a 2 = 0.3. Interestingly, the empirical level does not worsen further in Table 5 (missing variable in estimated models), suggesting a robustness of the F-test. However, as the empirical level is so poor anyway, this is not really exciting.
Second, we note that the CM encompassing test performs very well, no matter which critical values are used (i.e., regardless of whether we assume that π = 0 or π > 0-see footnote to Table 4 for further explanation of π ). As might be expected, however, CM test empirical level values are farther from nominal levels in Table 5 than in Table 4 . This illustrates the effect of misspecification in the form of missing variables, given that Table 5 has tests constructed using predictions based upon forecasting models where there is a missing variable (i.e., w t−1 ). Of note is that we set the forecast horizon equal to one-period ahead, and for multiple step ahead prediction, the Kilian bootstrap should dominate the simulated critical values from McCracken (2004) that we use, as discussed in Clark and McCracken, 2005) . Further analysis of this issue is left to future research. Thus, though designed for comparing linear models, the CM test seems to have quite good power against nonlinear alternatives.
Third, we see that critical values based upon the Kilian bootstrap perform admirably when used with the DM and the CM tests, but not when used with the CCS tests. When implementing the CCS tests (as was the case with the CS test), the use of the recursive block bootstrap gives rise to tests with rejection rates much closer to the nominal rates. Overall, by jointly comparing Tables 3 and 5, we note that for not too highly dependent observations, the CS test based on the recursive block bootstrap compares adequately with the CM and DM tests based on the Kilian bootstrap.
Fourth, it should be noted that increased lagged endogenous variable dependence has a markedly lesser impact on results in Tables 4 and 5. This result that is not surprising, and underscores well-known limitations when using the block bootstrap instead of the parametric bootstraps or (asymptotic) limiting distributions, for forming critical values, when such approaches are available and can be shown to be asymptotically valid.
Finally, note that in the case of Tables 4 and 5, powers are often unity, suggesting that benchmark misspecification is fairly easy to detect in our experiments. Thus, although our experiments have much to say about the usefulness of the recursive bootstrap, and about the effect on empirical test level of model misspecification, further experiments need to be done in order to better understand power implications of misspecification.
EMPIRICAL ILLUSTRATION
In this section we implement the F, CM, DM, CS, and CCS tests that are described in Table 1 and examined in the previous Monte Carlo section. In particular, we use these tests in order to assess the marginal predictive content of unemployment for core CPI inflation. Recent contributions to this important literature include the papers of Bachmeier and Swanson (2005) , Clark and McCracken (2001) , Staiger, Stock, and Watson (1997) , and Stock and Watson (1999) . It should be stressed that the results presented in this section are meant primarily to illustrate the uses of the different tests, and to underscore potentially important differences between the tests. Issues of nonlinear model selection and structural breaks, for example, are addressed elsewhere.
The data that we use are monthly, and span the period 1955:1-2004:12. The CPI data series is the consumer price index for all urban consumers, all items, seasonally adjusted (Bureau of Labor Statistics series id CPIAUCSL). The unemployment series is the civilian unemployment rate, seasonally adjusted (Bureau of Labor Statistics series id UNRATE).
We construct tests statistics using one-step-ahead forecasts formed via recursively estimated models. Thus, models are re-estimated (using least squares) at each point in time, before each new prediction is constructed. The beginning date for the in-sample period is 1955:1. The prediction periods reported on are 1970:1-2004:12 and 1984:1-2004:12 , so that initial estimation samples include data for the periods 1955:1-1969:12 and 1955:1-1983 :12, respectively. The block length is set equal to 6 in application of the recursive block bootstrap. Complete results analogous to those reported in the Monte Carlo section of this article have been tabulated, and are available upon request. 23 In all cases, the dependent variable in regressions and the target variable in forecasts is the first log difference of CPI. All models are linear, and explanatory variables include lags of inflation (benchmark or "small" model) and lags of either unemployment or differenced unemployment (alternative model). Lags are selected via use of the SIC. Given this setup, our tests can be viewed as tests of (non)linear Granger causality.
Results are gathered in Tables 6 and 7. In Table 6 mean square forecast errors (MSFEs) are tabulated for the "small model," which only contains lags of inflation and the "big model," which contains lags of inflation and lags of unemployment or lags of differenced unemployment. 24 In reporting MSFEs, additional results are given not only for the two prediction periods outlined above, but also for all periods beginning with 1965:1, 1966:1, . . . , 1995:1. NOTES: Mean square forecast errors (multiplied by 100,000) are reported for two models (small, which contains only lags of inflation, and big, which contains lags of inflation and unemployment). Case 1 refers to a big model that is specified using inflation and unemployment, and Case 2 refers to the same, but specified using inflation and differenced unemployment. All predictions are of one-step-ahead inflation, and predictive periods begin in the year given in the first column of entries in the table. All estimation and prediction is done recursively, as detailed in Section 6. of our findings based on the application of the test statistics discussed above. A number of results emerge upon inspection of the tables. Consider the results in Table 6 . First, note that the "big" model that uses lags of unemployment (third column of the table) yields higher MSFEs than when differenced unemployment is used (fourth column of the table) for all prediction periods beginning 1965:1 until 1975:1. However, when the prediction period begins in 1983:1, the model with differenced unemployment yields a higher MSFE, and this holds for all remaining predictive period begin dates through 1995:1. When predictive period start dates range from 1976:1 through 1982:1, the "low MSFE winner" flip-flops around. Thus, it remains unclear whether unemployment should be differenced or not. This may in part be due to the fact that our linear models can at best be viewed a rough approximations to the true underlying DGP driving the inflation process. Furthermore, as we are only interested in illustrating the application of the recursive block bootstrap, structural breaks are not taken into account. Second, predictions of inflation have clearly gotten substantially more accurate over our sample period, as evidenced by the fact that MSFEs are much bigger for early subsamples and are much smaller for the later subsamples. This result may be in part due to the smooth nature of recent data relative to more distant data, although it is difficult to say with certainty what is causing this feature of our models.
Finally, there is clearly very little evidence of predictive power of unemployment for inflation, as evidenced by the fact that entries for the "small" model that does not contain lags of unemployment (column 2 of the table) are always very close to entries in the remaining columns of entries in the table, where unemployment lags are added to the model. This evidence is in loose agreement with the results reported by Clark and McCracken (2001) , where it was found that in-sample evidence of Granger causality was much stronger than out-of-sample evidence. It should be stressed, however, that thus far we have only compared MSFEs, and hence have focused our attention upon the comparison of purely linear models. In order to assess the potential impact of generic nonlinearity, we need to either fit a variety of nonlinear models (which may be a large undertaking, given the plethora of available models), or we need to carry out tests such as the generically comprehensive nonlinear Granger causality CS test. We turn to this issue next. In particular, please refer to Table 7 for the remainder of our discussion. A number of findings emerge.
First, the CS and CCS test result in the only rejections of the noncausality null hypothesis. This suggests that the CS and CCS tests are capturing some feature of the data not captured by the other tests. Since the CS test is designed to have generic power against nonlinear alternatives whereas all of the other tests are designed to have power against linear alternatives, one possibility is that we have evidence of nonlinear Granger causality. Furthermore, since the other tests always fail to reject, we have evidence against linear Granger causality. Thus, it appears that misspecification in the form of neglected nonlinearity may be driving our results. Namely, unemployment may have marginal predictive power for inflation, if the right nonlinear model were to be specified. However, we have included two different prediction period start dates in order to illustrate that findings may change depending upon the sample of data being examined. In particular, there are almost no rejections at all when the prediction period begins in 1984:1. This suggests that the type of nonlinear misspecification driving our results for the longer prediction period may actually be the presence of structural breaks. It is difficult to say anything more concrete in this regard, without carrying out a complete and comprehensive examination of the data, and this is left to future research. Suffice it to say that the different tests examined may yield different conclusions, as might be expected, given that the CS test is the only one designed specifically to have power against generic nonlinear alternatives.
Second, the in-sample F-test also never rejects, in opposition to the evidence in the literature (see e.g., Clark and McCracken, 2001 and Inoue and Kilian, 2006) . However, it should be noted that application of different sampling strategies (e.g., the use of rolling windows), and examination of more prediction periods does lead to some rejection using the F-test, in accord with the results of Clark and McCracken (2001) and Inoue and Kilian (2004) . These additional finding are summarized in an earlier working article version of this article, but are left out of the current article for the sake of brevity.
Third, it is interesting to note that the CS and CCS tests tended to have lower power than the CM and DM tests, in our Monte Carlo experiments. Additionally, for block lengths similar to those considered in this empirical illustration, the CS test was shown to be conservative. In stark contrast to these experimental findings, our empirical results suggest that only the CS and CCS seem to be able to reject the null hypothesis, lending further evidence of neglected nonlinearity.
In summary, much empirical work is needed before a complete picture emerges concerning the prevalence of nonlinear Granger causality in the unemployment/inflation relationship. It is clear, however, that much can be learned by using all of the different tests in consort with one another. The picture that emerges when only a subset of the tests is used to analyze the marginal predictive content of unemployment for inflation is that of an absence of predictive ability. When all of the tests are used, on the other hand, interesting evidence arises concerning the potential nonlinear predictive content of unemployment. Thus, the tests discussed in this illustration appear to be useful complements to each other.
CONCLUSIONS
In many instances, test statistics based on recursive and/or rolling estimation schemes have limiting distributions that are functionals of Gaussian processes, and which have covariance kernels that reflect parameter uncertainty. In these cases, limiting distributions are thus not nuisance parameter free, and valid critical values are often obtained via bootstrap methods. In this article, we first developed a bootstrap procedure that properly captures the contribution of parameter estimation error in recursive estimation schemes using dependent data. Intuitively, when parameters are estimated recursively, as is done in our framework, earlier observations in the sample enter into test statistics more frequently than later observations. This induces a location bias in the bootstrap distribution, which can be either positive or negative across different samples, and hence the bootstrap modification that we discuss is required in order to obtain first-order validity of the bootstrap. Within this framework, we then presented two applications, both based on forecasting tests. In particular, our applications extend the White (2000) reality check to the case of nonvanishing parameter estimation error, and extend the integrated conditional moment (ICM) tests of Bierens (1982 Bierens ( , 1990 and Bierens and Ploberger (1997) to the case of out-of-sample prediction. Of note is that in both of these examples, it is shown that we must construct bootstrap statistics that are different from the "usual" bootstrap statistics, which are defined as the difference between the statistic computed over the sample observations and over the bootstrap observations. This feature of our applications suggests that one must be careful when forming bootstrap statistics in all cases for which recursive estimation is used and predictive model selection is the objective. Finally, results of a Monte Carlo investigation of a variety of related tests and an empirical illustration are presented.
APPENDIX
As the statements below hold for i = 1, . . . , n, and given that the proofs are the same regardless which model is considered, for notational simplicity we drop the subscript i. PROOF OF THEOREM 1. Given (7), by first-order conditions,
Thus, a Taylor expansion aroundθ t yields and a first-order expansion of the RHS of (A.3) around θ † yields
We need to show that the second term on the RHS of (A.4) is o P * (1) Pr −P. Note that this term is majorized by
with 1/3 < ϑ < 1/2. Recalling also that bl = T and l = o(T 1/4 ), it follows that b/T 3/4 → ∞. Thus, by the same argument used in Lemma 1(i) in Altissimo and Corradi (2002) , and given (A.1), it follows that
Thus,
for ϑ > 1/3. Finally, for all ϑ < 1/2, sup t≥R t ϑ |θ t − θ † | = o P (1) by Lemma A3 in West (1996) . Recalling that
where a R,i = (R + i) −1 + · · · + (R + P − 1) −1 , for 0 ≤ i < P − 1. The second equality on the RHS of (A.5) follows directly from Lemma A5 in West (1996) . Additionally the first two terms on the RHS of (A.5) satisfy a central limit theorem for triangular independent arrays (see e.g., Wooldridge and White, 1988) , and thus, conditional on the sample, 1 √ P T−1 t=R (θ * t −θ t ) converges in distribution to a zero mean normal random variable.
Furthermore, by Theorem 4.1 in West (1996) 
where C 00 = ∞ j=−∞ E((∇ θ q(y 1+s , Z s , θ † ))(∇ θ q(y 1+s+ j , Z s+ j , θ † )) ) and = 1 − π −1 ln (1 + π ). Therefore, the statement in the theorem will follow once we have shown that
For notational simplicity, let ∇ θ q(y * j , Z * , j−1 , θ † ) = h * j , and let ∇ θ q(y j , Z j−1 , θ † ) = h j . Then, given (A.5), As all blocks are independent, conditional on the sample, the covariance term in this expression is equal to zero. Without loss of generality, set R = b 1 l and P = b 2 l, where b 1 + b 2 = b. It then follows that, up to a term of order O(l/R 1/2 ), where γ j = Cov(h 1 , h 1+ j ). By West (1996, proof of Lemma A5), it follows that Ra 2 R,0 P l j=−l γ j → π −1 ln 2 (1 + π)C 00 , whereas the second term on the RHS above goes to zero, Pr −P (see, e.g., Theorem 2 in Newey and West, 1987) . Now, up to a term of order O(l/P 1/2 ) Pr −P We need to show that the last term on the last equality in (A.8) is o(1) Pr −P. First note that this term is majorized by The first term on the RHS of (A.9) goes to zero in probability, by the same argument as that used in Lemma 2 in Corradi (1999) . 25 With regard to the first term on the RHS of the last equality in (A.8), note that By the same argument as that used in Lemma A5 of West (1996) , the second term on the RHS above approaches zero, whereas 1 T P−l t=l a 2 R,t l j=−l γ j → (2[1 − π −1 ln(1 + π )] − π −1 ln 2 (1 + π ))C 00 .
As the first term on the RHS of (A.7) converges to π −1 ln 2 (1 + π )C 00 (see West, 1996 West, , p. 1082 , the desired outcome then follows.
PROOF OF PROPOSITION 1. Letū i,t = y t − κ(Z t−1 ,θ i,t ), withθ i,t ∈ (θ i,t , θ † ). Via a mean value expansion, and given Assumptions 1 and 2, S P (1, k) = 1 P 1/2 T−1 t=R (g(û 1,t+1 ) − g(û k,t+1 )) = 1 P 1/2 T−1 t=R (g(u 1,t+1 ) − g(u k,t+1 )) + 1 P T−1 t=R g (ū 1,t+1 )∇ θ 1 κ 1 (Z t ,θ 1,t )P 1/2 θ 1,t − θ † 1 − 1 P T−1 t=R g (ū k,t+1 )∇ θ k κ k (Z t ,θ k,t )P 1/2 θ k,t − θ † k = 1 P 1/2 T−1 t=R (g(u 1,t+1 ) − g(u k,t+1 ))
where µ 1 = E(g (u 1,t+1 )∇ θ 1 κ 1 (Z t , θ † 1 )), and µ k is defined analogously. Now, by the same argument as that used in Theorem 4.1 of West (1996) , it follows that PE(g(u 1,t+1 ) − g(u k,t+1 )), and where V is an n × n matrix with i, j element v i,j defined in the statement of the proposition. The distribution of S P then follows as a straightforward application of the continuous mapping theorem.
PROOF OF THEOREM 2. Letû * i,t+1 = y * t+1 − κ i (Z * ,t ,θ i,t ), andū * i,t+1 = y * t+1 − κ i (Z * ,t ,θ * i,t ), withθ * i,t ∈ (θ * i,t ,θ i,t ), Additionally, letû (t) i, j+1 = y j+1 − κ i (Z j ,θ i,t ). It follows that
(A.10)
Now,
Thus, by Theorem 3.5 in Künsch (1989) , the first term on the second equality on the RHS of (A.10) converges in P * -distribution to a zero mean normal random variable with variance equal to lim P→∞ Var * ( 1 √ P T−1 t=R (g(û * 1,t+1 ) − g(û * k,t+1 ))), conditional on the sample and for all samples except a subset with probability measure approaching zero. Now, by the same argument used in the proof of Theorem 1 This implies that the first term in the second equality on the RHS of (A.10) has the same limiting distribution as 1 √ P T−1 t=R ((g(u 1,t+1 ) − g(u k,t+1 )) − E(g(u 1,t+1 ) − g(u k,t+1 ))), conditional on the sample, and for all samples except a subset with probability measure approaching zero. Finally, the last term in (A.10) has the same limiting distribution as µ 1 1 P 1/2 T−1 t=R (θ * 1,t −θ 1,t ) − µ k 1 P 1/2 T−1 t=R (θ * k,t − θ k,t ), conditional on the sample, and for all samples except a subset with probability measure approaching zero. The statement in the proposition then follows as a straightforward application of the continuous mapping theorem.
PROOF OF PROPOSITION 2. The proof follows directly from Theorem 1 in Corradi and Swanson (2002) . PROOF OF THEOREM 3. Recall that g = q 1 . Additionally, letũ * 1,t+1 = y * t+1 − (1 y * t )θ * 1,t ,û * 1,t+1 = y * t+1 − (1 y * t )θ 1,t ,ū * 1,t+1 = y * t+1 − (1 y * t )θ * 1,t , andû
1, j+1 = y j+1 − (1 y t )θ 1,t , whereθ * 1,t ∈ (θ * 1,t ,θ 1,t ). It then follows that First, note that the first term on the RHS of the last equality in (A.11) has the same limiting distribution as 1 P 1/2 T−1 t=R (g (u 1,t+1 )w(Z t , γ ) − E(g (u 1,t+1 )w(Z t , γ ))), pointwise in γ . Further, note that stochastic equicontinuity on can be shown using the same approach as that used in the proof of Theorem 2 in Corradi and Swanson (2002) . Therefore, under H 0 , any continuous functional over of 1
1, j+1 )w(Z j , γ )) has the same limiting distribution of the same functional of 1 P 1/2 T−1 t=R (g (u 1,t+1 )w(Z t , γ ) − E(g (u 1,t+1 )w(Z t , γ ))). Finally, note that 1 P 1/2 T−1 t=R (∇ θ g (ū * 1,t+1 )w(Z * ,t , γ ))(θ * 1,t − θ 1,t ) properly captures the contribution of recursive parameter estimation error to the covariance kernel.
