Abstract-Emulab is a large-scale, remotely-accessible network and distributed systems testbed used by over a thousand researchers around the world. In Emulab, users create "experiments" composed of arbitrarily interconnected groups of dedicated machines that are automatically configured according to user specifications. In the last year alone, users have run over 18,000 such experiments, expecting consistent and correct behavior in the face of the ever-evolving 500,000 line code base and 3,000 discrete hardware components that comprise Emulab. We have found normal testing to be insufficient to meet these expectations, and have therefore provided continuous, automatic validation. This paper describes Linktest, an integral part of our validation framework that is responsible for end-to-end validation during the configuration of every experiment. Developing and deploying such a validation approach faces numerous challenges, including the need for a code path entirely independent of the rest of the Emulab software. We describe our system's motivation, its design and implementation, and our experience.
I. INTRODUCTION
This paper describes an end-to-end validation system for experiment configuration in a public scientific testbed, Emulab [1] , [2] . Emulab provides an experimentation facility that allows researchers to configure and access networks composed of a dozen classes of networked devices, including emulated, simulated, wireless, and wide-area nodes and links. Researchers access these resources by specifying a virtual topology via a script in an extended syntax of the popular network simulator NS [3] . Emulab uses this specification to automatically configure a corresponding physical topology using, for example, cluster PCs and switched Ethernet segments. An Emulab experiment consists of a set of nodes, the operating system and software running on those nodes, links and LANs connecting the nodes, traffic shaping attributes of those links and LANs, network routing information, and runtime dynamics such as traffic generation.
Emulab's mission of providing a public evaluation platform for arbitrary workloads places a premium on accuracy, precision, and generality. Further, Emulab is itself an experimental facility that must support arbitrary workloads even as it undergoes radical changes. We of course perform regression testing, but our experience shows that even a large suite of t David S. Anderson now at UCSD; work done at University of Utah. Largely sponsored by NSF grants CNS-0335296, CNS-0205702, and EIA-0321350.
regression tests can miss crucial errors. The feature interaction of such a large system as ours can, and has, led to bugs that can only be found by checking every experiment at run time. Our automated tests after every experiment "swapin" the instantiation of a virtual topology onto physical hardwarehelp Emulab achieve the goal of valid emulation by ensuring the physical topology correctly instantiates the virtual topology submitted by the user. They allow Emulab staff to identify and troubleshoot problems that would otherwise be too timeconsuming to manually identify in a large, highly connected experiment. By using a completely separate code path for validation testing, sharing only the experiment specification, we ensure that bugs in the testbed experiment setup infrastructure do not cause matching bugs in the test suite. Validation tests use end-to-end tests to verify connectivity and traffic shaping from actual link behavior.
We have the following requirements for a suite of validation tests for Emulab experiment configuration:
No Experiment Reconfiguration. Validation tests should not change the configuration of the experiment to facilitate testing, since their purpose is to verify everything works as the user specified. Otherwise, the process of undoing any changes introduced by the tests themselves, to return to "production mode," could introduce new errors into the configuration. This implies, for example, that since traffic shaping parameters include loss, tests to determine node connectivity, bandwidth, and latency must be able to tolerate a reasonable number of lost packets.
Alternate Code Path. Validation tests should use the virtual topology as specified in the primary source the NS script rather than the representations created in the Emulab database. In this way they avoid relying on the testbed parser and intermediate representation.
End Figure 2 , which shows the NS specification for the experiment. Note that though the logical topology has two types of nodes, "machines" and "routers," to Emulab they are both just nodes and are both mapped to physical PCs. Emulab will enable IP forwarding and set up appropriate IP routing if desired, but it is up to the experimenter to further differentiate the "roles" of the nodes.
In the remainder of this section we briefly describe experiment setup, from the configuration file through the instantiation on physical hardware, to illustrate the complexity of the process and the many points at which errors affecting network configuration could occur.
Parsing. [6] , a UDP traffic generator and collector, and corrected timestamps using the Network Time Protocol (NTP) as described in [7] . However, the one-way delay measurements proved to be imprecise due to excessive clock skew on nodes. We intend to revisit using one-way delay for shaping subsystem reliably produce a uniform distribution of lost packets. Latency. The test succeeds if the latency of the round trip time is within 0.5 ms on the low end, or 3.5 ms on the high end of the expected value from the sum of link latencies. A somewhat coarse upper bound is used due to the 1 ms baseline granularity of traffic shaping nodes.
Bandwidth. iperf streams are used to infer bandwidth. This is the most complex test in Linktest because as a UDPbased timed test, it is sensitive both to loss and latency traffic shaping. The remainder of this section examines the accuracy of iperf for bandwidth validation on Emulab.
For our measurements, a driver script repeatedly executed a one-way iperf test over a variety of common bandwidth, latency, and loss settings within an experiment. The driver script used an Emulab command to dynamically set the bandwidth, latency, and loss for a link prior to the beginning of each measurement. Measurement error was calculated as the ratio of the difference between the user-requested bandwidth and the bandwidth reported by iperf over the user-requested bandwidth. Figure 3 shows the results of the iperf microbenchmark with loss held at zero, for all tested values of latency. Measurement error stayed under 5% in all cases, and under the 3% bandwidth tolerance except in the case of 54 Mb bandwidth and 5 ms and 10 ms latency. Running iperf with these settings consistently returned measurements with a relatively larger error than other datapoints. The 99% confidence interval for bandwidth measured at 54 Mb and 5 ms latency is from 50.79 Mb to 52.39 Mb at best a 2.9% deviation from the user-requested bandwidth. This particular setting will likely result in frequent false-positives and needs to investigated further. Figure 4 shows the results of the iperf microbenchmark with latency held at zero, for all tested values of loss. Measurement error again stayed under 5% in all cases, and under the 3% bandwidth tolerance except in the case of 100 Mb bandwidth and 5% and 10% loss ( Figure 6 demonstrates the scaling of the mesh topology. Here we see that as the number of nodes in the topology increases, the total swapin time increases dramatically. This is due to the high degree of connectivity in the topology, which requires creation of large numbers of switch VLANs. VLAN creation is an expensive operation and represents 49-79% of the total swapin time. In contrast, the time required for running Linktest increases modestly, representing only 12-40% of the total swapin time. This confirms the viability of automatically running Linktest on every experiment swapin. Figure 7 demonstrates the scaling of the LAN topology. Emulab's support of asymmetric links requires use of "one way" tests to ensure truly accurate results. This is not difficult except for measuring latency, which requires all machines to have synchronized clocks or the ability to determine the skew between machine clocks. As mentioned in Section III, we previously implemented one-way delay tests, but with unacceptable results. We intend to revisit this methodology, perhaps bounding clock skew to the microsecond-range using Veitch's techniques [9] .
A current practical issue is that Linktest has exposed highly transient problems in our testbed which we have not yet tracked down, after significant effort. For example, a random 2 out of 900 node pairs on a 30-node LAN will report high loss rates, but the problem cannot be replicated, and users report no problems. We speculate the switches are the cause, but it could be the node operating systems or the NICs. It could even be false positives from Linktest, but that seems unlikely.
VI. RELATED WORK Configuration testing is part of standard industry practice in the deployment of new networks [10] . However, there is little published research about performing such tests effectively and quickly. Network construction is traditionally a rare and heavyweight process as compared to post-deployment monitoring and maintenance. The advent of configurable network testbeds has greatly increased the frequency of network "construction," however, and therefore has led to the need for fast and automated validation systems such as Linktest.
Our work adapts existing measurement tools which are generally designed for measuring dynamic properties to checking the static properties of a network. We repurpose these tools further: although they were designed to discover the behavior of a physical network, we use them to validate the intended properties of a synthetic (emulated) network. In addition to the tools that we incorporate, including iperf [8] and rude/crude [6] , there are many other tools for estimating available bandwidth, end-to-end latency, end-to-end loss, and so on. Rather than cite individual tools here, we refer readers to Cottrell's large, online catalog [11] .
As for general-purpose networks, most existing tools for network testbeds and grids focus on measuring dynamic properties and detecting dynamic faults, in contrast to checking initial configuration. For example, the PlanetLab Slice Anomaly Detector [12] uses machine-learning techniques to detect problems with PlanetLab [13] [15] to perform both grid benchmarks and microbenchmarks to verify link bandwidth. In contrast to all these systems, Linktest takes a simpler approach. Acceptable bounds for network attributes are given by the user's network model and predetermined measurement tolerances (Section IV), and these properties are verified before a user is granted access to the configured resources. This is in contrast to dynamic systems, in which resource problems may be detected after a user has started working.
Linktest checks a network's measured behavior against a model of the network's desired properties, which are given in an NS script. NS [3] itself is a simulator that interprets scripts and simulates networks in software, at a fine level of detail. Linktest is therefore akin to the validation test suite [16] that comes with NS: the NS suite checks the correctness of the NS simulator, whereas Linktest checks the correctness of (parts of) Emulab's NS interpreter. These test suites operate at different levels of abstraction, however, corresponding to the different ways in which scripts are interpreted by NS and Emulab. Linktest is essentially a built-in self-test for (part of) Emulab's testbed management software. Testing is routine during software development, and many applications are distributed with test suites that can be run by users. It is much less common, however, for a software system to automatically test itself each time it is run. Linktest implements this every-time testing strategy for Emulab due to the need for accuracy and the complexity of the network configuration task which involves many independent hardware and software components. Although some researchers have considered software systems that probe their components for failures [17] , built-in self-tests are much more common today in the realms of hardware and embedded systems [18] . Our experience with Emulab shows that Linktest and similar built-in self-test mechanisms [19] 
