We study the homogenization process for families of strongly nonlinear elliptic systems with the homogeneous Dirichlet boundary conditions. The growth and the coercivity of the elliptic operator is assumed to be indicated by a general inhomogeneous anisotropic N -function M , which may also depend on the spatial variable, i.e., the homogenization process will change the underlying function spaces and the nonlinear elliptic operator at each step. The problem of homogenization of nonlinear elliptic systems has been solved for the L p −setting with restrictions either on constant exponent or variable exponent that is assumed to be additionally log-Hölder continuous. These results correspond to a very particular case of N -functions satisfying both ∆ 2 and ∇ 2 -conditions. We show that for general M satisfying a condition of log-Hölder type continuity, one can provide a rather general theory without any assumption on the validity of neither ∆ 2 nor ∇ 2 -conditions.
Introduction
Our primary interest is to study the behaviour of the following system as ε → 0 + : div A x ε , ∇u ε = div F in Ω,
where Ω ⊂ R d , d ≥ 2 is a bounded domain and u ε : Ω → R N with N ∈ N is an unknown and F : Ω → R d×N and A : R d × R d×N → R d×N are given. The operator A is periodic with respect to the first variable and strongly nonlinear with respect to the second variable with the growth prescribed by a spatially inhomogeneous and in general anisotropic N -function. We aim to study the most general class of operators, A, which will however lead to the problems with the so-called nonstandard growth conditions, i.e., conditions given via general Musielak-Orlicz spaces that may vary with changing parameter ε and may heavily depend on the spatial variable.
The studies on homogenization of elliptic equations go back to the fundamental lecture of Tartar [17] and also consequent works [18, 13, 12] and are of the highest interest among the properties of elliptic systems with periodic structure. The homogenization process was also the starting point for developing the two-scale convergence technique, which was introduced by Allaire [1] and later generalized to the Before we introduce the assumption on the function M , we shall denote a particular covering of Y by d-dimensional cubes Q δ j . More precisely, a family {Q δ j } N δ j=1 consists of closed cubes of edge 2δ such that int Q δ j ∩ int Q δ i = ∅ for i = j and Y ⊂ N δ j=1 Q δ j . Moreover, for each cube Q δ j we define the cubeQ δ j centered at the same point and with parallel corresponding edges of length 4δ. Finally, we impose the following conditions on M :
(M1) M is and N -function that is Y −periodic with respect to the first variable, 
and (M δ j ) * * is the biconjugate of M δ j . Having stated the assumptions, we introduce the main result of the paper. 
and for any ε > 0 let u ε be a unique solution of the problem (1). Then for an arbitrary sequence {ε j } ∞ j=1 such that ε j → 0 as j → ∞, we have the following convergence result
where u ε j is the sequence of solutions solving (1) with ε = ε j and u is a unique solution to (2) , provided that one of the following conditions holds:
(C1) The set Ω is star-shaped.
(C2) The set Ω is Lipschitz and we have the single equation, i.e., N = 1.
(C3) The embedding W 1,m 1 (Ω) ֒→ L m 2 (Ω) holds.
We would like to emphasize here, that this is the first result that does not require validity of neither ∆ 2 nor ∇ 2 -condition and relies only on the assumption of log-Hölder continuity type.
It is also remarkable here, that we require a kind of implicit assumption (M3), which maybe very hard to check for functions M with complicated structure. Moreover, following the log-Hölder continuity assumption in the variable exponent Lebesgue spaces, one would expect that the following condition could be sufficient:
Clearly, (M3) directly implies (M4). However, it is not known whether also the opposite implication holds true for general functions M . Nevertheless, for examples we have in mind, the assumptions (M3) and (M4) are in fact equivalent and the results of Theorem 1.1 are valid.
The first example is the radially symmetric function M , i.e.,
M (y, ξ) =M (y, |ξ|),
whereM is an N -function satisfying (M4). Then, one can show that M automatically satisfies also (M3). The detailed proof of this observation is provided in the Appendix A, see Lemma A.5. Next, using this result, we can even introduce a more general form of function M , namely
where M i , i = 1, . . . , K, are spatially independent N -functions and k i are nonnegative functions. In this case it is sufficient to assume thatM is continuous on R d × [0, ∞) and satisfies (M4) while for functions k i , we assume that there exist constants C i > 1 such that Then, keeping the notation from (M4) and considering an arbitrary δ < δ 0 ≤
, we have
Obviously, due to the continuity of functions k i andM there are pointsȳ i ∈Q δ j such thatM δ j (ξ) = K i=1 k i (ȳ i )M i (ξ) + (M δ j ) * * (|ξ|). Moreover, the functionM δ j is convex with respect to ξ. Hence we obtain M j δ (ξ) ≤ (M δ j ) * * (ξ) and since for any y ∈ Q j δ it follows that |y −ȳ i | ≤ 3δ √ d for all i = 1, . . . , K, we get for some constantsC, D, E > 0 and G ≥ 1 if δ < δ 0 ≤ min{
2E } is considered. Notice here, that for the estimate of the second part, we used again the result for radially symmetric functions stated in Lemma A.5.
To finish the introduction, we shorty describe here the structure of the paper. In Section 2, we introduce the function spaces corresponding to our setting, recall several facts about two-scale convergence and most importantly, establish all important properties of the homogenized operatorÂ. Then in Section 3 we provide a detailed proof of Theorem 1.1. Finally, in Appendix we collected several used tools and results.
Preliminaries
Since we deal with rather general function spaces and growth conditions imposed on the nonlinearity A, we recall in Appendix A the definition of Musielak-Orlicz spaces and also their most important properties.
More details about these spaces can be found in [14, 15, 7] . In the forthcoming section we focus only on the specific spaces related to the considered problem. Secondly, in Appendix B, we recall certain technical tools used in the paper. Finally, in Appendix C we recall the existence theorem for the elliptic problems with general growth conditions.
Function spaces related to the problem
In order just to avoid confusion, we remark here that the symbol L M stands for the Musielak-Orlicz space corresponding to an N -function M , while the space E M denotes the closure of the bounded measurable functions in the topology of L M . Recall here, that we consider Ω ⊂ R d a Lipschitz domain and Y the set (0, 1) d . For the N -function M : Y × R d×N → R + we use the subscript y to underline the role of y for the spaces L My (Ω × Y ; R d×N ) and similarly E My endowed with the norm
We note that whenever a function dependent on a variable from Y appears, it is always Y −periodic although the Y −periodicity might not be stressed. We further denote the spaces of smooth periodic or compactly supported functions as
and naturally also the corresponding Bochner spaces C ∞ c Ω; C ∞ per (Y ) . Then the standard Sobolev spaces are defined as
Moreover, due to the Poincaré inequality, we always choose an equivalent norm on W
1,1 0
and W
1,1
per as v 1,1 := ∇v 1 . We shall define the Sobolev-Musielak-Orlicz space
and the following spaces
In addition, we utilize the following closed subspace of E M (Y ; R d×N ) and its annihilator
In our situation, the N -function possesses the property of log-Hölder continuity and the following theorem ensures the approximation of every function from V M per and V M 0 in the sense of modular topology by smooth functions that are periodic or compactly supported, respectively. Below, we use the notation M −−→ for modular convergence, see Appendix A. Lemma 2.1. Let Σ ⊂ R d be a bounded domain and an N -function M satisfy (M2) and (M3) with Σ replacing Y . Then we have the following modular convergence results:
2) Let Σ be star-shaped. Then for any function v ∈ V M 0 there exists a sequence
4) Let Σ be Lipschitz and the embedding
Proof. The assertion 1) is covered by [5, Theorem 2.2] . To prove the assertions 2)-4) one follows the common scheme:
1. Construction of the mollification ∇v δ k of ∇v.
Showing that the family {∇v
The detailed proof can be performed by repeating Steps 1-3 from the proof of [5, Theorem 2.2].
We state several technical lemmas.
if and only if v k → v in measure and there exists some λ > 0 such that {M (·, λv k )} ∞ k=1 is uniformly integrable, i.e.,
Lemma 2.3. [6, Lemma 2.2.] Let M be an N -function and assume that there is c > 0 such that
Lemma 2.4. Let M be an N -function and Σ be a bounded domain. Then for any v ∈ V M 0 (Σ) we have
Proof. Clearly, ∇T k (u) → ∇u a.e. in Σ, which has finite measure. Hence the sequence {∇T k (u)} ∞ k=1 converges to ∇u in measure. Moreover, as M (·, ∇T k (u)) ≤ M (·, ∇u) a.e. in Σ by the definition of T k , Lemma 2.3 implies that {∇T k (u)} ∞ k=1 is uniformly integrable. These two facts are equivalent to ∇T k (u) M −−→ ∇u according to Lemma 2.2.
Standard tools used for homogenization
This section is devoted to the introduction of the two-scale convergence via periodic unfolding. This approach allows to represent the weak two-scale convergence by means of the standard weak convergence in a Lebesgue space on the product Ω × Y , details for the case of L p spaces can be found in [19] . In the same manner the strong two-scale convergence is introduced. Since function spaces, which we are working with, provide only the weak * compactness of bounded sets, we introduce the two-scale compactness in the weak * sense. However, it turns out that this notion of convergence and some of its properties are sufficient for our purposes. We define functions n : R → Z and N :
Then we have for any
We also define for any ε > 0 a two-scale composition function
In the rest of the section we assume that m :
The following lemma will be utilized to express properties of two-scale convergence in terms of single-scale convergence.
Lemma 2.5. [19, Lemma 1.1] Let g be measurable with respect to a σ−algebra generated by the product of the σ−algebra of all Lebesgue-measurable subsets of R d and the σ−algebra of all Borel-measurable subsets of Y . Assume in addition that g ∈ L 1 (R d ; L ∞ per (Y )) and extend it by Y −periodicity to R d for a.a. x ∈ R d . Then, for any ε > 0, the function (x, y) → g(S ε (x, y), y) is integrable and
Several useful properties of the two-scale convergence are summarized in the following lemma.
Then for any sequence
Proof. By Lemma 2.5 we have for v extended by zero on (
is an integrable function of (x, y). According to [9, Theorem 3.
with |h| < κ, where
Hence for fixed η > 0 we find
We obtain (ii) once we use in the definition of the weak * two-scale convergence in L m (Ω × Y ) test functions, which are independent of y-variable.
Assertion (iii) follows immediately from the definition of the weak * two-scale convergence in L m (Ω), strong two-scale convergence in E m * (Ω) and Lemma 2.5 applied to the function g = v ε w ε independent of y.
To show assertion (iv) we fix a weakly * two-scale convergent sequence
Combining this with the convergence results
In order to show (v), we first realize that for any {v ε } bounded in L m (Ω) Lemma 2.5 applied to a function g = m
for some λ > 0. We deduce the existence of a selected subsequence {v
by the Banach-Alaoglu theorem for spaces with a separable predual. We recall that
obviously follows by the definition of weak * two-scale convergence.
In order to show (vi) we observe first that
which implies that v 0 is independent of y. As v = Y v 0 by (ii), we see that for any weakly * two-scale convergent subsequence of {v ε } the limit is v. Hence v is the weak * two-scale limit of the entire sequence {v ε }. Applying (iv) on the sequence {∇v ε k } we get the subsequence {v ε k } (that will not be relabeled) and
whereas the integration by parts yields
Hence the function v = w − ∇v has all required properties. Let us show (vii). It follows from Lemma 2.5 and Lemma A.3 that for U ε , U extended by zero in
Hence we conclude (vii).
Properties of the mappingÂ
Let us define an operatorÂ :
where the Y −periodic function w ξ is a unique solution of the following cell problem
In what follows, we show that this definition is meaningful and derive the essential properties of the operatorÂ needed later for the homogenization problem. 
Moreover,
where w k is a solution of the cell problem corresponding to ξ k and w to ξ.
Proof. We omit existence and uniqueness proofs since it suffices to modify straightforwardly the methods used in the proofs of Theorem C.1 in the appendix. Notice here that we do not have any restriction on the geometry since we deal only with spatially periodic setting. Let us assume that {ξ
We denote by w k the solution of the cell problem corresponding to ξ k and byw the solution corresponding toξ. We also denote
Since w k is always an admissible test function in (9) for ξ := ξ k , we directly obtain
Hence, using (A3), (12) and the Young inequality yields (assuming without loss of generality that c ≤ 1)
The second integral on the right hand side is finite due to (M2) as {ξ k } ∞ k=1 is bounded. Without loss of generality, we can assume that
as k → ∞. We show thatw =w and Z = A(·,ξ + ∇w). We immediately obtain that
Further, we also use the following identity
for all ϕ ∈ V M per . In order to show it, we observe that from (13) and the definition of Z k the identity (15) 
Since M satisfies (M4), we can use the density of smooth functions in the modular topology, see Step 5 of Theorem C.1, to deduce (15) for all ϕ ∈ V M per . From (12), (14) and (15) we infer
Since A(x, 0) = 0 and A is monotone, the negative part of Z k · (ξ k + ∇w k ) is trivially weakly compact in L 1 (Y ). Due to Lemma B.1 and (16) we get (17) where ν y is the Young measure generated by {ξ
are weakly relatively compact due to (11) and A is a Carathéodory function, Lemma B.1 implies
Then we get
by (17) . Combining this with (18) we obtain R d×N h(y, ζ) dν y (ζ) = 0 for a.a. y ∈ Y . As ν y is a probability measure and A is strictly monotone, we infer that supp{ν y } = {ξ + ∇w} a.e. in Y . Thus we have ν y = δξ +∇w(y) a.e. in Y . Inserting this into (19) 2 yields Z(y) = A(y,ξ + ∇w(y)). Hence we infer due to (15) thatw is a weak solution to (8) corresponding toξ. Since this solution is unique, we obtainw =w. Up to now we have shown that from {Z k } ∞ k=1 there can be extracted a subsequence that converges weakly * to A(·,ξ + ∇w) in L M * (Y ; R d×N ). The uniqueness of this limit implies that the whole sequence {Z k } ∞ k=1 must converge to A(·,ξ + ∇w), which finishes the proof. Now, we investigate the properties of a functional f :
Lemma 2.8. Let N -function M satisfy (M1)-(M2). Then the functional f defined in (20) is an Nfunction, i.e., it satisfies:
Proof. First, we show that
Let us show the first inequality in the latter estimate. Using (M2), Jensen's inequality and the fact that the average over Y of the gradient of an Y −periodic function vanishes we have
On the other hand we get by (M2) that f (ξ) ≤ m 2 (|ξ|) since 0 ∈ G(Y ), which follows from the fact that G is a subspace of E M (Y ; R d×N ). Assertions 1) and 4) then follow immediately from (21). Obviously, since M is even in the second argument and G(Y ) is a subspace of E M per (Y ; R d×N ) we have 2). In order to show the convexity of f we take λ ∈ (0, 1),
per (Y ; R d×N ) and the convexity of M yields
One obtains the desired conclusion by taking the infimum over W 1 and W 2 on the right hand side of the latter inequality.
Lemma 2.9. Let N -function M satisfy (M1)-(M2) and f be defined by (20) . Then the conjugate Nfunction f * to f is given by
Proof. Using the fact that the average over Y of a gradient of Y −periodic function vanishes we obtain defining a functional F :
Expression (22) is a consequence of Lemma B.2 applied on a functional F. First, we observe that F is closed or equivalently, whenever
Obviously
In order to show (24) it suffices to apply the lower semicontinuity of integral functionals with a Carathéodory integrand, see [2, Theorem 4.2] . Moreover, F is continuous at 0 ∈ G, which is a consequence of (63). The conjugate functional F * to F is given by
according to (64). Therefore by Lemma B.2 we get from (23)
Finally, to conclude (22) we need to show that
In order to get the opposite inclusion, we choose
Hence by the definition of the annihilator Y W * · (η + W) dy = 0 for any η ∈ R d×N and W ∈ G(Y ). We infer Y W * = 0 by setting
The N -functions f and f * indicate the growth and coercivity properties of the operatorÂ as it is stated among other properties ofÂ in the following lemma. 
Proof. Let w be a weak solution of cell problem (8) corresponding to ξ ∈ R d×N , which exists due to Lemma 2.7. Then it follows that
Since w is the weak solution to (8), we get from (9) in a standard way using (A3) and the Young inequality that A(·, ξ + ∇w) ∈ L M * per (Y ; R d×N ). Moreover, as identity (9) is satisfied for all ϕ ∈ V M per (Y ; R N ), it is obviously fulfilled for all ϕ ∈ W 1 per E M (Y ; R N ). Therefore we have A(·, ξ + ∇w) ∈ G ⊥ (Y ). Consequently, regarding (7) we obtain by Lemma 2.9 that
This combined with (25) leads to the first part of the estimate in (Â1). It remains to justify that
as the rest then follows from the definition of f and (25). However, here we have to face the density problem, which we overcome by using the constructive approach when dealing with the solution. Thus the remaining part of this paragraph will be devoted to the proof of (27). We use the fact that w is in fact a modular limit of properly chosen sequence. Indeed, it follows from the construction of the solution in Theorem C.1 that there exists a sequence
Therefore, denoting W λ := ∇wχ {|∇w|≤λ} , we obtain that (thanks to monotonicity of A, the fact that W λ is bounded and (28)- (31))
where the last equality follows from the fact that
Hence, it follows from (28)-(30) that
Thus, we see that
Due to the equivalent characterization of the weak convergence in L 1 , we see that the sequence {A(y, ξ + ∇w k )·(ξ + ∇w k )} ∞ k=1 is uniformly equi-integrable. Using also (A3), we see that also
is uniformly equi-integrable. Therefore, it follows from the Vitali theorem and (29) that
Consequently, since w k ∈ W 1 per E M (Y ; R N ) we see that (27) holds, which finishes the proof of (Â1). In order to show (Â2) we fix ξ 1 , ξ 2 ∈ R d×N , ξ 1 = ξ 2 and find corresponding weak solutions of the cell problem w 1 and w 2 . One obtains (see also appendix) Y A(y, ξ i + ∇w i (y)) · ∇w j (y) dy = 0 for i, j = 1, 2 in the same way as (12) was shown. Then it follows that
as k → ∞ by (10) . Since R d×N is finite dimensional, we conclude (Â3) from the latter convergence.
3 Proof of Theorem 1.1
Setting of the problem
We start this section by formulating and proving some lemmas that will be used in the proof of Theorem 1.1 which appears in subsection 3.2. Let us outline next steps. First, we derive estimates of a weak solution u ε of (1) and corresponding A ε (x) := A x ε , ∇u ε that are uniform with respect to ε ∈ (0, 1). Then we extract a sequence {u ε k } ∞ k=1 such that {∇u ε k } ∞ k=1 converges weakly * to some ∇u in L m 1 (Ω; R d×N ) and a weakly * convergent sequence {A ε k } ∞ k=1 with a limitĀ ∈ L m * 2 (Ω; R d×N ). Then we show that the sequence {∇u ε k } ∞ k=1 converges weakly * two-scale to ∇u
Consequently, we apply the weak * two-scale semicontinuity of convex functionals to improve the regularity of limit functions, i.e., we obtain ∇u ∈ L f (Ω; R d×N ) andĀ = Y A 0 ∈ L f * (Ω; R d×N ). This ensures that ΩĀ · ∇u dx is meaningful. Then we employ a variant of the Minty trick for nonreflexive function spaces to identify the limitĀ.
First, we formulate the lemma concerning the existence and uniqueness of a solution to problem (1) for an arbitrary but fixed ε. The detailed proof in case (C1) or (C3) is stated in the appendix, see Theorem C.1. For the existence proof under condition (C2) we refer to [4] . We denote M ε (x, ξ) = M x ε , ξ . 
Lemma 3.2. Let the assumptions of Lemma 3.1 be satisfied and u ε be a weak solution of problem (1).
and we have the estimate
Proof. We set ϕ := u ε in (33) to obtain
Using (35), (A3), the Young inequality, the convexity of M and the fact that the constant c ≤ 1, which is an obvious consequence of the Young inequality, it follows that
Consequently, employing (M2) we obtain
Due to (4) the integral on the right hand side is finite and the desired conclusion (34) follows.
Lemma 3.3. Let the assumptions of Lemma 3.1 be satisfied. In addition and u ε be a weak solution of problem (1) and {ε j } ∞ j=1 be an arbitrary sequence such that ε j → 0 as j → ∞. Then there is a subsequence
R d×N ) such that as k → ∞ we have the following weak convergence results (the sequences are denoted by k and not by ε j k for simplicity)
and the weak * two-scale convergence results
Moreover, for a.a.
Furthermore,
where f is given by (20) and f * by (22). The functionĀ satisfies
Proof. The convergences in (36) are a direct consequence of the uniform estimates from Lemma 3.2 and the Poincaré type inequality, c.f. [3, Section 2.4]. The convergence (37) 1 is a consequence of (36) 1 and Lemma 2.6 (vi), which also yields for almost all
whereas (37) 2 follows by Lemma 2.6 (v) due to Lemma 3.2. Moreover, (40) follows from Lemma 2.6 (ii), (36) 2 and (37) 2 . The convergence result (37) 1 and the uniqueness of weak * limit, the weak lower semicontinuity stated in Lemma 2.6 (vi) and the uniform estimate (34) imply
We obtain from (46) the existence of a measurable setS ⊂ Ω such that |Ω \S| = 0 and for all x ∈S Y M (y, ∇u(x) + U(x, y)) dy < ∞, which implies U(x, ·) ∈ L M (Y ; R d×N ). In addition, it follows from (45) that there exists w(x, ·) ∈ W 1,1 per (Y ; R N ) such that ∇ y w(x, y) = U(x, y). Therefore the estimate (46) gives ∇ y w(x, ·) ∈ L M (Y ; R d×N ). Accordingly, we have that w(x, ·) ∈ V M per . Thus by Lemma C.1 and the definition of function f , see (20) , we conclude
Hence, integrating the result with respect to x over Ω and using the estimate (46), we obtain (41). In order to show (39) we choose z ∈ C ∞ c (Ω) and ψ ∈ C ∞ per Y ; R N and set ϕ(x) := εz(x)ψ x ε in (33). Utilizing (37) 2 and Y −periodicity of ψ we arrive at 
Using Theorem 2.1 we can find for any
per Y ; R N for almost all x ∈ Ω due to (46). Then we set ψ = ψ k in (47) and employing Lemma A.2 we perform the limit passage k → ∞ to get (47) for any ψ ∈ W 1 per E M Y ; R N , which implies (39). In a very similar manner, we use the approximation of U(x, ·) = ∇ y w(x, ·) in the modular topology of L M per (Y ; R d×N ) to conclude (40) from (47). Using the expression (22) for f * , the estimate (46), (39) and (42), we get
which is (43). The identity (44) is obtained by performing the limit passage k → ∞ in (33) with ε = ε j k using convergence (36) 2 .
The rest of the paper is devoted to the identification ofĀ in (44). Before doing so we state the last auxiliary result.
Lemma 3.4. Let the assumption (A3) hold. Then
Proof. Let us observe that (A3) implies
Assume that V ∈ L ∞ Ω × Y ; R d×N and A(·, V) L ∞ = ∞, i.e., for any K > 0 there is a set S K ⊂ Ω×Y ,
By (A3) and the Young inequality we obtain for any t ≥ 0 and
c V dy dx and the latter integral is finite by Lemma A.4. We note that (65) holds since we assume (M2). We also utilize Lemma A.4 to conclude that
Identification of the homogenized problem
In this final part we identifyĀ. Through this section we always assume that all assumptions of Lemma 3.3 are satisfied and we consider the sequence of solutions u k according to Lemma 3.3.
Step 1: We show the following identity
To show it, we first deduce the validity of the following identity
If (C1) or (C3) is fulfilled, the according Lemma 2.1, we can find a sequence {u n } ∞ n=1 ⊂ C ∞ c Ω; R N such that u n f −−→ u as n → ∞. Then we set ϕ = u n in (44) and using Lemma A.2 we conclude (49). Finally, if (C2) holds, we find for each k ∈ N a sequence {u k,n } ∞ n=1 ⊂ C ∞ c (Ω) such that ∇u k,n f −−→ ∇T k (u) as n → ∞, where the truncation operator T k was introduced in the proof of Lemma 2.2. Then we set ϕ = u k,n in (44) and using Lemma A.2 we deduce
Applying Lemma 2.4 we deduce (49). Then it follows from (35) using (36) 1 and (49) that
which concludes (48).
Step 2: We show that the following inequality holds for all
as k → ∞ by Lemma 2.6 (i). From (A4) we get
Now, want to perform the passage k → ∞. Using (48) we obtain that
Employing properties (42) and (40) yields
It follows from (37) 2 , (51) 1 and Lemma 2.6 (iii) that
whereas (37) 1 ,(51) 2 and Lemma 2.6 (iii) imply
Finally, from (51) we deduce
Hence one obtains (50).
Step 3: The goal is to show that
Obviously, defining V m := Vχ K m for every m ∈ N we have that all V m 's are compactly supported in Ω and
Next, we observe that (52) implies the existence of a positive constant c such that
Assuming on the contrary that {A(·, V m )} ∞ m=1 is unbounded, we have for arbitrary K > 0 the existence of m K > 0 and
> C for any |ξ| ≥ R. Thus for the choice C = V L ∞ (Ω×Y ) we find m R and S R ⊂ Ω × Y with |S R | > 0 such that for (x, y) ∈ S R we obtain using (A3)
which is a contradiction and (53) is shown. Combining (M2) with (52) and (53) we get
Hence {V m } ∞ m=1 and {A(·, V m )} ∞ m=1 are uniformly integrable by Lemma 2.3. Furthermore, it follows from the definition of V m and the properties of A that V m → V and A(·, V m ) → A(·, V) in measure as m → ∞. Consequently, we get by Lemma 2.2 that
Since V m is supported in K m ⊂ Ω for all m, we can find for every m a sequence δ n → 0 as n → ∞ such that, defining V m,n := V m * ω n , where
In the same way as (53) was shown we get that
We also obtain that V m,n → V m and A(·, V m,n ) → A(·, V m ) in measure as n → ∞ for every m. Moreover, for every m the sequences {V m,n } ∞ n=1 and {A(·, V m,n )} ∞ n=1 are uniformly integrable, which can be shown analogously as above. Consequently, we have for every m that
Finally, employing (55), (54) and Lemma A.2 we infer from (50) that
Step 4: Let us denote for a positive k (50) by (∇u + U)χ j + hVχ i where 0 < i < j and h ∈ (0, 1) to obtain
The term I disappears when performing the limit passage j → ∞ by the Lebesgue dominated convergence theorem and the fact |Ω × Y \ S j | → 0 as j → ∞. As (∇u + U)χ j + hVχ i is zero in Ω × Y \ S j , we see that II = 0 thanks to (A3). After dividing the resulting inequality by h and letting j → ∞ we arrive with the help of Lebesgue dominated convergence theorem at
By (M2) we obtain
The fact that A(·, ∇u + U + hV) L ∞ (S i ) is bounded independently of h ∈ (0, 1) is shown in the same way as (53) because
Since A(y, ∇u + U + hV) → A(y, ∇u + U) a.e. in S i and {A(y, ∇u + U + hV)} h∈(0,1) is uniformly integrable on S i due to (57) and Lemma 2.3, the Vitali theorem implies
Therefore passing to the limit h → 0 + in (56) we arrive at
Finally, setting
for a.a. (x, y) ∈ S i . Since i was arbitrary and |Ω × Y \ S i | → 0 as i → ∞, the equality (58) holds a.e. in Ω × Y . Moreover, due to the properties (38) and (39) we obtain that U(x, ·) is equal to the gradient of a weak solution of the cell problem (8) corresponding to ξ = ∇u(x). Finally, we get by (42) and (7) that
Step 5: The existence of a unique weak solution of the problem (2), which is a function u ∈ V f 0 that satisfies
We notice that the existence part has been proven in the previous steps. Indeed, in (59) we identified the functionĀ, which arises in (44). Then using the density of smooth compactly supported functions in V f 0 we conclude (60). In order to show the uniqueness of a weak solution of (2) we can follow the proof of the uniqueness of a weak solution in Theorem C.1.
Step 6: Since we know that (2) possesses a unique solution u and we can extract from any subsequence of {u j } ∞ j=1 a subsequence that converges to u weakly in W 
A Musielak-Orlicz spaces
Assume here that Σ ⊂ R n is a bounded domain and n ∈ N is arbitrary. A function M : Σ × R n → [0, ∞) is said to be an N −function if it satisfies the following four requirements:
1. M is a Carathéodory function such that M (x, ξ) = 0 if and only if ξ = 0. In addition we assume that for almost all x ∈ Σ, we have M (x, ξ) = M (x, −ξ).
2. For almost all x ∈ Σ the mapping ξ → M (x, ξ) is convex.
3. For almost all x ∈ Σ there holds lim |ξ|→∞
4. For almost all x ∈ Σ there holds lim |ξ|→0
The corresponding complementary N -function M * to M is defined for η ∈ R n and almost all x ∈ Σ by
and directly from this definition, one obtains the generalized Young inequality
valid for all ξ, η ∈ R n and almost everywhere in Σ. In addition, for ξ := ∇ η M * (x, η), we obtain the equality sign in (61), see [15, Section 5] . Finally, an N -function M is said to satisfy the ∆ 2 -condition if there exists c > 0 and a nonnegative function h ∈ L 1 (Σ) such that for a.a. x ∈ Σ and all ξ ∈ R n
Having introduced the notion of N -function, we can define the generalized Musielak-Orlicz class L M (Σ) as a set of all measurable functions v : Σ → R n in the following way
In general the class L M (Σ) does not form a linear vector space and therefore, we define the generalized Musielak-Orlicz space L M (Σ) as the smallest linear space containing L M (Σ). More precisely, we define
It can be shown that L M (Σ) is a Banach space with respect to the Orlicz norm
Moreover, we have the following generalized Hölder inequality, see [16, Theorem 4.
. It is not difficult to observe directly from the definition (or by Young inequality (61)), that
with some c > 0, that can be set c = 1 if we work with the Orlicz norm. Similarly, for the functional
we can directly obtain from the definition and due to the convexity of M that if v L M ≤ 1 and the Luxemburg norm is considered then
Finally, we also recall the definition of the conjugate functional F * :
and it is not difficult to observe by using the Young inequality that 2
We complete this subsection by recalling the basic functional-analytic facts about the generalized Musielak-Orlicz spaces. For this purpose we define an additional space
The following key lemma summarizes the fundamental properties of the involved function spaces (see e.g. [14] for details).
Lemma A.1 (separability, reflexivity). Let M be an N -function. Then We see from the above lemma that in some cases we need to face the problem with the density of bounded functions and also the lack of reflexivity and separability properties, that somehow excludes many analytical framework to be used. Thus, in addition to the strong/weak/weak * topology, we will also work with the modular topology. We say that a sequence
We use the notation v k M −−→ v for the modular convergence in L M (Σ). The key property of the modular convergence is stated in the following lemma. 
Finally, we also recall the weak * lower semicontinuity property of convex functionals. Since in our case, the N -function M may not satisfy the ∆ 2 -condition in general, the spaces do not have to be reflexive. However, due to Lemma A.1, we see that any L M always has a separable predual space and consequently any bounded sequence possesses a weakly * convergent subsequence. This motivates us to introduce the last convergence theorem, that can be obtained by standard weak lower semicontinuity properties of convex functionals, see e.g. [2, Theorem 4.5], namely:
Then we have the following semicontinuity property:
Proof. First, we fix an arbitrary y ∈ Q δ j and note that
We estimate separately both quotients on the right hand side of the latter equality. By continuity of M we findȳ ∈Q δ j such that M δ j (ξ) = M (ȳ, ξ). Then using condition (M4) and the fact that |y −ȳ| ≤ 3δ
In order to estimate the second quotient in (67) we observe first that if ξ ∈ [0, ∞) is such that M δ j (ξ) = (M δ j ) * * (ξ) then the statement is obvious. Therefore we assume that
We note that ξ 1 > 0 is always assumed because it follows that 0 = M δ j (0) = (M δ j ) * * (0). Now, thanks to the continuity of M we find
Next, we observe that the definition of M δ j implies M (y 1 , ξ 1 ) = M δ j (ξ 1 ) ≤ M (y 2 , ξ 1 ). We can assume without loss of generality that
Then we compute
Obviously, we have h ′ > 0 on (0, 1) due to (72). Therefore the maximum of h is attained at t = 1, which implies
Next, we apply condition (M4) and ξ 1 ≤ξ to infer
. Combining (67) with (68) and (74) yields
which is the desired conclusion.
B Auxiliary tools
The first auxiliary tool is related to Young measures. The fundamental theorem on Young measures may be found in [10] . We only recall the lemma with properties of Young measures that will be used further. 
If, in addition, the sequence of functions x → |F |(x, z k (x)) is weakly relatively compact in L 1 (Ω) then
Second result, we recall here is of functional analytic type.
Lemma B.2. Let X be a Banach space, V be a subspace of X, g be a closed, convex functional on X that is continuous at some x ∈ V . Then
Proof. One deduces by definition of a convex conjugate that
According to [8, Theorem 14.2 ] inf x∈V A(x) + inf
for a closed, convex functional A that is continuous at some x ∈ V . We set A(x) := (g − η)(x) and the expression for A * determined by (76) in the latter equality to conclude (75).
C Existence of solutions to elliptic problems
To the best of authors' knowledge only the result from [4] concerns the existence of weak solutions of elliptic problems in which the growth condition is given by an anisotropic inhomogeneous N -function. In [4] , only a scalar problem and an N -function satisfying the condition (C2) are considered and for (C3) one could follow exactly the same procedure without the need of L ∞ truncation. In this part we show that the result in [4] can be extended also to the vector valued problems provided we assume that the domain is star-shaped, i.e., the assumption (C1) holds. 
Proof. The construction of a weak solution u will be performed in several steps following the approach from [4] . First, we consider for δ ∈ (0, 1) an auxiliary problem: to find u δ ∈ V m 0 such that
where we denoted B(x, ζ) := A(x, ζ) + δ∇m(ζ) and ∇m(ζ) :=m ′ (|ζ|)
holds. We show the existence of u δ and derive estimates of ∇u δ and
respectively that are uniform with respect to δ ∈ (0, 1). Having the uniform estimates we pass to the limit δ → 0 + to obtain a weak solution of the initial problem. The reason for such a modification is that from now the leading N -function is independent of the spatial variable and its conjugate satisfies ∆ 2 -condition, which may not be the case in the original setting.
Step 1: In order to obtain the existence of u δ for fixed δ ∈ (0, 1) we employ the results on the socalled (S m ) class operators from [11] . It is necessary to verify assumption of [11, Theorem 4.3] . We omit the verification since it is performed in the same manner as in the proof of [4, Theorem 2.1]. The existence of a weak solution u δ of (78) then follows by [11, Theorem 5.1].
Step 2: Now, we derive estimates uniform with respect to δ. Since u δ ∈ V m 0 , by Theorem 2.1 (claim 2) there is a sequence {u δ,k } ∞ k=1 ⊂ C ∞ c (Ω; R N ) such that ∇u δ,k m −−→ ∇u δ as k → ∞. As u δ,k for each k can be used as a test function in (78), Lemma A.2 then implies
We get by (A3), (79), the Young inequality using also the fact that c ∈ (0, 1] in (A3) together with the convexity of M with respect to the second variable that 
Consequently, we obtain the existence of a sequence {δ k } ∞ k=1 such that δ k → 0 as k → ∞ and denoting A k = A(·, ∇u δ k ), u k = u δ k and B k = B(·, ∇u δ k (x)) we have
as k → ∞.
Step 3: We shall show that lim sup
Adding the limit k → ∞ in (80) with δ := δ k and ϕ := u k we get by using (82) 
Next, for any ϕ ∈ V M 0 we can use the assumptions on the domain Ω and M , and by Theorem 2.1 (claim 2) find a sequence {ϕ k } ∞ k=1 ⊂ C ∞ c (Ω; R N ) such that ∇ϕ k M −−→ ∇ϕ as k → ∞. Thus, we can use ϕ k in (85) and by using Lemma A.2, we deduce the identity
Inserting ϕ := u into (86) yields
We conclude (83) by comparing (84) and (87).
Step 4: To finish the existence proof it remains to show that A(x) = A(x, ∇u(x)) a.e. in Ω.
Indeed, once we have (88), we can combine it with (86) to obtain (77). Thus, we focus on (88). Since A(·, 0) = 0 and A is strictly monotone, one sees immediately that the negative part of A(x, ∇u k ) · ∇u k vanishes. Thus it is relatively weakly compact in L 1 (Ω). By the second part of Lemma B.1 we infer lim inf
where ν x is the Young measure generated by {∇u k } ∞ k=1 . Comparing the latter inequality with (83) we have
Let us define h(x, ζ) := (A(x, ζ) − A(x, ∇u)) · (ζ − ∇u). Then it follows from (A4) that
As A is a Carathéodory function and the sequences {∇u k } ∞ k=1 and {A k } ∞ k=1 are weakly relatively compact in L 1 (Ω) due to (81) 1,2 , the second part of Lemma B.1 implies
a.e. in Ω,
A(x, ζ) dν x (ζ) a.e. in Ω.
Using these identities we deduce that
by (89). It follows from (90) that R d×N h(x, ζ) dν x (ζ) = 0 a.e. in Ω. Since ν x is a probability measure and A(x, ·) is strictly monotone, we conclude for a.a. x ∈ Ω that ν x = δ ∇u(x) a.e. in Ω and inserting this into (91) 2 we conclude (88).
Step 5: In order to show uniqueness of a weak solution, we suppose that functions u 1 , u 2 ∈ V M 0 fulfill (77). Taking the difference of weak formulation with ϕ := u 1 − u 2 yields Ω (A(x, ∇u 1 ) − A(x, ∇u 2 )) · ∇(u 1 − u 2 ) dx = 0.
Hence we obtain by (A4) that ∇(u 1 − u 2 ) = 0 a.e. in Ω and since the trace of u 1 − u 2 is zero on ∂Ω we conclude u 1 = u 2 a.e. in Ω.
Similarly, as in the case of the monotone operator A, we shall show certain properties of the minimizers to convex functional generated by the N -function M . For simplicity, we state the following results only for spatially periodic setting, but they can be easily generalized also to the Dirichlet case. The main goal of the section is the following Lemma. 
Proof. The existence of a functionũ solving (92) easily follows from the convexity of M and the fact that Y M (y, ξ) dy < ∞. The uniqueness in case of the strict convexity is also a standard task. Thus, we focus only on (93). We denote A(y, ξ) := ∇ ξ M (y, ξ). Notice that due to the convexity A exists for almost all ξ and we extend it to the whole R d×N as a pseudodifferential. In addition, the operator A is a monotone mapping and there holds M (y, ξ) + M * (y, A(ξ)) = A(ξ) · ξ.
Next, we use Theorem C.1 to get an existence of u ∈ V M per , which solves for all w ∈ C ∞ per (Y ; R N ) Y A(y, ∇u + ξ) · ∇w dy = 0.
Finally, due to the assumption on M (namely the log-Hölder continuity (M4), we see from Theorem 2.1 that for any v ∈ V M per we can find a sequence {v n } ∞ n=1 ∈ C ∞ per (Y ; R N ) that converges modularly to v. Using the modular covergence we can set w := v n in (94), which after letting n → ∞ leads to Therefore, u is also a minimizer to (92). In addition, following step by step the proof of Lemma 2.10, we deduce that u can be constructed such that there is a sequence {u n } ∞ n=1 ⊂ W From this (93) directly follows.
