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ABSTRACT
Object detection, object tracking and behavior prediction are three fundamental problems
towards human-level road agent understanding. In this thesis, we introduce a joint object
detection and tracking model for real-time autonomous driving applications. Comparison
with two state-of-the-art models on a research dataset shows that our model has the best
detection performance and comparable tracking performance. We implement our algorithm
on a real autonomous driving vehicle and conduct public road test to prove the robustness
and reliability of our system. We further explore the task of vehicle behavior prediction
for high-level understanding of road agents. We introduce the Fusion Seq2Seq model and
compare it with two other baseline models. Experiments on a driver behavior dataset shows
that our model can reasonably predict ego-vehicle actions.
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CHAPTER 1: INTRODUCTION
Deployment of autonomous vehicles without driver intervention on public roads requires
human-level understanding of road agents. Object detection and tracking are the first steps
towards understanding road agents (turn, lane change, stop, merge, passing...). Object
detection allows autonomous vehicles to precisely detect vehicles and pedestrians in various
environments [1, 2, 3, 4, 5, 6]. Object tracking associates detected agents with existing
trajectories in order to understand the motion and intention of each agent [7, 8, 9]. There
has been a recent surge of autonomous driving datasets [10, 11, 12, 13] and related work
in object detection and tracking [14, 15, 16, 17]. However, many algorithms that claim to
perform well on research datasets are not robust in real-world environments [13, 18, 19]. In
the first part of this thesis, we introduce a robust detection and tracking system for real-time
autonomous driving. By testing our models on a research dataset and a real autonomous
vehicle, we are able to demonstrate the robustness and reliability of our algorithm. By
comparing our joint detection and tracking model with two other state-of-the-art models,
we show that our model has the best overall detection performance and comparable tracking
performance.
To achieve human-level understanding of road agents, we also need a high-level under-
standing of human-driven vehicle behaviors. It is also important to understand the interac-
tion between the observed environment and the vehicle behaviors. Various reviews of driver
behavior models have been published recently: the tactical behavior prediction model re-
view by Doshi et al. [20], motion prediction and risk estimation model review by Lef‘evre
et al. [21], and human factor review both in and around automated vehicles by Ohn-Bar
et al. [22]. Recent studies try to formulate the behavior prediction problem as a regression
problem with respect to the vehicle control signals [23, 24, 25] . However, directly predicting
future steering angle and speed is hardly interpretable. When failures or errors happen, it is
often hard to interpret numerical values as a deterministic “mode” of behavior. To address
these challenges, we propose a Fusion Seq2Seq model that takes environmental observations
in the form of raw sensor data and predicts high-level vehicle actions. Experiments on a
public dataset show that our model performs better than the baseline models and is able to
generate reasonable vehicle actions. The main contributions of this thesis are summarized
below:
1. A model for robust detection and tracking and its implementation on a real autonomous
driving vehicle.
2. A model for vehicle behavior prediction that generates human-like, high-level vehicle
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actions.
3. In-depth experiments that compare our models with other state-of-the-art models on
research datasets and a real-world, self-driving vehicle to prove the robustness and
reliability of our algorithms.
The rest of the thesis is organized as follows. We first propose our joint detection and
tracking algorithm in Chapter 2 and Chapter 3. We then introduce some related work and
a few state-of-the-art baseline models for comparison. We conduct comprehensive experi-
ment on both a research dataset and a real self-driving vehicle in Chapter 4. We further
explore the problem of ego-vehicle behavior prediction in Chapter 5, introducing our Fu-
sion Seq2Seq model, Three-branch Seq2Seq model, and the FaF-style baseline model. We
conduct experiments and compare their performance in Chapter 6.
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CHAPTER 2: OBJECT DETECTION
Accurate and efficient detection and position estimation at various weather, illuminations
and road conditions help the vehicle identify road agents and avoid collisions. Object de-
tection is the very first step towards road agent understanding. In this chapter, we start
with an overview of the related work in the field of object detection in Section 2.1. We
then introduce the object detection algorithm implemented on our autonomous vehicle in
Section 2.2, followed by the position estimation algorithm for detected objects in Section 2.3.
2.1 RELATED WORK
Object detection is a fundamental problem in computer vision. Traditional methods
include boosted object detectors [26], Histograms of Oriented Gradients (HOG) [27] and
integral channel features [28]. Recent object detectors belong to mainly two categories:
Two-stage object detectors and single-shot object detectors.
Two-stage object detectors decompose object detection as two sequential steps: first
propose a set of category-agnostic bounding box (bbox) proposals. Then use an image
classification module to classify the cropped region or region feature. The most representative
two-stage object detectors belong to the RCNN detector family [1]. As the first detector in
the family, R-CNN uses Selective Search [29] to generate region proposals and feeds them
to a classifier and bbox regressor. Fast RCNN first feeds an image through a convolutional
network (CNN) and crop an intermediate feature map to reduce computation [2]. Faster
RCNN further replaces region proposals with a Region Proposal Network (RPN) to speed
up the bbox proposal module [3]. Due to the two-stage nature and the computationally
intensive region proposal module, two-stage object detectors are usually considered too slow
for real-time processing [4, 6, 30, 31].
Single-shot object detectors generate bbox coordinates and class labels in one single
shot, without the need of a separate region proposal stage. As a result, single-shot detectors
are in general much faster than two-stage detectors without much degrade in accuracy.
OverFeat is one of the first modern one-stage object detector based on deep networks [32].
Single Shot Multibox Detector (SSD) [4] uses a VGG16 network [33] as a feature extractor
and makes independent object detection from multiple feature maps, capturing objects at
different scales. Feature Pyramid Networks (FPN) composes of a bottom-up and a top-down
pathway and makes prediction at multiple scales in both pathway [34]. RetinaNet uses the
Focal Loss (FL) to dynamically focus on less accurate object classes [5]. Among all the single-
3
Figure 2.1: YOLO network figure from the original paper [6]. The network predicts the bbox
coordinates and object class probabilities directly from the full image in one shot.
shot object detectors, the You Only Look Once (YOLO) detector family has the fastest speed
and state-of-the-art accuracy [6, 30, 31]. We use YOLOv3 as the backbone of our detection
network and extend it with a position estimation module. A detailed explanation of the
YOLO detectors is provided in Section 2.2.
2.2 YOLO OBJECT DETECTORS
YOLO is a family of object detectors designed for real-time processing. YOLOv1 uses
a single network to predict bbox coordinates and object class probabilities directly from
the input image in one evaluation [6]. YOLOv1 divides the full image into S × S coarse
grid. Each grid is responsible for predicting a small number of bbox proposals, detecting
one object regardless of the number of proposals, and predicting class probabilities. The
loss function consists of object classification loss, bbox localization loss and objectiveness
confidence. Non-Maximum Suppression (NMS) is used to prevent multiple bbox detection of
the same target object. NMS starts by sorting the prediction by its corresponding confidence
score. Starting from the top, it filters out any prediction with Intersection Over Union (IoU)
> 0.5 with respect to the higher ranking prediction. An illustration of IoU is given in the
left column of Figure 2.2.
YOLOv2 improves the performance of YOLOv1 through a series of modifications [30]. It
adds Batch Normalization (BN) to deal with co-variance shift and speed up deep neural
network training [35]. It utilizes Anchor Boxes, a set of candidate bboxes with common
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Figure 2.2: Illustration of IoU (left) and Anchor Boxes (right).
aspect ratio, to improve bbox regression accuracy. The right column of Figure 2.2 gives an
example of Anchor Boxes.
YOLOv2 uses GoogLeNet [36] backbone instead of VGG [33]. v2 changes the input size
from 448×448 to 416×416 to better predict objects located at the image center. Unlike v1,
where each grid cell is responsible for predicting one object, v2 moves the prediction from
grid cell level to bbox level. One of the shortcomings of YOLOv1 is its poor performance in
detecting objects at multiple scales. YOLOv2 uses “pass through” and multi-scale training
techniques to deal with this problem. “pass through” partially flattens the feature map and
concatenates it with another lower resolution map before feeding both to the convolution
layers. Under the multi-scale training scheme, the model randomly selects a different image
size to train the model every 10 epochs. Compared with v1, v2 is better at predicting objects
of different scales and is able to take input images of different resolutions.
YOLOv3 [31] further improves the performance of YOLOv2 by replacing the GoogLeNet
backbone with DarkNet53 pre-trained on the ImageNet [37]. DarkNet53 uses skip connec-
tions introduced in ResNet [38] and has less Billion Floating Point Operations (BFLOP)
than ResNet152, while achieving the same level of accuracy. YOLOv3 utilizes binary cross
entropy for each class label instead of softmax and makes predictions at three different scales.
These modifications further improve the running speed of the algorithm, while maintaining
high accuracy compared with other object detection networks.
YOLOv3 has one of the fastest speed among state-of-the-art object detectors. It also has
one of the lightest memory footprint. As far as detection accuracy, it is on par with other
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Figure 2.3: Position estimation of detected objects using triangle similarity. In the figure,
H, h, f, y denote the object height in world coordinates, object height in image coordinates,
focal length, and object depth, respectively. We can estimate the value of y given the other
three.
detectors. Given the real-time, embedded processing demand of our autonomous vehicle, we
pick YOLOv3 as the backbone of our object detection module. We implement YOLOv3 using
PyTorch [39], with the pre-trained weights and configuration on the COCO object detection
dataset [40]. We filter the 80 object classes from the COCO dataset, leaving the ones
that are relevant to autonomous driving. We also implement the interface between object
detection module and the rest of the autonomous driving system using Robot Operating
System (ROS) [41].
2.3 DETECTED OBJECT POSITION ESTIMATION
YOLOv3 enables fast, real-time detection of vehicles and pedestrians for autonomous
vehicles. We further extend YOLOv3 with the ability to estimate the position of each
detected agent. The position estimation module predicts the x and y coordinates in the ego-
vehicle frame for each detected object. Given that our vehicle has a fixed focal length RGB
camera, we estimate the positions of the detected objects using the simple and effective
triangle similarity principle. As shown in Figure 2.3, H, h, f, y denote the object height
in world coordinates, object height in image coordinates, focal length, and object depth,
respectively. We first estimate the fixed focal length f of our camera by taking photos of an
object of know height at know distances from the vehicle. We assume common height and
width for vehicle and pedestrian. Given the known value of H, f and detected value of h,
we can effectively estimate the depth y of the detect object. We estimate the x coordinates
of the objects in a similar fashion. We are aware of the more advanced depth estimation
algorithms in the literature. However, given the processing power as well as the lack of stereo
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camera, we decided to use triangle similarity for position estimation.
In conclusion, we extend YOLOv3 object detector with an efficient position estimation
module, providing the geometric information of the surrounding road agents. In the next
chapter, we combine detection module with a tracking module that further provides temporal
and motion information of the surrounding agents.
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CHAPTER 3: MULTI-OBJECT TRACKING
Object detection and position estimation only provide the information of road agents at a
specific time step. To fully understand the motion and intention of the surrounding agents,
autonomous vehicles also need to perform object tracking, which associates detected agents
with existing tracks. In this chapter, we first introduce some related work in the field of multi-
object tracking in Section 3.1. We then explain the joint detection and tracking algorithm
implemented on our autonomous vehicle in Section 3.2. We introduce two state-of-the-art
detection and tracking algorithms for comparison in Section 3.3.
3.1 RELATED WORK
Multiple object tracking (MOT) aims at predicting trajectories of multiple targets in video
sequences and assigning unique tracking ID for each target. We focus on a dominant strategy
in recent years called “tracking-by-detection.” “Tracking-by-detection” breaks MOT down
to the detection step, where targets in single video frames are localized, and the association
step, where detected targets are assigned to existing trajectories. The more traditional
methods include tracking with aggregated local flow descriptor [42] and Multiple Hypothesis
Tracking (MHT) [7]. Some previous work casts the problem as certain forms of graph
optimization problem [8, 43, 44]. Filter-based algorithms are another popular category.
Joint Probabilistic Data Association Filter generates a single state hypothesis by weighting
individual measurements by their association likelihoods [45]. Simple online and real-time
tracking (SORT) [9] and DeepSORT [46] performs Kalman filtering in image space and
conducts frame-by-frame data association using the Hungarian method with an association
metric. SORT is an integral part of our joint detection and tracking system and will be
explained in detail in Section 3.2.
With the increase in popularity of deep learning, learning based tracking algorithms emerge
in recent years. Feichtenhofer et al. proposed a multi-function CNN for simultaneous de-
tection and tracking [47] under the detection framework R-FCN [48]. Siamese region pro-
posal network (Siamese-RPN) is a deep learning based technique for single object tracking
that uses a Siamese regional proposal network to perform real-time tracking [49]. Tracktor
converts bbox regressor in the object detector to to predict the next positions of tracked
objects [50]. Among numerous deep learning based tracking algorithms, Deep Association
Network (DAN) [16] and Joint Detection and Embedding network (JDE) [51] are two very
popular and open-sourced algorithms. DAN is a multi-object tracking algorithm that jointly
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models the object appearance and frame affinities in an end-to-end fashion. JDE uses Fea-
ture Pyramid Network (FPN) [34] as the backbone object detector and adds prediction heads
upon fuse feature maps at multiple FPN scales. We pick DAN and JDE as baseline models
and explain them in detail in Section 3.3.1 and Section 3.3.2 respectively.
3.2 JOINT DETECTION AND TRACKING WITH YOLOV3 AND SORT
We present a unique combination of YOLOv3 object detector and the SORT tracker
and tune the entire system specifically for an online, real-time autonomous driving setting.
Details regarding YOLOv3 detection has been provided in Section 2.2. In this section, we
focus on explaining SORT and DeepSORT tracking algorithms as well as the implementation
on our autonomous vehicle.
Our joint detection and tracking model consists of the YOLOv3 detector and the SORT
tracker. YOLOv3 takes online RGB video frames and outputs the predicted object class,
confidence and bbox coordinates for each detected object. These information are fed into
the SORT tracker which outputs refined bbox coordinates as well as unique tracking IDs.
SORT is designed for an online setting, where only detection results from previous and
current time frame are considered. The algorithm has less memory footprint compared with
tracking algorithms that take all video frames into consideration. SORT approximates the
object movement between frames as a linear constant velocity model. The motion state of
each object is defined as:
x = [u, v, s, r, u′, v′, s′]T (3.1)
where u, v, s, and r denote the horizontal coordinates of the bbox center, vertical coordinates
of the bbox center, the scale of the bbox, and aspect ratio of the bbox, respectively. We
use u′, v′ and s′ to denote the corresponding derivatives. SORT uses Kalman filter [52] to
smooth and refine the object positions given by the object detector. Data association of
objects between frames is handled by the Hungarian algorithm [53]. Old tracks are deleted
if they are not associated with any detected objects for a pre-defined number of frames.
DeepSORT algorithm improves SORT by adding appearance information to handle long
term occlusion and reduce identity switch [46] . The algorithm uses Mahalanobis distance
to capture object motion information for short term association and cosine distance on
appearance information for long term association. The appearance information is obtained
by the CNN feature vector learned in a pedestrian re-ID task. Similar to SORT, a pre-
defined threshold timing value is used to delete old tracks. New track hypotheses are created
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for detected objects that cannot be assigned to an existing track. New tracks that have
assignments for more than three frames will be formally added to the tracker.
DeepSORT is claimed to handle long term occlusion better and have less identity switch
compared with SORT. However, we do not observe a big difference in terms of detection
performance. As far as detection speed, since DeepSORT is using CNN feature vectors,
it is much slower than SORT which only uses bbox coordinates and sizes for tracking.
DeepSORT also has much heavier GPU memory footprint. Therefore, for our online, real-
time, and embedded autonomous driving application, YOLOv3 and SORT turn out to have
the best performance. We implement SORT algorithm as an add-on module to the detection
network. Due to the limited GPU global memory on our vehicle, we put the entire tracker
in CPU memory. We implement the communication interface between the tracker and other
modules using ROS [41].
3.3 BASELINE MODELS
In this section, we introduce two state-of-the-art detection and tracking models for com-
parison.
3.3.1 Deep Affinity Network
Deep Affinity Network (DAN) is a multi-object tracking algorithm that jointly models
the object appearance and frame affinities in an end-to-end fashion [16]. The algorithm
takes a pair of RGB video frames and the pre-detected object center coordinates in each
frame as input and outputs the corresponding data association. The two video frames are
not necessarily consecutive. As shown in Figure 3.1, DAN model consists of two parts:
feature extractor and affinity estimator. The feature extractor uses 2 VGG-like convolution
streams to encode the bbox image regions of two frames as CNN feature vectors. The affinity
estimator takes those CNN feature vectors and computes an affinity matrix that represents
object association through comprehensive permutations of feature vectors and a series of
compression layers. Finally, DAN utilizes the Hungarian algorithm [54] to compute the
association matrix out of the affinity matrix.
3.3.2 Joint Detection and Embedding Model
Joint Detection and Embedding (JDE) model performs object detection and detected
object embedding learning in an end-to-end fashion [17]. It uses Feature Pyramid Network
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Figure 3.1: DAN model figure from the original paper [16]. The model consists of a feature
extractor and an affinity estimator. The feature extractor encodes a pair of RGB video
frames as CNN features. The affinity estimator takes the CNN features and computes the
predicted object association matrix.
(FPN) [34] as the backbone object detector and adds prediction heads upon fuse feature
maps at multiple FPN scales. The overall network architecture is provided in Figure 3.2
part (a) and the prediction head module is shown in part (b). The loss function consists
of the classification loss and bbox regression loss for accurate object detection as well as a
cross entropy loss to bring embedding of the same objects closer while embedding of distinct
objects further apart. JDE utilizes the Hungarian algorithm to match embedding in current
frame with embedding of the previous tracklets and Kalman filter to smooth trajectories
and refined bbox coordinates. Similar to SORT and DAN, JDE defines a timing threshold
beyond which a track will be reported as lost.
In this chapter, we introduced the unique combination of the YOLOv3 detector and the
SORT tracker, which proves to have the best precision-speed trade-off for our autonomous
vehicle. Now we move on to the detection and tracking experiments presented in Chapter 4.
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Figure 3.2: JDE model figure from the original paper [17]. JDE model (a) consists of a
FPN object detector and multiple prediction heads. The prediction head (b) is learned
by optimizing object detection classification loss, object detection bbox regression loss and
detected object embedding loss.
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CHAPTER 4: DETECTION AND TRACKING EXPERIMENTS
To demonstrate the robustness of our joint detection and tracking algorithm, we evaluate
our algorithm on a public dataset and a real autonomous driving vehicle in this chapter.
We also compare the performance of our algorithm with two other state-of-the-art detection
and tracking models.
4.1 MULTIPLE OBJECT TRACKING DATASET
We would like to mention a few datasets and benchmarks related to MOT. UA-DETRAC
dataset contains videos of vehicles in the real-world conditions [55]. MOT provides a variety
of real-world videos for pedestrian tracking [56]. KITTI is a object detection and tracking
dataset for autonomous driving [12]. Argoverse dataset is recently introduced for multi-
object tracking and motion prediction for autonomous vehicles [11].
Both baseline models, ADN and JDE, are designed for the task of pedestrian detection
and tracking. To have a fair comparison, we decided to use the Multiple Object Tracking
2017 (MOT17) benchmark for our experiments [56]. MOT benchmarks were launched with
the goal of collecting existing and new data and creating a framework for the standardized
evaluation of multiple object tracking methods. MOT17 contains the same set of sequences
(frames) as MOT16, but with a new, more accurate ground truth. We evaluate our model
as well as the other two baseline models on the MOT17 test set.
4.2 MOT17 RESULTS AND DISCUSSION
The first test scene is from mot17-test-03. The RGB video was recorded from an elevated
viewpoint on a pedestrian street at night. According to Figure 4.1 part (a), our joint
detection and tracking model is able to detect the five pedestrians correctly and assign each
individual a unique tracking ID despite the challenges in night view. Particularly, it is able to
distinguish between two similar-looking men in black suits in the middle of the image. JDE
model, as shown in part (b), mistakenly detects two men in black suits as one single person,
assigning just one bbox with slightly off coordinates. DAN, on the other hand, assigns
redundant bboxes on the two men in black suits, one for each individual and a large bbox
that contains both people. As a consequence, both JDE and DAN have identity switches
due to the detection errors.
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(a) Our model is able to distinguish two men in
black suits in the middle of the image.
(b) JDE detects two men in black suits as one
single person.
(c) DAN assigns redundant bboxes on the two
men in black suits.
Figure 4.1: MOT17-test-03 Results.
The second test scene is from mot17-test-07. The video was recorded at eye level by a
moving camera on a busy pedestrian street. According to Figure 4.2 part (a), our joint
detection and tracking model is able to assign accurate bboxes to all five pedestrians at
the front as well as most pedestrians far away. It is able to accurately track all individuals
and assign them unique tracking IDs. JDE model, as shown in part (b), performs better
at identifying a few far pedestrians under occlusion. However, the bbox coordinates for
the women in white shirt with a baby stroller are slightly off. DAN, according to part (c),
performs the worst among the three models in this scene. It assigns redundant bboxes on
the women in white shirt and misses the boy in purple shirt. It also mistakenly assigns an
empty bbox between two woman pedestrians on the left of the image with a tracking ID of
61. The tracking performances of our model and JDE model are quite similar, both better
than the DAN model.
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(a) Our model assigns accurate bboxes to all five
pedestrians at the front as well as most pedestri-
ans far away.
(b) JDE is able to detect a few distant pedestrians
under occlusion.
(c) DAN assigns redundant bboxes on the women
in white shirt with a baby stroller and misses
the boy in purple shirt. It mistakenly assigns an
empty bbox between two women on the left.
Figure 4.2: MOT17-test-07 Results
The next test scene is from mot17-test-08. The video was recorded by a stationary camera
on a crowded pedestrian street. According to Figure 4.3, all three models suffer from identity
switch for the women in blond hair between two pedestrian on the right. Our model and
JDE model are still able to detect the occluded woman, while DAN fails to detect both
the occluded woman and the woman at the front. Our model gives more accurate bbox
coordinates for pedestrians at the front while JDE is better at capturing pedestrians faraway.
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(a) Our model has identity switch for the women
on the right with blonde hair. The identity switch
happens when she is occluded by the two pedes-
trians at the front.
(b) JDE has identity switch for the women on the
right with blonde hair. The identity switch hap-
pens when she is occluded by the two pedestrians
at the front.
(c) DAN has identity switch for the women on the
right with blonde hair. The identity switch hap-
pens when she is occluded by the two pedestrians
at the front. The model also misses the women at
the front to the right of the image.
Figure 4.3: MOT17-test-08 Results
The last test scene is from mot17-test-14. The video was recorded from a bus on a busy
intersection. According to Figure 4.4 part (a), our joint detection and tracking model is able
to assign accurate bboxes to most pedestrians, including some distant pedestrians on the
right of the image. However, it loses track of two distant pedestrians walking the in middle
of the road. JDE model, as shown in part (b), performs better at identifying a few far away
pedestrians. It is also able to detect the two pedestrians walking in the middle of the road.
Therefore, it performs the best in this scene. DAN, as shown in part (c), fails to detect
many walking pedestrians at multiple places and distances.
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(a) Our model loses track of two pedestrians walk-
ing in the middle of the road. It can detect and
track most pedestrians, including some distant
ones to the right of the image.
(b) JDE is able to track the two pedestrians walk-
ing in the middle of the road. It also detects and
tracks more pedestrians far away.
(c) DAN loses track of two pedestrians walking
in the middle of the road. It also fails to detect
many walking pedestrians at multiple places and
distances.
Figure 4.4: MOT17-test-14 Results
In conclusion, our joint detection and tracking model is efficient and accurate. It has the
best detection performance among the three algorithms, especially for object at the front
of the image. It performs slightly sub-optimal on distant objects compared with the JDE
model. As for tracking, our model is good at capturing all tracks in the video, while DAN
is more aggressive at killing existing tracks. JDE is better at preventing identity switch for
occluded objects. As for the detection speed, our joint detection and tracking model can
reach about 15 frames per second (fps), while JDE is around 6-7 fps and DAN is around 2-3
fps. Therefore, our algorithm is better suited for real-time inference.
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Figure 4.5: Our autonomous driving test vehicle.
4.3 REAL-WORLD TEST VEHICLE
In order to evaluate the performance of our joint detection and tracking model in the
real-world, we implement our model on an autonomous driving test vehicle equipped with:
Mako G-319C RGB camera, Velodyne VLP-16 LiDAR, Delphi ESR 2.5 Radar, GPS, and
IMU. It also contains an on-board PC with 6th Generation Intel Core i7-6700 quad-core,
2.4 GHz CPU and NVIDIA GeForce GTX 1050 GPU (2GB GDDR5). An image of our
test vehicle is provided in Figure 4.5. We test our model on a random route around the
engineering campus of UIUC. The video was recorded on a rainy day, with relatively dark
illumination. The route contains construction sites as well as some unclear lane markings.
4.4 PUBLIC ROAD TEST RESULTS AND DISCUSSION
The first scene in our public road test is a crowded intersection with pedestrians and
vehicles. According to Figure 4.6, our joint detection and tracking model is able to correctly
detect both vehicles and pedestrians on the road. In the image, light blue bboxes are used
for pedestrians, red bboxes for sedans and dark blue bboxes for trucks. The model predicts
the class label and assigns a unique tracking ID for each agent. It also estimate the x and
y coordinates of each agent displayed at the top left corner of each bbox. y coordinates
represents the depth of the agent. A negative x coordinate value denotes objects to the
left of the ego-vehicle and a positive value denotes object to the right. For example, the
coordinates of the white car in the middle of Figure 4.6 is estimated to be (−0.15m, 2.28m).
This means that the white car is 0.15m with respect to the center line of the ego-vehicle and
2.28m far way.
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Figure 4.6: Public road test on a rainy day at an intersection on UIUC campus. Light blue
bboxes are used for pedestrians, red bboxes for sedans and dark blue bboxes for trucks.
The second scene is a public street on UIUC campus. As shown in Figure 4.7, the model
is able to detect the pedestrian on the left of the image with reasonable distance estimation
despite dark illumination. The model can also precisely detect and track overlapped, parked
vehicles on the right side of the street.
Figure 4.7: Public road test on a rainy day on UIUC campus. Light blue bboxes denote
pedestrians and red bboxes denote sedans.
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Compared with a well polished dataset, public road test has larger variation on weather,
road condition, lane marking and vehicle types. Despite these challenges, our model is able
to reliably detect and track agents of interest on the road. It is also faster compared with
two other baseline models, making it a better candidate for real-time inference.
4.5 FULL AUTONOMOUS DRIVING SYSTEM
We would like to give an overview of our full autonomous driving system [57] and the role
our detection and tracking model plays in the entire system. According to Figure 4.8, white
boxes denote vehicle hardware, light gray boxes denote environment perception modules, and
dark gray boxes denote reachability and safety analysis. Our joint detection and tracking
model, represented by the “Pedestrian Detect. & Localization” block, detects the vehicles
and pedestrians on road, tracks their trajectories, and estimates the location of each road
agent. The predicted trajectories and positions are used to predict the intent of each road
agent. The detected road agent types, trajectories, positions, intent, and the current vehicle


























Figure 4.8: Overview of our autonomous driving system.
In conclusion, our joint detection and tracking algorithm is robust and reliable. It not
only performs well on research datasets, but also on public roads. The algorithm plays an
important role in the entire autonomous driving system.
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CHAPTER 5: EGO-VEHICLE BEHAVIOR PREDICTION
Object detection and tracking provide spatial and motion information of surrounding
agents to the autonomous vehicle. To develop human-like understanding of road agents,
it is also important to understand the vehicle behaviors at a high level. In this chapter,
we explore the problem of vehicle behavior prediction. We first discuss some related work
in Section 5.1 and our problem formulation in Section 5.2. We then introduce our Fusion
Seq2Seq model in Section 5.3, followed by the Three-branch Seq2Seq in Section 5.4 and the
FaF-style baseline model in Section 5.5.
5.1 RELATED WORK
Depending on how driving behavior is defined, existing work can be characterized into two
main categories: a regression problem where steering angle and vehicle speed are predicted
and a classification problem where discrete action labels are predicted.
Driver behavior prediction as a regression problem: HG-DAgger [58] learns driving
policy using a variant of the DAgger [59] algorithm. It also learns a safety threshold for a
model-uncertainty-based risk metric that can be used to predict the performance of the fully
trained novice in different regions of the state space. Chen et al. use an LSTM model to
predict the steering angle and speed [23]. Kim et al. design a CNN to predict steering
angle from input RGB images in an end-to-end fashion [24]. Similarly, Amini et al. use
a combination of CNN and Gaussian Mixture Model (GMM) to perform steering angle
prediction and rough vehicle pose localization [25].
Driver behavior prediction as a classification problem: In the Berkeley Driving
Dataset (BDD) paper, an FCN-LSTM model is used to predict {Left Turn, Right Turn,
Forward and Reverse} [60]. In the Honda Driving Dataset (HDD), driving behavior is
categorize as more than twenty discrete actions that capture orientation, driver stimulus,
cause and attention [13]. The model takes both CNN feature of RGB image and vehicle
CAN signals as input and predict the action labels. In DeepSignals, a similar task called
turn signal classification is studied [61].
5.2 PROBLEM FORMULATION
We formulate ego-vehicle behavior prediction as a sequence generation problem. The
model takes raw sensor data, such as RGB camera video frame, Light Detection and Ranging
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Figure 5.1: A sample sequence of input and output with n = 5. Here we only show RGB
video frames as input data for illustration purpose. However, input data is not limited to
RGB video frames.
(LiDAR) point cloud and High Definition (HD) map, from the ego-vehicle over the last m
frames and predicts high-level driver behaviors n frames into the future. Driver behavior
at each future time step is defined as one of {Left Turn, Right Turn, Left Lane Change,
Right Lane Change, Straight}. The expectation is to let the model observe the surrounding
environment through raw sensor data and predict the ego-vehicle action labels. A sample
sequence of input and output with n = 5 is given is Figure 5.1.
5.3 FUSION SEQ2SEQ MODEL
The Fusion Seq2Seq encoder takes raw sensor data from the previous m time steps and
generates compact intermediate embedding vectors. Figure 5.2 illustrates the model archi-
tecture for m = 3. At each encoding time step, RGB video frame (3 channels), LiDAR Bird’s
Eye View (BEV) image (1 channel), and HD map (3 channels) are concatenated along the
channel dimension to form a 7-channel image tensor. The image tensor is then fed into a CNN
module to generate compact scene encoding. We experiment with different choices of CNN
modules, including ResNet{18, 34, 50, 101, 152} [38] as well as DenseNet{121, 169} [62].
We find out that ResNet50 gives the best performance-speed trade-off. The CNN-encoded

















Figure 5.2: Fusion Seq2Seq Encoder. Raw sensor data is concatenated along the channel
dimension and encoded by a CNN before fed to a Seq2Seq model with attention.
state and a cell state at each time step. At the end of the encoder, the last hidden state
is taken as the context vector. However, squeezing all historical information into a single
context vector is not ideal. Therefore, an attention vector is learned to compute a weighted
sum of all previous hidden states.
Figure 5.3: Fusion Seq2Seq Decoder. The decoder takes context vector, action label from
the previous decoding time step, and all encoder hidden layers weighted by the attention
vector and outputs action label for the current time step. The same decoding process is
repeated for each decoding time step.
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The Fusion Seq2Seq encoder predicts high-level ego-vehicle action labels n frames into the
future. At each decoding time step, context vector, action label from the previous decoding
time step, and all encoder hidden layers weighted by the attention vector are fed into the
GRU. The final linear projection vector takes the GRU output and predicts the most likely
action label. A detailed decoder architecture is provided in Figure 5.3.
5.4 THREE-BRANCH MODEL VARIANT
We also design a three-branch variant of our Fusion Seq2Seq model, called Three-branch
Seq2Seq, as illustrated in Figure 5.4. Instead of directly concatenating the RGB, LiDAR and
HD map images, we pass each image into the CNN module to get a CNN feature vector. We
then concatenate the three 1D feature vectors and further compress the vector dimension


















Figure 5.4: Three-branch Seq2Seq model. Instead of directly concatenating the raw sensor
images, we pass each image into the CNN module and concatenate the resulting CNN feature
vectors. The rest of the encoder and decoder stays the same as the original Fusion Seq2Seq.
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5.5 FAF-STYLE BASELINE MODEL
The Fast and Furious (FaF) style baseline model, as shown in Figure 5.5, uses 3D convo-
lution to process temporal information instead of recurrent network [14]. Similar to Fusion
Seq2Seq model, raw input data is concatenated to form a 7-channel image tensor. A se-
quences of such tensors is process by a series of 2D and 3D convolution layers until the
temporal dimension is reduced to 1. This architecture is inspired by the “late fusion” intro-
duced in the original paper [14]. In contrast with the original FaF model which is designed
for object detection and tracking, our FaF-style baseline is designed for behavior prediction.
After compressing the 4D tensor into a compact 3D CNN tensor, we pass the 3D tensor
through a few CNN to further compress the feature tensor until it becomes an image of n
channels, where n is the number of future time steps we would like to predict. The final
feature tensor is passed to a five-branch prediction head that outputs the class probability
for each action label.
In this chapter, we introduced our Fusion Seq2Seq models and two other baseline mod-
els for high-level road agent understanding. We now move on to the behavior prediction


























Figure 5.5: FaF-style baseline model [14]. We pass sequences of input data through a series
of 3D and 2D convolution layers to gradually reduce the temporal dimension of the feature
tensor to one. A five-branch prediction head takes the feature tensor and predicts the
probability for each action label.
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CHAPTER 6: BEHAVIOR PREDICTION EXPERIMENTS
To verify the reliability of our behavior prediction model, we conduct experiments on a
public dataset in this chapter. We also compare the results of our model with two other
baseline models.
6.1 BEHAVIOR PREDICTION DATASET
At the time of our experiments, there were very few driver behavior prediction datasets
with high-level vehicle actions. The closest dataset was the Honda Driving Dataset (HDD) [13].
HDD classifies driver behavior into more than twenty discrete actions that capture orien-
tation, driver stimulus, cause and attention. However, the driver behavior ground truth
labels were not synchronized with any of the input sensor data, making temporal analysis
difficult. Therefore, we pick the Argoverse 3D tracking dataset [11] to evaluate our behavior
(a) Data collection vehicle (b) Sample RGB video frame.
(c) Sample LiDAR BEV. (d) Sample HD map.
Figure 6.1: Argoverse dataset data collection vehicle and sample input data [11].
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prediction models, since it is the closest to our desired setup. The dataset consists of real
world driving data collected by Argo AI’s self-driving test vehicles in Miami and Pittsburgh.
The data covers different seasons, weather conditions, and times of day to provide a broad
range of real-world driving scenarios. An image of the data collection vehicle and sample
input data is given in Figure 6.1. The raw sensor data includes:
• RGB video frames (1920 x 1200 x 3) at 30 Hz (part (b))
• LiDAR point cloud at 10 Hz (part (c))
• HD map with drivable area and lane polygons (part (d))
• Vehicle position and pose information from GPS-based and sensor-based localization
6.2 DATA PRE-PROCESSING AND GROUND TRUTH LABEL
One of our objectives is to enable the network to learn directly from raw sensor data.
Therefore, we apply minimal data pre-processing. We resize the RGB video frames from
(1200 x 1920 x 3) to (150 x 240 x 3) to reduce the computational complexity. We convert
the LiDAR point cloud from city coordinates to ego-vehicle coordinates and project the
3D point cloud as 2D Bird’s Eye View (BEV). Ground LiDAR points are removed, but
non-drivable area points are kept, since those non-drivable area points give street layout
information. Following the same practice as [14, 64], we parse HD map as a three-channel
image, using one channel for each of: drivable area, lane polygons, and current vehicle
position. Finally, we align map orientation with the ego-vehicle heading direction at each
time step using GPS rotation vector such that it aligns with the camera and LiDAR images.
Even though equipped with raw data from multiple sensors, the Argoverse dataset does not
have the ground truth action labels we need to train the network. To generate ground truth
label, we first implement a heuristic algorithm to automatically generate action labels using
GPS rotation vector, acceleration and vehicle velocity. However, after visual inspection,
we find out that the automatically generated action labels are noisy and of poor quality.
Therefore, we end up manually label each frame in the dataset.
We divide the entire dataset of 113 video clips into a training dataset of 65 clips, a
validation dataset of 24 clips and a test dataset of 24 clips. We use input and output length
of 10 time steps and a stride of 1 when sampling the video clips. We train and valid the
model for 80 epochs before it is tested on the test set. We use Adam [65] and Stochastic
Gradient Descent (SGD) as the training optimizers.
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Table 6.1: Fusion Seq2Seq test results
Precision Recall F1-score Support
Left Turn 89.69% 89.69% 89.69% 1600
Right Turn 91.62% 89.14% 90.36% 2025
Left Lane Change 82.26% 100.00% 90.27% 255
Right Lane Change 90.85% 92.14% 91.49% 700
Straight 98.82% 98.79% 98.81% 32750




































0.9 0 0 0 0.1
0 0.89 0 0 0.11
0 0 1 0 0
0 0 0.079 0.92 0







Figure 6.2: Fusion Seq2Seq confusion matrix.
6.3 RESULTS AND DISCUSSION
We first discuss the performance of our Fusion Seq2Seq model. According to Table 6.1,
Fusion Seq2Seq is balanced on the precision-recall trade-off, reaching an overall f1-score
of 97.76%. In terms of the per-class performance, Fusion Seq2Seq performs the best on
“Straight,” relatively well on “Left Turn,” “Right Turn,” and “Right Lane Change,” and
not so well on “Left Lane Change.” This observation is due to the strong class imbalance.
The dataset contains many more samples in “Straight” than all the other classes. We have
the least amount of “Left Lane Change” in the dataset, which explains the model’s poor
performance on this category. We try to resolve this problem by weighting loss function, up-
sampling and down-sampling the class labels. However, due to the strong class imbalance,
none of these techniques have noticeable effects.
We also provide the confusion matrix for our Fusion Seq2Seq model in Figure 6.2. In-
tuitively, entries on the diagonal axis are consistent with the recall values for each class.
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Table 6.2: Three-branch Seq2Seq test results
Precision Recall F1-score Support
Left Turn 88.79% 87.89% 88.34% 1600
Right Turn 90.34% 88.71% 89.53% 2025
Left Lane Change 81.13% 98.22% 89.68% 255
Right Lane Change 89.45% 91.54% 90.50% 700
Straight 98.80% 97.64% 98.22% 32750
Average / Total 97.62% 96.63% 97.12% 37330
Figure 6.3: Three-branch Seq2Seq confusion matrix.
“Left Turn” and “Right Turn” are occasionally recognized as “Straight.” “Straight” is also
occasionally recognized as “Right Lane Change.” After some visual inspection, these failure
cases often correspond to the transitions between “Straight” and other classes in the video
clips.
According to Table 6.2 and Figure 6.3, the test performance of the Three-branch Seq2Seq
is very similar to that of Fusion Seq2Seq, although slightly worse. Visual inspection confirms
this observation. However, the running speed of the three-branch variant is much slower and
the memory footprint is much heavier, due to three branches of CNN modules at each input
time step.
We move on to discuss the test performance of the FaF-style baseline model. According
to Table 6.3, the overall precision, recall and f1-score are nearly 9% lower than those of
Fusion Seq2Seq model. The impact of class imbalance has more server effect on its test
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Table 6.3: FaF-style baseline test results
Precision Recall F1-score Support
Left Turn 85.96% 27.94% 42.17% 1600
Right Turn 57.92% 73.33% 64.72% 2025
Left Lane Change 0.00% 0.00% 0.00% 255
Right Lane Change 3.19% 0.86% 1.35% 700
Straight 93.68% 97.30% 95.46% 32750
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Figure 6.4: FaF-style baseline confusion matrix.
results. The performance on “Straight” and “Left Turn” is lower compared with Fusion
Seq2Seq. The performance on “Left Lane Change,” “Right Lane Change,” and “Right
Turn” is significantly lower. These results indicate that the FaF-style model has a hard
time modeling sequential trajectories. The recall and f1-score for each class are lower than
precision, indicating poor performance in identifying and retrieving the truth positives of
each class. As for the confusion matrix as shown in Figure 6.4, the model confuses “Straight”
with all other classes. Specifically, “Left Lane Change” and “Right Lane Change” are often
recognized as “Straight” and almost never retrieved. This is probably due to the fact that













Fusion Seq2Seq Three-branch FaF
Figure 6.5: Behavior prediction F1-score by class.
We also compare the F1-score performances of three models in Figure 6.5. Consistent with
our previous analysis, Fuaion Seq2Seq and Three-branch have very similar performance in
all five classes. All three model perform well in the class “Straight.” The F1-scores of FaF
baseline on “Right Turn” and “Left Turn” are about 25% lower and 50% lower than those
of the other two models. FaF’s performance on “Left and Right Lane Change” is close
to 0. These results indicate that Fusion Seq2Seq and Three-branch Seq2Seq combat class
imbalance much better than the FaF baseline.














Figure 6.6: Behavior prediction performance for different prediction length.
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To investigate the impact of prediction length on the model performance, we have com-
puted the average accuracy and F1-score at different prediction length from 1 to 10 time
steps. According to Figure 6.6, both overall accuracy and f1-score drop as the predicted
time increases, since there is more uncertainty in the future. We also notice the drop rate
in accuracy and f1-score increase slightly from 5s to 10s than from 1s to 5s.
Our Fusion Seq2Seq model gives the best performance on the task of ego-vehicle behavior
prediction. Compared with FaF-style baseline model, it has much higher accuracy and
robustness due to the sequential learning capability of recurrent networks. Compared with
the Three-branch Seq2Seq model, it is much faster and more memory efficient.
We would also like to acknowledge a few limitations of our experiments. The Argoverse
dataset is originally designed for 2D, 3D object detection tasks, not suitable for vehicle
behavior prediction. The sample video clips lack diversity. Most data samples are going
“Straight” for the entire video clip, which results in strong class imbalance. The strong
class imbalance may make our results look over-optimistic, since “Straight” is the dominant
class category. The dataset is relatively small in size. The input and output to our models
are video clips of length 20-40 frames, which makes the dataset even too small for behavior
pattern learning and prediction.
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CHAPTER 7: CONCLUSIONS
Object detection, object tracking and ego-vehicle behavior prediction are three fundamen-
tal problems towards human-level road agent understanding. In this thesis, we introduce
our joint object detection and tracking model in Chapter 2 and Chapter 3. We conduct
experiments and compare our model with two state-of-the-art joint detection and tracking
models in Chapter 4. Our model performs the best in vehicles and pedestrian detection.
As for object tracking, our model performs better for objects at the front of the image,
while less ideal for far away objects. Our model is also able to estimate the positions of
detected objects. Future directions include: improving the detection performance under
occlusion, improving tracking performance for far away objects and long time horizon, im-
proving detected objects localization accuracy and combining inputs from multiple sensors
on the vehicle for better results in the above tasks. More importantly, through real-world
public road test, we demonstrate that models trained on research datasets face many chal-
lenges in the real-world, such as dark illumination, large vehicle and pedestrian variance,
bad weather, poor road conditions and lane marking, etc.
To achieve truly intelligent autonomous driving, it is also essential to have high-level
understanding of road agents. Therefore, we further explore the problem of vehicle behavior
prediction. We introduce our Fusion Seq2Seq model in Chapter 5. We conduct experiments
in Chapter 6 and show that our model perform the best compared with FaF-style baseline
model and the Three-branch Seq2Seq. Despite the good results, we point out the limitation
of our results on a small, manually labeled dataset. Driver behavior prediction is a relatively
new research direction in the community. We believe large, well-labeled datasets designed
specifically for this task can significantly improve the state-of-the-art in behavior prediction.
Another future direction is to design more robust time series model to process and predict
driver behaviors.
Autonomous driving is a rising and promising research field that will fundamentally change
people’s lives. We are fortunate to work on three core problems and contribute our effort
towards human-level road agents understanding. We will continue to work with other re-
searchers in the field to bring intelligent autonomy into reality.
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