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Abstract- Proposed method combines numerical differentiation 
and genetic algorithm. Fast computation of accurate results is done 
using only simple numerical operations, what may be regarded as 
a considerable advantage. Proposed method computes signal 
parameters effectively, even for very high noise levels. Proposed 
method is numerically stabile, because it utilizes multiplication, 
addition and generation of random numbers. 
 
I. INTRODUCTION 
The real non-stationary signals make the analysis difficult. 
In order to estimate the parameters, the method of solving 
sets of differential equations and genetic algorithm has been 
used. Genetic algorithms belong to a wide class of optimization 
methods, which imitate processes taking place in nature. They 
are numerical procedures that utilize random choices in a highly 
directed search of the optimal solution. The proposed method is 
durable and effective.  
 
II. GENETIC ALGORITHM  
   Biological concepts are utilized in the genetic algorithm. The 
population members, the chromosomes, represent potential 
solutions to a problem. The chromosomes are represented as 
binary sequences. Individual elements of the chromosomes are 
referred to as genes. 
   The process of the result evolution corresponds to a search in 
the selected solution space. Such a search requires a 
compromise between two objectives. On one hand, the potential 
solution space should be searched thoroughly. On the other 
hand, it makes sense to utilize already obtained solutions. 
Genetic algorithm provide a reasonable compromise between 
the wide search of the solution space and the use of earlier 
obtained results. The algorithms relay on multidirectional 
exploration of the solution space through a transformation of 
the potential solution population. In each consecutive 
population, only the best fitted members, e.g. sufficiently 
acceptable solutions, are reproduced while the remaining 
members are eliminated from the further transformations. A 
target function is used as a criterion for evaluation of the 
population members. In each consecutive population, there are 
always chromosomes, which satisfy better the evaluation 
criterion than others. 
Implementation of genetic algorithms for identification of the 
function parameters does not introduce any limitations on the 
function form or the number of estimated parameters 
  
   As a fitness function the best approximation of analyzed 
curve is used. That approximation is obtained after solving the 
set of differential equations. Runge-Kutta integration method is 
used due to its numerical simplicity. The genetic algorithm 
seeks adequate coefficients of the differential equation.  
Those coefficients were properly coded and processed with the 
genetic algorithm. In order to estimate the parameters for the 
measurement signal the minimum of the approximation error 
has been selected as the adaptation criterion 
 
   The implementation of the GA method begins with the 
construction of the initial population representing the first 
approximation of the solution. Genes of this generation are 
selected randomly. Usually, this first approximation is not a 
good solution. 
   For the fitness function is used to evaluate each member of 
the population. To each member, a value calculated from the 
adaptation function is assigned. New members are reproduced 
in successive generations. The reproduction is usually 
consistent with rules of roulette. A segment of the roulette 
wheel corresponds to each member of the population. The size 
of the segment is proportional to the value of the evaluation 
function. Members with the larger segments of the roulette 
wheel have better chances to create a new generation [1]. For 
each randomly selected member, an exact replica (offspring) is 
formed and after genetic operation is included in the next 
generation. One may note that for members with high value of 
the adaptation function, there is much higher probability of 
having several identical descendants than in the case of 
members with a small value of the adaptation function. 
Application of the genetic operators constitutes the next step of 
genetic algorithms. Members of the new generation undergo 
modifications through the crossovers and mutations. Crossover 
leads to a combination of the parental traits in chromosomes of 
two descendants. Genotype fragments are exchanged between 
the two members. With an initially assumed crossover 
probability, both a pair of members and the crossover points 
are selected randomly.  
 
 
Fig. 1. Diagram of the crossover operation  
 
In a mutation process, genes may change their values. For each 
gene of every members of the new generation, a random 
decision with a given probability is made. If the mutation is to 
take place, the value of the bit is changed.  
 
 
Fig. 2. Diagram of the mutation operation 
 
III. RESULTS OF ESTIMATION 
The Algorithms for Optimization Toolbox (GAOT) [3] 
library of the Matlab software was used for the calculations. 
The library contains subroutines for defining and selecting the 
method parameters, such as the evaluation function, 
determination of the boundary conditions for the estimated 
parameters, specification of the population size, settings for the 
closing condition, and criteria for the selection, mutation and 
crossover operations.  
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tilize the GA method effectively, it is imperative 
to establish the range for the variation of the estimated 
parameter values (search range). 
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In order to estimate the parameters, the genetic algorithm has 
been used for measurement data. It was assumed in the 
calculations presented in this work
The obtained values may be used as the parameters in the 
evaluation function. 
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Fig 4. Measurement signal with and without noise and the 
approximation.  Number of signal samples N=100, 
noise variance=10 
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accepted as a useful tool for identification of non-stationary 
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curacy of the final results was improved throug
 value of the param
The plots of the obtained estimations are shown in Fig. 3 
and Fig. 4 
IV. CONCLUSIONS 
Genetic algorithm and numerical differentiation may be 
successful implemen
uires initial analytical investigations leading to 
determination of a reasonable search range.
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