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1. INTRODUCTION 
For policy makers and interest groups it is important to know what the 
effects are of agricultural policy changes on Dutch agribusiness and economy 
as a whole. The effects could be on inter-industry transactions, factor 
demand (e.g. employment), income, and trade. Agribusiness will be defined 
and discussed in part two of this thesis, here it is sufficient to describe it as 
agriculture and those industries that have important economic links with 
agriculture. 
So far research has concentrated on the effects of policy changes on 
agriculture and parts of the agricultural industries and not on agribusiness as 
a whole (Hertel, 1990). This approach is satisfactory for many research 
questions, especially if changes are small and if interest is focused on effects 
for a specific industry. However, for large changes and if attention is 
focused on all agribusiness, this approach is inadequate, because of the 
interdependence of industries in agribusiness and the interdependence of 
agribusiness and the economy as a whole. 
Therefore, there is a need for methods that could be used to describe and 
analyse agribusiness and the whole economy or major parts of it. These 
methods should be flexible, to cope with the diversity of policy changes and 
research questions. Usually, input-output analysis (see for example Oskam 
and Smit, 1975; Harthoorn and Wossink, 1987) or partial equilibrium 
analysis are used. The first method requires restrictive assumptions (see 
Chenery and Clark, 1959; Harthoorn, 1988). The second method produces 
by definition only a partial analysis of agribusiness. In this thesis I will use 
applied general equilibrium (AGE) analysis to research the effects of 
agricultural policy changes on inter-industry transactions, income, factor 
demand (e.g. employment), and exports and imports in Dutch agribusiness. 
AGE analysis relaxes the assumptions of fixed input-output coefficients, 
perfectly elastic factor supply, and exogenous final demand made in input-
output analysis. In this sense, input-output analysis is a special case of AGE 
analysis (Hertel, 1990). Shoven and Whalley (1984 and 1992), Robinson 
(1989) and Gunning and Keyzer (1993) review the literature on AGE (or 
computable general equilibrium) models. Shoven and Whalley (1984 and 
1992) give a general overview and highlight the literature on AGE tax 
models and AGE models of international trade. Robinson (1989) also gives a 
general overview and reviews more specifically the literature on AGE 
models for developing countries. Gunning and Keyzer (1993) provide a 
classification of existing and potential applications which is explicitly related 
to the theoretical literature. They focus on money, dynamic aspects, external 
effects and imperfect competition. These reviews also discuss the 
construction of AGE models (see also Dervis et al., 1982; Dixon et al., 
1992). Borges (1986) gives a brief survey and bibliography and discusses the 
usefulness of AGE models for policy analysis (see also Gunning and Keyzer, 
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1993). Hertel (1991) reviews the literature on AGE analysis of agricultural 
policies. 
The only applied general equilibrium (AGE) model for agriculture in the 
Netherlands, the EC AM model (see Merbis, 1989), can deal with product 
flows and price and income formation within Dutch agriculture but not 
within Dutch agribusiness. Zeelenberg et al. (1991) developed an AGE 
model for the Netherlands in which agribusiness is divided into several 
industries. However, agriculture, as part of agribusiness, is not partitioned. 
In general only a few AGE models have been constructed for agriculture or 
agribusiness (Hertel, 1991). Important examples are: the ORANI model for 
the Australian economy (Dixon et al., 1982) and more specifically for 
agribusiness, AGE models by Munk (1985) for the EC; Boyle and O'Neill 
(1990) for Irish agriculture; Hertel and Tsigas (1991) for supply control in 
US agriculture; the WALRAS model for trade liberalization of agricultural 
products developed by Burniaux et al., (1990) and models developed by 
Robinson et al., (1990) and Kilkenny (1991) for US agriculture. I will 
discuss relevant aspects of the literature on AGE analysis in chapters 4 to 12 
where the AGE model used is constructed. 
Purpose 
The purpose of the research discussed in this thesis was to develop a basic 
static applied general equilibrium model with which it is possible to analyse 
the effects of agricultural policy changes on Dutch agribusiness. In particular 
the effects on inter-industry transactions, factor demand, income, and trade 
are of interest. 
The model developed is fairly general and could be used to analyse a 
great variety of agricultural policy changes. However, generality requires 
that the model should be adapted and extended for special research 
questions. This is shown in chapters 13 to 15 where I used the model to 
examine the impacts of the milk quota system and a reduction in livestock 
production in the Netherlands for environmental purposes. 
The policy simulations performed serve in the first place as an illustration 
of the AGE model, in the second place they function as a source of 
information for policy makers and interest groups. 
Simplifying assumptions are inevitable if a fairly general AGE model that is 
capable of describing and analysing the inter-dependencies in Dutch 
agribusiness is developed. These assumptions will be examined in the 
chapters where the Dutch agribusiness (part II of the thesis), the AGE model 
(part III of the thesis) and the simulations (part TV of the thesis) are 
discussed. The basic AGE model is for example static rather than dynamic 
(this choice is usually made in AGE models, see for example chapter 9). I 
also assumed that all markets in the economy are competitive (this 
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assumption is also common in AGE models, see e.g. chapters 4 and 5) and 
that the demand for Dutch products by the rest of the world is perfectly 
elastic (this is the small country assumption, see chapter 10). 
Although the AGE model developed is fairly general it has some 
distinctive features: capital, land and labour are imperfectly mobile between 
industries instead of being completely immobile or completely mobile 
between industries (see also Cornielje, 1990), multiple-outputs (only in dairy 
farming) instead of only single outputs, substitution between intermediate 
inputs, (exogenous) technological change, supply quotas and variable import 
levies. Moreover, the model has been written in the dual, instead of the 
primal form as most AGE models. This implies that cost and expenditure 
functions instead of production and utility functions form the core of the 
analysis. 
Overview 
The thesis consists of five parts; each part contains one or more chapters. 
Part I consists solely of this chapter, in which the purpose and method of the 
research and the structure of the thesis are presented. 
The two chapters in Part II discuss the concept of agribusiness (chapter 2) 
and give a quantitative description of Dutch agribusiness (chapter 3). The 
quantitative description is made using input-output analysis. 
In part III of the thesis a basic AGE model is constructed. First the agents 
in the economy are defined. Then the individual behaviour of these agents is 
described, using micro-economic theory. The agents maximize their profits 
(industries) or utility (households) under some restrictions (technology or 
budget constraints). These assumptions are standard in micro-economic 
theory (see Varian, 1984). Finally, individual behaviour was linked, using 
some accounting identities. For example, the households cannot spend more 
than they earn and the Dutch economy must balance its payments with the 
rest of the world. Chapter 4 gives an overview of the model. Chapters 5 to 7 
deal with the production side of the economy. Profit maximization, input 
demand, technological change and functional forms are discussed in these 
chapters. Chapter 8 examines private consumption where it has been 
assumed that there is one representative consumer who maximizes utility 
given a budget constraint. The private household supplies capital, land and 
labour to the industries, this is discussed in chapter 9. Chapter 10 examines 
the relation with the rest of the world: imports and exports. The public 
sector (government) demands goods, produces goods, taxes transactions, 
implements other policy instruments and provides income transfers, its 
behaviour is discussed in chapter 11. Finally in chapter 12 the model closure 
(e.g. saving equals investment and other accounting identities) is examined. 
This chapter also covers the selection of parameter values and discusses the 
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solution of the model which is performed using a solution algorithm in the 
software package GAMS (Brooke et al., 1988). 
The basic model is a general framework. If specific policy changes for 
agribusiness have to be analysed, the basic model has to be modified. 
Part IV of the thesis examines the consequences of two specific policies; a 
supply quota for milk and a supply quota for livestock to protect the 
environment. For this it is necessary to model the relevant policy 
instruments (e.g. supply quotas and variable import levies). The modelling 
of the policy instruments is discussed in chapter 13. Some background 
information on the policy issues and the outcome of the policy simulations 
are presented and examined in chapter 14 (a supply quota for milk) and 
chapter 15 (a supply quota for livestock). 
The last part of the thesis assesses the methodology and results, and 
draws conclusions. 
The notation used in this thesis is clarified in the glossary. 
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2. DUTCH AGRIBUSINESS: A CONCEPT 
2.1 Introduction 
The purpose of this chapter is to present a definition of agribusiness that can 
be used to give a quantitative description of Dutch agribusiness (chapter 3). 
In this research the inter-industry transactions, price and income formation, 
import demand, export supply and factor demand in Dutch agribusiness were 
analysed with an AGE model, which requires an industry-based definition of 
agribusiness. The definition used will be discussed in section 2.2. 
Agribusiness is a complex and dynamic system, where a system is defined 
as "any process that transforms inputs into outputs" (Gardner, 1987, p.50), 
see sections 2.2. and 2.3. 
2.2 Agribusiness 
Agribusiness is defined for our purpose as "the industries in agriculture, the 
industries that process agricultural products in the first stage and that are 
dependent on production in agriculture and those parts of industries that 
deliver inputs directly or indirectly to agriculture and the processing 
industries". Trade and transportation are treated as the output of the trade 
and transportation industry. The industries in agriculture are in this research 
dairy farming, arable farming, livestock production and horticulture 
(including other agricultural industries). 
A processing industry is assumed to be dependent on production in 
agriculture if more than half of the total intermediate input of an industry is 
originating from agriculture. This is in our analysis of Dutch agribusiness 
the case for meat manufacturing, dairy manufacturing and the sugar 
factories. 
I will also use a more comprehensive definition of agribusiness. To make 
the distinction clear between both definitions I will use the .term food 
industry in the latter case. Food industry is defined as: "the industries in 
agriculture and fishery, the industries that process agricultural and fishery 
products for food purposes in the first stage and those part of industries that 
deliver inputs directly or indirectly to agriculture, fisheries and the 
processing industries". The industries that process agricultural and fishery 
products for food purposes in the first stage are meat manufacturing, dairy 
manufacturing, the sugar factories, the grain mills, cocoa product 
manufacturing and food not elsewhere classified manufacturing (e.g. starch 
manufacturing). In the glossary a comprehensive description of these 
industries is given. From both definitions it can be seen that the agribusiness 
is part of the food industry. 
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The term agribusiness goes back to Davis and Goldberg (1957). They 
introduced a product-based definition instead of an industry-based definition 
like the ones presented above. 
Davis and Goldberg (1957, p.2) defined agribusiness as "by definition, 
agribusiness means the sum of total of all operations involved in the 
manufacture and distribution of farm supplies: production operations on the 
farm and the storage, processing, and distribution of farm commodities and 
items made from them. Thus agribusiness essentially encompasses today the 
functions which the term agriculture denoted 150 years ago". 
They do not mention the inputs that are necessary for the production, 
storage, processing and distribution of farm commodities and items made 
from them. Post et al. (1987) use a similar definition of agribusiness to 
Davis and Goldberg (1957) but they also mention these input flows. Central 
elements in the definitions of both Davis and Goldberg (1957), and Post et 
al. (1987) are the production operations on the farm. Post et al. (1987) refer 
to these production operations as the production of agricultural products. 
As well as the product-based definitions like the one of Davis and 
Goldberg (1957) and Post et al. (1987) there are industry-based definitions. 
Industry-based definitions are used by Oskam and Smit (1975) and 
Harthoorn and Wossink (1987). Our industry-based definitions are based 
upon the definition of Harthoorn and Wossink (1987). Industry-based 
definitions take industries and their production as the basic elements of 
agribusiness. 
At first sight the only difference between industry-based and product-
based definitions is that individual products are replaced by the aggregate 
product of an industry. A strong disaggregation of industries would nullify 
the difference. Suppose for instance that the dairy manufacturing industry 
produces non-milk soft drinks. Because the Dutch dairy manufacturing 
industry is dependent on the processing of Dutch milk its total production is 
part of the Dutch agribusiness. But because it also produces soft drinks it is 
also possible to say that only part of the production in the dairy 
manufacturing industry belongs to agribusiness. Disaggregation of the dairy 
manufacturing industry would solve the problem. So the word industry is 
crucial. Daems and Douma (1984, p.38) define an industry as a group of 
firms or parts of firms that have similar market and technological 
constraints. This means that they produce similar goods in a technologically 
similar way, that is, the goods are substitutes both in consumption and 
production. However, in an empirical study similarity is an arbitrary choice 
that often depends on the data available. In my research I used the industries 
defined by the Netherlands Central Bureau of Statistics (see CBS, 1992; 
Zeelenberg et al., 1991) in the Netherlands. However, I subdivided 
agriculture into four industries and aggregated some of the other industries 
(see the glossary). 
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Major changes in industries (such as new technologies and products) alter 
the composition of the production of an industry when industry-based 
definitions are used but do not change it if product-based definitions are 
used. Suppose for instance that the dairy manufacturing industry starts 
producing non-milk soft drinks. If the production of dairy products stays 
constant the composition of the production in the dairy manufacturing 
industry alters only in the case of an industry-based definition. Industry-
based definitions are valid for the short or medium term because in the short 
or medium term it seems reasonable to assume that the nature (the market 
and technological constraints) of the industries stays the same (see section 
2.3). 
Usually, industry-based definitions are used in empirical studies of 
agribusiness because data are available for industries (input-output tables), 
but only limited data are available for the commodity flows in agribusiness. 
Notice that I use industry-based definitions and not firm-based definitions 
because it is impossible to obtain data for individual firms. 
The central idea used by Oskam and Smit (1975) and Harthoorn and 
Wossink (1987) to define agribusiness is "production which would be absent 
in a country if agriculture disappeared from that country". If there were no 
agriculture, no agricultural products were produced, and there would 
probably be no production of direct and indirect inputs for agricultural 
industries, no direct processing of agricultural products by industries that are 
dependent on domestic agriculture and no direct and indirect production of 
inputs that are used by those industries. Neither would there be any trade 
and transportation of exported agricultural products. 
The indirect inputs to agriculture are inputs used by industries that deliver 
their output (as agricultural inputs) to agriculture, e.g. machinery used to 
manufacture compound feed. 
Consumption of agricultural products would still take place without 
domestic agriculture, and the associated trade and transportation would 
continue. But, it is not clear if there would be any indirect processing of 
agricultural products without domestic agriculture. Indirect processing is the 
processing of outputs of industries that process the outputs of agriculture, 
e.g. use of butter to manufacture cakes. The latter production is assumed not 
to be part of agribusiness. 
The size of agribusiness can be measured by the value of the output, by 
value added, by employment or by the use of a production factor other than 
labour in an industry. In my research I used value added and employment 
(see chapter 3). 
Clearly, each definition contains some arbitrary elements and the most 
important thing is to be consistent and clear. 
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2.3 Changes in agribusiness 
In the previous section agribusiness was presented as a static system; in 
reality it changes continuously because of internal and external 
developments. It is in general possible to incorporate the changes that can be 
dealt with by standard micro-economic theory in an AGE model although no 
AGE model aims to be comprehensive. This thesis allows for changes in the 
availability of primary inputs (through investment), government policies 
(taxes, subsidies, tariffs and income transfers), final (consumer, export and 
investment) and intermediate demand caused by price and income changes 
and disembodied technological change (see chapter 6). I consider these 
changes to be the most important factors that influence the inter-industry 
transactions, price and income formation and trade in agribusiness in the 
short and medium terms. However, I am aware that this choice contains 
some arbitrary elements. 
Changes that cannot be dealt with easily in standard micro-economic 
theory cannot easily be put into an AGE model. This does not imply that 
these factors are not important for e.g. the inter-industry transactions. For 
example, new production processes (embodied technological change) or 
products can and do change the inter-industry transactions and the nature of 
agribusiness. For instance, the introduction of artificial sweeteners had major 
implications for the production of sugar by sugarbeet and sugarcane growers 
in the United States (see Goodman et al., 1987). Goodman et al. (1987) 
consider technological developments as the major source of long-term 
changes in the structure and economic transactions within agribusiness. 
Not only embodied technological change or new products but also 
changing forms of vertical coordination between firms could alter inter-
industry transactions and the nature of industries. Mighell and Jones (1963, 
p.l) define vertical coordination as: "the general term that includes all the 
ways of harmonizing the vertical stages of production and marketing. The 
market-price system, vertical integration, contracting, and cooperation singly 
or in combination are some of the alternative means of coordination". Co-
operatives (like the Dutch auctions for fruit and vegetables), contracts (e.g. 
between the compound feed industry and pig producers), vertical integration 
(e.g. firms mat have plants in the compound feed industry and meat 
manufacturing), etc. are a common feature of Dutch agribusiness. 
The first extreme of vertical coordination is the market-price system. 
Coordination only takes place by prices that are a result of demand and 
supply. The other extreme is vertical integration. Casson (1985, p.3) defines 
vertical integration as: "successive stages of production are brought under 
common ownership and control. The intermediate products flowing between 
these stages move within the same firm rather than between different firms". 
Vertical coordination, with the exception of the market-price system, means 
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that firms in different stages of production are related to each other so that it 
is impossible to identify separate industries. Which specific form of vertical 
coordination is chosen is determined by profit maximization. External 
markets and intra-firm transactions are alternative possibilities for exchange. 
The costs and revenues of the different forms of coordination finally 
determine the choice made (see de Jong, 1985, pp. 186-215; Casson, 1985; 
Daems and Douma, 1984, pp.131-134). 
The existence of vertical coordination mechanisms other than the market-
price system implies that it is not always justified to assume that an industry 
acts like a profit-maximizing unity. Suppose for instance that a firm has a 
plant in the compound feed industry and one in the meat manufacturing 
industry and that this firm has contracts with farmers in the pig-breeding 
industry. The firm could create losses in one plant to create extra profits in 
the other plant such that total profits are greater than the profits of the two 
plants separately. To assume that each industry maximizes its profits in this 
case would be wrong. However, given competitive markets in each industry 
firms are limited to use this policy. 
I do not deal with the changes discussed in this section because AGE 
models cannot cope with them. This is not very serious, because in the short 
and medium terms it is reasonable to assume that the nature of industries, 
the technologies used and products produced, and the coordination 
mechanisms stay more or less the same. 
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3.1 Introduction 
In this chapter a concise quantitative description of the economic importance 
of Dutch agribusiness will be given. This description serves as background 
information for the AGE model that will be developed and described in the 
subsequent chapters. Therefore, it is by no means the purpose to be 
complete. Stolwijk (1992) and Post et al. (1987) give descriptions of Dutch 
agribusiness and its development in course of time. 
The size, and therefore economic importance, of Dutch agriculture and 
agribusiness will be quantified with input-output analysis in section 3.2. 
Input-output analysis is used as a descriptive method. 
In the last section the expenditure and tax tables for 1981, developed by 
Zeelenberg et al. (1990 and 1991), will be presented and described. The 
expenditure table gives an overview of the value of the transactions and 
income flows in the economy, the tax table shows the value of the taxes 
levied on these transactions and on income. These tables could be considered 
as extended input-output tables, they can be compared with Social 
Accounting Matrices (SAMs). Zeelenberg et al. (1990 and 1991) give an 
elaborate discussion of the presented expenditure and tax tables. Pyatt (1988) 
discusses SAMs and the use of SAMs as data sets for AGE models. He also 
discusses how SAMs could be used for input-output-like analyses (see 
Adelman and Robinson, 1986, for an application on US agriculture). 
3.2 Economic importance 
The size of agribusiness and food industry (see chapter 2) can be measured 
by output (e.g. production or value added) or by input used (e.g. 
employment). In this chapter income earned (value added) and employment 
will be used. The measurement is done by using input-output analysis or 
more specifically an input-output analysis based method developed by 
Harthoorn (1988). This method is discussed in appendix 3A. In this research 
I used input-output analysis as a descriptive method, and not as an analytical 
method. 
The data for this analysis are the input-output tables (CBS, 1970-1990) 
for the Netherlands. In these tables agriculture is not subdivided as is done 
in the AGE model, developed in part III of this thesis, because of a lack of 
data. In figures 3.1 and 3.2 the share of Dutch agriculture, agribusiness and 
food industry in total value added and employment for 1970-1988 are given. 
Employment data are not complete for 1970 up until 1976. 
The income definition used is the net domestic product at factor cost 
which consists of the sum of wages, salaries, social premiums and net other 
income (in 1991430.32 billion guilders for the total economy of the Netherlands). 
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Harthoorn and Wossink (1987) apply the same method used here to give an 
extensive description of agribusiness in 1981. This is the base year of the 
AGE model described in the next part of the thesis. Therefore, I will not 
repeat their analysis. Breedveld and Post (1985) use a method that is similar 
to the method developed by Harthoorn (1988). They apply the method to 
describe agriculture and agribusiness in 1980. 
percentage 
18-, 
Figure 3.1 : shares of agriculture, agribusiness and food industry in total 
income. 
Figure 3.1 shows that the share of agriculture in total income decreased 
about 25% over a 20 year period (see also appendix 3B). However, the 
share fluctuated considerably from year to year, and in 1980 it reached its 
lowest value. In the 1980s the position of agriculture more or less stabilized. 
The same development can be found in agribusiness (which includes 
agriculture) and food industry (which includes agribusiness). The food 
industry is twice as large as agriculture which implies that agriculture is 
about the same size as the rest of the food industry. 
Comparison of figures 3.1 and 3.2 shows that agriculture and agribusiness 
are more important for the creation of employment than for income 
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generation. Figure 3.2 shows a decrease of employment in agriculture, 
agribusiness and food industry (see also appendix 3B). Although the relative 
decrease in agriculture is less than in agribusiness and food industry. 
Employment in agriculture is somewhat more man twice that in the Dutch 
food industry. 
From tables 3B.1 and 3B.2 (see appendix 3B) it can be seen that labour 
productivity (nominal value added divided by employment) more than 
doubled in agriculture in the 1980s. There was also a large productivity 
increase in agribusiness and food industry although less. Moreover, 
agriculture is part of both. Stolwijk (1992) also points out this trend but it is 
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Figure 3.2: Shares of agriculture, agribusiness and food industry in 
total employment. 
Figures 3.1 and 3.2 show the importance of agribusiness in the Dutch 
economy. It will be clear that large changes in agriculture affect the rest of 
the agribusiness and food industry, and therefore the rest of the economy. 
AGE models are capable of analysing the effects of these changes. 
It is difficult to obtain the data necessary to disaggregate agriculture. 
Therefore only the breakdown in 1981 (the base year of the AGE model) 
will be given in table 3.1. 
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income and employment in 1981 
Income Employment 
Dairy farming 44 48 
Arable farming 15 9 
Livestock production1 8 18 
Horticulture 33 25 
Agriculture 100 100 
Intensive livestock production including specialized beef production. 
Source: Calculated from LEI (1986 and 1989). 
Table 3.1 shows that dairy farming was the most important industry in 
1981. It is important to notice that income earned varies sharply from year 
to year in the different agricultural industries. For example, 1981 was a 
relatively "bad" year for the livestock industry. Employment varies much 
less. In chapters 14 and 15 where the policy simulations are described more 
information will be provided about this disaggregation of agriculture. 
Figures 3.3, 3.4 and 3.5 show the shares of domestic and export demand 
in total income and employment generated in agriculture, agribusiness and 
food industry. These figures show that export demand is much more 
important for income generation in agriculture, agribusiness and food 
industry than domestic demand (see also appendix 3B). The relative 
importance of export demand increased steadily both in agriculture as in 
agribusiness and food industry. However, export demand is less important 
for the food industry than it is for agriculture and agribusiness. The growth 
of the importance of export demand is also less in the food industry than in 
agriculture and agribusiness. 
The fact that the Netherlands is part of the EC facilitated the relative 
growth in exports. Figures 3.3, 3.4 and 3.5 underline the important position 
of agribusiness in the Netherlands as a small trading economy. 
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Rgure 3.3: Shares of domestic and export demand in total income 
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Rgure 3.4: Shares of domestic and export demand in total Income 
and employment generated in agribusiness. 
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Figure 3.5: Shares of domestic and export demand in total income 
and employment generated in food industry. 
3.3 Total accounts 
A problem with input-output tables is that they give only flows of goods and 
services. Therefore, these tables cannot be used for AGE analysis where 
income flows are also needed. Income flows are given in Social Accounting 
Matrices (SAMs, see Pyatt, 1988) and "total accounts" (Zeelenberg et al., 
1990 and 1991). Both SAMs and total accounts contain similar information, 
although the "bookkeeping" system differs between both approaches. In this 
research total accounts are used because they are available for the 
Netherlands (1981 data). In this section the structure of the total accounts is 
discussed. The total accounts consist of two tables: an expenditure and a tax 
table. 
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The elements in a specific row of the expenditure table show the value of 
a specific good bought (positive number) or sold (negative number) by the 
agents in the economy. The value of demand equals the value of supply 
which implies that the sum of the elements in a row equals zero. The rows 
of the expenditure table reflect Walras' Law: the value of excess demand for 
a good (demand minus supply) equals zero (see Varian, 1984, p. 193). The 
goods in the economy are the goods and services produced by the domestic 
industries (see chapters 5 to 7), capital goods that are used as a store of 
value which is needed for households to save (see chapter 9), the imports 
(see chapter 10), the "balance of trade" which is not a real good but the 
surplus on the balance of trade is dealt with as a capital good (see chapter 
9), the primary input services (see chapter 9), the primary inputs (see 
chapter 9) and the transfers (not a real good but a hypothetical good which 
value reflects the income transfers made by the Treasury). 
The elements in a specific column of the expenditure table show the value 
of goods bought (positive number) or sold (negative number) by a specific 
agent in the economy. The costs equal the revenues which implies that the 
sum of the elements in a column equals zero. The agents in the economy are 
the industries, the capital goods assembling industry (see chapter 9), the 
households (see chapters 8 and 11), the foreign sector (rest of the world), 
the primary input services distributing industries (see chapter 9) and the 
Treasury (see chapter 11). The columns of the expenditure table reflect the 
zero profit conditions of industries, the budget constraints of households, 
equilibrium on the balance of trade and the fact that the receipts of the 
Treasury equalize its expenditure. 
The value of the goods in the expenditure table is at buyers' prices, and 
therefore, includes taxes and subsidies (positive). The tax table has exactly 
the same division as the expenditure table but instead of the value of goods 
taxes (positive) and subsidies (negative) on these goods are given. 
Figure 3.6 shows a systematic overview of the expenditure table. 
Appendix 3C presents both the expenditure and tax table used in this 
research. 
In appendix 3D a discussion of the specific elements of the expenditure 
and tax tables is given. The expenditure table used in this research is 
compiled by the Netherlands Central Bureau of Statistics (Zeelenberg et al., 
1990 and 1991). However, I made some important changes. These changes 
will be explained in appendix 3D and in the next part of the thesis where the 
AGE model is discussed. Important changes are the aggregation of all 
private households into one private household (see chapter 8), the 
subdivision of agriculture into four separate industries and the aggregation of 
the other industries into 15 different industries. The subdivision of 
agriculture was done using an unpublished input-output table (LEI, 1986) in 
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which agriculture is subdivided into a large number of separate industries 






















Goods X X X X 0 X X 0 
Capital 
goods 0 X X 0 0 X X 0 
Imports X 0 0 X 0 X X 0 
Balance 
of trade 0 X 0 X 0 0 0 0 
Primary 
input 
services X 0 0 0 X 0 X 0 
Primary 
inputs 0 0 X X X X X 0 
Transfers 0 0 X X 0 X X 0 
Total 0 0 0 0 0 0 0 0 
Figure 3.6 Expenditure table 
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P A R T III 

4. THE BASIC MODEL 
4.1 Introduction 
In this research I used AGE analysis to analyse the effects of changes in 
agricultural policies on inter-industry transactions, income, factor demand, 
and exports and imports in Dutch agribusiness (see chapter 1). This chapter 
discusses AGE analysis (section 4.2) and the structure of the basic AGE 
model (section 4.3). The AGE model is basic in the sense that it is a fairly 
general model of Dutch agribusiness. Section 4.3 could be regarded as a 
summary of the basic AGE model developed. In the subsequent chapters of 
this part of the thesis I will discuss the basic model more extensively. 
4.2 General equilibrium analysis 
Varian (1984, p. 189) describes general equilibrium analysis as follows: "In 
the general equilibrium model all prices are variable, and equilibrium 
requires that all markets clear. Thus, general equilibrium theory takes 
account of all of the interactions between markets, as well as the functioning 
of the individual markets". Shoven and Whalley (1984, p. 1007) describe the 
AGE approach in these terms: "The explicit aim of this literature (on AGE 
analysis) is to convert the Walrasian general equilibrium structure 
(formalized in the 1950s by Arrow, Debreu, and others) from an abstract 
representation of an economy into realistic models of actual economies". 
In chapter 1 an overview of authors that review the literature on AGE 
models is given. Relevant aspects of the literature will be discussed in the 
subsequent chapters of this part of the thesis where the basic model is 
described. 
In practice there is a very large number of markets, and it will be clear 
that in an applied model the number of markets has to be restricted. Markets 
could be determined by three dimensions: place, time and number of agents. 
First, in the basic model only the Dutch economy is modelled. In the 
ECAM model (Merbis, 1989) an AGE model has been specified for nine EC 
countries. The WALRAS model (Burniaux et al., 1990) is a multi-sector, 
multi-country AGE world model for quantifying the economy-wide effects of 
agricultural policies. Robinson et al. (1990) and Kilkenny (1991) have 
constructed an AGE model of agricultural policies in the United States. 
Second, the basic model is a static model. Therefore, the basic model is a 
one-period model, in each time period all markets are in equilibrium and the 
model can be solved for each period independent of future developments. 
This assumption is usually made in AGE analysis (see Robinson, 1989; 
Gunning and Keyzer, 1993) and seems reasonable given the purpose of this 
research. 
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The third dimension is given by the number of agents in the basic model. 
Inter-industry transactions are of primary concern in the basic model. 
Transactions between consumers, transactions between the government and 
consumers, transactions between the government and industries and 
transactions between industries and consumers are of less interest. In an 
AGE model for US agriculture Kilkenny specified different income groups. 
She divided consumers into four income groups: a farm household and three 
non-farm households classified by income strata. Such a division can be 
interesting when the specified groups have different price and income 
elasticities for commodity demand but is not very relevant in a study of 
inter-industry transactions. For this reason there is only one "representative" 
consumer (see chapter 8) in the basic model. The number of industries is 
also restricted. The industries in agribusiness are disaggregated, the 
industries not belonging to agribusiness are aggregated (see chapter 3). For 
example, in the ECAM model (Merbis, 1989), an "agricultural" model, 
agriculture is disaggregated to product level, the industries outside 
agriculture are aggregated into two groups (non-tradeables and trade-
ables). Because of this division, the ECAM model cannot be used to analyse 
transactions between industries in agribusiness. 
Another important category of differences between AGE models concerns 
the specification of functional relationships. These differences also depend on 
the aim of the research. If substitution of intermediate inputs is important, as 
in the basic model, production functions that allow for intermediate input 
substitution should be used (no Leontief production functions). Most AGE 
models of the Dutch economy, for example Vinsec (see Draper et al., 1987 
for a description of this model) and BETA (see Eijgenraam and Verkade, 
1988), cannot deal with substitution of intermediate inputs. Indeed, neither 
can most AGE models. The ECAM model is an important exception 
(Merbis, 1989). The model developed here will also be an exception. 
It goes far beyond the purpose of this research to give a complete 
overview of possible model specifications. The basic model will be described 
in the subsequent sections and chapters, where relevant alternative model 
specifications will be discussed. 
4.3 The basic model 
An AGE approach makes it necessary to specify the complete economy, 
although some parts may be represented in an aggregate way. Figure 4.1 
shows the modelled flows of goods and factors in the economy. The income 
and expenditure flows are going in the opposite direction. To simplify the 
presentation these flows are not shown. The Treasury, which taxes 
transactions and provides income transfers, is also omitted in this figure. 
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There are 19 industries modelled of which 4 are agricultural industries 

































Figure 4.1 Flows of goods and factors in the model 
Production 
In the model the industries use intermediate inputs, imports and the 
services of primary inputs to produce outputs. The outputs of the industries 
are used domestically (domestic supply) or exported. Industries operate in 
competitive input and output markets with free entry. Therefore they take 
prices as given. Industries maximize profits given their technology, which is 
described by multi-level production structures that consist of CES (Constant 
Elasticity of Substitution) production and CET (Constant Elasticity of 
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Transformation) product transformation functions that include exogenous 
technological change. Because of the competitive markets profit 
maximization is replaced by cost minimization and revenue maximization 
(Varían, 1984, p.27). The production structure is extensively discussed in 
chapter 5, chapter 6 discusses technological change and the functional forms 
are examined in chapter 7. 
Consumer demand 
Consumer demand partially determines the level and relative distribution 
of the output of industries. In the model there is one representative consumer 
or private household that owns the labour, land and part of the capital stocks 
in the economy. 
I assumed that a fixed share of the total income of the private household 
is saved, the other share is used for expenditure on consumer goods. The 
total income of the private household is determined by the income earned 
from the supply of the services of the primary inputs corrected for taxes and 
subsidies and net income transfers. 
The private household maximizes a utility function given an income 
constraint, or because of the duality between the utility and expenditure 
function, minimizes expenditure given a fixed level of utility (see Deaton 
and Muellbauer, 1983, pp.38 and 41). Utility maximization results in a 
demand system related to the Linear Expenditure System (LES) that allows 
for substitution between consumer goods as a consequence of price and 
income changes. 
The supply of the services of primary inputs is not part of the utility 
function of the private household but is exogenous (see next section). This 
implies, for example, that there is no choice between labour and leisure in 
the model. 
Consumer demand will be discussed in chapter 8. 
Primary inputs 
The services of the primary inputs are used by industries according to the 
marginal returns of these services. I assume that the services are imperfectly 
mobile between industries. The factor rewards go to the agents in the 
economy that have the ownership of the primary inputs, who are: the private 
household (all the wages and land rents, and part of the capital rents), the 
government (part of the capital rents) and the rest of the world (part of the 
capital rents). The total availability of the primary inputs is exogenous to the 
model. This implies that, for example, immigration or other changes in the 
labour force are not modelled. Gross investment is modelled but it only 
affects spending and not the production capacity in the economy. 
The primary inputs will be discussed in chapter 9. 
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Imports and exports 
Imports are divided into competitive and complementary or non-
competitive imports. The former are imported only by industries. The latter 
are also imported by the private household. The competitive imports are 
imperfect substitutes for domestic goods. The complementary imports have 
no domestic equivalent. For products from agribusiness a division has been 
made between the EC and rest of the world as regards competitive imports 
and exports. 
In the model the small country assumption is used in the sense that world 
market prices for imports and exports are exogenous variables in the model. 
This implies that the supply of imports and the demand for exports are 
perfectly elastic, for the Netherlands as a small country this is a reasonable 
assumption. To model the import demand and export supply the Armington 
procedure is used (Armington, 1969; Shoven and Whalley, 1992, p.81). 
Imports and exports will be discussed in chapter 10. 
Public sector 
The government or public sector has three functions in the model. Each 
function is performed by a special hypothetical institution. 
First, the Treasury can impose direct taxes, indirect taxes and tariffs. But 
it can also give export subsidies and income transfers. All taxes and 
subsidies in the basic model are represented by ad valorem taxes or tariffs. 
In chapter 13 the basic model is extended to incorporate variable import 
levies and export subsidies for some agricultural imports and exports from 
outside the EC (see chapter 13). Quantitative restrictions on supply, input 
demand, imports and exports are not included in the basic model. However, 
in chapter 13 supply quotas in dairy farming and livestock production will be 
modelled. The Treasury can use policy instruments to influence prices, and 
hence inter-industry transactions, income, etc. 
Second, the public services industry purchases commodities and the 
services of primary inputs to produce its output. It is treated as an ordinary 
industry in the model. 
Third, the public household performs the consumption and saving tasks of 
the public sector. It demands only one good: the output of the public 
services industry. The income of the public household is determined by the 
Treasury (by means of an income transfer) and the income from the supply 
of capital services. A fixed proportion of the income of the public household 
is borrowed (negative saving). 
The way the government is modelled is adopted from Keller (1979). The 
public sector will be discussed in chapter 11. 
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Model closure and calibration 
In a general equilibrium model all input and output markets are in 
equilibrium. Therefore, excess demand and the value of excess demand are 
zero: Walras' Law (see Varían, 1984, pp.193 and 218). The other 
equilibrium conditions are a fixed public budget (the revenue and 
expenditure of the Treasury are equal), zero profits, the budget constraints 
of the private and public households, a fixed surplus on the trade balance, 
and equality of saving and investment. The model has a neo-classical closure 
in the sense that saving determines investment in the model. 
The model is calibrated using 1981 data. Calibration implies that the 
coefficients in the model are determined such that the model represents the 
base year situation (Mansur and Whalley, 1984). For the calibration 
procedure Social Accounting Matrices or expenditure and tax tables are 
required (see chapter 3 and Zeelenberg et al., 1990 and 1991) which show 
the value of transactions and income flows in the economy. In addition, 
values of the substitution and transformation elasticities are required. Both 
the expenditure and tax tables and the value of the elasticities are taken from 
Zeelenberg et al. (1991). 
A solution strategy and a solution algorithm (Dervis et al., 1982; Mansur 
and Whalley, 1984) are required to solve the model for alternative 
equilibria. The model is a collection of non-linear algebraic equations and is 
solved directly with a numerical solution technique included in GAMS 
(Brooke et al., 1988), a computer package developed to solve for non-linear 
systems. 
The equilibrium conditions, calibration and the solution strategy and 




This chapter discusses the production behaviour of industries. The basic 
assumptions about the behaviour of industries and the production structure 
are given and if necessary examined in section 5.2. Cost minimization and 
revenue maximization, which are the principal motivation of industries, 
result in supply and input demand functions (see section 5.3). The input 
demand functions allow for substitution possibilities between intermediate 
inputs. This is important because these substitution possibilities help to 
determine the inter-industry transactions. Usually, substitution possibilities 
between intermediate inputs are not modelled in AGE models because those 
models are not built to analyse inter-industry transactions (Shoven and 
Whalley, 1984). An exception is the ECAM model, which is capable of 
analysing the commodity flows within agriculture (Merbis, 1989). Elasticities 
summarize the behaviourial responses of industries; they are examined in 
section 5.4. 
Chapter 6 (technological change) and chapter 7 (functional forms) are also 
relevant to the production behaviour. Therefore, the discussion of the full 
production model is postponed to the end of chapter 7 (see section 7.6) 
5.2 Basic assumptions 
I assume that industries try to maximize profits subject to a market constraint 
and a technological constraint. The market constraint is that industries 
operate in competitive markets for inputs and outputs. This implies that 
prices are given, exogenous variables for each industry and that there is free 
entry (this does not imply that prices are exogenous in the basic model as a 
whole). The implications of competitive markets for the behaviour of indus-
tries are discussed in section 5.3. 
The technological constraint indicates that not all production plans are 
physically possible. To simplify the analysis the technological constraint is 
represented by "micro" production functions (single output assumption) and 
a "micro" product transformation function (single input assumption). 
Furthermore, I assumed all inputs of the production functions and all outputs 
of the product transformation function to be variable in the model. 
Each industry uses four different kinds of inputs. First, there are the 
intermediate inputs. These inputs are the outputs of the industries that supply 
to other industries. Where it is assumed that each industry produces one 
single homogeneous good. There is one exception which will be discussed in 
chapter 13. 
Second, there are imports from the EC and from the rest of the world that 
compete with similar domestically produced goods. These imports are so-
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called competitive imports; they are imperfect substitutes for home-produced 
products. For example, the imported dairy product from the EC is not 
identical to the home-produced dairy product but both products are mutually, 
although imperfectly, substitutable. In the final model simulations, not all the 
competitive imports will be divided into EC and the rest of the world 
because of data limitations. 
Third, each industry also imports one industry-specific input. These 
complementary or non-competitive imports have no counterpart in the 
domestic economy (e.g. tea and coffee). 
Finally, there are the primary inputs: labour, capital and land. Labour, 
capital and land are imperfect substitutes in the industry they are destined 
for. Together with the assumption that all inputs are variable this implies 
that the primary inputs are imperfectly mobile between industries (see 
chapter 9). 
This classification of inputs is similar to the division of inputs as used in 
the input-output tables for the Dutch economy (CBS, 1988). The difference 
is that the competitive imports are divided into those from the EC and those 
from the rest of the world. Figure 5.1 sketches the production structure (the 
technological constraints) of an industry. For the meaning and systematics of 
the symbols I refer to the glossary. 
At the lowest level intermediate inputs (including the complementary 
import) are combined into an aggregate intermediate input and primary 
inputs into an aggregate primary input ("value added"). These aggregate 
inputs are combined into the output of an industry. This output is supplied to 
three demand categories: EC, rest of the world and "aggregate domestic 
demand" (home-used domestic output). The home-used domestic output is 
combined with the EC and rest of the world competitive imports into the 
domestic supply of a good. In reality each industry and final user regards 
competitive imports as imperfect substitutes for home-produced goods. In 
this production structure it is assumed that the "choice structure" between a 
home-produced good and competitive imports is identical for each industry 
and final user (see chapter 10) and mat the choice is made by the industry 
that produces the domestic equivalent of the competitive imported goods. 
For example, the dairy industry is the only industry that imports dairy 
products. 
The upper part of figure 5.1 could also be interpreted as a "hypothetical 
domestic user" that buys a home-produced good and the competitive imports 
and produces the domestic supply of a good. Notice that in this construction 
the imports that are exported (transit trade) cannot be explicitly dealt with. 
In the data set these imports are subtracted from the exports to obtain net 
exports. 
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where 
inn: intermediate input n (including complementary imports) 
prm: primary input m 
can:, aggregate intermediate input 
opr. aggregate primary input 
ou: output 
iec: competitive imports from the EC 
irw: competitive imports from the rest of the world 
od: home-used domestic output 
oec: exports to the EC 
orw: exports to the rest of the world 
dom: domestic supply. 
Figure 5.1 The production structure of an industry 
An example will clarify the production structure. Suppose the dairy 
processing industry produces an aggregate "milk product". This product is 
exported to the EC and the rest of the world and supplied to an aggregate 
hypothetical domestic user who also buys milk products imported from the 
EC and the rest of the world. The user "produces" an aggregate new milk 
product that is consumed by the various domestic buyers of milk products: 
industries (as intermediate inputs), households (as consumption goods) and 
others (e.g. the "capital goods assembling industry" as a capital or 
investment good). 
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In the basic model the production structure in figure 5.1 is represented by 
a multi-level production "technology" consisting of four micro-production 
functions and one micro-product transformation function that are 
(completely) strongly separable (Chambers, 1988, p.46). The assumption of 
separability makes it possible to split the optimization behaviour of industries 
into stages (see section 5.3). One production function combines the 
intermediate inputs and the complementary import (in) into the aggregate 
intermediate input (am). One production function combines the primary 
inputs (pr) into the aggregate primary input (apr). One production function 
combines the aggregate intermediate and primary input (ain, apr) into the 
output (ou). Finally, one production function describes the combining of the 
competitive imports (iec, irw) and the home-used domestic output (od) into 
the domestic supply (dom). One product transformation function describes 
the transformation of the output (ou) into exports (oec, orw) and the home-
used domestic output (od). 
Before the discussion of the separability assumption, let us divide the 
inputs and outputs into sets and subsets: 
/": set of competitive imports and home-used domestic output 
7°": set of exports and home-used domestic output 
1°: set of aggregate intermediate and aggregate primary input 
Fr: set of primary inputs 
Vn: set of intermediate inputs and complementary import. 
Strong separability of a production function is defined as (Chambers, 
1988, p.46): 
dfjx) 
' = o te r, j e is, k$is{] r, v r,s,k (5.i) 
dxk df(x) 
where 
xt: input i 
f(x): general representation of a production function 
Ir,F: subsets of inputs. 
A production function is completely strongly separable or factor-wise 
separable if it is strongly separable and if each subset contains only one 
element (Chambers, 1988, p.46). Strong and complete strong separability are 
defined as: the marginal rate of technical substitution (MRTS) between any 
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two inputs, regardless of which subset they belong to, is independent of the 
use of any other input. For example, the MRTS between two intermediate 
inputs belonging to the same subset t n is independent of the use of an input 
belonging to set Jpr (strong separability). The MRTS between two 
intermediate inputs is also independent of the use of another intermediate 
input (complete strong separability). 
It will be clear that it is inappropriate to attempt to define the MRTS 
between subsets on different levels of the production structure. 
Strong and complete strong separability can be interpreted as yielding 
micro-production functions that are aggregate quantity indexes of the inputs 
in a subset (Berndt and Christensen, 1973). 
The product transformation function is also assumed to be completely 
strongly separable. This implies that the marginal rate of technical 
transformation (MRTT) between any two outputs is independent of the 
supply of another output. Here, complete strong separability can be 
interpreted as the product transformation function being the aggregate 
quantity index of the input (Berndt and Christensen, 1973). Complete strong 
separability of the product transformation function entails: 
dT(y) 
wk-m = ° *iJ,k (5'2) 
dyj 
where 
yt: output i 
T(y): general representation of a product transformation function. 
5.3 Cost minimization and revenue maximization 
In section 5.2 it was assumed that an industry tries to maximize its profits in 
competitive markets with free entry. Together with the assumption that all 
inputs and outputs are variable it follows that excess profits are zero 
(Varian, 1984, p.88). Given the multi-level technology of an industry, or the 
strong separability assumptions, profit maximization can now be replaced by 
a multi-level optimization problem. At each level the costs are minimized 
with the relevant micro-production function as a restriction or the revenue is 
maximized with the product transformation function as a restriction. 
There are five optimization problems. Each time an industry uses the 
quantities to optimize because the prices are exogenous, this is represented 
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by a x (input) and y (output) below the min and max in equations (5.3) to 
(5.7). At the first level in the production structure an industry minimizes the 
cost of intermediate and primary inputs. The optimization problem for the 
intermediate inputs is: 
min win'in 
X 
s.t. ain = F(in) (5-3) 
The optimization problem for the primary inputs is: 
mm wprpr 
X 
s.t. apr = F(pr) (5-4) 
where 
win: price vector of intermediate inputs 
in: vector of intermediate inputs 
wpr. price vector of primary inputs 
pr: vector of primary inputs 
F(.): micro-production function for aggregate intermediate and primary 
inputs. 
At the second level of the production structure the industry minimizes the 
costs of the aggregate intermediate and aggregate primary input. This 
minimization problem is: 
min (wain.ain + wapr.apr) 
X 
s.t. ou = F(ain,apr) 
(5.5) 
where 
wain: price of aggregate intermediate input 
wapr: price of aggregate primary input 
F(.): micro-production function for output. 
At the next level of the production structure the industry maximizes 
revenue of the exports and home-used domestic output. This maximization 
problem is: 
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max (wod.od + woec.oec + worw.orw) 
y 
s.t. T(od,oec,orw) = ou (5.6) 
where 
wod: price of home-used domestic output 
woec: EC export price 
worw: rest of the world export price 
T(.): product transformation function for output. 
Finally, the industry minimizes the cost of imports and the home-used 
output. This minimization problem is: 
min (wiec.iec + wirw.irw + wod.od) 
where 
wiec: EC import price 
wirw: rest of the world import price 
F(.): production function for domestic supply. 
Each of these optimization problems can be solved independently because 
of the strong separability assumption. The solution of the cost minimization 
problems yields input demand and cost functions. The solution of the 
revenue maximization problem provides supply and revenue functions (see 
appendix 5B for a discussion of the revenue function). By means of 
substitution the input demand functions for the "individual" inputs (imports, 
intermediate inputs and primary inputs) can be derived as functions of the 
prices of these inputs. 
Although these functions are important, the other demand functions are 
equally important because interest is often focused on value added (the value 
of the demand for the aggregate primary input) and the output of an industry 
(ou). To simplify the derivation and elucidate the production model, the 
derivation is split into three parts. In the first part the demand functions for 
the intermediate and primary inputs as functions of the prices of these inputs 
and the output level (ou) are derived. In the second part the export (oec and 
orw) and home-used domestic output (od) supply functions as a function of 
their prices and the output level of industries (ou) are derived. In the third 
X 
s.t. dom = F(iec,irw,od) (5.7) 
30 
Chapter 5 Production 
part the demand functions for the competitive imports (iec and irw) and 
home-used domestic output (pd) as a function of their prices and the level of 
domestic supply (dom) are derived. 
To perform the substitution it is necessary to assume that the micro-
production and product transformation functions are homogeneous of degree 
one. This assumption is discussed in appendix 5A. 
Cost minimization yields (compensated or conditional or Hicksian) input 
demand functions and cost functions (Varian, 1984, pp.21 and 52). These 
functions are derived in appendix 5A. They are: 
w„(.) = ou.inn(win,wpr) n = l,...,N (5.8) 
prm(.) = ou.p>m(win,wpr) m = l,...,M (5.9) 
Cou(.) = ou.Cou(win,wpr) 
(5.10) 
where 
w„(.): demand function for intermediate input inn 
prm(.): demand function for primary input prm 
Cou(.): cost function. 
The demand functions for the imports and home-used domestic output and 
the cost function for the domestic supply are given by: 
iec(.) = dom.iec(wiec,wirw,wod) (5.11) 
irw(.) = dom. irw(wiec, wirw, wod) (5-12) 
od(.) = dom.dd(wiec,wirw,wod) (5.13) 
Cdom(.) = dom.Cdom(wiec,wirw,wod) (5.14) 
where 
iec(.): demand function for imports from the EC 
irw(.): demand function for imports from the rest of the world 
od(.): demand function for home-used domestic output 
Cdom(.): cost function for domestic supply. 
Revenue maximization yields supply functions and the revenue function 
(Chambers, 1988, pp.264-265). These functions are: 
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od(.) - ou.dd(wod,woec,worw) (5.15) 
oec(.) = ou.oec(wod,woec,worw) (5.16) 
orw(.) = ou. ofw(wod,woec, worw) (5.17) 






supply function of home-used domestic output 
export supply function to the EC 
export supply function to the rest of the world 
revenue function. 
5.4 Elasticities 
In section 5.3 the cost, revenue, input demand and supply functions for an 
industry were derived. In this section the elasticities of input demand and 
output supply with respect to price, the elasticities of input demand with 
respect to output and the elasticities of output supply with respect to input 
and their structure are derived and discussed. 
Notice that these elasticities are partial equilibrium and not general 
equilibrium elasticities. The general equilibrium elasticities depend on more 
factors than the partial equilibrium elasticities do. However, the partial 
equilibrium elasticities elucidate the properties of the model and they are 
useful in interpreting the results. In this section a general notation is used to 
denote functions (see also the glossary). 
The elasticities of the three parts of the production structure, the 
production of output, the supply of output to exports and home-used 
domestic output, and the domestic supply, are discussed separately. First, the 
production of the output is discussed. 
In the previous sections the production function chosen was homogeneous 
of degree one and strongly separable. These assumptions restrict the 
production structure. Therefore, it is to be expected that they also restrict the 
structure of the elasticities of input demand with respect to price. There is 
such a link through the Allen Partial Elasticities of Substitution (AES). The 
AES measures the response of derived demand to a change in an input price, 
while output and all other input prices remain, fixed (Berndt and Christensen, 
1973). The AESs have the following relation to elasticities of input demand 
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with respect to price if production is efficient and the supply of inputs is 
perfectly elastic (Berndt and Christensen, 1973): 
where 
ax(ij): Allen Partial Elasticity of Substitution 
Ew(ij): elasticity of demand for input i with respect to the price of 
input j 
Sx0): J * œ s t s n a r e -
Therefore, the AESs can be derived from elasticities of input demand 
with respect to price and vice versa when cost shares are given. This result 
can be derived by writing the formula for calculating the AES in terms of 
the cost function (see Takayama, 1985, p. 144) and multiplying nominator 








dwj Wj _ Ew(ij) 
xt{y,w).Xj(y,w) Wj Sx(j) 
where 
c(y,w): cost function 
x{(y,w): demand function for input i 
wf. price of input i. 
Berndt and Christensen (1973) show that there is a relation between 
strong (and weak) separability and the AESs. They establish the result that 
separability restrictions on a function are equivalent to certain equality 
restrictions on the AESs. Let f(x) be a twice-differentiable, strictly-concave 
homothetic production function with a finite number of inputs, each having a 
strictly positive marginal product. Let f(x) also be strongly separable. Then 
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ajj,k) = ax(t,k) i e r, j e is, k $ r u ir <5-21) 
where 
Ir,f: subsets of inputs. 
Iff(x) is completely strongly separable. Then 
ax(ij) = a ij E Ir (5.22) 
These are necessary and sufficient conditions. Strong separability places 
no equality restrictions on ax(ij) for ij £ Ir. Complete strong 
separability does. It says that the AESs are equal and constant between all 
inputs within a subset. For example, in the production structure of the basic 
model the AESs between all intermediate inputs are equal. 
Therefore, the AESs between two inputs from different subsets are equal 
for all inputs in those subsets (see equation (5.21)). Moreover, equation 
(5.23) shows that the elasticities of demand for all inputs from one subset 
with respect to the price an input from another subset are equal for all the 
inputs in the first subset (see also appendix 5C). 
If ajj,k) = ax(i,k) then (see 5.19) 
Ew(i,k) Ew(j,k) ox(i,k) = _ = arQ,k) = — 
Sx(k) W ' Sx(k) 
-» Ew(i,k) = EJj,k) (5.23) 
Notice that not all the elasticities of input demand with respect to price 
between two inputs from different subsets are equal for all inputs in those 
subsets. They depend on the cost share of the individual inputs in the last 
subset. Some examples are: 
- the AESs between primary inputs (inputs from subset P") and 
intermediate inputs (inputs from subset /") are equal. The elasticities for 
primary inputs with respect to the price of a single intermediate input are 
equal. But the elasticities of a single primary input with respect to the 
prices of different intermediate inputs are not equal; 
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, v d2c(y,w) . N d*i(y»"0 
oWj.dWj dWj 
dc(y,w) dc(y,w) x{(y,w). xft,w) 





This result follows as a consequence of cost minimization (Young's 
theorem, see Chiang, 1984, p.313) because, dxrfy.wj/dwj = dxj(y,w)/dw{. A 
necessary condition for Young's theorem is that the cost function is concave, 
continuous and twice differentiable in factor prices. 
This symmetry of the AES makes it possible to say something more about 
the relation between Ew(i,j) and Ew(j,i). 
Since: ax(ij) = , axQ,i) = and o/ij) = ax(j,i) 
we can write 
ox(j,i) EJj,i) Sx(f) ' EJj,i) 
However, because of symmetry of the AES, 
= 1, and therefore 
EwV,i) = ^-.EJiJ) (5.25) 
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- the AESs between primary inputs are equal. The elasticities for primary 
inputs with respect to the price of a single primary input are equal. But 
the elasticities of a single primary input with respect to the prices of other 
primary inputs are not equal. 
Notice that the AES is symmetrical (the elasticities of input demand with 
respect to price are not symmetrical). Symmetry is demonstrated as follows: 
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Having discussed the cross elasticities of input demand with respect to 
price and their structure we can derive the own elasticities of input demand 
with respect to price and the own AESs. Two approaches are possible. The 
first is to derive them by calculating the AESs as for the cross elasticities of 
input demand with respect to price. The second is to derive them by using 
the cross elasticities of input demand with respect to price. I used the latter 
approach. To use this approach it is necessary to know that the sum of the 
elasticities of input demand with respect to price for an input (own plus cross 
elasticities of input demand with respect to price) equals zero. This is true 
because the input demand equations are homogeneous of degree zero in input 
prices (see Chambers, 1988, p.96). 
Using Euler's law1 (see Chiang, 1984, p.417) yields the own elasticities 
of input demand with respect to price and the own AESs. They are: 
£ ' w. m 0 
" bxt w, " 
JXGV) = -EJS) - Y,Sjj).oJLij) = Sx(t).ax(S) => 
(5.26) 
•W j*t 
Notice that if the elasticities of input demand with respect to price have 
to be derived not all these elasticities have to be calculated independently of 
each other. It is sufficient to know the cost shares (e.g. from an expenditure 
table) and to know a small number of AESs. The exact number of AESs 
needed depends on the function specification that is chosen in the basic 
model (see Mansur and Whalley, 1984). 
Euler's law: if a function y = g(x) is homogeneous of degree r then 
/=! a x i 
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The elasticities of input demand with respect to output equal one. This 
follows directly from the fact that the input demand equations, which are 
given by equations (5.8), (5.9), (5.11), (5.12) and (5.13), can be written as: 
Xi(y,w) = y.xt(w) 
dXi(y,w) y *fi»).y (5.27) 
Ey(i) = — 5 - — — — - 1 
where 
Ey(i): elasticity of demand for input i with respect to output. 
I shall now discuss domestic supply, using the same analysis. The micro-
production function for domestic supply is assumed to be completely 
strongly separable and homogeneous of degree one. This implies that the 
AESs between the inputs (the competitive imports and the home-used 
domestic output) are equal and constant this can be seen from equation 
(5.22). The implications for the elasticities of input demand with respect to 
price have already been discussed. Equation (5.27) shows that the elasticity 
of input demand with respect to output equals one. 
Let us now consider the elasticities of output supply with respect to price 
and the elasticity of output supply with respect to input of the transformation 
of the output of an industry into exports and the home-used domestic output. 
There is not much literature on the product transformation function but the 
same approach can be used as for the production and cost function. Instead 
of the AES, the Allen Partial Elasticity of Transformation (AET) is used. 
Instead of elasticities of input demand with respect to price there are 
elasticities of output supply with respect to price and instead of cost shares 
revenue shares are used. The cost function can be replaced by the revenue 
function. The most important results are presented below. The AET is given 
by: 
Qy(iJ) = M £ (5.28) 
y Sy(j) 
where 
Qyftj): Allen Partial Elasticity of Transformation of outputs i and j 
Epftj): elasticity of supply of output i with respect to the price of 
output j 
Sy@): f1 revenue share. 
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Therefore, the AET can be derived from elasticities of output supply with 
respect to price and vice versa when revenue shares are given. This result 
can be derived by writing the formula for calculating the AET in terms of 
the revenue function (see Takayama, 1985, p. 144) and multiplying 
nominator and denominator by output price pj, as follows: 
r(x,p).^El 
Q(fJ) = dPt'BpJ 
y dr(x,p) dr(x,p) 
dPi ' (5.29) 
dyt(x,p) r(x,p) 
dpj Pj _ Ep(ij) 
yt0c,p) .yj(x,p) pj Sy(j) 
where 
r(x,p): revenue function 
y{(x,p): supply function for output i 
p(: price of output i 
x: input. 
Complete strong separability of the product transformation function, as 
defined in equation (5.2) implies that the AETs between each pair of outputs 
are equal and constant (Berndt and Christensen, 1973). Therefore the 
elasticities of output supply with respect to the price of a specific output are 
equal. This is shown in equation (5.30). The fact that the AETs are equal 
makes it possible to say something more about the relation between Ep(i,j) 
and Ep(j,i). 
Since QMj) = E p ( l J ) - Q and Qv(/,i) = = Q, 
Ep(ij) 
ytj) = syv) _ Ep(ij) = 
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(5.30) 
The own elasticities of output supply with respect to price can be derived 
by using the cross elasticities of output supply with respect to price. To use 
this approach it is necessary to know that the sum of the elasticities of a 
specific output supplied with respect to price equals zero. This is true 
because the supply functions are homogeneous of degree zero in output 
prices. 
Using Euler's law (see Chiang, 1984, p.417) yields the own elasticities of 
output supply with respect to price and the own AETs. 
Y^SyV).Qy(ij) = Sy(i).Qy(i) 




Q y (0 -Q 
0y(0 
Ep(l) = Oy(O.Sy(0 Q.SJQ - 0 
= Q 1 -
SyV) 
(5.31) 
Notice that if the elasticities of output supply with respect to price have to 
be derived, not all these elasticities have to be calculated independently of 
each other. It is sufficient to know the revenue shares and to know the 
AETs. 
The elasticities of output supply with respect to input equal one. This 
result follows directly from the fact that the supply functions can be written 
as (see equations (5.15) to (5.17)): 
yt(x,p) = x.f,(p) 
tyM x 3i(P)-x , (5-32) 
B,U) = . — = = I 
dx y, x.Siip) 
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where 
Ex(j): elasticity of supply of output i with respect to input. 
Technological change will be incorporated in the production structure, as 
described in this chapter, in chapter 6. In chapter 7 functional forms will be 
chosen for the production structure. Because chapters 5 to 7 describe the 
complete production structure a discussion of the production structure will be 
postponed to the end of chapter 7. 
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6.1 Introduction 
In this chapter the consequences of technological change for the inter-
industry transactions in an economy will be analysed. Technological change 
is not a clear-cut concept. Not all alternative concepts of technological 
change are discussed here; that is beyond the scope of this thesis. Only one 
concept that is convenient for the purpose of the research will be examined. 
Moreover, technological change is not explained in the basic model: it is 
completely exogenously determined. This seems realistic because it is the 
effects of technological change on inter-industry transactions that is being 
studied, not technological change itself. 
There is an important difference between embodied technological change 
and disembodied technological change. Embodied technological change alters 
the nature of inputs or the production process over time, and therefore the 
nature of industries (Chambers, 1988, pp.205-206). The introduction of 
hothouses (a new technology) in horticulture is an example of embodied 
technological change. In this research it is assumed that the nature of 
industries does not change (see chapter 2). Therefore, the basic model 
assumes that technological change is not embodied in any particular input or 
group of inputs. This assumption is usual in applied general equilibrium 
models (Dervis et al., 1982). BETA (Eijgenraam and Verkade, 1988), an 
AGE model for the Netherlands, is an exception because it encompasses 
capital vintages. 
Disembodied technological change can be represented by a shift of the 
production function (Chambers, 1988, p.205). In this thesis disembodied 
technological change is assumed to improve input efficiency. Chambers 
(1988, p.210) calls this "factor-augmenting technological change" (see 
section 6.2). Other assumptions are possible, but this interpretation was very 
convenient for this research. 
If technological change alters the relative input use of an industry, techno-
logical change is said to be biased (e.g. Chambers, 1988). Biased 
technological change can be interpreted as the difference in the increased 
efficiency of one input compared with the increased efficiency of another 
input. 
In section 6.2 factor-augmenting technological change is discussed. This 
technological change is then introduced into the basic model in section 6.3. 
The elasticities of input demand with respect to the change in the efficiency 
of input use, are derived in section 6.4. 
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6.2 Factor-augmenting technological change 
One view of technological change is that it improves input efficiency. Less 
input is needed to produce the same amount of output. An equivalent 
interpretation is that more output can be produced with the same amount of 
input; the effectiveness of an input has increased. This concept is called 
input-augmenting or factor-augmenting technological change (Chambers, 
1988, p.210). Factor-augmenting technological change means that the 
passage of time influences the effectiveness of inputs in production. This is 
not the same concept as embodied technological change, because with 
disembodied factor-augmenting technological change there is still a stable 
relationship between output, input and time. Although the effectiveness of 
inputs varies over time, their essential character does not. The effective input 
vector is a function of the actual input and the state of technology, as 
follows: 
£ = X(x,t) 
The elements of x are: 
where 
x; effective input vector 
t: time 
x: actual input vector. 
To simplify the analysis I assume that the effective input vector depends 
solely on the actual use of that input plus an input-specific function of time. 
Therefore, the efficiency does not depend on the efficiency levels of other 
inputs or their actual use. For example, the efficiency of labour in 
agriculture does not depend on the state of technology and the use of capital 
and land in agriculture. This assumption seems restrictive but it essentially 
implies that the state of technology is exogenous in the basic model. The 
elements of x now are (see also Sato, 1967): 
(6.1) 
X( = Ti(t).xi (6.2) 
where 
Xf. effective input i 
Tt(t): augmentation function of input jcf 
x{: actual use of input i. 
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I assume that rt(t) is a mono-tonic non-decreasing function of time. This 
implies that the absolute efficiency level cannot diminish. The relative effi-
ciency can decrease because the efficiency of one input does not has to 
increase as much as the efficiency of another input. Monotonicity implies 
that technological change is a continuous process. 
Bearing in mind the preceding discussion we can now specify a 
production function with factor-augmenting technological change, given by: 
y = MA <6-3) 
where 
y: output 
f(.): production function. 
In equation (6.3) a separate time trend is also introduced. This second 
term is a pure shift effect that cannot be attributed to any particular input. It 
is an overall rise in efficiency. This is shown below. 
If there is technological change over time and the actual input usage 
remains constant, an industry could expand its output. Following Chambers 
(1988, p.211), this change in output is obtained by differentiating equation 
(6.3) as follows: 
dy _ T ^ + df _ v J f 3TVW + 
dt Y dX; dt dt y ax, '' dt dt 
or, in percentage terms, 
diny = d\nf din*, + g^f _ ^ dlnf dinrft) + g^f 





ÈJj): elasticity of the demand for effective input i with respect to output. 
Equations (6.4) and (6.5) show that technological change has two 
components. First, there is an expansion effect equal to the weighted average 
of the rates of change of the various effective inputs. The weights equal the 
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elasticities of the demand for effective inputs with respect to output. The 
rates of technological change of the effective inputs equal the rates of 
changes of the functions representing factor-augmenting technological 
change. The second component is a pure shift effect that cannot be attributed 
to any particular input. This shift effect is only a function of time. 
Therefore, it is a function representing a special form of technological 
change: Hicks-neutral technological change. Technological change is said to 
be Hicks-neutral if the production function is separable in the function 
representing technological change (Chambers, 1988, p.208). Combined with 
the assumption made in the previous chapter, that the production function is 
homogeneous of degree one, this enables us to rewrite the production 









1 _ b2j{x,t) 1 
bX, 
bXj bt bflx,t) 
bXj 
(6.8) 
The fact that the marginal products (bf(x,t)lbXj) are positive allows us to 
write equation (6.8) as: 





Thus, the rate of change over time is the same for all marginal products; 
this derivative is independent of X (separability assumption). Chambers 
(1988, p.209) shows that in this case the production function, as given in 
equation (6.3), can be written as a combination of two functions. The first 
function represents Hicks-neutral technological change. The second function 
has the effective inputs as arguments. 
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where 
Aft): function representing Hicks-neutral technological change. 
In the basic model industries are indifferent about their level of output 
(the constant returns to scale assumption). This implies that if mere is 
technological change they do not increase output but decrease their actual 
demand for inputs given the level of final demand. This can be shown by 
deriving the cost function and using Shephard's lemma (Varian, 1984, p.54). 
We will first derive the cost function. 
Combining equations (6.3) and (6.10), the production function is written 
as (see also Chambers, 1988, p.210): 
y =f[x(x,t),t) = A(t).m(x) 
which implies that 
=m(x) =z (6.11) 
A(f) 
The associated minimum cost function is given by (see Chambers, 1988, 
p.223): 
c(z,w,t) = c(z,w) (6.12) 
w{ = —L 
T{(t) 
where 
wf. effective input price i 
w{: actual input price i 
H>: vector of effective input prices. 
The cost function associated with a factor-augmenting technology, as 
given in equation (6.12), can always be interpreted either in terms of input 
prices or of effective input prices, where effective input prices equal the 
input prices divided by the augmentation function. 
Because of the constant returns to scale assumption the cost function is 
homogeneous of degree one in output; therefore it is also homogeneous of 
degree one in z. 
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The demand function for input i can be derived from the cost function by 
taking the first-order derivative of the cost function with respect to price of 
input i (Shephard's lemma). The input demand functions are given by: 
X(7M>t\ - 9cfe»*.0 - ftfo*) - y-Ait)'1. 
*i\<.,w,i) - - — - -
oWj Bw, Bw, 
dw ( 6 - 1 4 ) 
= y . A W " 1 . - ^ . ^ = y.A(trl3.(w).Ti(trl Bw, Bw. 
Equation (6.17) shows that the actual input demand (*,) decreases over 
time if technological change "functions" r,(t) and Aft) are strictly positive 
(rt(t),A(t) > 0) and the other factor-augmenting functions are constant. 
6.3 Technological change in the basic model 
Here, technological change is incorporated into the production structure of 
chapter 5. I assume that the following inputs exhibit factor-augmenting 
technological change; the intermediate inputs, the complementary import and 
the primary inputs. To keep the presentation manageable only the production 
function for the output of an industry (ou) is discussed. The production 
structure without technological change is given by equations (5.3), (5.4) and 
(5.5). The new production structure becomes (see the glossary for the 
meaning of the symbols): 
ou = A(t).F(ain,apr) (6.15) 
ain = F(ih) (6-16) 
apr = F(pr) (6.17) 
with 
pr = (p"ri,...p~rm,...,p~rM) 
in = (inlt...inn,...,inN) 
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Equation (6.12) can now be rewritten as: 
c(z,w) = z.c(w) = y.A(?)_I.£(iv) ( 6 - 1 3 ) 
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where 
nnn(t): function of factor-augmenting technological change for 
intermediate input n 
rprm(t): function of factor-augmenting technological change for primary 
input m. 
The cost function and the compensated input demand functions can be 
derived from the new production structure. The cost function is: 
C(ou,win,wpr,t) = ou.A(t)~l.C(win,wpr) (6.18) 
where 
win = (win ],... ,winn,win^ 
wpr = (wprv...,wprm,...,wprM) 
win 
n = l,...,N 
Tinn(t) 
wpr, wprm = m = 1,...,M rprjt) 
The tilde above the prices indicates effective input prices instead of actual 
input prices. 
Using Shephard's lemma and the result obtained in equation (6.14) the 
input demand functions can be derived. They are: 
inn - ou.K(f)~x.rinn(t)~l.inn(win,wpr) n = l,...,N (6.19) 
pr = ou.A(t)~x.rpr (t)~x.p> (win,wpr) m - l,...,M (6.20) 
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P~rm = Prm-TPrm(t) m = l,...,M 
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6.4 Elasticities 
The consequences of technological change for the input demand of industries 
are summarized by the elasticities of input demand with respect to 
technological change. There are two kinds of these elasticities. The first is 
the elasticity corresponding to Hicks-neutral technological change. This 
elasticity is discussed in the last part of this section. The second group of 
elasticities are the elasticities of input demand with respect to factor-
augmenting technological change. These elasticities measure the percentage 
change in the demand for input i of a one per cent change in the 
augmentation factor for an input j . The elasticities of input demand with 
respect to factor-augmenting technological change have an interesting 
property; they are the same but opposite in sign to the elasticities of input 
demand with respect to price. This is shown below. Rewriting equation (6.2) 
as a function of the input prices yields: 
The relation between the "normal input price" and the "effective input 
price" is: 
w, = wrTfi) 
The cross elasticities of input demand with respect to price and 
technological change are derived first. 
The first-order derivatives are: 
OX, dWj i - l a * i l l 
dwj ' dwj ' T-fi) 3Wj' Tfi)' Tfi) 
dx{ bXt dwj i Ô V f M " 1 _ dxt -wj i 
3T/0 8*/dr/f)'Tfif) dTj(t) ~ dw/ Tj{ff Tfi) 
Writing these derivatives as elasticities 
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dx{ Tj(t) _ dXt ~Wj ! Tfi) 
drfi) xt ÔWj Tj(tf Tfi) X, 
te{ l l 
(6.22) 
ÔWj Tfi) Tfi) X, 
= EMj) 
So 
Efij) = -Ew(iJ) (6.23) 
Now the own elasticities of input demand with respect to technological 
change are derived. The first-order derivatives are: 
dx^ = d^d^ j _ + x drfiy1 dxt i 
dw, dWj' dw/ Tfi) '' dw{ dw, Tfi)2 
9xt = dXt i drfiy1 = dX, -wt _ X{ 
~drfi) lw-i'Jrfij'~Tfi) + '" drfi) d*i'rfi? rfif 
Writing these derivatives as elasticities 
dxt wt dX, i W; 
dw{ x, dWi xt 
d*i Tfi) = dX, -w, Tfi) _ X, Tfi) 
drfi)' xt dw{ T((ff' x{ T.(tf' x, 
dXi i -w,. _ TfiY^-X, 
W~rtf?'^ï~ Tfiyl.xt 
BX; I -W. 
= EJt) (6.24) 
d w i Tfi)2 *i 




ET(i) = -Ew(i) - 1 (6.26) 
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where 
ET(i,j): elasticity of demand for input i with respect to the augmentation 
factor for input j 
Ew(ij): elasticity of demand for input i with respect to the price of input j 
ET(i)\ elasticity of demand for input i with respect to the augmentation 
factor for input i 
Ew(i): elasticity of demand for input i with respect to the price of input i. 
The elasticities of input demand with respect to technological change can 
be derived easily if the elasticities of input demand with respect to price are 
known (see section 5.4). Elasticities of input demand with respect to 
technological change have the same structure as the elasticities of input 
demand with respect to price. This structure depends on the properties of the 
production function (strongly separable and homogeneous of degree one at 
each level). 
When the price of an input i rises, the demand for input j rises (if i and j 
are mutually substitutable). In that case the sign of the elasticity of demand 
for input i with respect to the price of input j is positive. If the augmentation 
factor of an input i rises, less of input j is demanded (if i and j are mutually 
substitutable). So, the sign of the elasticity of demand for input i with 
respect to the augmentation factor for input j is negative. In general, the 
cross elasticities of input demand with respect to price have the opposite sign 
to the cross elasticities of technological change and they are linked by 
restrictions. 
The elasticities of input demand with respect to Hicks-neutral 
technological change are identical for all inputs, they equal -1. This result 
follows directly from the fact that the input demand equations can be written 
as (see equation (6.14)): 
x{(y,w,t) = y . A ( 0 - 1 . 
E © = d X i ( y , W , t ) A ( 0 = -y-A(Q-2.*,-(*) = j (6.27) 
A dA(t) xs y.AityKxfiw) 
where 
EA(i): elasticity of demand for input i with respect to the Hicks-neutral 
technological change factor. 
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7. THE PRODUCTION MODEL 
7.1 Introduction 
In the basic model functional forms for the micro-production, micro-cost, 
input demand, product transformation and revenue functions have to be 
chosen. The functional forms have to be consistent with the restrictive 
production structure assumed in chapters 5 and 6 which limited the substi-
tution possibilities of the inputs and outputs. 
In large AGE models CES (GET) functions (Arrow et al., 1961), or 
Cobb-Douglas and Leontief functions as limiting cases, are usually used 
(Shoven and Whalley, 1984). Other functional forms can be used. Dixon et 
al. (1982) use CRESH functions in ORANI, an AGE model for the 
Australian economy; Nakamura (1984) uses translog functions in an AGE 
model for the West German economy. These functions do not restrict the 
input substitution possibilities as much as the CES (CET) functions. Their 
disadvantage is that more data are required to parameterise the model (see 
chapter 12). 
The basic model here uses CES (CET) functions. The reasons for this 
choice are discussed in section 7.2. In section 7.3 a one and two-level CES 
micro-production function and a CET product transformation function are 
specified. Cost minimization results in one and two-level CES cost and input 
demand functions, and revenue maximization results in a revenue and supply 
functions (see chapter 5). These functions are discussed in section 7.4. In 
section 7.5 the elasticities of input demand and output supply with respect to 
price and technological change are derived and discussed. 
7.2 Choosing functional forms 
Cost functions are directly related to production functions by means of the 
duality between both type of functions (see, for example, Varian, 1984, 
pp.62-64). Revenue functions are directly related to product transformation 
functions by means of the duality between both type of functions (Chambers, 
1988, p.263). Specifying the production and product transformation 
functions determines the functional forms of the cost and revenue functions. 
If the cost functions are specified, the input demand functions can be derived 
by using Shephard's lemma (Varian, 1984, p.54). If the revenue function is 
specified the supply functions can be derived by using the Samuelson-
McFadden lemma (see appendix 5B and Chambers, 1988, p.264). 
In chapter 5 the production structure was split into a two-level production 
function for output, a one-level production function for domestic supply and 
a product transformation function for exports and the home-used domestic 
output. Both production functions were (completely) strongly separable and 
homogeneous of degree one. 
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Berndt and Christensen (1973) show that the multi-factor CES production 
function, or Cobb-Douglas production function as a limiting case, is the only 
functional form compatible with complete strong separability within the class 
of strictly quasi-concave homothetic functions. Complete strong separability 
was assumed for the micro-production functions in the basic model (see 
chapter 5). Therefore, it seems reasonable to choose CES functions at each 
level. The multi-level CES production function has all the properties of the 
hypothetical production function specified in chapter 5 (see section 7.3; Sato, 
1967; de Boer, 1981). 
The product transformation function discussed in chapter 5 was 
completely strongly separable and homogeneous of degree one. In chapter 5 
it was shown that these assumptions imply that the transformation elasticity 
is constant and equal for all output combinations. A CET product transform-
ation function is the only functional form with this property. 
In AGE models the forms of the functions are often a mix of CES, Cobb-
Douglas and Leontief functions. Leontief functions are often used but they 
are not consistent with the assumptions made in chapter 5 because they are 
not twice differentiable. Which functional form should be chosen depends on 
the specific research question. Leontief production functions are often used if 
the inter-industry transactions are not very important. However, in the basic 
model possibilities for input substitution in agribusiness are important 
because they directly influence the inter-industry transactions. Cobb-Douglas 
functions are not appropriate because all the substitution (transformation) 
elasticities equal one, which implies that the cost and revenue shares are 
constant. Therefore, Cobb-Douglas functions represent a form of input 
substitution (product transformation) that is too restrictive for our purpose. 
7.3 CES/CET functions 
The production of output (pu) is represented by a two-level CES production 
function (introduced by Sato, 1967 and discussed by de Boer, 1981, see also 
section 5.2); that of domestic supply (dom) is represented by a one-level 
CES production function (introduced by Arrow et al., 1961). The 
transformation of output into exports and the home-used domestic output is 
represented by a product transformation function. Technological change is 
exogenous in the basic model, and therefore, the index t has been omitted in 





ain = Tin. 
apr = Tpr. 
The production model 
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«!, a 2 , ainn, aprm > 0 
Po«> Pin' Ppr > _ 1 
where 
T's: efficiency parameters 
pou: substitution parameter between ain and apr 
pin: substitution parameter between intermediate inputs and complementary 
import 
ppr: substitution parameter between primary inputs 
a's: distribution parameters. 
See the glossary for the meaning of the other symbols. 
The one-level CES production function for the domestic supply is given by: 
l 
rf0m=rd0mL1./eC-pdom+/32.irvv-^+|33.0d"P'fo'") P d o m ^ i ' ^ 3 > ° 
where 
Ydom: efficiency parameter 
Pdom- substitution parameter between competitive imports and home-used 
domestic output 
/3's: distribution parameters. 
The main properties of the CES production functions, as given in 
equations (7.1) and (7.2), have been derived by Arrow et al. (1961), Sato 
(1967) and de Boer (1981); they are discussed in appendix 7A. Keller (1976) 
discusses the properties of a general multi-level CES utility function. 
The CET product transformation function is given by: 
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r. ( -Vo -V0\ Vo 7l.Y2'Y3 > 0 (7.3) To.\yvod °+y2.oec ° + y3.orw °j ° = ou %j < -1 
where 
To: efficiency parameter 
ij 0: transformation parameter between exports and home-used domestic 
output 
y's: distribution parameters. 
The main properties of the CET product transformation function, as given 
in equation (7.3), are discussed in appendix 7A. 
7.4 Derived CES/CET functions 
Cost minimization given the two-level CES production function yields the 
cost function for output and the input demand functions for the intermediate 
and primary inputs (see section 5.3). An example of the derivation of these 
functions is given by de Boer (1981, p.37). Their properties are discussed in 
appendix 7A. The functions are: 
"in-"ou 
inn(.) = mnn .nnn .winn .Tin o u .Xin m . 
A -1 n -1 "ou v l-o0u 
ou.A .Tou .ax .Xou °" 




Cou(.) - ou.A'1.Tou~l.Xou1 ° 
n = 1 N 
m = 1,...,M, 
0 < <*ou 
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where 




v \~\ apr °pr~l l~apr Xpr = ¿2 Wm -TPrJ -">prm " 
1 1 
l+Pou ' »pr 1+P, pr 
where 
ffOM: substitution elasticity between the aggregate intermediate input and the 
aggregate primary input 
ain: substitution elasticity between intermediate inputs 
a r: substitution elasticity between primary inputs. 
The demand functions for the competitive imports and the home-used 
output and the minimum cost function for the domestic supply (de Boer, 
1981, p.33) are: 
"dom 
iec(.) = dom.Ydom-\p\dom.wiec~0dom.XdomX~adom 
°dom 
irw(.) = dom.Tdom'l/2dom.wirw~adom.Xdoml~adom 
Horn 
od(.) = dom.Ydom-\ff°m.wod~adom.Xdoml~0dom 
l 
Cdom{.) = dom.Ydom-1 .Xdoml~0dom 0 < adom < oo ( 7 ' 5 ) 
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where 




substitution elasticity between competitive imports and home-used 
domestic output. 
The supply functions for the exports and the home-used domestic output 
and the revenue function for the output are: 
% 
od(.) = ou.To-1.yQl°.Wod~%.Xo1~Qo 
% 
i \ n -1 ®o - 0 o „ l -0 o 
oec(.) = ou.Yo ,y2 .woec .Xo 
-1 "o -% v „ ' - ° o orw(.) = ou.To~.y3 .worw 0.Xo 
l 
Ro(.) = ou.To-KXo1^ -oo < Q o < 0 ( ? ' 6 ) 
where 
v / o 0 , \ - % Q0 i - o 0 fi0 i - a 0 \ Xo = I-yi • w o" + y2 -woec + 7 3 .worw I 
where 
Q 0: transformation elasticity between exports and home-used domestic 
output. 
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7.5 Elasticities 
In chapters 5 and 6 it was shown how the elasticities of input demand and 
output supply with respect to price, the elasticities of input demand with 
respect to technological change, the elasticities of input demand with respect 
to output and the elasticities of output supply with respect to input could be 
derived. In this section these elasticities for the CES production and the CET 
product transformation function are presented. First, the Allen partial elastic-
ities of substitution (AES) and transformation (AET) are presented and 
finally they are used to derive the elasticities. 
The AES for the two-level CES production function (see Sato, 1967; de 
Boer, 1981, p.38) are: 
OK - a a. if ij G I
k (k = 1,2) 
W * = i % \ "J. (7.7) 
0 = 0 if I 5* J 
ox(ij) = a if i G Ik and j & I 
where 
°^ft»/): AES between inputs i and j 
Sx(i): cost share of input i 
a: substitution elasticity at the highest level 
ak: substitution elasticities at the lowest level 
8: Kronecker delta. 
The AET for the CET product transformation function are: 
Qy(iJ) - Q - _ ^ . o ".I1, (7.8) 
where 
Qy(iJ): AET between outputs i and j 
5 (i): revenue share of output i 
Q: transformation elasticity. 
Equations (5.19) and (5.28) show that post-multiplying these AES (AET) 
by the cost (revenue) shares yields the elasticities of input demand and 
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output supply with respect to price. The elasticities of intermediate and 
primary input demand with respect to price are: 
EJ!J) = < W 5 , ( / ) + (ain-a0U).Sx{j,n) - ain.o ^I™*' K ~ 1 , " " N 
I? c ^ s e . - x s iJ=Prm' m = l,...,M 
Ew(lJ) = Vn-SJS) + (<*Pr-°ou>-Sx0.n) ~ V 6 n = apr 
5 = 1 if i = j 
5 = 0 if i * j 
E
w(iJ) = oou.Sx(J) i = ink, k = l,...,N 
= *«.sjfi j = p r " ' m = l M (7'9) 
The elasticities of import and home-used domestic output demand with 
respect to price are: 
EJiJ) = Ew(kj) = ffdom.5r(/') i,k * j , ij\k = iec, irw, od 
EvM) = 0dom-Sx® ~ °dom 1 = kc> irW' o d (7-10) 
The elasticities of output supply with respect to price are: 
Ep(ij) = Ep(kJ) = 0 o .5 y(/) i,k * j , ij,k = oec, orw, od 
Ep(i) = Q0.Sy(i) - 0 o i = oec, orw, od (7.11) 
The elasticities of input demand with respect to output and the elasticities of 
output supply with respect to input equal one. Therefore, 
Ey(i) = 1 i = iec, irw, od 
Ex(i) = 1 i = oec, orw, od (7.12) 
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elasticity of demand for input i with respect to the price of 
input j 
elasticity of supply of output i with respect to the price of 
output j 
elasticity of demand for input i with respect to output 
elasticity of supply of output i with respect to input 
share in total cost for input i 
share of input i in cost for input j 
share in total revenue for output i. 
The elasticities of input demand and output supply with respect to price 
have, by definition, the properties derived in section 5.4. The elasticities of 
demand for all inputs from one subset with respect to the price of an input 
from another subset are equal. The elasticities of demand between the inputs 
from one subset with respect to the price of another specific input, from the 
same subset, are also equal. The elasticities of supply of outputs with respect 
to the price of another specific output are also equal. 
If the substitution elasticities equal one, the elasticities of input demand 
with respect to price equal the cost shares. If a Cobb-Douglas function is 
used the elasticities of input demand with respect to price also equal the cost 
shares. This result is easily understood if it is realized that a CES function 
reduces to a Cobb-Douglas function if the substitution parameter approaches 
zero (Arrow et al., 1961). If the substitution parameters approach infinity the 
substitution elasticities approach zero and the CES function reduces to a 
Leontief production function (Arrow et al., 1961). In that case the elasticities 
of input demand with respect to price equal zero. 
The elasticities of input demand with respect to technological change can 
be derived from equations (6.23), (6.26) and (6.27). 
The AESs can have values between zero and infinity. Therefore, all 
inputs in a subset are substitutes (the elasticities of input demand with 
respect to price are positive). The own elasticities of input demand with 
respect to price are negative. The sign of the elasticities of input demand 
with respect to price between intermediate and primary inputs depends on 
the values of the substitution elasticities and the cost shares. 
The AET takes values between minus infinity and zero. Therefore, all 
outputs in subset f" are substitutes (the elasticities of output supply with 
respect to price are negative). The own elasticities of output supply with 
respect to price are positive. 
To derive the complete system of elasticities of input demand and output 
supply with respect to price and technological change for an industry it is 
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an input-output table or by estimating them) and four substitution elasticities 
and one transformation elasticity. This is shown in equations (7.9) to (7.12). 
These substitution elasticities are aou, ain, apr, adom and Q0. Usually, they 
are taken from the literature (Shoven and Whalley, 1984) or they are 
estimated (e.g. Mansur and Whalley, 1984; de Boer, 1981). For this 
research I took them from the literature (see chapter 14). 
7.6 Discussion 
Some of the assumptions made in chapters 5 to 7 are restrictive in the case 
of agribusiness. Seven of these assumptions will now be discussed. 
First, in the production structure described it is industries and not firms 
or farms that produce goods and services. The behaviour of firms can be 
aggregated into the behaviour of industries only under some severe 
restrictions (see Van Daal and Merkies, 1984; Chambers, 1988, pp.182-
202). This is the so-called aggregation issue. 
Second, strong separability restricts the possibilities for input and output 
substitution and implies a special (not very realistic) interpretation of the 
production process. Nevertheless, this assumption must be made because a 
lack of data prevented the use of more flexible functional forms (see chapters 
3, 12 and 14). The assumption was also made to simplify the interpretation 
of the results. If data were available the assumption could be tested using 
econometric methods (Mansur and Whalley, 1984). 
Third, it could be argued that not all markets in agribusiness are 
competitive. This assumption was discussed in chapter two. 
Fourth, the single output assumption is not always realistic in the case of 
agriculture. For example, in arable farming a mix of products is produced 
and each product is processed differently. In the ORANI model (Dixon et 
al., 1982), a multi-output production structure has been specified for 
agriculture. The single output assumption could be interpreted as industries 
producing a mix of outputs whose composition remains constant (Chambers, 
1988, chapter 7). The assumption could be relaxed, but I have not done so, 
in order to keep the model simple. However, in certain policy simulations it 
could be necessary to model a multi-output production structure. In part IV 
of this thesis this is done (see chapters 13 and 14) for dairy farming where 
the policy of interest (milk quotas) required a division of the output of this 
industry into milk and cattle production. 
Fifth, the assumption that labour, capital and land are variable inputs is 
an assumption with important implications for the model results. Therefore, 
the primary inputs will be discussed more extensively in chapter 9. 
Sixth, another important assumption is the static character of the model. 
In agriculture, production in one period depends on prices in other periods. 
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Moreover, production decisions are often time dependent (e.g. investment 
behaviour). This assumption can be relaxed by using dynamic AGE models. 
However, this would complicate the analysis substantially and should 
therefore only be done if specific research questions would require such 
dynamic models (see chapter 16 for a more elaborate discussion on this 
subject). 
Finally, technological change is an important factor that influences the 
commodity flows in agribusiness. Technological change has been assumed 
exogenous in these chapters. It could be argued that technological change 
depends on price levels and government policies. However, this is still an 
area where more research is needed. 
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8. CONSUMER DEMAND 
8.1 Introduction 
Consumer demand is one of the factors that determines the level and- relative 
distribution of the demand for the output of industries, and therefore, inter-
industry transactions, factor demand, income, and trade. 
Another important aspect of household behaviour is the supply of primary 
inputs to industries. Industries compete for primary inputs. Moreover, the level 
of consumer demand, through income, and the level of output of industries 
depend on the availability of primary inputs. These inputs will be discussed in 
chapter 9. 
The way consumer behaviour is modelled depends on the purpose of an AGE 
model. For example, in an AGE model built to study tax incidence (such as that 
of Keller, 1979) it is important to specify different consumer groups. More 
consumer groups also have to be considered if the consumer behaviour of 
different income groups is studied (e.g. Kilkenny, 1991; Adelman and 
Robinson, 1986). Given the purpose of the basic model a very detailed 
modelling of consumer behaviour does not seem to be required. 
In section 8.2 some basic assumptions are discussed. Utility maximization 
and the derivation of the demand functions are dealt with in section 8.3. In 
section 8.4 utility maximization given a Gorman polar expenditure function is 
presented. The Gorman polar expenditure function can act as a local second-
order approximation to any arbitrary expenditure function (Diewert, 1980). In 
section 8.5 a specific functional form for the expenditure function is chosen. In 
section 8.6 the elasticities of demand with respect to expenditure and price are 
derived. 
8.2 Basic assumptions 
In the basic model there is one representative consumer or private household 
that derives utility from the consumption of consumer goods. 
The consumer goods are a combination of the products and services produced 
by the domestic industries and competitive imports (dom's, see chapters 5 and 
10) and one complementary import. 
Keller (1979) assumes that the consumer also derives utility from the 
consumption of public goods. The supply of public goods follows from the 
maximization of the utility function of the government (see chapter 11). Keller 
(1979) assumes that this function is determined by a democratic voting process, 
the outcome of the voting process depending on the utility function of the 
consumer. This assumption is not made here; the utility function of the 
government is exogenous in the basic model. 
The consumer maximizes utility given a budget constraint. The budget of the 
consumer equals the income derived from the supply of primary inputs 
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corrected for taxes, subsidies, income transfers and saving. In this chapter the 
consumer budget is exogenous in the same way as the supply of the primary 
inputs. I assume that the consumer does not derive utility, positive or negative, 
from the supply of these inputs. This supposition has various implications: for 
instance that there is no labour-leisure choice in the model. These assumptions 
simplify the analysis and the solution of the model. Primary inputs will be 
discussed in chapter 9 where some of the previous assumptions will be relaxed. 
Taxes, subsidies and income transfers will be discussed in chapter 11. 
The utility function has to show the possibilities for substitution between 
consumer goods for the private household. Possibilities of substitution directly 
influence the level and relative distribution of the output of industries. They are 
summarized in the elasticities of demand with respect to expenditure and price. 
There is a difference between expenditure and income elasticities because not 
all the income is spent on consumer goods; some of the income has to be paid 
to the Treasury as income tax and some of it is saved. 
8.3 Utility maximization 
The preferences of the consumer can be represented by a utility function. It is 
assumed that given a budget constraint the consumer maximizes utility, this is 
equivalent to the consumer trying to minimize expenditure given a utility 
function. Both utility maximization and expenditure minimization yield the same 
results because of the duality between the utility function and the expenditure 
function (e.g. Varian, 1984). Expenditure minimization leads to compensated 
(Hicksian) demand functions. Utility maximization leads to uncompensated 
(Marshallian) demand functions. Given the demand functions it is possible to 
derive the elasticities of compensated and uncompensated demand with respect 
to expenditure and price. 
In this chapter it will be assumed that the consumer saves a fixed proportion 
of its income. Therefore, a fixed proportion of income is spend on consumption 
goods. In this chapter the term income will be used for that part of income that 
is actually spent on consumption. 
Figure 8.1 shows the relation between utility maximization, expenditure 
minimization and the compensated and uncompensated demand functions. In 
figure 8.1 the general notation is used. Prices are given by w, quantities by x, 
utility by U, expenditure by e, indirect utility by v, income available for 
expenditure on private goods by Y, compensated demand by h and uncompen-
sated demand by x. Lower case bold characters represent vectors, see also the 
glossary. 
Before discussing utility maximization it seems appropriate to say something 
about the functions in figure 8.1. In the discussion a number of theoretical 
restrictions will be imposed on these functions, in order to reduce the number 
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of unknown parameters. This is necessary if the parameters of the model have 
to selected. Most restrictions and assumptions are standard theoretical 
assumptions (homogeneity of demand, continuity, etc.). However, some 
assumptions are less standard. For example, the utility function is a two-level 
utility function. This means that the consumer maximizes utility in two steps. 
In the first step he divides its total income between expenditure on consumer 
goods and savings. In the second step he maximizes a utility function, in which 
the consumer goods are the arguments, given the expenditure on consumer 
goods. Maximizing the utility function for consumer goods will be discussed in 
this chapter. An alternative would be to choose a multi-level utility function. 
Such a function implies that the consumer maximizes utility in several steps. 
First he divides his budget between different groups of goods. Thereafter he 
divides his budget between subgroups of these groups, and so on. This 
procedure is called multi-stage budgeting (see Deaton and Muellbauer, 1983, 
p. 122) and is often used in AGE models. For example, Michalek and Keyzer 
(1992) choose a two stage demand system for ECAM, an AGE model for eight 
countries of the EC. 
max U(x) 
s.t. w'x = Y 
^ solve 
duality 
mm w x 












entiation ration 1 
expenditure function 
e(U,w) 
Source: Deaton and Muellbauer, 1983, figures 2.8 and 2.10. 
Figure 8.1 Utility maximization and expenditure minimization 
A priori the Gorman polar form (see Deaton and Muellbauer, 1983, p. 144) 
for the expenditure function is chosen. The Gorman polar expenditure function 
represents quasi-homothetic preferences. Diewert (1980) has shown that the 
Gorman polar form for the expenditure function can act as a local second-order 
approximation to any arbitrary expenditure function. In section 8.5 a specific 
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interpretation of the Gorman polar form is chosen in order to reduce the 
number of unknown parameters in the model. 
8.4 The Gorman polar expenditure function 
Most functional forms imply homotheticity. This is for example the case with 
CES utility functions introduced by Arrow et al. (1961) as a production 
function. Homothetic utility functions imply that elasticities of demand with 
respect to expenditure are equal for all goods. In fact, because a homothetic 
utility function can always be written as a linear homogeneous utility function, 
all elasticities of demand with respect to expenditure equal one (Deaton and 
Muellbauer, 1983, p.143). There is no empirical evidence that this is true 
(Deaton and Muellbauer, 1983, p. 144). One of the ways to overcome this 
problem is to specify quasi-homothetic preferences. I will clarify the difference 
between homothetic preferences and quasi-homothetic preferences later. 
Preferences can be represented by a utility function but also by ah 
expenditure function because of the duality relations between the two (see figure 
8.1). The Gorman polar form of an expenditure function is (see Deaton and 
Muellbauer, 1983, p. 144): 
e(U,w) = a(w)+ U.h(w) w > > 0, U ^ 0 (8-1) 
a(w) represents the cost of living when utility is zero and may thus be 
interpreted as subsistence expenditure. a(w) and b(w) are expenditure functions 
(Diewert, 1980); i.e. they are positive, homogeneous of degree one and are 
concave functions of w for w >> o. b(w) is the expenditure function for 
supernumerary demand. Supernumerary demand is demand additional to subsis-
tence demand. 
The associated indirect utility function can be found by inverting the 
expenditure function. Inversion yields (Deaton and Muellbauer, 1983, p. 144): 
v(7,w) = Y " aW (8.2) 
The real value of expenditure in excess of that required for subsistence is 
interpreted as a measure of utility, where (Y - a(w)) is the expenditure in excess 
of that required for subsistence. 
Differentiating the expenditure function (Shephard's lemma) yields the 
compensated demand functions (Varian, 1984, p.54). The uncompensated 
demand functions can be derived in two ways (see figure 8.1). First, by using 
Roy's identity which is given by (Varian, 1984, p. 126): 
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These derivations will now be performed taking Gorman's polar expenditure 
function as the starting point. Differentiating the expenditure function yields: 
= ht(U,w) = afiw) + V.b,(w) i = l,...,N 3w{ 
where 
afi» - *p. i= l,...,N 
Bw{ 
Hw) = i - K..,N Bw, 
(8.5) 
Substitution yields 
x{(Y,w) = afitr) + ^-.{Y - a(w)) i = l,...,N (8.6) 
Consumer demand consists of two parts. "Subsistence" demand denoted by y 
and supernumerary demand denoted by h+ and x+. 
yt(w) = at{w) i = 1,...,N (8.7) 
h?(U,w) = U.bjiw) i = 1,...,JV (8.8) 





x,(Y,w) = - ' . i = \,...,N (8-3) 
3 v(Y,w) 
BY 
Another way to derive the uncompensated demand functions is by 
substituting utility, by the indirect utility function, into the compensated demand 
functions (Varian, 1984, p. 126). Substitution yields: 
x((Y,w) m h,(v(Y,w),w) i = 1,...,JV (8.4) 
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Equation (8.6) shows how quasi-homotheticity (Deaton and Muellbauer, 
1981, p. 151) restricts behaviour: all Engel curves, the relation between 
expenditure and demand, are straight lines. Under homotheticity Engel curves 
are straight lines through the origin, so all elasticities of demand with respect 
to expenditure equal one. Under quasi-homotheticity the straight lines need not 
go through the origin. 
If quasi-homotheticity is valid, it offers a very convenient representation of 
how the pattern of demand alters with total expenditure. Rewriting equation 
(8.6) yields (see Deaton and Muellbauer, 1983, p. 145): 
a(w) + 
w..b;(w) 
Y w j Y 
The i* expenditure share, Sx(i), is a weighted average of two expressions, 
the weights depending on the ratio of the fixed costs a(w) to total expenditure. 
The first expression is the i* expenditure share when Y = a(w). The second 
expression is the i m expenditure share when Y = b(w). 
The elasticities of demand with respect to expenditure and price for a 
Gorman polar expenditure function are derived by taking the first-order 
derivatives of the compensated demand functions with respect to the prices and 
the first-order derivatives of the uncompensated demand functions with respect 
to income spend on consumer goods. These derivations yield: 
dh.(U,w) = dafiv)+u dbt(w) = da^w) ^ Y-a(w) ^Hw) ( g n ) 
dwj dwj ' dwj dwj b(w) d\Vj 
8x,(Y,w) bt(w) 
BY b(w) 
ij = l,.-.,iV . (8-12) 
The partial derivatives of the uncompensated demand functions with respect 
to prices are calculated using the Slutsky equation. This equation shows the 
relation between the first-order derivatives of the uncompensated demand 
functions and the first-order derivatives of the compensated demand functions 
in the cost-minimizing optimum. The Slutsky equation is given by (Varian, 
1984, p.130): 
dxt(Y,w) dhfy(Y,w),w) dx{(Y,w) 
-Jw— ~ — — ~ — 5 T - ' x J lJ=1'->N ( 8 J 3 ) 
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W ^ ^ f W . W x ^ ( 8 1 4 ) 
dwj dwj b(w) dwj b(w) J 
We are primarily interested in the effect of small changes. Therefore, 
equation (8.14) is written in elasticity form (see Deaton and Muellbauer, 1983, 
p.62) 
dx,(Y,w) Wj Ja.(w) wj+Y-a(w) d b i ( w ) wj _ Ww) wj Y 
>j x{ dwj ' x( b(w) ' dwj ' xf b(w) j' xf Y 
(8.15) 
where 
E^ftj): elasticity of uncompensated demand for good i with respect to the 
price of good j 
Ewh(ij): elasticity of compensated demand for good i with respect to the price 
of good j 
Ey(i): elasticity of demand for good i with respect to expenditure 
Sx(j): share of good j in total expenditure. 
The notation of elasticities of demand with respect to price is different from 
the notation used in chapter 5. There the subscript w is used here, wx and wh 
are used because there are two kinds of demand: uncompensated and 
compensated demand. 
The elasticities of compensated demand with respect to price are: 
F a A - D A < ( W ) WJ . Y-a(w) 3bfi») w. 
Ewh(lJ) = - a ~ + ut \ • - a L l J l . — .iV (8.16) 
Bwj xt b(yv) Bwj xt 
The elasticities of demand with respect to expenditure are: 
Ey(i) = J-L .1 i = l,..,N (8.17) 
b(w) xt 
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Substituting equations (8.11) and (8.12) in (8.13) yields: 
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b(w) X, 
b(w) 
There is an interesting relation between elasticities of demand with respect 
to expenditure, expenditure shares and expenditure shares of supernumerary 
demand. The expenditure share of supernumerary demand for good i is defined 
as the share of expenditure on the supernumerary demand for good i in total 
expenditure on supernumerary demand. The expenditure shares of 
supernumerary demand are: 
Sx+(i) = L_L_ = ' >\> i = \,...,N x N U.b(w) (8.19) 
The expenditure shares are: 
S (i) = Wi'k' = w r a t w ) + U-wi-biW 




Sx(i): expenditure share of supernumerary demand for good i. 
Dividing expenditure shares of supernumerary demand by the expenditure 
shares yield the elasticities of demand with respect to expenditure in the 
expenditure-minimizing optimum. This property is convenient when the model 
has to be parameterised, because it reduces the data requirements for the 
calculation of elasticities of demand with respect to expenditure to expenditure 
shares. Algebraically: 
i = l,...,N 
(8.20) 
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The elasticities of supernumerary demand with respect to expenditure should 
equal one because b(w) is homogeneous of degree one. One unit of extra 
expenditure is spent in the same proportion on each good. Calculating the 
elasticities of supernumerary demand with respect to expenditure (EY(i)) 
yields: 
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sx® = U.bjw) = bi(w) ja(w) + U.b(w)) 
Sx(i) w,.a,(w) + U.w^bXw) ~Mw)' («,(*) + U.bt(w)) 
a(W) + U.b(w) (8.21) 
bAw) y 
b(w) x{ 1 
In the expenditure-minimizing optimum compensated demand equals 
uncompensated demand. Therefore, expenditure shares can also be calculated 
using uncompensated demand functions. 
Elasticities of supernumerary demand with respect to price can be defined 
by analogy with elasticities of supernumerary demand with respect to 
expenditure. Elasticities of supernumerary demand with respect to price show 
how supernumerary demand changes if prices change. First, the first-order 
derivatives of the compensated supernumerary demand functions with respect 
to prices and the first-order derivatives of the uncompensated supernumerary 
demand functions with respect to income spend on consumption are derived. 
Performing these derivations yields: 
dK<V>w) = u . ^ L = y - f l W 9 b i ( W ) ij = l,...,N (8-22) 
dwj dwj b(w) d\Vj 
_ W i _ , N (8.23) 
dY W) 
Using the Slutsky equation yields the first-order derivatives of the 
uncompensated supernumerary demand functions with respect to prices: 
= Y-a(w) _ Hw) t ij - i,...,N (*-2A) 
dwj b(w) ' dwj b(w) ; 
The elasticities of compensated and uncompensated supernumerary demand 
with respect to price can now be derived by post-multiplying the first-order 
derivatives by the ratios of the input prices and demanded quantities in the 
expenditure-minimizing optimum. Multiplications yield: 
- L^L.!!^L.^. N (8.25) 
b(w) dwj x, 
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Y-a(w) Mfiv) wj _ W wj-xj Y-a(w) 
Hw) dwj b(w) Y-a(w) 
ij = l,...,N 
(8.26) 
8.5 Functional forms 
In the previous section no functional forms for a(w) and b(w) were chosen. 
However, if the model parameters have to be selected it is necessary to choose 
such functional forms. Many functional forms for a(w) and b(w) have been 
proposed in the literature on demand analysis (e.g. Barten, 1977) and more 
specifically in the literature on consumer demand in AGE analysis. The easiest 
way to proceed is to set a(w) equal to zero and for b(w) to choose a Leontief 
function (as in input-output analysis), a Cobb-Douglas function or CES 
function. The expenditure functions then yield elasticities of demand with 
respect to expenditure equal to one. 
The most well known example of a set of demand equations is probably the 
linear expenditure system (LES) as proposed by Stone (1954), see also Deaton 
and Muellbauer (1983, p.65). In the LES demand system 
n=l 
where 
yn: subsistence demand for good n. 
Another well-known demand system is the Almost Ideal Demand System 
(AIDS) proposed by Deaton and Muellbauer (1980). In the AIDS a(w) has a 
translog functional form and b(w) equals a Cobb-Douglas function (Deaton and 
Muellbauer, 1983, p.75). Combinations of demand systems are also possible. 
Michalek and Keyzer (1992) choose a two-stage LES-AIDS demand system for 
ECAM. 
The only conditions the demand systems have to meet is that a(w) and b(w) 
are positive, linearly homogeneous and concave functions of w for w >> o 
(Diewert, 1980). The choice of the expenditure function in the basic model is 
related to the LES approach; for b(w) a CES function is taken instead of a 
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Cobb-Douglas function as in the LES case. Choosing a CES instead of a Cobb-
Douglas function implies a substitution elasticity unequal to one for 
supernumerary demand. Therefore, this demand system is less restrictive than 
the LES demand system without increasing the unknown parameters as much 
as in the AIDS or other demand systems (Keller, 1979). Let 
N 
b(w) = r . 
N 
E a l-o an-wn 
1 
T^a 0 < a < oo 
«» > 0 
(8.30) 
where 
T: efficiency parameter 
an: distribution parameter for good n 
a: substitution elasticity. 
The substitution elasticity shows the degree of substitutability between goods. 
The private household demands N consumption goods (the output of the 
industries including the public services industry and one complementary 
import). For b(w) to be strictly concave it is necessary to assume that the CES 
utility function which is the counterpart of b(w) is strictly concave. This is the 
case if the substitution elasticity is strictly positive (see de Boer, 1981, p.31). 
Concavity of the CES utility function means that if the consumption of two 
goods gives a certain level of utility their convex combination is also capable 
of giving this level of utility. This property ensures that there is a unique 
expenditure minimum. 
Substituting equations (8.29) and (8.30) into (8.1) yields the expenditure 
function: 
N 
e(U,w) = X>„.Y„ + UT~l. 
N 





Y = e(v(Y,w),w) = 5>„.7„ + v{Y,w).T-1. 
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v(Y,w) = 
N 
a 1-a N E a i <*n-wn 
-1 
1-a (8.32) 
Taking the first-order derivatives of the expenditure function with respect to 
the input prices yield the compensated demand functions (Shephard's lemma, 
Varian, 1984, p.54). See also equation (8.5). The compensated demand 
functions are: 
N 
E a I 1-a 
a 
n = l,...,N (8.33) 
Substituting equation (8.32) for U in (8.33) yields (see also equations (8.4) 






E a 1 
n=l 
1-a n = l , . . , M 8 - 3 4 ) 
The demand system derived behaves properly; it satisfies the adding up 
condition, the homogeneity conditions, the symmetry conditions and the 
negativity condition (see appendix 8A). A more general discussion of these 
properties can be found in Deaton and Muellbauer (1983, p.43). 
8.6 Elasticities 
The elasticities of demand with respect to price and expenditure are derived in 
this section. In the expenditure-minimizing optimum 
K(V,w) = yn + h+n(V,w) n = l,...,iV 
where 
hn (U,w): supernumerary demand for good n. 
(8.35) 
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Inverting the expenditure function yields the indirect utility function: 
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In appendix 8B the first-order derivatives of the compensated demand 





= h*.w~. .a.S*{n') 
= h:.w-n\a.(s;(n) - l ) 
n,n' = l , . . . , i V 
n ^ n' 
n = l,...,N 
(8.36) 
(8.37) 
The first-order derivatives in equation (8.36) are positive and in (8.37) 
negative. This is because the substitution elasticity (o) and expenditure shares 
of supernumerary demand are positive and the latter take values between zero 
and one. 
The elasticities of compensated demand with respect to price are derived by 
post-multiplying these derivatives by the relevant price quantity ratio. The 
elasticities of compensated demand with respect to price are: 
Ewh(n,n-) = " a ^ V ) 
nn 
h + 
Ewh(n) = J L . « r . ( s > ) - l ) 
n,n' = l,...,N 
n * n' 
n = l,...,N 
(8.38) 
(8.39) 
Equation (8.21) shows that in the cost-minimizing optimum elasticities of 
demand with respect to expenditure equal the expenditure shares of 
supernumerary demand divided by the expenditure shares. From equations 
(8.33) and (8.34) it can be seen that the elasticities of demand with respect to 
expenditure are positive if the a's are positive. This is true by assumption as 
shown in equation (8.30). This means that all goods are normal; a rise in 
expenditure increases consumption (Varian, 1984, p.118). 
Substituting the elasticities of compensating demand and elasticities of 
demand with respect to expenditure in the Slutsky equation, which is given in 
equation (8.15) yields the elasticities of uncompensated demand with respect to 










K K'Wn £ l £ l 5 r ( " ) 
= = " * — Z n = 1 N 
K K-Wn K-Wn ' "A" " ~SM' 
~R E kn-wn 
YK-w„ n = 1 
(8.40) 
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where 
N 
lZK-wn z = 
£ hn-wn 
Z is the share of the expenditure on supernumerary demand in total 
expenditure. Z is one if all the income is spent on supernumerary demand. Z 
is zero if all the income is spent on subsistence demand. Substituting equation 
(8.40) in (8.38) and (8.39) and substituting the result in the Slutsky equation 
yields the elasticities of uncompensated demand with respect to price. The 
elasticities of uncompensated demand with respect to price are: 
5_(n) + S.An) E^fan') = * v ' .Z.a.Sx(n') - x .SJn') m SJn) x SJn) x 
(8.41) 
^.(s;(n').Z.a - SJn')) n,n'= l,...,N 
SJn) * * xK '1 n 9* n' 
= ^ - Z . a . ( 5 > ) - l ) - 5 > ) n = 1,...,N (8.42) 
Equations (8.39) and (8.42) show that the own elasticities of demand with 
respect to price are negative. Equation (8.38) shows that the cross elasticities 
of compensated demand with respect to price are positive. In the 
uncompensated case two goods can be complements or substitutes. The sign of 
the cross elasticities of uncompensated demand with respect to price is not 
determined. Both the first and second terms in equation (8.41) are positive and 
the second term is less than one but it is not clear which term is larger. 
The same approach used as in the production case where substitution 
elasticities together with cost shares had to be specified, cannot be used when 
selecting the parameters of the consumption model. Here, expenditure shares, 
the substitution elasticity, expenditure shares of supernumerary demand and the 
share of supernumerary demand in total expenditure (Z) have to be specified 
exogenously (see also chapter 14). Equation (8.21) shows that the expenditure 
shares and expenditure shares of supernumerary demand chosen determine the 
elasticities of demand with respect to expenditure. Therefore, it is also possible 
to take the elasticities of demand with respect to expenditure instead of the 
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expenditure shares of supernumerary demand exogenous. Notice, that if the 
expenditure shares and the expenditure shares of supernumerary demand are 
known Z is also known. 
8.7 Discussion 
The expenditure function chosen restricts household behaviour in a number of 
ways. First, the supply of primary inputs is independent of the utility 
maximization problem. For family farms in agriculture it could be expected that 
this assumption is not correct, although the empirical evidence is not strong for 
Dutch agriculture (see Thijssen, 1992 and Elhorst, 1990). This assumption will 
be further discussed in chapter 9. 
Second, the substitution possibilities between consumer goods. More flexible 
expenditure functions would put less structure upon the elasticities of demand 
with respect to price and expenditure. 
Third, all the elasticities of supernumerary demand with respect to 
expenditure equal one. If expenditure rises by one per cent, supernumerary 
demand for all goods also increases by one per cent. 
Fourth, the fact that there is only one household makes it impossible to look 
closer at the behaviour of the agricultural households. This could be important 
if they have different preferences (which is not very likely) or if we are 
interested in the incomes earned by and the primary input supply behaviour (of 
primary inputs) of different types of agricultural households. Moreover, the 
assumption that consumer preferences in the economy can be aggregated into 
one utility function is valid only under some severe restrictions (see Deaton and 
Muellbauer, 1983, chapter 6, for a thorough discussion of aggregation). 
Finally, it could be useful to specify a two stage expenditure function in 
which the demand for products from agribusiness are treated differently from 
the other goods. However, because interest is focused on producer behaviour 
this is not done in the basic model. 
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9.1 Introduction 
In chapter 8 total supply of primary inputs was assumed to be exogenous. In 
this chapter this will be given a special interpretation; the supply of primary 
inputs emerges from fixed hypothetical stocks. Saving, investment, capital 
depreciation, immigration, etc. determine these stocks. They are, in turn, 
determined by the inter-temporal behaviour of households and industries. Inter-
temporal behaviour is important because it influences the inter-industry 
transactions, factor demand, income, and exports and imports in the economy. 
For example, saving reduces the level of present consumption but increases the 
level of future consumption. 
There are several ways of incorporating inter-temporal behaviour in an AGE 
model. However, most methods maintain the static character of the AGE 
model. Gunning and Keyzer (1993, p.28) call this recursive dynamics. With 
recursive dynamics a time sequence of single-period equilibria is computed. 
Periods are related through the updating of some exogenous variables like the 
capital stock or the total amount of labour in the economy. 
To simplify the analysis the basic model has been chosen to be static. This 
implies that the supply of the primary inputs is exogenously determined, but at 
the same time some of the factors that influence the stocks of the primary inputs 
are modelled. The approach discussed in this chapter is largely adopted from 
Keller (1979) and Cornielje (1990). 
Saving and investment are discussed in sections 9.2 and 9.3. Capital 
depreciation, another factor that influences the capital stock, is dealt with in 
section 9.4. Land and labour are discussed in sections 9.5 and 9.6. 
9.2 Saving 
To save income for future consumption, a value-retaining stock of durables is 
needed. In a monetary economy, money could serve as a store of value. 
However, in our basic model there is no money. Therefore, durables are the 
only store of value and wealth. Saving is performed by holding and purchasing 
durables. Durables are defined as goods that "produce a continuous stream of 
services over an infinite horizon" (Keller, 1979, p.335). In the rest of this 
thesis durables will be defined as capital goods. 
If utility depends on future consumption, the utility-maximizing individual 
will reallocate his budget over time in order to arrive at a higher level of 
utility. As a result of the inter-temporal reallocation of the budget the flow of 
current income differs from the flow of expenditure on contemporary 
consumption. Saving is defined as the positive or negative difference between 
income and expenditure on consumption goods. The purchase of capital goods 
implies positive saving, the selling of capital goods implies negative saving. If 
77 
Chapter 9 Capital, land and labour 
capital goods are bought they are added to the stock of capital goods. If capital 
goods are sold they are withdrawn from the stock of capital goods. 
A household prefers current consumption to future consumption, hence 
something should induce the household to postpone its consumption. These 
incentives are the proceeds from savings. The household can sell the services 
of the capital goods to obtain a rent, and ultimately, might achieve a capital 
gain by selling the capital good. Let there be N capital goods in the economy. 
As in Keller (1979, p.337) the real interest made on the n* capital good per 
period of time is: 
r„ = £ 1 + " J - n = l,...,iV (9.1) wn dt wn 
where 
rn: real interest on capital services n 
pn: rental for the services of capital good n 
wn: price of capital good n 
t: time. 
The first term on the right-hand side of the equation equals the nominal 
interest rate. The second term corresponds with the expected rate of capital 
gain. If we assume that the prices stay constant over time, the second term 
equals zero. The first term, the interest rate, reflects the price for postponing 
the consumption one period. 
Saving is an expenditure on capital goods. Therefore, saving is given by: 
SA = w'x (9-2) 
where 
SA: saving 
w: price vector (N) of capital goods 
x: vector (N) of capital goods demanded. 
Private saving results from maximizing the private household inter-temporal 
utility function given a budget constraint. To simplify the analysis I assume that 
the private household income is divided between saving and consumption 
according to a fixed ratio. This can be modelled by replacing the inter-temporal 
utility function by a one period two-level utility function. This is possible if two 
assumptions are made (Cornielje, 1990, p.143). First, expectations have to be 
myopic; that is, the private household believes that the current state of the 
economy will prevail in all future periods. Second, an additive inter-temporal 
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utility function of an infinitely living subject has to be assumed. At the highest 
level of the two-level utility function a Cobb-Douglas utility function is 
specified. At this level the private household derives utility from the 
consumption of two goods: an aggregate capital good and an aggregate 
consumption good. Minimizing expenditure given the Cobb-Douglas utility 
function yields the demand functions for the aggregate capital good and the 
aggregate consumption good. The expenditure on the aggregate capital good 
equals saving. 
At the second level the private household divides its expenditure for the 
aggregate capital good among different kinds of capital goods and it divides its 
budget for consumption goods among the different consumption goods. The 
latter problem was discussed in chapter 8. The former problem will be dealt 
with in the next section. 
In the preceding paragraphs private saving was discussed. But there are two 
other forms of saving; public saving and foreign saving. Public saving 
corresponds to the net budget position of the public household as the owner and 
administrator of the government's wealth (see chapter 11). This flow of savings 
is negative when there is a public budget deficit; in that case, the public 
household sells capital goods from its stock (of wealth). The public household's 
decision to save is modelled identically to the private household's decision to 
save. Therefore, I assume that a fixed part of the income of the public 
household is saved, although this saving is negative in the basic model. 
Positive foreign saving, the rest of the world buys home produced capital 
goods, arises from a current-account deficit. Negative foreign saving, when the 
rest of the world sells capital goods, arises from a current-account surplus. 
Therefore, the surplus on the current-account is regarded as domestic saving in 
the form of foreign capital goods. 
Corporate saving is treated as part of private household saving. This 
assumption is consistent with the fact that the capital stock in the economy is 
largely owned by the private household (see section 3.3). 
9.3 Investment 
The act of saving in fact coincides with the act of investment. Each guilder 
saved is spent on capital goods. Therefore, households are savers and investors 
simultaneously. The observation that industries and not households, invest in 
capital goods can be interpreted in two ways. First, households delegate the 
investment decision to industries as long as the industries guarantee competitive 
interest rates. In this case industries search for the optimal allocation, i.e. for 
the investment with the highest yield. The second interpretation is that 
industries rent the capital goods from the households. 
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In a model of Dutch agribusiness two forms of capital, land and other "real" 
capital, have to be distinguished. The latter will be referred to as capital in the 
rest of this thesis. Capital will be discussed below and in the next section, land 
in section 9.5. 
This section discusses a method of modelling more than one capital good and 
the mobility of capital goods consistent with the way saving was presented in 
the preceding section. The approach is adopted from Keller (1979, p.350) and 
Cornielje (1990, pp.142-169). To simplify the analysis I assume, for the 
moment, that only the private household saves. 
There are various forms of capital goods and capital services. In section 9.2 
it was assumed that there is a one-to-one correspondence between capital goods 
and capital services. This parity is no longer maintained. Capital services will 
be distinguished according to use, whereas capital goods will be distinguished 
according to origin; capital goods and services are "dislinked" (Keller, 1979, 
p.352). In order to accomplish the distinction two hypothetical industries are 
introduced. The first industry is an assembler. In this thesis it will be referred 
to as the capital goods assembling industry. It transforms various capital goods 
into one homogeneous capital good. This aggregate capital good is bought by 
the private household as a store of value. Note that this is the saving decision, 
with one capital good, as discussed in section 9.2. The second industry is a 
distributor. It buys the services of the accumulated stock of the aggregate 
capital good (owned by the private and public households and the rest of the 
world) and distributes these services to different industries. Therefore, both 
industries are intermediaries between the owners of the capital stock and 
industries, as shown in figure 9.1. It is assumed that the capital stock is 
exogenous, and is therefore independent from the saving decisions. We come 
back to this assumption later. 
In this setting the private household deals with one homogeneous type of 
capital and one homogeneous type of capital service. The private household has 
delegated the portfolio allocation to the assembler and distributor. In the 
notation of section 9.2 the price of the aggregate capital good is w and the 
rental of the capital good, the price of the aggregate capital services, is p. The 
interest rate the private household receives is given by r = p/w. 
The assembling process can be represented by a "multi-input, single-output 
production function". The inputs are the capital goods and the output is the 
aggregate capital good. The distributing process can be represented by a 
"single-input, multi-output product transformation function". The input is the 
aggregate capital service of the stock of aggregate capital goods and the outputs 
are the capital services. Assuming different elasticities of substitution and 
transformation implies different functional forms for these functions. First, I 
will discuss the production function of the assembler. 
The assembler buys capital goods from the domestic industries (machines, 
buildings, etc.) and transforms them into one aggregate capital good. I assume 
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mat the demand for capital goods by the assembler depends on the prices of the 
capital goods. Therefore, capital goods are mutually substitutable. Note that the 
capital goods are merely the outputs of the industries. A change in the demand 
of the assembler changes the demand for the output of the industries, and 


















Source: Keller, 1979, p.351. 
Figure 9.1 Flow of capital goods and capital services 
A simple production function for the assembler is chosen that allows for 
some substitution. Data on the substitution possibilities of capital goods are 
limited. Therefore, all capital goods are assumed to be equally substitutable. 
This means that there is one substitution elasticity that is equal for all capital 
goods, and hence a one-level CES production function (Arrow et al., 1961) is 
chosen. The one-level CES production function is: 
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where 
y: aggregate capital good 
T: efficiency parameter 
an: distribution parameter for capital good n 
xn: capital good n 
p: substitution parameter. 
The assembler minimizes its cost given a level of output in a competitive 
market. Cost minimization given the production function yields the demand 
equations for the capital goods (see Arrow et al., 1961 and chapter 7) and the 
minimum cost function. The minimum cost function is: 





T-CT 0 < a < oo 









0 < a < oo 
minimum cost function 
substitution elasticity 
price of capital good n. 
The minimum cost function gives the value of the capital goods bought by 
the assembler. In a competitive market these costs equal the value of the output 
of the assembler. This value equals saving. 
The demand functions for capital goods can be derived from the minimum 






n = 1,...,A/ (9.5) 
The change in the demand for capital goods caused by price changes is 
summarized by the elasticities of capital demand with respect to price. The 
elasticities of capital demand with respect to price are (de Boer, 1981, pp.19 
and 34): 
EJiJ) = a.Sx(j) ij = l,...,N (9.6) 
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a.(Sx(i)-l) i = 1,...,A/ (9.7) 
where 
EJJ.J)'- elasticity of demand for capital good i with respect to the price of 
capital good j 
Ew(i)'- elasticity of demand for capital good i with respect to the price of 
capital good i 
Sx(i): cost share of capital good i. 
The cross elasticities of demand for all capital goods i with respect to a price 
change of a specific capital good j are equal. 
If the elasticity of substitution approaches infinity (a -» oo) the capital 
goods are perfect substitutes. Therefore, it can be argued that there is one 
homogeneous capital good produced by different industries. If a = 0 the 
aggregate capital good becomes a basket of capital goods with fixed quantity 
shares. In the cost-minimizing optimum the assembler chooses this basket. In 
the basic model a substitution elasticity between zero and infinity is chosen (see 
appendix 14B). 
In all cases the optimizing behaviour of the assembler implies that the 
expected rate of return is at its maximum, given the rental the private 
household is facing (see also equation (9.1)). 
Let us now consider the product transformation function of the distributor. 
There is one input, the aggregate capital services of the stock of aggregate 
capital goods, which is used to produce several outputs: the capital services. 
The stock of aggregate capital goods is an exogenous variable in the model. It 
does not change as a result of investment. Therefore, investments have no 
capacity effect but only a spending effect. This implies that the model maintains 
its static nature. Moreover, I assume that the services of the aggregate capital 
stock are used completely, which implies that there is no excess capacity. 
The multi-output, single-input technology is somewhat more complicated 
(less standard) than the multi-input, single-output technology. The purpose of 
the distributor is to achieve the maximum value of output given a fixed input 
endowment of aggregate capital services. This maximum value is represented 
by a revenue function. The derivation of the revenue function and its properties 
were discussed in chapter 7 (see also Chambers, 1988, p.263). 
The choice of the functional form for the revenue function depends on the 
assumptions about the transformation possibilities of the capital services. If 
there is one transformation elasticity that equals zero then the capital services 
are not transformable. In this case each industry buys an industry-specific 
capital service; the capital services are immobile between industries. Since the 
price of the aggregate capital good is given for the private household, this 
implies that the interest rate is at its maximum (see equation (9.1)). 
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If the transformation elasticity approaches minus infinity, perfect 
transformation is possible between the capital services. Therefore, there is only 
one capital service that is perfectly mobile between the industries of destination. 
The complete mobility of capital services implies that capital services are 
offered to the industry paying the highest rental. Since the price of the 
aggregate capital good is given for the private household, this implies that the 
interest rate is here also at its maximum (see equation (9.1)). 
The first approach is relevant in a short-term model; the second in a long-
term model. One of the policy simulations performed in chapter 14 is directed 
towards the degree of transformability of capital services. 
Several intermediate approaches are possible. I assume that the distributor 
produces N capital services. Each of these services goes to a specific industry 
(including the public services industry, see chapter 11). The relative distribution 
of the N capital services depends on the output prices of these N capital 
services. These prices depend on the profitability of the capital services in the 
industries. I assume that the capital services are imperfect substitutes for the 
distributor. Moreover, I assume that these capital services are equally 
transformable between the industries they are destined for. This means that 
there is one transformation elasticity. Therefore, the revenue function can be 
represented by a one-level CET function, given by: 
N 
n=l 
'n = ij < - 1 ( 9 . 8 ) 
> 0 
where 
T: efficiency parameter 
an: distribution parameter for capital service n 
yn: capital service n 
ij: transformation parameter 
x: aggregate capital service. 
The corresponding revenue function is: 
N 
R(.) = x.T - l n i - Q E U 1 
n=l 
1 




-oo < Q < 0 
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and 
JR(.): revenue function 
Q: transformation elasticity 
p n : output price of capital service n. 
The supply functions for capital services can be derived from the revenue 
function using the Samuelson-McFadden lemma (Chambers, 1988, p.264). They 
are: 
* . r - 1 0 -Q •<*n-Pn • 
N 0 E u i <*n-Pn 
n=l 
0 
1-Q « = ! , . . . , * (9-10) 
The change in the supply of capital services caused by price changes is 
summarized by the elasticities of the supply of capital services with respect to 
price. The elasticities of the supply of capital services with respect to price are: 
EpdJ) 
àpj yt y 
ij = 1,...,JV 
' * j 
(9.11) 
Oïl ÏL 
dpi ' y, 
= 0 . ( 5 / 0 - 1) / = 1 , . . . , A / (9.12) 
where 
Ep(ij): elasticity of the supply of capital service i with respect to the price 
of capital service j 
E (i): elasticity of the supply of capital service i with respect to the price 
of capital service i 
Sy(i): revenue share of capital service i. 
The elasticity of capital service i with respect to the aggregate capital 
service, the percentage change in output supply if the aggregate capital service 
changes by one per cent, is: 
x_ 
dx ' y{ 
Ex(î) = -Il. ± = 1 i = l,...,N (9.13) 
where 
Ex(i): elasticity of capital service i with respect to the aggregate capital 
service. 
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So, the private household buys the capital goods as saving. The services of 
the capital stock are sold to the industries. The revenues constitute part of the 
income of the private household. To simplify the analysis it has been assumed 
that only the private household buys aggregate capital goods and sells aggregate 
capital services. The aggregate capital good is produced by a hypothetical 
assembler. The capital services are distributed by a hypothetical distributor. 
Let us now assume that the aggregate capital good is not only bought by the 
private household but also by the public household and the rest of the world as 
savings. This implies that the assembler has a more general function; it 
assembles capital goods for the private and public household and the rest of the 
world. Negative saving is modelled as a negative output of the assembler. The 
surplus on the current-account is regarded as saving abroad and is recorded as 
a negative output (an import of the aggregate capital good) of the assembler. 
The distributor also gets a more general function; it distributes the capital 
services of the aggregate capital stock of the private and the public households 
and the rest of the world to the industries. The revenue from selling the 
aggregate capital service is transferred to the private and public households and 
the rest of the world. 
Figure 9.2 summarizes the discussion by showing the flow of capital goods and 
capital services in the economy. 









rest of the world 
production 
market for 
capital goods investments/savings 
Source: Cornielje, 1990, p. 144. 
Figure 9.2 The markets for production and the use of capital goods 
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9.4 Depreciation of capital 
If there is no depreciation of capital, capital goods are only purchased as a store 
of value, whose services can be sold, by the distributor, to obtain a yield. If 
depreciation is non-zero, capital goods are also purchased to prevent the 
existing stock of capital goods losing its value. Let us assume that the necessary 
units for replacement are purchased by the assembler in the markets for capital 
goods. The assembler transforms the capital goods into the aggregate capital 
good. The private and public households and the rest of the world purchase 
units of this aggregate capital good to prevent the stock of aggregate capital 
goods deteriorating. Therefore, it is assumed that the owners of the capital 
stock prevent the deterioration of the capital goods by replacing old units. 
Hence, in the basic model gross saving and investment are modelled instead of 
net saving (and investment). The industries buy capital services from a capital 
stock that is not detoriating. Therefore, they buy "gross capital services" and 
pay gross capital income to the households and the rest of the world. Cornielje 
(1990) discusses an approach where the industries prevent the defoliation of the 
capital stock. This approach is also used by Zeelenberg et al. (1991). Their data 
set (the expenditure and tax tables), therefore required adaption before it could 
be used in this research. 
9.5 Land 
In the model the primary input land differs from capital. I assume that land is 
only used in agriculture (see appendix 3C). The land used by other industries 
is considered as capital. The way land is modelled is identical to the way capital 
is modelled. However, the stock of land cannot change through investment. 
This does not mean that the stock cannot change at all. Change is possible when 
industries outside agriculture or the households, use land for non-agricultural 
purposes. These changes are exogenous in the model. Therefore, the stock of 
aggregate land and the aggregate land services are exogenous variables in the 
model. Land improvements could be dealt with by adjusting their augmentation 
factor (see chapter 6). 
Another difference between land and capital is that land does not depreciate. 
Land is owned by the private household. The private household rents the 
services of the land to the industries in agriculture. For the household, land 
services are imperfect substitutes by the industry these services are destined for. 
This means that land services are not completely mobile between the industries 
in agriculture. Further, I assume that land services are equally transformable 
between industries. The supply of the land services to the industries can be 
treated similarly to the division of the aggregate capital service to the industries 
(section 9.3). I assume that the private household delegates the distribution of 
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land services to an industry that distributes the land services. The land 
distributor maximizes its revenue from the distribution of land services. This 
revenue is a return for the private household (a rent) for the supply of land 
services. Parity of the transformabilty of land services between the industries 
they are destined for implies that there is one transformation elasticity between 
the outputs of the land distributor. Algebraically, the distribution of land is 
completely identical to the distribution of capital. The distribution of capital is 
shown in equations (9.8) to (9.13). 
Often, no rent is paid in agriculture because the farmers own the land. This 
does not influence how land is modelled because I assume that the fanner rents 
his own land. Therefore, in the model the farmer is both a user and a supplier 
of land. 
9.6 Labour 
Labour is modelled in the same way as land. The only difference is that labour 
services are used by all industries and the rest of the world. However, there are 
some differences in interpretation. There is one private household in the model 
that supplies homogeneous labour to the labour distributor. The household 
receives one average wage for this supply. The labour distributor distributes the 
labour services to the industries and the rest of the world. I assume that the 
labour services are imperfectly mobile between the industries. In other words, 
the labour services are imperfect substitutes for the labour distributor. The price 
the distributor receives for the supply of a specific labour service depends on 
the return to that labour service in an industry. Therefore, each industry pays 
a different wage rate although the private household receives one overall wage 
rate. Further, I assume that an exogenously given amount of labour services 
goes abroad where it receives fixed foreign wages. 
Usually, in agriculture the owners of the farms are self-employed. Therefore, 
no wage is paid. This does not influence the modelling of labour because I 
assume that the farmer hires his own labour service. Therefore, a farmer is 
both a user and a supplier of labour in our model. 
The labour stock is an exogenous variable in the model; demographic factors 
are not modelled and the supply of labour is completely price-inelastic. I also 
assume that there is full employment. All the labour services are used. 
Therefore, unemployment is also an exogenous variable in our model. 
Unemployment could be made endogenous, but then the model would no longer 
be an equilibrium model but a disequilibrium model (see Kehoe and Serra-
Puche, 1983; Keller, 1979, pp.397-404). It goes beyond the purpose of this 
model to deal with unemployment which does not imply that it is not an 
important factor. 
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9.7 Discussion 
The stocks of the primary inputs have been assumed to be exogenous variables 
in the model. The factors that could change the stocks are not modelled, except 
for investment and capital depreciation. Although the change in the capital stock 
is modelled, the aggregate services of this capital stock remain an exogenous 
variable in the model (investment only has a spending effect). This implies that 
the model is static. However, it would be easy to increase the aggregate capital 
services with (net) investment, in which case a recursive dynamic model would 
be obtained. This was not necessary for the model applications performed (see 
chapters 14 and 15). 
In reality there are more capital stocks that can be industry specific. The 
assembler-distributor mechanism used in the basic model makes the modelling 
of investment by industry impossible. 
The fact that there cannot be an excess supply (or demand) can also be 
unrealistic in real world situations. Industries often react to changes in 
economic situations by allowing the existence of excess capacity, only in the 
longer term they actually reduce the amount of labour and capital services 
demanded. Moreover, the reduction of factor services demanded by one 
industry does„not imply in real world situations that the demand for these factor 
services by other industries automatically increases as assumed in this model. 
In other words in real world situations the price mechanism in factor markets 
is not perfectly functioning. This is for example caused by the government that 
establishes minimum wages and social welfare contributions. 
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10. IMPORT AND EXPORT 
10.1 Introduction 
In chapter 4 I argued that the level of production in the economy is partially 
determined by import demand and export supply (demand). A review of the 
literature on trade is beyond the scope of this thesis. Jones and Kenen (1984) 
give a general discussion. Shoven and Whalley (1984 and 1992) and de Melo 
(1988) review the literature on trade in AGE models, where de Melo focuses 
specifically on AGE models for developing countries. De Melo and Tarr 
(1992) give a general equilibrium analysis for US foreign trade policy, then-
analysis is very illustrative for the ways trade is dealt with in AGE models. 
In this chapter I will only discuss the approach followed in chapter 5 to 
model trade. This has the disadvantage that not every aspect trade can be 
discussed but the advantage is that the discussion stays compact and fits into 
the AGE approach chosen. 
10.2 Demand for imports 
The basic model contains two kinds of imports (whether from the EC or the 
rest of the world): competitive and complementary (non-competitive) 
imports. 
The complementary imports are imported by industries (including the 
public services industry, see chapter 11) and by the private household. These 
imports are modelled as ordinary intermediate inputs or as ordinary 
consumption goods. 
The competitive imports are imported by industries and are used to 
produce the "domestic supply" (dom) of a good (see chapter 5). The 
domestic supply of a good is used as an intermediate input, capital good and 
consumption good. This domestic supply of a good is composed of home-
used domestic outputs (od) and competitive imports (iec and irw). The 
combination takes place according to a CES "micro" production function. In 
chapter 5 no interpretation for this was given; the interpretation follows 
below. 
Dividing the domestic supply of a good into an imported part and a home-
produced part implies that goods produced abroad and home-produced goods 
are imperfect substitutes. In other words, they are two variants of the same 
product. Dervis et al. (1982, p.221) and de Melo and Robinson (1981) speak 
of "product differentiation". The aggregation of an imported and a home-
produced good by means of a CES micro-production function is usually 
referred to as the "Armington procedure" (see Dixon et al., 1982, p.221). 
This formulation allows us to specify categories of aggregate goods across 
countries (e.g. dairy products), whereas specific products are retained within 
countries (e.g. Dutch dairy products). This formulation was first proposed in 
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a partial equilibrium framework by Armington (1969). In the Armington 
procedure world market prices and domestic prices differ. If the domestic 
and foreign goods are identical they should have the same price. In an AGE 
model of a small economy, like the Dutch one, mis would mean that 
domestic prices are completely determined by world market prices. Taken in 
conjunction with the assumption of constant returns to scale (indifference 
about the level of production) this would imply that a country specializes 
fully in the production of a limited number of goods and no two-way trade 
takes place (Dervis et al., 1982, p.224). In the real world, countries do not 
specialize fully and two-way trade does take place. Product differentiation 
seems realistic if commodities are fairly aggregated. Therefore, the 
Armington procedure is usually followed in AGE models (Shoven and 
Whalley, 1984). In chapter 5 the Armington procedure was applied to the 
imports in the basic model. In this section the discussion is extended. 
The CES function that describes the aggregation of the competitive 
imports (iec and irw) and home-used domestic output (od) into the domestic 
supply of a good (dom) is given by equation (7.2). A more general 
presentation is: 
dom = Tdom. 
3 
E
a ~Pdom Pdom > _ 1 
Equation (7.4) shows that: 
°dom ~ ~TT~ 
l+Pdom 
The ratios of the shares of the EC and rest of the world imports and 
home-used domestic output in the total cost of an industry are derived from 







w i - x i 
Wj.Xj 





iJ - 1,2,3 ( l o . i ) 
i * j 
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where 
dom: domestic supply of a good 
Tdom: efficiency parameter 
@'s: distribution parameters 
x{: iec, irw, or od 
Pdom: substitution parameter 
adom: substitution elasticity 
wt: price of iec, irw, or od 
Sx(i): share in total cost of iec, irw, or od. 
Equation (10.1) shows that the ratios of the shares of the EC and rest of 
the world imports and home-used domestic output in the total cost of an 
industry depend on the distribution parameters, the prices and a substitution 
elasticity. The magnitude of the substitution elasticity determines the 
responsiveness of domestic demand to changes in the relative price of 
imported goods brought about by trade. Therefore, is called the "trade-
substitution" elasticity. If is large a small change in the price ratio 
(w/wj) has a large impact for the demand ratio (x/x,). In the limiting case 
the goods are perfect substitutes. If adom is very small the demand ratio does 
not change much if the price ratio changes. In the extreme case where odom 
= 0 the demand ratio is fixed. In the latter case the goods are perfect 
complements. The ratio of cost shares is independent of price changes if 
adom equals o n e - This is the Cobb-Douglas case. 
In the basic model the prices of the imports are in Dutch guilders and 
include ad valorem taxes (see chapter 11). The world market prices are in 
dollars. The exchange rate is used to convert dollars into guilders. The 
exchange rate is the price of a "dollar" in terms of the local currency (Dutch 
guilders). This is standard in the literature on the theory of trade. 
The relation between both prices is: 
w, = {l+tt).PtwJX n = l,...,N 
where 
w{: import price of iec or irw 
t,: tariff for iec or irw 
pwt: world market price of iec or irw 
ER: exchange rate. 
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10.3 Export demand and supply 
In the previous section world market prices were considered to be fixed. 
This is the so-called small country assumption. Further, it was assumed that 
competitive imports and home-used domestic outputs are imperfect 
substitutes (product differentiation). On the import side, the small country 
assumption is a statement about the world's supply curves. Smallness means 
constituting a small fraction of the market for commodities produced in other 
countries. Product differentiation does not affect this kind of smallness. 
Therefore, the assumption of infinitely elastic foreign supply curves seems a 
reasonable one. 
Making the small country assumption on the export side has another 
implication. When a country is selling a differentiated good it may no longer 
be small in the market for that product. So the demand for exports will be 
less than infinitely elastic. This means that export prices are no longer fixed, 
and the small country assumption may no longer hold. 
Therefore, if the small country assumption is interpreted as requiring fixed 
exogenous world market prices, it is not compatible with the product 
differentiation assumption. 
There are three solutions to this problem. The first is to abandon the 
product differentiation assumption for exports (partially adopted by 
Bergman, 1990). In that case domestic goods have perfect substitutes on the 
world market. This approach has two disadvantages. First, it is inconsistent 
with the product differentiation assumption on the import side. Second, some 
industries would have zero output. Because with perfect substitutability a 
country cannot produce more goods than the number of primary inputs plus 
one. This is a standard result from the literature on trade. In the basic model 
this disadvantage is less severe because of the imperfect mobility of the 
primary production factors in the model. This assumption implies that the 
number of primary production factors is increased. However, the basic 
model is sensitive to this assumption. 
The second solution is to specify export demand functions (as is done by 
Dervis et al., 1982 and Dixon et al., 1982). In these export demand 
functions export demand depends on the price of the export good relative to 
the composite price of the product category of the exported good. For 
example, the export demand for Dutch cheese depends on the export price of 
Dutch cheese relative to the composite price of cheese on the world market. 
This latter price is assumed to be exogenous (the small country assumption). 
The third solution is to let the world market price for the differentiated 
good be exogenous (small country assumption) and prevent specialization by 
specifying export supply functions (this is the approach chosen in chapter 5 
and for example used by de Melo and Robinson, 1989). In these export 
supply functions, exports depend on the price ratio between domestic and 
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world market prices and a trade transformation elasticity. Relatively high 
world market prices increase exports, but a country does not fully specialize 
(all outputs stay positive). 
All three solutions have advantages and disadvantages. The first solution 
is the least realistic and, furthermore it is a special case of solution three 
(transformation elasticity equals infinity). The second solution looks 
appealing but has the disadvantage that it makes exports dependent on 
developments on the world market and it requires more information on 
prices (what are the composite prices?) and the shape of the export demand 
functions (what are the substitution elasticities between the differentiated 
products on the world market?). The third solution is the easiest one but has 
the disadvantage that it assumes perfectly elastic demand and is inconsistent 
in the sense that it assumes that the output of industries is homogeneous if it 
is used domestically and but heterogeneous if there is a choice between 
domestic use and exports. This approach does not exclude the possibility of 
specifying export demand functions for specific goods if this is required for 
certain research questions. In spite of its disadvantages, I opted for the third 
solution. 
The discussion on export supply in the basic model (see chapter 5) will 
now be extended. The CET function that describes the transformation of the 
output (o«) into the exports (oec and orw) and home-used domestic output 
(od) is given by equation (7.3). Here a more general presentation is given: 
To. Vo = OH 
> 0 
< -1 
Equation (7.6) shows that: 
1 Q0 = 
1 + 1 0 
The ratios of the revenue shares of the EC and rest of the world exports 
and home-used domestic output in total revenue are derived from equation 












ij = 1,2,3 (10.2) 
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where 
OK: output 
To: efficiency parameter 
y's: distribution parameters 
yt: oec, orw, or od 
•qa: transformation parameter 
Q0: transformation elasticity 
p(: price of oec, orw, or od 
Sy(i): share in total revenue of oec, orw, or od. 
Equation (10.2) shows that the ratios of the shares of the EC and rest of 
the world exports and home-used domestic output in the total revenue of an 
industry depend on the distribution parameters, the prices and a 
transformation elasticity. The size of the transformation elasticity (Q0) 
determines the responsiveness of export supply to changes in the relative 
price of exported goods. Therefore, QD is called the "trade-transformation" 
elasticity. If 0 o is large and negative a small change in the price ratio (p{/p,) 
has a large impact on the supply ratio (yt/yj). In the limiting case the goods 
are perfect substitutes. If 0 o is small and negative the supply ratio does not 
change much if the price ratio changes. In the extreme case where Q c = 0, 
the supply ratio is fixed. In the latter case the goods are perfect 
complements. The ratio of revenue shares is independent of price changes if 
Q0 equals minus one. This is the Cobb-Douglas case. 
The prices of the exports are in Dutch guilders and include ad valorem 
taxes or subsidies (see chapter 11). The world market prices are in dollars. 
The exchange rate is used to convert dollars into guilders. The relation 
between both prices is: 
p".ER 
where 
p(: domestic price of oec or orw 
tf. tariff for oec or orw 
p™: world market price of oec or orw. 
Apart from the export of goods, it is also possible to model the export of 
the services of the primary inputs. This is not done in the basic model. In 
the model the revenues of the export of labour services are treated as an 
exogenous income transfer (see chapter 12) from the rest of the world to the 
private household. The revenue of the supply of capital services by the rest 
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of the world is modelled as an exogenous transfer from the industries to the 
rest of the world (see chapter 12). 
10.4 Discussion 
The major hypothesis in this chapter is the small country assumption. It 
could be argued that the Netherlands is not "small" for a number agricultural 
products (e.g. butter and flowers). However, given the level of aggregation 
of industries and products in the economy, e.g. dairy products instead of 
butter, it is probably difficult to defend that the Netherlands are a "large" 
country that can influence the world market prices by its trade. 
Another major hypothesis is the product differentiation assumption. This 
assumption says that exported goods differ from domestically used goods. 
Moreover, domestically produced goods differ from imported goods. 
However, given the level of aggregation the product differentiation 
assumption seems reasonable. For example, fluid milk, a component of dairy 
products, is consumed domestically but scarcely exported. This means that 
the composition of dairy products differs on the home and export markets. 
In real world situations there are non-tariff trade barriers that cannot be 
modelled. The only way to incorporate them is to adjust the market 
definitions (e.g. flowers with and without the residue of certain insecticides). 
Moreover, import tariffs and export subsidies (taxes) are not always of 
the ad valorem type. For example, variable import levies and export 
subsidies are frequently used in EC agricultural policies. Variable import 
levies and export subsidies will be discussed in chapter 13. 
Finally, the exchange rate was not discussed in this chapter. The 
exchange rate is the price which adapts in order to balance the balance of 
trade. Therefore, it is an important variable in the "closing" of AGE models 
(Whalley and Yeung, 1984; de Melo and Robinson, 1989). This will be 
discussed in chapter 12. 
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11. PUBLIC SECTOR 
11.1 Introduction 
To simplify the analysis I assume that the public sector can be divided into 
three institutions. The public services industry performs the production 
activities of the public sector. It produces its output with home-produced, 
imported and primary inputs. The output of the public services industry is a 
good which is composed of public goods (e.g. defense) and private goods 
(e.g. passports). The public services industry is treated in the basic model as 
just an ordinary industry (see chapters 5, 6 and 7). A change in demand for 
intermediate and primary inputs by the public services industry influences 
the output of industries, and therefore, the inter-industry transactions, factor 
demand, income and trade. 
The public household maximizes a public household utility function given 
a budget constraint. The public household utility function represents the 
utility society derives from the consumption of the output of the public 
services industry (e.g. defense). The budget constraint states that the public 
household cannot consume more than the "public budget" less the public 
savings (which are negative in the basic model) (Keller, 1979, p. 13). The 
public budget is determined by the revenue the public household receives 
from the supply of the capital services (see chapter 9) and the transfers from 
the Treasury. 
The Treasury receives taxes and transfers money to the public household 
and the private household but also to the rest of the world. The taxation of 
transactions in the economy influences the transactions in the economy 
through the prices. By giving income transfers the Treasury also influences 
the income distribution in the economy and therefore the demand of the 
private and public household. 
In section 11.2 the public household will be discussed. The Treasury will 
be discussed in section 11.3. The discussion is based on Keller (1979), 
Keller et al. (1988) and Zeelenberg et al. (1990 and 1991), although it is less 
extensive and is not focused on tax incidence. 
11.2 Consumption 
I assume that there is a public household that maximizes a public household 
utility function given a budget constraint. Keller (1979, p. 192) shows how 
this public household utility function can be derived from the utility-
maximizing behaviour of the private household under some restrictions. 
Here, it suffices to say that there is such a utility function. Further, I assume 
that the public household only derives utility from the consumption of the 
output of the public services industry. The income of the public household, 
the public budget, is determined by the Treasury (see section 11.3) and the 
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revenue from the supply of capital services. The income available for 
expenditure equals the public budget minus public saving (which is negative 
in the basic model). Maximization of the public household utility function 
given this income yields the relevant demand function. Note that public 
saving is not part of the public household utility function. I assume that a 
fixed proportion of the public budget is saved. These restrictive assumptions 
are made to simplify the analysis. 
The public household's utility function is specified as a one-good CES 
function. I assume utility maximization of the public household to be 
identical to that of the private household (see chapter 8). The difference is 
that mere is only one good. Performing the utility maximization problem 
yields the compensated (h(U)) and uncompensated demand function (x(Y,w)) 
they are: 
h(U) = V (11-1) 
x(Y,w) = I (11.2) 
w 
where 
U: public household's utility 
w: price of the consumed good 
Y: income available for expenditure. 
Compensated demand does not depend on the price of the good; this 
implies mat there is no elasticity of compensated demand with respect to 
price. This follows from the fact that there is only one good. Therefore, 
there is no substitution effect. The elasticity of uncompensated demand with 
respect to price does exist and equals minus one. The elasticity of demand 
with respect to expenditure equals one. Algebraically: 
dx w 
dw 
Ex = = -1 (11.3) 
Et - - , (H .4 , 
where 
Ex: elasticity of uncompensated demand with respect to price 
EY: elasticity of demand with respect to expenditure. 
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If income increases by one per cent, demand increases by one per cent. If * 
the price of the good increases by one per cent, demand decreases by one 
per cent given a fixed level of utility. 
The assumptions made in this section are very restrictive and the derived 
model is extremely simple. However, it can easily be extended by 
introducing more realistic utility functions and more goods. Although this 
gives a more adequate description it does not enhance to the explanation of 
inter-industry transactions, factor demand, etc. 
11.3 The Treasury 
The Treasury performs two related functions in the basic model. First, the 
Treasury may intervene in every transaction between a buyer and a seller 
and levy a tax or give a subsidy; these are the "transaction taxes". 
Therefore, the price paid by the buyer and the price received by the seller 
may differ from each another. This difference is called the "tax wedge". 
Examples of transaction taxes are the personal income tax (a tax on private 
household income derived from the supply of primary inputs) and the VAT 
and excises (taxes on the demand for goods). I assume that there are only 
value or ad valorem taxes in the model. "Total tax revenue" (see figure 
11.1) is the resulting net revenue from the transaction taxes (positive or 
negative). Transaction taxes can change the relative prices, and therefore, 
the transactions in the economy. 
The second function of the Treasury is to provide "income transfers" or 
"negative lump-sum taxes" to the agents in the economy. By definition, 
lump-sum taxes do not create a difference between prices for sellers and 
prices for buyers. Transfers change the income of the private household and 
public household (the public budget). No income transfers are made to 
industries. It is clear that transfers change the transactions in the economy 
because they have an income effect. The Treasury also gives transfers to the 
rest of the world (e.g. development aid or contributions to international 
organizations). The Treasury can also receive income transfers from the 
private and public households and the rest of the world. The net income 
transfers the Treasury makes are defined as "total expenditure on transfers" 
(see figure 11.1). 
Taxes change tax revenue and, therefore, income transfers. Hence, taxes 
and transfers cannot both be exogenous in the model. I have chosen to make 
taxes exogenous, because interest is focused more on the effects of taxes 
than on the effects of exogenous changes in transfers. Further, I have 
assumed that the change in tax revenue is divided between the private and 
public household and the rest of the world according to a fixed proportion. 
This proportion is based upon the division in the base year (1981). 
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Figure 11.1 presents the flows of net expenditures, total tax revenue and 




















Source: Adopted with slight modifications from Keller (1979, p. 17) and 
Zeelenberg et al. (1990). 
Figure 11.1 Hows of net expenditures, total tax revenue and transfers in 
the basic model 
In the previous chapters prices that affect the decisions made by buyers 
and sellers were used. Let us now assume that the demand prices include 
taxes and the supply prices exclude taxes. This means we can exploit the fact 
that taxes on supply can always be replaced by taxes on demand (see Varian, 
1984, pp.90-91). This implies that agents act solely on the basis of relevant 
prices, i.e. there is no "regret". If this is the case, there is no "tax illusion". 
It does not matter if the agents pay either $100 or $80 plus $20 transaction 
taxes for a good. No tax illusion means that if there is a constant difference 
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There is a vast amount of literature on taxes in general equilibrium 
models. Shoven and Whalley (1984 and 1992) give a review of the relevant 
literature. The AGE tax models all derive in one way or another from 
Harberger's (1962) model. Most tax models concentrate on tax incidence; 
who bears the burden of taxes (e.g. Keller, 1979). But this is not a central 
question in this thesis. 
11.5 Discussion 
Our modelling approach is simple but it contains most elements necessary to 
study the influence of the public sector on inter-industry transactions, factor 
demand, income and trade. Quantitative restrictions used by governments, to 
reduce the supply of certain products, and variable import levies and export 
subsidies used by the EC to support the agricultural prices in the EC are not 
dealt with in the basic model. However, they will be dealt with in chapter 
13. 
Simplicity has its drawbacks. For example, there is only one good 
consumed by the public household. Moreover, the public household utility 
function is extremely simple. However, the production of the public services 
industry and the consumption of the public household do depend on prices 
something which is not always the case in AGE models. Note that with our 
modelling approach the demand of the public household depends on the 
transfers made by the Treasury, with a fixed demand the transfers made by 
the Treasury are determined by the level of demand. 
Finally, the fact that transfers are endogenous in the model (tax rates are 
fixed) could be unrealistic from a political perspective. Politicians have often 
the idea mat they can influence taxes (tax revenue) and transfers 
(expenditure) simultaneously and independently. 
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between the demand and the supply price it does not matter whether the 
seller or buyer pays the tax. 
In general, the relation between the demand and supply prices is: 
w, = (1+»,)./», (11.5) 
where 
wt: demand price of good i 
t,: value tax on good i 
pt: supply price of good i. 

12. MODEL CLOSURE, CALIBRATION AND SOLUTION 
12.1 Introduction 
After the specification of agents, their motives, and the institutional constraints 
under which they interact, a general equilibrium model has still not been 
completely determined. It is necessary to define "equilibrium conditions" which 
must be satisfied, but which are not taken into account by any agent in making 
his decisions. Formally, an equilibrium can be defined as a set of signals cause 
the resulting decisions of all agents jointly to satisfy the equilibrium conditions. 
The signals represent the equilibrating variables of the model (Robinson, 1989, 
pp.907-908). 
In the basic model, prices are the equilibrating variables that vary to achieve 
market clearing. The specification of the equilibrium conditions is a 
fundamental property of the model. The outcomes of the model are determined 
by the nature of these equilibrium conditions. The equilibrium conditions of the 
model will be discussed in section 12.2. 
Having specified the model, parameters can be selected from the expenditure 
and tax tables and the model can be solved. The procedure for selecting 
parameters is called "calibration" in the AGE literature; it is discussed in 
section 12.3. The solution method will be discussed in section 12.4. 
After a model is solved the results can be evaluated. Calculating the 
percentage changes of variables and new expenditure and tax tables can be 
helpful for this evaluation. Other ways are calculating the welfare changes for 
households, changes in value added for industries and changes in the Gross 
Domestic Product (GDP). Welfare measures will be discussed in section 12.5. 
12.2 Equilibrium conditions 
In an AGE model all markets are in equilibrium: demand equals supply for all 
goods and services. This equilibrium condition implies that the excess demand, 
demand minus supply, for a good is zero. There are many of these equilibrium 
conditions in the basic model. First, the domestic supply of a good equals the 
private household demand, public household demand, intermediate input 
demand and investment demand for that good. Second, the supply of the 
services of the primary inputs equals the demand for these services. Third, the 
supply of exports equals the demand for exports (which is perfectly elastic) and 
the import demand equals the supply of imports (which is perfectly elastic). 
Finally, the demand for the aggregate capital good (saving) equals the supply 
(investment). 
Another group of equilibrium conditions are the budget constraints and zero 
profit conditions. All the industries in the economy make no pure profits i.e. 
profits not accruing to a factor of production. These industries are the domestic 
industries, the capital goods assembling industry, the public services industry 
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and the primary input services distributing industries. Furthermore, the 
expenditure of the private and public households equals the income of each 
household. 
Equilibrium is also imposed for the expenditure and income of the Treasury; 
net tax receipts equal net expenditure on transfers (chapter 11). I assume that 
there may be a fixed surplus on the trade balance. Although some of the 
imports and exports are divided into EC and rest of the world there is only one 
trade balance. The balance of trade is specified in a foreign currency and 
consists of the exports minus the imports plus the exogenous labour income 
earned abroad (see chapter 9) minus the capital income the EC and the rest of 
the world receive (see chapter 9) and the income transfers made to the EC and 
the rest of the world (see chapter 10). 
If a fixed surplus on the balance of trade is assumed the nominal exchange 
rate is variable. It is also possible to assume a fixed nominal exchange rate. In 
that case the surplus on the balance of trade is no longer fixed. In the European 
Monetary System (EMS) the Netherlands have a nearly fixed exchange rate 
with most important trading partners (Germany, Belgium, France), therefore 
a fixed exchange rate will be assumed in the policy simulations. This has the 
advantage that the interpretation of the results is easier because with fixed 
world market prices and a fixed exchange rate the import and export prices are 
constant. 
The basic model is saving-driven; the surplus on the balance of trade and the 
saving of the private and public households determine investment. This closing 
rule is often called the "neo-classical" closing rule. We could use other "macro 
closure rules" (see Whalley and Yeung, 1984; de Melo and Robinson, 1989; 
Robinson, 1989). Another macro closure rule is to take the level of investment 
as fixed, and to let one of the savings components adjust to equate saving and 
investment, for example the balance of trade, public saving (public deficit) or 
private saving. This closure rule might be worth applying if the purpose of the 
model is to determine the consequences of a level of investment set a priori 
(e.g. to achieve a certain growth objective). 
All demand and supply equations are homogeneous of degree zero in prices. 
This implies that we have to fix one of the prices (the price numeraire). Any 
price or price index can be chosen for this purpose. In the basic model the 
Laspeyers index of output prices is chosen. This implies that if prices alter, this 
change is relative to this index. Other prices have been chosen for this purpose 
in AGE models, for example, a price index of domestic goods (consumption 
goods or all goods) or the nominal exchange rate (see Robinson, 1989). If 
prices are assumed to be fixed they are always fixed relative to the numeraire. 
The fact that all demand and supply equations are homogeneous of degree 
zero, and that the equilibrium conditions discussed above hold, guarantees that 
the model satisfies Walras's Law: the value of the excess demand equals zero 
(Varian, 1984, p. 193). 
103 
Chapter 12 Model closure, calibration and solution 
12.3 Numerical specification 
Parameter values for the functional forms are needed in order to use the basic 
model to perform policy simulations. The procedure most commonly used to 
select parameter values in AGE models is called "calibration". The economy 
is assumed to be in equilibrium, a "benchmark" equilibrium. The parameters 
of the model are chosen such that the model can reproduce mis data set as an 
equilibrium solution. In the basic model CES and CET functions are used; this 
implies that elasticity values have to be exogenously specified (Shoven and 
Whalley, 1984). In the basic model, values are taken from the literature (from 
Zeelenberg et al, 1991). It is also possible to estimate these elasticities by 
econometric methods (see Mansur and Whalley, 1984). However, there are 
often serious difficulties in estimating econometrically these elasticities, due to 
lack of data. 
The specification of elasticities is most easily thought of as determining the 
curvature of isoquants and indifference surfaces, with their position given by 
the benchmark equilibrium data (Shoven and Whalley, 1984). 
The "benchmark" data set used in this research was constructed by the 
Netherlands Central Bureau of Statistics (Zeelenberg et al., 1991). I altered it 
by disaggregating agriculture and aggregating the other industries, so I could 
use it to analyse Dutch agribusiness. The data set has been discussed in chapter 
3. 
The benchmark data are expressed in values. Therefore, units must be 
chosen for goods and factors so that separate price and quantity observations 
are obtained. In the model, goods and factors have a sellers price of unity in 
the benchmark equilibrium. This implies that if equilibria for new policy 
regimes are calculated the new values have to be interpreted as percentage 
changes relative to the base year data. For example, if a new sellers price 
equals 1.2 this price has risen by 20 per cent. Appendix 12A describes how 
base year data were used to calibrate the CES and CET model parameters. 
An important feature of calibration is that no statistical tests of the model 
specification which has been chosen are applied, because parameter values are 
selected according to a deterministic procedure (Shoven and Whalley, 1984). 
Model simulations are the only tests that can be employed to assess the validity 
of the model (see also chapter 16). 
12.4 Solution method 
The basic model can be seen as a set of simultaneous non-linear equations. In 
theory models may have multiple equilibrium solutions. In practice, modellers 
have not found multiple equilibria, so the possibility is evidently more a 
problem for theorists than practitioners (Robinson, 1989). 
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Although it is neither necessary nor sufficient for the existence of a single 
equilibrium, it is useful to check that the number of endogenous variables 
equals the number of independent equations. Counting indicates that the number 
of equations is one more than the number of endogenous variables. The basic 
model satisfies Walras's law and not all the equations defining the equilibrium 
conditions are independent. Any one of them can be dropped, thus equating the 
number of variables with the number of equations (Robinson, 1989). In the 
basic model the equation in which saving is set equal to investment is dropped. 
Dropping one of the equations gives a nice test of consistency, because in the 
model solution saving should equal investment. 
There are four different approaches to actually solving AGE models 
(Robinson, 1989). First, the solution of an AGE model can be formulated as 
a problem of finding a fixed point in a mapping of prices to prices through 
excess demand equations (see Shoven and Whalley, 1992, chapter 3). The 
second approach involves treating an AGE model as just a collection of non-
linear algebraic equations and solving them directly with numerical solution 
techniques (see e.g. Dervis et al., 1982). The third approach is to construct a 
non-linear programming model whose shadow prices can be interpreted as 
market prices. This method is used to solve ECAM, an AGE model for the 
European agricultural sectors. The last approach involves linearizing all the 
equations of the AGE model and then solving the linear approximation by 
simple matrix inversion (the "Johansen procedure"). This approach was first 
used in the first operational AGE model formulated by Johansen (1964) and has 
since been used in a number of applications. Dixon et al. (1982) for example 
apply this technique in the ORANI model. They also show how approximation 
errors arising from the linearization can be eliminated (see Dixon et al., 1984, 
pp. 199-251, see also Bovenberg and Keller, 1984). 
Hertel et al. (1992) give a reconciliation of the linearization and levels 
schools of AGE modelling, they conclude that there is no principal difference 
between the solution of a linearized and level model. However, a distinct 
advantage of a linearized model is that it provides the values of the general 
equilibrium elasticities. 
The basic model is implemented using a software package called GAMS: 
General Algebraic Modelling System, (Brooke et al., 1988). The GAMS 
algebraic language provides a concise way of specifying model equations. It 
provides complete model documentation, and the specification is independent 
of the solution algorithm. The solution algorithm used is the non-linear solver 
MINOS 5.2 which is a numerical solution algorithm, therefore the second 
method is used. 
The calibration procedure is also explicitly modelled in GAMS. 
GAMS is chosen because of its convenience in Use. 
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12.5 Welfare measures 
Interest in this research is focused on inter-industrial transactions, factor 
demand, income, and trade. This information can be provided by calculating 
the percentage change of variables, new expenditure and tax tables and changes 
in value added. Especially, changes in value added are important because they 
show how income is affected in an industry because of policy changes. This 
does not imply that there are not other variables that can be interesting. 
Especially, welfare measures could be interesting because they show how 
welfare changes if policy measures alter. I will discuss two welfare measures: 
GDP (Gross Domestic Product) and the equivalent variation. 
GDP 
GDP at factor cost equals gross value added (including quota rents, see chapters 
13, 14 and 15). GDP at market prices equals GDP at factor cost plus indirect 
taxes (tariffs included) minus price reducing subsidies. Indirect taxes are the 
taxes on transactions (excluding the taxes on income; the direct taxes). Value 
added can be easily calculated because it equals factor income. GDP at market 
prices is given by: 
M 
GDP = E +rent+taximp +taxexp + taxcon +taxinv+taxin (12.1) 
m=l 
value added at market prices 
factor price m 
factor m 
net tax on import 
net tax on export 
net tax on consumption 
net tax on investment demand 
net tax on intermediate demand. 
Total income (GDP at market prices) should equal total expenditure. 
Therefore, GDP at market prices also equals the sum of the value of consumer, 
investment (including inventories), public household and export minus import 
demand. In this demand the value of indirect taxes and subsidies is incorporated 
(buyers prices). This equality provides a consistency check of the model (see 
Dixon et al., 1992, p.253). 
GDP is not a real welfare measure because utility is not derived from income 
but from the consumption of goods. 
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Equivalent variation 
The equivalent variation (EV) gives the differences in expenditure between two 
equilibria for a household using the prices in the old situation or it asks (Shoven 
and Whalley, 1992, p. 125): "How much money is a particular change (that has 
taken place between equilibria) equivalent to (where the point of reference is 
the consumption in the old equilibrium)?". The EV is: 
N N 
EV = e{JJH,w°)-e(TUl0t-Wo) = £ w°.x" - £ wfjcf (12.2) 
i=l »=1 
A more comprehensible expression for the EV can be found by rewriting 
equation (12.2) by adding and subtracting the household income in the new 








o V* o o 
i=l 
N 
m = 2^Wf jc; 
i=l 
where 
EV: equivalent variation 
e(U,w): expenditure function 
U: level of utility 
w: vector of prices of goods 
wi- price of good i 
x{: good i 
mn: new income 
m°: old income 
o,n: old and new. 
Instead of using the EV the compensating variation could be used in that case 
the consumption in the new equilibrium is the point of reference. The two 
welfare measures do not necessarily give the same welfare change (Boadway 
ancLBruce, 1984, p.42). 
A problem with the EV is to select the appropriate definition of the 
household. It is possible to look only at the private household but it is also 
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possible to incorporate the public and foreign household in the welfare measure. 
Perhaps a greater problem is what to do with the saving (private and public). 
Saving could be seen as expenditure (buying aggregate capital goods), and the 
households could be assumed to derive utility from this expenditure (see chapter 
8). Besides, there are not only private and public savings but there are also 
foreign savings which affect (future) welfare. In this research I only will look 
at expenditure on consumption goods by the private and public household 
because saving will finally result in expenditure of consumption goods in the 
long term and the welfare effects of the foreign household do not seem to be 
very important in this research. The choice is of course arbitrary which implies 
that changes in the EV have to be interpreted with care. 
The basic model is homogeneous of degree zero. This can be checked by 
shocking the price numéraire which will result in a change in prices equal to 
the change in the numéraire and unchanged quantities. The equivalent variation 
does not change if the price numéraire is shocked, GDP does. Therefore is in 
the policy simulations GDP also measured in base year prices. 
The values of the welfare measures depend on the initial distortions in the 
economy. In an economy without distortions welfare changes would be negative 
if distortions were introduced. This is a first-best result. In a distorted economy 
welfare changes could be positive if the initial distortions were decreased by 
new distortions. This is a second-best result. For example, decreasing output 
by supply quotas in an industry, which is protected in the old situation, could 
increase welfare by improving the allocation of production factors; they would 
move out of the protected industry into industries with a higher marginal return 
to primary inputs. 
12.6 Discussion 
It is important to remember that the macro-closure rule chosen influences the 
model solutions. The advantage of the neo-classical closure rule is that it is 
simple. The disadvantage is that the level of investment is variable and depends 
solely on saving, and its composition depends solely on prices. Risk, 
expectations about future profits, etc. play no role. 
The calibration procedure used implies that the model solutions are given in 
per cent change. It also draws heavily on assumptions about substitution and 
transformation elasticities. More flexible functional forms and econometric 
estimation of key parameters could be important, to obtain a more realistic 
model. However, given the data available it was not possible to use these 
functional forms and estimation procedures in the basic model (see chapter 16). 
This chapter concludes the description of the basic model. The basic model 
developed is fairly general and could be used to analyse a great variety of 
agricultural policy changes. However, generality requires that the model should 
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be adapted and extended for special research questions. This is shown in 
chapters 13 to 15 where I used the model to examine the impacts of the milk 
quota system and a reduction in livestock production in the Netherlands for 
environmental purposes. 
P A R T I V 

13. POLICY ISSUES 
13.1 Introduction 
In chapter one the modelling philosophy of this research was described as 
constructing a basic AGE model for Dutch agribusiness that will be extended 
for specific research questions. Modelling these research questions is the 
central theme of this chapter. 
In the basic model the government has two kinds of instruments to affect 
behaviour. First, ad valorem taxes (or subsidies or tariffs) alter behaviour 
through a change in relative prices. Second, income transfers change 
income, and therefore relative demand (see chapter 11). In this chapter I 
discuss ways of increasing the flexibility of the basic model with respect to 
agricultural policy instruments. They could be either instruments at EC level 
or at national level. More specifically I will model the introduction of supply 
quota systems for milk and livestock (excluding dairy cattle). Supply quotas 
for milk were introduced in 1984 to reduce the budgetary problems of the 
EC for milk (see Oskam et al., 1988). Supply quotas for livestock are 
proposed as a way of reducing environmental problems linked with manure 
production. Hertel and Tsigas (1991) discuss the modelling of supply quotas 
in AGE models, I will follow a similar approach in section 13.3. Other 
policy instruments that will affect the outcome of the introduction of supply 
quotas will also be discussed in that section. For dairy these instruments are 
intervention, variable import levies and export subsidies. In chapter 14 
(dairy) and chapter 15 (livestock) a detailed description of the policy runs 
performed will be given. 
For a general discussion of modelling agricultural policy instruments and 
their effects in an AGE model see for example Burniaux et al. (1990) and 
more specifically for the US, Kilkenny (1991) and Hertel (1991). 
A good description of the effects of supply quotas for dairy farms 
requires a division of the output of these farms in milk and cattle. This will 
be discussed in section 13.2 (see also appendix 3C). 
13.2 Multiple-outputs in dairy farming 
In the basic model all industries produce one homogeneous output given a 
two level CES production function (see chapters 4 and 5). In this chapter we 
are confronted with the problem that one of the policy instruments of interest 
is directed towards milk and that dairy farms produce milk and cattle. 
Therefore, a division of the output of the dairy farms into these two 
components becomes necessary. In figure 13.1 the production structure 
assumed for dairy farms is given. 
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where 
inn: intermediate input n (including complementary import) 
prm: primary input m 
aim aggregate intermediate input 
apr: aggregate primary input 
ou: output dairy industry 
iec: imports from the EC 
irw: imports from the rest of the world 
od: home-used domestic output 
oec: exports to the EC 
orw: exports to the rest of the world 
dom: domestic supply 
1,2: 1 represents milk, 2 cattle. 
Figure 13.1 Production structure of dairy farms 
This production structure is almost identical to the production structure 
discussed in chapters 5 to 7 except that there are now two goods produced 
by dairy farming: milk and cattle. Milk and cattle are two imperfect 
substitutes whose supply depends on their relative output prices. The way 
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this extra step in the production structure is modelled is identical to 
modelling the choice between exporting or using a product domestically (see 
chapter 10). Therefore, the formula for the CET supply and GET revenue 
functions are not repeated here. 
Adding one good implies that the number of industries no longer equals 
the number of good produced domestically. 
13.3 Agricultural policy instruments 
In dairy and livestock production there are four important policy 
instruments: intervention purchases by the EC, variable import levies, export 
subsidies and supply quotas (Oskam et al., 1988). In the livestock industry 
supply quotas to reduce manure production are not yet implemented. How 
these policy instruments are modelled will be discussed below. However, I 
will start with a short discussion of ad valorem taxes and subsidies. 
Ad valorem taxes 
In the basic model all taxes and subsidies are represented by ad valorem 
taxes and subsidies. In general they only give an approximation of the real 
tax rates because average tax rates do not always equal marginal tax rates 
(e.g. progressive income taxes). Moreover, taxes and subsidies can be 
temporary or linked to certain projects. However, there is only a limited 
amount of data available on specific taxes. Therefore, I assume that these ad 
valorem taxes are an appropriate way of expressing the government policies 
affecting relative prices. There is a vast literature on taxes in AGE analysis, 
for a review of this literature see Shoven and Whalley (1984). For the 
Netherlands research has been done on tax incidence (who receives the tax 
burden) by Keller (1979), Keller et al. (1988) and Zeelenberg et al. (1991) 
with AGE analysis. 
Important ad valorem taxes relevant for agriculture are the co-
responsibility levy in dairy (levied on the deliveries of milk by dairy farmers 
to the dairy product manufacturing industry) and subsidies to increase 
domestic demand. Co-responsibility levies are abolished in the latest CAP 
reform (the so-called MacSharry proposals, see Mookhoek et al., 1992; LEI, 
1992). 
A problem is that co-responsibility levies (in dairy and arable farming) 
and subsidies to increase domestic demand are levied or financed by the EC 
and not by the Dutch Treasury as is modelled in the basic model. However, 
it is problematic to divide taxes and subsidies into those levied or paid by the 
EC or Dutch Treasury, because only the total of EC and Dutch taxes and 
subsidies is given in the tax table (see appendix 3C) and there is only a 
limited amount of data on taxes available. Therefore, the basic model is not 
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adapted to allow for these two types of taxes. However, in the policy runs 
the changes in the EC taxes and subsidies will be estimated. In the tax table 
the net tax revenue of EC taxes and subsidies is part of the income transfer 
from the Dutch Treasury to the rest of the world. 
Intervention 
Intervention means that some agricultural product processing industries (e.g. 
dairy and meat manufacturing) can sell their output for a guaranteed price 
(intervention price) to the EC authorities. 
Intervention is modelled by taking fixed EC prices without any tariffs at 
the border. Where it is assumed that the EC prices are determined by the 
intervention prices which are not affected by the situation in Dutch 
agriculture (the small country assumption). 
The domestic price within the Netherlands can be different from the EC 
export price because of the Armington assumption (see chapter 10) which 
implies that products consumed domestically and exported are imperfect 
substitutes. This is reasonable because the mix of products exported (or for 
which their is intervention) is not identical to the product mix consumed 
domestically. For dairy products there is for example only intervention for 
butter and skim milkpowder and for meat products there is only intervention 
for beef. 
Notice that the costs of intervention are completely paid by the EC. This 
is standard practice in the EC where the individual member states indirectly 
pay for the cost of the EC by means of an income transfer (contributions) to 
the EC. The contributions depend among other things on the level of the 
Gross Domestic Product (GDP) and the VAT receipts. 
Variable import levies 
Import levies are modelled only for imports from countries outside the EC. 
This implies that I assume that MCAs (Monetary Compensating Amounts) 
are absent. These MCAs are fixed import levies for trade within the EC (see 
Ritson and Tangermann, 1979; Harris et al., 1983, chapter 8). For milk, 
cattle, dairy and sugar products, imports from the rest of the world to the 
Netherlands are zero or so small that if there are import levies given in the 
tax table these import levies are assumed to be (partially) levied on imports 
from the EC. However, these levies are small. 
Variable import levies are the difference between a fixed minimum import 
price (threshold price) and the world market price (in the domestic 
currency). Instead of the import levy rate being exogenous as with the ad 
valorem levy rate, the threshold price is exogenous and the import levy rate 
is variable. The import price equals the threshold price. 
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In the model the levy is transformed into a variable import levy rate by 
dividing it by the world market price (in the domestic currency). The 
threshold price and variable import levy rate are: 
Pm = <X+tm).pw.ER (13.1) 
t = P m ~ P w E R (13.2) 
pw.ER 
where 
tm: import levy rate 
pm: world market price 
pm: threshold price 
ER: exchange rate. 
If world market prices or the exchange rate alter, the variable import levy 
rates change. This is important because it implies that if the exchange rate is 
fixed (as assumed in the basic model, see chapter 12) and world market 
prices are constant, variable import levy rates are equivalent to the ad 
valorem import levy rates. This is the reason why it is only in policy 
simulations where the world market prices for dairy and meat products 
change that variable imports levies are explicitly modelled. 
For dairy products, it could be argued especially that the world market 
prices were affected by the introduction of milk quotas in the EC (see 
chapter 14). Therefore, with changing world market prices variable import 
levy rates do no longer behave like ad valorem import levy rates. 
In this model the revenues from the variable import levies are a receipt 
for the Dutch Treasury. In practice tariff receipts on agricultural imports are 
transferred with the contributions of the Netherlands to the EC. Large 
differences in receipts could be modelled by increasing the income transfer 
to the EC. This is not done in the policy simulations (see chapters 14 and 
15). 
Export subsidies 
Export subsidies for dairy and meat products to countries outside the EC are 
also variable; they cover the difference between a fixed export price and the 
world market price. Although, the amount of money available to give export 
subsidies can change, it is assumed that this does not play a significant role 
in the determination of the export subsidies. The export price (in domestic 
currency) and export subsidy rate are: 
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t^. export subsidy rate 
p e : fixed export price. 
Instead of te being exogenous as with the ad valorem export subsidies, the 
export price is exogenous and the export subsidy rate is variable. The way 
export subsidies are modelled implies that the EC sets the export price for 
dairy and meat products to the rest of the world and maintains this price by 
adjusting the export subsidies. 
In the model the export subsidies are paid by the Dutch government 
(Treasury), although in practice this is not the case. This could be modelled 
by assuming an income transfer from the EC to the Treasury. This is not 
done in the policy simulations (see the discussion of this point in relation to 
variable import levies and intervention). 
Problems with variable levies and subsidies 
An important characteristic of an AGE model is that it is homogeneous of 
degree zero: doubling all prices does not affect the quantities demanded and 
supplied. This property of the model can be tested by "shocking" the price 
numéraire, doubling it should double all the other prices and leaving the 
quantities unchanged. This test no longer applies if variable import levies 
and export subsidies are introduced in the model because some of the import 
and prices are fixed. 
Fixed prices are always fixed relative to the price numéraire. This implies 
that the outcome of the model depends on the numéraire chosen. Therefore, 
it becomes important to know what the numéraire is for a good interpretation 
of the simulation results. It has also implications for the welfare measures 
(see chapter 12) because the relative production and consumption of goods is 
affected by the numéraire. 
Supply quotas 
Supply quotas are quantitative restrictions on output. The price of quota 
under a quota system reflects the scarcity of the right to produce output. 
Therefore, quota rights could be considered as ordinary (primary) production 
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factors. In this model I use a method to model supply quotas which is 
similar to the method discussed by Hertel and Tsigas (1991). I derive the 
value of quota rents from the zero profit condition of dairy and livestock 
farms. Quota rents equal the difference between the value of the output and 
the inputs. This quota rent is just an ordinary income source. Therefore, the 
private household, as owner of the primary inputs in the economy, receives 
this quota rent. For this reason the quota rent is also included in welfare 
measures or GDP if these are determined (see chapter 12). 
The quota rent divided by output gives the price of the quota per unit of 
output. If the quota is tradeable the quota price is a market or lease price. If 
the quota is not tradeable it is the shadow price of quota which is equivalent 
to the lease price. 
Hertel and Tsigas (1991) model a supply quota by means of a variable ad 
valorem tax on output which makes the output level equal to the quota level. 
The value of the tax revenue is paid to the owners of the quota rights as a 
lump sum transfer. Both ways of modelling quota give the same results, 
which will be shown below. The zero profit condition is: 
N 
i=l 
The quota rent is defined as: 
rent = pq.y (13.6) 
The approach of Hertel and Tsigas (1991) implies that: 
rent = pq.y = t.pn.y (13.7) 
where 
Pq = (Pm~Pn) = *-P„ 
Pm = (l+0-/>„ 
where 
pm: price of output 
y: output 
w{: price of input i 
xt: input i 
rent: quota rent 
pn\ price of output minus quota price 
pq: quota price (or shadow price of quota) 
t: ad valorem tax on output. 
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Other policy instruments 
Other policy instruments that affect Dutch agriculture are not explicitly 
modelled. Examples of these policies are premiums for suckler cows 
(relatively unimportant for the Netherlands), land consolidation, extension, 
education and investment subsidies. There is too little information on these 
policy instruments to model them explicitly and they are not relevant for the 
policy issues examined. Implicitly these policy instruments are modelled as 
ordinary demand and supply of goods and services (e.g. education), taxes 
and subsidies (e.g. suckler cow premium) and income transfers (there is an 
aggregate investment subsidy paid by the Treasury to the capital goods 
assembling industry). 
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14. MILK QUOTAS 
14.1 Introduction 
After specifying the basic model in part III and incorporating the policy 
instruments relevant for dairy farming in chapter 13, the model will now be 
used to determine the effects of milk quotas under alternative model 
assumptions. These assumptions illustrate some specific elements of the 
model: multiple outputs in dairy farming, imperfect mobility of factor inputs 
between industries and variable import levies and export subsidies. I will 
give only a brief discussion of the model results, in which some of the key 
features of the model are elucidated. The effects discussed are changes in 
output and output prices, value added and factor income, aggregate income 
and welfare measures, exports and imports by industry, and aggregate trade 
variables. 
Section 14.2 discusses the introduction of milk quotas in the Netherlands. 
Since the Allen Partial Elasticities of Substitution and Transformation are 
key parameters in the model (see chapter 12), their numerical value will be 
discussed in section 14.3. The volume of the milk quota assumed, and some 
factors that determine the model results, like the price numeraire chosen, are 
discussed in section 14.4. The model simulations will be examined in 
sections 14.5 to 14.7. The effects of introducing milk quotas together with 
different assumptions about output substitution between milk and cattle in 
dairy farming are discussed in section 14.4. Factor mobility is an important 
determinant of the effects of quotas (e.g. Krijger, 1991, p.96). Section 14.5 
examines the influence of factor mobility. The effects of different 
assumptions about exogenous world market prices for dairy products are 
influenced by variable import levies and exports subsidies. These effects are 
examined in section 14.6. The model results are presented in appendices and 
discussed in the main text. A more general discussion of the model outcomes 
is given in chapter 16. 
14.2 Milk quotas 
The budget costs of the EC dairy sector were the principal reason why the 
EC introduced supply quotas for milk in the milk year 1984/1985 (Oskam et 
al., 1988). All the member states were allocated a reference quantity of 
milk. For the Netherlands this quantity was based on the 1981 production 
plus 1%. In later years the national supply quotas were reduced, see table 
14.1 (Krijger, 1991, pp.20-35). In the MacSharry reform (see for example 
Mookhoek et al., 1992) a further reduction in the national milk quotas are 
announced. 
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Table 14.1 National supply quotas and milk deliveries in 1000 tonnes in 
the Netherlands 
Year Supply quotas Deliveries 
1984/851 12053 12195 
1985/861 11984 12258 
1986/87 11986 12267 
1987/88 11263 11398 
1988/89 10964 11213 
1989/90 11124 11203 
1990/91 11123 11210 
1991/92 10891 — 
1 Since the second half of the milk year 1986/87 the increase in the fat 
percentage is converted into milk that is added to the actual milk 
deliveries. 
Source: LEI/CBS Landbouwcijfers 1990, 1992 tables 52-a and 73-c and 
Krijger, 1991, pp.52-53. 
It goes beyond the purpose of this research to give an extensive discussion 
of the introduction of milk quotas and the way they were implemented. This 
can be found in the work of Oskam et al. (1988) and Krijger (1991), who 
focuses on the Dutch situation and gives more recent information. In 
appendix 14A some statistical information concerning dairy products is 
presented. This information serves as background information. 
Krijger (1991) and Helming et al. (1992) examine the effects of the quota 
system on Dutch dairy farms. Dillen and Tollens (1990) do this for 
European dairy farmers. De Graaf and Tamminga (1990) calculate the 
effects for Dutch agriculture of different alternatives or variants of the milk 
quota system with a linear programming model. Oskam et al. (1988) do this 
for EC agriculture with a simulation model partly based on econometric 
analyses. Although, these studies calculate very detailed effects of milk 
quotas they do not provide information relevant for the rest of the economy. 
Breedveld and Van Bruchem (1985) calculate the effects of the introduction 
of milk quotas (a 7.6% reduction in milk production) in Dutch agriculture 
and agribusiness with an input-output model. They used an input-output table 
for 1985 which was derived from an input-output table for 1975 in which 
agriculture was subdivided into several agricultural industries. A problem is 
that input-output models provide a consistent description of only part of the 
economy. Besides, they do not contain any response functions and prices, 
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which makes it difficult to analyse the effects of economic instruments like 
supply quotas with them (see also chapter 2). 
14.3 Substitution and transformation elasticities 
Not only the numerical values of exogenous variables (see chapter 12) but 
also the Allen Partial Elasticities of Substitution and Transformation (AESs 
and AETs) have to be determined before policy simulations can be 
performed. These elasticities are derived by Zeelenberg et al. (1991) for an 
AGE model for the Netherlands with a structure comparable to the structure 
of the basic model (see also Keller, 1979 and Cornielje, 1990). The 
numerical values of the AESs and AETs used are given in appendix 14B. 
However, not all the AESs and AETs are derived by Zeelenberg et al. 
(1991). Important exceptions are the AETs of the supply of capital, labour 
and land services to the industries. Following Cornielje (1990) the numerical 
value of these elasticities is determined by the assumed degree of factor 
mobility in the model (see chapter 9). In the long term factor mobility will 
be greater than in the short term. He takes the numerical value of the AET 
for capital services supply zero for the short term, -2.0 for the medium term 
and -300 for the long term. For agriculture these numerical values are 
probably too high. Therefore, I set its base numerical value (medium term) 
at -0.5. The AET for labour is assumed to be smaller than for capital, 
therefore the AET for labour is set at -0.3. Land is only mobile between 
agricultural industries, and even here its mobility is assumed to be low. 
Therefore, the AET is set at -0.1. The model simulations in section 14.6 are 
directed towards factor mobility. 
The AET between milk and cattle for dairy farming is also not known. 
The main constraint for dairy farms on switching from milk production to 
cattle production is the reproduction speed of cattle which is rather low. 
Therefore the AET is set at -0.2. Model simulations in section 14.4 will 
illustrate the sensitivity of the results to different assumptions about this 
value. 
14.4 Model assumptions 
14.4.1 Quota size 
The actual reduction in milk production in 1989 compared to 1981 was 
7.09%, although the initial reduction (1983/84 compared with 1981) was 
larger (see table 14A.1 in appendix 14A). Compared to what the production 
would have been without milk quotas the reduction in 1989 is even larger 
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given the average yearly increase of 3.5% (1970-1983) in milk deliveries 
before 1984/85. The size of the milk quota has also changed in the course of 
time (see table 14.1). These facts make the choice of the milk quota level 
arbitrary. Moreover, only if the numerical values of all exogenous variables 
in the model (e.g. world market prices) and how they would have developed 
in a situation without milk quotas were known could a good estimate of the 
changes in milk production be given. 
In the model simulations a 7.09% reduction in the supply of milk is 
modelled and the numerical values of the exogenous variables are kept 
constant. Therefore, the outcomes are not the real effects of milk quotas but 
an indication of the size and direction of these effects. One could say that the 
model calculates the effects of an introduction of milk quotas in 1981 for 
1981. Nevertheless it is realized that the actual effects are achieved in the 
medium term. Therefore, the model results are comparative static instead of 
dynamic. This assumption will be discussed in chapter 16 (see also Gunning 
andKeyzer, 1993, p.13). 
14.4.2 Important links 
The model results are influenced by the links between dairy farming and the 
rest of the economy. The size of the general equilibrium price elasticities are 
particularly important. However, these price elasticities cannot be easily 
determined. They are determined by cost and revenue shares and the AETs 
and AETs. 
In this section important transactions in the "dairy" business are 
highlighted. These transactions are an indication of the size of the cost and 
revenue shares. Therefore they give an idea of the level of the price 
elasticities, and an indication for the effects to be expected. The main 
transactions could be traced by using input-output analysis (see chapter 3). 
Dairy farming has two outputs: milk and cattle. The share of milk and 
cattle (calves and other dairy cattle) in total output (including milk and cattle 
imports) in 1981 was respectively 65% and 35% (see table 3C.1 in appendix 
3C). Most of the milk goes to dairy manufacturing (86.5%) the rest is sold 
to the private household (13%) and exported (0.5%). Most of the cattle 
production goes to the meat manufacturing industry (68%), livestock 
production (6%) and exports (22%). 
For dairy farming, grain mill products (23%), trade services (15%), 
labour (31%) and capital (11%) are the most important inputs. 
Milk has a share of 54% in total input (including imports of dairy 
products) of the dairy manufacturing industry. Other inputs of this industry 
are trade services (11%), imports (10%) and the primary inputs (11%). 
Cattle has a share of 19% in the total input (including meat imports) of 
the meat manufacturing industry, for livestock this share is 34%. Other 
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inputs of this industry are trade services (20%), imports (10%) and the 
primary inputs (10%). 
Labour is the most important factor input in dairy farming (share of 
70%), meat manufacturing (share of 60%) and dairy manufacturing (share of 
70%). 
14.4.3 Price numeraire 
The Laspeyres price index of the output prices is the price numeraire chosen 
in the model. This implies that the weighted average, using the old outputs 
(OK) as weights, of the output prices (wou) equals one. Therefore, an 
increase of the output prices in for example dairy farming results in a 
relative decrease of the output prices in the other industries. 
In general, the reduction of the milk supply makes milk a relatively 
scarce good increasing its price relatively to all other prices including for 
example the prices of the factor inputs. 
14.4.4 Full employment assumption 
In the model the full employment assumption for primary inputs has been 
made (see chapter 9). This implies that the supply of the factor services from 
an exogenously given stock (see chapter 9) equals the demand for the factor 
services. Therefore, if factor demand decreases in one industry it has to 
increase in an other industry, expanding production in that industry. 
14.4.5 Imports and exports 
The introduction of milk quotas in the EC influenced the EC prices for 
agricultural products. However, these prices are exogenous in the model. 
The relative prices between the Netherlands and the EC (and the rest of 
the world) determine imports and exports. If for example domestic prices 
increase because of milk quotas and EC prices remain constant, the exports 
relative to domestic demand decrease, and the imports relative to domestic 
output increase. However, a relative change can still imply an absolute 
change going in the opposite direction. For example, an absolute decrease in 
the home used domestic output of milk could mean an increase in the share 
of the home used domestic output in total output if the export of milk is 
relatively smaller. 
The exogenous EC and the rest of the world prices and the threshold and 
export prices (see chapter 13) can of course be changed by a policy decision, 
which will affect domestic prices (see section 14.7). 
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14.5 Output substitution 
14.5.1 Assumptions 
In the first run all the numerical values of the exogenous variables are kept 
constant and the introduction of a 7.09% reduction in milk production is 
modelled (see section 14.4.1). The model results are given in the first 
column(s) of the tables in appendix 14C under the heading "small AET". 
Different assumptions about the possibilities of dairy farming to substitute 
between its two outputs can affect the effects of the introduction of milk 
quotas. Therefore, in the second run milk quotas together with an increase of 
the AET between milk and cattle in dairy farming from -0.2 to -2.0 are 
modelled. Increasing the AET could be interpreted as modelling a long term 
effect of quotas. In the short term dairy farms cannot easily substitute 
between both outputs in the long term this becomes easier. However, I did 
not model the long term effects of milk quotas because all exogenous 
variables and the other AESs and AETs in the model remain constant. The 
model results are given in the second column(s) of the tables in appendix 
14C under the heading "large AET". 
14.5.2 Results 
The base year solution is the model solution that represents the situation in 
the base year. All results of the policy simulations are compared to this base 
year solution (percentage changes). 
Output / output prices 
When milk production falls by 7.09% the milk price increases by 4.8% 
(table 14C.1). Table 14C.1 shows that the production of cattle falls less if 
the AET for output substitution in dairy farming is larger. The output price 
of cattle increases less because the supply of cattle by dairy farming is 
larger. The production of the meat manufacturing and the livestock 
production industries which demand cattle also falls less. Production in the 
feed-delivering industries, like the grain mills, falls less because total 
production in dairy farming falls less. A smaller decrease in production 
results in a smaller change in output prices. 
The differences between the two simulations are small. 
Value added / factor demand 
Table 14C.2 shows that value added measured in base year prices in dairy 
farming falls by 4.1%. This decrease excludes a quota rent of 1411 million 
guilders (table 14C.3). There is an increase in value added measured in new 
123 
Chapter 14 Milk quotas 
prices plus the quota rent of 8% with the small AET and 7.3% with the 
large AET. 
A lower degree of factor mobility (AET of -0.1 for land services, -0.3 for 
labour services and -0.5 for capital services) gives a smaller reduction of 
factor demand and a larger reduction of factor prices (table 14C.4). With a 
larger AET of output substitution output changes less and factor demand and 
prices fall less. 
The quota rent is smaller with a large AET (table 14C.3) than with a 
small AET because output and factor demand in dairy farming fall less. 
Therefore, value added measured in new prices including the quota rents 
increases less with the large AET. 
When the output of other industries is affected less because of the higher 
output substitution in dairy farming, factor demand, value added and factor 
prices are also affected less. 
The differences between the two simulations are small. 
Income / welfare 
The total amount of capital, labour and land in the economy is fixed. 
Agricultural land has few alternative uses outside dairy farming and none 
outside agriculture. Moreover, it is not very mobile between the agricultural 
industries. Therefore, its relative price drops the most: total land income 
falls by 12 per cent (table 14C.3). Capital has the most profitable alternative 
uses and has the highest degree of mobility, and therefore capital income 
falls the least. Labour has an intermediate position. 
Factor income (prices of aggregate primary inputs times the quantities of 
aggregate primary inputs) measured in 1981 prices remains constant because 
the total amount of aggregate primary inputs in the economy remains 
constant (see chapter 9). However, factor income measured in new prices 
alters. The changes in factor income measured in new prices equal the 
changes in the prices of the aggregate primary inputs. 
Gross Domestic Product (GDP) at base year prices and the equivalent 
variation increase because of the introduction of milk quotas (see table 
14C.3) although the changes are small. This is counter intuitive because in 
general the introduction of market imperfections decreases welfare. In this 
case we have a second best result. Introducing milk quotas reduces the 
market imperfections caused by subsidizing dairy products (see also section 
14.7). 
A larger AET of output substitution increases welfare slightly more. This 
confirms the general idea that in a flexible economy welfare improves more 
than in a rigid economy if market imperfections become smaller. 
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Imports / exports 
Exports of milk and cattle and products that are derived from them like dairy 
products, meat and meat products and livestock fall. In gênerai the imports 
of these products increase. Exceptions are milk and livestock. For livestock 
the output prices have fallen (table 14C.1) which makes imports relatively 
less attractive. For milk the relative use of imports increases although total 
imports decrease because of the relative price rise of milk, which reduces 
demand for milk. 
There is a balance of trade deterioration because total exports fall and 
total imports rise (see table 14C.6). A larger AET of output substitution 
causes smaller import and export changes because domestic output and 
output prices change less. The differences, however, are limited. 
14.5.3 Summary 
The model simulations confirm (see tables 14C.1, 14C.2 and 14C.4) that 
livestock production, meat manufacturing, dairy manufacturing and the grain 
mills (see section 14.4.3) are closely linked with dairy farming. Although 
trade services are important inputs for dairy farming, dairy farming is 
relatively unimportant for the trade services industry. The effects of milk 
quotas on the sugar factories are relatively large, this can be explained by 
the fact that almost 25% of the sugar factories' output (including competitive 
imports) goes to dairy farming, dairy manufacturing and the grain mills. 
Therefore, the sugar factories could be considered as a feed industry. 
The domestic price increases for milk, cattle, dairy products and meat and 
meat products increase imports and decrease exports relatively more than 
domestic use and home used domestic output. 
Welfare increases slightly because of the introduction of the milk quota 
although factor rewards decrease, especially for land which is the least 
mobile factor input. 
Although there are differences in the model results between both 
simulations these changes are small. Dairy farming is affected somewhat less 
by the milk quota if it is more able to switch production to cattle. 
14.6 Factor mobility 
14.6.1 Assumptions 
In the model simulations reported in this section, the effect of the 
introduction of milk quotas is examined under different assumptions about 
the AETs of the factor services distributing industries (see chapter 9). Factor 
mobility is an important determinant of the effects of milk quotas (see 
125 
Chapter 14 Milk quotas 
Krijger, 1991, p.96). Using small AETs could be interpreted as simulating 
short term effects, using large AETs could be regarded as simulating long 
term effects. This is of course not completely true because the numerical 
value of other AESs and AETs and the numerical value of the exogenous 
variables also would change in the course of time. 
The AETs for the low factor mobility run are set at -0.1, for the high 
factor mobility run at -20.0. The results for the small AETs are presented in 
the first column(s) of the tables in appendix 14D under the heading "small 
AETs", those for the large AETs in the second column(s) under the heading 
"large AETs". 
14.6.2 Results 
All results of the policy simulations are compared to the base year solution 
(percentage changes). 
Output / output prices 
In general the changes in outputs are larger with large AETs than with small 
AETs (table 14D.1) because factor inputs can move easier between 
industries. Output decreases in industries that depend most on dairy farming 
(livestock production, grain mills, sugar factories, meat manufacturing and 
dairy manufacturing). Output increases in other industries (horticulture, oil 
and chemical industry and machinery manufacturing) because of the full 
employment assumption for the primary inputs. 
Value added / factor demand 
With large AETs factor price changes are small and factor demand changes 
are large (table 14D.4), for small AETs the contrary is true. Large AETs 
imply factor inputs that can move easily between industries when relative 
prices change. Therefore, they receive more or less the same price in all 
industries. With small AETs factor inputs and factor prices become industry 
specific (see chapter 9). 
Changes in value added at base year prices are larger with a high degree 
of factor mobility than with a low degree of factor mobility. The changes in 
the value added "prices" (chapter 4) are smaller with large AETs because of 
the high degree of factor mobility (table 14D.2). 
Greater factor mobility leads to lower quota rents and quota prices (table 
14D.3) because the factor prices in dairy farming are larger. The change in 
value added measured in new prices including the quota rent is larger with 
large AETs. 
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Income / welfare 
The changes in total capital, labour and land income are smaller with large 
AETs because the changes in these "incomes" equal the price changes of the 
aggregate amounts of the factor inputs in the economy which are a weighted 
average of the prices of the factor inputs used in the different industries (see 
chapter 9). 
In the model land has very few alternative uses outside dairy farming and 
none outside agriculture. Therefore, its relative price drops the most. Total 
land income falls by 12.6 per cent with the small AETs and by 11.1 per cent 
with the large AETs (table 14D.3). A high degree of factor mobility causes a 
price fall which is for all agricultural industries more or less the same. 
Capital has the most profitable alternative uses, and therefore capital income 
falls the least: for large AETs capital income even rises. Labour shows an 
intermediate position. 
GDP measured in base year prices increases because of the introduction of 
milk quotas, as does the equivalent variation (see table 14D.3). With large 
AETs GDP at base year prices increases more than with small AETs. A 
flexible economy can adjust with changes better than a more rigid economy. 
The value of the equivalent variation is lower with large AETs, the domestic 
households do not benefit from the increased availability of goods (GDP at 
base year prices has increased) as the additional goods are exported (total 
exports increase, see table 14D.6). 
Imports / exports 
Exports of milk and cattle and products that are derived from them such as 
dairy products, meat and meat products and livestock products fall. In 
general the imports of these products increase (table 14D.5). Exceptions are 
milk and livestock products. For livestock products the output price has 
fallen (table 14D.1) which makes imports relatively less attractive. For milk 
the share of imports in domestic demand increases compared to the share of 
home used domestic output although total demand for milk falls because of 
the relative price rise. 
There is a balance of trade deterioration with small AETs because total 
exports fall and total imports rise (table 14D.6). With large AETs there is an 
increase in exports which implies an improvement of the balance of trade. In 
particular, the exports of arable farming, horticulture, the oil and chemical 
industries, machinery manufacturing and the other industries increase 
because factor inputs move into these industries, thereby increasing output 
and decreasing output prices. A reduction in output prices together with 
fixed world market prices increases exports and decreases imports. 
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14.6.3 Summary 
The degree of factor mobility in the economy proves to be an important 
factor in determining the effects of milk quotas. The simulations with the 
small AETs give results that are comparable with the model simulations in 
the previous section. This could be expected because the factor mobility 
assumptions are quite close in both simulations. There are, however some 
differences in factor demand. In the first simulations capital and labour 
services are more mobile between industries than in the simulations with the 
small AETs where there are no differences between the values of the AETs. 
This implies that capital and labour demand, and therefore also value added 
measured in base year prices, change less with the small AETs. 
Increasing factor mobility gives significant other results. Factor demand 
and value added at base year prices in the milk and cattle related industries 
decrease relatively more. Especially, the quota rents are much smaller. It is 
no longer profitable to pay much for quota because it is more lucrative to 
use the factor inputs for other purposes which is also possible because of the 
larger factor mobility. 
14.7 Exogenous price changes 
14.7.1 Assumptions 
To illustrate the effect of variable import levies and export subsidies the 
exogenous world market prices of dairy products and meat and meat 
products are changed in two model simulations. 
There is some empirical evidence that the prices of dairy products and 
meat and meat products declined at a slower rate, in comparison with the 
prices of other agricultural products, after the introduction of milk quotas in 
1984/85 (see tables 14A.2 and 14A.8 in appendix 14A). In the first run, 
price increases of both dairy products and meat and meat products are 
simulated together with the introduction of milk quotas. I assumed a world 
market price increase for dairy products of 2.0 and for meat and meat 
products of 1.4 per cent. An increase of 4.8 per cent for the price of milk 
and an increase of 6.8 per cent in the price of cattle are assumed. These 
price changes are derived from the outcomes of the model for a simulation 
where only milk quotas were introduced (see appendix 14C). The calculated 
changes in domestic prices in that model simulation are used as the changes 
in world market prices. The model results are presented in the first 
column(s) of the tables in appendix 14E under the heading "increase". 
An alternative to supply quotas could be the reduction of price support 
given to dairy farming. This alternative is simulated by reducing the 
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threshold prices (minimum import price) and export prices for dairy products 
and meat and meat products by 9.5 per cent. At the same time the EC prices 
for these products are also reduced by 10 per cent, reflecting a reduction in 
intervention prices. The world market prices for milk (5%) and cattle (3%) 
are also reduced. All these percentages are chosen by trial and error such 
that a reduction in milk production is realized that is similar to the reduction 
caused by supply quotas. At the same time the co-responsibility levy is 
abolished: that is the indirect taxes paid on the deliveries of milk by dairy 
farms to dairy manufacturing is set to zero. The model results are presented 
in the second column(s) of the tables in appendix 14E under the heading 
"decrease". 
14.7.2 Results 
All results of the policy simulations are compared to the base year solution. 
Output / output prices 
The price increases cause a smaller reduction in production and higher prices 
for cattle in comparison to the situation without price increases (tables 14C.1 
and 14E.1). This is also the case for important input-delivering industries for 
dairy farming (e.g. grain mills) and the dairy and meat manufacturing 
industries. 
In comparison to the situation with quotas the situation with price 
reductions is characterised by relatively large price and output reductions for 
dairy farming, dairy manufacturing, meat manufacturing, livestock 
production and the grain mills. In other industries like cocoa product 
manufacturing, machinery manufacturing and construction, output and output 
prices increase (tables 14C.1 and 14E.1). Primary inputs move into these 
industries because of the full employment assumption. 
Value added / factor demand 
The price increases for dairy products and meat and meat products caused by 
increased world market prices make cattle and milk more scarce in the 
economy, therefore they receive a higher price. This is also the case for the 
output and output prices of input-delivering industries that are important for 
dairy farming. 
This increased output causes a relatively higher demand for factor inputs. 
Therefore, value added at base year prices in these industries increases 
relative to the situation without the price increases (tables 14C.2, 14E.2, 
14C.4 and 14E.4). 
Quota rents are larger than in the situation without price increases because 
of the higher milk and cattle prices. 
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With price decreases primary inputs move out of dairy farming, livestock 
production, meat manufacturing, dairy manufacturing, grain mills and sugar 
factories to a greater extent than in the situation with only quotas. They 
move to non-agricultural industries (e.g. machinery manufacturing and 
construction), cocoa product manufacturing and horticulture (table 14E.4). 
The increases in output and factor demand are accompanied by a higher 
value added at base year prices. The opposite is true if output and factor 
demand decrease (table 14E.2). 
Income / welfare 
Land has a higher price with the price increases than in the situation without 
price increases, because of its higher marginal value in dairy farming. 
Therefore, land income falls less. Capital and labour become relatively less 
scarce in the economy, and therefore their prices fall more than in the 
situation without price increases (tables 14E.3 and 14C.3). 
The increase in world market prices results in a larger GDP measured in 
base year prices and equivalent variation (tables 14E.3 and 14C.3). The 
reduction in factor income is compensated for by larger quota rents. 
With price decreases capital and labour income rise and land income 
drops. Land income falls because land services are only used in agriculture 
which has become a less attractive sector. Capital and labour income rise 
because capital and labour become relatively more scarce and move into less 
protected industries. There are of course no quota rents when there are no 
quotas (table 14E.3). 
The price decreases cause an increase in welfare (both GDP at base year 
prices and the equivalent variation rise) because protection and market 
distortions are reduced. With lower prices more goods can be consumed 
given the same level of income. Moreover, the total amount of subsidy given 
to agriculture, meat manufacturing, dairy manufacturing, sugar factories, 
grain mills and the cocoa product manufacturing reduces with 541 million 
guilders (table 14E.7). 
Imports / exports 
The EC price increases for milk, cattle, dairy products and meat and meat 
products increase exports to and decrease imports from the EC relative to a 
situation with only quotas (tables 14C.5 and 14E.5). However, the export 
price and threshold price do not change which implies that exporting to the 
rest of the world becomes relatively less attractive and importing relatively 
more attractive because the domestic prices relative to the rest of the world 
import and export prices have been reduced. 
Total exports increase and total imports decrease which illustrates the 
importance of the EC as a trading partner: the trade balance improves (see 
table 14E.6). 
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In case of the price reductions exports decrease (dairy related products are 
relatively important in total exports) and imports increase: the trade balance 
deteriorates (see table 14E.6). This deterioration is substantial. The general 
idea that a fall in exports increases the equivalent variation because it 
increases domestic consumption is confirmed if we look at tables 14E.3 and 
14E.6. 
14.7.3 Summary 
In this section the effects of changes in the world market prices, the 
threshold and export prices are illustrated. With fixed threshold (minium 
import) and export prices a change in the world market prices does not 
change the ratio between the domestic and world market prices. Only the 
import levies received and export subsidies paid change. An increase in EC 
prices implies that imports from the EC become less attractive and exports to 
the EC become more attractive. More attractive exports and less attractive 
imports increase the domestic prices of the outputs, factor demand and factor 
income of the industries closely linked with dairy farming. 
EC price decreases without milk quotas reduce the output, factor demand 
and factor income in the industries closely linked with dairy farming. 
These simulations show that the domestic prices are indirectly determined 
by the EC through the manipulation of the threshold, export and EC prices. 
From a welfare economic point of view price decreases are preferable, 
compared to supply quotas, when the production of milk has to be reduced 
(GDP at base year prices and the equivalent variation are higher). However, 
the effects in the different industries are larger with price decreases than 
with supply quotas: output, factor demand, value added, imports and exports 
change more (compare appendices 14C and 14E). In particular value added 
in dairy farming decreases much more in the case of the price decreases 
because no quota rents are created if production falls. With large AETs in 
the factor services distributing industries the differences are smaller but still 
present (compare appendices 14D and 14E). These large changes make price 
decreases in dairy farming politically difficult. 
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15.1 Introduction 
This chapter discusses the effects for the Dutch economy of a smaller 
livestock industry. A reduction in livestock numbers is seen as a possible 
solution to the environmental problems linked with livestock production. 
It is by no means the purpose of this chapter to give a complete discussi-
on of the environmental problems and their possible solutions (see RIVM, 
1991 for an overview and discussion of environmental problems in the 
Netherlands). There is also little attention paid to the great differences 
between the various parts of the livestock industry. The only purpose is to 
evaluate the effects for the Dutch economy of an output reduction in the 
livestock industry using two different policy instruments. These are a supply 
quota and a levy on the demand for compound feed (88 per cent of the 
output of the grain milling industry). The first policy is equivalent to a levy 
on output if the revenue of the levy is returned to the livestock producers 
(see chapter 13). The numerical value of this levy will be calculated. The 
results are presented in appendix 15A and examined in section 15.4. In 
section 15.2 a short discussion of the livestock industry and the 
environmental problems linked to it is given. Section 15.3 discusses some 
important assumptions, most of these assumptions have already been 
discussed in the previous chapter. 
15.2 Manure problems 
Livestock production is one of the four agricultural industries specified in 
this research. In 1981 (the base year) livestock production had a share of 8.3 
per cent in total gross value added generated by Dutch agriculture 
(calculated from appendix 3C). 
Table 15.1 gives the production and net income generated by five 
different livestock activities in 1980 and 1985. 
The livestock industry in this research consists of pig, poultry and eggs, 
calf (for "white meat" production) and specialized beef production. The size 
of the herds rose during the 1970s and early 1980s (see table 15.2). In 1984 
the milk quota system was introduced which reduced the dairy cow numbers. 
In the years after 1984 the national dairy herd also decreased because of new 
quota reductions (see chapter 14) and an increased productivity of dairy 
cows. At the same time the number of suckler cows, feeding cattle and sheep 
increased because dairy farmers were looking for profitable alternatives to 
milk production (see chapter 14). 
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Table 15.1 Production and income generated by five livestock activities in 
1980 and 1985 in (nominal) million guilders 
1980 1985 
Production Income Production Income 
Milk and cattle production 9331 3291 11794 5738 
Calf production1 1140 48 1824 293 
Pig production 4525 462 6896 1722 
Poultry production 2297 272 2890 349 
Sheep and other livestock 
production 319 204 120 54 
1 For the production of "white" calf meat. 
In 1980 this included specialized cattle production, in 1985 this is not the 
case. 
Source: Agricultural Research Institute (LEI, 1986 and 1992) input-output 
tables for agriculture 1980 and 1985. 
Table 15.2 Composition of the livestock population in 1000 heads 
Cattle Pigs Poultry Sheep 
1970 4314 5533 55400 575 
1975 4956 7279 68100 760 
1980 5226 10138 81155 858 
1981 5191 10315 85051 815 
1982 5241 10254 87073 776 
1983 5411 10656 82235 772 
1984 5516 11146 83368 766 
1985 5248 12383 89887 814 
1986 5123 13481 92305 868 
1987 4895 14349 96827 985 
1988 4710 13934 93127 1169 
1989 4772 13729 89788 1405 
1990 4926 13915 92765 1702 
1991 5062 13217 93596 1882 
1992 4920 14161 99361 1954 
Source: LEI/CBS (1981, 1986 and 1992) 
Landbouwcijfers 1981, tables 43-a, p.81, 45-a, p.89, 45-b, p.89, 
46-a, p.90 and 47-a, p.93; 
Landbouwcijfers 1986, tables 43-a, p.80, 45-a, p.87, 45-b, p.88, 
46-a, p.89 and 47-a, p.93; 
Landbouwcijfers, 1993,tables 43-a, p.91, 45-a, p.97, 46-a, p.98 
and 47-a, p. 102. 
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The increase in livestock production (in particular the production of pigs 
and poultry) was among other things made possible by an increase of the 
imports of grain substitutes like tapioca, soya cakes, citrus pulp and maize 
gluten as feedstuffs. This became attractive because of a relative price 
increase of feed grain in the Netherlands and EC because of the price 
support given to grain and the absence of import levies for feedstuffs. The 
net imports of feedstuffs created surpluses of minerals, especially nitrates 
and phosphates, which generated environmental problems (see Stolwijk, 
1989; Wijnands, 1990). 
In the 1980s the Dutch government introduced some policies to reduce the 
manure problems. One of these policies is limiting the amount of phosphate 
from manure that can be applied to land. This limit depends on the soil type, 
the land use and time period of the year. These limitations result in surpluses 
of manure (minerals) that have to be transported to areas with deficits or 
have to be processed (dried). Moreover, there are restrictions on the ways in 
which manure may be applied on land that aim to reduce the emission of 
ammonia. There are also restrictions on the building of new pig and poultry 
stables in 1984. However, these restrictions have proven not to be 
completely effective given the growth of the pig and poultry numbers in the 
second half of the 1980s (see table 15.2) and the actual production in manure 
of nitrates, phosphates and potassium (see table 15.3). However, the data 
(see table 15.2) are somewhat misleading because at the end of 1986 the 
number of animals recorded did not equal the actual number because it was 
for farmers profitable to have, at least on paper, as many animals as possible 
on this date. This was because the number of animals on that date 
determined the stable capacity allowed. 
Stolwijk (1989) and Fontein et al. (1992) discuss the developments in the 
Dutch livestock industry (including dairy farming) that are relevant for 
manure problems in the Netherlands. Fontein et al. (1992) and Wijnands et 
al. (1992) provide surveys of the literature dealing with the reduction of 
mineral emissions in Dutch agriculture. 
Table 15.3 Production of minerals by cattle, pigs and poultry (in million 
kilograms) 
1970 1975 1980 1984 1986 1988 1990 
Phosphate (P 2O s) 178 212 240 239 245 241 215 
Nitrate (total N) 329 387 426 481 465 494 529 
Potassium (K-,0) 348 406 439 595 569 609 605 
Source: LEI/CBS (1992), Landbouwcijfers 1992, table 35-a, p.72. 
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The Dutch government considers a reduction in livestock numbers a 
possible solution to effectively reduce the environmental problems 
("Structuurnota Landbouw", 1989), although it hopes that technological 
solutions can be applied. New feedstuffs and additives in feed could reduce 
the amount of minerals in manure. New technologies to process and apply 
manure could also reduce the environmental problems, such as the 
construction of new type of pig and poultry stables to reduce the emission of 
ammonia. Wijnands et al. (1988 and 1992) discuss the possible options and 
their costs for reducing the emission of ammonia in the Dutch livestock 
industry (see also Stolwijk, 1989). Others have argued that the use of 
financial instruments like levies on manure surpluses and feed could be 
effective (see Fontein et al., 1992; Dietz, 1993). 
In this chapter the effects of a 10 per cent reduction in livestock 
production (excluding dairy farming) for the Dutch economy are calculated 
using two different policy instruments: a supply quota and an ad valorem tax 
on the demand for compound feed by the livestock industry. Baltussen and 
van Home (1993) determine the size of the reduction in livestock numbers 
due to different manure policies. They conclude that the continuation of the 
actual policy instruments already leads to a 10 per cent reduction in livestock 
numbers. Fontein et al. (1992) analyse the effects for the livestock industry 
of an indirect tax on compound feed but they do not look at the effects on 
the rest of the economy. However, they make a difference between dairy 
farming, pig production and poultry production. Post et al. (1990) calculate 
the national-economic consequences of different manure policies by means of 
input-output analysis. The disadvantages of this method have been discussed 
earlier in this thesis (see chapter 3). 
15.3 Model assumptions 
In this section some important model assumptions are presented. Most of 
these assumption have already been discussed in section 14.4. 
AESs and AETs 
The Allen partial Elasticities of Substitution (AESs) and Transformation 
(AETs) used in the model simulations are given in appendix 14B (see also 
section 14.3). 
Important links 
The model results are influenced by the links between livestock production 
and the rest of the economy. The size of the general equilibrium price 
elasticities is especially important. These price elasticities are determined by 
cost shares and the AESs and AETs. The transactions linked to livestock 
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production are an indication of the level of the cost shares, and hence of the 
price elasticities. Therefore, they give an indication of the size of the effects 
to be expected. 
Livestock products are supplied to the meat manufacturing industry (58%) 
and the private household (12%) or they are exported (27%) (see appendix 
3C; production includes the competitive imports). 
Compound feed, trade services and cattle are important intermediate 
inputs in livestock production. Although trade services are important for 
livestock production, livestock products are not important for the trade 
services industry (see appendix 3C). Compared to the other agricultural 
industries, factor demand is small (10% of total input demand including 
competitive imports). 
Price numeraire 
The Laspeyres price index of output prices is the price numeraire used in the 
simulations (see section 14.4.3) 
Full employment assumption 
The stocks of aggregate primary inputs are assumed to be fixed. The supply 
of the factor services from these stocks equals the demand for these factor 
services. This implies that the full employment assumption for factor inputs 
has been made (see section 14.4.4 and chapter 9) 
15.4 Results 
The base year solution is the model solution that represents the situation in 
the base year. All results of the policy simulations are compared to this base 
year solution (percentage changes). 
Output / output prices 
The differences in output and output prices between both simulations are 
small because in both simulations a 10 per cent output reduction in the 
livestock industry is assumed. 
The output price for livestock products increases by somewhat less than 8 
per cent (see table 15A.1). 
The output of the meat manufacturing industry falls by 4.3 per cent. The 
output of grain milling falls 0.5 per cent more in the case of the indirect tax 
(6.7%) than in case of the supply quota (6.2%). The output price of the meat 
manufacturing industry increases by 2.6 per cent, the output price of grain 
milling falls by one per cent with the supply quota and 1.1 per cent with the 
indirect tax (see table 15A.1). 
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In case of the indirect tax, the demand from the livestock industry for 
compound feed is somewhat smaller (0.8%) than with the supply quota 
because of the high price of compound feed for the livestock industry (this 
price is 15% higher than with supply quotas). This relative small quantity 
effect on compound feed demand is caused by a small AES for intermediate 
demand in livestock production (0.15, see appendix 14B), which implies an 
inelastic demand for intermediate inputs like compound feed. The value of 
the compound feed demand by the livestock industry increases by 1.5 per 
cent with the indirect tax and decreases by 11.5 per cent with the supply 
quota. This implies that although the quantity of the aggregate intermediate 
input demanded does not differ much between policy simulations its price 
and value do. In the case of the indirect tax, the price increases by 10 per 
cent, with the supply quota it falls by 0.8 per cent. The value falls by 2 per 
cent in the case of the indirect tax and 11 per cent in case of the supply 
quota (the figures used in this paragraph cannot be found in appendix 15A). 
The indirect ad valorem tax rate on compound feed demanded by the 
livestock industry should be 16 per cent to realize a 10 per cent output 
reduction in livestock production. An ad valorem tax rate of 10 per cent on 
the output price of the livestock industry would also give a 10 per cent 
reduction in output. 
Value added / factor demand 
Factor demand falls the most in the livestock industry, in grain milling and 
meat manufacturing. This is caused by the drop in factor prices (marginal 
productivity) in those industries. The relatively large factor mobility of 
capital services implies that capital demand falls more than labour and land 
demand (see table 15A.4). 
For meat manufacturing and grain milling, there are only small 
differences between both policy simulations. Although for grain milling 
factor demand falls somewhat more (output has been reduced more) in case 
of the indirect tax, for livestock production factor prices and demand fall 
more in case of the supply quota. This implies that value added excluding 
quota rents using 1981 prices is lower in case of the supply quota (see table 
15A.2). If quota rents (see table 15A.3) are included, value added in 
livestock industry is much higher (a value increase of 65 per cent). 
However, it has to be realized that value added was not high in the livestock 
industry in 1981 (1102 million guilders). This relatively large increase of 
value added follows from the fact that the value of output does not differ 
much between both policy simulations and that the value of intermediate 
demand falls most with the supply quota (see the previous section). 
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Income / welfare 
The quota rents in the livestock industry amount to 926 million guilders. 
Total GDP does not change and the equivalent variation decreases with 16 
million guilders in case of the supply quota and with 36 million guilders with 
the indirect tax (see table 15A.6). This difference is caused by the fact that 
quota rents form part of the consumer income, and are therefore partly 
consumed, while the tax revenue is transferred not only to the private 
household but, for example, also to the rest of the world. 
These small welfare effects could be expected because the livestock 
industry is relatively small and has only limited inter-industry linkages. This 
result is of course influenced by the full employment assumption for labour 
and capital services, which implies that factor services that come abundantly 
in livestock production will be used elsewhere in the economy. 
Imports / exports 
The increase in domestic livestock and meat prices relative to world market 
prices make imports more attractive and exports of these products less 
attractive. The fall in exports of livestock products is particularly large 
(20%). So, the competitiveness of the livestock industry is seriously 
affected. The price decreases of compound feed and cattle make imports 
relatively less, and exports relatively more, attractive compared to home 
used domestic output. However, total exports of grain mill products fall. The 
differences between both policy simulations are small. In both cases the 
balance of trade deteriorates. 
15.5 Summary 
The model results show to what extent meat manufacturing and grain milling 
are linked with livestock production (see section 15.3) . 
It does not matter much for the rest of the economy if the output 
reduction in the livestock production is achieved by supply quotas or an 
indirect tax on compound feed (grain mill products). However, for the 
livestock industry there is a difference. With an indirect ad valorem tax on 
compound feed demand from the livestock industry, factor income falls by 3 
per cent (in 1981 prices), with a supply quota there is a larger fall (5%) but 
this fall is compensated for by the creation of quota rents. Value added 
(including quota rents) increases by 65 per cent (in new prices) with the 
supply quota, while it falls by 13 per cent with the indirect tax. Notice 
however that the value added increase is relatively small (see section 15.3). 
There is no difference in results between a tax on output and the supply 
quota if the revenue of this tax is given to the owners of the factor inputs 
(see chapter 13). The indirect ad valorem tax rate should be 10.3 per cent of 
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the output price. The outcomes of both policy simulations show only small 
differences. This is mainly caused by the small AES for intermediate input 
demand in the livestock production industry. This implies that other 
arguments, such as difficulties of implementation and control, can be 
decisive in the choice between these policy instruments. 
P A R T V 

16. DISCUSSION AND CONCLUSIONS 
Having defined and described agribusiness (see part II), formulated the basic 
model (part III) and performed two specific policy simulations (part IV) this 
chapter presents the main points of discussion and the conclusions. First, a 
discussion of the model takes place. Second, the results of the model 
simulations are discussed. Finally, some general conclusions are drawn. 
However, I start with a short summary of the purpose and usefulness of the 
model developed. 
The purpose of the research discussed in this thesis is to develop a basic 
static applied general equilibrium (AGE) model with which it is possible to 
analyse the effects of agricultural policy changes on Dutch agribusiness. In 
particular the effects on inter-industry transactions, factor demand, income, 
and trade are of interest. 
It is possible to analyse various agricultural policy changes with the model 
developed. However, because the model is fairly general, it can be the case 
that it has to be adapted and extended for special research questions. This 
was shown in chapters 13 to 15 where the model was used to examine the 
impacts of the introduction of milk quotas in 1984 and a hypothetical 
reduction of livestock production by 10 per cent for environmental purposes 
in the Netherlands. 
The policy simulations performed served in the first place as an illustra-
tion of the AGE model, in the second place they functioned as a source of 
information for policy makers and interest groups. 
A great advantage of the model developed is that it can be used in a wide 
variety of applications. It is relatively easy to calculate the effects of 
agricultural policy changes but also the effects of other policy, technological 
and world market price changes. It would be, for example, relatively easy to 
determine the effects of an indirect tax on energy or other environmental 
policies in agriculture (see Bergman, 1988, for a review of AGE analyses on 
energy policy modelling, McDonald et al., 1991, give a global AGE analysis 
of energy prices and agriculture, Burniaux et al., 1991, discuss the AGE 
effects of the reduction of C 0 2 emissions and Bergman, 1991, discusses the 
reduction of SO x-, NO x- and C 0 2 emissions with an AGE model). 
The model results are however always conditional on the model characte-
ristics. Some of them are model specific, some of them are typical AGE 
model features. The most important model characteristics are the functional 
forms used, the specification of the agents in the model, the equilibrium 
conditions, the static nature of the model, the data used, the parameter 
selection procedure chosen and the model validation issue. These factors will 
be discussed next. 
Functional forms 
The multi-level CES and CET production structure and the CES and CET 
functions that describe the behaviour of the other agents chosen in the model 
140 
Chapter 16 Discussion and conclusions 
impose restrictions on the values of the substitution elasticities and therefore 
on the partial and general equilibrium elasticities in the model. Empirical 
evidence suggests that CES and CET functions are too restrictive. De Boer 
(1981) and Lesuis (1991) show this for the production structure of the Dutch 
economy. This is the reason why alternative functional forms have been 
suggested in the AGE literature. For example, CDE (Constant Difference of 
Elasticity) functions were used by Hertel et al. (1991). Hanson (1991) also 
used CDE cost functions but also the symmetric generalized McFadden 
profit function and the generalized Leontief profit function. A two-stage 
LES-AIDS consumer demand system was used by Michalek and Keyzer 
(1992) in the EC AM model. Translog functions are used by Nakamura 
(1984). Although these functional forms would make the model less 
restrictive there is a drawback in the sense that selecting the parameters of 
these functions requires more data both in case of calibration as in case of 
econometric estimation. This is discussed in a later section. 
Not only the functional forms but also the multi-level production structure 
is restrictive because it assumes that production behaviour can be divided 
into separate decision processes (the strong separability assumption). 
Moreover, even if strong separability assumptions are retained, it could be 
possible to formulate alternative multi-level production structures. In future 
research more attention will be paid to alternative production structures and 
functional forms. 
Specification of agents 
The level of aggregation used in this research is chosen such that industries 
closely linked to dairy farming, livestock production and arable farming are 
specified. This makes it possible to analyse the effects of agricultural policies 
on these industries. However, the aggregation level chosen influences the 
model characteristics. This is because the elasticities of input demand are 
partially determined by the cost and revenue shares, which are affected by 
supply and input demand behaviour of industries, which are in turn 
influenced by the level of aggregation chosen. 
Here, it is important to note that the number of industries outside 
agriculture are in this research smaller than the number of industries 
specified by Zeelenberg et al. (1991), because of an aggregation of 
industries, from which the data on cost and revenue shares and AESs and 
AETs are taken from. 
In the model developed there is only one private household. Given the 
fact that interest in this thesis was focused on industries this seems sufficient. 
However, if interest were focused more on income distribution, a clear 
distinction between agricultural factor inputs and the other factor inputs 
would be necessary, which would require a further division of the private 
household into more (e.g. agricultural and non-agricultural) households. This 
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division could influence the model results if these households would have 
different saving and consumption behaviour. 
The specification of a single rest of the world, albeit divided into the EC 
and the rest of the world for agribusiness imports and exports, could be too 
restrictive if we were more interested in trade and trade policy analysis. 
Given the importance of trade for the Netherlands a future division into EC 
and the rest of the world is considered for all goods, as is a more explicit 
modelling of world markets. 
In the model it has been assumed that, except for dairy farming, each 
industry produces one homogeneous output. Although politicians and interest 
groups are primarily concerned about the effects of agricultural policy 
changes on industries (e.g. employment and income generated in an 
industry) most policies are directed towards goods. A further disaggregation 
of industries (see chapter 2) or the modelling of multiple-outputs for 
individual industries (see chapter 13) could overcome this problem. For 
example, instead of one output produced by dairy manufacturing the produc-
tion and consumption of butter, skim milk powder and cheese could be 
modelled. However, this would require more data which might be difficult 
to obtain. 
Equilibrium conditions 
In most cases the equilibrium conditions imposed on the model could be 
easily defended. However, there are cases where this is more debatable. For 
example, with large shocks it is questionable whether the factor services 
markets are in equilibrium. Unemployment, especially in the short term, and 
a lower degree of capacity utilization are often the first reactions if the 
profitability in an industry decreases. This smaller demand for labour and 
capital services in one industry does not, in the real world, automatically 
result in a higher demand for these factor services in other industries as 
assumed in this model. The assumption of equilibrium in factor services 
markets and the assumption of fixed stocks of aggregate factor services 
(chapter 9) have a strong influence on the model results (see chapters 14 and 
15). Modelling unemployment of factors explicitly could overcome this 
problem (see Keller, 1979). However, this would complicate the model 
substantially. 
Moreover, demand for goods and services does not always match current 
production because of changes in stocks. For agricultural products these 
stocks are often created and controlled as part of EC policy (in particular, 
intervention buying). In the model intervention is modelled by exogenous EC 
prices for agricultural products (see chapter 13). A final example is that pure 
profits do exist in the real world but not in the model developed here. In the 
model pure profits, in the base year, are incorporated into the price of 
capital services. Modelling pure profits is not so easy in AGE models (see 
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Gunning and Keyzer, 1993, pp.40-43, for a discussion on modelling profits 
in case of imperfect competition). Moreover, modelling pure profits in our 
model would be unnecessarily complicated given the purpose of our 
research. 
Statics 
The model developed is static which implies that no explicit time path from 
initial to final situation is given. Moreover, the model is a medium term 
model. In the medium term it is reasonable to assume that the nature of 
agents (industries and households) does not alter (see chapter 2) and that the 
economy has reached a new equilibrium after internal or external changes 
(e.g. the implementation of new agricultural policies). 
If our model were dynamic it would generate the time path between the 
initial and final states. Gunning and Keyzer (1993, p. 13) consider two forms 
of dynamics: recursive dynamics and "real" dynamics. In case of recursive 
dynamics a time sequence of single-period equilibria is computed. Periods 
are related through the updating of some exogenous variables like the capital 
stock or the total amount of labour in the economy. The model developed in 
this research could be used as a recursive dynamic model, for example by 
updating the aggregate capital stock in the economy by investment. 
However, this would complicate the analysis and should therefore only be 
done if specific research questions required it. The policy simulations 
performed in this thesis did not require such recursive dynamic analysis. 
With real dynamics there is an inter-temporal optimality criterion that has 
to be satisfied like the inter-temporal maximization of profits of an industry 
(e.g. an oil producing industry which faces the choice of when extracting the 
oil in a certain field). Gunning and Keyzer (1993, pp.63-79) discuss the 
different forms of dynamics and give a short review of the literature. Pereira 
and Shoven (1988) review the literature on tax policy evaluation with 
dynamic AGE models. A recent example of a genuine dynamic AGE model 
is given by Pereira (1993). 
It is difficult to obtain values of the exogenous variables in the model and 
their changes over time. World market prices and factor-augmenting 
technological change coefficients are examples of such variables. Therefore, 
the values of most of the exogenous variables are kept constant which of 
course makes the model solutions less realistic and useful for policy issues. 
On the other hand changing all the values of the exogenous variables would 
hamper the interpretation of the results. Moreover, one would lose sight of 
the mechanisms at work in the model. 
This implies that the model outcomes can only be used as an indication of 
the direction and size of the effects of agricultural policy changes relative to 
the value of the exogenous variables, and not as predictions of real world 
situations. 
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Data 
The model is calibrated using data for 1981 (see appendix 3C and section 
12.3). It is recognized that the policy relevance of the outcomes of the AGE 
model is small because these "old" data are used. For the modelling of the 
introduction of the milk quota in 1984 this is of course less the case. 
Moreover, given the fact that the policy simulations described in this 
research were primarily illustrations of the working of the model this seems 
acceptable. At the moment the Netherlands Central Bureau of Statistics is 
composing more recent expenditure and tax tables and the Agricultural 
Research Institute is composing more recent input-output tables for 
agriculture. These tables could be used to construct new data sets for the 
AGE model developed here and would help to improve the model 
specification and validation. 
In agriculture production and prices can be volatile, due to uncontrolled 
natural factors. Therefore the use of a data set for one year could give 
untypical estimates of cost and revenue shares, and therefore of elasticities in 
the model (see also Adams, 1987). Therefore, researchers often use the 
average cost and revenue shares for a number of years. Where it is always 
necessary to have consistent expenditure and tax tables or SAMs. This is not 
done here given the lack of data. 
Parameter selection 
To implement the model it is necessary to select parameter values. In our 
model this is done by using the so-called calibration procedure (see section 
12.3). CES and CET functions are relatively easy to calibrate because only 
cost and revenue shares and values for the AESs and AETs are needed. If 
more flexible functional forms are used the calibration procedure is more 
difficult and more information is needed because there are more AESs and 
AETs. For our model the cost and revenue shares were taken from the 
expenditure and tax tables of 1981 (Zeelenberg et al, 1991). 
Gunning and Keyzer (1993, p. 12) consider that full econometric 
estimation of parameters is usually impossible because of identification 
problems since the number of endogenous variables is very large and 
necessary data are lacking. Although full econometric estimation is 
impossible it is possible to estimate components of an AGE model like the 
input demand system, export supply, import demand or consumer demand. 
Note however, that an AGE model requires that the functions behave 
"correctly", which implies that often econometric estimation under 
restrictions is needed. For example Michalek and Keyzer (1992) 
econometrically estimated a two-stage LES-ATDS consumer demand system 
used in EC AM under restrictions. In this thesis econometric estimates from 
Zeelenberg et al. (1991) of the AESs and AETs in the multi-level production 
structure and consumer demand system were used. However, further 
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research has to be done on the values of the AESs and AETs in general and 
more specifically in agricultural industries. 
Mansur and Whalley (1984) provide a general discussion of the estimation 
of AGE models. 
Model validation 
If the parameters in the model had been estimated by econometric methods 
econometric tests could be used to validate the model. However, this is not 
possible if parameters are selected by calibration. In this case sensitivity 
analysis has to provide insight in the correctness of the model specification 
and the sensitivity of the model results for different values of the exogenous 
variables, AESs and AETs (see Harrison et al., 1993). The correctness of 
the model specification is impossible to test if an independent data set cannot 
be obtained. However, the absence of econometric estimates remains a 
weakness of our AGE model and more generally for all AGE models. 
Sensitivity analysis of the model results for different values of some 
exogenous variables, AESs and AETs is done for our model. Some of these 
sensitivity analyses are described in chapters 14 and 15. However, more 
work could be done on this area. 
Few AGE researchers have tried to evaluate the performance of their 
model. An exception is Kehoe and Sancho (1991) who evaluate the 
performance of their AGE model of the Spanish economy. They conclude 
that their model performed rather well. 
I will now give a discussion of the policy simulations performed in chapters 
14 and 15. 
Simulations of dairy policy 
In chapter 14 a ceteris paribus analysis of different aspects of the 
introduction of milk quotas is given. The outcomes do not provide predicti-
ons about the real world situation. To give predictions all the values of the 
exogenous variables have to be changed. This would hamper the interpre-
tation of the model results and would require data that are difficult to obtain. 
Although, the results do not represent the actual situation they provide 
some important insights. 
First, they reveal the dependence of the outcomes on EC and world 
market prices. This stresses the importance of trade for Dutch dairy 
production and agribusiness. The competitiveness of the Netherlands on the 
world market for dairy products is affected by the introduction of milk 
quotas because domestic prices change relatively to rest of the world market 
prices. For example, the predicted growth of imports from the rest of the 
world (see table 14A.7 of appendix 14A) and the relative increase in 
importance of the EC as the export market for Dutch dairy products (see 
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table 14A.6 of appendix 14A) have actually occurred. Van Bruchem and 
Rutten (1987) also show these developments. 
Second, the dependence of the outcomes on the values of the AESs and 
AETs in the factor services distributing industries. The assumption in most 
AGE models of complete or totally incomplete factor mobility needs 
therefore to be reconsidered. That factor mobility has a substantial influence 
on the model results is also recognized by Kilkenny and Robinson (1990) in 
a paper on the effects of agricultural trade liberalization under various 
assumptions about factor mobility and model closure. They make different 
assumptions about the mobility of land, labour and capital, where an 
individual factor can be completely mobile or completely immobile. The 
approach chosen in this thesis is more flexible in the sense that factors can 
have different degrees of mobility. 
Third, with low factor mobility, factor demand (e.g. employment) in 
dairy farming does not fall much but factor prices do, whereas with high 
factor mobility the primary inputs move out of dairy farming and the factor 
prices drop less because they more or less have to equalize between 
industries. The value of factor demand is larger with high factor mobility 
implying smaller quota rents and quota prices. This supports the idea that in 
the longer term milk quotas could be gradually abolished without causing a 
sharp decrease in factor income. However, it has to be remembered that 
factor mobility is low in dairy farming. For the other industries in 
agribusiness like dairy manufacturing employment has fallen only slightly in 
reality (see CBS, 1991), an outcome that confirms the findings of this 
research. 
Fourth, the effects of the introduction of milk quotas on other industries 
are substantial, especially for dairy manufacturing and grain milling, which 
includes the compound feed industry. Neglecting the effects in those 
industries would be misleading. However, the effects are less than predicted 
by input-output models (see Breedveld and van Bruchem, 1985) because of 
the greater possibilities for input substitution in the AGE model. The actual 
developments in agribusiness (see chapter 3; Van Bruchem and Rutten, 
1987) suggest that the effects are indeed less than those calculated by 
Breedveld and van Bruchem (1985). 
Fifth, the introduction of milk quotas increases welfare, measured in 
terms of GDP and the equivalent variation (see section 12.5), although the 
rise is small. This is a second best result; quotas reduced the distortions 
caused by government intervention in dairy markets. Simulations not 
presented in this thesis show that with larger milk quotas welfare actually 
decreases. Our result is in contrast with partial equilibrium studies on the 
welfare effects of milk quotas (e.g. Oskam et al., 1988) because our model 
takes general equilibrium effects into consideration. 
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Sixth, from a welfare-economic point of view price decreases, compared 
to supply quotas, are preferable when the production of milk has to be 
reduced (GDP and the equivalent variation are higher). The welfare 
improving effects on industries are larger with price decreases than with 
supply quotas: output, factor demand, value added and trade change more. 
Especially in dairy farming, value added decreases much more in case of the 
price decreases. These large changes make price decreases in dairy farming 
politically difficult to achieve. This was the main reason why milk quotas 
were introduced in the first place (see Krijger, 1991, p. 12). 
Finally, the degree of output substitution in dairy farming between milk 
and cattle production is relatively unimportant for the effects of milk quotas. 
In reality this is also the case, the number of cattle decreased, although there 
was a substitution from dairy to beef cattle (see e.g LEI/CBS, 1992, p.91). 
However, there was a sharp increase in the number of sheep in the 
Netherlands (see e.g LEI/CBS, 1992, p.97). This increase cannot be 
explicitly found in our model because sheep are part of the livestock 
industry. 
Of course the model results do not provide a definite answer to all issues 
regarding milk quotas. Note in particular that transactions costs, the 
opportunity costs of the production factors needed to administer milk quotas, 
are neglected in our analysis. The strength of the model approach chosen is 
that it gives a consistent static analysis of the effects of the introduction of 
milk quotas on inter-industry transactions, price and income formation, 
factor demand, and exports and imports in Dutch agribusiness and economy 
as a whole. 
Simulations of livestock policy 
Many of the general issues discussed in the previous section are also relevant 
for the simulation of the introduction of supply quotas in the livestock 
industry (see chapter 15). In this simulation the difference in the effects of 
using supply quotas and a levy on the demand for compound feed were 
analysed. The low price elasticity of demand for compound feed made the 
differences in the effects on output and inputs between both policies small. 
However, there is a large difference in value added generated because with 
supply quotas quota rents are created that support income earned in livestock 
production. However, in the long run quota rights are just an ordinary 
production factor. This implies that in the long run livestock farmers are 
better off with levies on compound feed (because value added excluding 
rents is reduced less with the levy on compound feed). 
The meat manufacturing industry and the grain mills are affected substan-
tially by both ways of reducing livestock. However, the effects for other 
industries are relatively small which indicates that the livestock industry is 
relatively small and isolated in the Dutch economy. Welfare losses measured 
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by changes in the equivalent variation are greater in the case of supply 
quotas than in the case of the levy. This indicates that supply quotas for 
livestock cause more distortions than the levy on compound feed. 
Both supply quotas and levies on the demand for compound feed increase 
domestic prices relative to EC and world market prices. This implies a 
strong decrease of exports and increase of imports of livestock products. 
The fact that environmental policies in livestock production are national 
instead of EC policies (like milk quotas are) strengthens this result. 
The value of the price increase of compound feed necessary to reduce 
livestock production by 10% is 16% (this implies an elasticity of output with 
respect to the price of compound feed of 0.6). Fontein et al. (1992) obtained 
similar results. 
General conclusions 
The model developed is a flexible and powerful tool for analysing the effects 
of agricultural policy changes on agribusiness and the economy as a whole. 
This is especially true, in comparison with input-output models that are 
traditionally used to analyse the economy-wide effects of agricultural policy 
changes, and with partial equilibrium models. The AGE model developed 
here provides valuable information for policy makers and interest groups on 
employment, income and trade in the economy as a whole. 
The AGE model has additional advantages (see also Hertel, 1990, for a 
more general discussion). First, the model incorporates accounting 
consistency (for example budget constraints are taken into account as is 
market balance, in addition to basic macroeconomic identities such as the 
equality of saving and investment). Second, the model is theoretically 
consistent which makes the interpretation of the results relatively easy in 
spite of the fact that the model is rather large. Third, all inter-industry 
effects are explicitly modelled, there is no need to make a choice regarding 
which linkages are important enough to model as in partial equilibrium 
models. Fourth, in a partial equilibrium model some results are quite 
obvious, for example introducing supply quotas reduces welfare. In a general 
equilibrium model this is no longer always the case because the effects on 
the rest of the economy are also taken into account. Finally, welfare analysis 
should be applied to the owners of the factor inputs, that is, the households. 
This is easy in the AGE model but not so easy in a partial equilibrium 
model. Changes in consumer and producer surplus and tax receipts are often 
a poor proxy for the real welfare changes in an economy. 
The broadness of our AGE model, however has its price. The model 
ignores much detail which is often present in partial equilibrium models. 
Moreover, the fact that the model is rather large and few data are available 
means that econometric estimates, and therefore econometric tests, of the 
behavioural equations are impossible. However, use has been made of 
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econometric estimates of AESs and AETs as presented by Zeelenberg et al. 
(1991). In the future, to make the outcomes of the policy simulations more 
useful for politicians and interest groups more technical information could be 
used (e.g. crop and livestock yields), more data about the development of 
the exogenous variables could be obtained (e.g. on world market prices) and 
more external information on AESs and AETs could be used. Although the 
model is unsuitable for predictions the clear structure and flexibility make it 
a useful tool for analysing the effects of agricultural policies in relation to 
different assumptions about key linkages between agricultural industries and 




Appendix 3A Input-output analysis 
This appendix describes a method, developed by Harthoorn (1988), that 
makes it possible to isolate the inter-industry transactions in agribusiness 
from an input-output table. The method is based on standard input-output 
analysis (e.g. Schumann, 1968). Oskam and Smit (1975) use a similar 
method but Harthoorn's method is mathematically more elegant. 
Harthoorn and Wossink (1987) applied this method in a study of Dutch 
agribusiness. In this thesis the method was used to illustrate the changes over 
time in Dutch agribusiness (see chapter 3). This section is adopted from 
Harthoorn (1988, pp. 113-145). 
Agribusiness is defined as the industries in agriculture, the industries that 
process agricultural products in the first stage and that are dependent on the 
production in agriculture and that part of industries that deliver inputs 
directly or indirectly to agriculture and the processing industries (see 
chapters 2 and 3). 
For the analysis it is necessary to define selection and residual vectors. 
The elements of these vectors can take the values 0 or 1 only. These vectors 
behave like a switch, which let through or block commodity flows in 
matrices. The elements of the selection vectors are defined as: 
i v« e sm ( i ) 
0 Vn g S„ m 
where Sm is the subset m of industries in the input-output table. Agriculture 
forms subset 0, the industries that process agricultural products and that are 
completely dependent on agriculture form subset 1. The subsets are disjoint. 
The residual vectors are the complement of the sum of those selection 
vectors of which subscripts are lower than or equal to m. 
Therefore, 
r, m ~ 1 Z^'J 
where 
sm(n): selection vector 
rm: residual vector 
i: summation vector (vector with ones). 
The residual vectors behave as selection vectors. 
An example may clarify the concept of selection and residual vectors. 
Suppose there are four industries in an economy. The first industry (first 
row and column in the input-output table) is agriculture. The second industry 
(second row and column in the input-output table) is a processing industry 
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that is completely dependent on agriculture. The other two industries deliver 
direct and indirect inputs to agriculture and the processing industry. It has to 
be noted that both agriculture and the processing industry can deliver inputs 
to the other industries. The following vectors can now be defined: 





















residual vector for agriculture and processing industry. 
If a hat (e.g. /Q) is put above a vector this vector becomes a diagonal 
matrix. A diagonal matrix contains only zero's except on the diagonal (upper 
left to right below corner) where it contains the elements of the vector. 
Now the production, value added and employment in agribusiness will be 
determined. 
The production needed for the delivery of one unit of output of an 
industry can be represented by the Leontief inverse. The output generated in 
industries necessary to produce one unit of output in agriculture is (outcome 
presented as a matrix): 
SQCZ-A)" 1 (3) 
where 
A: matrix of input coefficients 
/: identity matrix 
(I-Ay1-: Leontief inverse. 
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The elements of the matrix of input coefficients (A) can be calculated by 
dividing the matrix of intermediate flows (upper left corner of an input-
output table) by the corresponding column total. 
The direct consumption of products stemming from other industries by the 
agricultural industries can be expressed by: 
^ ( / - A ) - 1 (4) 
However, the indirect consumption by the agricultural industries has also 
to be taken into account. The presence of the Leontief inverse in equation 
(4) indicates that all input flows, direct and indirect, which run through 
agriculture, have already been taken into account. This leads to the 
possibility that a flow will be twice accounted for. This can be avoided by 
erasing all industries in the matrix of input coefficients which are elements 
of S0. This can be achieved by applying the residual vectors: 
>0Â>0 (5) 
Using thus the adjusted Leontief inverse the direct and indirect input 
flows are now correctly expressed by: 
(/-fy&o)"1 (6) 
The part of the cumulated consumption of other industries which can be 
attributed to the cumulated consumption of agriculture (indirect and direct 
backward linkages) can be obtained by multiplying the terms of equations (4) 
and (6): 
(/-^ oÂVVw-Âr1 (7) 
The part of the cumulated consumption of industries that consume goods 
and services produced by agriculture (the direct processing industries), with 
exclusion of the direct and indirect deliveries to agriculture, and which 
depend completely on the existence of agriculture (the first forward linkage 
of agriculture) is: 
^(/-V&oT1 (8) 
Notice the close resemblance to equation (3). 
The direct and indirect deliveries to the agricultural industries have been 
omitted (to avoid the possibility that a flow will be twice accounted for) by 
using the adjusted Leontief inverse of equation (5). 
The part of the cumulated consumption of other industries which can be 
exclusively attributed to the cumulated consumption of the processing indus-
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tries (indirect and direct backward linkages of processing industries with 
exclusion of agriculture with its direct and indirect backward linkages) can 
be derived in a way similar to the derivation of equation (7). It is: 
The total production of agribusiness can be calculated by summing the 
expressions in equations (3), (7), (8) and (9) and post multiplying the 
resulting vector by the vector of total final demand. Total production is: 
y = w-Ây1 + (/-vï/brVw-Â)"1 
(10) 
+ ^ (/-fy&o)"1 + (/-/^ÂVV^-fyfroTV 
where 
y: vector of production 
ƒ: vector of final demand. 
Assuming a fixed ratio between production and value added, and between 
value added and employment, value added and employment in agribusiness 
can be calculated. Both the value added and employment can be used as 
measures of the size of agribusiness. They are: 
v = f>y (ID 
/ = h (12) 
where 
v: vector of value added 
i>: diagonal matrix of value added coefficients 
/: vector of employment 
1: diagonal matrix of employment coefficients. 
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Appendix 3B Income and employment 
This appendix presents die size of agriculture, agribusiness and food industry 
measured in income and employment. 
Table 3B.1 Nominal income (million guilders) in Dutch agriculture, agribusiness and food 
industry (shares in total income are given in parentheses) 
Agriculture Agribusiness Food industry 
1970 5844 9702 12538 
(5.75) (9.54) (12.33) 
1971 6025 10091 13230 
(5.30) (8.88) (11.64) 
1972 6933 11775 15376 
(5.39) (9.16) (11.96) 
1973 7875 13665 17674 
(5.30) (9.20) (11.90) 
1974 7127 13399 17702 
(4.20) (7.89) (10.42) 
1975 8281 15116 19854 
(4.45) (8.12) (10.67) 
1976 9717 17501 22466 
(4.54) (8.18) (10.49) 
1977 9663 17768 22932 
(4.17) (7.67) (9.89) 
1978 9783 18474 24179 
(3.91) (7.39) (9.67) 
1979 9246 18472 24179 
(3.46) (6.91) (9.04) 
1980 9347 19432 25575 
(3.29) (6.85) (9.02) 
1981 11837 22281 28576 
(3.99) (7.50) (9.62) 
1982 13111 25574 30388 
(4.20) (7.50) (9.73) 
1983 13241 23915 31053 
(4.09) (7.38) (9.58) 
1984 14103 26137 33669 
(4.15) (7.69) (9.90) 
1985 13544 25499 33700 
(3.82) (7.19) (9.50) 
1986 14602 27044 36035 
(4.04) (7.48) (9.96) 
1987 13839 25765 34953 
(3.84) (7.15) (9.70) 
1988 14159 26560 35913 
19871 
(3.76) (7.05) (9.53) 
16162 27249 36365 
19881 
(3.89) (6.55) (8.74) 
16852 28091 37075 
19891 
(3.90) (6.50) (8.58) 
19469 30775 39944 
(4.25) (6.72) (8.73) 
1 After the 1987 revision. 
Source: Calculated from CBS national accounts, various years. 
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Table 3B.2 Employment (1000 working years) in Dutch agriculture, agribusiness and food 
industry (shares in total employment are given in parentheses) 
Agriculture Agribusiness Food industry 
1970 322 
1971 313 - -
1972 308 - -
1973 302 - -
1974 297 - -
1975 293 - -
1976 289 - -
1977 283 446 588 
(6.05) (9.53) (12.57) 
1978 279 443 584 
(5.29) (9.39) (12.39) 
1979 274 427 561 
(5.74) (8.89) (11.76) 
1980 272 427 558 
(5.66) (8.89) (11.61) 
1981 267 421 551 
(5.64) (8.88) (11.64) 
1982 265 407 534 
(5.74) (8.82) (11.56) 
1983 267 406 530 
(5.89) (8.65) (11.69) 
1984 266 404 529 
(5.87) (8.93) (11.69) 
1985 265 405 533 
(5.76) (8.80) (11.59) 
1986 263 406 532 
(5.61) (8.65) (11.35) 
1987 261 404 530 
(5.49) (8.49) (11.15) 
1988 261 402 529 
19871 
(5.41) (8.33) (10.97) 
256 371 486 
1988 1 
(5.21) (7.56) (9.89) 
256 373 490 
1989 1 
(5.13) (7-48) (9.82) 
255 372 490 
(5.02) (7.31) (9.64) 
1 After the 1987 revision. 
Source: Calculated from CBS national accounts, various years. 
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Table 3B.3 Share of income in agriculture, agribusiness and food industry generated with domestic 
and export demand (share in total income generated with domestic or export demand 
in parentheses) 
Agriculture Agribusiness Food industry 
Domestic Export Domestic Export Domestic Export 
1970 2679 3165 4543 5159 6302 6236 
(3.63) (11.30) (6.16) (18.42) (8.55) (22.26) 
1971 2827 3198 4862 5229 6820 6410 
(3.43) (10.26) (5.89) (16.78) (8.27) (20.57) 
1972 3237 3696 5643 6131 7831 7545 
(3.49) (10.32) (6.08) (17.13) (8.44) (21.08) 
1973 3547 4301 6295 7370 8623 9051 
(3.39) (9.98) (5.97) (17.09) (8.18) (20.99) 
1974 3090 4037 5942 7458 8379 9323 
(2.60) (7.90) (5.00) (14.59) (7.06) (18.24) 
1975 3485 4796 6634 8483 9401 10452 
(2.62) (9.04) (4.99) (15.98) (7.07) (19.70) 
1976 3963 5754 7330 10171 10203 12263 
(2.64) (9.03) (4.87) (15.97) (6.78) (19.25) 
1977 4244 5419 8023 9745 11026 11906 
(2.56) (8.25) (4.83) (14.83) (6.64) (18.12) 
1978 4290 5493 8324 10150 11692 12487 
(2.36) (8.05) (4.58) (14.87) (6.43) (18.30) 
1979 3716 5530 7651 10821 10926 13253 
(1.93 (7-35) (3.98) (14.38) (5.69) (17.61) 
1980 3748 5599 8136 11296 11649 13926 
(1.84) (7.03) (3.99) (14.19) (5.71) (17.49) 
1981 4412 7425 8591 13690 12090 16486 
(2.13) (8.27) (4.15) (15.25) (5.83) (18.37) 
1982 5134 7977 9577 13997 13426 16961 
(2.33) (8.68) (4.34) (15.23) (6.09) (18.46) 
1983 5159 8082 9627 14287 13751 17482 
(2.26) (8.47) (4.21) (14.97) (5.94) (18.31) 
1984 5194 8909 10063 16074 13994 19675 
(2.22) (8.40) (4.30) (15.16) (5.98) (18.55) 
1985 4692 8852 9266 16233 13547 20153 
(1.95) (7.79) (3.84) (14.29) (5.62) (17.74) 
1986 5197 9405 10267 16777 15062 20973 
(2.05) (8.62) (4.06) (15.37) (5.96) (19.21) 
1987 4440 9399 8766 16999 13590 21363 
(1.74) (8.94) (3.43) (16.17) (5.32) (20.33) 
1988 4740 9419 9401 17159 14320 21592 
19871 
(1.80) (8.26) (3.58) (15.05) (5.45) (18.94) 
4529 11633 8072 19176 12676 23689 
19881 
(1.44) (11.50) (2.56) (18.96) (4.03) (23.42) 
4850 12002 8490 19601 13044 24031 
1989 1 
(1.50) (11.03) (2.63) (18.02) (4.04) (22.09) 
5570 13899 9292 21483 13725 26219 
(1.64) (11.81) (2.73) (18.26) (4.04) (22.28) 
1 After the 1987 revision. 
Source: Calculated from CBS national accounts, various years. 
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Table 3B.4 Share of employment in agriculture, agribusiness and food industry generated with 
domestic and export demand (share in total income generated with domestic or export 
demand in parentheses) 
Agriculture Agribusiness Food industry 
Domestic Export Domestic Export Domestic Export 
1977 124 159 ' 200 246 288 300 
(3.75) (11.64) (6.04) (18.03) (8.68) (22.03) 
1978 122 157 198 245 286 298 
(3.64) (11.60) (5.89) (18.11) (8.52) (22.05) 
1979 110 164 175 252 259 303 
(3.18) (12.50) (5.07) (19.19) (7.47) (23.11) 
1980 109 163 177 250 259 299 
(3.14) (12.24) (5.09) (18.81) (7.44) (22.49) 
1981 100 167 161 260 240 311 
(2.96) (12.14) (4.79) (18.83) (7.15) (22.58) 
1982 104 161 164 244 241 293 
(3.15) (12.19) (4.97) (18.41) (7-31) (22.15) 
1983 104 163 162 244 236 294 
(3.22) (12.55) (5.01) (18.79) (7.31) (22.62) 
1984 98 168 153 251 224 305 
(3.07) (12.60) (4.80) (18.83) (7.01) (22.90) 
1985 92 73 145 260 217 316 
(2.85) (12.56) (4.51) (18.83) (6.75) (22.88) 
1986 94 169 150 256 223 309 
(2.81) (12.45) (4.51) (18.79) (6.70) (22.72) 
1987 84 177 135 268 207 323 
(2.49) (12.72) (4.02) (19.25) (6.15) (23.20) 
1988 87 173 140 262 212 317 
19871 
(2.58) (11.92) (4.15) (18.03) (6.29) (21.85) 
72 184 109 262 175 311 
19881 
(1.89) (16.50) (2.87) (23.49) (4.61) (27.85) 
74 182 112 262 178 312 
1989 1 
(1.93) (15.64) (2.92) (22.44) (4.66) (26.75) 
73 182 111 261 177 313 
(1.88) (15.22) (2.86) (21.79) (4.54) (26.20) 
After the 1987 revision. 
Source: Calculated from CBS national accounts, various years. 
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Appendix 3C Expenditure and tax tables 
This appendix presents the expenditure and tax tables for the Netherlands in 
1981. The definitions of the headings used in these tables are given in the 
glossary. Appendix 3D discusses the structure of these tables. Dairy farming 
has two outputs: milk and cattle. 




















Milk -8938 0 0 0 0 7899 
Cattle -4808 0 284 0 3280 0 
Arable farming products 228 -10016 3 0 0 0 
Livestock products 0 0 -10184 0 5915 0 
Horticultural products 0 0 0 -9833 0 0 
Meat and meat products 0 0 0 0 -17031 0 
Dairy products 4 0 0 0 6 -14596 
Grain mill products 3153 0 6345 0 0 6 
Sugar 29 0 0 0 0 137 
Cocoa and sugar products 0 0 0 0 0 22 
Food products n.e.c. 27 0 2 0 70 93 
Oil and chemical products 795 498 66 543 57 207 
Machinery 161 36 25 125 128 302 
Public utility products 250 37 220 626 102 266 
Products of construction 128 71 0 150 25 38 
Services 402 74 132 473 193 201 
Public services 22 4 7 26 65 0 
Trade services 2099 549 1744 1395 3432 1617 
Other industrial products 321 73 47 250 183 660 
Other services 102 20 33 121 42 47 
Capital goods 0 0 0 0 0 0 
Non-competitive imports 32 9 22 19 8 35 
Competitive imports 
Competitive imports EC* 
108 6652 152 1761 1788 1488 
108 1996 130 361 1273 1479 
Competitive imports r.o.w. 0 4656 22 1400 515 9 
Balance of trade 0 0 0 0 0 0 
Labour services 4199 1422 786 3100 1053 1113 
Capital services 1483 440 295 1176 684 465 
Land services 203 131 21 68 0 0 
Labour 0 0 0 0 0 0 
Capital 0 0 0 0 0 0 
Land 0 0 0 0 0 0 
Transfers 0 0 0 0 0 0 
Total 0 0 0 0 0 0 
Internal deliveries 180 417 151 99 1365 746 
Dairy farming imports milk (93) and cattle (15) from the EC 
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Table 3C.1 continued 
Grain Sugar Cocoa Food Oil and Machi-
mills factor- pro- n.e.c. chemi- nery 
ies duct manu- cal manu-
manu- factur- indu- factur-
factur- ing stry ing 
ing 
Milk 0 0 0 0 0 0 
Cattle 0 0 0 0 0 0 
Arable farming products 3683 780 48 3662 0 0 
Livestock products 0 0 0 181 0 0 
Horticultural products 0 0 0 407 9 0 
Meat and meat products 336 0 0 187 46 0 
Dairy products 1021 0 100 483 0 0 
Grain mill products -11921 0 0 837 0 0 
Sugar 374 -2178 176 409 24 0 
Cocoa and sugar products 2 0 -3243 19 0 0 
Food products n.e.c. 2900 1 163 -29579 140 0 
Oil and chemical products 68 77 21 446 -70103 1253 
Machinery 40 7 11 691 542 -81850 
Public utility products 174 32 45 436 1216 990 
Products of construction 32 13 10 127 277 881 
Services 145 21 57 766 826 2162 
Public services 38 0 0 40 24 34 
Trade services 916 257 592 5424 5027 9304 
Other industrial products 213 124 217 2244 31277 7689 
Other services 23 20 8 88 509 628 
Capital goods 0 0 0 0 0 0 
Non-competitive imports 17 9 695 1524 539 668 
Competitive imports 1070 310 555 6200 23738 37173 
Competitive imports EC 396 302 407 - - -
Competitive imports r.o.w. 674 8 148 - - -
Balance of trade 0 0 0 0 0 0 
Labour services 728 211 404 4565 4102 17739 
Capital services 141 316 141 843 1807 3329 
Land services 0 0 0 0 0 0 
Labour 0 0 0 0 0 0 
Capital 0 (i 0 0 0 0 0 
Land 0 0 0 0 0 0 
Transfers 0 0 0 0 0 0 
Total 0 0 0 0 0 0 
Internal deliveries 1109 2 245 3808 16504 18246 
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Table 3C.1 continued 
Public Con- Servi- Public Trade Other 
utility struc- ces in- services indus-
industry tion dustry industry tries 
Milk 0 0 0 0 0 0 
Cattle 0 0 0 0 0 0 
Arable farming 
47 products 0 0 0 16 0 
Livestock products 0 0 0 17 1 19 
Horticultural prod-
147 ucts 0 15 0 132 6 
Meat and meat 
152 products 0 0 0 13 42 
Dairy products 0 0 0 15 4 1 
Grain mill products 0 0 0 7 0 0 
Sugar 0 0 0 0 0 57 
Cocoa and sugar 
0 products 0 0 0 10 2 
Food products 
93 278 n.e.c. 1 4 2 101 
Oil and chemical 
products 3130 1931 872 1333 3550 5308 
Machinery 644 5013 1551 3253 1466 2282 
Public utility prod-
2207 ucts -29570 484 1675 2124 2941 
Products of con-
631 struction 218 -42898 291 2611 523 
Services 309 1352 -40825 2981 5851 2849 
Public services 127 46 187 -71938 316 72 
Trade services 127 506 286 647 -83850 22627 
Other industrial 
-155998 products 9853 10079 1417 2150 3586 
Other services 103 219 797 3803 720 655 
Capital goods 0 0 0 0 0 0 
Non-competitive 
imports 8757 3139 698 497 1425 436 
Competitive imports 43 10 0 0 751 68200 
Competitive imports 
EC - - - - - -
Competitive imports 
r.o.w. - - - - - ~ 
Balance of trade 0 0 0 0 0 0 
Labour services 6775 18506 22525 45021 43914 17313 
Capital services 7542 4236 9797 7268 11327 30014 
Land services 0 0 0 0 0 0 
Labour 0 0 0 0 0 0 
Capital 0 0 0 0 0 0 
Land 0 0 0 0 0 0 
Transfers 0 0 0 0 0 0 
Total 0 0 0 0 0 0 
Internal deliveries 588 9581 3897 317 8925 21607 
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Milk 0 0 0 40 32 8 
Cattle 0 151 0 1066 867 199 
Arable farming products 31 0 0 1152 904 248 
Livestock products 37 0 0 2745 2366 379 
Horticultural products 323 23 0 4970 4304 666 
Meat and meat products 1002 0 0 7226 6467 759 
Dairy products 326 122 0 5421 2732 2689 
Grain mill products 35 2 0 1154 658 496 
Sugar 21 93 0 447 142 305 
Cocoa and sugar products 27 9 0 1731 1198 533 
Food products n.e.c. 3127 187 0 9266 - -
Oil and chemical products 2084 63 0 46163 - -
Machinery 782 18056 0 33404 - -
Public utility products 2294 765 0 357 - -
Products of construction 2834 34884 0 1742 - -
Services 1832 4230 0 7400 - -
Public services 666 586 68508 542 - -
Trade services 565 1174 0 19387 - -
Other industrial products 6046 2589 0 44151 - -
Other services -86693 38 0 5887 - -
Capital goods 0 -65079 -1087 0 - -
Non-competitive imports 909 0 0 -28840 - -
Competitive imports 599 0 0 -148565 - -
Competitive imports EC - - - - - -
Competitive imports r.o.w. - - - - - -
Balance of trade 0 2107 0 -2107 - -
Labour services 33871 0 0 0 - -
Capital services 29282 0 0 0 - -
Land services 0 0 0 0 - -
Labour 0 0 0 107 - -
Capital 0 0 -20689 -10550 - -
Land 0 0 0 0 - -
Transfers 0 0 -46732 -4296 - -
Total 0 0 0 0 - -
Internal deliveries 2132 
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Milk 0 0 0 1188 -189 0 
Cattle 0 0 0 25 2 0 
Arable farming products 0 0 0 354 12 0 
Livestock products 0 0 0 1263 6 0 
Horticultural products 0 0 0 3945 -144 0 
Meat and meat products 0 0 0 7881 146 0 
Dairy products 0 0 0 5513 1580 0 
Grain mill products 0 0 0 359 23 0 
Sugar 0 0 0 438 -27 0 
Cocoa and sugar products 0 0 0 1629 -208 0 
Food products n.e.c. 0 0 0 18405 -5281 0 
Oil and chemical products 0 0 0 6447 -4809 0 
Machinery 0 0 0 15827 -2496 0 
Public utility products 0 0 0 14173 -1844 0 
Products of construction 0 0 0 1427 -4015 0 
Services 0 0 0 10785 -2216 0 
Public services 0 0 0 670 -42 0 
Trade services 0 0 0 3721 2454 0 
Other industrial products 0 0 0 38482 -5653 0 
Other services 0 0 0 46332 26498 0 
Capital goods 0 0 0 63501 2665 0 
Non-competitive imports 0 0 0 9461 -59 0 
Competitive imports 0 0 0 0 -2033 0 
Competitive imports EC - - - - - 0 
Competitive imports r.o.w. - - - - - 0 
Balance of trade 0 0 0 0 0 0 
Labour services 0 0 -182074 0 -45273 0 
Capital services -95115 0 0 0 -15471 0 
Land services 0 -423 0 0 0 0 
Labour 0 0 182074 -121333 -60848 0 
Capital 95115 0 0 -61312 -2564 0 
Land 0 423 0 -423 0 0 
Transfers 0 0 0 -68758 119786 0 
Total 0 0 0 0 0 0 
Source: Calculated from total accounts (Zeelenberg et al., 1991). 
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Table 3C.2: Tax table in average 1981 prices (in million guilders) 
Dairy 
farming 
Arable Live- Horti- Meat Dairy 







Milk 0 0 0 0 0 180 
Cattle 0 0 0 0 0 0 
Arable farming products -7 0 0 0 0 0 
Livestock products 0 0 0 0 0 0 
Horticultural products 0 0 0 0 0 0 
Meat and meat products 0 0 0 0 0 0 
Dairy products 0 0 0 0 0 -97 
Grain mill products 0 0 0 0 0 0 
Sugar 0 0 0 0 0 3 
Cocoa and sugar products 0 0 0 0 0 0 
Food products n.e.c. 0 0 0 0 0 0 
Oil and chemical products 30 19 2 20 9 17 
Machinery 0 0 0 0 0 0 
Public utility products 0 0 0 0 0 0 
Products of construction 0 0 0 0 0 0 
Services 12 2 4 15 1 1 
Public services 0 0 0 0 0 0 
Trade services -6 -1 -5 -4 -2 -3 
Other industrial products 0 0 0 0 0 0 
Other services 0 0 0 0 0 0 
Capital goods 0 0 0 0 0 0 
Non-competitive imports 0 0 0 0 0 0 
Competitive imports 6 
h 
405 8 136 51 25 
Competitive imports EC 0 0 0 0 20 
Competitive imports r.o.w. 0 405 8 136 51 5 
Balance of trade 0 0 0 0 0 0 
Labour services 223 75 42 164 217 263 
Capital services 178 53 35 141 81 -18 
Land services 0 0 0 0 0 0 
Labour 0 0 0 0 0 0 
Capital 0 0 0 0 0 0 
Land 0 0 0 0 0 0 
Transfers 0 0 0 0 0 0 
Total 436 553 86 472 357 371 
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Table 3C.2 continued 
Grain Sugar Cocoa Food Oil and Machi-
mills factor- pro- n.e.c. chemi- nery 
ies duct manu- cal manu-
manu- factur- industry factur-
factur- ing ing 
ing 
Milk 0 0 0 0 0 0 
Cattle 0 0 0 0 0 0 
Arable farming products 0 0 0 0 0 0 
Livestock products 0 0 0 0 0 0 
Horticultural products 0 0 0 0 0 0 
Meat and meat products 0 0 0 0 0 0 
Dairy products 0 0 0 0 0 0 
Grain mill products -3 0 0 0 0 0 
Sugar 1 0 5 7 -1 0 
Cocoa and sugar products 0 0 0 0 0 0 
Food products n.e.c. 0 0 0 0 0 0 
Oil and chemical products 11 5 2 34 20 66 
Machinery 0 0 0 0 0 0 
Public utility products 0 0 0 0 0 0 
Products of construction 0 0 0 0 0 0 
Services 1 0 0 3 10 22 
Public services 0 0 0 0 0 0 
Trade services -4 0 -3 -21 -38 -122 
Other industrial products 0 0 0 0 0 0 
Other services 0 0 0 0 0 0 
Capital goods 0 0 0 0 0 0 
Non-competitive imports 0 0 1 50 0 0 
Competitive imports 40 12 9 142 150 486 
Competitive imports EC 0 8 0 - - -
Competitive imports r.o.w. 40 4 9 - - -
Balance of trade 0 0 0 0 0 0 
Labour services 150 52 93 861 968 3804 
Capital services -261 63 28 272 589 558 
Land services 0 0 0 0 0 0 
Labour 0 0 0 0 0 0 
Capital 0 0 0 0 0 0 
Land 0 0 0 0 0 0 
Transfers 0 0 0 0 0 0 
Total -65 132 135 1348 1698 4814 
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Table 3C.2 continued 
Public Con- Servi- Public Trade Other 
util- struct- ces servi- indus-
ity ion indus- ces tries 
indus- try indus-
try try 
Milk 0 0 0 0 0 0 
Cattle 0 0 0 0 0 0 
Arable farming products 0 0 0 0 0 0 
Livestock products 0 0 0 1 0 0 
Horticultural products 0 0 0 5 0 0 
Meat and meat products 0 0 0 0 0 0 
Dairy products 0 0 0 -1 0 0 
Grain mill products 0 0 0 0 0 0 
Sugar 0 0 0 0 0 0 
Cocoa and sugar products 0 0 0 0 0 0 
Food products n.e.c. 0 0 0 18 1 0 
Oil and chemical products 155 204 167 375 393 112 
Machinery 42 0 37 473 0 0 
Public utility products 10 0 47 212 0 0 
Products of construction 9 0 29 398 0 0 
Services 22 18 159 175 93 18 
Public services 0 0 0 0 0 0 
Trade services -9 -126 -106 -344 -454 -93 
Other industrial products 32 0 71 232 0 6 
Other services 3 0 29 149 0 0 
Capital goods 0 0 0 0 0 0 
Non-competitive imports 2 0 4 0 0 0 
Competitive imports 0 0 0 0 3 560 
Competitive imports EC - - - - - -
Competitive imports r.o.w. - - - - - -
Balance of trade 0 0 0 0 0 0 
Labour services 1721 3773 4231 11730 7211 3587 
Capital services 67 629 1892 359 2977 5855 
Land services 0 0 0 0 0 0 
Labour 0 0 0 0 0 0 
Capital 0 0 0 0 0 0 
Land 0 0 0 0 0 0 
Transfers 0 0 0 0 0 0 
Total 2054 4498 6560 13782 10224 10045 
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Table 3C.2 continued 
Other Capital Public Foreign EC R.o.w. 
servi- goods house- sector 
ces indus- hold 
indus- try 
try 
Milk 0 0 0 0 0 0 
Cattle 0 1 0 -3 0 -3 
Arable farming products 0 0 0 -15 0 -15 
Livestock products 0 0 0 -30 0 -30 
Horticultural products 4 0 0 -66 0 -66 
Meat and meat products 9 0 0 -447 0 ^147 
Dairy products 6 -1 0 -1753 0 -1753 
Grain mill products 1 0 0 -56 0 -56 
Sugar 1 -1 0 -60 0 -60 
Cocoa and sugar products 2 0 0 -9 0 -9 
Food products n.e.c. 763 -4 0 -5 - -
Oil and chemical products 394 -11 0 217 - -
Machinery 74 -1876 0 -156 - -
Public utility products 94 -119 0 0 - -
Products of construction 344 3025 0 0 - -
Services 135 769 0 7 - -
Public services 0 42 0 0 - -
Trade services -155 -142 0 -162 - -
Other industrial products 455 -145 0 68 - -
Other services 123 -7 0 314 - -
Capital goods 0 -2665 0 0 - -
Non-competitive imports 2 0 0 0 - -
Competitive imports 0 0 0 0 - -
Competitive imports EC - - - - - -
Competitive imports r.o.w. - - - - - -
Balance of trade 0 0 0 0 - -
Labour services 6108 0 0 0 - -
Capital services 1973 0 0 0 - -
Land services 0 0 0 0 - -
Labour 0 0 0 0 - -
Capital 0 0 0 0 - -
Land 0 0 0 0 - -
Transfers 0 0 -46732 -4296 - -
Total 10333 -1134 -46732 -6452 -
166 
















Milk 0 0 0 9 -189 0 
Cattle 0 0 0 0 -2 0 
Arable fanning products 0 0 0 10 12 0 
Livestock products 0 0 0 23 6 0 
Horticultural products 0 0 0 201 -144 0 
Meat and meat products 0 0 0 292 146 0 
Dairy products 0 0 0 266 1580 0 
Grain mill products 0 0 0 35 23 0 
Sugar 0 0 0 72 -27 0 
Cocoa and sugar products 0 0 0 215 -208 0 
Food products n.e.c. 0 0 0 4508 -5281 0 
Oil and chemical products 0 0 0 2568 -4809 0 
Machinery 0 0 0 3902 -2496 0 
Public utility products 0 0 0 1600 -1844 0 
Products of construction 0 0 0 210 -4015 0 
Services 0 0 0 749 -2216 0 
Public services * 0 0 0 0 -42 0 
Trade services 0 0 0 -654 2454 0 
Other industrial products 0 0 0 4934 -5653 0 
Other services 0 0 0 -27109 26498 0 
Capital goods 0 0 0 0 2665 0 
Non-competitive imports 0 0 0 0 -59 0 
Competitive imports 0 0 0 0 -2033 0 
Competitive imports EC - - - - - -
Competitive imports r.o.w. - - - - - -
Balance of trade 0 0 0 0 0 0 
Labour services 0 0 0 0 -45273 0 
Capital services 0 0 0 0 -15471 0 
Land services 0 0 0 0 0 0 
Labour 0 0 0 60848 -60848 0 
Capital 0 0 0 2564 -2564 0 
Land 0 0 0 0 0 0 
Transfers 0 0 0 -68758 119786 0 
Total 0 0 0 -13515 0 0 
Source: Calculated from total accounts (Zeelenberg et al., 1991). 
167 
Appendix 3D Structure of expenditure and tax tables 
This appendix presents an overview of the expenditure and tax tables. 
Zeelenberg et al. (1990 and 1991) present the original expenditure and tax 
tables and give a detailed discussion of these tables. The expenditure and tax 
tables for 1981, that form the data set for the AGE model developed in this 























Goods Al Bl CI Dl 0 Fl Gl 0 
Capital 
goods 0 B2 C2 0 0 F2 G2 0 
Imports A3 0 0 D3 0 F3 G3 0 
Balance 
of trade 0 B4 0 D4 0 0 0 0 
Primary 
input 
services A5 0 0 0 E5 0 G5 0 
Primary 
inputs 0 0 C6 06 E6 F6 G6 0 
Transfers 0 0 C7 D7 0 F7 G7 0 
Total 0 0 0 0 0 0 0 0 
Figure 3D.1 Expenditure table 
General remarks 
- Negative values in a column represent revenues, positive values represent 
costs for agents. 
The expenditure table 
Al: This 20 by 19 sub-matrix shows the transactions of goods and services 
to industries. The negative numbers indicate the value of the total 
deliveries by industries. A problem with this way of accounting is that 
internal deliveries (intra-industry deliveries) are not explicitly shown, 
although they are just as important as other inputs. These inputs cannot 
be taken from the original expenditure table, therefore they are 
calculated from the input-output tables (CBS, 1983). In these tables the 
intra-industry deliveries are given as are the competitive imports. 
Adding the intra-industry deliveries and those competitive imports that 
are used as an input in the industry that is assumed to import them 
(e.g. the dairy products imported used in the dairy products 
manufacturing industry) gives intra-industry deliveries which are added 
to the expenditure table in appendix 3C. 
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A3: Industries import competitive and complementary or non-competitive 
goods and services. Complementary imports have no domestic 
equivalent (e.g. coal and some tropical agricultural products). 
Competitive imports do have a domestic substitute (e.g US wheat). All 
competitive imports are presented as an import of the industry that 
produces the domestic substitute (e.g. all sugar imports are an import 
of the sugar industry). This way of accounting imports is elucidated in 
chapters 4 and 10. The imports of the industries in agribusiness (except 
for the food industry not elsewhere classified, see appendix 3C) are 
divided into EC and rest of the world imports. 
Transit trade is subtracted from the competitive imports (and exports). 
A5: This 3 by 20 sub-matrix presents the value of the labour, capital and 
land (only in agricultural industries) services demanded by industries. 
The value of these inputs equals factor income. There are two 
important differences with the original expenditure table. First, capital 
depreciation (elements in the row capital goods) is added with net 
capital income to gross capital income to avoid negative net capital 
income (something which is impossible to deal with in the basic 
model). Moreover, we are not interested in capital depreciation (see 
chapter 9). 
The second difference is that the capital income in agriculture is 
divided between capital and land income. 
Bl: In this 20 by 1 sub-vector the deliveries of goods and services to a 
hypothetical capital goods assembling industry (see chapter 9) are 
given. These deliveries equal the sum of the investment by the public 
sector and industries and the change in inventories. 
B2: Here the value of the output of the hypothetical capital goods 
assembling industry is given. 
B4: Here the surplus on the balance of trade is given. This surplus is 
presented as a negative output of the capital goods assembling industry 
(see chapter 9). 
CI: This 20 by 1 sub-vector shows the (public) consumption of the public 
household or public sector. The public household only consumes the 
output of the public services industry which performs the production 
activities of the government (see chapters 8 and 11). 
C2: Here saving of the public household is given. In the basic model saving 
equals the consumption of capital goods by the public household (see 
chapter 9). A negative sign means that saving is negative. 
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C6: In the basic model factor income is distributed to the owners of the 
primary inputs (see chapter 9). The public household owns a share of 
the capital goods in the economy, and therefore receives part of the 
capital income. 
CI: The Treasury, which performs the collecting of taxes and the 
distribution of tax revenues, provides the income transfers. The public 
household receives part of these transfers (see chapter 11). 
Dl : In this 20 by 1 sub-vector the exports of the industries are given. The 
exports of the industries in agribusiness (except for the food industry 
not elsewhere classified) are divided between the EC and the rest. 
Transit trade is subtracted from the exports. 
D3: Here the total value of the imports is given. 
D4: Here the surplus on the balance of trade is given. In the original 
expenditure table the row capital goods and column foreign sector give 
the saving of the foreign sector in the Netherlands. In this table I added 
this flow of saving to the surplus on the balance of trade, thereby 
decreasing the positive output of the capital goods assembling industry 
but also decreasing in the same degree the negative output of the capital 
goods assembling industry. 
D6: This 3 by 1 sub-vector presents the capital income earned in the 
Netherlands and the labour income payed to Dutch people working 
abroad (recorded as negative labour income) by the foreign sector. 
D7: Here the income transfers to the foreign sector are given. 
E5: The distributors of the factor income receive the factor income from the 
industries (revenue, and therefore, a negative sign). 
E6: The distributors of the factor services distribute the factor income to the 
owners of the factors (costs for the distributors, and therefore a 
negative sign). The owners of the factors are the private and public 
household and the foreign sector. 
Fl : This 20 by 1 sub-vector presents the private consumption. 
F2: Here the saving of the private household is given. 
F3: Here the imports of the private household are given. The private 
household imports only non-competitive imports. 
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F6: This 3 by 1 sub-vector presents the factor income earned by the private 
household. 
F7: Here the income transfers to the private household are given. 
Gl: This 20 by 1 sub-vector presents the net tax revenue for the Treasury 
of the deliveries of goods and services. 
G2: Here the investment subsidies are shown. 
G3: Here the net tax revenue of tariffs is presented. 
G5: Here the net tax revenue of direct taxes paid by the industries is shown. 
G6: Here the net tax revenue of direct taxes paid by the owners of the 
factor inputs is shown. 
G7: Here the total transfers distributed to the private and public household 
and the foreign sector are shown. 
For the tax table all taxes and subsidies could be taken from the original 
original tax table except for taxes paid in the four agricultural industries and 
tariffs paid by the agribusiness subdivided by origin (EC or rest of the 
world). Total taxes paid by agriculture were taken from the original tax table 
and subdivided by using the share of the agricultural industries in 
expenditure on inputs. It was assumed that no taxes are paid on land income. 
The tariffs paid by the agribusiness are all assumed to be paid on imports 
from the rest of the world excluding the EC. For the imports of milk, dairy 
and sugar part of the tariffs were assumed to be paid on imports from the 
EC because non-EC imports were zero or very small. It concerns relatively 
small amounts of money. 
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Appendix 5A Demand, supply, cost and revenue functions 
In this appendix the demand, supply, cost and revenue functions of an 
industry are derived. To simplify the derivation and increase the insight into 
the production model, the derivation is divided into three parts. In the first 
part the demand functions for the intermediate inputs including the 
complementary import (m's) and primary inputs (pr's) are derived as functi-
ons of their prices and the output level of the industry (OK). In the second 
part the supply functions of the export (oec and orw) and home-used 
domestic output (pd) are derived as a function of their prices and the output 
level of the industry (OK). In the third part the demand functions for the 
competitive imports (iec and irw) and home-used domestic output {pd) are 
derived as a function of their prices and the level of domestic supply (dom) 
of the industry. 
Demand functions for intermediate and primary inputs 
and the cost function 
At the first stage, there are N + M input demand functions. N demand 
functions for the intermediate inputs (including the complementary import) 
and M demand functions for the primary inputs. There are also two cost 
functions: one for the aggregate intermediate and one for the aggregate 
primary input. These functions are: 
inn(.) = inn(ain,win) n = l,...,N (1) 
Cain(ain,win) - in'win @) 
Prm(-) = Prm(apr,wpr) m = 1,...,. M (3) 
Capr(apr,wpr) = wpr'pr (4) 
where 
inn(.): demand function for intermediate input inn 
aggregate intermediate input 
vector (N) of the prices of intermediate inputs 
vector (N) of intermediate inputs 
cost function for aggregate intermediate input ain 
demand function for primary input prm 
aggregate primary input 
vector (M) of the prices of primary inputs 
vector (M) of primary inputs 











At the second stage, there are demand functions for the aggregate 
intermediate and aggregate primary input, and one cost function for the final 
output. These functions are: 
ain(.) = ain (pu,wain,wapr) (5) 
apr(.) = apr(pu,wain,wapr) (6) 
Cou(pu,wain,wapr) = wain.ain + wapr.apr C 7 ) 
where 
ou: output 
ain(.): demand function for aggregate intermediate input ain 
wain: price of aggregate intermediate input ain 
apr(.): demand function for aggregate primary input apr 
wapr: price of aggregate primary input apr 
Co«(.): cost function for an industry. 
In order to achieve an analytical solution, it is necessary to assume that 
the micro-production functions are homogenous of degree one. If a producti-
on function is homothetic the associated cost function can be rewritten as the 
product of two functions. The first is a function solely of output and the 
second is a function of input prices (Chambers, 1988, p.73). Let c(y,w) be 
the cost function associated with the homothetic production function f(x), 
where w is the vector of input prices, y the level of output and x the vector 
of inputs. Rewriting the cost function yields: 
c(y,w) = h(y).c(yv) (8) 
In particular, if f(x) is homogeneous of degree r, it is always possible to 
write h(y) as yI/r (Chambers, 1988, p.76). In the basic model constant 
returns to scale are assumed, this implies that the production function is 
homogeneous of degree one (r=l) (Varian, 1984, p. 18). The associated cost 
function is: 
7 ( 9 ) c(y,w) = y .£(w) = y.£(w) 
The cost functions can now be rewritten as: 
Cain(ain,win) = ain.Cain(win) (10) 
Capr(apr,wpr) = apr.Capr(wpr) 
(11) 
Cou(ou,wain,wapr) = ou.Cou(wain,wapr) (12) 
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At each level, the price of an input equals its marginal revenue, and 
therefore, its marginal cost. The marginal cost of each input can be derived 
by taking the first-order derivative of the cost function with respect to the 
output it produces at the relevant stage in the production process. Taking 
these derivatives yields: 
dCain(ain,win) . . . . 
; i — '- - Cain(win) = wain (13) 
aain 
dCapr(apr,wpr) = ^ = ( 1 4 ) 
aapr 
dCoufou,wain,wapr) , . . 
— -I—— = Cou(wain,wapr) = wou (15) 
aou 
where 
wou: price of the output. 
Substituting the prices for the aggregate intermediate input (wain), as 
given in equation (13), and the aggregate primary input (wapr), as given in 
(14), in equations (5) and (6) yields the demand for aggregate intermediate 
(am) and aggregate primary input (apr) as functions of output and the prices 
for intermediate inputs (win) and primary inputs (wpr). 
It is now clear why the micro-production functions were assumed to be 
homogeneous of degree one. If they were not homogeneous of degree one, 
then the prices wain and wapr would depend on the use of aggregate inputs 
ain and apr. The optimization in steps would be then analytically impossible. 
Moreover, Berndt and Christensen (1973) show that the cost function would 
not be strongly separable in this case. 
After the above substitutions, the following equations are obtained: 
ain(.) = ain(ou,win,wpr) (16) 
<¥"•(•) = apr(ou,win,wpr) (17) 
Substituting equation (16) in (1) yields the demand functions for interme-
diate inputs. Further, substituting equation (17) in (3) yields the demand 
functions for the primary inputs. Demand is a function of output and the 
prices of intermediate inputs and primary inputs. Substitution yields: 
inn(.) = inn(ou,win,wpr) n = l,...,N (18) 
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Prm(-) = prm(ou,win,wpr) m = l,...,M (19) 
Equations (18) and (19) give the input demand equations for an industry. 
The cost function for an industry can now be derived by multiplying these 
input demand equations by the relevant prices. The cost function is: 
We have assumed that the production function is homogeneous of degree 
one, so the cost function, as given in equation (12), can be written as: 
The first-order derivative of the cost function with respect to output yields 
the marginal cost of production. In the cost minimizing optimum the 
marginal cost equals marginal revenue. Marginal cost is independent of the 
level of output. Therefore, an industry is indifferent about its level of output 
in the constant returns to scale case (see also Varian, 1984, p.27). 
The demand function for input i can be derived from the cost function by 
taking the first-order derivative of the cost function with respect to price of 
input i (Shephard's lemma, Varian, 1984, p.54). So equations (18) and (19) 
can be rewritten as: 
inn = ou.inn(win,wpr) n = 1,...,/V (22) 
prm = ou.p>m(win,wpf) m = 1,...,M (23) 
Import demand, export supply, cost and revenue functions 
The imports (iec and irw) and home-used domestic output (pd) are trans-
formed into the domestic supply (dom) with a production function that is 
homogenous of degree one. Cost-mimmization yields the demand functions 
for imports and the home-used domestic output, and the cost function as a 
function of the prices of these inputs and the level of the domestic supply. 
These functions are: 
iec(.) = dom.iec(wiec,wirw,wod) (24) 
irw(.) = domJrw(wiec,wirw,wod) (25) 
od(.) = dom.dd(wiec,wirw,wod) (26) 
Cou(ou,win,wpr) = win'in + wpr'pr (20) 
Cou(ou,win,wpr) = ou.Cou(win,wpr) (21) 
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Cdom =dom.Cdom(wiec,wirw,wocl) =wiec.iec +wirw.irw+wod.od (27) 
where 
iec(.): demand function for imports from the EC 
irw(.): demand function for imports from the rest of the world 
od(.): demand function for home-used domestic output 
wiec: price of imports from the EC 
wirw: price of imports from the rest of the world 
wod: price of home-used domestic output 
dom: domestic supply 
Cdom(.): cost function for domestic supply. 
The transformation of the output (ou) into the home-used domestic output 
(od) and exports (oec and orw) is described by a product transformation 
function (see appendix 5B and 7A). This product transformation function is 
homogenous of degree one. The supply and the revenue functions are the 
result of revenue-maximization (see appendix 5B and 7A). These functions 
are: 
od(.) = ou.dd(wod,woec,worw) (28) 
oec(.) = ou.o$c(wod,woec,worw) (29) 
orw(.) = ou.of\v(wod,woec,worw) (30) 
Ro(.) = ou.Ro(wod,woec,worw)=wod.od + woec.oec+worw.orw (31) 
where 
od(.): supply function of home-used domestic output 
oec(.): supply function of exports to the EC 
orw(.): supply function of exports to the rest of the world 
woec: price of exports to the EC 
worw: price of exports to the rest of the world 
Ro(.): revenue function. 
The "marginal revenue function" equals the price of the output (wou). 
This follows from the assumption of competitive markets in the production 
structure. Algebraically: 
dRo(pu,wod,woec,worw) 
1—- ' '- L = wou (32) 
aou 
Equations (15) and (32) give now two expressions for the price of the 
output (wou). 
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Appendix 5B Revenue function 
In this appendix the revenue function, its derivation and its properties are 
discussed (see also appendix 7A). The discussion is largely adopted from 
Chambers (1988, chapter 7). Diewert (1982, pp.581-584) and Nadiri (1982, 
pp.450-456) give a similar but more general discussion. They do not deal 
explicitly with the revenue function but with the "variable profit function" or 
the "restricted profit function" (Diewert, 1982, p.583). 
Let there be N inputs and M outputs. The revenue function is defined as 
(Chambers, 1988, p.263): 
R(x,p) = max{p'y: y € Y(x), p > 0} 
y: vector (M) of outputs 
Y(x): producible output set. 
The producible-output set represents all the output bundles that can be 
produced using a given input bundle. There is only one input (output in chapter 
5 and in chapter 9 the aggregate capital service, the aggregate labour service 
or the aggregate land service). Therefore, the input bundle (x) reduces to a 
single input (x). 
The properties of the producible-output set (Chambers, 1988, pp.256-257) are: 
1. Y(x): is non-empty and closed; 
2. if yE Y(x), y1 £y, then y1EY(x); 
i f x 1 ^ * , then Y(xx) • Y(x); 
3. Y(x) is convex; 
4. Y(x) is bounded from above for finite x; and 
These properties are discussed by Chambers (1988, p.255). The only 
property that perhaps needs some clarification is property 5. It says that it is 
impossible to produce outputs with no inputs (the input vector is filled with 
zero's) but that even with a positive input endowment it is possible to produce 
zero output. 
In practical situations the product transformation curve rather than the 
producible output set is used. This is the outer boundary of the producible-
output set. The product transformation curve gives the economically optimal 
combinations of outputs that can be produced with a given endowment of 






vector (M) of output prices 
vector (N) of inputs 
5. if y ^0,y€ Y(oJ;om G Y(x). 
Ill 
revenue function is now the result of the maximization of the revenue given the 
product transformation curve. 
The revenue function has the following properties: 
1. R(x,p) > 0; 
2. ifp 2> p\ then R(x,p) 2s Rfx.p1); 
3. R(x,6p) = QR(x,p), 6 > 0; 
4. R(x,p) is continuous and convex in p; and 
5. if x f 2» x, then R(x\p) 2» R(x,p). 
Most properties of the revenue function do not need any clarification. For 
a discussion of these properties see Chambers (1988, p.265). Here only a short 
intuitive discussion of these properties is given. The first property says that 
revenue cannot be negative; it is always possible to produce zero output. 
Property 2 indicates that if the output prices rise, given the endowment of the 
input, revenue increases. Revenue also increases if given the output prices the 
input endowment increases (property 5). Property 3 tells us that the revenue 
function is homogeneous of degree one in the output prices. If all output prices 
are doubled, revenue is also doubled. The revenue function is also continuous; 
this means that each finite level of revenue can be attained. Convexity means 
that if a given output price configuration can yield a certain level of revenue, 
a weighted average of this price configuration can also yield this revenue level. 
There is another important property that shows the relation between the 
supply functions and the revenue function. This property is (Chambers, 1988, 
p.264): 
6. If R(p,x) is differentiable in p, a unique revenue-maximizing output vector 
exists with typical element 
ym(p,x) = 
This is the Samuelson-McFadden lemma (see Chambers, 1988, p.264). 
Chambers (1988, p.264) discusses this property extensively. The Samuelson-
McFadden lemma is in fact a variant of Hotelling's lemma applied for restricted 
profit functions (e.g. Diewert, 1982, p.581; Nadiri, 1982, p.452). 
178 
Appendix 5C Elasticities 
The result obtained in equation (5.23) can also be derived if it is realized 
that if the production function is (completely) strongly separable and 
homogeneous of degree one at all levels the associated cost function is also 
(completely) strongly separable (Chambers, 1988, p. 117). Strong separability 




= 0 t G ir, j e is, k £ i s u i r ( i ) 
dWj 
If the cost function is completely strongly separable the sets of inputs 
contain only one element (see also equation (5.1)). The results of complete 
strong separability follow by analogous reasoning. 
Strong separability of the cost function implies that the ratio of derived 
input demand from any two subsets of inputs only depends on output and the 
prices in those two subsets of inputs. The micro-production functions at each 
level are homogeneous of degree one. Therefore, they depend solely on 
input prices (output is divided out). Separability implies that all the elastic-
ities of demand for inputs in the same subset are equal with respect to the 
price of a specific input from another subset. This result can be obtained by 
rewriting equation (1) as follows: 
bc(y,w) 
bw. b xXy,w) 
bwk bc(y,w) bwk xp,w) 
bw. 






dxfaw) i _ bxp,w) xfy,*) 
bwk ' xp,w) bwk ' xp,w)2 
= 0 
bxt(y,w) wk _ bxp,w) wk 
bwk Xj(y,w) bwk xp,w) 
= EJi,k) - EwQ,k) = 0 (2) 
where 
Ew(iJ): elasticity of demand for input i with respect to the price of input j . 
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Appendix 7A Properties of the CES/CET functions 
In this appendix a short discussion of the properties of the CES production, 
cost and input demand functions and the CET product transformation, 
revenue and supply functions is given. 
CES production functions 
F(x) denotes a CES production function. 
F(x) is finite, non-negative, real-valued and single-valued for all non-nega-
tive and finite inputs (de Boer, 1981, p.39). This property implies that no 
infinite output can be produced with finite inputs and that a specific input 
combination leads to a specific output level. 
F(x) is everywhere continuous and everywhere twice (continuously) 
differentiable and the Hessian matrix bordered with the vectors of the first-
order derivatives is non-singular (de Boer, 1981, p. 39). This property 
ensures that the technique of Lagrange multipliers yields a solution for 
minimizing total cost subject to a production function in a static situation (de 
Boer, 1981, p.7). 
F(x) is monotonically increasing. The first-order derivatives (marginal 
products) are positive. This is only true if the distribution parameters and the 
coefficients representing technological change are positive (de Boer, 1981, 
p.39). 
F(x) is homogeneous of degree one in its inputs at each level. This can 
easily be shown by multiplying each input by a factor 6. Production then 
rises by the same factor 0. This is often called the ray property. It ensures 
that any output can be attained by scalar multiplication of a positive input 
vector (Sato, 1967; de Boer, 1981, p.39). 
F(x) exhibits constant returns to scale. This follows directly from the fact 
that it is homogeneous of degree one (Varían, 1984, p. 18). Constant returns 
to scale implies zero excess profits in the model. 
F(x) is strictly concave (de Boer, 1981, pp.41-43) if the substitution 
parameters (the rho's) are strictly greater than minus 1. This implies that if 
two different bundles of inputs can produce a level of output their convex 
combination is also able of producing this level of output. This property 
ensures that there is a unique cost minimum. Strict concavity implies that: 
Fidx1 + (1 -0)JC 2 ) > 6FÍX1) + (1 -6)F(x2) for O á í ^ l 
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F(x) is completely strongly separable at the lowest level; the "micro" 
production functions for ain, apr and dom are completely strongly separable. 
F(x) is strongly separable at the other level (Sato, 1967; Berndt and 
Christensen, 1973). 
CES cost function 
C(y,w) denotes a CES cost function. 
C(y,w) is homogeneous of degree one in factor prices. Doubling all input 
prices doubles costs. This follows directly from the cost-minimizing 
behaviour (Chambers, 1988, p.56). Algebraically, linear homogeneity means 
that C(y,6w) = 6C(y,w) for 0 > 0. 
C(y,w) is increasing in factor prices. This follows from the monotonicity of 
the production function (Chambers, 1988). Algebraically 
if w'^. w, then C(y,w') Sî C(y,w). 
This result can easily be checked if we look at the input demand functions. 
These are the first-order derivatives of the cost function by Shephard's 
lemma (Varian, 1984, p.54). These are positive given the restrictions on the 
parameters in the previous section. 
C(y,w) is increasing in the level of output. This result can easily be 
illustrated because it follows from the fact that if a production function is 
homogeneous of degree one it can be rewritten as y. C(w) (Chambers, 1988, 
p.76). 
C(y,w) is concave in factor prices. This property follows solely from the 
hypothesis of cost-minimization (Varian, 1984, p.56). Algebraically, 
concavity of the cost function means that: 
C(y,0wl + (l-6)w2) à 0C(y,wV) + (l-6)C(y,w2,t) for 0 <, 0 <, 1 
C(y,w) is continuous and twice differentiable in factor prices for positive 
factor prices. This property also follows from the fact that it was derived by 
minimizing cost, given a continuous twice differentiable production function. 
C(y,w) is strongly separable. At the lowest level the micro cost functions are 
completely strongly separable. This property follows from the fact that the 
CES production function is strongly separable and linear homogeneous at 
each level (Chambers, 1988, p. 117). 
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Input demand functions 
X¡(y,w) denotes the input demand functions. 
X¡(y,w) is homogeneous of degree zero in input prices. Doubling all input 
prices does not change input demand. This follows directly from the fact that 
the cost function is homogeneous of degree one. The derivative of a linear 
homogeneous function (an input demand function by Shephard's lemma) is a 
function homogeneous of degree zero. This follows from Euler's law (see 
Chiang, 1984, p.417). 
Xjfy.w) is positive because the cost function is increasing in the factor prices, 
given the assumptions made about the distribution parameters. 
Algebraically, this is stated as: 
^ > = Xfyrt * 0 aw. 
The matrix of first-order derivatives of the input demand functions, the 
matrix of second-order derivatives of the cost function, is a symmetric 
negative semi-definite matrix. This follows from the fact that the cost 
function is concave (Varían, 1984, p.55). This implies that the cross-price 
effects are symmetric. Algebraically: 
9X/y,w) = 82C(y,w) = 82C(y,w) = 9Xp,w) 
dwj dwjdw¡ dw-dwj dw. 
The own-price effects are non-positive since the diagonal terms of a negative 
semi-definite matrix must be non-positive (Varían, 1984, p.55). 
Algebraically: 
dxi(y^ = d2C(y,w) ^ 0 
dw. dwfiw. 
CET product transformation function 
T(y) denotes a CET product transformation function. 
T(y) is finite, non-negative, real-valued and single-valued for all non-nega-
tive and finite output. This property implies that no infinite input can be 
demanded with finite outputs and that a specific output combination leads to 
a specific input level. 
T(y) is everywhere continuous and everywhere twice (continuously) 
differentiable and the Hessian matrix bordered with the vectors of the first-
order derivatives is non-singular (de Boer, 1981, p.39). This property 
ensures that the technique of Lagrange multipliers yields a solution for 
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maximizing total revenue subject to the product transformation function in a 
static context. 
T(y) is monotonically increasing. The first-order derivatives are positive. 
This is only true if the distribution parameters are positive. 
T(y) is homogeneous of degree one in its outputs. This can be shown by 
multiplying each output by a factor 0. Input then rises by the same factor 0. 
T(y) exhibits constant returns to scale. This follows directly from the fact 
that it is homogeneous of degree one (Chambers, 1988, p.258). Constant 
returns to scale implies zero excess profits in the model. 
T(y) is strict convex (Chambers, 1988, p.255) if the product transformation 
parameter (the eta) is strictly smaller than minus 1. This implies that if two 
sets of outputs are produced with a level of input their concave combination 
can also be produced with this level of input. This property ensures that 
there is a unique revenue-maximum. Strict convexity means that 
Ttfy1 + (1 - % 2 ) < OTfy1) + (1 -6)T(y2) for 0 <, 0 <, 1 
T(y) is completely strongly separable in its outputs. This implies that the 
marginal rate of transformation between two outputs is independent of the 
level of the third output. 
CET revenue function 
We denote the CET revenue function with R(x,p). 
R(x,p) is homogeneous of degree one in output prices. Doubling all output 
prices doubles revenue. This follows directly from the revenue-maximizing 
behaviour. Algebraically, linear homogeneity means that 
R(x,Bp) = 6R(x,p) for 0 > 0. 
R(x,p) is increasing in the factor prices. This follows from the monotonicity 
of the product transformation function (Chambers, 1988, p.263). Algebrai-
cally ifp'^p, then R(x,p') 2» R(x,p) 
This result can easily be checked if we look at the supply functions. These 
are the first-order derivatives of the revenue function by Samuelson-
McFadden lemma (Chambers, 1988, p.264). These are positive. 
R(x,p) is increasing in the level of input. This result can easily be illustrated 
because it follows from the fact that if a product transformation function is 
homogeneous of degree one in input it can be rewritten as x.R(p). 
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R(x,p) is convex in the output prices. This property follows solely from the 
hypothesis of revenue-maximization (Varían, 1984, p.56). Algebraically 
convexity implies that 
R(x,6pl + (l-6)p2) á BR(x,px) + (\-B)R(x,p2) for O é O á l 
R(x,p) is continuous and twice differentiable in the output prices for positive 
output prices. This property also follows from the fact that we maximized 
revenue given a continuous twice differentiable product transformation 
function. 
R(x,p) is completely strongly separable. This property follows from the fact 
that the CET product transformation function is complete strongly separable 
and linear homogeneous. 
Supply functions 
We denote the supply functions with Y,(x,p). 
Y¡(x,p) is homogeneous of degree zero in the output prices. Doubling all 
output prices does not change supply. This follows directly from the fact that 
the revenue function is homogeneous of degree one. The derivative of a 
function homogeneous of degree one (the supply function by the Samuelson-
McFadden lemma) is homogeneous of degree zero. This follows from 
Euler's law (Chiang, 1984, p.417). 
Y,(x,p) is positive because the revenue function is increasing in the output 
prices given the assumptions made on the distribution parameters. 
Algebraically: 
dp, 
The matrix of first-order derivatives of the supply functions, the matrix of 
second-order derivatives of the revenue function, is a symmetric positive 
semi-definite matrix. This follows from the fact that the revenue function is 
convex (Varían, 1984, p.56). This implies that the cross-price effects are 
symmetric. Algebraically, this means that: 
dYM>P) = 32R(x,p) = 32R(x,p) = 9Y/x,p) 
dpj dpjdp, dp,dpj dp, 
The own-price effects are non-negative since the diagonal terms of a positive 
semi-definite matrix must be non-negative (Varían, 1984, p.56). 
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Algebraically: 
dYj(x,p) _ d2R(x,p) 
dPi " dPidPi 
Appendix 8À Properties of the demand system 
The demand system derived in chapter 8 satisfies the adding-up condition, the 
homogeneity conditions, the symmetry conditions and the negativity condition. 
The adding-up condition states that the total value of both compensated and 
uncompensated demand is total expenditure (Deaton and Muellbauer, 1983, 
p.43). This result can be easily checked by multiplying the demand equations 
by the relevant prices and adding them up. In the case of the compensated 
demand functions, as given in equation (8.33), the sum equals the expenditure 
function. In case of the uncompensated demand functions, given in equation 
(8.34), the sum equals expenditure. Algebraically: 
N N N 
E Wn\(U>W) - E v „ + U. n=l n=l 
N ' N 
+ u. 
E a n 








zZw„.xn(Y,w) = E w «-7„ + y - E W n-T M 




N a 1-a E ff i <*n-wn 
n=l 
(2) 
The compensated demand functions are homogeneous of degree zero in 
prices and the uncompensated demand functions are homogeneous of degree 
zero in prices and income (e.g. Deaton and Muellbauer, 1983, p.43). Mul-
tiplying prices by a factor 9 does not alter compensated demand hflJßw) = 
h-AV.yt). Multiplying prices and income by a factor 6 does not alter 
uncompensated demand xßY.Bw) = x/Y,w). This property means that there is 
no money illusion (Deaton and Muellbauer, 1983, p. 15) since the units in 
which prices and income are expressed have no effect on purchases. 
The symmetry condition states that the cross-price derivatives of the 
compensated demands are symmetric (Deaton and Muellbauer, 1983, p.43). 
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This property follows directly from the expendirare-minimizing behaviour of 
the consumer (Young's theorem, see Chiang, 1984, p.313). 
The negativity condition states that the N.N matrix of substitution effects, 
the matrix with elements dh{(U,w)/dWj is negative semi-definite. A necessary 
condition for this is that the own-price effects are negative. This implies that 
the first-order derivatives of the compensated demand functions with respect to 
their own prices have to be negative. This is true if the substitution elasticity 
is positive; this is true by assumption. All compensated cross-price effects are 
positive (see section 8.6). Therefore, all consumer goods are gross substitutes. 
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Appendix 8B First order derivatives of the demand functions 
This appendix presents the first-order derivatives of the compensated demand 
functions. These derivatives are: 
dhn(U,w) = ^!L+K_ a(7„ * U.T-Kaan.w-aMwr) 
dwn, dwn, dw„. 
= a.U.r-Ka0n.W-°.a°„. wJ.bW*-1 
= h*.w^.a.Sx\n') 
n,n' = 1,...,JV 
n n' 
(1) 
9hn(U,w) = dy1+dh^ = d(yn * V.Y~l.al.w~naMw)") 
dwn bwn 3wn dwn 
= U.T-1.an-a.w~a~l.b(w)a 
= h;.W-\(-c + a.aan.Wln-°.b(wr1) 
= h+n.w;\(ayx(ri) - a) n = 1,...,N 
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Appendix 12A Calibration 
In this appendix I discuss the calibration of the parameters of the CES/CET 
functions. Before the calibration of the parameters of the CES/CET is started 
all the sellers' prices are put equal to one. The quantities are derived from 
the expenditure shares (taken from the expenditure table) and the value of 
the taxes paid (taken from the tax table). The buyers' prices are then derived 
from the expenditure shares and the quantities. The tax rates are derived 
from the value of the taxes paid and the sellers' prices and quantities. 
The relation between a buyers' and sellers' price is given by: 
pb = (I + t).ps (1) 
Multiplying the left and right hand sides by the quantity (x) gives: 
Pb* = Ps-X + t-Ps-x ( 2 ) 
Rearranging gives: 
ps.x = pb.x - t.ps.x (3) 
The quantity is now given by: 
x = pb.x - t.ps.x (4) 
The buyers' price is: 
p. = f * f (5) 
x 
The sellers' price is: 
t - (6) 
Ps-X 
where 
pb: buyers' price 
ps: sellers' price 
t: ad valorem tax rate 
x: quantity 
pb.x: expenditure share 
tp^: amount of taxes paid. 
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I now discuss the calibration of the parameters of a CES production 
function. The calibration of CET functions follows by analogous reasoning. 
A general CES (CET) production function is given by: 
N 




The p is specified exogenously. The a/s can be calculated using the 
following formula (Robinson, 1991): 
W,JC, 
l/cr 








The value for T in the benchmark equilibrium is calculated as: 




Appendix 14A Statistical information for dairy 
This appendix gives some background information on production, imports, 
exports, intervention and threshold prices and export subsidies for dairy 
products in the Netherlands. 
Table 14A.1 Production in 1000 tonnes and prices of milk in guilders per 
100 kg in the Netherlands (quantity indices and price indices 
of real prices between parentheses, 1981 = 100) 
Year Production of milk Price of milk 
1980 11851 60.93 
(97.26) (96.37) 
1981 12185 66.62 
(100.00) (100.00) 
1982 12817 70.95 
(105.19) (100.20) 
1983 13207 72.66 
(108.39) (100.71) 
1984 12732 73.02 
(104.49) (99.46) 
1985 12525 73.92 
(102.79) (98.80) 
1986 12710 74.03 
(104.31) (98.33) 
1987 11717 74.69 
(96.16) (99.92) 
1988 11430 78.69 
(93.80) (103.53) 
1989 11321 81.17 
(92.91) (105.31) 
1990 1 11273 73.33 
(92.52) (92.27) 
1991 1 11081 
(90.94) 
Preliminary data. 
Source: LEI/CBS Landbouwcijfers 1986,1990,1992: tables 52-a and 73-c. 
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Table 14A.2 Intervention prices in guilders per 100 kg of butter and skim 
milkpowder (price indices of real prices between parentheses, 
1981 = 100) 
Year Butter Skim milk powder 
1980 818.87 341.23 
(96.50) (96.50) 
1981 894.14 372.61 
(100.00) (100.00) 
1982 963.64 402.96 
(101.39) (101.74) 
1983 978.13 409.01 
(101.00) (101.36) 
1984 873.83 453.39 
(88.68) (110.42) 
1985 850.71 472.73 
(84.72) (112.97) 
1986 850.71 472.73 
(84.20) (112.28) 
1987 846.36 470.31 
(84.36) (112.50) 
1988 833.39 463.10 
(81.69) (108.93) 
1989 793.47 459.09 
(76.70) (106.49) 
1990 772.31 454.84 
(72.40) (102.32) 
1991 776.62 457.38 
(70.62) (99.80) 
Source: Produktschap voor Zuivel, statistical bulletins 1990 and 1991, 
table 74. 
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Table 14A.3 Threshold prices in guilders per 100 kg of butter, skim 
milkpowder and cheese in May or June (price indices of real 
prices between paren-theses, 1981 = 100) 
Year Butter Skim milk 
powder 
Cheese1 
1980 902.95 392.28 712.81 
(96.50) (96.51) (96.51) 
1981 985.96 428.33 778.32 
(100.00) (100.00) (100.00) 
1982 1059.24 462.31 837.62 
(101.06) (101.54) (101.24) 
1983 1074.78 469.08 850.21 
(100.65) (101.12) (100.86) 
1984 978.76 509.54 877.98 
(90.08) (107.95) (102.36) 
1985 953.41 531.21 887.49 
(86.11) (110.44) (101.54) 
1986 953.41 521.21 887.49 
(85.57) (107.69) (100.91) 
1987 948.53 518.72 882.95 
(85.74) (107.94) (101.11) 
1988 934.00 510.77 869.42 
(83.02) (104.51) (97.90) 
1989 906.29 524.75 863.71 
(79.45) (105.89) (95.91) 
1990 916.31 519.87 862.74 
(77.90) (101.74) (92.91) 
1991 871.18 513.96 840.49 
(71.84) (97.55) (87.80) 
Gouda cheese. 
Source: LEI/CBS Landbouwcijfers 1981,1986,1992: table 73-b. 
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Table 14A.4 Export subsidies in guilders per 100 kg for butter, skim 
milkpowder and cheese in april, may or June (price indices of 
real prices between parentheses, 1981 = 100) 
Year Butter Skim milk 
powder 
Cheese1 
1980 (June) 280.82 84.25 259.87 
(100.18) (85.29) (113.44) 
1981 (April) 295.38 104.09 241.40 
(100.00) (100.00) (100.00) 
1982 (May) 366.50 132.27 276.69 
(116.72) (119.54) (107.83) 
1983 (May) 429.56 162.38 285.76 
(134.28) (144.05) (109.30) 
1984 (April) 342.29 214.84 319.03 
(105.16) (187.29) (119.93) 
1985 (June) 470.80 213.49 317.03 
(141.92) (182.64) (116.95) 
1986 (May) 543.24 277.05 331.81 
(162.75) (235.55) (121.64) 
1987 (June) 574.48 285.20 415.58 
(173.34) (244.20) (153.43) 
1988 (June) 556.38 213.99 395.89 
(165.08) (180.18) (143.73) 
1989 (May) 408.87 131.89 357.03 
(119.64) (109.51) (127.83) 
1990 (July) 461.62 184.65 357.03 
(131.00) (148.70) (123.97) 
1991 (June) 429.71 185.68 359.02 
(118.27) (145.03) (120.92) 
Gouda cheese. 
Source: Produktschap voor Zuivel, statistical bulletins 1987 and 1991, 
tables 74 and 75. 
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Table 14A.5 Implicit deflator for net domestic product at market prices 














Source: CBS, National accounts 1990 and 1991, table M10. 
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Table 14A.6 Exports in 1000 tonnes to the EC and rest of the world of butter, skim 
milkpowder and cheese (quantity indices between parentheses, 1981 = 
100) 
Year/ Butter Skim milk powder Cheese 
destination 
1980 
EC 88380 ( 69.39) 34270 ( 62.72) 219189 ( 92.41) 
R.o.w. 94898 (128.20) 82421 (115.50) 56109 ( 79.69) 
1981 
EC 127368 (100.00) 54643 (100.00) 237187 (100.00) 
R.o.w. 74023 (100.00) 71358 (100.00) 70411 (100.00) 
1982 
EC 132818 (104.28) 95397 (174.58) 247018 (104.14) 
R.o.w. 85524(115.54) 70697 ( 99.07) 70430 (100.03) 
1983 
EC 134580 (105.66) 108049 (197.74) 259779 (109.52) 
R.o.w. 58429 ( 78.93) 34533 ( 48.39) 66619 ( 94.61) 
1984 
EC 123752 ( 97.16) 58033 (106.20) 270054 (113.86) 
R.o.w. 65650 ( 88.69) 56382 ( 79.01) 68469 ( 97.24) 
1985 
EC 124688 ( 97.90) 52497 ( 96.07) 293431 (123.71) 
R.o.w. 40085 ( 54.15) 56476 ( 79.14) 62286 ( 88.46) 
1986 
EC 124461 ( 97.72) 105268 (192.65) 314189 (132.46) 
R.o.w. 26781 (36.18) 76240 (106.84) 61637 ( 87.54) 
1987 
EC 102509 ( 80.48) 20911 ( 38.27) 323504 (136.39) 
R.o.w. 168925 (228.21) 133569 (187.18) 59158 ( 84.02) 
1988 
EC 133274 (104.64) 27343 ( 50.04) 328562 (138.52) 
R.o.w. 163017 (220.22) 191829 (268.83) 70975 (100.80) 
1989 
EC 106115 ( 83.31) 28253 ( 51.70) 342436 (144.37) 
R.o.w. 96331 (130.14) 139152 (195.01) 77480 (110.04) 
1990 
EC 90133 ( 70.77) 33056 ( 60.49) 352828 (148.76) 
R.o.w. 22004 ( 29.73) 81502(114.22) 80404(114.19) 
1991 
EC 108164 ( 84.92) 33037 ( 60.46) 383661 (161.75) 
R.O.W. 51653 ( 69.78) 41231 ( 57.78) 89043 (126.46) 
Source: Produktschap voor Zuivel, statistical bulletins 1984, 1986, 1987 and 1991, 
tables 48, 60 and 67. 
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Table 14A.7 Imports in 1000 tonnes from the EC and rest of the world of butter, 
skim milkpowder and cheese (quantity indices between parentheses, 
1981 = 100) 
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Source: Produktschap voor Zuivel, statistical bulletins 1984, 1986, 1987 and 1991, 
tables 49, 61 and 68. 
197 
Table 14A.8 Nominal intervention prices in guilders per 100 kg for beef 
and wheat (real price indices between parentheses, 1981 = 
100) 
Year Beef Wheat 
1980 404.22 43.55 
(97.34) (98.73) 
1981 437.56 46.48 
(100.00) (100.00) 
1982 475.84 49.40 
(102.30) (99.98) 
1983 505.05 50.23 
(106.58) (99.78) 
1984 500.01 49.73 
(103.70) (97.10) 
1985 495.90 48.48 
(100.92) (92.88) 
1986 495.90 46.06 
(100.29) (87.69) 
1987 493.38 45.82 
(100.50) (87.24) 
1988 491.71 45.36 
(98.49) (85.52) 
1989 490.00 44.00 
(96.79) (81.82) 





Source: LEI/CBS Landbouwcijfers 1986 and 1992: tables 71-a and 74-a. 
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Appendix 14B Substitution and transformation elasticities 
This appendix presents the Allen Partial Elasticities of Substitution (AESs) 
and transformation (AETs) and the shares of goods and services in total 
supernumerary consumer demand. The AESs and AETs are derived by 
Zeelenberg, et al. (1991) for an AGE model of the Netherlands. This model 
has similar features to those of the basic model and uses the expenditure and 
tax tables from which the tables used in this research are derived. The 
definitions of the symbols are given at the end of this appendix. The 
definitions of the industries are given in the glossary. 
Table 14B.1 Allen Partial Elasticities of Substitution and Transformation for industries 
V 0/ "dom 
Dairy farming 0.15 0.3 0.4 -1.5 1.5 
Arable farming 0.15 0.3 0.4 -1.5 1.5 
Livestock production 0.15 0.3 0.4 -1.5 1.5 
Horticulture 0.15 0.3 0.4 -1.5 1.5 
Meat manufacturing 0.3 0.3 0.6 -1.15 1.15 
Dairy manufacturing 0.3 0.3 0.6 -2.0 2.0 
Grain mills 0.2 0.2 0.4 -1.5 1.5 
Sugar factories 0.2 0.2 0.4 -1.15 1.15 
Cocoa product manufacturing 0.2 0.2 0.4 -0.5 0.5 
Food n.e.c. manufacturing 0.3 0.4 0.7 -0.8 0.8 
Oil and chemical industry 0.4 0.2 0.6 -2.7 2.7 
Machinery manufacturing 0.3 0.2 0.6 -1.9 1.9 
Public utility industry 0.15 0.3 0.4 -0.8 0.8 
Construction 0.3 0.7 1.15 -0.15 0.15 
Services industry 0.6 0.8 1.6 -0.15 -
Public services industry 0.15 0.2 0.15 -0.15 -
Trade 0.7 0.7 1.4 -0.15 0.15 
Other industries 0.4 0.4 0.7 -2.5 2.5 
Other services industry 0.5 0.4 1.3 -0.15 0.15 
The original elasticities are aggregated using the share of the individual industries in 
the relevant aggregated output, e.g. the apr's are weighted using the aggregate 
primary inputs (apf). Values of 0 and 0.1 were increased to 0.15, values of 1 were 
increased to 1.15 since values of zero and one are not allowed. This is because the 
CES and CET functions are not defined in those cases. 
In the actual policy simulations these substitution elasticities equal zero for all 
industries from food n.e.c. to the other services industry to simplify the computation 
of the model solution. This was possible by explicitly modelling Leontief functions. 
The 0 o 's are equal to the ff^^'s but opposite in sign because in both cases domestic 
and foreign goods are aggregated. 
Source: Calculated and adjusted1 from CBS data (Zeelenberg et al., 1991, table 5.4, 
p.82). 
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Table 14B.2 Allen Partial Elasticities of Transformation for 





1 Own estimations. 
Table 14B.3 Allen Partial Elasticity of Substitution for the 
private household 
W . 
Private household 0.7 
Source: Zeelenberg et al., 1991, figure 5.1, p.75. 
Table 14B.4 Allen Partial Elasticity of Substitution for the 
capital goods industry1 
£im_ 
Capital 0.15 
1 Own estimation. 
where 
aln: AES between intermediate inputs (including complementary import) 
apr: AES between primary inputs 
aou: AES between aggregate intermediate and primary inputs 
0 o : AET between output and exports 
adom: AES between imports and home used output 
Qspr: AET between primary input services supplied 
ocon: AES between consumption goods 
ainv: AES between investment goods. 
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Table 14B.5 The shares in total supernumerary demand and the expenditure 






Milk 0.04 0.18 
Cattle 0.01 0.03 
Arable farming products 0.01 0.19 
Livestock products 0.06 0.11 
Horticultural products 0.06 0.23 
Meat and meat products 0.09 0.84 
Dairy products 0.05 0.59 
Grain mill products 0.05 0.38 
Sugar 0.01 0.47 
Cocoa and sugar products 0.01 0.17 
Food products n.e.c. 0.05 1.30 
Oil and chemical products 0.08 0.69 
Machinery 0.05 1.68 
Public utility products 0.05 1.51 
Products of construction 0.05 0.15 
Services 0.05 1.15 
Public services 0.03 0.14 
Trade services 0.05 0.40 
Other industrial products 0.10 2.15 
Other services 0.10 2.59 
Complementary import 0.05 1.00 
Source: Own estimation. 
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Appendix 14C Output substitution 
This appendix gives the results of simulating the effects of a supply quota for 
milk assuming a small (-0.2) and large (-2.0) AET for output substitution in 
dairy farming. In table 14C.7 the changes in import taxes and export 
subsidies in agriculture, meat manufacturing, dairy manufacturing, grain 
mills, sugar factories and the cocoa product manufacturing industry are 
presented. The change in the co-responsibility levy paid by dairy farming is 
also given. The definitions of the industries are given in the glossary. 
Table 14C.1 Percentage change in output and output prices assuming a 
small and large AET for output substitution in dairy farming 
Small AET Large AET 
Output Prices Output Prices 
Dairy farming -6.96 5.48 -6.57 5.06 
Milk -7.09 4.76 -7.09 4.77 
Cattle -6.73 6.82 -5.62 5.60 
Arable farming -0.20 -0.70 -0.18 -0.64 
Livestock production -1.19 -0.29 -0.93 -0.25 
Horticulture 0.38 -0.03 0.36 -0.03 
Meat manufacturing -2.31 1.39 -1.89 1.13 
Dairy manufacturing -6.77 2.02 -6.78 2.04 
Grain mills -3.30 -0.30 -3.01 -0.25 
Sugar factories -0.81 -0.65 -0.77 -0.61 
Cocoa product manufacturing 0.39 -0.03 0.36 -0.02 
Food n.e.c. manufacturing -0.22 -0.30 -0.20 -0.27 
Oil and chemical industry 0.75 -0.04 0.69 -0.04 
Machinery manufacturing 0.45 -0.03 0.42 -0.03 
Public utility industry -0.10 -0.25 -0.09 -0.23 
Construction 0.43 0.09 0.40 0.08 
Services industry -0.08 -0.36 -0.07 -0.34 
Public services industry 0.05 -0.30 0.05 -0.27 
Trade -0.27 -0.49 -0.25 -0.46 
Other industries 0.46 -0.05 0.43 -0.05 
Other services industry 0.02 -0.14 0.02 -0.13 
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Table 14C.2 Percentage change in value added measured in base year 
prices (aggregate primary input) and price of aggregate 
primary input assuming a small and large AET for output 
substitution in dairy farming 
Small AET Large AET 
Quantity Prices Quantity Prices 
Dairy farming1 -4.07 -12.45 -3.84 -11.77 
Arable farming -0.05 -1.05 -0.04 -0.97 
Livestock production -0.49 -2.03 -0.37 -1.65 
Horticulture 0.28 0.24 0.26 0.23 
Meat manufacturing -0.47 -1.72 -0.37 -1.42 
Dairy manufacturing -2.01 -6.11 -2.01 -6.10 
Grain mills -1.45 -4.90 -1.31 -4.47 
Sugar factories -0.46 -1.51 -0.44 -1.43 
Cocoa product 
manufacturing 0.26 0.27 0.25 0.26 
Food n.e.c. 
manufacturing -0.02 -0.59 -0.02 -0.54 
Oil and chemical 
industry 0.37 0.58 0.34 0.54 
Machinery 
manufacturing 0.26 0.28 0.25 0.26 
Public utility industry -0.02 -0.45 -0.02 -0.42 
Construction 0.25 0.24 0.24 0.23 
Services industry 0.02 -0.42 0.02 -0.39 
Public services 
industry 0.06 -0.35 0.06 -0.32 
Trade -0.05 -0.65 -0.04 -0.60 
Other industries 0.25 0.25 0.24 0.23 
Other services 
industry 0.09 -0.19 0.08 -0.18 
Quota rent excluded (the percentage change in value added measured in 
new prices including the quota rent equals with small the AET 7.96 and 
7.31 with the large AET). 
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Table 14C.3 Percentage change in aggregate income variables assuming a 
small and large AET for output substitution in dairy farming 
Small AET Large AET 
Capital income1 -0.26 -0.24 
Labour income1 -0.59 -0.55 
Land income1 -11.92 -11.26 
GDP volume2 0.06 0.06 
Equivalent variation3 139 140 
Quota rent3 1411 1323 
Price of quota4 0.17 0.16 
Indirect tax5 0.19 0.18 
The change in income equals the price change of the aggregate primary 
inputs given the fixed stocks of the aggregate primary inputs. 
New GDP is measured in base year prices (quota rent included). 
In million guilders. 
Per cent of the price of milk in 1981 which equals one. 
Indirect tax rate on output price which would give the same result as the 
supply quota. 
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Table 14C.4 Percentage change in primary input demand and (in parentheses) prices 
assuming a small and large AET for output substitution in dairy 
farming 
Small AET Large AET 
Capital Labour Land Capital Labour Land 

















































































































































































































Table 14C.5 Percentage change in imports and exports (quantities) 
assuming a small and large AET for output substitution in 
dairy farming (all import and export prices are assumed to be 
fixed) 
Small AET Large AET 
Imports Exports Imports Exports 
Milk1 -0.32 -13.35 -0.30 -13.36 
Cattle1 8.31 -15.51 6.86 -13.02 
Arable farming -2.17 0.85 -1.99 0.79 
Livestock production -1.95 -0.75 -1.59 -0.55 
Horticulture 0.19 0.43 0.20 0.40 
Meat manufacturing 1.92 -3.85 1.56 -3.14 
Dairy manufacturing 5.20 -10.43 5.29 -10.46 
Grain mills -3.82 -2.87 -3.45 -2.65 
Sugar factories -2.10 -0.07 -1.98 -0.08 
Cocoa product manufacturing 0.32 0.40 0.32 0.37 
Food n.e.c. manufacturing -0.71 0.01 -0.64 0.01 
Oil and chemical industry -0.02 0.86 -0.02 0.80 
Machinery manufacturing 0.25 0.51 0.24 0.48 
Public utility industry -0.30 0.10 -0.28 0.09 
Construction 0.44 0.42 0.41 0.39 
Services industry - -0.02 - -0.02 
Public services industry - 0.10 - 0.09 
Trade -0.39 -0.20 -0.36 -0.18 
Other industries 0.17 0.58 0.16 0.54 
Other services industry -0.01 0.04 -0.00 0.04 
Imports from the EC only (imports from the rest of the world are zero). 
206 
Table 14C.6 Percentage change in aggregate trade variables assuming a 
small and large AET for output substitution in dairy farming 
Small AET Large AET 
Exports1 -0.12 -0.11 
Imports1 0.04 0.04 
Absolute change in balance of trade2 -257 -236 
Exchange rate3 0 0 
Measured in base year prices which are the same as new prices. 
2 Value change in million guilders. 
3 The exchange rate is assumed to be fixed. 
Table 14C.7 Change in import taxes and export subsidies in agribusiness 
and dairy co-responsibility levy (value change in million 
guilders, percentage change between parentheses) assuming a 
small and large AET for output substitution in dairy farming 
Small AET Large AET 
Import tax -8 -7 
(-1.17) (-1.06) 
Export subsidy -202 -199 
(-8.28) (-8.16) 
Co-responsibility levy -6 -6 
(-3.46) (-3.45) 
Total -188 -186 
(-11.97) (-11.84) 
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Appendix 14D Factor mobility 
This appendix gives the results of simulating the effects of a supply quota for 
milk assuming small (-0.1) and large (-20.0) AETs in the factor distributing 
industries. Table 14D.7 gives the changes in import taxes and export 
subsidies in agriculture, meat manufacturing, dairy manufacturing, grain 
mills, sugar factories and the cocoa product manufacturing industry. The 
change in the dairy co-responsibility levy is also given. The definitions of 
the industries are given in the glossary. 
Table 14D.1 Percentage change in output and output prices assuming 
small (low factor mobility) and large (high factor mobility) 
AETs in factor distributing industries 
Small AETs Large AETs 
Output Prices Output Prices 
Dairy farming -6.97 5.79 -6.95 4.52 
Milk -7.09 5.08 -7.09 3.73 
Cattle -6.74 7.08 -6.69 5.98 
Arable farming -0.11 -0.75 -0.43 -0.65 
Livestock production -0.80 -0.48 -2.20 0.21 
Horticulture 0.27 0.03 1.24 -0.31 
Meat manufacturing -2.12 1.29 -2.84 1.69 
Dairy manufacturing -6.59 1.97 -7.31 2.15 
Grain mills -3.34 -0.53 -3.53 0.19 
Sugar factories -0.64 -0.82 -1.44 -0.22 
Cocoa product manufacturing 0.46 0.03 -0.17 -0.04 
Food n.e.c. manufacturing -0.16 -0.35 -0.44 -0.14 
Oil and chemical industry 0.56 -0.04 3.08 -0.14 
Machinery manufacturing 0.35 0.00 0.54 -0.24 
Public utility industry -0.12 -0.31 -0.02 -0.12 
Construction 0.56 0.34 -1.48 -0.27 
Services industry -0.09 -0.40 -0.21 -0.23 
Public services industry 0.01 -0.38 0.27 -0.28 
Trade -0.32 -0.62 0.02 -0.24 
Other industries 0.36 -0.03 1.11 -0.10 
Other services industry 0.02 -0.05 0.01 -0.11 
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Table 14D.2 Percentage change in value added measured in base year 
prices (aggregate primary input) and price of aggregate 
primary input assuming small (low factor mobility) and large 
(high factor mobility) AETs in factor distributing industries 
Small AETs Large AETs 
Quantity Prices Quantity Prices 
Dairy farming1 -2.07 -19.78 -6.73 -0.99 
Arable farming 0.04 -1.11 -0.28 -1.01 
Livestock production -0.13 -2.15 -1.90 -0.56 
Horticulture 0.12 0.39 1.26 -0.37 
Meat manufacturing -0.14 -2.02 -1.70 -0.27 
Dairy manufacturing -0.75 -7.84 -5.81 -0.54 
Grain mills -0.66 -7.08 -3.27 -0.49 
Sugar factories -0.15 -2.03 -1.47 -0.14 
Cocoa product 
manufacturing 0.15 0.82 -0.08 -0.27 
Food n.e.c. 
manufacturing 0.01 -0.59 -0.30 -0.34 
Oil and chemical industry 0.13 0.68 3.05 -0.09 
Machinery manufacturing 0.11 0.41 0.57 -0.29 
Public utility industry -0.00 -0.59 -0.03 -0.11 
Construction 0.14 0.71 -1.36 -0.38 
Services industry 0.02 -0.47 -0.18 -0.25 
Public services industry 0.02 -0.48 0.27 -0.32 
Trade -0.02 -0.83 0.08 -0.29 
Other industries 0.09 0.36 1.03 0.00 
Other services industry 0.05 -0.07 0.06 -0.14 
Quota rent excluded (the percentage change in value added measured in 
new prices including the quota rent equals with the small AETs 10.45 and 
7.10 with the large AETs). 
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Table 14D.3 Percentage change in aggregate income variables assuming 
small (low factor mobility) and large AETs (high factor 
mobility) in factor distributing industries 
Small AETs Large AETs 
Capital income1 -0.40 0.17 
Labour income1 -0.74 -0.41 
Land income1 -12.55 -11.07 
GDP volume2 0.04 0.08 
Equivalent variation3 171 118 
Quota rent3 1877 632 
Price of quota4 0.23 0.08 
Indirect tax5 0.27 0.08 
The change in income equals the price change of aggregate primary inputs 
given the fixed stocks of aggregate primary inputs. 
2 New GDP is measured in base year prices (quota rent included). 
3 In million guilders. 
4 Per cent of the price of milk in 1981 which equals one. 
5 Indirect tax rate on output price which would give the same result than 
the supply quota. 
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Table 14D.4 Percentage change in primary input demand and (in parentheses) prices assuming 
small (low factor mobility) and large (high factor mobility) AETs in factor 
distributing industries 
Small AETs Large AETs 
Capital Labour Land Capital Labour Land 
Dairy farming -2.13 -2.10 -1.17 -6.95 -6.79 -3.62 
(-19.65) (-19.71) (-22.22) (-0.20) (-0.76) (-11.24) 
Arable farming -0.05 -0.02 0.94 -0.63 -0.46 2.93 
(-0.84) (-0.92) (-4.01) (0.13) (-0.44) (-10.94) 
Livestock -0.17 -0.14 0.81 -2.08 -1.91 1.43 
production (-2.03) (-2.11) (-5.16) (0.06) (-0.51) (-11.01) 
Horticulture 0.09 0.12 1.07 1.08 1.26 4.70 
(0.51) (0.42) (-2.71) (0.22) (-0.35) (-10.87) 
Meat -0.16 -0.13 - -1.80 -1.63 -
manufacturing (-1.97) (-2.06) (0.07) (-0.50) 
Dairy -0.77 -0.74 -5.93 -5.77 _ 
manufacturing (-7.78) (-7.86) (-0.14) (-0.71) 
Grain mills -0.68 -0.66 _ -3.36 -3.25 
(-6.99) (-7.10) (-0.01) (-0.58) 
Sugar factories -0.16 -0.14 - -1.51 -1.40 -
(-1.99) (-2.10) (0.09) (-0.48) 
Cocoa product 0.13 0.15 - -0.17 -0.05 -
manufacturing (0.90) (0.79) (0.16) (-0.42) 
Food n.e.c. -0.01 0.01 _ -0.49 -0.26 _ 
manufacturing (-0.53) (-0.60) (0.14) (-0.43) 
Oil and chemical 0.12 0.14 2.97 3.08 _ 
industry (0.76) (0.64) (0.31) (-0.26) 
Machinery 0.09 0.11 _ 0.47 0.59 
manufacturing (0.51) (0.39) (0.19) (-0.39) 
Public utility -0.02 0.01 -0.11 0.07 
industry (-0.55) (-0.63) (0.16) (-0.41) 
Construction 0.11 0.14 _ -1.68 -1.29 
(0.74) (0.70) (0.08) (-0.48) 
Services industry -0.00 0.03 - -0.49 -0.05 -
(-0.44) (-0.48) (0.14) (-0.42) 
Public services 0.00 0.02 - 0.17 0.29 -
industry (-0.39) (-0.50) (0.17) (-0.40) 
Trade -0.04 -0.01 _ -0.23 0.16 
(-0.80) (-0.84) (0.15) (-0.41) 
Other industries 0.08 0.11 - 0.95 1.18 -
(0.38) (0.32) (0.21) (-0.36) 
Other services 0.04 0.06 - -0.06 0.17 -
industry (-0.04) (-0.10) (0.16) (-0.41) 
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Table 14D.5 Percentage change in imports and exports (quantities) 
assuming small (low factor mobility) and large (high factor 
mobility) AETs in factor distributing industries (all import 
and export prices are assumed to be fixed) 
Small AETs Large AETs 
Imports Exports Imports Exports 
Milk1 0.15 -13.75 -1.80 -12.06 
Cattle1 8.89 -15.84 6.50 -14.48 
Arable farming -2.22 1.02 -2.27 0.56 
Livestock production -2.04 -0.09 -1.65 -2.51 
Horticulture 0.44 0.23 -0.72 1.70 
Meat manufacturing 1.82 -3.55 2.28 -4.69 
Dairy manufacturing 5.09 -10.16 5.39 -11.18 
Grain mills -4.28 -2.56 -3.18 -3.81 
Sugar factories -2.28 0.30 -1.86 -1.19 
Cocoa product manufacturing 0.52 0.44 -0.25 -0.15 
Food n.e.c. manufacturing -0.73 0.13 -0.66 -0.33 
Oil and chemical industry -0.09 0.66 0.55 3.48 
Machinery manufacturing 0.36 0.35 -0.98 1.00 
Public utility industry -0.37 0.13 -0.12 0.07 
Construction 0.61 0.51 -1.52 -1.44 
Services industry - -0.03 - -0.18 
Public services industry - 0.06 - 0.31 
Trade -0.46 -0.23 -0.04 0.05 
Other industries 0.18 0.44 0.49 1.37 
Other services industry 0.02 0.03 -0.01 0.03 
Imports from the EC only (imports from the rest of the world are zero). 
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Table 14D.6 Percentage change in aggregate trade variables assuming 
small (low factor mobility) and large (high factor mobility) 
AETs in factor distributing industries 
Small AETs Large AETs 
Exports1 -0.20 0.70 
Imports1 0.04 0.00 
Absolute change in balance of trade2 -399 1333 
Exchange rate3 0 0 
1 Measured in base year prices which are the same as new prices. 
2 Value change in million guilders. 
3 The exchange rate is assumed to be fixed. 
Table 14D.7 Change in import taxes and export subsidies in agribusiness 
and dairy co-responsibility levy (value change in million 
guilders, percentage change between parentheses) assuming 
small (low factor mobility) and large (high factor mobility) 
AETs in factor distributing industries 
Small AETs Large AETs 
Import tax -8 -9 
(-1.19) (-1.35) 
Export subsidy -195 -220 
(-8.01) (-9.01) 
Co-responsibility levy -6 -8 
(-3.14) (-4.43) 
Total -181 -202 
(-11.58) (-12.92) 
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Appendix 14E Price changes 
This appendix gives the results of the simulations assuming world market 
price increases of milk, cattle, dairy products and meat and meat products in 
the presence of milk quotas, and assuming price decreases for these products 
without milk quotas. Table 14E.7 gives the changes in import taxes and 
export subsidies in agriculture, meat manufacturing, dairy manufacturing, 
grain mills, sugar factories and the cocoa product manufacturing industry. 
The change in the dairy co-responsibility levy is also given. The definitions 
of the industries are given in the glossary. 
Table 14E.1 Percentage change in output and output prices assuming world 
market price increases with milk quotas and price decreases 
without milk quotas 
Increase Decrease 
Output Prices Output Prices 
Dairy farming -6.79 7.83 -6.98 -5.78 
Milk -7.09 6.09 -7.10 -6.39 
Cattle -6.24 11.03 -6.76 -4.66 
Arable farming -0.13 -0.69 -0.73 -0.91 
Livestock production -0.96 -0.07 -5.54 -2.12 
Horticulture 0.46 -0.04 0.14 0.24 
Meat manufacturing -2.01 2.32 -9.14 -3.42 
Dairy manufacturing -6.65 2.89 -9.23 -6.69 
Grain mills -3.14 -0.15 -5.55 -1.45 
Sugar factories -0.77 -0.66 -1.18 -0.68 
Cocoa product manufacturing 0.39 -0.02 1.44 0.12 
Food n.e.c. manufacturing -0.21 -0.29 -0.27 -0.45 
Oil and chemical industry 0.94 -0.05 -0.23 0.01 
Machinery manufacturing 0.44 -0.12 0.55 0.44 
Public utility industry -0.12 -0.32 0.03 0.18 
Construction -0.37 -0.47 4.95 3.24 
Services industry -0.18 -0.57 0.50 0.86 
Public services industry 0.07 -0.38 0.09 0.58 
Trade -0.20 -0.52 -0.98 -0.53 
Other industries 0.51 -0.07 0.27 0.10 
Other services industry 0.02 -0.21 0.10 0.42 
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Table 14E.2 Percentage change in value added measured in base year prices 
(aggregate primary input) and price of aggregate primary input 
assuming world market price increases with milk quotas and 
price decreases without milk quotas 
Increase Decrease 
Quantity Prices Quantity Prices 
Dairy farming1 -3.95 -12.19 -4.25 -12.36 
Arable farming -0.00 -0.99 -0.44 -1.64 
Livestock production -0.33 -1.65 -2.97 -8.49 
Horticulture 0.33 0.29 0.09 0.36 
Meat manufacturing -0.13 -0.88 -4.37 -11.32 
Dairy manufacturing -1.76 -5.52 -5.00 -13.52 
Grain mills -1.33 -4.67 -2.81 -8.23 
Sugar factories -0.43 -1.52 -0.77 -1.71 
Cocoa product 
manufacturing 0.29 0.25 0.64 2.11 
Food n.e.c. manufacturing 0.01 -0.60 -0.23 -0.50 
Oil and chemical industry 0.46 0.74 -0.12 -0.16 
Machinery manufacturing 0.27 0.18 0.24 0.96 
Public utility industry -0.03 -0.55 0.01 0.22 
Construction -0.04 -0.75 1.87 5.94 
Services industry -0.03 -0.66 0.28 1.00 
Public services industry 0.08 -0.41 0.10 0.51 
Trade -0.01 -0.65 -0.39 -0.95 
Other industries 0.29 0.24 0.08 0.37 
Other services industry 0.09 -0.26 0.09 0.43 
Quota rent excluded (the percentage change in value added measured in 
new prices including the quota rent equals with the price increases 13.17 
and -16.09 with the price decreases). 
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Table 14E.3 Percentage change in aggregate income variables assuming 
world market price increases with milk quotas and price 
decreases without milk quotas 
Increase Decrease 
Capital income1 -0.32 0.17 
Labour income1 -0.72 0.21 
Land income1 -11.49 -13.42 
GDP volume2 0.06 0.10 
Equivalent variation3 160 706 
Quota rent3 1696 -
Price of quota4 0.20 -
Indirect tax5 0.24 -
The change in income equals the price change of aggregate primary inputs 
given the fixed stocks of aggregate primary inputs. 
2 New GDP is measured in base year prices (quota rent included). 
3 In million guilders. 
4 Per cent of the price of milk in 1981 which equals one. 
5 Indirect tax rate on output price which would give the same result than 
the supply quota. 
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Table 14E.4 Percentage change in primary input demand and (in parentheses) prices assuming 
world market price increases with milk quotas and price decreases without milk 
quotas 
Increase Decrease 
Capital Labour Land Capital Labour Land 
Dairy farming -4.76 -3.78 -1.06 -5.09 -4.10 -0.99 
(-9.62) (-12.69) (-20.44) (-9.76) (-12.83) (-21.61) 
Arable farming -0.13 -0.04 0.84 -0.61 -0.50 0.85 
(-0.58) (-0.86) (-3.74) (-1.05) (-1.44) (-5.76) 
Livestock -0.46 -0.31 0.71 -3.51 -2.83 -0.34 
production (-1.23) (-1.72) (-4.99) (-6.75) (-8.93) (-16.29) 
Horticulture 0.32 0.32 1.02 0.09 0.07 1.14 
(0.32) (0.33) (-2.00) (0.36) (0.44) (-3.06) 
Meat -0.18 -0.09 - -4.95 -3.99 -
manufacturing (-0.69) (-1.01) (-9.50) (-12.49) 
Dairy -2.09 -1.62 _ -5.78 -4.66 _ 
manufacturing (-4.44) (-5.96) (-11.08) (-14.53) 
Grain mills -1.58 -1.28 -3.24 -2.73 
(-3.45) (-4.90) (-6.21) (-8.62) 
Sugar factories -0.48 -0.35 _ -0.82 -0.69 _ 
(-1.27) (-1.88) (-1.46) (-2.09) 
Cocoa product 0.29 0.29 0.73 0.61 _ 
manufacturing (0.25) (0.24) (1.65) (2.27) 
Food n.e.c. -0.06 0.03 _ -0.28 -0.22 
manufacturing (-0.43) (-0.63) (-0.38) (-0.53) 
Oil and chemical 0.48 0.45 -0.14 -0.12 _ 
industry (0.64) (0.79) (-0.10) (-0.18) 
Machinery 0.26 0.27 _ 0.29 0.24 
manufacturing (0.20) (0.17) (0.75) (1.00) 
Public utility -0.06 0.01 _ 0.02 0.01 _ 
industry (-0.44) (-0.68) (0.21) (0.24) 
Construction -0.14 -0.02 2.43 1.74 _ 
(-0.61) (-0.79) (5.11) (6.14) 
Services industry -0.12 0.00 0.36 0.25 
(-0.56) (-0.71) (0.90) (1.04) 
Public services 0.04 0.08 _ 0.12 0.09 
industry (-0.24) (-0.44) (0.41) (0.53) 
Trade -0.10 0.01 -0.49 -0.36 
(-0.53) (-0.68) (-0.81) (-0.99) 
Other industries 0.29 0.29 - 0.09 0.06 _ 
(0.25) (0.24) (0.34) (0.41) 
Other services 0.07 0.12 - 0.11 0.08 -
industry (-0.19) (-0.32) (0.39) (0.46) 
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Table 14E.5 Percentage change in imports and exports (quantities) assuming 
world market price increases with milk quotas and price 
decreases without milk quotas 
Increase Decrease 
Imports Exports Imports Exports 
Milk EC -5.36 -8.76 -9.17 -5.02 
(0.00) (4.80) (-5.00) (-5.00) 
Milk r.o.w. -8.76 - 2.57 
(4.80) (0.00) 
Cattle EC 2.52 -11.55 -10.97 -4.32 
(0.00) (6.80) (-3.00) (-3.00) 
Cattle r.o.w. - -11.55 - 0.15 
(6.80) (0.00) 
Arable farming -2.07 0.91 -3.29 0.64 
Livestock production -1.14 -0.86 -10.80 -2.45 
Horticulture 0.18 0.53 1.63 -0.21 
Meat manufacturing EC 1.19 -3.03 11.19 -16.23 
(1.40) (1.40) (-10.00) (-10.00) 
Meat manufacturing r.o.w. 1 2.82 -4.57 10.49 -15.69 
(0.00) (0.00) (-9.50) (-9.50) 
Dairy manufacturing EC 3.31 -8.27 10.81 -15.55 
(2.00) (2.00) (-10.00) (-10.00) 
Dairy manufacturing r.o.w. 1 7.49 -11.83 9.59 -14.61 
(0.00) (0.00) (-9.50) (-9.50) 
Grain mills -3.41 -2.92 -8.05 -3.46 
Sugar factories -2.09 -0.01 -2.53 -0.41 
Cocoa product manufacturing 0.36 0.40 1.67 1.38 
Food n.e.c. manufacturing -0.68 0.02 -1.00 0.09 
Oil and chemical industry -0.01 1.09 0.02 -0.27 
Machinery manufacturing -0.29 0.67 3.34 -0.29 
Public utility industry -0.38 0.13 0.18 -0.12 
Construction -0.45 -0.30 5.48 4.45 
Services industry - -0.10 - 0.37 
Public services industry - 0.13 - 0.00 
Trade -0.32 -0.12 -1.10 -0.90 
Other industries 0.07 0.70 0.83 0.03 
Other services industry -0.01 0.06 0.17 0.04 
The export price and threshold price are kept constant by means of 
variable import levies and export subsidies in the first policy simulation. 
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Table 14E.6 Percentage change in aggregate trade variables assuming world 
market price increases with milk quotas and price decreases 
without milk quotas 
Increase Decrease 
Exports1 0.05 -1.23 
Imports1 -0.13 0.97 
Absolute change in balance of trade2 558 -4651 
Exchange rate3 0 0 
1 Measured in base year prices which are the same as new prices. 
2 Value change in million guilders. 
3 The exchange rate is assumed to be fixed. 
Table 14E.7 Change in import taxes and export subsidies in agribusiness 
and dairy co-responsibility levy (value change in million 
guilders, percentage change between parentheses) assuming 
world market price increases with milk quotas and price 
decreases without milk quotas 
Increase Decrease 
Import tax -14 -65 
(-1.97) (-9.45) 
Export subsidy -287 -786 
(-11.76) (-32.25) 
Co-responsibility levy -4 -180 
(-2.23) (-100.00) 
-269 -541 
Total (-17.18) (-34.50) 
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Appendix 15A Livestock production 
In this appendix the results of two policy simulations, each involving a 10 
per cent output reduction in the livestock industry, are presented. In the first 
simulation, the output reduction is achieved using a supply quota. In the 
second simulation, this is done by an indirect tax on the demand from the 
livestock industry for grain mill products. The tax rate is 15.63 per cent of 
the price of grain mill products. 
In table 15A.7 the changes in import taxes and export subsidies in 
agriculture, meat manufacturing, dairy manufacturing, grain mills, sugar 
factories and the cocoa product manufacturing industry are presented. The 
definitions of the industries are given in the glossary. 
Table 15A.1 Percentage change in output and output prices given a livestock 
supply quota or an indirect tax on the demand for grain mill 
products by livestock producers 
Supply quota Indirect tax 
Output Prices Output Prices 
Dairy farming -0.75 -1.12 -0.77 -1.16 
Milk -0.50 0.11 -0.53 0.02 
Cattle -1.21 -3.39 -1.21 -3.34 
Arable farming -0.67 -1.04 -0.75 -1.12 
Livestock production1 -10.00 7.79 -10.00 7.65 
Horticulture 0.25 -0.05 0.20 -0.10 
Meat manufacturing -4.30 2.61 -4.31 2.55 
Dairy manufacturing -0.50 -0.12 -0.48 -0.18 
Grain mills -6.22 -0.99 -6.67 -1.08 
Sugar factories -0.94 -0.73 -1.08 -0.81 
Cocoa product manufacturing 0.41 -0.14 0.15 -0.23 
Food n.e.c. manufacturing -0.58 -0.39 -0.66 -0.44 
Oil and chemical industry 0.62 -0.03 0.66 -0.03 
Machinery manufacturing 0.37 -0.01 0.34 -0.04 
Public utility industry -0.12 -0.20 -0.15 -0.22 
Construction 0.46 0.17 0.18 0.00 
Services industry -0.07 -0.25 -0.13 -0.30 
Public services industry 0.01 -0.21 0.18 0.15 
Trade -0.37 -0.48 -0.38 -0.49 
Other industries 0.38 -0.03 0.37 -0.04 
Other services industry 0.00 -0.05 -0.02 -0.08 
Output is assumed to be equal. 
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Table 15A.2 Percentage change in value added measured in base year 
prices (aggregate primary input) and price of aggregate 
primary input given a livestock supply quota or an indirect 
tax on the demand for grain mill products by livestock 
producers 
Supply quota Indirect tax 
Quantity Prices Quantity prices 
Dairy farming -0.48 -1.78 -0.50 -1.81 
Arable farming -0.41 -1.69 -0.47 -1.82 
Livestock production1 -5.06 -14.53 -3.36 -9.89 
Horticulture 0.16 0.17 0.12 0.09 
Meat manufacturing -1.02 -3.00 -1.04 -3.03 
Dairy manufacturing -0.15 -0.70 -0.16 -0.70 
Grain mills -2.96 -9.11 -3.19 -9.73 
Sugar factories -0.57 -1.63 -0.67 -1.83 
Cocoa product 
manufacturing 0.22 0.35 0.07 -0.03 
Food n.e.c. 
manufacturing -0.20 -0.93 -0.25 -1.02 
Oil and chemical 
industry 0.28 0.53 0.28 0.59 
Machinery 
manufacturing 0.19 0.29 0.16 0.26 
Public utility industry -0.06 -0.37 -0.08 -0.40 
Construction 0.23 0.38 0.10 0.07 
Services industry -0.01 -0.29 -0.05 -0.35 
Public services industry 0.02 -0.27 0.16 0.25 
Trade -0.12 -0.65 -0.14 -0.65 
Other industries 0.18 0.24 0.18 0.24 
Other services industry 0.06 -0.09 0.03 -0.12 
Quota rent excluded (the percentage change in value added measured in 
new prices including the quota rent equals with the supply quota 65.16 and 
-12.92 with the indirect tax). 
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Table 15A.3 Percentage change in aggregate income variables given a 
livestock supply quota or an indirect tax on the demand for 
grain mill products by livestock producers 
Supply quota Indirect tax 
Capital income1 -0.13 -0.15 
Labour income1 -0.35 -0.27 
Land income1 -3.85 -3.60 
GDP volume2 0.00 0.00 
Equivalent variation3 -16 -36 
Quota rent3 926 -
Price of quota4 0.10 -
Indirect tax5 0.10 -
1 The change in income equals the price change of the aggregate primary 
inputs given the fixed stocks of aggregate primary inputs. 
2 New GDP is measured in base year prices (quota rent included). 
3 In million guilders. 
4 Per cent of the price of livestock products in 1981 which equals one. 
5 Indirect tax rate on output price which would give the same result than 
the supply quota. 
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Table 15A.4 Percentage change in primary input demand and (in parentheses) prices given a 
livestock supply quota or an indirect tax on the demand for grain mill products by 
livestock producers 
Supply quota Indirect tax 
Capital Labour Land Capital Labour Land 
Dairy farming -0.61 -0.46 0.04 -0.63 -0.48 0.01 
(-1.35) (-1.85) (-3.46) (-1.40) (-1.87) (-3.48) 
Arable farming -0.55 -0.41 0.06 -0.61 -0.47 0.02 
(-1.23) (-1.70) (-3.23) (-1.36) (-1.82) (-3.40) 
Livestock -5.98 -4.78 -2.16 -3.98 -3.18 -1.35 
production (-11.72) (-15.36) (-22.69) (-7.94) (-10.46) (-15.87) 
Horticulture 0.16 0.16 0.35 0.12 0.11 0.31 
(0.18) (0.18) (-0.45) (0.09) (0.11) (-0.55) 
Meat -1.18 -0.91 -1.20 -0.94 
manufacturing (-2.47) (-3.35) (-2.52) (-3.36) 
Dairy -0.20 -0.13 -0.21 -0.15 
manufacturing (-0.53) (-0.77) (-0.56) (-0.76) 
Grain mills -3.43 -2.86 -3.69 -3.09 
(-6.87) (-9.55) (-7.37) (-10.18) 
Sugar factories -0.62 -0.50 -0.72 -0.59 
(-1.38) (-2.00) (-1.58) (-2.22) 
Cocoa product 0.22 0.21 - 0.07 0.07 -
manufacturing (0.32) (0.36) (-0.02) (-0.04) 
Food n.e.c. -0.29 -0.19 _ -0.33 -0.24 _ 
manufacturing (-0.71) (-0.97) (-0.81) (-1.05) 
Oil and chemical 0.30 0.27 _ 0.31 0.27 _ 
industry (0.46) (0.56) (0.47) (0.64) 
Machinery 0.20 0.19 _ 0.18 0.16 _ 
manufacturing (0.26) (0.29) (0.20) (0.27) 
Public utility -0.08 -0.03 -0.10 -0.06 
industry (-0.29) (-0.45) (-0.34) (-0.47) 
Construction 0.24 0.22 „ 0.11 0.10 
(0.35) (0.39) (0.07) (0.07) 
Services industry -0.05 0.01 - -0.08 -0.03 -
(-0.23) (-0.31) (-0.31) (-0.37) 
Public services -0.01 0.02 - 0.17 0.16 _ 
industry (-0.15) (-0.28) (0.20) (0.26) 
Trade -0.20 -0.10 -0.21 -0.12 
(-0.54) (-0.68) (-0.56) (-0.68) 
Other industries 0.19 0.18 _ 0.18 0.16 -
(0.24) (0.25) (0.22) (0.27) 
Other services 0.04 0.07 0.03 0.04 _ 
industry (-0.05) (-0.12) (-0.10) (-0.13) 
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Table 15A.5 Percentage change in imports and exports (quantities) given a 
livestock supply quota or an indirect tax on the demand for 
grain mill products by livestock producers 
Supply quota Indirect tax 
Imports Exports Imports Exports 
Milk1 -0.34 -0.66 -0.50 -0.56 
Cattle1 -9.04 4.03 -8.94 3.96 
Arable farming -3.60 0.90 -3.90 0.94 
Livestock production 8.50 -19.57 8.18 -19.42 
Horticulture -0.04 0.32 -0.43 0.35 
Meat manufacturing 3.47 -7.10 3.28 -7.04 
Dairy manufacturing -1.26 -0.25 -1.60 -0.12 
Grain mills -7.92 -4.82 -8.52 -5.13 
Sugar factories -2.38 -0.10 -2.68 -0.16 
Cocoa product manufacturing 0.15 0.48 -0.31 0.27 
Food n.e.c. manufacturing -1.22 -0.27 -1.36 -0.32 
Oil and chemical industry 0.11 0.70 0.07 0.75 
Machinery manufacturing 0.31 0.39 0.12 0.41 
Public utility industry -0.28 0.03 -0.33 0.02 
Construction 0.49 0.44 0.18 0.18 
Services industry - -0.03 - -0.08 
Public services industry - 0.04 - 0.15 
Trade -0.48 -0.30 -0.49 -0.31 
Other industries 0.18 0.46 0.12 0.48 
Other services industry -0.01 0.01 -0.03 -0.01 
Imports from the EC only (imports from the rest of the world are zero). 
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Table 15A.6 Percentage change in aggregate trade variables given a 
livestock supply quota or an indirect tax on the demand for 
grain mill products by livestock producers 
Supply quota Indirect tax 
Exports1 -0.24 -0.22 
Imports1 -0.07 -0.18 
Absolute change in balance of trade2 -310 -124 
Exchange rate3 0 0 
Measured in base year prices which are the same as new prices. 
Value change in million guilders. 
The exchange rate is assumed to be fixed. 
Table 15A.7 Change in import taxes and export subsidies in agribusiness 
(value change in million guilders, percentage change between 
parentheses) given a livestock supply quota or an indirect tax 
on the demand for grain mill products by livestock producers 
Supply quota Indirect tax 
Import tax -16 -18 
(-2.32) (-2.64) 
Export subsidy -44 -42 
(-1.82) (-1.71) 
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All characters used in this thesis are in italic type. 
Scalar: lower case 
Vector: lower case bold 
Matrix: upper case bold (lower case bold with a hat for diagonal matrices) 
Quantities and prices 
Agents demand and supply commodities, if it is clear from the text which 
agent(s) and good(s) are meant the general notation is used. 
Where 
x: (uncompensated) demand 
x+: uncompensated subsistence demand 
X: effective demand 
h: compensated demand 
h+: compensated subsistence demand 
r- supernumerary demand 
y- output or supply 
w. demand price 
w: effective demand price 
P- supply price 
t: tariff, indirect tax or direct tax (if they have a negative sign they are 
respectively export subsidies, indirect subsidies or direct subsidies) 
T: factor-augmenting technological change. 
Subscripts 
Subscripts have two purposes. The first, is to make a difference between 
agents belonging to the same "group of agents". For example, to make a 
difference between industries. The second purpose is to classify inputs, 
goods or services; e.g. which primary input is meant? If both subscripts are 
used they are separated by a comma, the first subscript indicating the agent. 
Example: 
Xfj. demand for input j in industry i. 
The multi-level production structure gives problems for the notation. 
Therefore, I used a special notation. 
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Where 
inn: intermediate input n or a complementary import 
prm: primary input m 
aim aggregate intermediate input 
apr: aggregate primary input 
ou: output 
iec: imports from the EC 
irw: imports from the rest of the world 
od: home-used domestic output 
oec: exports to the EC 
orw: exports to the rest of the world 
dom: domestic supply. 
If a w, T, t is put before these symbols prices, factor-augmenting 
technological change or indirect taxes on these inputs are indicated. 
Functions 
Functions are denoted by putting characters between parentheses. 
Where 
f(x): production function 
c(y,w): cost function 
x(y,w): demand function 
T(y): transformation function 
r(x,p): revenue function 
y(x,p): supply function 
U(x): utility function 
v(Y,w): indirect utility function 
e(U,w): expenditure function 
x(Y,w): uncompensated demand function 
h(U,w): compensated demand function. 
Sometimes upper case characters for these functions are used if a special 
function is discussed (e.g. a CES or CET function). Moreover, in the 
production structure sometimes upper case characters followed by the 
variable names are used to indicate that the functions refer to these variables. 
Example: 
Cou(.): the cost function for output. 
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Sets 
Sets are denoted by a capital letter / with a superscript. 
Where 
/ ° : set of competitive imports and home-used domestic output 
I°u: set of exports and home-used domestic output 
1": set of aggregate intermediate and aggregate primary input 
Fr: set of primary inputs 
set of intermediate inputs and complementary import. 
Elasticities 
Elasticities are denoted by a capital character E (of elasticity), subscripts 
and one or more characters between parentheses. The subscripts denote the 
name of the elasticity. If there is one character between parentheses it is an 
"own" elasticity. If there are two characters divided by a comma then the 
first character denotes the variable that alters as a consequence of a change 
in the second variable. 
In case of the consumer, compensated demand is denoted by putting a h 
after the first character in the subscript and uncompensated demand is 
denoted by putting a x after the first character in the subscript. 
Where 
Ew(i): elasticity of demand for input i with respect to the price of input i 
Ew(i,j): elasticity of demand for input i with respect to the price of input j 
Ewh(i): elasticity of compensated demand for good i with respect to the 
price of good i 
E^fi): elasticity of uncompensated demand for good i with respect to the 
price of good i 
Ewh(i,j): elasticity of compensated demand for good i with respect to the 
price of good j 
E^ftj): elasticity of uncompensated demand for good i with respect to the 
price of good j 
elasticity of supply of output i with respect to the price of output i 
E (i,j): elasticity of supply of output i with respect to the price of output j 
ET(t): elasticity of demand for input i with respect to the augmentation 
factor for input i 
EJij): elasticity of demand for input i with respect to the augmentation 
factor for input j 
Ex(i): elasticity of supply of output i with respect to input 
E (i): elasticity of demand for input i with respect to output 
Eyfi): elasticity of demand for good i with respect to expenditure 
EA(i): elasticity of demand for input i with respect to the Hicks-neutral 
technological change factor. 
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Shares 
Expenditure, cost and revenue shares are denoted by a capital letter S, 
subscripts and one character between parentheses. The subscript denotes the 
variable type. The character between parentheses denotes the good. 
In the expenditure-minimizing optimum compensated demand equals 
uncompensated demand. Therefore, it does not matter if a h or a x is used in 
the subscript. 
Examples: 
Sx(i): cost (expenditure) share of input (good) i 
Sy(i): revenue share of output i. 
To denote the share of an input in the cost of the input on a higher level in 
the production structure two characters (with subscripts) are put between 
parentheses. The first character denotes the input, the second character 
denotes the variable from which the share is taken. 
Example: 
Sx(i,j): share of input i in cost for input j . 
Substitution and transformation parameters and elasticities 
A rho (p) denotes the substitution parameter; an eta (TJ) denotes the 
transformation parameter. A sigma (a) denotes a substitution elasticity; a 
capital character omega (0) denotes a transformation elasticity. In the 
production model a subscript can be added to p and a; dom for domestic 
supply; ou for output; in for the aggregate intermediate input and pr for the 
aggregate primary input. The subscript o added to ij and 0 indicates 
output. 
Allen Partial Elasticity of Substitution (Transformation) 
The Allen Partial Elasticity of Substitution (AES) is denoted by a with a 
subscript x and characters denoting variables between parentheses. The Allen 
Partial Elasticity of Transformation (AET) is denoted by 0 with a subscript 
y and characters denoting variables between parentheses. 
Examples: 
ax(i): AES of input i with respect to input i 
ax(i,j): AES of input i with respect to input j 
Qy(i): AET of output i with respect to output i 
Qy(iJ): AET of output i with respect to output j . 
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Efficiency parameters 
An efficiency parameter is denoted by a upper case character 
gamma (T) sometimes added with extra characters to denote the specific 
efficiency parameter in the production structure; dom for domestic supply; 
ou for output; in for the aggregate intermediate input; pr for the aggregate 
primary input and o for output. 
Distribution parameters 
A distribution parameter is denoted by a lower case greek character (usually 
an a sometimes a j8 or y) sometimes with extra characters to denote a 
specific distribution parameter in the production structure. These extra 
characters are the symbols for the variables in the production structure. 
Other symbols 
ER: exchange rate 
A: Hicks-neutral technological change. 
EV: equivalent variation 
GDP: Gross Domestic Product 
U: level of utility 
The list above is not exhaustive. Sometimes characters are used to denote 
variables, elasticities, parameters, etc. which are not given in this list to 
simplify notation in a specific discussion. 
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Description of industries and goods 
Industries 
The numbers between parentheses indicate the number of the industries (or 
their products) as used in the total accounts (normal print) as published by 
Zeelenberg et al. (1991) or national accounts (CBS, 1983, bold print). 
Dairy farming 
Milk and cattle production (part of 1). 
Arable farming 
Arable farming (part of 1). 
Livestock production 
Livestock production (specialized beef cattle, hogs, poultry, other live-
stock) (part of 1). 
Horticulture 
Horticulture (part of 1). 
Meat manufacturing 
Meat and meat products manufacturing (5). 
Dairy manufacturing 
Dairy products manufacturing (6). 
Grain mills 
Grain mills (8). 
Sugar factories 
Sugar refineries (9). 
Cocoa product manufacturing 
Cocoa, chocolate and sugar confectionary manufacturing (11). 
Food n.e.c. manufacturing 
Canned and preserved fruits, vegetables and fish products, bakery 
products, food products not elsewhere classified, and beverages and tobacco 
manufacturing (7,10,12,13,14). 
Oil and chemical industry 




Fabricated metal products, machinery, electrical products, motor vehicles, 
transport equipment not elsewhere classified manufacturing (31-35). 
Public utility industry 




Repair, business services, financial services, and insurance services 
industries (43,47,48,50). 
Public services industry 
Public services industry (51 or 51-53). 
Trade 
Distribution services, sea and air transport services, and other transport 
services industries (41,44,45). 
Other industries 
Other industries: fish, crude petroleum and natural gas, other minerals, 
wool products, cotton products, knitting products, textiles not elsewhere 
classified, clothing, leather products, wood products and furniture, paper and 
paperboard, paper products, products of printers and publishers, chemical 
products, rubber and plastic products, stone, clay and glass products, basic 
metal products, instruments and other manufactures manufacturing (2-4,15-
24,27-30,36). 
Other services industry 
Expenditure in restaurants and hotels, housing services, social services, 
health services, recreational services and cultural services, personal services, 
domestic services and the not elsewhere classified industries (42,49,52-57 or 
42,49,54-59b). 
It was impossible to model the fruit and bakery industry separately because 
they had negative gross capital income, aggregating these industries with the 
original food not elsewhere classified industry still did not give a positive 
value, that is why also the beverages and tobacco industry are added to 
create a new food not elsewhere classified industry. 
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Competitive imports EC 
Competitive imports from the EC 
Competitive imports r.o.w. 
Competitive imports from the rest of the world (without EC) 
Balance of trade 
Trade balance with the rest of the world (including the EC) 
Labour distributor 
Labour services distributing industry 
Capital distributor 
Capital services distributing industry 
Land distributor 




Rest of the world (including the EC) 
EC 
EC (European Community) 
R.o.w. 
Rest of the world (without EC) 
241 
SUMMARY 
The purpose of this thesis was to develop a basic static applied general 
equilibrium (AGE) model to analyse the effects of agricultural policy 
changes on Dutch agribusiness. In particular the effects on inter-industry 
transactions, factor demand, income, and trade are of interest. 
The model is fairly general and could be used to analyse a great variety 
of agricultural policy changes. However, generality requires that the model 
should be adapted and extended for special research questions. This is shown 
in chapters 13 to 15 where the AGE model is used to examine the impact of 
the milk quota system and a reduction in livestock production for environ-
mental purposes. 
The policy simulations performed serve in the first place as an illustration 
of the AGE model, in the second place they function as a source of informa-
tion for policy makers and interest groups. 
The thesis consists of five parts; each part contains one or more chapters. 
Part I describes the purpose and method of research, and presents the 
structure of the thesis. The purpose and method have already been described 
above. 
Part II presents the concept of agribusiness (chapter 2) and gives a 
concise quantitative description of Dutch agribusiness (chapter 3). Industries 
or parts of industries with strong economic links, either on the input or 
output side, with agriculture belong to Dutch agribusiness, together with 
agriculture itself. In chapter 3 the size of Dutch agribusiness is measured in 
value added and employment. Agriculture had a share in total value added of 
4 per cent in 1981 and 3.8 per cent in 1988, for agribusiness these shares 
were respectively 7.5 and 6.5 per cent. The quantitative description is made 
using input-output analysis. Chapter 3 also presents the data for the basic 
model. These data are given in expenditure and tax tables which show the 
flows of the value of transactions and income in the Dutch economy in 1981. 
Part III presents the basic AGE model. In the model there are 19 indus-
tries that produce 20 goods (dairy farming has two outputs). Four of these 
industries are agricultural industries (dairy farming, arable farming, livestock 
production and horticulture) and there are 6 other agribusiness industries 
(dairy manufacturing, meat manufacturing, grain mills, sugar factories, 
cocoa product manufacturing and food not elsewhere classified). The 
industries use intermediate inputs, imports and the services of primary inputs 
to produce outputs. The outputs of the industries are used domestically or 
exported. Industries operate in competitive input and output markets with 
free entry. Therefore they take prices as given. Industries maximize profits 
given their technology, which is described by multi-level production struc-
tures that consist of CES (Constant Elasticity of Substitution) production and 
CET (Constant Elasticity of Transformation) product transformation func-
tions that include exogenous factor-augmenting technological change. 
Because of the competitive markets profit maximization is replaced by cost 
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minimization and revenue maximization. The production structure is pres-
ented in chapter 5. In chapter 6 technological change is introduced into the 
production structure and the functional forms are chosen in chapter 7. 
Consumer demand (see chapter 8) partially determines the level and 
relative distribution of the output of industries. In the model there is one 
representative consumer or private household that owns the labour, land and 
part of the capital stocks in the economy. A fixed share of the total income 
of the private household is saved, the other share is used for expenditure on 
consumer goods. The total income of the private household is determined by 
the income earned from the supply of the services of the primary inputs cor-
rected for taxes and subsidies and net income transfers. 
The private household maximizes a utility function given an income con-
straint, or because of the duality between the utility and expenditure func-
tion, minimizes expenditure given a fixed level of utility. Utility maximiza-
tion results in a demand system related to the Linear Expenditure System 
(LES) that allows for substitution between consumer goods as a consequence 
of price and income changes. 
The supply of the services of primary inputs (see chapter 9) is not part of 
the utility function of the private household but is exogenous. This implies, 
for example, that there is no choice between labour and leisure in the model. 
The services of the primary inputs are used by industries according to the 
marginal returns of these services. It is assumed that the services are 
imperfectly mobile between industries. This is a distinct feature of the 
model. The factor rewards go to the owners of the primary inputs, who are: 
the private household (all the wages and land rents, and part of the capital 
rents), the government (part of the capital rents) and the rest of the world 
(part of the capital rents). The total availability of the primary inputs is 
exogenous to the model. This implies that, for example, immigration or 
other changes in the labour force are not modelled. Gross investment is 
modelled but it only affects spending and not the production capacity in the 
economy. 
Chapter 10 deals with trade in the basic AGE model. Imports are divided 
into competitive and complementary imports. The former are imported only 
by industries. The latter are also imported by the private household. The 
competitive imports are imperfect substitutes for domestic goods. The 
complementary imports have no domestic equivalent. For products from 
agribusiness a division has been made between the EC and rest of the world 
as regards competitive imports and exports. 
In the model the small country assumption is used in the sense that world 
market prices for imports and exports are exogenous variables in the model. 




To model import demand and export supply the Armington procedure is 
used. The Armington procedure assumes that imported, exported and 
domestically produced and used goods are imperfect substitutes. 
The government or public sector has three functions in the model (see 
chapter 11). Each function is performed by a special hypothetical institution. 
First, the Treasury can impose direct taxes, indirect taxes and tariffs. But 
it can also give export subsidies and income transfers. All taxes and sub-
sidies in the basic model are represented by ad valorem taxes or tariffs. The 
Treasury can use policy instruments to influence prices, and hence inter-
industry transactions, income, etc. 
Second, the public services industry purchases commodities and the 
services of primary inputs to produce its output. It is treated as an ordinary 
industry in the model. 
Third, the public household performs the consumption and saving tasks of 
the public sector. It demands only one good: the output of the public 
services industry. The income of the public household is determined by the 
Treasury (by means of an income transfer) and the income from the supply 
of capital services. A fixed proportion of the income of the public household 
is borrowed (negative saving). 
In a general equilibrium model all input and output markets are in equilib-
rium. The other equilibrium conditions are a fixed public budget (the 
revenue and expenditure of the Treasury are equal), zero profits, the budget 
constraints of the private and public households, a fixed surplus on the trade 
balance, and equality of saving and investment. The model has a neo-
classical closure in the sense that saving determines investment in the model. 
The model is calibrated using 1981 data. Calibration implies that the 
coefficients in the model are determined such that the model represents the 
base year situation. For the calibration procedure expenditure and tax tables 
were used (discussed in chapter 3) which show the value of transactions and 
income flows in the economy. In addition, values of the substitution and 
transformation elasticities are required. Both the expenditure and tax tables 
and the value of the elasticities are taken from Zeelenberg et al. (1991). 
A solution strategy and a solution algorithm are required to solve the 
model for alternative equilibria. The model is a collection of non-linear 
algebraic equations and is solved directly with a numerical solution technique 
included in GAMS, a computer package developed to solve for non-linear 
systems. 
The equilibrium conditions, calibration procedure and the model solution 
method are discussed in chapter 12. 
The basic model is a general framework. To analyse specific policy ques-
tions for agribusiness the basic model has to be modified. Part IV of the 
thesis examines the consequences of two specific policies; a supply quota for 
milk and a supply quota for livestock to protect the environment. First, 
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detailed policy instruments were incorporated in the model (see chapter 13). 
These are variable import levies and export subsidies for dairy and meat 
imports and exports from outside the EC, and supply quotas for milk and 
livestock production. Some background information on the policy issues and 
the outcome of the policy simulations are presented in chapter 14 (a supply 
quota for milk) and chapter 15 (a supply quota for livestock). 
In chapter 14 a ceteris paribus analysis of different aspects of the intro-
duction of milk quotas is given. The results provide some important insights. 
First, they reveal the dependence of the outcomes on EC and world 
market prices. This stresses the importance of trade for Dutch dairy produc-
tion and agribusiness. The competitiveness of the Netherlands on the world 
market for dairy products is affected by the introduction of milk quotas 
because domestic prices change relatively to rest of the world market prices. 
For example, there is a growth of imports from the rest of the world and a 
relative increase in importance of the EC as the export market for Dutch 
dairy products. 
Second, the dependence of the outcomes on the degree of factor mobility 
is highlighted. The assumption in most AGE models of complete or totally 
incomplete factor mobility needs therefore to be reconsidered. 
Third, with low factor mobility, factor demand (e.g. employment) in 
dairy farming does not fall much but factor prices do, whereas with high 
factor mobility the primary inputs move out of dairy farming and the factor 
prices drop less because they more or less have to equalize between indus-
tries. The value of factor demand is larger with high factor mobility imply-
ing smaller quota rents and quota prices. It has to be remembered that factor 
mobility is low in dairy farming. 
Fourth, the effects on other industries of the introduction of milk quotas 
are substantial, especially for dairy manufacturing and grain milling, which 
includes the feed industry. Neglecting the effects in those industries would 
be misleading. However, the effects are less than predicted by input-output 
models because of the greater possibilities for input substitution in the AGE 
model. 
Fifth, the introduction of milk quotas increases welfare, measured in 
terms of GDP and the equivalent variation, although the rise is small. This is 
a second best result; quotas reduced the distortions caused by government 
intervention in dairy markets. 
Sixth, from a welfare-economic point of view price decreases, compared 
to supply quotas, are preferable when the production of milk, and therefore 
the support given to milk production, has to be reduced (GDP and the 
equivalent variation are higher). The welfare improving effects on industries 
are larger with price decreases than with supply quotas: output, factor 
demand, value added and trade change more. Especially in dairy farming, 
value added decreases much more in case of the price decreases. These large 
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changes make price decreases in dairy farming politically difficult to 
achieve. 
Finally, the degree of output substitution in dairy farming between milk 
and cattle production is relatively unimportant for the effects of milk quotas. 
Of course the model results do not provide a definite answer to all issues 
regarding milk quotas. The strength of the model approach chosen is that it 
gives a consistent static analysis of the effects of the introduction of milk 
quotas on inter-industry transactions, price and income formation, factor 
demand, and exports and imports in Dutch agribusiness and economy as a 
whole. 
Many of the general issues discussed above are also relevant for the 
simulation of the introduction of supply quotas in the livestock industry (see 
chapter 15). In this simulation the difference between the effects of using 
supply quotas and a levy on the demand for compound feed were analysed. 
The low price elasticity of demand for compound feed made the differences 
in the effects on output and inputs between both policies small. However, 
there is a large difference in value added generated because with supply 
quotas quota rents are created that support income earned in livestock 
production. However, in the long run quota rights are just an ordinary 
production factor. This implies that in the long run livestock farmers are 
better off with levies on compound feed (because value added excluding 
rents is reduced less with the levy on compound feed). 
The meat manufacturing industry and the grain mills are affected substan-
tially by both ways of reducing livestock. However, the effects for other 
industries are relatively small which indicates that the livestock industry is 
relatively small and isolated in the Dutch economy. Welfare losses measured 
by changes in the equivalent variation are greater in the case of supply 
quotas than in the case of the levy. This indicates that supply quotas for 
livestock cause more distortions than the levy for compound feed. 
Both supply quotas and levies on the demand for compound feed increase 
domestic prices relative to EC and world market prices. This implies a 
strong decrease of exports and increase of imports of livestock products. 
The last part of the thesis assesses the methodology and results, and 
draws conclusions. It is concluded that the model developed is a flexible and 
powerful tool for analysing the effects of agricultural policy changes on 
agribusiness and the economy as a whole. This is especially true in compari-
son with the input-output models that are traditionally used to analyse the 
economy-wide effects of agricultural policy changes, and with partial 
equilibrium models. The AGE model developed here provides valuable 
information for policy makers and interest groups on employment, income 
and trade in the economy as a whole. 
The AGE model has additional advantages. First, the model incorporates 
accounting consistency (for example budget constraints are taken into 
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account as is market balance, in addition to basic macroeconomic identities 
such as the equality of saving and investment). Second, the model is theor-
etically consistent which makes the interpretation of the results relatively 
easy in spite of the fact that the model is rather large. Third, all inter-
industry effects are explicitly modelled, there is no need to make a choice 
regarding which linkages are important enough to model as in partial 
equilibrium models. Fourth, in a partial equilibrium model some results are 
quite obvious, for example introducing trade distortions reduces welfare. In 
a general equilibrium model this is no longer always the case because the 
effects on the rest of the economy are also taken into account. Finally, 
welfare analysis should be applied to the owners of the factor inputs, that is, 
the households. This is easy in the AGE model but not so easy in a partial 
equilibrium model. Changes in consumer and producer surplus and tax 
receipts are often a poor proxy for the real welfare changes in an economy. 
The broadness of our AGE model, however has its price. The model 
ignores much detail which is often present in partial equilibrium models. 
Moreover, the fact that the model is rather large and few data are available 
means that econometric estimates, and therefore econometric tests, of the 
behaviourial equations are impossible. However, use has been made of 
econometric estimates of substitution (AESs) and transformation elasticities 
(AETs) as presented by Zeelenberg et al. (1991). In the future, to make the 
results of the simulations more useful for policy analysis more technical 
information could be used (e.g. crop and livestock yields), more data about 
the development of the exogenous variables could be obtained (e.g. on world 
market prices) and more external information on AESs and AETs could be 
used. Although the model is unsuitable for predictions the clear structure and 
flexibility make it a useful tool for analysing the effects of agricultural 
policies in relation to different assumptions about key linkages between 




Het doel van dit proefschrift was de ontwikkeling van een toegepast alge-
meen evenwichtsmodel (AGE-model) om de effecten van veranderingen in 
het landbouwbeleid te analyseren. De interesse ging in het bijzonder uit naar 
de effecten op de transacties tussen bedrijfstakken, de vraag naar factorin-
puts, het inkomen, en de internationale handel. 
Het ontwikkelde model is tamelijk algemeen en kan gebruikt worden voor 
de analyse van een groot aantal veranderingen in het landbouwbeleid. Deze 
algemeenheid vereist echter dat het model aangepast moet worden voor 
speciale beleidsvraagstukken. Zo is in de hoofdstukken 13 tot en met 15 het 
model aangepast en gebruikt om de invloed van de aanbodquota voor melk 
en een vermindering van de veestapel in Nederland voor milieudoeleinden te 
analyseren. 
De beleidssimulaties dienen in de eerste plaats als een illustratie van het 
AGE-model, in de tweede plaats functioneren zij als een bron van informatie 
voor beleidmakers en belangengroepen. 
Het proefschrift bestaat uit vijf delen; elk deel bestaat uit één of meer 
hoofdstukken. Deel I beschrijft het doel en de methode van onderzoek. In 
dat hoofdstuk wordt ook de structuur van het proefschrift besproken. Het 
doel en de methode zijn hierboven reeds beschreven. 
Deel II bespreekt de idee achter het begrip agribusiness (hoofdstuk 2) en 
geeft een beknopte kwantitatieve beschrijving van de Nederlandse agribusi-
ness (hoofdstuk 3). 
Bedrijfstakken, of delen van bedrijfstakken met belangrijke economische 
verbindingen, zowel aan de input zijde als aan de output zijde van de land-
bouw, behoren tezamen met de landbouw tot de Nederlandse agribusiness. In 
hoofdstuk 3 wordt de omvang van de Nederlandse agribusiness gemeten in 
toegevoegde waarde en werkgelegenheid. In 1981 had de landbouw een 
aandeel in de totale toegevoegde waarde van 4 procent, in 1988 bedroeg dat 
aandeel 3,8 procent. Voor de agribusiness bedroegen deze aandelen respec-
tievelijk 7,5 en 6,5 procent. De kwantitatieve beschrijving is gemaakt met 
behulp van de input-output analyse. In hoofdstuk 3 worden ook de data voor 
het AGE-model besproken. Deze data zijn gegeven in de vorm van een 
uitgaven- en een belastingtabel die de waarde tonen van de transacties en 
inkomensstromen in de Nederlandse economie in 1981. 
In deel III van het proefschrift wordt het AGE-model gepresenteerd. In 
het model zijn er 19 bedrijfstakken die 20 goederen produceren (de melkvee-
houderij produceert naast melk ook rundvee). Vier van deze bedrijfstakken 
behoren tot de landbouw (de melkveehouderij, de akkerbouw, de intensieve 
veehouderij en de tuinbouw) en er zijn nog zes andere bedrijfstakken die tot 
de agribusiness behoren (de zuivel- en melkproduktenindustrie, de slachterij-
en en vleeswarenindustrie, de graanverwerkende industrie, de suikerindus-
trie, de cacao-, chocolade- en suikerwerkindustrie en de overige voedings-
middelenindustrie). De bedrijfstakken gebruiken intermediaire inputs, 
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importen en de diensten van de factorinputs om hun output te produceren. 
De output van de bedrijfstakken wordt binnenlands verbruikt of geëxpor-
teerd. Bedrijfstakken opereren in input en output markten met de marktvorm 
van volledige mededinging. De prijzen zijn daarom een gegeven voor de 
bedrijfstakken. Bedrijfstakken maximaliseren hun winsten gegeven de hun 
beschikbare technologie, die wordt beschreven met behulp van een produk-
tiestructuur bestaande uit meerdere niveaus. De produktiestructuur bestaat op 
ieder niveau uit CES (Constant Elasticity of Substitution) produktiefuncties 
en CET (Constant Elasticity of Transformation) produkt transformatiefunc-
ties. In deze functies is factor toenemende technologische vooruitgang 
opgenomen. De marktvorm van volledige mededinging maakt het mogelijk 
winstmaximalisatie te vervangen door kostenminimalisatie en opbrengsten-
maximalisatie. De produktiestructuur wordt gepresenteerd in hoofdstuk 5, 
technologische vooruitgang wordt in hoofdstuk 6 geïntroduceerd en de 
functievormen zijn gekozen in hoofdstuk 7. 
De vraag van de consumenten (zie hoofdstuk 8) naar goederen bepaalt 
gedeeltelijk het niveau en de relatieve distributie van de output van de 
bedrijfstakken. In het model is er een representatieve consument of huis-
houden dat de eigenaar is van de arbeid, grond en een gedeelte van de 
kapitaalgoederenvoorraad in de economie. Een vast gedeelte van het inko-
men van het huishouden wordt gespaard, het andere deel van het totale 
inkomen wordt gebruikt voor de uitgaven aan consumptiegoederen. Het 
totale inkomen van het huishouden wordt bepaald door het inkomen dat 
wordt verdiend met het beschikbaar stellen van de diensten van de factorin-
puts gecorrigeerd voor belastingen en subsidies en de netto inkomenstrans-
fers. 
Het huishouden maximaliseert een nutsfunctie gegeven een inkomensre-
strictie, of gegeven de dualiteit tussen de nuts- en uitgavenfunctie, minimali-
seert de uitgaven gegeven een vast nutsniveau. Nutsmaximalisatie resulteert 
in een vraagstelsel dat gerelateerd is aan het LES (Linear Expenditure 
System) vraagstelsel dat substitutie tussen consumptiegoederen toestaat als 
gevolg van prijs- en inkomensveranderingen. 
Het aanbod van de diensten van de factorinputs (zie hoofdstuk 9) is geen 
onderdeel van de nutsfunctie van het huishouden maar is een exogeen 
gegeven. Dit impliceert onder andere dat er geen keuze is tussen arbeid en 
vrije tijd in het model. 
De vraag naar de diensten van de factorinputs door de bedrijfstakken 
hangt af van de marginale opbrengsten van die diensten in de bedrijfstakken. 
Er wordt verondersteld dat de diensten imperfect mobiel zijn tussen de 
bedrijfstakken. Dit is een specifiek kenmerk van het AGE-model. De 
beloning voor de inzet van de factorinputs gaat naar de eigenaren van deze 
inputs, dit zijn: het huishouden (alle lonen, grondrenten, en gedeeltelijk de 
beloning voor kapitaal), de overheid (gedeeltelijk de beloning voor kapitaal) 
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en de rest van de wereld (gedeeltelijk de beloning voor kapitaal). De totale 
beschikbaarheid van de factorinputs is exogeen in het model. Dit betekent 
dat bijvoorbeeld immigratie of andere veranderingen in de totale hoeveelheid 
beschikbare arbeid niet zijn gemodelleerd. Van de bruto-investeringen zijn 
alleen het bestedingseffect maar niet het capciteitseffect gemodelleerd. 
Hoofdstuk 10 behandelt de internationale handel in het AGE-model. 
Importen worden verdeeld in concurrerende en complementaire importen. De 
eersten worden alleen geïmporteerd door bedrijfstakken, de tweede ook door 
het huishouden. De concurrerende importen zijn imperfecte substituten voor 
de binnenlands geproduceerde goederen. De complementaire importen 
hebben geen binnenlandse tegenhanger. De concurrerende importen en de 
exporten van goederen die geproduceerd worden door de agribusiness zijn 
onderverdeeld in EG en de rest van de wereld importen en exporten. 
In het model is de kleine landen hypothese gemaakt in die zin dat de 
wereldmarktprijzen voor geïmporteerde en geëxporteerde goederen exogene 
variabelen zijn. Dit betekent dat het aanbod van de importen en de export-
vraag perfect prijselastisch zijn. 
Om de importvraag en het exportaanbod te modelleren wordt de Arming-
ton veronderstelling gebruikt. De Armington veronderstelling zegt dat 
geïmporteerde, geëxporteerde en binnenlands geproduceerde en gebruikte 
goederen imperfecte substituten van elkaar zijn. 
De overheid of publieke sector heeft drie functies in het model (zie 
hoofdstuk 11). Elke functie wordt uitgevoerd door een speciale institutie. 
Ten eerste is er de fiscus die directe en indirecte belastingen en tarieven kan 
heffen. Maar ze kan ook exportsubsidies en inkomenstransfers verlenen. Alle 
belastingen en subsidies in het AGE-model zijn weergegeven door ad 
valorem belastingen en tarieven. De fiscus kan deze beleidsinstrumenten 
gebruiken om de prijzen te beïnvloeden, en daarmee de transacties tussen 
bedrijfstakken, inkomens, etc. 
Ten tweede is er een bedrijfstak die publieke diensten produceert, deze 
koopt goederen en de diensten van de factorinputs aan om zijn output te 
produceren. Deze bedrijfstak wordt behandeld als een gewone bedrijfstak in 
het model. 
Ten derde, is er het overheidshuishouden dat de consumptie en spaaracti-
viteiten van de publieke sector uitvoert. Het inkomen van het overheidshuis-
houden wordt bepaald door de fiscus (door middel van een inkomenstransfer) 
en het inkomen dat gerealiseerd wordt door het aanbieden van kapitaaldien-
sten. Een vast gedeelte van het inkomen van het overheidshuishouden wordt 
geleend (negatieve besparingen). 
In een algemeen evenwichtsmodel zijn alle input en output markten in 
evenwicht. Andere evenwichten bestaan eruit dat de uitgaven en de ontvang-
sten van de fiscus in evenwicht zijn, dat er geen winsten bestaan, dat aan de 
budgetrestricties van de huishoudens wordt voldaan, dat er een vast over-
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schot op de betalingsbalans is en dat de besparingen gelijk zijn aan de 
investeringen. In het model bepalen de besparingen de investeringen. 
Het model is gekalibreerd met gebruikmaking van gegevens voor 1981. 
Kalibreren betekent dat de coëfficiënten in het model zodanig bepaald 
worden dat het model de situatie in het basisjaar weerspiegelt. Voor de 
kalibratie procedure worden de uitgaven- en belastingtabellen gebruikt 
(besproken in hoofdstuk 3) die de waarde van de transacties en inkomens-
stromen in de economie weergeven. Bovendien zijn de waarden van de 
substitutie- (AES's) en transformatie-elasticiteiten (AET's) nodig. Zowel de 
uitgaven- en belastingtabellen als de substitutie- en transformatie-elasticiteiten 
zijn afkomstig uit een studie van Zeelenberg et al. (1991). 
Een oplossingsstrategie en oplossingsalgoritme zijn nodig om het model-
evenwicht te berekenen. Het model is een verzameling niet-lineaire wiskun-
dige vergelijkingen en is direct opgelost met behulp van een numerieke 
oplossingstechniek uit GAMS, een computerpakket ontwikkeld voor niet-
lineaire systemen. De evenwichtscondities, kalibratie procedure en het 
oplossen van het model worden besproken in hoofdstuk 12. 
Het AGE-model heeft een algemene opzet. Om specifieke beleidsvragen 
voor de agribusiness te kunnen bestuderen moet het AGE-model worden 
aangepast. 
Deel IV van het proefschrift onderzoekt de gevolgen van twee specifieke 
vormen van beleid: een aanbodquotum voor melk en een aanbodquotum voor 
vee om het milieu te beschermen. Eerst werden de relevante beleidsinstru-
menten gemodelleerd (zie hoofdstuk 13). Deze beleidsinstrumenten zijn 
variabele invoerheffingen en exportsubsidies voor zuivel- en vleesimporten 
en exporten van buiten de EG, en aanbodquota voor melk en vee. Hoofdstuk 
14 (een aanbodquotum voor melk) en hoofdstuk 15 (een aanbodquotum voor 
vee) geven enige achtergrondinformatie en de uitkomsten van de beleidssi-
mulaties. 
Hoofdstuk 14 geeft een ceteris paribus analyse van verschillende aspecten 
van de introductie van aanbodquota voor melk. De modeluitkomsten tonen 
enkele belangrijke inzichten. 
Ten eerste laten de modelsimulaties zien dat de modeluitkomsten sterk 
afhankelijk zijn van EG- en wereldmarktprijzen. Dit toont het belang van de 
internationale handel voor de Nederlandse zuivel en agribusiness. De 
concurrentiepositie van Nederland op de wereldmarkt voor zuivel wordt 
beïnvloed door de introductie van de aanbodquota voor melk omdat de 
binnenlandse prijzen veranderen ten opzichte van de wereldmarktprijzen. Er 
is bijvoorbeeld een groei van de importen uit de rest van de wereld en een 
relatieve groei in het belang van de EG als exportmarkt voor Nederlandse 
zuivel. 
Ten tweede tonen de modelsimulaties de afhankelijkheid van de modeluit-
komsten van de veronderstelde factormobiliteit. De veronderstelling in de 
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meeste AGE-modellen van volledige factormobiliteit of volledige factorim-
mobiliteit dient daarom te worden heroverwogen. 
Ten derde daalt met een geringe factormobiliteit de vraag naar factorin-
puts (b.v. werkgelegenheid) in de melkveehouderij nauwelijks, maar de 
prijzen van de factorinputs dalen sterk. Met een hoge factormobiliteit daalt 
de vraag naar de factorinputs door de melkveehouderij, de prijzen van de 
factorinputs dalen minder omdat deze min of meer gelijk tussen bedrijfstak-
ken moeten zijn. De waarde van de gevraagde factorinputs is groter met een 
hoge factormobiliteit wat lagere quota rents en prijzen impliceert. Er dient 
hier opgemerkt te worden dat de factormobiliteit laag is in de landbouw. 
Ten vierde zijn de effecten van de introductie van de aanbodquota voor 
melk voor andere bedrijfstakken substantieel, speciaal voor de zuivelindustrie 
en de graanverwerkende industrie waaronder de mengvoederindustrie. De 
effecten zijn echter geringer dan voorspeld door input-output modellen omdat 
er grotere substitutiemogelijkheden voor goederen en factorinputs in het 
AGE-model bestaan. 
Ten vijfde vergroot de introductie van de aanbodquota voor melk de 
welvaart, gemeten in Bruto Binnenlands Produkt (BBP) en de 'equivalent 
variation', ofschoon de stijging gering is. Dit is een 'second best' resultaat: 
aanbodquota verminderen de distorsies die worden veroorzaakt door over-
heidsinterventie in de markten voor zuivelprodukten. 
Ten zesde zijn van een welvaartstheoretisch standpunt prijsverlagingen, in 
vergelijking tot aanbodquota, te prefereren indien de produktie van melk, en 
daarmee de steun gegeven aan de melkproduktie, moet worden verlaagd 
(BBP en equivalent variation zijn hoger). De welvaarts verbeterende effecten 
zijn groter met prijsverlagingen dan met aanbodquota: output, de vraag naar 
factorinputs, de toegevoegde waarde, en de internationale handel veranderen 
meer. In het bijzonder de toegevoegde waarde in de melkveehouderij daalt 
meer in het geval van prijsverlagingen. Deze grote veranderingen maken de 
prijsverlagingen in de melkveehouderij politiek gezien moeilijk bereikbaar. 
Tenslotte is de mate van outputsubstitutie tussen melk en vee in de 
melkveehouderij relatief onbelangrijk voor de effecten van de aanbodquota 
voor melk. 
De modeluitkomsten geven geen definitief antwoord op alle zaken met 
betrekking tot de aanbodquota voor melk. De kracht van het gekozen model 
is dat een consistente statische analyse van de effecten van de introductie van 
de aanbodquota voor melk op de transacties tussen bedrijfstakken, prijs- en 
inkomensvorming, de vraag naar factorinputs, exporten en importen in de 
Nederlandse agribusiness en economie wordt gegeven. 
Veel van de algemene zaken die hierboven voor de aanbodquota van melk 
zijn besproken zijn ook van toepassing voor de simulatie van de introductie 
van aanbodquota in de intensieve veehouderij (zie hoofdstuk 15). In deze 
simulatie werden de verschillen tussen de effecten van het gebruik van 
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aanbodquota voor vee en een heffing op de vraag naar mengvoeder geanaly-
seerd. De lage prijselasticiteit voor mengvoeder maakt dat de verschillen, in 
de effecten voor de produktie en gevraagde inputs, tussen beide beleidsmaat-
regelen gering zijn. Er is echter een groot verschil in gerealiseerde toege-
voegde waarde omdat met aanbodquota er quota rents worden gerealiseerd 
die het inkomen in de intensieve veehouderij ondersteunen. Er dient opge-
merkt te worden dat op de lange termijn quotarechten gewone produktiefac-
toren zijn. Dit betekent dat op lange termijn veehouders beter af zijn met 
heffingen op mengvoeder (omdat de toegevoegde waarde exclusief de quota 
rents minder wordt verlaagd met de heffing op mengvoeder). 
De vleesindustrie en de graanverwerkende industrie worden sterk be-
ïnvloed door de aanbodquota en heffingen die gebruikt worden om de 
veestapel te reduceren. De effecten voor andere sectoren zijn relatief klein 
wat laat zien dat de intensieve veehouderij relatief klein en geïsoleerd is in 
de Nederlandse economie. Welvaartsverliezen gemeten in de veranderingen 
in de 'equivalent variation' zijn groter in het geval van de aanbodquota dan 
in het geval van de heffing. Dit geeft aan dat aanbodquota meer distorsies 
veroorzaken dan de heffing. Zowel de aanbodquota voor vee als de heffingen 
op de vraag naar mengvoeder verhogen de binnenlandse prijzen relatief ten 
opzichte van de EG- en wereldmarktprijzen. Dit betekent een sterke daling 
van de exporten en vergroting van de importen van vee. 
In laatste gedeelte van het proefschrift worden de methode en de resulta-
ten van het onderzoek bediscussieerd en worden enkele conclusies getrok-
ken. Er wordt geconcludeerd dat het ontwikkelde model een flexibel en 
krachtig instrument is voor de analyse van de gevolgen van veranderingen in 
het landbouwbeleid voor de agribusiness en de totale economie. Dit is vooral 
het geval als het model wordt vergeleken met input-output modellen, die 
traditioneel worden gebruikt om de effecten van wijzigingen in het land-
bouwbeleid voor de totale economie te berekenen, en met partiële even-
wichtsmodellen. Het ontwikkelde AGE-model levert waardevolle beleidsin-
formatie voor politici en belangengroepen op het gebied van werkgelegen-
heid, inkomen en internationale handel. Het AGE-model heeft echter meer 
voordelen. Ten eerste bevat het model boekhoudkundige consistenties (het 
model bevat bijvoorbeeld macro-economische identiteiten zoals het feit dat 
de besparingen gelijk zijn aan de investeringen). Ten tweede is het model 
theoretisch consistent wat de interpretatie van de resultaten vereenvoudigt, 
ondanks het feit dat het model tamelijk groot is. Ten derde zijn alle verbin-
dingen tussen bedrijfstakken gemodelleerd, wat de keuze welke verbindingen 
belangrijk genoeg zijn om te modelleren, zoals dat in partiële modellen 
nodig is, overbodig maakt. Ten vierde zijn in een partieel evenwichtsmodel 
sommige uitkomsten vanzelfsprekend, zoals dat het introduceren van han-
delsbelemmeringen de welvaart verlaagt. Deze uitkomsten zijn in een alge-
meen evenwichtsmodel niet vanzelfsprekend omdat de effecten op de rest 
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van de economie ook in ogenschouw worden genomen. Tenslotte moeten 
welvaartsanalyses toegepast worden op de eigenaren van de factorinputs, 
ofwel de huishoudens. Dit is eenvoudig in een algemeen evenwichtsmodel 
maar met zo eenvoudig in een partieel evenwichtsmodel. Veranderingen in 
het consumentensurplus en producentensurplus en veranderingen in de 
belastingontvangsten zijn immers vaak slechts een benadering van de 
werkelijke welvaartsveranderingen. 
Het algemene karakter van het model heeft echter ook nadelen. Het model 
heeft niet de gedetailleerdheid die wel vaak aanwezig is in partiële even-
wichtsmodellen. Bovendien maken het feit dat model nogal groot is en er 
weinig gegevens beschikbaar zijn econometrische schattingen, en daarmee 
econometrische toetsen, van de gedragsvergelijkingen onmogelijk. Er is 
echter wel gebruik gemaakt van econometrische schattingen van de AES's en 
AET's die gepresenteerd zijn door Zeelenberg et al. (1991). Om in de 
toekomst de resultaten van de simulaties bruikbaarder te maken voor beleids-
analyses zou meer gebruik gemaakt kunnen worden van technische informa-
tie (b.v. hectare opbrengsten), zouden meer gegevens over de ontwikkeling 
van de exogene variabelen (b.v. wereldmarktprijzen) kunnen worden 
verzameld en zou meer externe informatie over AES's en AET's kunnen 
worden gebruikt. Het AGE-model is niet te gebruiken is voor het maken van 
voorspellingen. Maar de duidelijke structuur en flexibiliteit maken het tot 
een bruikbaar instrument om de effecten van landbouwbeleid, in relatie tot 
verschillende veronderstellingen over de verbindingen tussen bedrijfstakken 
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