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Summary 
Categorical data may be classified into a dichotomous and polychotomous data. 
In the present paper the use of such qualitative data will be discussed in 
the context of contingency table analysis. 
A log-linear model and underlying statistical hypotheses are related to each 
other, especially in regard to nested or hierarchical models. The goodness-
of-fit of different hierarchical models is judged by means of some asymptotic 
chi-squared test-statistics, viz. Pearsons test-statistic and the likelihood 
ratio-test. 
A new issue in this paper is the discussion of the problem of a priori or 
structural zeros - in addition to sampling zeros - in log-linear analysis. 
This paper proposes a solution to deal with this problem. 
The asnalysis is illustrated by means of an empirical application to inter-
regional migration data in the Netherlands. 
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1.INTRODUCTION 
Surveys often contain categorical data that have been classified in qualita-
tive terms such as man or woman; married or single persons. These are exam-
ples of dichotomous classifications, which are measured on a nominal scale. 
This means that the variables or phenomena concerned can only be distinguish-
ed by their name or attribute. In order to classify such variables, numbers 
as well as other symbols can be used. Polychotomous or multiple classifica-
tions are also common, for example, a classification of people according to 
their income into low, middle or high income groups. The latter type of clas-
sified variables which can be ranked from low to high, is called ordinal 
data. Such ordinal data imply that it is known whether some observation has a 
higher or lower value than another one. 
These categorical data will be discussed here in the context of contingency 
tables, while next log-linear models with their underlying statistical test-
hypotheses will be developed to deal with this type of Information. In this 
way, a contingency table can be interpreted as a sample from a multinomial 
distribution. The usual Standard regression analysis and the contingency 
table analysis are both statistical models that are used for different kinds 
of data. Linear or non-linear regression models and many other econometrie 
estimation procedures can be typified as analyzing a quantitative dependent 
variable as a linear or non-linear function of other independent variables. A 
main difference between regression procedures and log-linear models is that 
the latter type of modeling does not explicitly distinguish between response 
and explanatory variables: each variable can be analyzed simultaneously as a 
function of all others. 
In this paper, a log-linear model and an underlying statistical hypothesis 
will be related to each other. Special attention will be paid to so called 
hierarchical models. The goodness-of-fit of the corresponding maximum-likeli-
hood estimates of cell-elements- will be tested by means of asymptotic chi-
squared test-statistics, viz. Pearson's test-statistic and the __likelihood-
ratio statistic . The additivity property of the last one will also be demon-
strated, which can be interpreted as a conditional hypothesis of adding new 
terms to the log-linear model. In addition, the problem of structural zeros 
in contingency tables will be formulated. A meaningful solution to deal with 
this problem appears to be the determination of restricted maximum-likelihood 
estimates. Some applications and results for regional migration data will be 
presented as well. 
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2. Contingency Table Analysis and Statistical Tests 
The simplest form of a contingency is a 2x2 table, in which the entries re-
flect the observations or frequencies of occurrence of each pair of catego-
ries. A survey with sample size N can be represented in the following way. 
1 2 t o t a l 
1 
2 
n i l n i 2 ; 
n 2 1 n 2 2 n^ • 
: a l n « i n« o N 
Table 1. A 2x2 Contingency Table 
This 2x2 two-way table can be generalized to an I x J table with I rows and J 
columns, and cell-elements n, ., i=1,...,I; j=1,...,J. The row and column 
sums, called the marginal totals, are respectively equal to: 
n. = . E. n. . , i= 1,. • •, I i. 3=1 13 
n = , E_ n.. , j—1/.../J 
«3 i~~ T i 3 
(1) 
(2) 
Clearly/ the sum of all these elements is: 
N = .£ . E. n. . = . E„ n. = . E„ n . i=1 3=1 13 i=1 1. 3=1 .3 (3) 
This two-way table can easily be generalized to a higher order one, i.e., a 
three-way table with three components and elements n, , i=1,...,I; 
[J = I ^  • • • ƒ J f JC~ I f « « • ƒ ix« 
Applications of contingency tables analyses in geography, demography, biolo-
gy, medicine and sociology can be found in among others Abrahamse and Lam-
merts van Bueren, 1979, 1980a, 1980b; Aitkin, 1979, 1980; Cox, 1970; Eve-
ritt, 1977; Fingleton, 1981; McCullagh, 1980; Pannekoek, 1980; Willekens, 
1980, 1982. 
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The analysis of contingency tables usually starts with assumptions about the 
characteristics of the relationship between the observed variables, which 
will be tested thereafter. 
When all cell elements in the contingency table are assumed to be indepen-
dent, the probability of occurrence of some event can be expres sed in terms 
of the corresponding marginal totals. This means there are no interaction ef-
fects between pairs of variables. For example, in a three-way contingency 
table, a test on complete independence in terms of probabilities of occurren-
ce is given by: 
H : P. ., = P. P . P , for all i,j and k with P , P . ,P , > 0 
o ijk i.. o - ..k J i..' o. ..k ' 
* 
Hi ! p^ m, ^ p-s p A p v ^or a t l e a s t o n e pair of combinations (i,j,k) 
where i=1,...,I; j=1,...,J; k=1,...,K 1 XJJt 1.. • J • • • K 
When the null hypothesis will not be rejected, the probabilities of events 
are represented in terms of products of the corresponding marginal probabili-
ties. This hypothesis can simply be transformed in terms of expected frequen-
cy estimates n ijk* 
j. n. n . n , n, n n „ 
. =
 x
" O - "*• _ i.. . ] . ..k 
o: nijk N N N N2 for all i,j and k 
(5) 
n. n . n 
H, 
i.. «i. • • Je 
..: n. ., f -4 f°r at least one pair (i,j,k) 1 lik N^ 
The elements n JLJ^ are maximum - likelihood estimates, given the con-
ditions of the null-hypothesis of mutual independece. The marginal category 
totals are assumed to be given. When logarithms from (5) are taken - again 
given the condition of the null-hypothesis of mutual independence -, one 
gets; 
In n*. = In n. + In n . + In n - 2 In N; i"jJe I« « • 3 • • • JC 
i=1,..,1;j=1,..J;k=1,..,K. (6) 
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This can be rewritten in terms of an overall mean and main effects. Because 
independency is assumed in (5), there are no first-order or interaction ef-
fects between the variables. Birch (1963) has shown that (6) can be formula-
ted as a log-linear model: 
In n = p + y1(i) + p2 (j) + p3 (k) for all i,j and k (7) 
where; 
I J K 
* y =
 Ï S T i=Ei j=Ei k=Ei ^ n i jk 
^ ( i ) -357- ^ ^ l n n i j k - ^ ' i = 1 i 
p 2< j ) - s i^i k=zi l n n l j k - u ' =i=1 J 
I J (8) 
* p3<k> = ÏJ iJl jll ln nijk "y ' W ' " " K 
p is the overall mean, where Pjd), P2(j)/ and P3(k) give the main effects 
front component 1,2 and 3 respectively. 
One main advantage of taking logarithms from multiplicative statistical hypo-
theses like (5) is the emergence of a log-linear model with additive compo-
nents. Given this, the effect of one single variable on the cell frequencies 
can be measured. The equivalence of formulae (6) and (7) can easily be proved 
by means of the conditional hypothesis of mutual independency as represented 
in (5). 
In the same way other types of log-linear models with their underlying sta-
tistical hypotheses can be developed (see also Brouwer, 1982; Payne, 1977). 
Suppose again a IxJxK contingency table with sample size N where the follow-
ing null-hypotheses with two-sided alternative hypotheses will be tested 
successively: 
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H : n. .. = — — for all i,j and k (9a) 
o ijk IJK 
^ n. n . n 
H : n. ., = 1" J?' — for all i,j and k (9b) 
o ijk N^ 
*
 n
''
 n
 k 
H : n. ., = — 3 " for all i,j and k (9c) 
o ijk N 
*
 n
-•
 n
-
H
 : n. ., = -ü;—iii for all i,j and k (9d) 
0 ijk n. 
x • • (n. . = n. . 
ij. ij. 
. * 
H :Jn = n for all i,j and k (9e) 
o I .jk .jk 
n. , = n. ï.k i.k 
The first test assvimes that the cell frequencies are equally distributed 
through the IJK elements. Test (9b) assumes that there are no interaction 
effects between the variables, i.e. all variables are mutual independent from 
each other.Multiple independence nas been assumed in formula (9c): the joint 
variable one and two is independent of the third variable. Test (9d) is rela-
ted to conditional independence: the second and third variable are indepen-
dent, given the level of the first variable. The last test supposes that 
there is no second-order interaction effect between the variables. 
These five hypotheses imply the following log-linear models successively: 
In n. ., =y (10a) 
ijk 
In n. = y + y(i) + y (j) + y (k) (10b) 
IJK
 1 2 3 1 
In n. =y + y (i) + y (j) + y. (k) + y (ij) (10c) 
ij* 1 2 3 12 
In n. =y + y (i) + y (j) + y (k) + y (ij) + y (ik) (10d) 
I : J K
 1 2 3 12 13 
* 
In n. =y + y ( i ) + y ( j ) + y ( k ) + y (ij)4-p (ik)+y (jk) 
1
^
K
 1 2 3 12 13 23 (10e) 
These five log-linear models hold - given the statistical hypotheses from 
formulae (9a)-(9e) - for all values of i, j, k with i=1, ..., I ; 
j=1,...,J;k=1,...,K. They will be called hierarchical log-linear models, 
because the inclusion of a given order effect also assumes the inclusion of 
all lower-order effects. The model that includes all possible y terms is 
called the saturated model; for the three-way contingency table it has the 
following shape: 
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In n. = y+ y (i) + y (j) + y (k) + y (ij) + y (ik) + y (jk) 
13JC 1 2 3 12 13 23 
+ y (ijk) (11) 
123 
This model is the most general model that can be fitted to a three-way con-
tingency table; it follows from the hypothesis that the expected value of 
cell-frequencies is identical to the observed values, or: 
* 
H s n. ., =n. ., for all i,j and k , „, , 
o ijk ijk J (12) 
For the saturated model, the number of cell-elements is equal to the number 
of y-variables. Main effects and first-order effects in formulae (10a-e) are 
determined by (8) and a typical first-order interaction effect is: 
p
1 0
( i
^
 =
 "TT 1=1 l n nljk" ~5T j i i k=Ei l n nljk" —5T Ji J i l n n l jk+ » 12 
(13) 
Since the main and higher-order effects are determined by deviations from a 
mean, the y-terms have the following constraints: 
E y (i) = E y (j) = 2 y (k) = 0 
1
 1 D 2 K 3 i=1,...,I 
E y (ij) = Z\x (ij) = 0 j=1,...,J (14) 
1
 12 3 12 k=1,...,K 
Ey (ijk) = Ey (ijk) = Ey (ijk) - 0 
1
 123 ^ 123 * 123 
The same constraints hold for other y-terms. 
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Given the condition that the null-hypothesis will not be rejected, the expec-
ted values of cell-frequencies in formula (9) are maximum likelihood estima-
tes. It has been shown (see also Birch, 1963) that the marginal totals are 
sufficiënt statistics. In a hierarchical log-linear model in a three-way 
table where, for example second-order interaction effects are assumed to be 
zero (i.e., P-J23 = °)' üke in (10e), the sufficiënt statistics are N, 
ni../ n j . / n..k' nij.' ni.k' n.jk* 
Because of a hierarchical model the minimum set of sufficiënt statistics is 
nij.» ni.k a n d n.jk* A very simple and useful iterative 
method of obtaining maximum likelihood estimates of the expected cell 
frequencies is an iterative scaling procedure (see also Fienberg, 1970; 
Payne, 1977). This procedure employs the minimum set of sufficiënt 
statistics. When a statistical hypothesis like (10e) is assumed, the maximum 
likelihood estimates n*. ., must satisfy three constraints. These 
i]k 
constraints follow immediately from the sufficiënt statistics and are: 
* 
n. . = n. . 
X ] . 1 ] . 
* 
n. , = n. , for all i, j and k (15) 
x.k x.k 
* 
n ., = n .. 
.]k .ik 
The iterative procedure starts with initial values (°) _ . n. = 1 
ijk 
for each cell-element and these constraints lead to the following iterative 
procedure in stage s. 
(3S+1) VJÖJ J-J» x: -, -, j , 
step 1. n> = n... • •* for all x,3 and k 
I-JS-TZ; J 5 T | J...K. j. . . . . , . i * r \ 
step 2. n.v .. = n, ., ,,oJ,1A f o r a 1 1 l*3 a n d k <16> 
s  (3s) 
- n. ,, iDk
n. . 
13.
n. .. X3k (3s) 
n. ij. 
(3s+2) 
n. ., 
xjk
(3s+1) 
= n. .. 
x]k 
i k 
(3s+1) 
n. 
x.k 
(3s+3) 
n. .. 
xjk 
(3s+2) 
= n. .. ijk 
n 
•3* 
(3s+2) 
n ., 
•Jk 
step 3. ., ., .\ „. for all i, j and k 
These three steps represent the s-th cycle of the iteration. When the diffe-
rence between successive estimates of n. ., for each cell element is less 
X3k 
than a preliminar chosen small value, say 0.01, the iteration procedure is 
terminated and convergent maximum likelihood solutions are obtained. When the 
termination criterium does not hold, then s+1:=s. In that case one has to 
start again with step 1 until the convergent criterium holds for all elements 
n 
ijk-
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3. Selection of a Hierarchical Model 
In the previous section, some log-linear models and their statistical hypo-
theses have been discussed. In the present section, the fit of these models 
will be mutually compared in order to arrive at the selection of a specific 
model. 
For each type of contingency tables two extreme models may be considered: 
- a minimal model with the smallest set of parameters, i.e., the overall mean 
effect. See for example model (10a) for a three-way table. 
- a saturated model in which all possible parameters are included and the 
expected values of cell frequencies are by definition identical to the 
observed ones. See for example model (11) for a three-way table. 
The fit of the expected cell frequencies with the observed frequencies under 
some statistical hypotheses uses asymptotically chi-squared distributed test-
statistics. On the one hand we have the test-statistic, developed by Pearson 
in 1904, where the sum of squared deviations between observed and expected 
frequencies are related to the expected frequencies, i.e. 
I J K (n - n. ) 2 
X = J, J, ,X — ^ 3JiL— (17) i=1 j=i
 k=1 n. ,, 
ijk 
In addition, the likelihood ratio test is developed in the same way (see also 
Mood et al., 1974) and its test-statistic is determined by the likelihood 
ratio X, with: 
L (p*) 
, _ J> dB) 
A
 L(p*) 
L(p*) is the unrestricted maximum value of the likelihood function and Lo(p*) 
is the maximum of the likelihood function conditional to some given null 
hypothesis. The likelihood ratio-test -2 In X which can also be approximated 
a-symptotically by a chi-squared distribution, is given by: 
2 I J K / n. 
G = - 2 1 n A = 2 . L . E. , Z_ n . . In ( - ^ \ (19) 
1=1 3=1 k=1 ijk \ n * j k 
- 9 -
The nuraber of degrees of f reedom is defined by the total number of indepen-
dent terms (see also Everitt, 1977; Kullback, 1968) 1 ) ; in the case of mutual 
independence it is equal to (1-1)(J-1)(K-1) because of the given marginal 
totals. By means of (17) and (19), we are able to test a certain null 
hypothesis. If the x -value is larger than some critical value, the null 
hypothesis will be rejected. when for example the null hypothesis given in 
(9b) is rejected by means of the test statistics (17) or (19), we can 
conclude that there is no mutual independence between the components. In that 
case, the interaction measures between categories have to be computed which 
will give smaller values of both Pearson's chi-squared statistic and the 
likelihood ratio-test. 
These two test-statistics are not equal to each other, because they have an 
asymptotic chi-squared distribution. The likelihood ratio test is preferred 
to the Pearson's chi-square statistic because of its additive character (see 
also Brouwer, 1982; Goodman, 1972; Payne, 1977). In that way, a statistical 
test can be developed to test whether the addition of one or more parameters 
in a hierarchical model gives an improvement of the model. Suppose for exam-
ple the following log-linear model: 
In n. .. = p + p. (i) + P0 (j) + P3 (k) (20a) 
ijk 1 éi 
** (20b) 
In n. = p + Pi (i) + P2 (j) + P, (k) + P12 (ij) 
1 jK *J 
The difference between the respective likelihood ratio test-statistics is 
also distributed as x2 with one degree of f reedom and provides a conditional 
test of the hypothesis p-|2 (ij) = °« The additive character of the like-
lihood ratio test follows by: 
^ ^ = 2 T. n In (-^ _ !ÜiX 
-2 In X = 2. E , n. ., In — ^ — = 2 . E . n. .. In . . . 
ijk/ '•" J v ijk ijk 
-,** 
-
2
 i . ï . k « i j , ta (-^|) + 2 i . f .1 ° i 3 k l n ( - ^ 1 < 2 1 ) 
•^) Note: the number of independent terms is equal to the difference between 
the number of cell elements and the number of parameters to be fitted. 
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The expected cell frequencies n. are assumed to satisfy a log-linear 
IJK 
model which is a special case of the hierarchical model with expected cell 
frequencies n**j_jk. Then the last term in (21) can be used to test 
whether the differences between the expected values n ^ j ^ and 
n
 ijk a r e simply due to random variation, given that the true ex-
pected frequencies are n ^ j ^ . lts number of degrees of freedom are 
equal to the difference in degrees of f reedom between the two models. From 
this follows that the likelihood ratio statistic from model (10a), called 
G2(a), can be decomposed into the following additive terms: 
G2(a) « (c2(a) - G2(b)) + (c2(b) - G2(c) ) +(G 2(C) -G2(e)) + G2(e) (22) 
Each pair of components in the brackets has an aymptotic x2-distr;i-kut:i-on with 
appropriate degrees of freedom. 
The fit of a model can be represented by the G2-test value. A large G 2 value 
can be interpreted as a bad fit. Goodman (1972) interprets this likelihood 
ratio statistic as the variation in the log frequencies which are unexplained 
by the model. To have a measure that represents the relative improvement of a 
log-linear model, he determined: 
2
 , 
G (i) - G2 (k) 
G^ (i) 
(23) 
This can be interpreted as the relative improvement of some hierarchical 
model related to a model with less parameters. When a certain model i is 
taken as the minimal model, coëfficiënt (23) corresponds to the multiple 
correlation coëfficiënt (R2 in regression analysis). The interval [°'1] i s 
the range of possible values of this coëfficiënt. It attains its maximum 
value when some model has an exact fit with the observed data and it has a 
value 0 when the model will not improve the goodness of fit related to the 
original model. 
- 11 -
When model (10b) is compared with the saturated one from (11), the sum of. 
first- and second-order interaction-effects, i.e, v-\2 tij) + U^^ (ik) + 
U23 (Jk) + ^23 (iJk)' is called the disturbance term in (1üb). In many prac-
tical applications there are only a limited number of cell-elementS/ and the 
nuraber of components is reduced by means of some statistical hypothesis. But 
when there are a lot of possible first-, second- and higher-order effects, it 
is necessary to reduce the number of components in a log-linear model with 
the sum of the other effects (called the disturbance term). There is an erra-
tic movement of the disturbance term when it consists of a finite number of 
.components. But when the number of components of the disturbance term become 
infinite, it can be adjusted by a known distribution function like the normal 
distribution. This normal distribution fucntion complies with the central 
limit theorem. 
In this way the disturbance term can be specified exactly with this type of 
analysis, where in regression analysis the distrubance term consists of the 
unobserved and unknown variables. 
4.Estimation of a Hierarchical Model 
In the previous section unique maximum likelihood estimates for the expected 
values of cell-frequencies have been developed. These maximum likelihood 
estimates exist for this model, given a statistical independency of the ob-
servations. These may be generated by one of the following sampling procedu-
res (see also Bishop, et al., 1975; Fienberg, 1977): 
- independent Poisson sampling 
- simple multinomial sampling 
- product multinomial sampling 
The p-terms, which represent main effects and higher-order effects, will be 
estimated in this section. We are interested, for example,-in the difference 
p-j (1) - JJ-| (2), when the first-order effect is at level 1 and 2, respec-
tively. From this, it can be tested whether the effect at level -1 on the log 
frequencies is significantly different from the effect of being at level 2. 
The model for a three-way I x J x K multiway-table with P parameters to be 
estimated is (see also Payne, 1977): 
y = Xu + e (24) 
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The estimates of p result from an ordinary least-squares estimation 
procedure: 
p* « (x'x)-1 x'y (25) 
where 
y is a (I x J x K) x 1 vector of log estimated frequencies 
p is a P x 1 vector of parameters to be estimated 
X i s a ( I x J x K ) x P design matrix with elements determined by the parame-
ters required. 
e is a (I x J x K) x 1 vector of error terms. 
Because of the restrictions on the parameters [see also forraula (14)], the 
model can also be rewritten in terms of redefined parameters, called 3-| • • •' 
3D. Suppose a 2x2x2 multiway-table. Then the reformulated model becomes: 
h e l 
32 e 2 
h e 3 
h 
h 
+ 
e 4 
e 5 
h e 6 
h e 7 
h e 8 
The 3 terms can uniquely be rewritten in terms of p elements which follow 
simply by substition (see also Payne, 1977). 3, corresponds to the mean-ef-
fect p, while 32/33 a n d 3i+ correspond to differences Pj^  (1) - Pj^  (2), p2 (1) 
- p2(2), Pod) - Po (2), respectively. Note that the final column of the 
design matrix for 38* which represents the second-order interaction-effect, 
is simply the product of the columns for the corresponding main effects and 
in n* n 
l n ni12 
^
 nl21 
ln n*^ 
ton212 
l n n221 
111 n222 
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first-order interaction effects. This corresponds to the interpretation of go 
as the difference between two second-order interaction effects, viz., Pi 03 
(111) - p123 (112). 
With the linear relationships in (26), the g terms can be rewritten in terms 
of the log expected frequencies, i.e., 
g-, = — [ In n* + In n* + In n*
 + In n* + In n* + In n* 
8
 111 112 121 122 211 212 
+ In n* + In n* J 
221 222 
1 
g9 = — [ In n* + In n* + In n* + In n* _ In n* _ In n* 8
 111 112 121 122 211 212 
_ In n* _ In n* ] 
221 222 
'8 3 = ~a [ In n* + In n* _ In n* _ In n*
 + In n* + In n* 
8
 111 112 121 122 211 212 
_ In n* _ In n* ] 
221 222 
gu = — [ In n* _ In n* + In n* _ In n* + In n* _ In n* (27) 
8
 111 112 121 122 211 212 
+ In n* _ In n* ] 
221 222" 
ge = — [ In n*
 + In n* _ In n* _ In n* - In n* _ In n* 
8
 111 112 121 122 211 212 
+ In n* + In n* ] 
221 222 
i 
ge = — [ In n* - In n* + In n* _ In n* _ In n*
 + In n* 8
 111 112 121 122 211 212 
_ In n* + In n* J 
221 222 
g7 = — [ In n* _ In n* _ In n* + In n* + In n _.. „
 T T _. ..* _ In n* 
ö
 111 112 121 122 211 212 
_ In n*
 + In n* ] 
221 222 
f^t = ~a i ^-n n* _ In n* _ In n*
 + In n* _ In n* + In n* 
8
 111 112 121 122 211 212 
+ In n* _ In n* ] 
221 222 
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Goodman (1972) has given a proof that the variance of the parameter estimates 
(27) is: 
1 
s2 = . E . 64 /. . (28) 
i,3,k In n* 
These variances can be used to test the hypothesis that some 3i=ü, 
X~~ I / • • « f O * 
5. Sampling Zeros and Structural Zeros 
In this section the problem of zero cell-elements will be dealt with. Multi-
way-tables where some cells are ignored are called incomplete tables. 
There are two possibilities with zero elements in contingency tables: fixed 
and sampling zeros (see also Bishop et al., 1975; Fienberg, 1977; Scholten, 
1982; Willekens, 1982). 
Sampling zeros may occur because of a relative small cell probability. They 
may vanish,at least in a theoretical way, when the sample size will suffi-
ciently be increased, and do not necessarily have to be equal to zero. In 
contrast to sampling zeros, fixed(or structural a priori) zeros occur if some 
cell-elements are impossible or excluded from the analysis, and if cell ele-
ments are known to have a priori a zero value. 
While the sampling zeros may occur because of a relatively small sample size 
when compared with the large number of cell-elements, they may have non-zero 
expected values. Evidently it will become problematic if one cannot distin-
guish between sampling zeros and structural zeros in a model, as then all 
zeros are treated as if they were structural zeros. One way out will be to 
replace a sampling zero by a small number before the log-linear analysis will 
be applied. Cox (1970) gives a proof that the addition of 0.5 to zero ele-
ments will give satisfactory asymptotic results (i.e., only for a large 
sample size). 
Another method is suggested by Fienberg and Holland (1970) where a value e 
will be added to zero cell-elements. This value depends on the observations 
and is defined as: 
N2 - Z n2 
F = i,3,k "ijk (29) 
IJK. £ , n* - Nz i,3,k i3k 
with a IxJxK contingency table with elements n ^
 a n d s a m p l e s i z e N. 
will be zero when some cell-element n. ., 
ijk is e 
cell-elements are zero (see also Pannekoek, 1980). 
., .
 o , . . „ = . ,.. n+,a„ 
ijk is equal to N and all other 
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There is a number of Standard computer packages which provide in various ways 
solutions for the problem of zero cell elements. A widely used programme like 
ECTA (Everymans Contingency Table Analysis) adds a constant value to all zero 
cell frequencies; the GLIM (Generalized Linear Interactive Modelling) handles 
the zero frequencies correctly, by means of a restricted maximum likelihood 
procedure but a real disadvantage of GLIM is its unability to deal with many 
dimensions in this programme. 
In the following, the expected values of incomplete tables (with structural 
zeros) will be estimated. A good illustration of the occurrence of structural 
zeros is migration analysis where intraregional migration is ignored. In that 
case the diagonal of a table consists of zero elements and the null hypo-
thesis of the absence of interactions outside the main diagonal can be tes-
ted. This will also be called a quasi-independence model; this is like depen-
dency to be tested on the non-zero elements of a table. 
An algorithm is used by means of which iterative solutions are adjusted in a 
biproportional way to the given set of marginal category totals. This algo-
rithm is an iterative procedure called the Deming-Stephan iterative propor-
tional fitting procedure (see also Bishop et al., 1975). In this procedure, 
the cell-elements are partioned into a set S containing non-zero elements and 
a set of elements with structural zeros. The algorithm consists of an initial 
condition and a cycle of iterations : 
(o) r 1 if (i,j,k) £S _ ... . . , , ,_n. n. ., = { . . 'J for all 1,3 and k (30) 
xjk l 0 in other cases 
(30) is the initial condition where S represents the non-zero cell-elements. 
The s-th cycle of the iteration procedure consists of three steps similar to 
the one represented in formula (16) above. Because of the initial condition, 
the expected value of cell-elements containing structural zeros also becomes 
zero, and restricted maximum likelihood estimates are obtained. 
The degrees of freedom also have to be determined when the goodness-of-fit of 
this quasi-independence model will be tested. If the table consists of IJK 
elements and s structural zeros, only (1-1)(J-1)(K-1)- s independent elements 
(called the degrees of freedom) remain in the quasi-independence model. 
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6. Application to Migration Analysis 
Table 1 represents interregional and intraregional migration flows, 
subdivided into male and female persons for the Dutch provinces Groningen and 
Friesland. The row-elements are incoming migrants and the column elements 
are out-going migrants. 
Male Female 
Groningen Friesland Groningen Friesland 
Groningen 
Friesland 
10074 
1260 
1328 
10137 
8089 
999 
1099 
8607 
Table 1 2x2x2 Contingency Table of Provincial Migration Flows in 1978 
It is easlily seen that 10074 male persons out of the total sample survey of 
41593 move within the province of Groningen. In addition, there are 22799 
male migrants and 18794 female migrants. 
Given the observed frequencies f rom table 1, the null-hypotheses will be 
tested for formulae (9a)-(9e). The expected cell-frequencies with goodness-
of-fit statistics are given in a lexicographic order in table 2. The critical 
chi-square value has a significance level of 95 percent. 
Expected cell-frequencies 
(i,j,k) observed (9a) (9b) (9c) (9d) (9e) 
(1,1,1) 
(1,1 ,2) 
(1,2,1) 
(1,2,2) 
(2,1,1) 
(2,1 ,2) 
(2,2,1) 
(2,2,2) 
10074 
8089 
1328 
1099 
1260 
999 
10137 
8607 
5199.125 
5199.125 
5199.125 
5199.125 
5199.125 
5199.125 
5199.125 
5199.125 
5541.533 
4568.076 
5744.775 
4735.616 
5652.687 
4659.704 
5860.005 
4830.604 
9955.960 
8207.040 
1238.260 
1020.740 
1330.348 
1096.652 
10274.432 
8469.568 
10058.015 
8104.985 
1343.985 
1083.015 
1225.816 
1033.506 
10171.184 
8575.494 
10083.143 
8079.857 
1319.062 
1107.938 
1250.857 
1008.143 
10145.931 
8598.069 
Pearson's) 
Likelihood 
test 
Degrees of 
Critical X' 
i2 
ratio 
Freedom 
^-value 
25593.99 
32355.95 
7 
14.07 
24972.68 
28380.33 
4 
9.49 
32.08 
32.12 
3 
7.81 
2.82 
3.18 
2 
5.99 
0.31 
0.33 
1 
3.84 
Table 2. Expected Cell-frequencies of Migration Flows 
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It can easily be proved that the expected cell-frequencies from the saturat-
ed model are identical to the observed frequencies.In that case all infor-
mation from the observations will be used.Models (9a)-(9c) appear to have a 
poor fit,and model (9d) should be chosen.In model (9d), the interaction be-
tween destination and sex is also included. 
The relative improvement of this log-linear model can be assesed by using the 
Goodman-index (see also formula (23)); the results are given in table 3. 
Model (9a)-(9b) (9b)-(9c) (9c)-(9d) (9d)-(9e) 
Goodman-index 0.1229 0.9989 0.9010 0.8962 
(9a)-(9c) 
0.9990 
(9a)-(9d) 
0.9999 
(9a)-(9e) 
1.0000 
Table 3. Goodman-index of the Log-linear Models 
Addition of new parameters always leads to lower chi-square values because 
information from the observations (like inter-relationships between the vari-
ables) will be used in the log-linear model. When model (9c) is related to 
model (9b), the goodness-of-fit statistics show that addition of the rela-
tionship between the first and second variable (region of origin and destina-
tion) improves the model substantially. 
The g-parameters, represent the main effects and interaction effects 
successively and which can be determined by formula (27) (with n . , 
ijk 
the expected cell-frequencies from the saturated model), then become: 
g _& ge li 3- g & 
8.092 0.0099 -0.0270 0.1005 1.0326 0.0016 0.0123 0.2644 
3l represents the mean effect? g~, £3 ancl $i+ t n e maih effects; g5, gg and 
g7 the first order interaction effect and gg the second order interaction 
effect. 
The Standard deviation of these parameters is equal to 0.1253 which follows 
simply by substitution into formula (28) . The significant parameters are g-j 
(mean effect), g5 (interaction effect between the region of origin and 
destination) and g8 (secona-order interaction-effeet between sex and region 
of origin and destination). 
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In the next exercise, a two-way table will be tested where the region of 
destination and origin in a migration analysis are related to each other. 
This analysis will be carried out for an interregional migration table for 
the Netherlands as a whole. The regions are subdivided into the Northern, 
Eastern, Western, South-Western and Southern part of the Netherlands. The 
interregional and intraregional migration flows in 1978 are represented in 
table 4 1). 
total 
Origin 
Destination North East West S-West South total 
North 50829 8953 12606 283 1913 74584 
East 7820 61611 25242 801 9493 104967 
West 8760 20890 211517 3100 15719 259986 
S-West 269 826 5385 8094 2161 16735 
South 1780 9876 20157 1745 87858 121416 
69458 102156 274907 14023 117144 577688 
Table 4. Interregional and Intraregional Migration Flows in 1978. 
In an analogous manner, the following hypothesis of complete independence 
will be tested: 
* 
n. = n. 
i. i. 
for all i, j; i, j =» 1,..,5 (31) 
n . = n . 
This iterative procedure gives expected values of cell-frequencies which are 
convergent after one iteration. These values are represented in table 5. 
Origin 
Destination North East West S-West South 
North 8968 13189 35492 1811 15124 
East 12621 18562 49951 2548 21285 
West 31259 45975 123721 6311 52720 
S-West 2012 2959 7964 406 3394 
South 14598 21471 57779 2947 24621 
Table 5. Expected Values of Interregional and Intraregional Migration Flows. 
1) Source; Statistics of internal migration in 1978, Central Bureau of 
Statistics, State Publishing Company, The Hague, 1981. 
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Pearson's chi-square statistic is equal to 644454.95 and the hypothesis of 
complete independence will be rejected for the 16 degrees of freedom and a 95 
percent significance level of this statistic. 
The relationships between the region of origin and destination can also be 
related to each other when the intraregional migration flows will be ignored. 
This will be done because of the different explanatory character of interre-
gional and intraregional migration flows. In that way, the main diagonal of 
the migration table from table 4 contains zero elements. This is evidently a 
situation with structural zeros. The Deming-Stephan iterative proportional 
fitting procedure gives the expected values, given the hypothesis of quasi-
independency represented in table 6. Convergent solutions are obtained after 
10 runs. 
origin 
Destination North East West S-West South total 
North 0 6344 12577 741 4092 23754 
East 5354 0 27426 1560 9016 43356 
West 8709 22453 0 2540 14767 48469 
S-West 832 2133 4265 0 1411 8641 
South 3734 9615 19122 1088 0 33559 
Total 18629 40545 63390 5929 29286 157779 
Table 6. Expected Values of Migration Flows Conditional to yuasi-independen-
cy. 
Pearson's chi-square statistic and the likelihood ratio-test statistic are 
equal to 7844.38 and 7503.68, respectively with 16-5 =11 degrees of freedom; 
the hypothesis of quasi-independence will be rejected at a 95 percent signi-
ficance level. 
It has been indicated in section 5 that some Standard computer packages use 
structural zeros as if these were sample zero cell frequencies." Table 7 gives 
the expected values of migration flows conditional to complete independence 
when a small values e - say 0,5 - is added to the zero cell frequencies. 
- 20 -
origin 
Destination North East West S-West South total 
North 2805 6105 9544 893 4409 23756 
East 5119 11141 17419 1629 8048 43356 
West 5723 12455 19473 1821 8997 48469 
S-West 1020 2220 3472 325 1604 8641 
South 3962 8624 13482 1261 6229 33558 
Total 18629 40545 63390 5929 29287 157780 
Table 7. Expected Values of Migration Flows Conditional to Complete 
Independency. 
In addition the value of e - no matter whether e is equal to or smaller than 
0.5 - has only minor effects on the expected values of the cell frequencies. 
When table 6 and table 7 are compared with each other, it becomes clear that 
the consequences of using structural zeros as if these were sampling zeros 
are rather significant. 
7. Conclusion 
This paper deals with contingency table analysis for categorical data, measu-
red on a nominal or an ordinal scale. A statistical hypothesis about the 
relationship between the marginal category totals gives a hierarchical log-
linear model which can be tested by means of some chi-squared test-statis-
tics. 
Special attention is given to the occurrence of a priori zero cell frequen-
cies which have to be handled in a way quite different from the sampling 
zeros. 
Contingency table analysis appears to be a useful tooi for categorical data 
which are a result of regional economie survey data. 
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