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Generacion de Secuencias de Pruebas
Funcionales con Algoritmos Bio-inspirados
Javier Ferrer, Peter M. Kruse, Francisco Chicano y Enrique Alba
Resumen| La generacion de secuencias de prue-
bas dinamicas desde una especicacion formal com-
plementa los metodos tradicionales de pruebas para
encontrar errores en el codigo fuente. En este artculo
extendemos un enfoque combinatorio en particular, el
llamado Metodo del Arbol de Clasicacion - Classica-
tion Tree Method (CTM), con informacion sobre tran-
siciones para la generacion de secuencias de pruebas.
Aunque en este artculo usamos CTM, esta extension
es tambien posible para otros metodos de pruebas
combinatorios. La generacion de secuencias mnimas
de pruebas que cumplan con el criterio de cobertura
requerido es un problema NP-duro. As que, vamos a
necesitar un enfoque basado en busqueda para encon-
trar las secuencias de pruebas optimas en un tiempo
razonable. En la seccion de experimentos se compa-
ran dos tecnicas bio-inspiradas con un algoritmo vo-
raz determinista. Hemos utilizado un conjunto de 12
modelos de programas jerarquicos concurrentes, ex-
trados de la literatura. Nuestras propuestas basadas
en algoritmos geneticos y colonias de hormigas son ca-
paces de generar secuencias de pruebas que alcanzan
cobertura total tanto de clases como de transiciones,
es decir, son capaces de encontrar el camino valido
mas corto para visitar todas las clases y usar todas
las transiciones de un programa. El analisis de los ex-
perimentos revela que las propuestas bio-inspiradas
son mejores que el algoritmo voraz determinista, es-
pecialmente en las instancias mas complejas.
Palabras clave| Colonias de Hormigas, Algoritmos
Geneticos, Generacion de Secuencias de Pruebas,
Pruebas Funcionales, Ingeniera del Software basada
en Busqueda.
I. Introduccion
La fase de pruebas es una etapa muy importante
en el ciclo de vida del software, cuyo objetivo es ase-
gurar cierta calidad en el software. En [1] se detalla
el alto impacto de una fase de pruebas inadecuada.
Ademas, se estima que la mitad del tiempo de desa-
rrollo y mas de la mitad del coste total de un proyec-
to se dedica a las pruebas del software [2]. La auto-
matizacion de la generacion de pruebas podra redu-
cir el coste del proyecto completo, esto explicara el
interes a nivel industrial y academico en dicha auto-
matizacion. La generacion de unas pruebas adecua-
das implica un gran esfuerzo computacional, de mo-
do que necesitamos enfoques basados en busqueda
para enfrentarnos a este problema. Actualmente, la
generacion automatica de casos de prueba es uno de
los temas mas estudiados en el dominio conocido co-
mo Search-Based Software Engineering (SBSE) [3].
Los algoritmos mas utilizados para la generacion
Departamento de Lenguajes y Ciencias de la Computacion,
Universidad de Malaga, Spain. email:fferrer,chicano,eatg at
lcc.uma.es
Berner & Mattner Systemtechnik GmbH, Berlin, Germany.
email: peter.kruse at berner-mattner.com
automatica de casos de prueba son los algoritmos
evolutivos (EAs) [4], de hecho, se ha acu~nado el
termino evolutionary testing para referirse a este en-
foque. El paradigma de pruebas estructurales ha re-
cibido mucha atencion usando EAs, pero el uso de
tecnicas de busqueda en pruebas funcionales es me-
nos frecuente [5]. Esto se debe a la naturaleza de la
especicacion, que se suele escribir en lenguaje na-
tural.
Tradicionalmente, el desafo ha sido generar con-
juntos de pruebas para vericar completamente el
software. No es posible realizar pruebas exhaustivas
en grandes proyectos [6], as que hay que seleccionar
un subconjunto de todas las posibles pruebas. Las
pruebas de interaccion combinatoria (CIT) [7] in-
tentan atajar este problema. El enfoque CIT intenta
encontrar el conjunto mnimo de pruebas que consiga
la cobertura deseada. En general, esta tarea consiste
en la generacion de todas las posibles combinaciones
de los valores de los parametros (este tarea es NP-
dura [8]). La fortaleza de este enfoque, t-strength,
depende del numero (t) de parametros involucrados
en las combinaciones (p. ej. t = 2 para pares, t = 3
para trios, etc...). Aunque este tipo de pruebas se
han estudiado ampliamente, existen dos cuestiones
relacionadas que no han sido abordadas en la litera-
tura: las dependencias entre casos de prueba indivi-
duales y el estado del software que se esta probando
(Software Under Test - SUT).
En multitud de ocasiones se requiere que el soft-
ware se encuentre en un estado concreto para pro-
bar una funcionalidad. De hecho, en sistemas soft-
ware grandes, el coste derivado de situar al progra-
ma en cierto estado puede ser importante. Por ejem-
plo, probar el sistema ABS de un vehculo requiere
que este alcance cierta velocidad. En este caso, tie-
ne sentido considerar la generacion de secuencias de
pruebas que nos permitan probar una funcionalidad
(aceleracion del vehculo) mientras que modicamos
el estado del SUT (considerando las dependencias
entre casos de prueba). El ahorro implcito de usar
esta tecnica es la razon por la cual la generacion de
secuencias es relevante y merece mas esfuerzo de in-
vestigacion.
En este trabajo presentamos dos enfoques bio-
inspirados para generar secuencias de pruebas au-
tomaticamente. Estas tecnicas son capaces de en-
contrar soluciones cercanas al optimo usando una
cantidad de recursos razonables. Hemos comparado
el comportamiento de dos algoritmos bio-inspirados
con respecto a un algoritmo voraz determinista exis-
tente [9]. La primera de ellas es un algoritmo genetico
llamado Generador Genetico de Secuencias de Prue-
bas (GGSP). La segunda es una colonia de hormi-
gas, especialmente dise~nada para tratar con grandes
grafos que llamaremos Generador de Secuencias con
Colonias de Hormigas (GSCH). A continuacion va-
mos a detallar las contribuciones principales de este
trabajo:
Extendemos el Metodo del Arbol de Clasica-
cion [10] con informacion de las transiciones para
poder generar las secuencias de pruebas mas cortas
sobre modelos de programas, a este enfoque lo llama-
mos Extended Classication Tree Method (ECTM).
Comparamos el rendimiento de tres enfoques di-
ferentes (algoritmo genetico, colonia de hormigas y
algoritmo voraz determinista) en el problema de ge-
neracion de secuencias de pruebas.
Hemos experimentado con un total de 12 progra-
mas, 2 tipos de coberturas (la cobertura de clases y
la cobertura de transiciones) y 3 tecnicas de resolu-
cion.
Este artculo se organiza de la siguiente mane-
ra. En la seccion II presentamos la tecnica CTM:
como esta dise~nada, como la extendemos y que cri-
terio de adecuacion usamos. La seccion III describe
el problema de generacion de secuencias de prue-
bas. En la seccion IV presentamos las propuestas
bio-inspiradas y resumimos el algoritmo voraz de-
terminista re-implementado para poder realizar la
comparacion. La seccion V esta dedicada a la pre-
sentacion del conjunto de programas a probar y al
analisis de los resultados de los tres enfoques. Por
ultimo, la seccion VI presenta algunas conclusiones
y trabajo futuro.
II. Metodo del Arbol de Clasificacion
El CTM [10] se puede usar para la identicacion de
casos de prueba para pruebas funcionales sobre to-
dos los niveles (p. ej. pruebas a nivel de componentes,
pruebas unitarias, pruebas de integracion). Esta ba-
sado en el metodo de particion de categoras [11], el
cual divide el domino de pruebas en clases disjuntas
que representan aspectos importantes del SUT. Es-
tas clases pueden identicarse como los estados del
SUT. Aplicar el CTM requiere dos pasos: dise~nar el
arbol de clasicacion y denir los casos de prueba.
A. Dise~no del Arbol de Clasicacion
El arbol de clasicacion esta basado en una es-
pecicacion funcional del SUT. Para cada aspecto
de interes (llamado clasicacion), el dominio de en-
trada esta dividido en conjuntos disjuntos llamados
clases. La Figura 1 ilustra el arbol de clasicacion
con un ejemplo simple de videojuego. Identicamos
dos aspectos de interes (Game and Pause). Las cla-
sicaciones son renadas en clases que representan
la particion concreta de los valores de entrada. Estas
particiones pueden ser renadas nuevamente en otras
clasicaciones y clases de mas bajo nivel. En nuestro
ejemplo, la clasicacion Playing es identicada para
la clase runningGame, y es a su vez subdividida en
las clases startup y controlling.
Fig. 1: Un modelo extendido ECTM de un videojue-
go basico.
Dado un arbol de clasicacion, los casos de prueba
se denen como combinacion de clases de diferentes
clasicaciones. Las clasicaciones solo pueden conte-
ner clases disjuntas, as que los casos de prueba no
pueden contener varias clases de una misma clasi-
cacion. Un caso de prueba para este ejemplo es:
Game:runningGame(Playing :startup),
Pause:running
en el cual la clase running se selecciona de la clasi-
cacion Pause y runningGame se selecciona de Game.
Como la clase runningGame tiene una clasicacion
mas interna, Playing, tenemos que seleccionar una
clase de ella, en este caso startup.
Una secuencia de pruebas es una lista ordenada
de casos de prueba que podra ser visitada de forma
secuencial con el objetivo de probar la funcionalidad
del sistema completo.
B. Extensiones del Arbol de Clasicacion
El arbol de clasicacion denido en la seccion an-
terior puede ser usado para dise~nar casos de prueba
aislados. Sin embargo, el SUT puede tener operacio-
nes relativa a transiciones entre clases del arbol de
clasicacion, que deben ser ejecutadas para pasar de
un estado a otro. Estas operaciones pueden ser mo-
deladas gracias a las transiciones entre clases (ver la
Fig. 1). En el mundo real, estas transiciones vienen
dadas por la semantica del SUT. Tambien asumi-
mos que cada clasicacion tiene una clase por defec-
to, que destacamos en el graco subrayando la clase.
Esta extension del arbol de clasicacion (ECTM) se
puede ver como una maquina de estados concurrente
jerarquica (HCSM) donde las clases equivalen a los
estados, y las clasicaciones equivalen a las regiones
ortogonales.
C. Criterios de Cobertura
En este artculo hemos considerado dos criterios
de cobertura: cobertura de clases y de transiciones.
La cobertura de clases consiste en cubrir todas las
clases del arbol de clasicacion con los casos de prue-
ba generados. La cobertura de transiciones requiere
cubrir todas las transiciones disponibles entre las cla-
ses del ECTM. En nuestro ejemplo de la Figura 1,
tenemos que cubrir ocho clases en total (VideoGa-
me, startingGame, runningGame, startup, contro-
lling, gameOver, running, and paused), y cinco tran-
siciones (startingGame ! runningGame, startup
! controlling, controlling ! gameOver, running
! paused, paused ! running).
III. El Problema de la Generacion de
Secuencia de Pruebas
El problema de la generacion de secuencias de
pruebas (TSGP - Test Sequence Generation Pro-
blem) ha recibido poca atencion en la literatura exis-
tente, mucha menos que la generacion de casos de
prueba estructurales. En este artculo hemos exten-
dido CTM, y ademas de tener en cuenta las restric-
ciones impuestas por la jerarqua clasicacion-clase,
tenemos en cuenta reglas de dependencia entre los
casos de prueba. Estas principalmente vienen im-
puestas por las transiciones entre clases, y no de-
ben ser violadas por ningun caso de prueba de la
secuencia. Lidiar con las reglas de dependencia es
importante ya que podemos combinar las pruebas
de varios estados, resultando secuencias mas cortas.
De esta forma necesitaremos menos recursos para
probar toda la funcionalidad del SUT.
Nuestro enfoque se basa en la idea propuesta por
Conrad [12], quien sugiere la interpretacion del arbol
de clasicacion como una maquina de estados ni-
ta paralela. Sin embargo, necesitamos extender el
enfoque de Conrad para interpretar las clases re-
nadas, este concepto es similar a los renamientos
de los estados en UML. Nuestro enfoque se puede
asemejar a una maquina de estados, ya que tiene es-
tados concurrentes y existe jerarqua en el modelo.
A continuacion pasamos a describir el problema de
la generacion de secuencias de pruebas.
Un caso de prueba para un ECTM es un conjunto
de clases que cumplen algunas reglas. En particular,
no es posible que existan dos clases que pertenez-
can a la misma clasicacion. Si una clase renada
pertenece al caso de prueba, entonces debe haber
una clase por cada clasicacion cuyo padre ha sido
renado. Ademas, si una clase esta presente en un
caso de prueba, todas las clases ascendientes en el
ECTM deben ser incluidas tambien. Por ejemplo, el
conjunto Q = fstartingGame; runningg es un caso
de prueba, pero el conjunto Q = frunningGameg
no es un caso de prueba porque no hay ninguna cla-
se de las clasicaciones Pause y Playing.
Podemos transitar de una clase a otra tomando
alguna de las transiciones disponibles. El nuevo caso
de prueba excluye la clase origen e incluye la cla-
se destino de la transicion. Para cumplir con las
normas descritas anteriormente, algunas clases del
caso de prueba origen podran desaparecer tambien
y algunas clases adicionales deberan incluirse en el
nuevo caso de prueba. Por ejemplo, si tomamos la
transicion startingGame! runningGame desde el
caso de prueba Q1 = fstartingGame; runningg en
nuestro ejemplo de videojuego, alcanzamos el caso
de prueba Q2 = frunningGame; startup; runningg.
Observamos que la clase startingGame ha sido eli-
minada de Q1 y la clase runningGame ha sido
a~nadida a Q2, pero que tambien necesitamos a~nadir
startup porque runningGame es una clase rena-
da. Una secuencia de pruebas es una lista de casos
de prueba, los cuales han sido obtenidos aplicando
transiciones desde uno previo, a excepcion del pri-
mero de la lista, que viene impuesto por defecto.
Una secuencia de longitud tres para nuestro ejem-
plo podra estar compuesta por los siguientes ca-
sos de prueba: (Q1 = fstartingGame; runningg,
Q2 = frunningGame; startup; runningg y Q3 =
frunningGame; startup; pausedg).
Si dos transiciones diferentes se pueden usar para
transitar y afectan a conjuntos disjuntos de clases,
entonces es posible realizar estas transiciones a la
vez, y por tanto considerarlas como un solo paso. En
nuestro ejemplo, las transiciones startingGame !
runningGame y running ! paused afectan a di-
ferentes clases y pertenecen a clasicaciones herma-
nas. Por tanto, podemos combinar las transiciones y
obtener una secuencia de longitud dos (Q1,Q3). Es-
ta secuencia tiene la misma cobertura (de clases y
transiciones) que la secuencia (Q1, Q2, Q3).
Dada una secuencia de pruebas denimos la co-
bertura de clases como el numero de clases no re-
petidas que aparecen en los casos de prueba de una
secuencia dividida por el total de clases del modelo
ECTM. Denimos la cobertura de transiciones co-
mo el numero de transiciones no repetidas efectua-
das frente al numero total de transiciones posibles
en el ECTM. El problema que estamos interesados
en solucionar consiste en encontrar un conjunto de
secuencias tales que la cobertura (clases o transicio-
nes) sea maximizada y la longitud de la secuencia
sea minimizada.
IV. Algoritmos de Resolucion
En esta seccion describimos brevemente los enfo-
ques usados para resolver el TSGP. Primero vamos
a presentar un enfoque evolutivo, concretamente un
algoritmo genetico. En segundo lugar, describimos
una propuesta basada en colonias de hormigas. Por
ultimo, describimos una tecnica voraz propuesta en
la literatura para comparar con ella. Quisieramos
destacar que el tama~no de los casos de prueba que
componen las secuencias es variable debido a la es-
tructura jerarquica del modelo.
A. Generador Genetico de Secuencias de Pruebas
El Generador Genetico de Secuencias de Pruebas
(GGSP) construye un conjunto de pruebas teniendo
en cuenta las dependencias entre los casos de prueba
en la generacion de una secuencia de pruebas. GGSP
es un algoritmo que optimiza la secuencia por par-
tes, siendo su nucleo un algoritmo que evoluciona
una poblacion de soluciones en cada iteracion hasta
conseguir la maxima cobertura posible. Este bucle
es repetido hasta que el criterio de cobertura se sa-
tisfaga. El algoritmo intenta encontrar el conjunto
de casos de prueba que maximicen la cobertura, pa-
ra despues a~nadirlos secuencialmente a la solucion
(secuencias de pruebas).
En esta seccion nos vamos a limitar a describir
las particularidades de nuestra implementacion apli-
cada al TSGP. Como entradas, el algoritmo necesi-
ta el modelo ECTM, los parametros del algoritmo
genetico (poblacion, probabilidad de mutacion, etc.)
y el criterio de cobertura deseado. Al comienzo, la
secuencia se inicializa con el caso de prueba inicial
(clases por defecto), y el conjunto de cobertura se
inicializa con todas las clases o transiciones posibles.
En cada iteracion del bucle externo, se lanza una ins-
tancia del algoritmo genetico para que optimice una
parte de la secuencia, una vez que hemos optimi-
zado esta parte, la siguiente iteracion del algoritmo
comenzara desde el ultimo caso de prueba a~nadido
a la secuencia.
La representacion que utilizamos para una solu-
cion es un vector de enteros de longitud l. Deter-
minamos la longitud de los cromosomas como un
parametro del algoritmo.
sol = [I1; I2; I3; :::; Il]:
Las transiciones desde la clase actual pueden ser
enumeradas, por tanto cada numero (Ii) es la si-
guiente transicion seleccionada para transitar de la
clase actual a otra.
La evaluacion de una solucion se hace tomando
secuencialmente cada una de las transiciones de la
solucion, y as generando una secuencia de casos de
prueba con una cobertura propia. La funcion de eva-
luacion selecciona una clase hija c (de izquierda a de-
recha) y un gen de la solucion que se consume para
seleccionar la siguiente transicion ti. Entonces, ti se
a~nade al conjunto de transiciones seleccionadas, T 0.
En cada transicion, la funcion de evaluacion con-
sume, como mucho, tantos genes como clases hoja
estan presentes en el caso de prueba origen. Pue-
de que necesitemos consumir un numero variable de
genes de la solucion para transitar al siguiente caso
de prueba. Esto depende del caso de prueba origen.
Usamos la siguiente expresion para seleccionar la si-
guiente transicion:
ti = Ii mod jTransiciones(c)j: (1)
donde Ii es la i componente de la solucion y
Transiciones(c) es la lista de todas las posibles tran-
siciones con origen en la clase c.
Una particularidad relevante de nuestra imple-
mentacion de este algoritmo genetico es que no usa-
mos el operador de recombinacion. Esto es debido
a que el intercambio de genes da lugar a secuencias
con transiciones sin sentido, ya que el origen de las
transiciones es diferente. La interpretacion de un gen
depende de la clase actual, y a su vez de los genes
anteriormente consumidos, por esta razon el uso de
la recombinacion no benecia a la busqueda.
Respecto al operador de mutacion, este itera sobre
todos los genes de la solucion, mutando su valor de
forma uniforme con probabilidad pm1. El operador
aumenta esta probabilidad de forma lineal depen-
diendo de la longitud de la solucion hasta un va-
lor pm2. Con este comportamiento queremos que se
mute con menor probabilidad las posiciones inicia-
les de la solucion que deben mantenerse estables, e
incrementar esta probabilidad para las posiciones -
nales de la solucion. En este trabajo hemos usado
pm1 = 0; 05 y pm2 = 0; 25
Una posible amenaza a la validez de la experimen-
tacion es el sesgo introducido por los parametros de
los algoritmos. No obstante, hemos realizado experi-
mentos previos para seleccionar los mejores parame-
tros para el algoritmo GGSP. Hemos probado todas
las combinaciones de valores mostradas en la Tabla I,
siempre con 100.000 evaluaciones. Los parametros
usados como denitivos estan marcados en negrita.
TABLA I: Parametros para GGSP. Los valores de
los parametros usados en la experimentacion nal
estan marcados en negrita.
Parametro Valor
Poblacion 4, 8, 10
Cruce No, Si (1,0 , 0,9, 0,8)
Mutacion 0,05, 0,1, 0,2, Adapt. (0,05-0,25)
Longitud Cromosoma 10, 20, 50, 100
B. Generador de Secuencias con Colonias de Hor-
migas
Nuestro algoritmo Generador de Secuencias con
Colonias de Hormigas (GSCH) es una adaptacion
del algoritmo propuesto por Alba y Chicano [13] pa-
ra grafos de tama~no desconocido. A continuacion
vamos a destacar las diferencias entre el algoritmo
original y nuestra adaptacion. Primero, el ACO tra-
dicional busca un camino entre un conjunto inicial
de nodos hasta un conjunto nal. Como nuestro ob-
jetivo en el TSGP es cubrir todas las posibles clases
o transiciones, estamos interesados en visitar todas
las clases usando todas las posibles transiciones des-
de un caso de prueba inicial hasta una caso de prue-
ba nal. Segundo, GSCH no dene clases o casos de
prueba nales, el algoritmo a~nade un nuevo caso de
prueba hasta cumplir con el criterio de cobertura.
El algoritmo inicializa todos los rastros de feromo-
nas con un valor entre 0,1 y 10. Todas las hormigas
van a partir del caso de prueba inicial o por defec-
to. Despues de la inicializacion, el algoritmo entra
en un bucle que se ejecuta hasta que se alcanzan
un maximo de pasos o la maxima cobertura. En el
bucle, cada hormiga selecciona el siguiente nodo de
acuerdo a las feromonas (ij) y la heurstica (ij) de
esa transicion (i; j). La hormiga selecciona un nodo
j 2 T (i), siendo T (i) el conjunto de todas las posi-
bles transiciones desde las clases del caso de prueba
actual, con la siguiente probabilidad:
pkij =
[ij ]
[ij ]
P
s2T (i)[is][is]
; para j 2 T (i) ; (2)
donde  y  son dos parametros del algoritmo que
determinan la inuencia de los rastros de feromona
y la heurstica en el camino en construccion.
La funcion heurstica  depende de las transicio-
nes, as que a mayor valor de ij , mayor probabili-
dad de tomar la transicion (i; j). Usamos la misma
heurstica que el algoritmo voraz (Seccion IV-C), que
presentamos en la siguiente seccion.
La fase de construccion de la secuencia termina
cuando las hormigas llegan a la longitud maxima
ant, o se cumple el criterio de cobertura. Cuando
todas las hormigas han construido sus caminos, se
produce la actualizacion de feromonas. Para mas de-
talles sobre esta actualizacion, ver [13].
Mostramos en la Tabla II todas las combinaciones
de parametros que hemos probado. Los parametros
usados denitivamente en la comparacion estan mar-
cados en negrita. El parametro ant lo jamos a 400
para que permitiese caminos sucientemente largos
para alcanzar nuestro objetivo.
TABLA II: Parametros para GSCH. Los valores de
los parametros usados en la experimentacion nal
estan marcados en negrita.
Parametro Valor
 1, 2, 5
 1, 2, 5
 0,1, 0,5, 0,9
Iteraciones 10, 20, 50, 100
Tama~no Colonia 2, 5, 10
C. Algoritmo Voraz Determinista
Este algoritmo fue presentado por primera vez
en [9]. Lo usamos en este trabajo para validar los
resultados obtenidos por nuestras propuestas bio-
inspiradas contra una tecnica consolidada en este
problema. Este enfoque usa un sistema multi-agente
con dos tipos de agentes diferentes que transitan por
el ECTM: Un agente llamado walker agent y otro
llamado coverage agent. Los agentes viajan por el
modelo de manera que solo se generan caminos vali-
dos hasta que se obtiene la cobertura deseada. Para
una descripcion detallada del algoritmo, remitimos
al lector a su descripcion original en [9].
V. Experimentos
En esta seccion de experimentos usamos un
benchmark con 12 modelos diferentes de progra-
mas/artefactos extrados de la literatura, y que se
encuentran disponibles en repositorios como IBM
Rhapsody o Matlab Simulink Stateow. Queremos
destacar que la mayora de las instancias son
jerarquicas y concurrentes, lo que signica que la
longitud de los casos de prueba va a ser variable,
lo que es una dicultad a~nadida. Los detalles de los
modelos se encuentran en la Tabla III. La segunda
y tercera columna lista el numero de clases y tran-
siciones del modelo, mientras que la cuarta y quinta
columna nos especica el numero de casos de prueba
requeridos para cumplir con el criterio de cobertura
mnima y completa para una generacion de casos de
prueba convencional.
TABLA III: Caractersticas generales del benchmark
de programas.
Nombre Clases Trans. Min. Completa
Keyboard [14] 5 8 2 4
Microwave [15] 19 23 7 56
Autoradio [16] 20 35 11 66
Citizen [17] 62 74 31 3121
Coee Machine 21 28 9 81
Communication 10 12 7 7
Elevator 13 18 5 80
Tetris 11 18 10 10
Mealy Moore 5 11 5 5
Fuel Control 5 27 5 600
Transmission 7 12 4 12
Aircraft 24 20 5 625
A. Parametros de los Experimentos
GSCH and GGSP son algoritmos no-deterministas,
as que realizamos 30 ejecuciones independientes pa-
ra cada combinacion programa/tipo cobertura con
el objetivo de que el analisis estadstico sea signi-
cativo. Hemos aplicado la prueba Wilcoxon rank-
sum [18] para comprobar si las diferencias entre los
algoritmos son estadsticamente signicativas. Des-
tacamos el dato en las tablas cuando estas dife-
rencias existen. Hemos jado un nivel de conanza
del 99,9% (p-valor bajo 0;001) para la comparacion
completa. Hemos marcado un resultado en gris oscu-
ro cuando es el mejor, y en gris claro cuando es el se-
gundo mejor. Cuando el resultado de un algoritmo es
signicativamente mejor que otro (tpicamente el al-
goritmo cuyos resultados son mas lejanos), a~nadimos
un asterisco. A~nadimos dos asteriscos si el resultado
es signicativamente mejor que los otros dos resul-
tados. Ademas, con el objetivo de realizar una apro-
piada interpretacion de los resultados de las pruebas
estadsticas, siempre es aconsejable informar sobre
las eect size measures. Para este proposito, hemos
usado el estadstico A^12 propuesto por Vargha y De-
laney [19]. Esta prueba nos proporciona informacion
acerca de la magnitud de un efecto, el cual puede
ser util para determinar si la signicancia estadsti-
ca tiene importancia practica. Dada una medida de
rendimientoM , A^12 mide la probabilidad de que eje-
cutando el algoritmo A se alcancen valores mayores
para M que ejecutando un algoritmo B. Si estos dos
algoritmos son equivalentes, entonces A^12 = 0; 5. Un
A^12 = 0; 3 signica que obtendremos valores mas
altos usando el algoritmo A en un 30% de las oca-
siones.
La notacion usada en las tablas de resultados es
como sigue. Un numero simple n indica el tama~no de
una unica secuencia: es el numero de casos de prueba
generados para obtener el 100% de cobertura. En el
caso de las tecnicas bio-inspiradas indicamos la me-
dia de las 30 ejecuciones. Un numero n seguido de un
porcentaje (p%) indica el numero de casos de prueba
necesarios para alcanzar ese porcentaje de cobertu-
ra. Si se indica otro numero entre parentesis (m), se
reere al numero de secuencias necesarias para al-
canzar esa cobertura. Es posible que exista mas de
una secuencia de pruebas debido a que existen cla-
ses sin transicion de salida, lo que exige iniciar otra
secuencia para completar la cobertura.
Todas las ejecuciones fueron realizadas en un clus-
ter de 16 maquinas con procesadores Intel Core2
Quad (4 nucleos por procesador) a 2.66 GHz y 4 GB
de memoria corriendo un S.O. Ubuntu 12.04.1 LTS
y gestionado por HT Condor 7.8.4 cluster manager.
B. Analisis de los Experimentos
En esta seccion analizamos el comportamiento de
los enfoques con el objetivo de destacar el algoritmo
que se comporta mejor. Los resultados de las ejecu-
ciones de los algoritmos para cobertura de clases y de
transiciones se muestran en la Tabla IV y Tabla VI,
respectivamente.
TABLA IV: Resultados de la generacion de secuen-
cias de pruebas para cobertura de clases.
Nombre GGSP GSCH Voraz
Keyboard [14] 2 2 2
Microwave [15] 8* 8* 9
Autoradio [16] 13.30* 14 13*
Citizen [17] 39.47* 36** 47
Coee Machine 9 9 9
Communication 7 7 7
Elevator 6 6 6
Tetris 12* 12* 15
Mealy Moore 5 5 5
Fuel Control 5 5 5
Transmission 4 4 4
Aircraft 4 (86.20%) 4 (86.20%) 4 (86.20%)
Para la cobertura de clases, la cobertura total se
alcanzo en 11 de 12 programas. El programa Air-
craft es el unico que resulta en coberturas menores
al 100%, obteniendose un 86.2% de cobertura. Esto
es debido a que existen clases aisladas en el modelo.
En todos los programas se utiliza una sola secuencia,
lo cual es deseable. Con respecto a las diferencias
existentes, estas se producen en cuatro programas
(Microwave, Autoradio, Citizen, y Tetris). El enfo-
que voraz obtiene mejores resultados en el programa
Autoradio, donde la diferencia con GGSP no es sig-
nicativa. Para los otros tres programas las tecnicas
bio-inspiradas alcanzan cobertura total con menos
casos de prueba. Por ejemplo, ambas reducen el ta-
ma~no del conjunto de pruebas en mas de un 20% en
el programa Tetris.
El analisis del programa Citizen es especialmente
interesante porque es el mas complejo de todos, y en
consecuencia las diferencias entre los algoritmos son
mayores. GSCH obtiene los mejores resultados en es-
te programa, reduciendo el tama~no del conjunto de
pruebas en mas del 23% con respecto al algoritmo
voraz, y en un 9% con respecto a GGSP. Ademas,
GGSP es un 15% mejor que el algoritmo voraz. Po-
demos decir que GSCH es el enfoque mas preciso y
efectivo para el modelo mas grande de este estudio.
A la luz de estos resultados y con la intencion
de determinar si los resultados tienen importancia
practica, analizamos el estadstico A^12. En la Ta-
bla V resumimos la media de los valores del estadsti-
co A^12 para la cobertura de clases y todos los progra-
mas. En este caso, el algoritmo A es el que aparece
en las las y el B en las columnas. La diferencia entre
los algoritmos no son muy grandes debido a que he-
mos seleccionado instancias de programas peque~nas,
medianas y grandes. Consecuentemente es difcil ob-
tener grandes diferencias en instancias peque~nas y
medianas. Numericamente los resultados de GSCH
van a ser mejores que los obtenidos con GGSP y
el algoritmo voraz en un 51,39% y 58,33% de las
ocasiones, respectivamente. Ademas, los resultados
de GGSP van a ser mejores que el algoritmo voraz
en un 61,11% de las ocasiones, lo cual es una gran
diferencia.
TABLA V: Resultados de la prueba estadstica A^12
para cobertura de clases. A es el algoritmo de la la
y B el de la columna.
GGSP GSCH Voraz
GGSP - 0.5139 0.3889
GSCH 0.4861 - 0.4167
Voraz 0.6111 0.5833 -
Con respecto a la cobertura de transiciones (Ta-
bla VI), solo GSCH consigue obtener cobertura to-
tal en todos los programas. Los otros dos algoritmos
fallan en el programa Citizen. Los resultados consis-
ten en una unica secuencia de pruebas en 11 de 12
programas, mientras que en el programa Aircraft se
necesitan dos secuencias. En este caso las diferencias
existen en cinco programas (Autoradio, Citizen, Cof-
fee, Communication, and Fuel Control). El algoritmo
voraz solo es mejor que los otros algoritmos en el pro-
grama Coee Machine, donde reduce el tama~no de la
secuencia. Nuevamente, las diferencias son peque~nas
en la mayora de programas excepto en Citizen, don-
de GSCH es claramente el mejor algoritmo. GSCH
es el unico algoritmo que siempre consigue el 100%
de cobertura de transiciones. El algoritmo voraz no
consigue nunca alcanzar la cobertura total, mientras
que GGSP obtiene el 100% de cobertura la mayora
de ejecuciones. GSCH es mejor que GGSP tanto en
cobertura como en el tama~no del banco de pruebas.
GSCH es capaz de reducir el tama~no de las pruebas
en un 14,7% con respecto a GGSP.
TABLA VI: Resultados para la generacion de se-
cuencias de pruebas para cobertura de transiciones.
Nombre GGSP GSCH Voraz
Keyboard [14] 5 5 5
Microwave [15] 17 17 17
Autoradio [16] 36.30 36 36
Citizen [17] 75.27* (99.90%) 64.17** 51 (92.70%)
Coee Machine 19 19 18**
Communication 16* 16* 17
Elevator 9 9 9
Tetris 31 31 31
Mealy Moore 24 24 24
Fuel Control 11* 11* 12
Transmission 9 9 9
Aircraft 7 (2) 7 (2) 7 (2)
La Tabla VII muestra los resultados del estadsti-
co A^12 para cobertura de transiciones. Hemos con-
siderado todos los programas, con la excepcion del
programa Citizen donde los resultados no son com-
parables. Este hecho es debido a que tanto el algo-
ritmo voraz como GGSP no son capaces de alcanzar
la cobertura total de transiciones, resultando en se-
cuencias de pruebas mas cortas pero con peor cali-
dad (menor cobertura). Aunque no hemos incluido
los resultados de Citizen, donde el algoritmo GSCH
es claramente superior, GSCH es mejor que GGSP
y el algoritmo voraz en un 51,25% y 54,55%, res-
pectivamente. Ademas, GGSP obtiene secuencias de
pruebas mas peque~nas que el algoritmo voraz en un
53,29% de las ocasiones. Con respecto a la calidad
de las soluciones (nivel de cobertura), los enfoques
bio-inspirados (GSCH y GGSP) parecen competiti-
vos para este problema, ya que son capaces de gene-
rar secuencias de pruebas con cobertura maxima, y
obtienen mejores resultados que el algoritmo voraz
con mayor probabilidad.
TABLA VII: Resultados de la prueba estadstica de
Vargha y Delaney, (A^12) para cobertura de transicio-
nes. A es el algoritmo de la la y B el de la columna.
GGSP GSCH Voraz
GGSP - 0.5125 0.4670
GSCH 0.4875 - 0.4545
Voraz 0.5329 0.5455 -
C. Cobertura vs Tama~no
El incremento del tama~no del conjunto de prue-
bas para obtener cobertura total es otro aspecto que
tenemos que tener en cuenta. Este comportamien-
to requiere un analisis mas profundo para evaluar el
compromiso entre cobertura y tama~no, ya que esto
es un aspecto crucial al generar pruebas [20]. Ilus-
tramos este comportamiento con el programa Citi-
zen en las Figuras 2 y 3 para cobertura de clases y
transiciones. En las guras mostramos la solucion de-
terminista del algoritmo voraz y la mediana y rango
intercuartlico de las 30 ejecuciones de los algoritmos
no-deterministas. Debemos destacar que este anali-
sis se realiza sobre las soluciones ya computadas.
Fig. 2: Solucion mediana y rango intercuartlico de
GSCH, GGSP y voraz para cobertura de clases.
Vamos a comenzar con el analisis de las soluciones
donde queremos obtener cobertura total de clases.
En la Figura 2 podemos ver que la cobertura es si-
milar en los primeros casos de prueba. El algoritmo
voraz es ligeramente mejor con un 54% de cobertura.
Desde aqu, ambas tecnicas bio-inspiradas continuan
a~nadiendo cobertura con el mismo ratio, al contrario
que el algoritmo voraz que empeora hacia la mitad
de la secuencia. GGSP obtiene su ventaja maxima
cuando alcanza el 80% de cobertura, mientras que
GSCH solo alcanza un 72% con los mismos casos de
prueba (24). Cuando aun permanecen sin visitar al-
gunas clases, GSCH es capaz de visitarlas en menos
pasos. Por tanto, alcanza la cobertura total en 36 pa-
sos, 3 menos que GGSP y 11 menos que el algoritmo
voraz.
Fig. 3: Solucion mediana y rango intercuartilico de
GSCH, GGSP y voraz para cobertura de transicio-
nes.
En la Figura 3 mostramos el mismo tipo de gra-
co para la cobertura de transiciones. En este caso,
GGSP es mejor al comienzo porque es capaz de ex-
plorar primero una zona con alta densidad de tran-
siciones, es decir, el algoritmo es capaz de visitar
nodos sin tener que tomar varias veces una misma
transicion. Por su parte, el algoritmo voraz obtiene
mejor cobertura usando el mismo numero de prue-
bas desde 12 pruebas en adelante, pero no es capaz
de alcanzar mas de un 92,7% de cobertura. En este
caso, GSCH es capaz de alcanzar la cobertura total
con menos pruebas, y a~nade cobertura de forma pro-
gresiva con cada caso de prueba a~nadido. Este gran
esfuerzo en reducir los casos de prueba repetidos ha-
ce que el algoritmo sea razonablemente predecible.
Este comportamiento es deseable porque la cobertu-
ra obtenida es proporcional al numero de casos de
prueba empleados.
VI. Conclusiones
En este artculo hemos extendido el enfoque CTM
para hacer posible la generacion de secuencias de
pruebas. Los benecios de generar secuencias son
claros, ahorramos costes y tiempo al ejecutar las
pruebas de forma secuencial, ya que el caso de prue-
ba previo situa al SUT en el estado adecuado para
probar la siguiente funcionalidad.
En este trabajo hemos comparado nuestros resul-
tados con un algoritmo voraz determinista existente
en la literatura. Hemos ejecutado los tres algoritmos
para generar secuencias de pruebas para 12 progra-
mas diferentes y para cobertura de clases y transicio-
nes. Despues de analizar las soluciones obtenidas por
los tres enfoques, podemos concluir que las tecnicas
bio-inpiradas son signicativamente mejores que el
algoritmo voraz en el programa mas complejo, es-
pecialmente GSCH. El algoritmo voraz solo es me-
jor que GGSP y GSCH en uno y dos escenarios de
ocho, donde existen diferencias signicativas. GGSP
es signicativamente mejor que el algoritmo voraz
en cuatro de los ocho escenarios. Finalmente, GSCH
es mejor que el algoritmo voraz en seis de ocho es-
cenarios donde existen diferencias signicativas. En
consecuencia, GSCH es el mejor algoritmo de la com-
paracion. Tiene un buen compromiso entre el nume-
ro de casos de prueba de la secuencia generada y su
cobertura.
La investigacion futura va enfocada a enfrentarse
a criterios de cobertura t-wise con valores de t  2
para la generacion de secuencias. En otras palabras,
necesitamos algoritmos ecientes para ser capaces de
computar, al menos, cobertura de pares para clases
y transiciones. Esto va a suponer un incremento ex-
ponencial en el tama~no de las secuencias de pruebas
para cumplir un criterio tan estricto, aunque la co-
bertura de pares a~nadira mas conanza en la fase de
pruebas. Finalmente, aunque hemos obtenido muy
buenos resultados con el enfoque basado de colonias
de hormigas, queremos explorar el uso de algoritmos
de trayectoria como Simulated Annealing que han
obtenido buenos resultados en pruebas combinato-
rias [21].
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