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A fast numerical algorithm for solving systems of linear equations
with tridiagonal block Toeplitz matrices is presented. The algorithm
is based on a preliminary factorization of the generating quadratic
matrix polynomial associated with the Toeplitz matrix, followed by
the Sherman–Morrison–Woodbury inversion formula and solution
of two bidiagonal and one diagonal block Toeplitz systems. Tight
estimates of the condition numbers are provided for thematrix sys-
tem and the main matrix systems generated during the prelimi-
nary factorization. The emphasis is put on rigorous stability analysis
to rounding errors of the Sherman–Morrison–Woodbury inversion.
Numerical experiments are provided to illustrate the theory.
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1. Introduction
Systems of linear equations with Toeplitz matrices often appear in applications, and much efforts
were spent for construction of fast numerical methods exploiting the Toeplitz structure, see, e.g.,
surveys in [18,13,5].
Some applications require solving linear systems with tridiagonal block Toeplitz matrices [2, Sec-
tion 5]. A (partial) overview of numerical methods for solving linear systems with symmetric tridiag-
onal block Toeplitz matrices can be found in [17]. Fast numerical algorithms for the tridiagonal block
Toeplitz structure, which are most often discussed in the literature, are based upon two ideas: (1)
the block-cyclic reduction and (2) the Sherman–Morrison–Woodbury inversion formula for low-rank
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perturbations of matrices. We keep the name Sherman–Morrison–Woodbury (SMW) as in [10,11]
while in [21] the derivation of this formula is attributed to W.J. Duncan.
The block-cyclic reduction for systems of linear equations with tridiagonal block Toeplitz matrices
is nicely presented, e.g., in [1], where fast and superfast algorithms for the special case of blocks with
the Toeplitz structure are constructed.
We pursue the second approach combining the SMW formula with a preliminary factorization of
the generating quadratic matrix polynomial associated with the block Toeplitz matrix. This method
was originated in [8] as an alternative to the cyclic reduction proposed in [12,4]. Some variants of the
method are considered, e.g., in [17,6]. We would like to emphasize the main argument from [8] for
justification of the algorithms based on the SMW inversion: “these are fast algorithms with minimal
storage requirements, which are quite competitive in certain cases.”
The present paper deals with the block tridiagonal Toeplitz (generally, unsymmetric) systems
Tx = f , (1)
where
T =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A0 A−1
A1 A0 A−1
A1 A0 ·
· · ·
· · A−1
A1 A0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
is of size n × n with m × m real or complex blocks A1, A0 and A−1. The number of blocks along
the principal diagonal of T , N = n/m, is assumed to be very large. This assumption is necessary for
competitiveness with the standard, LU factorization-based, method.
The proposed algorithm requires 12nm + 8m3 (log2 n/m + 50) arithmetical operations, or 12nm
operations for large N. For a comparison, the LU factorization-based method would require O(m2n)
operations.
Our algorithm is based on the spectral factorization (5) for the generating quadratic matrix poly-
nomial
λ2A1 + λA0 + A−1. (2)
Since the size of the system (1) is very large, the theory of stability of two-point boundary-value
problems for systems of finite difference equations (cf. [9]) becomes timely. The stability requires the
spectral dichotomy, which is equivalent to the existence of the factorization
λ2A1 + λA0 + A−1 = (λX + I)S(λI + Y),
whereX andY have their spectra in theclosedunitdisk {λ ∈ C : |λ|  1} so that theeigenvalueson the
boundary {λ ∈ C : |λ| = 1} are semisimple, or, in other words, the eigenvalues on the unit circle have
no Jordanblocks of size 2or larger. Thus, if there arenoeigenvalues on theunit circle, then the spectrum
must be divided into two groups:m eigenvalues inside the unit circle andm eigenvalues outside it. In
Section 2 we develop an efficient algorithm for computation of the spectral factorization, when the
quadratic matrix polynomial has no eigenvalues on the unit circle and in a neighborhood of it. For
instance, in the Hermitian case, which is important in applications, the eigenvalues lie symmetrically
with respect to the unit circle. If, in addition, the generating matrix polynomial is positive definite on
the unit circle, then our algorithm can compute the spectral factorization efficiently.
We have not investigated yet the case when thematrix polynomial (2) has semisimple eigenvalues
on the unit circle or, when some eigenvalues come close to the unit circle. If it is possible to factorize
such a quadratic polynomial (possessing the spectral dichotomy), then our method is also applicable.
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The block-cyclic reduction has an advantage that it requires no spectral factorization. However, it
inherits stability properties of the Gaussian elimination without pivoting, i.e., it is backward stable
for symmetric positive definite matrices or for matrices with suitable diagonal dominance. In other
cases, no stability is guaranteed. Moreover, it is easy to show that the arithmetical cost of both the
block-cyclic reduction and our algorithm is approximately 12nm for large number of blocks N = n/m.
For these reasons, the proposed method should not be considered as a better alternative to the block-
cyclic reduction, but rather as an additional method that has its own merits. It may give good results
in situations where the block-cyclic reduction fails (see Example 3 in Section 5).
Our main contributions are
(a) an efficient algorithm for spectral factorization (see Theorem1). Such a factorization does not seem
to have been widely exploited in the literature. It can be accomplished with the generalized Schur
decomposition [10],
(b) a doubling procedure (23), which is a fast process involving only matrix–matrix operations and
allows us to perform it cheaply with double or higher precision if necessary,
(c) tight estimates, when N is large, of the condition numbers of T and of the main matrix systems
generated during the spectral factorization,
(d) stability analysis to rounding errors of our SMW inversion based algorithm. The disagreement
about stability/instability of the SMW inversion formula shows that its behavior in floating point
arithmetic was not well understood, see, e.g., [20,16,7,19]. To our best knowledge, the rounding
error analysis developed in the present paper is the first one to reveal possible sources of instability
and allows us to justify the accuracy of the computed results when the algorithm is properly
implemented. Since some parts of the analysis rely on the symmetry of T , it is mostly applicable to
the symmetric positive definite case.
Throughout this paper, I is the identity matrix of a suitable size, the norm ‖ · ‖ denotes the spectral
norm (2-norm) of vectors or matrices, λmax and λmin stand for the largest and smallest eigenvalues
of Hermitian matrices. The notation x∗ is used in complex and real cases for the transpose conjugate
of x. B = B∗ > 0 (resp.  0) means that the matrix B is Hermitian positive definite (resp. positive
semidefinite), and B  C is equivalent to B − C  0.
2. Spectral factorization of a quadratic matrix polynomial
Given m × m matrices A1, A0 and A−1, the quadratic matrix polynomial λ2A1 + λA0 + A−1 is
regular if p(λ) = det(λ2A1 + λA0 + A−1) ≡ 0. The finite eigenvalues of a regular matrix polynomial
λ2A1 + λA0 + A−1 are the roots of the scalar polynomial p(λ). The zero eigenvalues of A1 are called
the infinite eigenvalues of λ2A1 + λA0 + A−1.
The companion linear matrix pencil
A− λB =
⎛⎝ 0 I
−A−1 −A0
⎞⎠− λ
⎛⎝ I 0
0 A1
⎞⎠ (3)
satisfies the identity
det(A− λB) = det(λ2A1 + λA0 + A−1). (4)
Hence λ2A1 + λA0 + A−1 is regular if and only ifA− λB is regular. Moreover, the spectra of a regular
matrix polynomial λ2A1 + λA0 + A−1 and of the companion matrix pencil (3) coincide.
By spectral we call a factorization
λ2A1 + λA0 + A−1 = (λX + I)S(λI + Y), (5)
where them×mmatrix S is nonsingular and them×mmatrices X and Y are discrete stable. A square
matrix is referred to as discrete stable if its spectrum lies in the open unit disk {λ ∈ C : |λ| < 1}.
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Existence of the spectral factorization (5) implies that the quadratic matrix polynomial λ2A1 + λA0 +
A−1 is regular (det(λ2A1+λA0+A−1) = 0when |λ| = 1) and that the polynomial hasm eigenvalues
inside the unit circle andm eigenvalues outside it. Moreover, (5) is equivalent to the equalities
A1 = XS, A0 = S + XSY, A−1 = SY . (6)
The spectral factorization (5) can be algorithmically found by means of the generalized Schur de-
composition with reordering of the diagonal elements
Q∗ (A− λB)Z =
⎛⎝ A11 A12
0 A22
⎞⎠− λ
⎛⎝ B11 B12
0 B22
⎞⎠ , (7)
where the eigenvalues of the m × m pencils A11 − λB11 and A22 − λB22 lie, respectively, inside and
outside the unit circle, and the matricesQ and Z are unitary.
Proposition 1. Let us partition the unitary matrix Z into m × m blocks as
Z =
⎛⎝ Z11 Z12
Z21 Z22
⎞⎠ .
Then
– nonsingularity of the block Z11 is necessary for existence of the spectral factorization (5),
– the spectral factorization (5) is unique.
Proof. Owing to (6) it is easy to verify that
A
⎛⎝ I
−Y
⎞⎠ = B
⎛⎝ I
−Y
⎞⎠ (−Y). (8)
Therefore, the columnsof thematrices
⎛⎝ I
−Y
⎞⎠ and
⎛⎝ Z11
Z21
⎞⎠ span the right deflating subspace ofA−λB
corresponding to the eigenvalues inside the unit circle. 
The following theorem provides a practical tool for deciding whether an arbitrary quadratic matrix
polynomial λ2A1 + λA0 + A−1 admits a spectral factorization and for computing it.
Theorem 1. Let
Q∗
⎛⎝ 0 I
−A−1 −A0
⎞⎠Z =
⎛⎝ A11 A12
0 A22
⎞⎠ , Q∗
⎛⎝ I 0
0 A1
⎞⎠Z =
⎛⎝ B11 B12
0 B22
⎞⎠ (9)
be a generalized Schur decomposition with the unitary matricesQ andZ partitioned consistently with the
block sizes in (9) as
Q =
⎛⎝ Q11 Q12
Q21 Q22
⎞⎠ and Z =
⎛⎝ Z11 Z12
Z21 Z22
⎞⎠ .
Assume that
– the eigenvalues λ of A11 − λB11 and A22 − λB22 lie, respectively, inside and outside the unit circle,
– the block Z11 is nonsingular.
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Then
– the block Q22 is nonsingular,
– the matrices X = − (Q∗22)−1 B22A−122 Q∗22 and Y = −Z11B−111 A11Z−111 = −Z21Z−111
satisfy the matrix equations
X2A−1 − XA0 + A1 = 0 and A1Y2 − A0Y + A−1 = 0, (10)
– the eigenvalues of X and Y lie inside the unit circle,
– the quadratic matrix pencil λ2A1 + λA0 + A−1 admits the factorization
λ2A1 + λA0 + A−1 = (λX + I) S (λI + Y) , (11)
where S = A0 − A1Y is nonsingular.
Proof. First we mention the following simple lemma on the nonsingularity of Z11.
Lemma 1. For a unitary matrix Z, the nonsingularity of the block Z11 is equivalent to that of Z22.
Proof. Assume, for example, that Z11 is nonsingular and Z22 singular, then there exists a nonzero
vector v such that Z22v = 0. Since Z is unitary and [Z21 Z22][0 v∗]∗ = 0, it follows that [0 v∗] =
w∗[Z11 Z12] for some nonzero vector w. The relation w∗Z11 = 0 contradicts the nonsingularity of
Z11. 
We begin the proof of Theorem 1 from the observation that conditions of the theorem ensure that
the matrices B11 and A22 are nonsingular. The second equality of (9) gives Z11 = Q11B11. Therefore, the
blocks Q11 and Q22 are nonsingular.
The identities (9) imply that⎛⎜⎝ 0 I−A−1 −A0
⎞⎟⎠
⎛⎜⎝ Z11
Z21
⎞⎟⎠ =
⎛⎜⎝ Q11
Q21
⎞⎟⎠ A11,
⎛⎜⎝ I 0
0 A1
⎞⎟⎠
⎛⎜⎝ Z11
Z21
⎞⎟⎠ =
⎛⎜⎝ Q11
Q21
⎞⎟⎠ B11,
(12)
⎛⎝ Q12
Q22
⎞⎠∗ ⎛⎝ 0 I
−A−1 −A0
⎞⎠ = A22
⎛⎝ Z12
Z22
⎞⎠∗ ,
⎛⎝ Q12
Q22
⎞⎠∗ ⎛⎝ I 0
0 A1
⎞⎠ = B22
⎛⎝ Z12
Z22
⎞⎠∗ .
(13)
We derive from (12) that⎛⎝ 0 I
−A−1 −A0
⎞⎠⎛⎝ I
Z21Z
−1
11
⎞⎠ =
⎛⎝ I 0
0 A1
⎞⎠⎛⎝ I
Z21Z
−1
11
⎞⎠ Z11B−111 A11Z−111 . (14)
If we denote Z21Z
−1
11 = −Y , then (14) yields Z11B−111 A11Z−111 = −Y and A−1 − A0Y + A1Y2 = 0.
Therefore, A−1 = SY , where we have denoted S = A0 − A1Y .
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We derive from (13) that
Q
−∗
22 B22A
−1
22 Q
∗
22
⎛⎝ Q12Q−122
I
⎞⎠∗ ⎛⎝ 0 I
−A−1 −A0
⎞⎠ =
⎛⎝ Q12Q−122
I
⎞⎠∗ ⎛⎝ I 0
0 A1
⎞⎠ . (15)
Now we denote (Q∗22)−1B22A−122 Q∗22 = −X and (Q12Q−122 )∗ = P, then (15) yields P = XA−1 and
A1 = X(A0 − P). Hence A1 − XA0 + X2A−1 = 0. Since A0 = S + A1Y and A−1 = SY , the equation
A1 − XA0 + X2A−1 = 0 is equivalent to A1 − X(S + A1Y) + X2(SY) = 0, which is the Sylvester
equation A1 − XA1Y = XS − X2SY for the unknown A1, whose unique solution is A1 = XS because
the eigenvalues of X and Y coincide with those of −B22A−122 and −A11B−111 and thus lie inside the unit
circle, see, e.g., [14].
The nonsingularity of S follows from the regularity of the matrix pencil λ2A1 + λA0 + A−1. 
In practice, the spectral factorization (5) is extracted from the first block column of Z as follows:
Y = −Z21Z−111 and then S = A0 − A1Y, X = A1S−1. (16)
Remark 1. The identity matrix I in (9) can be replaced by a nonsingular matrix J, and all statements
of Theorem 1 remain valid in this case. Such a replacement might be useful when ‖[A1 A0 A−1]‖ is far
from 1, and the following relations can justify the choice J = ‖[A1 A0 A−1]‖I:⎡⎣⎛⎝ 0 J
−A−1 −A0
⎞⎠− eiθ
⎛⎝ J 0
0 A1
⎞⎠⎤⎦ =
⎡⎣ −eiθ J J
−A−1 −A1eiθ − A0
⎤⎦ ,
⎡⎣⎛⎝ 0 J
−A−1 −A0
⎞⎠− eiθ
⎛⎝ J 0
0 A1
⎞⎠⎤⎦−1
=
⎡⎣ (A1e2iθ + A0eiθ + A−1)−1 0
0 (A1e
2iθ + A0eiθ + A−1)−1
⎤⎦
×
⎡⎣−(A1eiθ + A0)J−1 −I
A−1J−1 −eiθ I
⎤⎦.
2.1. Main example: positive definite on the unit circle, Hermitian quadratic matrix polynomial
A quadratic matrix polynomial λ2A1 + λA0 + A−1 is called Hermitian on the unit circle when
A0 = A∗0 and A−1 = A∗1. The identity (1/λ¯)2A1 + (1/λ¯)A0 + A−1 = (1/λ¯)2(λ¯2A∗1 + λ¯A∗0 + A∗−1) =
(1/λ¯)2(λ2A1 +λA0 +A−1)∗, valid for all nonzero λ ∈ C, implies that the nonzero finite spectrum of a
Hermitian on the unit circlematrix polynomial is symmetricwith respect to the unit circle. The infinite
spectrum is also symmetric to the zero one because of A−1 = A∗1. If, in addition, the Hermitian matrix
A(θ) = eiθA1 +A0 + e−iθA−1 is positive definite for all real θ , then the polynomial λ2A1 +λA0 +A−1
has no eigenvalues on the unit circle. As a consequence, a quadratic matrix pencil λ2A1 + λA0 + A−1,
which is Hermitian and positive definite on the unit circle, hasm eigenvalues inside the unit circle and
m eigenvalues outside it.
If the spectral factorization of a Hermitian matrix polynomial exists, then X = Y∗ and S = S∗. If,
in addition, eiθA1 + A0 + e−iθA−1 > 0 for all real θ , then (eiθX + I)S(eiθX + I)∗ > 0 for all real θ and
therefore S = S∗ > 0.
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Existenceof the spectral factorization forHermitian andpositivedefinite on theunit circle quadratic
matrix polynomials is proved, e.g., in [15].
3. Algorithm for solving Tx = f
The spectral factorization (5) provides the matrix
LDU =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
S A−1
A1 A0 A−1
A1 A0 ·
· · ·
· · A−1
A1 A0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (17)
where
L =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
I
X I
X I
· ·
X I
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, D =
⎛⎜⎜⎜⎜⎜⎜⎝
S
S
·
S
⎞⎟⎟⎟⎟⎟⎟⎠ , U =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
I Y
I Y
I ·
· Y
I
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (18)
Note that the block tridiagonal matrices T and LDU differ only in the block (1, 1) so that
T = LDU + E(A0 − S)ET = LDU + EXSYET , (19)
where ET =
(
I 0 · · · 0
)
.
The Sherman–Morrison–Woodbury formula (see, e.g., [10, p. 50]) applied to (19) reads
T−1 = (LDU)−1 − (LDU)−1EXS
(
I + YET (LDU)−1EXS
)−1
YET (LDU)−1.
Since
ET (LDU)−1E = (ETU−1)D−1(L−1E) =
n/m−1∑
i=0
YiS−1Xi, (20)
we obtain the equalities
I + YET (LDU)−1EXS = I +
n/m∑
i=1
YiS−1XiS =
n/m∑
i=0
YiS−1XiS.
As a result,
T−1 = (LDU)−1 − (LDU)−1EX
⎛⎝n/m∑
i=0
YiS−1Xi
⎞⎠−1 YET (LDU)−1. (21)
If n/m = 2p − 1, then the matrix
Q =
n/m∑
k=0
YkS−1Xk (22)
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is efficiently computed by the fast doubling algorithm:
Q0 = S−1, X1 = X, Y1 = Y,
Qk = Qk−1 + YkQk−1Xk, Xk+1 = X2k , Yk+1 = Y2k , k = 1, . . . , p
Q = Qp.
(23)
The algorithm (23) is stable because the eigenvalues of X and Y lie inside the unit circle. Let
y = (LDU)−1f = U−1D−1L−1f . (24)
Then by (21)
x = y − U−1D−1L−1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
XQ−1Y(ETy)
0
...
0
⎞⎟⎟⎟⎟⎟⎟⎟⎠ . (25)
We summarize main steps in the following algorithm.
Algorithm 1.
(1) Factorize the quadratic pencil λ2A1 + λA0 + A−1 as in (5) using the Schur form ofA− λB with
reordering of diagonal values.
(2) Compute the matrix Q using the fast doubling algorithm (23).
(3) Compute the solution x using formulas (24) and (25).
Remark 2. The requirement n/m = 2p−1 is by nomeans restrictive because it can be easily removed.
Let bpbp−1 · · · b2b1 be the binary form of an arbitrary value n/m. Then the doubling algorithm (23) is
supplemented with the following pseudocode:
Qˆ = S−1, Xˆ1 = X, Yˆ1 = Y
for k = 1, 2, . . . , p
if bk = 1
Qˆk = Qˆk−1 + YˆkQk−1Xˆk, Xˆk+1 = XˆkXk, Yˆk+1 = YˆkYk
else
Qˆk = Qˆk−1, Xˆk+1 = Xˆk, Yˆk+1 = Yˆk
end
end
Q = Qˆp
3.1. Arithmetic cost
Only leading terms are taken into account when evaluating the arithmetic cost.
The solution of system (1) requires the spectral factorization of λ2A1+λA0+A−1, i.e., thematrices
X, Y and S, and the formulas (23)–(25).
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The spectral factorization of λ2A1 + λA0 + A−1 by the generalized Schur decomposition as in
Theorem 1 requires approximately 50 · 8m3 arithmetic operations (see, e.g., [10, p. 385]).
The computation of Q by the iteration (23) consists of 4p − 2 multiplications of m × m matrices,
i.e., its cost equals 8m3 log2 n/m.
The computation of L−1f is equivalent to n/m−1multiplications of the form Xv, where v is a vector.
The computation ofU−1v has the same cost. ThemultiplicationD−1v equalsn/mmultiplications of the
form S−1vwith the pre-computed S−1. Therefore, the computation of y requires 3 · n/m · 2m2 = 6nm
arithmetic operations. The computation of x by the formula (25) requires the same cost. Thus, the total
cost amounts to 12nm + 8m3(log2 nm + 50) arithmetical operations.
4. Analysis of Algorithm 1
This section addresses the delicate issues of conditioning and roundoff analysis.
4.1. The condition numbers of T, LDU and Q
Here we restrict ourselves to the case of Hermitian quadratic matrix polynomials positive definite
on the unit circle, that is when A0 = A∗0, A−1 = A∗1 and
ρ = min
θ∈R λmin
(
A1e
iθ + A0 + A−1e−iθ
)
> 0. (26)
By λmin(M)we denote theminimum eigenvalue of amatrixMwith real eigenvalues. For convenience,
the eigenvalues of M are sorted in the ascending order: λmin(M) = λ1  λ2  · · · . Note that the
parameter ρ is tiny when the matrix polynomial λ2A1 + λA0 + A−1 has an eigenvalue near the unit
circle and/or λmin(S) is tiny.
Theorem 2. The following bounds hold (N = n/m):
ρ  λmin(LDU)  λmin(T),
λmin(T)  ρ + O(N−2) for large N,
cond(T) = ‖T‖‖T−1‖ 
√
3‖[A1, A0, A−1]‖
ρ
,
cond(LDU) 
√
3‖[A1, A0, A−1]‖
ρ
.
Proof. As in [3] the proof is based on Cauchy’s interlace property λmin(T)  λm+1(C), where the
block circulant matrix C of size (n + m) × (n + m),
C =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A0 A−1 A1
A1 A0 A−1
A1 · ·
· · A−1
A−1 A1 A0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1
T
A−1
A−1 A1 A0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
is block diagonalizable in the form C = F · blockdiag{0, 1, . . . , N} · F∗ by means of the unitary
block discrete Fourier transform matrix, depending on the root of unity ω = e−2π i/(N+1),
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F = 1√
N + 1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
I I I · · · I
I ωI ω2I · · · ωNI
...
...
... · · · ...
I ωNI ω2NI · · · ωN2 I
⎞⎟⎟⎟⎟⎟⎟⎟⎠ .
The eigenvalues of C coincide with those of the diagonal blocks
k = A1ω−k + A0 + A−1ωk, k = 0, 1, . . . ,N.
Suppose that
ρ = v∗ρ(A1eiθρ + A0 + A−1e−iθρ )vρ, where ‖vρ‖ = 1. (27)
Then v∗ρ(A1eiθρ )vρ is a nonpositive real number. Indeed, thepolar representation v∗ρA1vρ = reiα , r ≥ 0,
allowsus towriteρ = v∗ρA0vρ+2rminθ∈R cos(θ+α). Therefore,θρ+α = π andv∗ρ(A1eiθρ )vρ = −r.
Given tρ = θρ(N + 1)/(2π), the semiopen interval (tρ − (m + 1)/2, tρ + (m + 1)/2) of length
m + 1 evidently contains exactly m + 1 integer numbers kj , j = 1, . . . ,m + 1, and the values δj =
2πkj/(N+1)−θρ satisfy the bound |δj|  π(m+1)/(N+1). WhenN ≥ m, this yields the estimates
λmin(kj)  v∗ρ(A1ω−kj + A0 + A−1ωkj)vρ  ρ − r(eiδj − 1) − r(e−iδj − 1) = ρ + 2r(1 − cos δj)
and λm+1(C) = maxj λmin(kj)  ρ + 2r(1 − minj cos δj)  ρ + 2r
[
1 − cos π(m+1)
N+1
]
. Cauchy’s
interlace property provides the inequality λmin(T)  λm+1(C). Hence
λmin(T)  ρ + 2
∣∣∣v∗ρA1vρ ∣∣∣
[
1 − cos (m + 1)π
N + 1
]
, (28)
and λmin(T) = ρ + O(N−2) for large N.
It is evident that LDU  T and λmin(LDU)  λmin(T). To derive the estimate λmin(LDU)  ρ , we
use Lemma 2 (see below) with g = f , L = U∗, S = S∗, the estimates
(LDU)−1  U−1blockdiag
⎧⎨⎩S−1, . . . , S−1,
∞∑
k=0
YkS−1Xk
⎫⎬⎭ L−1,
1
2π
∫ 2π
0 F
∗(θ)(A1eiθ + A0 + A−1e−iθ )−1F(θ)dθ
 maxθ∈R ‖(A1eiθ + A0 + A−1e−iθ )−1‖ 12π
∫ 2π
0 F
∗(θ)F(θ)dθ
and Parseval’s equality ‖f‖2 = 1
2π
∫ 2π
0 F
∗(θ)F(θ)dθ .
Since T from (1) satisfies the inequality ‖Tx‖  √3‖[A1, A0, A−1]‖‖x‖ for all x ∈ Rn, we obtain
the bounds ‖LDU‖  ‖T‖  √3‖[A1, A0, A−1]‖. 
Remark 3. The bound (28), valid ifN ≥ m, is computable becauseρ and vρ from (27) can be computed
efficiently.
Lemma 2. Let fk ∈ Rm and gk ∈ Rm be block components of vectors f ∈ Rn and g ∈ Rn. Then
gTU−1blockdiag
{
S−1, . . . , S−1,∑∞k=0 YkS−1Xk} L−1f
= 1
2π
∫ 2π
0 G
∗(θ)(A1eiθ + A0 + A−1e−iθ )−1F(θ)dθ,
(29)
where F(θ) = ∑Nk=1 fke−i(N−k)θ and G(θ) = ∑Nk=1 gke−i(N−k)θ .
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Proof. See Appendix. 
Proposition 2. Let Q∞ = ∑∞k=0 YkS−1Xk be the “infinite version” of the matrix Q in (22), i.e., matrix Q
when p → ∞. Then
Q∞ = 1
2π
∫ 2π
0
A(θ)−1dθ, (30)
where A(θ) = A1eiθ + A0 + A−1e−iθ .
Proof. (30) is obtained after integration of the identity
A(θ)−1 = (I + e−iθY)−1S−1(I + eiθX)−1 =
∞∑
k,l=0
(−1)k+lei(l−k)θYkS−1Xl. 
Corollary 1. ‖S−1‖  ‖Q‖  1/ρ and ‖Q−1‖  ‖S‖  ‖A0‖.
Proof. The inequalities follow from the relations ‖Q∞‖  maxθ∈R ‖A(θ)−1‖ = 1/ρ , S−1  Q 
Q∞ and A0 = XSY + S  S. 
The estimates of this section demonstrate that the accuracy of the computed solution x depends
mainly on the parameter κ = ‖[A1, A0, A−1]‖/ρ . The smaller κ is, the better the accuracy, which is
certainly the case when the eigenvalues of the quadratic matrix polynomial (2) inside and outside the
unit circle are well separated and condition number of S is not large.
4.2. The rounding error stability
Here we present a brief analysis of the forward error ‖x− x˜‖/‖x‖, where x˜ is the solution of Tx = f
computed by Algorithm 1 in floating point arithmetic. Let us denote T̂ = LDU for convenience.
Recall from (21) that the exact solution is
x = T̂−1f − T̂−1EXQ−1YET T̂−1f . (31)
Assume that the computation of y = T̂−1f is backward stable in the sense that it is evaluated in the
form y˜ = (T̂ + 1)−1f , where the perturbation 1 is bounded as ‖1‖ = O(machine)‖T̂‖, see [10].
Assume further that the quantity XQ−1YETy is computedwith the double or higher precision1 so that
we could drop the rounding errors in this expression. Then
x˜ = (T̂ + 1)−1f − (T̂ + 2)−1EXQ−1YET (T̂ + 1)−1f , (32)
where
‖i‖ = O(machine)‖T̂‖, i = 1, 2.
Neglecting quadratic perturbation terms we obtain the asymptotic equalities
(T̂ + i)−1 = T̂−1 − T̂−1iT̂−1, i = 1, 2.
Then (31) and (32) give
1 In a model MATLAB implementation we use the command vpa during computation of this quantity.
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x − x˜ = T̂−11T̂−1f − T̂−1EXQ−1YET T̂−11T̂−1f
−T̂−12T̂−1EXQ−1YET T̂−1f
=
(
T̂−1 − T̂−1EXQ−1YET T̂−1
)
1T̂
−1f
−T̂−12
(
T̂−1EXQ−1YET T̂−1f
)
= T−11T̂−1f + T̂−12
(
x − T̂−1f
)
=
(
T−11 − T̂−12
)
y + T̂−12x. (33)
As a result, the forward error satisfies the estimate
‖x − x˜‖
‖x‖  ‖2‖‖T̂
−1‖ +
[
‖1‖‖T−1‖ + ‖2‖‖T̂−1‖
] ‖y‖
‖x‖ . (34)
If ‖y‖ = O(1)‖x‖, then by Theorem 2
‖x − x˜‖/‖x‖ = O(machine)‖T‖/ρ. (35)
The worst bound for the forward error is the following:
‖x − x˜‖/‖x‖ = O(machine)‖T‖3/2ρ−3/2. (36)
To derive (36) we observe that the perturbation matrices1 and2 in (33) possess a structure when
T̂−1f is computed by means of the Cholesky factorization T̂ = RTR, where R = D1U and D = DT1D1 is
also a Cholesky factorization. We again assume that R is computed with high precision and contains
no rounding errors. Then, omitting quadratic perturbation terms, we can write that
i = RTi1 + i2R, ‖ij‖ = O(machine)‖R‖, i, j = 1, 2,
and that
x − x˜ =
[
T−1RT11T̂−1 + T−112RT̂−1 − T̂−1RT21T̂−1
−T̂−122RT̂−1
]
f +
[
T̂−1RT21T−1 + T̂−122RT−1
]
f .
The inequality T̂  T implies that ‖RT−1/2‖  1. Therefore
‖x − x˜‖ O(machine)‖R‖
[
2‖T−1/2‖‖T̂−1‖ + 2‖T−1‖‖R−1‖
+2‖R−1‖‖T̂−1‖
]
‖f‖
 O(machine)‖T‖3/2ρ−3/2‖x‖.
Remark 4. If the number of blocksN = n/m is large, the computation of XQ−1YETy and elements of R
with the double or higher precision is not time consuming in comparisonwith the cost of computation
of T̂−1f .
5. Examples and numerical tests
We have run our numerical tests in MATLAB on the Intel processor E8500 (3.16 GHz). Algorithm 1
was implemented in two variants: themain variantwithout high precision for the quantity XQ−1YETy,
mentioned in Section 4.2, and the second variant with the high precision for this quantity. The results
given in Tables 1 and 2 were computed by the main variant. The second variant was used only to see
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Table 1
Numerical results for Example 1.
n δ ‖T−1‖ 1/ρ ‖xS − x˜‖/‖xS‖ ‖˜x‖ ‖˜y‖ BW error
106 10−2 104 104 5.2 · 10−12 2.5 · 102 3.1 · 102 5 · 10−17
106 10−4 108 108 2.9 · 10−8 2.5 · 102 1.7 · 105 2.4 · 10−13
106 10−6 9.2 · 1010 1012 3.9 · 10−6 2.8 · 102 1.2 · 108 6.4 · 10−11
104 10−6 107 1012 2.3 · 10−9 2.9 · 101 2.9 · 105 3.9 · 10−13
102 10−6 103 1012 3.7 · 10−13 2.9 2.9 · 102 2.4 · 10−15
Table 2
Numerical results for Example 2
m ρ σmin(T) ‖x − x˜‖/‖x‖ ‖˜y‖/‖x‖ BW error Time (s)
5 11.7 11.7 3 · 10−16 1 1.1 · 10−16 0.44
10 9.53 9.53 5.4 · 10−16 1 1.5 · 10−16 0.48
15 7.37 7.37 7.2 · 10−16 1 1.6 · 10−16 0.56
20 5.21 5.21 1.2 · 10−15 1 2.8 · 10−16 0.56
25 3.04 3.04 1.1 · 10−15 1 2.1 · 10−16 0.69
30 0.87 0.87 2.3 · 10−15 1 3.4 · 10−16 0.79
32 6 · 10−5 6 · 10−5 4.2 · 10−12 16 6.5 · 10−16 0.74
if there is any difference in accuracy between the two variants. In our numerical experiments we have
observed no essential difference.
Example 1. Consider the symmetric positive definite n × n Toeplitz matrix T with the 1 × 1 blocks
A0 = a0 and A1 = a1 = A−1 such that a0 > 2a1 > 0. It is easy to see that ρ = a0 − 2a1 and that
the smallest eigenvalue of T is λmin(T) = a0 − 2a1 cos πn+1 = ρ + a1
(
π
n+1
)2 +O(n−4). The spectral
factorization gives S = (a0 +
√
a20 − 4a21)/2 and X = Y = (a0 −
√
a20 − 4a21)/(2a1).
If we choose a1 = 1 and a0 = 1 − δ + 1/(1 − δ) for a small δ > 0, then X = Y = 1 − δ,
S = 1/(1 − δ) and ρ = δ2/(1 − δ). The right hand side is f = (1, . . . , 1)T . The computed solution
x˜ is compared with the backward stable numerical solution xS obtained by means of the fast sine
transform. BW error denotes the backward error ‖f − Tx˜‖/(‖T‖‖˜x‖ + ‖f‖).
Example 2. As in [1] we choose the upper triangularm×mmatrix A1 with all elements on the main
diagonal and above it equal to 1 and A−1 = A∗1. The m × m matrix A0 has a0 = 15.1315 on the main
diagonal and 1s elsewhere. The order of T is n = m(216 − 1). The right-hand vector of the system has
been chosen so that the system has the solution x = (1, . . . , 1)T .
The Hermitian quadratic matrix pencil λ2A1 + λA0 + A−1 is positive definite on the unit circle
whenm  32. Form > 32 the parameter ρ is negative and the polynomial λ2A1 + λA0 + A−1 might
have no spectral factorization or it is not well-conditioned.
Approximations to the distance ρ have been obtained using MATLAB’s fminbnd function which
attempts to find a local minimum of the function θ → λmin
(
A1e
iθ + A0 + A−1e−iθ
)
for θ ∈ [0, 2π ].
The smallest eigenvalue of the symmetric positive definite matrix T was approximated by MATLAB’s
eigs function where T−1v was computed by Algorithm 1. Computation of the spectral factorization
form = 32 took 0.024 s.
While the above examples are very favorable for the block-cyclic reduction, they demonstrate that
the proposed method gives similar good results. The following example shows the competitiveness of
the proposed method.
Example 3. In this example m = 10 and the number of blocks equals N = 210. The matrix A1 is
lower bidiagonal Toeplitz with 0.7 on the main diagonal and 1 on the subdiagonal. The matrices A−1
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and A0 are given by A−1 = −(AT )4 and A0 = I + A1A−1. It is easy to check that the spectral fac-
torization of the quadratic matrix pencil A1λ
2 + A0λ + A−1 is (A1λ + I)(Iλ + A−1) with discrete
stable matrices X = A1 and Y = A−1. The right-hand side f is chosen so that the solution x is the
vector with all components equal to 1. The condition number of T , given by the MATLAB command
condest(T), is estimated as 3.85 · 1013. The block-cyclic reduction computes a solution x˜ that has
no correct digits. It satisfies
‖x−x˜‖
‖x‖ = 1.7 · 10+5. The solution x˜ computed by the proposed algorithm
satisfies
‖x−x˜‖
‖x‖ = 6.4 · 10−4.
6. Conclusion
We have presented a fast algorithm for solving tridiagonal block Toeplitz linear systems, which
relies on the Sherman–Morrison–Woodbury formula with a preliminary spectral factorization of the
generating quadraticmatrix pencil. Themain restriction on feasibility of this algorithm is the necessity
to determine the spectral factorization of the quadratic matrix polynomial λ2A1 + λA0 + A−1. The
stability theory developed in Section 4 allows one to control the accuracy of the computed solution
with the help of the ratio ‖y‖/‖x‖. Moreover, one can estimate the backward error a posteriori. In
spite of the general absence of the backward stability for Algorithm 1, the backward error can be often
small. The numerical tests also show that the algorithm is robust.
It is important to emphasize here that our algorithm can give the solution when the block-cyclic
reduction fails.
Appendix A. Proof of Lemma 2
Since
(Xeiθ + I)−1F(θ) = ∞∑
l=0
(−X)leilθ N∑
k=1
fke
−i(N−k)θ
= N∑
k=1
[
(−X)k−1f1 + (−X)k−2f2 + · · · + fk
]
e−i(N−k)θ
+ ∞∑
l=1
(−X)l
[
(−X)N−1f1 + (−X)N−2f2 + · · · + fN
]
eilθ
and
G(θ)∗(I + Ye−iθ )−1 = N∑
k=1
[
gT1 (−Y)k−1 + gT2 (−Y)k−2 + · · · + gTk
]
ei(N−k)θ
+ ∞∑
l=1
[
gT1 (−Y)N−1 + gT2 (−Y)N−2 + · · · + gTN
]
(−Y)le−ilθ ,
we obtain that
1
2π
∫ 2π
0 G
∗(θ)(A1eiθ + A0 + A−1e−iθ )−1F(θ)dθ
= N∑
k=1
[
gT1 (−Y)k−1 + gT2 (−Y)k−2 + · · · + gTk
]
S−1[
(−X)k−1f1 + (−X)k−2f2 + · · · + fk
]
+ ∞∑
l=1
[
gT1 (−Y)N−1 + gT2 (−Y)N−2 + · · · + gTN
]
(−Y)lS−1(−X)l[
(−X)N−1f1 + (−X)N−2f2 + · · · + fN
]
= gTU−1D−1L−1f + (gTU−1)N
∞∑
k=1
YkS−1Xk(L−1f )N,
where the subscript N indicates the Nth block component of a vector.
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