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Abstract8
During the summer of 2010 ice concentration in the Eurasian Basin, Arctic Ocean9
was unusually low. This study examines the sea-ice reduction in the Eurasian Basin10
using ice-based autonomous buoy systems that collect temperature and salinity of11
seawater under the ice along the course of buoy drift. An array of GPS drifters was12
deployed with 10 miles radius around an ice-based proler, enabling the quantitative13
discussion for mechanical ice divergence/convergence and its contribution to the sea-14
ice reduction. Oceanic heat uxes to the ice estimated using buoy motion and mixed-15
layer (ML) temperature suggest signicant spatial dierence between uxes under16
rst-year and multi-year ice. In the former, the ML temperature reached 0.6 K above17
freezing temperature, providing >60{70 W m 2 of heat ux to the overlying ice,18
equivalent to about 1.5 m of ice melt over three months. In contrast, the multiyear19
ice region indicates nearly 40 W m 2 at most and cumulatively produced 0.8 m ice20
melt. The ice concentration was found to be reduced in association with an extensive21
low pressure system that persisted over the central Eurasian Basin. SSM/I indicates22
that ice concentration was reduced by 30{40% while the low pressure persisted. The23
low ice concentration persisted for 30 days even after the low dissipated. It appears24
that the wind-forced ice divergence led to enhanced absorption of incident solar25
energy in the expanded areas of open water and thus to increased ice melt.26
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1 Introduction31
The Arctic Ocean has experienced a dramatic decrease in summer ice extent over32
the past few decades (Comiso et al., 2008). This decrease in sea-ice cover has33
been pronounced especially in the western Arctic Ocean such as the Chukchi Sea,34
Beaufort Sea and adjacent seas in the Amerasian Basin (e.g., Shimada et al., 2006;35
Perovich et al. 2007; 2008). However, in the August 2010, there was appreciably36
low ice concentration in the central Eurasian Basin that was the second lowest37
since 1992 (Fig. 1). The reduced ice concentration is associated with holes that38
appeared in the ice pack (Fig. 2a), that were not present in the other low ice con-39
centration years. This decrease in the concentration could lead to additional solar40
radiation deposited in the upper ocean and further decrease in the concentration41
through ice albedo-feedback. Hence, mechanical divergence of ice drift is a possible42
trigger for the increased ice reduction because it forcibly enlarges the open water43
area. In this study, we investigate the ice concentration reduction found in the44
Eurasian Basin during the summer 2010 from the view point of the mechanical ice45
divergence.46
From the special sensor microwave imager (SSM/I) imagery, the low ice con-47
centration rst emerged in the mid-July around the North Pole and Amundsen48
Basin, and subsequently spread over the whole Eurasian Basin throughout August49
and early September. The concentration reduced by nearly 50% at greatest in late50
August and expanded extensively in the basin (Fig. 2a). The region of reduced51
ice concentration was centered on the Nansen-Gakkel Ridge (N-GR), which is lo-52
cated roughly 86.5N, 30E. The SSM/I images show the distinct dierence in the53
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concentration between the reduced-ice central Eurasian Basin and the packed ice54
region north of the Greenland. The low ice concentration in the Eurasian Basin55
was restored to 100% by the mid-September.56
This paper aims to reveal what led to such prominent reduction in ice area of57
Eurasian Basin. We have analyzed temperature and salinity of the upper ocean58
collected by automated proling instruments deployed on multiyear ice oes. The59
instruments that were tethered to the ice-mounted surface unit were deployed near60
the North Pole in the mid-April 2010 in conjunction with the North Pole Environ-61
mental Observatory (NPEO) program. One of the instruments is the Polar Ocean62
Proling System (POPS) deployed by the Japan Agency for Marine-Earth Science63
and Technology (JAMSTEC), and another is the Ice Tethered Proler (ITP) (Kr-64
isheld et al., 2008; Toole et al., 2006) deployed by Woods Hole Oceanographic65
Institution, which is identied as ITP#38. The two buoys drifted in the Amund-66
sen and Nansen Basins with similar pathways; they traveled along the Lomonosov67
Ridge toward Greenland in June, and then changed direction to across the ridge68
joining the Transpolar Drift Stream (Fig. 2a). As the buoys traveled, they skirted69
the boundary region between the packed-ice in the north of Greenland and the70
most reduced-ice in the Eurasian Basin. In addition to these ice-based oceano-71
graphic prolers, 4 GPS drifters were deployed aside the POPS buoy in April72
2010, initially in a square with 20 km side length (Fig. 2b). The GPS buoy ar-73
ray allows the quantication of the mechanical ice divergence and convergence, so74
that we can analyze how mechanical opening of the ice pack inuenced the promi-75
nent ice reduction in the Eurasian Basin during the summer 2010 through the ice76
albedo-feedback.77
In addition to POPS and ITP#38, we analyzed the oceanographic data from78
another ice-based proling system, ITP#37, that was deployed in open water area,79
oshore from the Laptev Sea Shelf, on August 30, 2009. Note that it was deployed80
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in the previous summer than the other two prolers. The ITP#37 moved toward81
the north from late summer 2009 to spring 2010 with the Transpolar Drift Stream,82
indicating that the markedly reduced-ice region in the central Eurasian Basin was83
composed principally of the rst year ice rather than perennial ice oes coming84
from the North Pole region. The data from ITP#37 is compared with those from85
POPS and ITP#38 by focused on the dierence between rst year and multiyear86
ice oes that the instruments deployed on.87
We describe methods and data that we used in Section 2. In Section 3, our88
ndings from the oceanographic data obtained by the instruments are presented89
from a view point of the under-ice mixed layer properties. In this section, we90
also present a quantitative discussion of ice melting in the regions on the basis of91
the ocean-to-ice heat uxes estimated for each oceanographic proler. Further-92
more, we assess an impact of a low pressure system that persisted over the central93
Eurasian Basin in August to the reduced ice concentration in the basin. Section 494
summarizes the paper.95
2 Data and Method96
The POPS instrument was deployed at 89.28N, 89.66E on April 15 in 2010 by97
JAMSTEC near Russian ice camp, Barneo (http://www.barneo.ru/index.htm).98
The POPS consists of a surface-unit that was mounted on multi-year ice of  1.999
m thickness and an underwater proling oat. Sensors equipped with the surface-100
unit collected data of air temperature and barometric pressure at approximately101
1 m height with 1 hour time interval. The oceanic proling oat acquired tem-102
perature, conductivity (salinity) and pressure in a depth range of 5{575 m, where103
the temperature and conductivity sensors are SBE 41CP CTD sensors from Sea-104
Bird Electronics with an accuracy of 0.005 psu and 0.002C, respectively. The105
POPS gathered oceanographic data when the underwater proler ascends from106
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the greatest depth, with approximately 1.0-2.0 m of vertical resolution, and the107
oceanographic sampling is performed one-way each day. For the full description108
of POPS, refer to Kikuchi et al. (2007). The POPS terminated its oceanographic109
data transmission on August 28 when it was located at 85.11N, 4.99E over the110
Nansen-Gakkel Ridge and north of the Yermak Plateau.111
The ITP#38 was deployed on a 1.7 m thick ice-oe in the Transpolar Drift112
Stream on April 19, 2010 at 88.65N, 145.60E, approximately 150 km away from113
the POPS (see Fig. 2). ITP#38 gathered temperature and salinity data at about114
25 cm vertical resolution on four proles per day from about 7 m depth to about115
750 m, and transmitted the data via Iridum satellite (data are taken from the ITP116
web site, http://www.whoi.edu/itp/data). The ITP underwater proler cycles117
vertically along the tether. ITP#37 was deployed on August 30, 2009 in open wa-118
ter at 8155.7N, 12010.1E in the Transpolar Drift. The instrument was deployed119
in collaboration with the Nansen and Amundsen Basins Observational System120
(NABOS) project from I/B Kapitan Dranitsyn. The ITP#37 was operating on a121
typical sampling schedule of 2 proles between 7 and 760 m depth each day. The122
detailed ITP calibration procedures are described by Johnson et al. (2007).123
Four GPS ice drifters were deployed on April 15, 14 km to the north, south,124
east and west of the POPS. Each buoy consists of a GPS receiver and Iridium125
modem, transmitting near-real time geographic position with 10 minute time in-126
terval. Ice velocity and its spatial gradients (strain rate) were estimated from the127
temporal and spatial dierentials of the hourly interpolated GPS positions using128
the method of Hutchings and Hibler (2008). The resultant spatial gradients for ice129
velocity are combined to give time series of ice divergence or convergence, vorticity130
and shear of the ice motion within the buoy array. The estimated strain rates are131
valid over the length of buoy array, which is approximately the square root of the132
buoy array area.133
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3 Results and Discussion134
3.1 Mixed layer properties under the ice135
First, we describe hydrographic properties obtained by the POPS and ITP buoys.136
In the present study, we focus on mixed layer properties such as temperature and137
salinity since signicant changes in that layer most likely aects the ice reduction.138
Figure 3a depicts temperature and salinity obtained by POPS in the surface layer.139
During a period between days 110 and 170, the surface mixed layer persisted with140
a nearly constant depth of 50 m, wherein temperature is close to the freezing141
temperature Tf with an elevation less than 0.1 K than Tf . The mixed layer depth is142
determined for a minimum depth where density stratication reaches N2 =710 4143
s 2, where N is the Brunt-Vaisala frequency and dened as N2 =   g
w0
@w
@z
(ref-144
erence sea-water density w0 is 1028 kg m
3 and gravitational acceleration g =9.8145
m s 2) (see also Fig. 4). The mixed-layer salinity in the course of the POPS drift146
was generally less than 32.0 practical salinity unit (PSU), far less saline compared147
to past observations. This freshening of the mixed layer in the Transpolar Drift148
Stream during summer 2010 is discussed in Timmermans et al. (2011). They149
argued that this freshening is attributable to the signicant change in atmospheric150
circulation, leading to the increased volume of freshwater outow from the Beau-151
fort Sea to join the Transpolar Drift Stream. There is large volume of warm and152
saltier water underlying the mixed layer, which originates from the North Atlantic153
Ocean (Swift and Aagaard, 1981; Aagaard et al., 1985).154
Figure 5 depicts time series of temperature elevation averaged within the sur-155
face mixed layer. The gure shows that ML temperature indicates a moderate156
increase from day 120 through day 170, and after that, it shows even rapider157
increase continuing until day 240. During the latter period, the ML temperature158
increased by 0.3 K, when mixed layer salinity decreased from from 31.4 PSU to 31.2159
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PSU (Fig. 3a). The depth of strongest stratication representing the mixed layer160
depth markedly shoals up from 50 m to <20 m (Fig. 4a). This shoaling coinciden-161
tally happens when the buoy transects the N-GR. Additionally, it is noteworthy162
that another maximum of stratication is found after day 180, which is centered163
at a depth of 25 m, shallower than the principal mixed layer of 50 m. The two164
layers with N2 maximum appear to merge together after day 200 when the lower165
layer shoals up following the bottom relief of N-GR.166
The dual layering structure of mixed layer under the POPS is also found for167
the ITP#38 (Figs. 3b and 4b). The base of the lower mixed layer shoaled up as168
the buoy moved across the N-GR (Fig. 4b), as found along the POPS track. The169
shallower mixed layer whose depth is 25 m appears to be associated with the170
surface water freshening, where salinity decreases from 31.8 to 30.6 PSU between171
days 170 and 245. ITP#38 recorded the rapid warming in ML temperature after172
day 170 as well as the POPS did.173
Mixed layer properties under ITP#37 are signicantly dierent from those for174
the other two buoys that were deployed on the multiyear ice (Figs. 3c and 4c).175
ITP#37 indicates that salinity before the mid-summer was between 33.3{33.5 PSU176
and much higher than 31.5 PSU for POPS and ITP#38. Upper layer tempera-177
ture is persistently close to Tf . The N
2 plot displays that the mixed layer depth is178
50 m before day 200 similar to those for POPS and ITP#38, while its stratica-179
tion at the base is much weaker, where typically N2 < 310 4 s 2 (Fig. 4c), than180
that for the other two. Around day 200, the mixed layer appears very shallow,181
whose depth is less than 15 m and whose stratication is even stronger than that182
for the deeper mixed layer during spring time. At the same time, ML temperature183
dramatically increases, attaining its peak of 0.6 K above Tf around day 205; it184
then decreases rapidly until day 215 (Fig. 5a). The shallow mixed layer is also185
marked by low salinity water which is less than 0.4 PSU compared to that before186
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day 200.187
This abrupt emergence of the shallow mixed layer under ITP#37 would be ex-188
plained by the same mechanism that the shallower N2 maximum established under189
the ITP#38 and POPS since they almost coincidentally occurred within a short pe-190
riod, day 200{210. Namely, fresh melt water was presumably released to the water191
surface at the timing, producing a highly stratied halocline at such shallow depth.192
The warm, fresh water within the layer support this hypothesis. Images from web193
cameras co-located with the buoys also supports this, which recorded that the194
upper surface of ice oes started to melt after the end of June and form numerous195
melt ponds overall the surface (http://www.arctic.noaa.gov/gallery np.html).196
The N2 plot in Figure 4c illustrates that the shallow halocline becomes deeper197
with time, which is <10 m around day 200 while it becomes 30 m by day 240.198
In general, the surface boundary layer is subjected to an inuence of turbulence199
excited by the surface momentum input, so that it becomes deeper through the200
erosion process at the base. Thus, the ice motion can stir up waters within the201
shallow halocline, eventually contributing to the deepening in the mixed layer.202
The wind-driven mixed layer is known to be modeled in terms of surface friction203
velocity u0 and stratication N2 by a following formulation (Cushman-Roisin,204
1994):205
hML =

12mu30
N2
t
1=3
+ hML0; (1)
where hML is the mixed layer depth, hML0 is that for the initial time, and a206
coecient m is 1.25 based on laboratory experiments. We applied Equation (1)207
to the cases of POPS, ITPs#38 and #37 (dashed red curves in Fig. 4), where208
we take N2 = 0.510 3, 0.810 3, and 2.010 3 s 2, and u0 = 0.005, 0.007209
and 0.006 m s 1, respectively, on the basis of the observation (see also Fig. 6).210
Please refer to the full description below for the u0 estimation. In Figure 6,211
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the theoretical curves capture well the observed temporal evolution in the surface212
mixed layer depth. That is, the weaker (stronger) stratication due to the fresh213
melt water is eroded by turbulence, producing the deeper (shallower) mixed layer214
with time. Consequently, we can explain that the rapid dissipation of the high215
temperature within the shallow surface layer under the ITP#37 is due to the216
convective motion stirred by the surface turbulence (Fig. 3c). It is interesting217
that the high temperature still remains only at the base of mixed layer.218
3.2 A bulk estimate for oceanic heat ux219
In the present section, ocean-to-ice turbulent heat ux is estimated based on the220
parameterization developed by McPhee (1992). It is formulated as follows:221
< w0T 0 >0= cpcHu0T; (2)
where cp =3980 J kg
 1 is the specic heat of sea water, ch =0.0057 is a heat222
transfer coecient (see McPhee et al., 2003), and T is the dierence between223
temperature in the well-mixed boundary layer and freezing temperature Tf that224
is a function of mixed-layer salinity. Density of sea water  is 1028 kg m 3, and225
u0 is the interfacial friction velocity between ice and ocean.226
The friction velocity u0 is estimated from ice-drift velocity U using a Rossby227
similarity relationship (see McPhee, 2008 for further explanation)228
U
u0
= log
ju0j
fz0
    i; (3)
where u0 and U are expressed as complex number,  =0.4 is von Karman's con-229
stant, and f is the Coriolis parameter with constants  =2.12 and  =1.91. For230
the hydraulic roughness of the ice undersurface, we take z0 =0.01 m as used in231
Timmermans et al. (2011) and many past studies. Also following McPhee (2003),232
we removed inertial components from U using a 12-hour running mean which is233
based on the evidence that the inertial component of shear at the ice-ocean inter-234
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face can be neglected because the ice and upper ocean react in the same way to235
the forcing.236
Figure 6 plots the magnitude of friction velocity estimated from Equation (3).237
According to Figure 6, the three ocean proling buoys show similar behaviors in238
friction velocity which is principally due to the variability in ice speed. They ex-239
hibit moderate uctuations with periods of 3{5 days until day 180. Meanwhile,240
friction velocity drastically changed into vigorous uctuation after day 200, most of241
which have relatively short-term oscillation which is removed by the running-mean242
procedure. Hence, it does not aect result of the heat ux calculation presented243
below.244
Wavelet analysis of ice velocity, divergence, shear and vorticity provides further245
detailed insight regarding the ice motion in the vicinity of POPS (Fig. 2b). The246
wavelet analysis is applied to the buoy array strain rate components, following247
Grinsted et al. (2004), using a 6th order morlet wavelet. The results, for vorticity248
(curl of the velocity eld resolved by the GPS buoy array), are plotted in Fig-249
ure 7. The gure shows that the vorticity of sea-ice motion stays generally quiet250
through day 200. After that, it becomes much more vigorous in the semi-diurnal251
tidal/inertial band at frequencies of 2.0{2.1 cycles per day (CPD), which is close252
to the local inertial frequency (2.08 CPD). After day 200, the variation is also pro-253
nounced at low frequencies of 0.1{0.5 CPD as well as exhibiting a relatively high254
frequent inertial motion. After day 260, the intensied oscillation at 2 CPD still255
persists although it becomes intermittent. The overall features described above are256
found for ice velocity, divergence and shear as well. Excitation of ice motion in the257
inertial band is indicative of an ice pack that has become weakened, with reduced258
internal ice interaction (Colony and Thorndike, 1980; Geiger and Perovich, 2008).259
The ocean-to-ice heat ux is depicted in Figure 5b. The oceanic heat ux starts260
to increase on day 170, commonly among the three buoys. ITP#37 indicates the261
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most rapid increase and the earliest attainment of its maximum, >70 W m 2,262
around day 200{210. This < w0T 0 >0 value estimated for ITP#37 is much larger263
compared to earlier studies for similar downcurrent regions of Transpolar Drift264
Stream, i.e. Eurasian Basin, Greenland Sea, and so on (Krisheld, et al., 2005).265
For example, it is estimated to be <20 W m 2 in McPhee et al. (2003) and 40266
W m 2 at maximum in Maykut and McPhee (1995) by the same method. After267
day 210 < w0T 0 >0 exhibits monotonic decrease with time except for maxima at268
day 230 until it becomes a nearly zero ux around day 250. Regarding POPS269
and ITP#38, temporal variation in < w0T 0 >0 largely coincide with each other270
during melt season starting on day 170 and increasing with time until the end of271
the melt season around day 245. Interestingly, the heat ux after day 200 appears272
to be greater on average, relative to the period until then. This is presumably due273
to the generally higher level of u0, representing faster ice movement because of274
the reduced internal ice friction during the melt season (Fig. 6). The changes in275
mixed layer stratication such as the surface layer freshening and shoaling may276
also contribute to the enhanced ice motion partially (Kawaguchi and Mitsudera,277
2008).278
The turbulent heat ux can be converted into temporal evolution in ice thick-279
ness assuming that all of the heat is used for fusion at the undersurface of the ice.280
Namely, it is expressed by the following relationship:281
Lfi
@h
@t
=< w0T 0 >= cwwu0T; (4)
where Lf is the latent heat of fusion for sea ice and Lf =0.276 MJ kg
 1, and282
ice density i is 910 kg m
 3. A variable h denotes ice thickness as a function283
of time. Integrating Equation (4) from the beginning of the melt season gives284
the cumulative amount of ice ablation at the undersurface. Figure 5c shows the285
accumulated volume of ice melt for the three ITP and POPS buoys. As expected,286
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ITP#37 exhibits the fastest ice ablation and largest accumulated volume of melt287
than the other two buoys. The ice melt begins to increase on day 170 and then288
rapidly accelerates at day 200. After that, it returns to the modest increase lasting289
throughout August and early September in 2010 (days 220{250). The total ice melt290
for the ITP#37 is estimated to be 1.6 m over three months during the melt season.291
In contrast, the accumulated ice volume for ITP#38 is estimated at roughly 80292
cm. Although POPS terminated the oceanographic transmission around day 240,293
it still estimates about 70 cm melt until the end of August.294
Timmermans et al. (2011) evaluated the actual changes in ice thickness on295
the basis of ice mass balance (IMB) buoy that was deployed adjacent to ITP#38.296
They show that the ice thickness decreased by approximately 40 cm between days297
170 and 250 during summer 2010. Perovich et al. (2008) presents their estimates298
for the ice melt using IMB deployed near the North Pole for several years since299
2000. In their estimate, ice bottom melt is less than 50 cm in annual amount for300
6 years between 2000 and 2007, which is roughly comparable to the estimate for301
summer 2010 by Timmermans et al. (2011). Our estimate for the thickness change302
diers from these IMB observations approximately by a factor of two. Source of303
this might be explained by the fact that we assumed that all of heat emitted from304
ocean is consumed for the ablation at ice bottom surface as expressed in Equation305
(4). However, a part of heat ux from the water can penetrate into the ice interior.306
3.3 Impacts of a low pressure system307
Ice (buoy) motion vorticity was abruptly enhanced after day 200 as shown in Fig-308
ure 7. The divergence/convergence rate derived from the GPS buoy array indicates309
a prominent enhancement in amplitude as well (Fig. 8a). According to Figure 8a,310
the prominent events of ice divergence occurred several times from the end of July311
to mid-August. Figure 8b shows that the temporal variation in buoy area has a312
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pronounced buoy array expansion around day 225. The area was persistently 300313
km2 before day 200, then it is enlarged up to almost 500 km2 which is nearly 1.7314
times greater than before.315
Ice concentration change due to divergence and convergence of the ice pack316
(which we refer to as mechanical ice concentration), can be simply estimated by317
C(t) = A0=A(t), where C(t) is the mechanical ice concentration as a function of318
time t, and A(t) is buoy array area. A0 is the initial buoy-array area, which is the319
minimum area of the buoy array in the week after deployment. The concentra-320
tion decreases as ice area increases relative to the initial area. Additionally, the321
concentration is limited to be C =1 for A0=A  1, indicating pressure ridge for-322
mation under the convergent motion implicitly. Initially, we assume a fully packed323
concentration, i.e., C(t = 0) = 1. To clarify the importance of ice concentration324
variation due to mechanical component, SSM/I ice concentration is optimally in-325
terpolated along the course of the GPS buoy in the vicinity of POPS. The SSM/I326
data set is created by the Artist Sea Ice (ASI) algorithm (Erzaty et al., 2007) using327
the 85 GHz brightness temperature distributed from National Snow and Ice Data328
Center. The resolution is 12.5 km  12.5 km horizontally and daily temporally.329
In Figure 8c, the mechanical ice concentration C is plotted in time series,330
together with the SSM/I concentration C. The SSM/I indicates that C has a331
minimum of 85% around days 190{200, and then it recovers to >95% by day332
210. It afterward decreases attaining its lowest minimum of 65% around day 227,333
which is preceded by the greatest ice divergence between days 220{226 (shaded334
in Fig. 8b). After the marked divergence event, the buoy array showed a closing335
motion, so that the mechanical concentration promptly recovers up to 100% by336
day 230. In the period, the SSM/I concentration appears to follow the increase337
in mechanical concentration, but it reaches only less than 90%. This discrepancy338
in ice concentration restoration would be explained as follows. While the strong339
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ice divergence during the mid-August forcibly exposes some fraction of open water340
to the air, the solar radiation is increasingly deposited at the surface layer water341
through the resultant lead area, which causes lateral melt. Hence, on closing by342
the amount that the pack had opened, the mechanical concentration returns to343
100% although the actually concentration is lower due to ice melt. After that,344
the SSM/I concentration restores to 100% in a brief period of days 245{260 when345
air temperature was generally below -10C then (Fig. 8d) and ML temperature346
was almost equivalent to Tf according to the hydrographic data (Figs. 3b and c).347
Therefore, the rapid restoration in ice concentration in the early September can348
be attributed to freezing of seawater at the open water fraction.349
We think that the ice concentration reduction in the mid-August is related to350
a synoptic-scale atmospheric circulation. Figure 9 shows mean sea level pressure351
(SLP) over the period between days 220{226 when strong divergence was recorded352
by the GPS buoys (shaded in Fig. 8b). The gure shows that the extensive low353
pressure system covered the central Arctic Ocean and the overall Eurasian Basin.354
Under the system, sea level pressure was <1003 hPa near the center and 1014355
hPa along the outer edge of the low. It also shows that the POPS and GPS356
buoy array were located very close to the center of low pressure system (denoted357
by a square). The map of SSM/I ice concentration displays horizontal pattern358
of ice concentration changes over the period of days 220-226 when the low pres-359
sure persisted. According to the image, the concentration was lowered greatest at360
the center of the low pressure system, resulting in as much as 30{40% reduction.361
However, the decrease in the concentration is not necessarily in a symmetry with362
respect to the center of the low; besides the greatest reduction in the center of the363
low, it is also substantial at marginal ice zones extending to the Severnaya Zemlya364
and to the east of Greenland through the Fram Strait from the low's center.365
Numerous earlier studies (e.g., Thorndike and Colony, 1982; Serreze et al.,366
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1989) have examined ice divergence and decrease in ice concentration driven by367
cyclonic atmospheric circulation. Serreze et al. (1989) proposed a two-dimensional368
regression model for ice divergence which is based on sea level pressure and geostrophic369
wind with constants D0 and  that are estimated for each season. Here, we assess370
how rapidly ice diverges under the low pressure system, following Serreze et al.371
(1989):372
rH U = D0 sin (@Wy
@x
  @Wx
@y
) (5)
=  fD0 sin r2	 (6)
whereWx andWy respectively denote meridional and zonal velocities of geostrophic373
wind, dened by Wx =
1
f
@	
@y
and Wy =   1f @	@x using the geopotential 	 and the374
Coriolis parameter f . Mathematical operator rH  denotes horizontal divergence375
for vector variables. The constants D0 and  are 0.0105 and 18
, respectively,376
which are proposed by Thorndike and Colony (1982) who determined these values377
on the basis of a number of buoy motion for cyclone activities for the melt season.378
With regard to the wind velocity (Wx;Wy), we chose wind at a pressure level of 925379
mbar on which level geostrophic balance is assumed. The wind data is extracted380
from Japanese 25-year Re-Analysis (JRA-25) (Onogi et al., 2007) which is 1.125381
in spatial resolution and 6 hours in time interval. Equation (5) physically means382
that the ice divergence varies proportional to relative vorticity of the geostrophic383
winds. Consequently, the divergence is also expressed by the Laplasian form for384
the geopotential 	 as in Equation (6), so that it has its maximum at the trough385
of SLP contours because sea level pressure can be viewed as a function of 	 in the386
polar region where f is nearly constant.387
Based on Equation (5), rh U is computed and averaged for 7 days during the388
period of days 220{226. The results are plotted in Figure 10 and demonstrate that389
the low pressure system drives divergent motion that is greatest in the Eurasian390
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Basin, and appears generally consistent with the spatial variation in ice concentra-391
tion change derived from SSM/I (Fig. 9). In more detail, it evaluates the largest392
divergence at the center of SLP minimum. It also depicts the ice divergence max-393
imums at the regions that extend toward the Severnaya Zemlya and toward the394
Geenland Sea from the center of the low. This keeps consistency with the analyt-395
ical prediction of Equation (6) where the divergence yields along the troughs of396
SLP contours. An exception to be noted is the coastal region north of the Green-397
land, which is located along a trough of SLP contours where the ice divergence398
is predicted to be considerable. However, the observation shows an opposite ten-399
dency in ice concentration { a slight increase. This is probably because sea ice400
motion toward the coast, following the winds, and consequently ice-ice interaction401
prevented divergence.402
In more quantitative discussion, ice divergence due to the low pressure system403
is estimated less than 10% in the center at most, whereas ice concentration reduces404
to 30% during the same period. The discrepancy is also argued in Serreze et al.405
(1989). In the paper, the numbers of buoy motion have exhibited ice divergence406
typically less than 1% per day under cyclone. Meanwhile, satellite-based ice con-407
centration represents that the associated reduction in ice concentration is even408
greater, e.g. 20 %. Our buoy array, initially in a 20 km-sided square, was located409
almost right at the center of the cyclone, which shows quantitatively much better410
agreement with the variation of SSM/I concentration (Fig. 8c). The constants411
D0 =0.01 and  =20 proposed in the earlier studies are based on sparsely dis-412
tributed buoys motion (typically >100 km in distance). We thus suggest that they413
need to be updated including a large number of samples with highly distributed414
buoys.415
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4 Summary416
This study examines ice reduction in the central and eastern Arctic Ocean during417
summer 2010 using ice-based autonomous buoy systems that collect temperature418
and salinity under the ice. Based on the oceanographic data, the estimation of419
ocean-to-ice heat ux and undersurface ice ablation indicates signicant spatial dif-420
ferences between uxes in rst-year and multi-year ice regions. The oceanographic421
instrument ITP#37 that drifted with the rst-year ice exhibits signicantly high422
ML temperatures reaching 0.6 K elevation relative to Tf , allowing >60{70 W m
 2
423
of heat ux emitted to the ice. In contrast, the POPS and ITP#38 that were424
deployed on the perennial ice oes show that the oceanic heat ux is equivalent to425
40 W m 2, corresponding to accumulatively 0.8 m of ice melt over three months.426
Additionally, the wavelet analysis of sea ice motion shows the abrupt enhancement427
after day 200 in each component of strain rate. The enhanced ice motion is char-428
acterized by a specic periodic band of inertial/semidiurnal tidal oscillations.429
We also found that ice concentration was signicantly reduced associated with430
a persistent low pressure system in the mid-August. The low pressure system laid431
for a week over the Nansen and Amundsen Basins, where our GPS buoys recorded432
marked ice divergence under the central region of the low and at troughs of the433
sea level pressure. The SSM/I images shows that low ice concentration continued434
throughout August even after the low dissipated. This suggests that the divergent435
ice motion driven by the cyclone led to increased absorption of incident solar radi-436
ation in the surface water, resulting in the further sea ice melt due to the increased437
ML temperature.438
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Figure 1: SSM/I ice concentration averaged for the domain denoted in Figure 2. A
triangle marks that in August, 2010.
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Figure 2: (a) Tracks of autonomous proling buoys deployed in the mid-April 2010
near the North Pole, which is overlaid with SSM/I ice concentration on September 7,
2010. Curves in colors of red, blue and yellow denote POPS, ITP#38 and ITP#37,
respectively. (b) Tracks of four GPS drifters surrounding POPS, which were deployed
nearby the North Pole on April 15.
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Figure 3: Oceanographic properties of temperature deviation from freezing temperature
(color) and salinity (contour) along the course of each buoy: (a) POPS, (b) ITP#38
and (c) ITP#37. Bathymetry along the buoy track is depicted at the bottom of each
panel. Acronyms AB, N-GR, NB, and LR denote Amundsen Basin, Nansen-Gakkel
Ridge, Nansen Basin, and Lomonosov Ridge, respectively.
24
25
50
75
100
D
ep
th
 (m
)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
x103 (s−2)
31.
4
31.631.8
31
.8
32
32 32.2
32.2
32.4
32.4
32.6
32.6
32.8
33
33
33.2
33.2
33.4
33.4
33.6
33
.6
33.8
33
.8
34
34
34.2
(a) POPS#13
2000
3000
4000
Bo
tto
m
 d
ep
. (m
)
110 120 130 140 150 160 170 180 190 200 210 220 230 240
N−GR
AB
Bo
tto
m
 d
ep
. (m
)
25
50
75
100
D
ep
th
 (m
)
31.631.8
32
32.232.432.632.833
33.2
33.4
33.6
33.8
(b) ITP#38
C.I=0.2psu
2000
3000
4000
Bo
tto
m
 d
ep
. (m
)
110 120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270 280
N−GR
AB
AB
LR LR
Bo
tto
m
 d
ep
. (m
)
25
50
75
100
D
ep
th
 (m
)
33
.6
33.6
33
.8
33.8
34
3434.2
(c) ITP#37
2000
3000
4000
Bo
tto
m
 d
ep
. (m
)
110 120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270 280
Yearday in 2010
NBN−GRAB N−GR
Bo
tto
m
 d
ep
. (m
)
Figure 4: Same as Figure 3 but for Brunt-Vaisala frequency N plotted in color. Dashed
red curves on each panel denote the analytical solution (1) by wind-driven mixed layer
deepening.
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Figure 5: Time series in (a) mixed-layer temperature elevation (K) above Tf , (b) ocean-
to-ice heat ux (W m 2), and (c) accumulated ice melt (m). Mixed layer temperature
is averaged between surface and a minimum depth where N2 =710 4 s 2. It is noted
that mixed layer depth is dened by another way before day 200 for (c), where we take
a depth with the maximum stratication between surface and 100 m in depth. An
estimation of oceanic heat ux is based on Equation (2).
26
0.000
0.005
0.010
0.015
u
*
 
[ m
 s−
1 ]
110 120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270 280
(a) GPS#300034012677780 (POPS)
0.000
0.005
0.010
0.015
u
*
 
[ m
 s−
1 ]
110 120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270 280
(b) ITP#38 
0.000
0.005
0.010
0.015
u
*
 
[ m
 s−
1 ]
110 120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270 280
yearday in 2010
(c) ITP#37 
Figure 6: Times series of interfacial friction velocity u0 derived from Equation (3). Raw
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Figure 7: Wavelet power spectrum, using a 6th order Morlet wavelet, of GPS buoy
array vorticity, in the 200 to 500 km2 region dened by the buoy array area surrounding
POPS. The cone of inuence, below which data should be disregarded, is indicated in
solid black. 99% signicance levels are plotted at solid lines.
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Figure 8: Time series in (a) ice drift divergence (s 1) derived from GPS buoy array, (b)
buoy array area (m2), (c) ice concentration where SSM/I concentration (bars in glay)
are derived by ASI algorithm with 12.5 km resolution, and (d) air temperature at 1 m
height. In (b), buoy array area is calculated by integrating divergence rate of (a) in
time. Further, the hatched region represents a period when the low pressure persisted
near the POPS. In (c), ice concentration estimated from mechanical ice divergence is
overlaid by a solid curve.
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Figure 9: Temporal change in SSM/I ice concentration during days 220{226, superim-
posed by mean sea level pressure (contour) for the same period. Triangle, square and
circle mark respective positions of ITP#38, POPS and ITP#37 on day 225.
30
Figure 10: Ice divergence (%) integrated between days 220 and 226, which is estimated
by Equation (5) following Serreze et al. (1989). Sea level pressure (hPa) overlays in
contour.
31
