Introduction
A classical Hankel operator has a matrix of the form
. . . x 2 x 3 x 1 x 2 x 3 . . .
, where x(z) = ∞ j=1 x j z j is the symbol of the operator. In terms of the Hardy polarization of odd spinors on S 1 , B 1 (x) = P + M x P − , where P + , P − are projections and M x is the multiplication operator corresponding to x. The map x −→ B 1 (x) is conformally equivariant in a sense explained in §2.
In this paper we derive explicit expressions for certain well-known higher-order generalizations of this map, which are also conformally equivariant. Indeed, we will prove While these expressions are basically known, our method appears to have some novelty. In §2, we fix notation and present an outline of the proof. In §3 and §4, we present key lemmas. In §5, we prove Theorem 1.1. In §6, we present a pair of combinatorial identities resulting from Theorem 1.1, and in §7 we connect these results to prior work.
An Outline of the Proof
The group
acts on the Riemann sphereĈ by linear fractional transformations,
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The decompositionĈ
where ∆ denotes the unit disk, is stable under this action. Restricting this action to ∆ identifies G with the group of conformal automorphisms of ∆.
For each half-integer m, the action of G onĈ lifts to an action of SU (1, 1) on κ m , the mth (tensor) power of the canonical bundle. This induces an action of SU (1, 1) on the space of holomorphic sections of κ m | ∆ , the holomorphic differentials of degree m on ∆. We denote such a differential, and the space of all such differentials, by f (z)(dz) m and
The action of SU (1, 1) on H m is essentially unitary for m > 0; we denote the dense Hilbert space by
The space of odd spinors on S 1 is the space of sections of
. The action of SU (1, 1) on this space is also given by (2), with m = 1/2. There is an SU (1, 1)-invariant Hermitian inner product θ, η = S 1 θη.
1/2 and η = g(z)(dz) 1/2 , then θη = fḡ|dz| is a one density on S 1 .)
We will write Ω 1/2
when thinking of this space as a Hilbert space. The polarization (1) corresponds to an SU (1, 1)-stable polarization
We denote by P + the projection onto H 1/2 L 2 , and by
The above polarization induces a diagonal action of SU (1, 1) on Hilbert-Schmidt operators sending H 1/2
Calculating the character of the rotation group S 1 ⊂ P SU (1, 1), one sees that
by multiplication. With respect to the Hardy polarization, the multiplication operator M x can be written
is the Hankel operator associated to x. The action
This motivates the following. 
can be given a Hilbert space structure via the intertwining map I s , and we refer to this Hilbert
We study the maps 
The key to the higher-order Hankel operators is that the above action of 
We find the form of l s in §4, and use it to find B s+1 in §5.
Finally, a technical point. 3. The Equivariant Cross-Section of
, the space of tensors of order s. We will write a monomial in
where S s is the symmetric group on s elements. For each s, S s H −1 projects onto H −s via the map
∂z . We refer to p as the power of d p . The vectors
are a basis for S s H −1 . We refer to s i=1 p i as the total power of such a basis vector. The infinitesimal action of sl(2, C) on H m , in terms of the coordinate f , is
The action of sl(2, C) on T s H −1 is by a Liebniz rule, and preserves the subspace of symmetric tensors. We denote this action by π ⊙ (X). The following lemma is key.
Proof. The raising operator π ⊙ (A + ) maps a monomial of total power p into a linear combination of monomials having total power p + 1. Thus, applying the raising operator. The resulting cross-section will be equivariant provided that
In fact, we take
For example, for s = 2, one has
The monomials in v 2s+1 all have total power 2s + 1. The largest power p ranges from 3 to 2s + 1. Among basis elements with highest power p, take all those where the remaining powers are no greater than two. Thus the inner sum is really over partitions of 2s + 1 − p into s − 1 or fewer parts, each part being 1 or 2. The coefficients A pn are indexed by the highest power and n, the (symmetric tensor) exponent of d 1 . If p is even, n is odd, and vice-versa. Modulo parity, n ranges from 0 to the minimum of p − 3 and 2s + 1 − p. Thus the range of n increases until p = s + 2, and then decreases to n = 0 when p = 2s + 1. For all other p, n, take A pn = 0. Because the monomials in v 2s+1 are all products of d p , d 2 , d 1 , and d 0 , applying π ⊙ (A − ) to each monomial results in at most three terms. In fact,
where
Thus, choosing A 41 = − Cs(s−1) 6
, and defining
for all other p and n, one obtains (3). This recursion relation is linear, and terminates at p = 2s + 1. Thus it can be solved, and v 2s+1 exists and satisfies (3). This proves the Proposition.
L 2 is again by a Liebniz rule, and will be denoted π ⊗ (X). The irreducible subspaces of H 1/2
L 2 are lowest-weight representations of SU (1, 1) . We now identify the vectors in H 1/2
Proposition 4.1. The set of vectors
are annihilated by the operator π ⊗ (A − ). The vector l s has weight 2(s + 1).
two terms unless i = 0 or i = s, so we pull these cases out of the sum l s . Thus
The middle term is
To prove the second claim, simply notice that
An Explicit Formula for B s+1
We will use the following lemma to prove Theorem 1.1. For x(z)
Thus,
and so
the required formula is obtained after reindexing. But this formula depends on only the first k −n coefficients of f , so it applies to all of H 1/2
Proof of Theorem 1.1. By Proposition 3.2, we know
The cases s = 0 and s = 1 suggest that c j (v) = a j v (s−j) . Since B s+1 is unique, we need only find coefficients a j which satisfy 
In other words, the a j 's must solve the linear system
Pleasantly, the matrix M s is easily factored. First, we rewrite M s as
. Now, a beautiful combinatorial identity comes into play, and one has
using (5.23) from [1] . LetL
and let P = L sLs . Then the (i, j)th entry of P is
. Now,
, again using (5.23) from [1] . Next, 
Binomial Coefficient Identities
The equivariance of B s+1 implies a pair of identities relating sums of products of binomial coefficients.
Proposition 6.1. For s ∈ N, k ≥ 2s + 1, and l = 0, . . . , k − s,
and for s ∈ N, i + j ≥ s,
Proof. To prove the first identity, expand the equation
1/2 }; to prove the second, expand the equation
Connections With Prior Work
The transvectant τ = τ s+1 is the essentially unique equivariant map τ s+1 : H 1/2
This map is known in classical invariant theory. In [2] it is used to construct higher-order Hankel bilinear forms on the space H 
where , 1/2 is the inner product on H 1/2 L 2 . K s+1 (x) andK s+1 (x) are easily seen to be equivalent. Another expression forK s+1 (x) isK
where , ⊗ is the inner product on H 1/2 
