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IRREDUCIBLE INTEGRABLE REPRESENTATIONS OF TOROIDAL LIE
ALGEBRAS
TANUSREE KHANDAI
1. Introduction
A toroidal Lie algebra T (g) associated to a finite-dimensional complex simple Lie algebra gfin is
the universal central extension of the Lie algebra of polynomial maps from (C∗)k to gfin where k is a
positive integer. From the study of these Lie algebras in [AABGP, RM] it is well known that like the
affine Lie algebras, toroidal Lie algebras have a set of real and imaginary roots and one can associate
with each real root β of T (g) a Lie subalgebra sl2(β) which is isomorphic to sl2(C). A T (g)-module is
said to be integrable if it is the direct sum of (possibly infinite) finite-dimensional sl2(β)-modules for all
real roots β of T (g). Integrable representations of toroidal Lie algebras and their quotients have been
studied in several papers [CL, L, B, BR, PB, FL, R1, R3, R4, R5]. In [R3] the irreducible integrable
T (g)-modules having finite-dimensional weight spaces have been classified. In this paper we give an
alternative proof of the results in [R3] and also give a parametrization of the isomorphism classes of
irreducible T (g)-modules with finite-dimensional weight spaces.
In contrast to an affine Kac-Moody Lie algebra gaff which has a one-dimensional center, the toroidal
Lie algebras have a Zk-graded infinite-dimensional center. This is one of the main sources of difficulty in
studying the category I∗fin of integrable T (g)-modules with finite-dimensional weight spaces on which
the center acts non-trivially. This problem was sorted in [R3] and it was shown that in each graded
component of the center there exists at most one element that acts non-trivially on an irreducible T (g)-
module in I∗fin. The proof there used results on representations of Heisenberg Lie algebras from [F].
With an understanding of the integral form of the universal enveloping algebra U(gaff ) of gaff from
[G] and using the action of certain current algebras on a weight vector of an irreducible T (g)-module,
in this paper we give an alternate proof of this fact. Besides classifying the simple objects, the methods
used here facilitate in the study of the homological properties of the objects in the category I∗fin in a
way streamlined with [CFK].
The irreducible integrable gaff -modules with finite-dimensional weight spaces had been classified in
[C1] and their properties studied in a number of papers including [CP1, CP2, CP3, CG, R3, VV]. Using
an approach streamlined with [C1, CFK, CP3] we study the simple objects in the category I∗fin and
prove that upto twisting by a one-dimensional T (g)-module, every irreducible T (g)-module in I∗fin can
be uniquely associated with an orbit for the natural action of (C∗)k−1 on the set Π of finitely supported
functions from (C∗)k−1 to P+aff , the set of dominant integrable weights of the affine Kac-Moody Lie
algebra associated to gfin.
The paper is organized as follows. After recalling the structure of the toroidal Lie algebras, in
Section 2 we state the results on the representation theory of affine Kac-Moody Lie algebras that
play an important role in the classification of the integrable irreducible T (g)-modules. We then prove
some preliminary results on integrable T (g)-modules in Section 3 and finally in Section 4 we give an
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alternative proof of the classification of irreducible T (g)-modules in I∗fin. We also establish a necessary
and sufficient condition for two irreducible T (g)-modules in I∗fin to be isomorphic.
Acknowledgement: I would like to thank S. Viswanath and B. Ravinder for helpful discussions and
S. Eswara Rao for reading the earlier drafts carefully and pointing out errors in them.
2. Preliminaries
In this section we fix the notations for the paper and recall the explicit realization of k-toroidal Lie
algebras from [R3, RM].
2.1. Throughout the paper C,R, Z and N shall denote the field of complex numbers, real numbers,
the set of integers and the set of natural numbers, Z+ shall denote the set of non-negative integers and
C∗ shall denote the set of non-zero complex numbers. For a commutative associative algebra A, the
set of maximal ideals of A shall be denoted by maxA and for a Lie algebra a the universal enveloping
algebra of a shall be denoted by U(a). For k ∈ N, a k-tuple of integers (m1, · · · ,mk) shall be denoted
by m and given m ∈ Zk, m shall denote the (k − 1)-tuple of integers (m2, · · · ,mk).
2.2. Let gfin be a finite-dimensional simple Lie algebra of rank n, hfin a Cartan subalgebra of
gfin and Rfin the set of roots of gfin with respect to hfin. Let {αi : 1 ≤ i ≤ n} (respectively
{α∨i : 1 ≤ i ≤ n}, {ωi : 1 ≤ i ≤ n}) be a set of simple roots (respectively simple coroots and
fundamental weights ) of gfin with respect to hfin, R
+
fin (respectively Qfin, Pfin) be the corresponding
set of positive roots (respectively root lattice and weight lattice) and let θ (respectively θs) be the highest
root(respectively highest short root) of R+fin when gfin is simply-laced (respectively nonsimply-laced).
Let Q+fin and P
+
fin be the Z+ span of the simple roots and fundamental weights of (gfin, hfin). Let
Γ = Pfin/Qfin. It is well-known that Γ is a finite group whose elements are of the form ωi mod Qfin
for i = 1, · · · , n.
Given α ∈ R±fin let g
±α
fin denote the corresponding root space and let x
±
α ∈ g
±α
fin and α
∨ ∈ hfin be
fixed elements such that α∨ = [x+α , x
−
α ] and [α
∨, x±α ] = ±2x
±
α . For λ ∈ P
+
fin, let V (λ) denote the cyclic
gfin-module generated by a weight vector vλ with defining relations:
x+α .vλ = 0, ∀ α ∈ R
+
fin, h.vλ = λ(h)vλ, ∀ h ∈ hfin, (x
−
α )
λ(α)+1.vλ = 0, ∀ α ∈ R
+
fin.
It is well known that V (λ) is an irreducible finite-dimensional gfin-module with highest weight λ and
any irreducible finite-dimensional gfin-module is isomorphic to V (λ) for λ ∈ P
+
fin. Given a non-zero
weight vector u in a gfin-module V be shall denote by wtfin(u) the weight of u with respect to the
Cartan subalgebra hfin of gfin.
2.3. For a positive integer k, let C[t±11 , · · · , t
±1
k ] be the Laurent polynomial ring in k commuting
variables t1, · · · , tk and for m = (m1, · · · ,mk) ∈ Zk, let tm (respectively tm) denote the element
tm11 · · · t
mk
k (respectively t
m2
2 · · · t
mk
k ) in C[t
±1
1 , · · · , t
±1
k ]. Let Lk(g) = gfin ⊗ C[t
±1
1 , t
±1
2 , · · · , t
±1
k ] and
Z = Ωk/dLk be the space of Ka¨hler differentials spanned by the set of vectors {tmKi, m ∈ Zk, 1 ≤
i ≤ k} together with the relation,
∑k
i=1 rit
rKi = 0, for r ∈ Zk. Let di : (Lk(g) ⊕ Z) → (Lk(g) ⊕ Z),
1 ≤ i ≤ k be the k derivations on Lk(g⊕Z given by:
di(x⊗ t
m) = mix⊗ t
m, di(t
mKj) = mit
mKj ∀ 1 ≤ i, j ≤ k, (2.1)
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and let Dk be the C linear span of the derivations d1, d2 · · · , dk. The k-toroidal Lie algebra associated
to a simple Lie algebra gfin is the vector space T (g) = Lk(g) ⊕ Z ⊕ Dk on which the Lie bracket is
defined by (2.1) and the following relations:
[x⊗ P, y ⊗Q] = [x, y]⊗ PQ+Q(dP )(x|y), [x⊗ P, ω] = 0 [ω, ω′] = 0, (2.2)
where x, y ∈ g, P,Q ∈ C[t±11 , · · · , t
±1
k ], ω, ω
′ ∈ Z and Q(dP ) is the residue class of QdP in Z. Let
htor := hfin⊕Z0⊕Dk, where Z0 is the subspace of Z spanned by the central elements of degree zero. In
order to identify h∗fin with a subspace of h
∗
tor, an element λ ∈ h
∗
fin is extended to an element of h
∗
tor by
setting λ(c) = 0 = λ(di) = 0, for all c ∈ Z0, 1 ≤ i ≤ k. For 1 ≤ i ≤ k, define δi ∈ h∗tor by δi|hfin+Z0 = 0,
δi(dj) = δij , for 1 ≤ j ≤ k. Given α ∈ Rfin and m = (m1, · · · ,mn) ∈ Zk, set α+ δm = α+
∑k
i=1miδi
and let
Rretor = {α+ δm : α ∈ Rfin,m ∈ Z
k}, Rimtor = {δm =
k∑
i=1
miδi :m ∈ Z
k − {0}}.
Rretor and R
im
tor are respectively the set of real and imaginary roots of T (g) and Rtor := R
re
tor∪R
im
tor is the
set of all roots of T (g) with respect to htor. The root vector corresponding to a real root α+δm is of the
form xα⊗tm and the root vectors corresponding to an imaginary root δm are of the form h⊗tm with h ∈
hfin. Setting αn+i := δi − θ, for i = 1, · · · , k, it can be seen that ∆tor = {α1, · · · , αn, αn+1, · · · , αn+k}
forms a simple system for Rtor.
Given αm = α + δm ∈ R
re
tor, with α ∈ R
+
fin and m ∈ Z
k, let α∨m = α
∨ + 2|α|2
∑
imiKi. With
the given Lie bracket operation on T (g) it is easy to check that the subalgebra of T (g) spanned by
{x+α ⊗ t
m, x−α ⊗ t
−m, α∨m} is isomorphic to sl2(C) and we denote it by sl2(α+ δm).
Since C[t±11 , · · · , t
±1
k ] is a commutative associate algebra with unity over the complex field C, we
see that the following lemma is a special case of [CFK, Lemma 2.2].
Lemma. Let gfin be a simple Lie algebra. Then any ideal of Lk(g), k ∈ N is of the form gfin ⊗ S,
where S is an ideal of C[t±11 , · · · , t
±1
k ]. Further,
[gfin ⊗C[t
±1
1 , · · · , t
±1
k ]/S, gfin ⊗C[t
±1
1 , · · · , t
±1
k ]/S] = gfin ⊗C[t
±1
1 , · · · , t
±1
k ]/S.
2.4. For k = 1, the Lie algebra T (g) is called an affine Kac-Moody Lie algebra and we denote it
by gaff . Explicitly gaff = gfin ⊗C[t
±1
1 ]⊕CK1 ⊕Cd1. Owing to the natural ordering in Z, the set of
real and imaginary roots of gaff can be partitioned as follows:
Rre
±
aff = {α+mδ1 : α ∈ Rfin,m ∈ Z±\{0}} ∪R
±
fin, R
im±
aff = {mδ1 : m ∈ Z±\{0}}.
The setR+aff = R
re+
aff∪R
im+
aff (respectivelyR
−
aff = R
re−
aff∪R
im−
aff ) is called the set of positive (respectively
negative) roots of gaff and Raff = R
+
aff ∪ R
−
aff is the set of roots of gaff . Denoting the root space
of gaff corresponding to a root γ ∈ Raff by g
γ
aff , set n
±
aff =
⊕
γ∈R±
aff
(gγaff ) and haff = hfin ⊕
CK1 ⊕Cd1. The set of simple roots ∆aff and coroots ∆∨aff of gaff are respectively given by ∆aff =
{α1, · · · , αn, αn+1 = δ1 − θ}, and ∆∨aff = {α
∨
1 , · · · , α
∨
n , α
∨
n+1 = K1 − θ
∨}. Let Qaff (respectively Q∨aff)
be the root lattice (respectively coroot lattice) for gaff . Let Λi (i = 1, · · · , n, n+1) be the fundamental
weights of gaff , that is, 〈Λi, α∨j 〉 = δij , for 1 ≤ j ≤ n+1 and Λi(d1) = 0. Then one has the decomposition
gaff = n
−
aff ⊕ haff ⊕ n
+
aff , and h
∗
aff = h
∗
fin ⊕Cδ1 ⊕CΛn+1,
4 TANUSREE KHANDAI
where δ1 is regarded as an element of h
∗
aff by defining δ1|hfin = 0 = δ1(K1) = 0, δ1(d1) = 1. Thus an
element λ in h∗aff can be uniquely written as
λ = λ(K1)Λn+1 + λ|hfin + λ(d1)δ1,
where λ|hfin is the restriction of λ to hfin.
Let Paff =
∑n+1
i=1 ZΛi + Cδ1, (respectively P
+
aff =
∑n+1
i=1 Z+Λi + Cδ1) be the set of integral
weights(respectively dominant integral weights) of gaff . Let  be the partial order on Paff defined
by λ  µ if λ, µ ∈ Paff are such that λ − µ ∈
∑n+1
i=1 Z+αi. Given λ, µ ∈ Paff we shall write λ ≻ µ
whenever λ  µ but λ 6= µ.
2.5. A gaff -module V is said to be integrable if it is haff diagonalizable and the elements xα⊗ tn1 ,
with α ∈ Rfin, n ∈ Z are locally nilpotent on every v ∈ V . The irreducible integrable gaff -modules
with finite-dimensional weight spaces were classified in [C1, CP1, CP2]. It was proved that they are
either standard modules X(Λ), restricted duals of standard modules X∗(Λ) or loop modules V (λ, a, b)
which are described as follows.
Given Λ ∈ P+aff , a standard module X(Λ) is the unique irreducible gaff -module with highest weight
Λ and highest weight vector vΛ such that X(Λ) = U(gaff ).vΛ. Further vΛ satisfies the relation
n+aff .vΛ = 0, h.vΛ = λ(h)vΛ, ∀ h ∈ haff , (x
−
αi)
Λ(αi)+1.vΛ = 0, ∀ 1 ≤ i ≤ n+ 1.
The restricted dual X∗(Λ) of a standard module X(Λ) is a gaff -module generated by a weight vector
v∗Λ satisfying the relations
n−aff .v
∗
Λ = 0, h.v
∗
Λ = −Λ(h)v
∗
λ, ∀ h ∈ haff , (x
+
αi )
Λ(αi)+1.v∗Λ = 0, ∀ 1 ≤ i ≤ n+ 1.
Finally, for r ∈ Z+, λ = (λ1, · · · , λr) ∈ (P
+
fin)
r, a = (a1, · · · , ar) ∈ (C∗)r, and b ∈ C∗ the loop module
V (λ, a, b) is the the vector space V (λ1) ⊗ · · · ⊗ V (λr)⊗C[t
±1
1 ] on which the action of gaff is defined
as :
K1.(v1 ⊗ · · · vr ⊗ f) = 0,
x⊗ ts1.(v1 ⊗ · · · ⊗ vr ⊗ f) =
r∑
i=1
asiv1 ⊗ · · · ⊗ x.vi ⊗ · · · ⊗ vr ⊗ ft
s
1,
d(v1 ⊗ · · · vr ⊗ t
p) = s+ pv1 ⊗ · · · vr ⊗ t
p,
where vi ∈ V (λi) for 1 ≤ i ≤ r, f ∈ C[t
±1
1 ], x ∈ gfin and p ∈ Z. Given an integrable gaff -module V ,
let Paff (V ) = {η ∈ Paff : Vη 6= 0}, where Vη = {v ∈ V : hv = η(h)v, for h ∈ haff} for η ∈ Paff . For
v ∈ Vη we write wtaff (v) = η. With this notation we state the following results. Parts (i) and (ii) of
the following proposition have been proved in [CP1, C1] and parts (iii) and (iv) have been proved in
[R2, CG].
Proposition.
(i). Let r ∈ N. Given λ ∈ (P+fin)
r, a ∈ (C∗)r and b ∈ C, the loop module V (λ, a, b) is completely
reducible as a gaff -module.
(ii). Let V be an irreducible representation of gaff having finite-dimensional weight spaces. If m ∈ Z is
such that K1.v = mv, for all v ∈ V , then
a. for m > 0, (respectively m < 0) V is isomorphic to X(Λ) (respectively X∗(Λ)) for some
Λ ∈ P+aff .
b. for m = 0, V is isomorphic to an irreducible component of a loop module V (λ, a, b) for some
λ ∈ (P+fin)
r, a ∈ (C∗)r, b ∈ C and r ∈ Z.
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(iii). If all eigenvalues for the action of the central element K1 on an integrable gaff -module V , are
non-zero then V is completely reducible as gaff -module.
(iv). Let λ ∈ P+aff be of the form λ = λ(K1)Λn+1 + λ|hfin + λ(d1)δ1. If ̟λ is the unique minimal
element in P+fin such that λ|hfin ≡ ̟λ mod Qfin then ̟λ,r = λ(K1)Λn+1 +̟λ + rδ1 ∈ Paff (X(λ))
for all r ∈ C such that λ(d) − r ∈ Z+. In particular, if λ|hfin ∈ P
+
fin ∩ Q
+
fin and λ|hfin 6= 0, then
λ(K1)Λn+1+β+ rδ1 ∈ Paff (λ) for all r ∈ C such that λ(d1)− r ∈ Z+, where β = θ if g is simply-laced
and β = θs otherwise.
2.6. Let u be an indeterminate. For α ∈ Rfin define a power series pα(u) in u with coefficients in
U(hfin ⊗C[t±1]) :
pα(u) = exp
(
−
∞∑
r=1
α∨ ⊗ tr
r
ur
)
.
For s ∈ Z+, let p
s
α be the coefficient of u
s in pα(u). The following was proved in [G, Lemma 7.5].
Lemma. Let α ∈ R+fin. Then for r ≥ 1 we have
(x+α ⊗ t)
r(x−α ⊗ 1)
r+1 −
r∑
s=0
(x−α ⊗ t
r−s)psα ∈ U(gaff )(n
+
aff ), (2.3)
(x+α ⊗ t)
r+1(x−α ⊗ 1)
r+1 − pr+1α ∈ U(gaff )(n
+
aff ). (2.4)
3. Integrable Representations of the toroidal Lie algebra
3.1. Let I be the category whose objects are integrable T (g)-modules and morphisms
HomI(V, V
′) = HomT (g)(V, V
′), V, V ′ ∈ I.
For an integrable representation ψ : T (g) → End(V ) of T (g), let V ψ denote the corresponding T (g)-
module in I. Given β = α+ δm ∈ Rretor with α ∈ Rfin, define an operator r
ψ
β on V as follows:
rψβ = exp(ψ(x
+
α ⊗ t
m)) exp(ψ(−x−α ⊗ t
−m)) exp(ψ(x+α ⊗ t
m)).
Since V ψ is an integrable T (g)-module, the operator rψβ is well-defined for all β ∈ R
re
tor. Let
P (V ψ) = {λ ∈ h∗tor : V
ψ
λ 6= 0}, where V
ψ
λ = {v ∈ V
ψ : h.v = λ(h)v, for h ∈ htor}.
Let Wψtor = 〈r
ψ
β : β ∈ R
re
tor〉, be the group generated by the operators r
ψ
β for β ∈ R
re
tor. By [Kac, Lemma
3.8, §6.5], rψβ (λ) = λ−〈λ, β
∨〉β, for λ ∈ P (V ψ). Using the representation theory of sl2(C) the following
is standard in I.
Lemma. Let V ψ be a T (g)-module in I and let λ ∈ P (V ψ). Then,
i. 〈λ, α∨〉 ∈ Z, for α ∈ Rretor.
ii. wλ ∈ P (V ψ) and dim V πλ = dimV
π
wλ for all λ ∈ P (V
ψ), w ∈ Wψtor.
iii. Let α ∈ R+fin and β = α+miδi ∈ R
re
tor. Given a T (g)-module V
ψ in I and λ ∈ P (V ψ), we have
rψαr
ψ
β (λ) = λ+
2
(α|α)
(mi〈λ,Ki〉)α − (〈λ, α
∨〉+
2
(α|α)
mi〈λ,Ki〉)δi.
The following is an easy corollary of Lemma 3.1(iii).
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Corollary. Let V ψ be an integrable T (g)-module. Suppose λ+
k∑
i=1
riδi ∈ P (V
ψ) satisfies the condition
〈λ, α∨n+1〉 = m, and 〈λ,Kj〉 = 0, for j = 2, · · · , k. (3.1)
Then there exists m = (m2, · · · ,mk) ∈ Zk−1 with 0 ≤ mi < m for 2 ≤ i ≤ k such that
λ+ r1δ1 +
k∑
i=2
miδi ∈ P (V
ψ).
Proof. Set βj = δj + δ1 − θ = δj + αn+1 for j = 2, · · · , k. Then by 2.3,
β∨j = −θ
∨ +
2
(θ|θ)
(Kj +K1) = +α
∨
n+1 +
2
(θ|θ)
Kj , 2 ≤ j ≤ k.
By definition αn+1, β2, β3, · · · , βk ∈ Rretor, hence r
ψ
αn+1 , r
ψ
β2
, · · · , rψβk are well-defined operators in W
ψ
tor.
Thus given λ+
k∑
i=1
riδi ∈ P (V ψ), by Lemma 3.1(ii), rψαn+1r
ψ
βj
(λ+
k∑
i=1
riδi) ∈ P (V ψ) for 2 ≤ j ≤ k. Now
note that
rψαn+1r
ψ
βj
(λ+ δr) = r
ψ
αn+1(λ+ δr−〈λ+ δr, β
∨
j 〉βj) = r
ψ
αn+1(λ+ δr−〈λ+ δr,
2
(θ|θ)
Kj +α
∨
n+1〉(δj +αn+1)
= rψαn+1(λ+ δr − 〈λ+ δr, α
∨
n+1〉αn+1) + 〈λ+ δr,
2
(θ|θ)
Kj〉αn+1 − 〈λ+ δr,
2
(θ|θ)
Kj + α
∨
n+1〉δj
= (λ+ δr) + 〈λ+ δr,
2
(θ|θ)
Kj〉(αn+1 − δj)− 〈λ+ δr, α
∨
n+1〉δj .
Since 〈λ, α∨n+1〉 = m and 〈λ,Kj〉 = 0 for 2 ≤ j ≤ k, it follows that λ + δr −mδj ∈ P (V
ψ). Repeating
the argument it is easy to see that if λ + δr ∈ V ψ satisfies the condition (3.1) and r ∈ Zk is such that
rj ≥ 0 for 2 ≤ j ≤ k, then there exists w ∈ W
ψ
tor such that w(λ + δr) = λ + r1δ1 +
∑k
i=2miδi with
0 ≤ mi < m for 2 ≤ i ≤ k. If r ∈ Z
k is such that rj ≤ 0 for some 2 ≤ i ≤ k then the same result can
be obtained by setting γj = δj − αn+1 and using the operator rγj in place of rβj . 
Assuming that we understand that the elements of T (g) act on an object V of I via a Lie algebra
homomorphism ψ : T (g)→ End(V ), we shall henceforth drop the superscript ψ when referring to V ψ,
Wψtor etc.
3.2. Let Z0 be the C-span of the zero degree central elements of T (g). Given a T (g)-module V and
Λ ∈ P (V ), the restriction Λ|Z0 is a map from Z0 to C. In particular when V is integrable, Λ|Z0 ⊂ Z.
For n = (n1, · · · , nk) ∈ Zk let Pn(V ) = {λ ∈ P (V ) : λ(Ki) = ni, for 1 ≤ i ≤ k} and let
V (n) =
⊕
λ∈Pn(V )
Vλ.
As Z0 commutes with T (g), V (n) is a T (g)-module for each n ∈ Zk and any V ∈ Ob I can be
decomposed as follows :
V = ⊕
n∈Zk
( ⊕
λ∈Pn(V )
Vλ
)
= ⊕
n∈Zk
V (n).
Note that for all λ ∈ Pn(V ), the restriction λ|Z0 is a linear functional. Hence by a change of basis
for Z0 one can always assume that at most one zero degree central element acts non-trivially on V .
Since in a toroidal Lie algebra the choice of basis for Z0 is dependent on the choice of generators
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of the coordinate ring C[t±11 , · · · , t
±1
k ], the change of basis matrix B = (bij)1≤i,j≤k for Z0 induces a
homomorphism B˜ : Lk(g)→ Lk(g) given by :
B˜(x⊗ tm) = x⊗ tmB.
Let {ei : 1 ≤ i ≤ k} be the standard basis of Rk. Then setting ai = teiB for 1 ≤ i ≤ k, it is easy to see
that B˜ : Lk(g) → gfin ⊗C[a
±1
1 , · · · , a
±1
k ] is an isomorphism of multiloop Lie algebras whenever B is
an integer matrix with determinant ±1. As noted in [R1], the isomorphism B˜ can be extended to an
isomorphism of toroidal Lie algebras
b˜ : T (g)→ gfin ⊗C[a
±1
1 , · · · , a
±1
k ]⊕ Z˜ ⊕ D˜k,
where Z˜ is the C span of {amK ′i :
∑k
i=1 ria
rK ′i = 0,m, r ∈ Z
k, 1 ≤ i ≤ k}, with K ′i =
∑k
j=1 bijKi for
1 ≤ i ≤ k and D˜k is the C-span of the derivations {d˜i = ai
d
dai
: 1 ≤ i ≤ k}. Defining the T (g) action
on V (n) ∈ Ob I by
X.v = b˜(X).v, ∀ v ∈ V,
it is then easy to see that with respect to the toroidal Lie algebra b˜(T (g)), the module V (n) is of the
form V (me1) for some m ∈ Z. The following standard result from group theory shows that this is true in
general.i.e., upto an isomorphism any indecomposable object in I on which the center acts non-trivially
is of the form V = V (me1) for some m ∈ Z.
Lemma. Let {n1, · · · , nk} be a set of integers with gcd(n1, · · · , nk) 6= 0. Then there exists a k × k
integer matrix B = (bij) with determinant ±1 such that
k∑
j=1
b1jnj = gcd(n1, · · · , nk), and
k∑
j=1
bijnj = 0, ∀ i ≥ 2, (3.2)
3.3. For m ∈ Zk let I(m) be the full subcategory of I whose objects are T (g)-modules on which
the zero degree central element Ki, acts by the integer mi for 1 ≤ i ≤ k. The following is an immediate
consequence of Lemma 3.2 .
Lemma. Let V be an integrable T (g)-module. Then
V =
⊕
m∈Zk
V (m), where V (m) = ⊕
λ∈Pm(V )
Vλ.
Upto an isomorphism the component V (m) of V is of the form V (me1) where m = gcd(m1, · · · ,mk).
Further, Ext1I(V, U) = 0 for V ∈ Ob I
(m), U ∈ ObI(n) withm,n ∈ Zk wheneverm 6= n. In particular,
I =
⊕
m∈Zk
I(m),
and givenm = (m1, · · · ,mk) ∈ Zk the category I(m) is equivalent to I(me1) wherem = gcd(m1, · · · ,mk).
Without loss of generality we thus restrict ourselves to the study of the full subcategory I(me1) of I.
3.4. Let Ifin ( respectively I
(me1)
fin ) be the full subcategory of I ( respectively I
(me1)) consisting
of integrable T (g)-modules with finite dimensional weight spaces.
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Proposition. Let V be an integrable T (g)-module in I
(me1)
fin , where m > 0. Let n
+
aff be the positive
root space of the affine Lie subalgebra gaff = gfin ⊗C[t
±1
1 ]⊕CK1 ⊕Cd1 of T (g). Then
V +aff = {v ∈ Vλ : n
+
aff ⊗C[t
±1
2 , · · · , t
±1
k ].v = 0}
is a non-empty subset of V .
Proof. For a (k − 1) tuple r = (r2, r3, · · · , rk) ∈ Zk−1, let
V [r] = {v ∈ Vλ : div = riv, 2 ≤ i ≤ k, λ ∈ P (V )}.
Clearly V [r] is an integrable gaff -module with finite-dimensional weight spaces. Using 2.3, we can
write
V [r] =
⊕
γ∈Pfin/Qfin
V γ [r], where V γ [r] =
⊕
̟γ≡λ|hfin mod Qfin
(Vλ ∩ V [r]).
Since m > 0, by Proposition 2.5(iii), V γ [r] is completely reducible as a gaff -module for each γ ∈
Pfin/Qfin. Hence there exists a (possibly infinite) gaff -module filtration · · · ⊂ V1 ⊂ V0 = V γ [r] of
V γ [r] such that the successive quotients are isomorphic to the gaff -module summands of V
γ [r]. Without
loss of generality we may assume that Vj/Vj+1 ∼=gaff X(λj) with λj ∈ P
+
aff . Setting λ˜j = λj+
∑k
i=2 riδi
we see that there exists vj ∈ (Vj/Vj+1)λ˜j , such that U(gaff )vj is isomorphic as a gaff -module to X(λj).
Since λj |hfin ≡ ̟γ mod Qfin, by Proposition 2.5(iv), mΛn+1 +̟γ + λj(d1)δ1 is a weight of X(λj).
Let rj1 = min
1≤s≤j
λs(d1). Then by Lemma 2.5(iv)
Λjγ,r = mΛn+1 +̟γ + r
j
1δ1 +
k∑
i=2
riδi ∈ P (Vs/Vs+1)
for all s ∈ Z+ such that s ≤ j, whenever λj |hfin 6∈ Q
+
fin and
Λj0,r = mΛn+1 + λj(d1)δ1 +
k∑
i=2
riδi ∈ P (Vs/Vs+1)
for all s ∈ Z+ such that s ≤ j, whenever λj |hfin ∈ P
+
fin ∩Q
+
fin. Let xn = dimVΛnγ,r(respectively VΛj0,r
).
From above argument it follows that (xn)n∈N is a sequence of integers such that xj ≥ j for all j ∈ N.
In particular for every K ∈ N, xn > K for all n ≥ K +1. Thus if for some r ∈ Zk−1, V γ [r] would have
an infinite filtration, then the fact that lim
n→∞
xn = ∞ would contradict the finite-dimensionality of the
weight spaces of V . Hence V [r] admits a finite gaff -module filtration for every r = (r2, · · · , rk) ∈ Zk−1.
Consequently for each γ ∈ Pfin/Qfin and r = (r2, · · · , rk) ∈ Zk−1 there exists λγ,r ∈ P
+
aff such that
X(λγ,r) is a summand of V
γ [r] but X(λγ,r + β) is not a summand of V
γ [r] for any β ∈ R+aff .
Let
Zk−1m = {m = (m2, · · · ,mk) ∈ Z
k−1 : 0 ≤ mi < m, 2 ≤ i ≤ k}.
Since Zk−1m is a finite subset of Z
k−1, given γ ∈ Pfin/Qfin there exists λγ ∈ P
+
aff such that X(λγ)
is a summand of V γ [m] for some m ∈ Zk−1m and λγ  λγ,m for all m ∈ Z
k−1
m . On the other hand by
Corollary 3.1, for λ ∈ P+aff , λ+ δr ∈ P (V
γ) if and only if λ+ δm ∈ P (V γ) for somem ∈ Zk−1m . Hence it
follows that λγ  λγ,r for all r ∈ Zk−1 implying that there exists a non-zero vector v ∈ Vλγ+
∑
k
i=2 miδi
,
withm ∈ Zk−1m such that n
+
aff⊗C[t
±1
2 , · · · , t
±1
k ].v = 0. This completes the proof of the proposition. 
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4. Irreducible objects in I
(me1)
fin ,m > 0
In this section we give a parametrization for the irreducible T (g)-modules in I
(me1)
fin .
4.1. The following proposition, which was first proved in [R3], plays an important role in deter-
mining the simple objects in I
(me1)
fin ,m > 0. We give here an alternative proof using an understanding
of the integral forms in the universal enveloping algebra U(T (g)) of T (g).
Proposition. Let V be an irreducible T (g)-module in I
(me1)
fin , m > 0. Then Kjt
r acts trivially on V
for all 2 ≤ j ≤ k and all monomials tr ∈ C[t±1 , t
±
2 , · · · , t
±
k ]. Further, K1t
r acts trivially on V whenever
r = (r1, · · · , rk) ∈ Zk is such that r1 6= 0.
Proof. Given 1 ≤ j ≤ k, and r ∈ Zk − {0} let Nj,r = {u ∈ V : Kjtr.u = 0}. Clearly Nj,r is a
submodule of the irreducible T (g)-module V . Hence to prove the proposition it suffices to show that
Nj,r is non-empty for each r ∈ Zk whenever 2 ≤ j ≤ k and N1,r is non-empty whenever r1 6= 0.
We prove the proposition in 3 steps. Let r = (r1, · · · , rk) ∈ Zk. In step 1 we show that Nj,r 6= 0 for
all 1 ≤ j ≤ k whenever r1 > 0. In step 2 we show that Nj,r 6= 0 for 2 ≤ j ≤ k whenever rj 6= 0 and
in step 3 we take care of the remaining cases. That is we show that Nj,r 6= 0 for 2 ≤ j ≤ k whenever
rj = 0 and as a consequence N1,r 6= 0 whenever r1 < 0.
Step 1. By Proposition 3.4 the subspace V +aff of V is non-empty and for any v ∈ V
+
aff we have
h⊗ tp.v = 0, ∀ p = (p1, p2, · · · , pk) ∈ Z
k with p1 > 0, h ∈ hfin,
x+α ⊗ t
s
i .v = 0 ∀ s ∈ Z, α ∈ R
+
fin, 2 ≤ i ≤ k,
x−α ⊗ t
r.v = 0 ∀ p = (p1, p2, · · · , pk) ∈ Zk with p1 > 0, α ∈ R
+
fin.
(4.1)
Hence given α ∈ R+fin for all 2 ≤ i ≤ k we have
0 = (x+α ⊗ t
s
i )(x
−
α ⊗ t
r)v = (x−α ⊗ t
r)(x+α ⊗ t
s
i )v + (α
∨ ⊗ trtsi +Kit
rtsi ).v,
whenever r = (r1, · · · , rk) ∈ Zk is such that r1 > 0. Using the relations (4.1) it thus follows that
Kit
s.v = 0 for all 2 ≤ i ≤ k whenever s = (s1, · · · , sk) is such that s1 > 0, i.e., Ni,s 6= 0 for 2 ≤ i ≤ k
whenever s1 > 0. As
∑k
j=1 sjKjt
s = 0 it follows that N1,s 6= 0 whenever s1 > 0.
Step 2. For a contradiction assume that there exists 2 ≤ j ≤ k and r ∈ Zk with r1 = 0 such that
Nj,r = 0. This implies that Kjtr.v 6= 0 for all v ∈ V
+
aff and by lemrefsl2rep(ii), given w in Wtor,
w.(Kjt
r.v) 6= 0 whenever Kjtr.v 6= 0. Using Corollary 3.1 assume that v0 is a fixed vector in V
+
aff
with Kjt
r.v0 6= 0 and weight of v0 is λ = λ|haff +
k∑
i=2
miδi, with ri −m ≤ mi < ri for 2 ≤ i ≤ k and
λ|haff ∈ P
+
aff .
Let H be the Zk−1-graded Lie subalgebra of hfin ⊗ C[t
±
1 , · · · , t
±
k ] ⊕ Z ⊕ Dk generated by haff ⊗
C[t2, · · · , tk]. Let Vλ = U(H).v0 be theH-module generated by v0. ClearlyH is a solvable Lie algebra
and Vλ is a H-submodule of V +aff . Fixing
ηj = αn+1 − δj , and wj = rαn+1rηj , for 2 ≤ j ≤ k,
and setting wℓ = wlkk · · ·w
l3
3 w
l2
2 for ℓ = (l2, · · · , lk) ∈ Z
k−1
+ − {0}, we see that
Vλ,ℓ := U(H).wℓ(v0)
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is a proper submodule of Vλ and the corresponding quotient space Vλ/Vλ,ℓ is a non-zero finite-
dimensional module for the solvable Lie algebra H. Hence by Lie’s theorem there exists u¯0 ∈ Vλ/Vλ,ℓ
and a function φ :H→ C such that
h⊗ tp22 · · · t
pk
k .u¯0 = φ(h,p)u¯0, ∀ h ∈ haff , p = (p2, · · · , pk) ∈ Z
k−1
+ .
In particular,
h⊗ t
pj
j .u¯0 = φ(h, (0, · · · , 0, pj, 0 · · · , 0))u¯0,
h′ ⊗ tp22 · · · t
pj−1
j−1 t
pj+1
j+1 · · · t
pk
k .u¯0 = φ(h, (p2, · · · , pj−1, 0, pj+1, · · · , pk))u¯0,
for h, h′ ∈ haff , p2, · · · , pk ∈ Z+. Hence using the fact that the Killing form (.|.) is non-degenerate on
hfin and
[h⊗ t
pj
j , h
′ ⊗ tp22 · · · t
pj−1
j−1 t
pj+1
j+1 · · · t
pk
k ].u¯0 = (h|h
′)pjKjt
p.u¯0
we get that Kjt
p.u¯0 = 0 for all p ∈ Z
k−1
+ with pj 6= 0 This implies that graded central elements
Kjt
p act trivially on u¯0 or equivalently there exists a non-zero weight vector u0 ∈ Vλ such that for all
p = (p2, · · · , pk) ∈ Z
k−1
+ with pj 6= 0 and 2 ≤ j ≤ k,
Kjt
p.u0 ∈ V
λ,ℓ.
By construction, however, for every weight vector u ∈ Vλ,ℓ,
dj .u ≥ mj +mlj , for all j ≥ 2.
Hence it follows that Kjt
p.u0 = 0 for all p ∈ Z
k−1
+ − {0} with 0 ≤ ps < ms + mls and 2 ≤ s ≤ k
whenever pj 6= 0. Choosing ℓ ∈ Z
k−1
+ appropriately we thus see that Kjt
r.u0 = 0 for 2 ≤ j ≤ k which
is a contradiction to our initial assumption in the case when r = (r1, · · · , rk) ∈ Z
k is such that r1 = 0.
This shows that Nj,r 6= 0 for 2 ≤ j ≤ k and r ∈ Zk−1 whenever r1 = 0 and rj 6= 0.
Consider now the case when r ∈ Zk is such that r1 < 0. Let V
−
aff = {u ∈ V : n
−
aff⊗C[t
±1
2 , · · · , t
±1
k ].u =
0}. If V −aff is a non-empty subset of V , then by description,
h⊗ tr.u = 0, x−α ⊗ t
s
i .u = 0, x
+
α ⊗ t
r.u = 0
for all u ∈ V −aff and h ∈ hfin, α ∈ R
+
fin 2 ≤ i ≤ k, s ∈ Z , whenever r ∈ Z
k is such that r1 < 0.
Hence U(hfin⊗C[t
±1
2 , · · · , t
±1
k ]).u ⊂ V
−
aff for all u ∈ V
−
aff and following the same arguments as in step
1 we can conclude that Nj,r 6= 0 for 1 ≤ j ≤ k whenever r ∈ Zk is such that r1 < 0. On the contrary
suppose that V −aff = ∅ and for every u ∈ V there exists t
r ∈ C[t−11 , t
±1
2 , · · · , t
±1
k ] such that h⊗ t
r.u 6= 0
for some h ∈ hfin. Then given a non-zero weight vector v0 ∈ V
+
aff , there exists t
p ∈ C[t−11 , t
±
2 , · · · , t
±
k ]
such that −p1 is the least positive integer for which h⊗ tp.v0 6= 0. Let
Yλ = U(Ha).v0 and Y
λ,ℓ = U(Ha).sℓ(h⊗ tp.v0),
whereHa is the solvable Lie subalgebra of hfin⊗C[t
±
1 , · · · , t
±
k ]⊕Z⊕Dk generated by h⊗C[t
−1
1 , t
a2
2 , · · · , t
ak
k ],
where aj = (sgn pj)1 for j ≥ 2 and sℓ = s
l2
2 · · · s
lk
k is an element of the Weyl group Wtor of T (g) for
ℓ = (l2, · · · , lk) ∈ Z
k−1
+ with sj = rαn+1r(αn+1−δj) when aj > 0 and sj = rαn+1r(αn+1+δj) when aj < 0.
Clearly Yλ,ℓ is a Ha-submodule of Yλ and the corresponding quotient Yλ/Yλ,ℓ is a finite-dimensional
module for Ha. Thus by Lie’s theorem there exists ω¯0 ∈ Yλ/Yλ,ℓ and an algebra homomorphism
ψ :Ha → C such that
h⊗ tr.ω¯0 = ψ(h, r)ω¯0, ∀ h⊗ t
r ∈ hfin ⊗C[t
−1
1 , t
a2
2 , · · · , t
ak
k ].
By the same arguments as above this implies that Kjt
r.ω¯0 = 0 for all t
r ∈ C[t−11 , t
a2
2 , · · · , t
ak
k ] and
2 ≤ j ≤ k whenever rj 6= 0. Choosing ℓ ∈ Z
k−1
+ appropriately and repeating the same arguments
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as above we conclude that Kjt
r acts trivially on V for all tr ∈ C[t−11 , t
a2
2 , · · · , t
ak
k ] whenever rj 6= 0.
It is now easy to see that modifying the first part of step 2 of the proof appropriately and using the
fact that
∑k
j=1 rjKjt
r = 0, one can show that Kjt
r acts trivially on V for 1 ≤ j ≤ k whenever
r = (r1, · · · , rk) ∈ Zk is such that r1 < 0 and rj 6= 0.
Step 3. To complete the proof of the proposition it remains to show that Nj,r 6= 0 for 2 ≤ j ≤ k with
r ∈ Zk such that rj = 0 and r1 ≤ 0 and consequently N1,r 6= 0 whenever r ∈ Zk is such that r1 < 0. By
Proposition 3.4, V +aff is non-empty and by step 1 of the proof the subspace U(h⊗C[t
±1
2 , · · · , t
±1
k ]⊕Z).v
of V is contained in V +aff for all v ∈ V
+
aff . Thus if λ ∈ P
+
aff is such that h.v = λ(h)v, for v ∈ V
+
aff and
h ∈ hfin, then for all u ∈ U(h⊗C[t
±1
2 , · · · , t
±1
k ]⊕Z).v, u ∈ V
+
aff and
h.u = λ(h)u, ∀ h ∈ hfin.
Since V is integrable, using the representation theory of sl2(C) it follows that for any r ∈ Zk, and
α ∈ R+fin,
(x−α ⊗ t
r)λ(α
∨)+1.u = 0, ∀ u ∈ V +aff .
Given r = (r1, · · · , rk) ∈ Zk set r¯j = (r1, · · · , rj−1, 0, rj+1, · · · , rk) for 1 ≤ j ≤ k. By definition
[x+α ⊗ t
−ri
i t
r¯i , x−α ⊗ t
ri
i ] = −riKit
r¯i +
∑
2≤j≤k,j 6=i,1
rjKjt
r¯i .
But by step 2 Kjt
r.v = 0 for all v ∈ V whenever r ∈ Zk is such that rj 6= 0. Hence,
[x+α ⊗ t
−ri
i t
r¯i , x−α ⊗ t
ri
i ].u = −riKit
r¯i .u, whenever u ∈ V +aff .
For 1 ≤ i ≤ k, set
Dr¯iα,i(u) = exp(−
∞∑
r=1
α∨ ⊗ (tr¯i)s +Ki(tr¯i)s
s
us) =
∞∑
ℓ=1
Dr¯iα,i(ℓ) u
ℓ.
If r ∈ Zk is such that r1 = 0 and ri 6= 0 for some i ≥ 2, then using the integrability condition on a
vector v ∈ V +aff ∩ Vλ and the fact that Kjt
r, 2 ≤ j ≤ k, acts trivially on V whenever r ∈ Zk is such
that rj 6= 0 we see that,
(x+α ⊗ t
−ri
i t
r¯i)s
s!
(x−α ⊗ t
ri
i )
s+1
(s+ 1)!
.v =
s∑
ℓ=0
(x−α ⊗ t
ri
i (t
r¯i)s−ℓ)Dr¯iα,i(ℓ).v = 0, whenever s ≥ λ(α
∨).
Applying x+α to the above equation we see that for v ∈ V
+
aff
α∨ ⊗ trii (t
r¯i)λ(α
∨).v = −(
λ(α∨)∑
ℓ=1
(α∨ ⊗ trii (t
r¯i)s−ℓ)Dr¯iα,i(ℓ)).v
By Step 2 it follows that for all v ∈ V +aff ∩ Vλ,
[ h⊗ (t
−rj
j )
(λ(α∨)−1), α∨ ⊗ trii (t
r¯i)λ(α
∨)].v = −rj(h|α
∨)(λ(α∨)− 1)Kjt
rj
j t
ri
i (
∏
s6=1,i,j
trss )
λ(α∨).v = 0.
Hence
λ(α∨)∑
ℓ=1
[ h⊗ (t
−rj
j )
(λ(α∨)−1), (α∨ ⊗ trii (t
r¯i)(λ(α
∨)−ℓ))Dr¯iα,i(ℓ)].v = 0, ∀ v ∈ V
+
aff .
12 TANUSREE KHANDAI
Again using the fact that Kjt
r acts trivially on V whenever r ∈ Zk is such that rj 6= 0 we deduce from
the above equation that for all v ∈ V +aff ,
rj(λ(α
∨)− 1)(h|α∨)
[
Kj(t
ri
i (
∏
s6=1,i,j t
rs
s )
λ(α∨)−1)(α∨ ⊗ tr¯i +Kitr¯i)+
−(α∨ ⊗ tr)Kj(
∏
s6=1,i,j t
rs
s )
λ(α∨)−1+
2(α∨ ⊗ trii )(α
∨ ⊗ (tr¯i) +Ki(tr¯i))Kj(
∏
s6=1,i,j t
rs
s )
λ(α∨)−1
]
.v = 0.
Since the bilinear form (.|.) is non-degenerate on hfin, choosing h ∈ hfin appropriately we see that for
any v ∈ V +aff ,
(α∨ ⊗ tr)Kj(
∏
s6=1,i,j t
rs
s )
λ(α∨)−1.v = Kj(t
ri
i (
∏
s6=1,i,j t
rs
s )
λ(α∨)−1)(α∨ ⊗ tr¯i +Kitr¯i)+
2(α∨ ⊗ trii )(α
∨ ⊗ (tr¯i) +Ki(tr¯i))Kj(
∏
s6=1,i,j t
rs
s )
λ(α∨)−1.v
Now applying h ⊗ t−rii to the above equation and using first part of the proof and the fact that Ki
acts trivially on V for i 6= 1 we see that there exists v0 ∈ V
+
aff such that Kit
r¯i .v0 = 0, for i ≥ 2. Since
r ∈ Zk is arbitrary we see that Kitr acts trivially on V for all r ∈ Zk such that r1 = 0 = ri.
Finally we consider the case when r ∈ Zk is such that r1 < 0 and ri 6= 0 for some 2 ≤ i ≤ k. Using
the integrability condition as above we see that for v ∈ V +aff ∩ Vλ,
(x+α ⊗ t
−r1
1 t
r¯1)s
s!
(x−α ⊗ t
r1
1 )
s+1
(s+ 1)!
.v =
s∑
ℓ=0
(x−α ⊗ t
−r1
1 (t
r¯1)s−ℓ)Dr¯1α,1(ℓ).v = 0, whenever s ≥ λ(α
∨).
Applying ad(h ⊗ (t−rii )
(λ(α∨)−1)) adx+α to the above equation and using the first part of the proof we
get that for v ∈ V +aff ∩ Vλ,
0 = Kit
r1
1 t
ri
i (
∏
s6=1,i t
rs
s )
λ(α∨).v = Kit
r1
1 (
∏
s6=1,i t
rs
s )
λ(α∨)−1(α∨ ⊗ tr¯1 +K1t
r¯1).v
−(α∨ ⊗ tr)(Ki(
∏
s6=1,i t
rs
s )
λ(α∨)−1).v
+2(α∨ ⊗ tr11 )(α
∨ ⊗ tr¯1 +K1tr¯1)Ki(
∏
s6=i,i t
rs
s )
λ(α∨)−1.v,
which implies that for all v ∈ V +aff ∩ Vλ,
(α∨ ⊗ tr)(Ki(
∏
s6=1,i t
rs
s )
λ(α∨)−1).v = Kit
r1
1 (
∏
s6=1,i t
rs
s )
λ(α∨)−1(α∨ ⊗ tr¯1 +K1tr¯1).v
+2(α∨ ⊗ tr11 )(α
∨ ⊗ tr¯1 +K1tr¯1)Ki(
∏
s6=i,i t
rs
s )
λ(α∨)−1.v.
Applying ad(h⊗ t−rii ) to the above equation and using the fact that for 2 ≤ i ≤ k, Kit
r acts trivially on
V whenever r ∈ Zk is such that r1 = 0 = ri or ri 6= 0 and r1 < 0 , we see that Ni,r¯i ∩ (V
+
aff ∩ Vλ) 6= 0.
Since for any r ∈ Zk,
∑k
j=1 rjKjt
r = 0 it follows that N1,r 6= 0 whenever r1 < 0. This completes the
proof of the proposition. 
It follows from Proposition 4.1 that an irreducible T (g)-module in I
(me1)
fin ,m > 0 is in fact a module
for the Lie algebra gfin ⊗C[t
±1
1 , · · · , t
±1
k ] ⊕ Z1 ⊕ Dk, where Z1 is the subspace of Z spanned by the
central elements K1t
r, with r = (r1, · · · , rk) ∈ Zk such that r1 = 0.
4.2. Let V be an irreducible T (g)-module in I
(me1)
fin . By Proposition 3.4 there exists a non-zero
weight vector v0 ∈ V
+
aff such that V = U(T (g)).v0 and
n+aff ⊗C[t
±1
2 , · · · , t
±1
k ].v0 = 0, h.v0 = Λ(h).v0 ∀ h ∈ haff , (x
−
i )
Λ(α∨i )+1.v0 = 0, for i = 1, · · · , n+1.
(4.2)
Clearly V +aff ⊆ U(haff ⊗ C[t
±1
2 , · · · , t
±1
k ]).v0. For α ∈ Rfin and r ∈ Z the triple {x
±
α ⊗ t
±r
1 , α
∨ −
2r/(α|α)K1} is isomorphic to a copy of sl2(C) = Cx
+ ⊕ Cx− ⊕ Ch. Hence given a monomial
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a ∈ C[t±2 , · · · , t
±
k ], the map φ
a
α,r : sl2(C)⊗C[t
±1]→ sl2(C)⊗C[a±1] given by
x± ⊗ ts 7→ (x±α ⊗ t
±r)⊗ as, h⊗ ts 7→ (α∨ − 2r/(α|α)K1)⊗ a
s, ∀ s ∈ Z,
defines a Lie algebra homomorphism. For β = α + rδ1 ∈ Rre
+
aff , let p
s
β,a = φ
a
α,r(p
s
α). Using the
homomorphism φaα,r and Lemma 2.6 it is easy to see that for vo ∈ V
+
aff we have,
(x+β ⊗ a)
s(x−β ⊗ 1)
s+1.v0 =
s∑
l=0
(x−β ⊗ a
s−l)plβ,a.v0, (4.3)
(x+β ⊗ a)
s+1(x−β ⊗ a)
s+1.v0 = p
s+1
β,a .v0. (4.4)
Note that plβ,a ∈ U(haff ⊗C[t
±1
2 , · · · , t
±1
k ]), hence applying x
+
β to equation (4.3) we get
x+β (x
+
β ⊗ a)
s(x−β ⊗ 1)
s+1.v0 =
s∑
l=0
(β∨ ⊗ as−l)plβ,a.v0.
Given Λ ∈ P+aff and v0 ∈ VΛ ∩ V
+
aff , we thus conclude from (4.2), (4.3) and (4.4), that for all β ∈ R
re+
aff
and s ≥ Λ(β∨) + 1,
psβ,a.v0 = 0, β
∨ ⊗ as.v0 + (
s∑
l=1
(β∨ ⊗ as−l)plβ,a).v0 = 0. (4.5)
For a fixed Λ ∈ P+aff , let IΛ be the ideal of U(haff ⊗C[t
±1
2 , · · · , t
±1
k ]) generated by the elements:
h− Λ(h), ∀ h ∈ haff , Kjt
m 2 ≤ j ≤ k, and all monomials tm in C[t±12 , · · · , t
±1
k ]
psαi,a, for |s| > Λ(α
∨
i ), i = 1, · · · , n+ 1, and all monomials a in C[t
±1
2 , · · · , t
±1
k ],
s∑
l=0
(α∨i ⊗ a
s−l)plαi,a, for |s| > Λ(α
∨
i ), i = 1, · · · , n+ 1, and all monomials a in C[t
±1
2 , · · · , t
±1
k ].
Let
AΛ = U(haff ⊗C[t
±1
2 , · · · , t
±1
k ])/IΛ.
Using (4.5) it is easy to see that the algebra AΛ is generated by the elements of the set
{α∨i ⊗ t
s2
2 t
s3
3 · · · t
sk
k : |sl| ≤ Λ(α
∨
i ), for 2 ≤ l ≤ k, i =, 2, · · · , n+ 1}.
Hence AΛ is a finitely generated commutative algebra. Further it follows from (4.5) that given a weight
vector v0 ∈ V
+
aff ∩VΛ, the haff ⊗C[t
±1
2 , · · · , t
±1
k ]-submodule of V
+
aff generated by v0 is a quotient of the
algebra AΛ. Thus the irreducible haff ⊗C[t
±1
2 , · · · , t
±1
k ]-submodules of V
+
aff generated by a non-zero
vector of weight Λ ∈ P+aff are in one-to-one correspondence with the maximal ideals of AΛ, that is,
the irreducible haff ⊗ C[t
±1
2 , · · · , t
±1
k ]-submodules of V
+
aff generated by a non-zero vector of weight
Λ ∈ P+aff are in one-to-one correspondence with the set of graded algebra homomorphisms from AΛ to
C[t±12 , · · · , t
±1
k ].
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4.3. Set Lc(g) := gfin⊗C[t
±1
1 , · · · , t
±1
k ]⊕Z1⊕Cd1. Clearly hf in⊕CK1⊕Cd1 = haff is the Cartan
subalgebra of Lc(g). Let ev(1) : C[t±12 , · · · , t
±1
k ]→ C be the evaluation map defined by ev(1)(t
m) = 1
for tm ∈ C[t±12 , · · · , t
±1
k ].
Let V be an irreducible T (g)-module in I
(me1)
fin and v0 ∈ V
+
aff be a non-zero vector of weight Λ. Then
following our discussion in (4.2) there exists a graded algebra homomorphism φ : AΛ → C[t
±1
2 , · · · , t
±1
k ]
such that Y.v0 = φ(Y ).v0, for all Y ∈ AΛ. Given φ : AΛ → C[t
±1
2 , · · · , t
±1
k ], let φ¯ : AΛ → C be the
algebra homomorphism defined by the composition of functions φ¯ := ev(1)◦φ and letWφ¯ := U(L
c(g)).v0
be the integrable Lc(g) module generated by the vector v0 such that Y.v0 = ev(1).φ(Y )v0 = φ¯(Y ).v0,
for all Y ∈ AΛ. Since
n+aff ⊗C[t
±1
2 , · · · , t
±1
k ].v0 = 0
and by definition the highest weight space U(hfin⊗C[t
±1
2 , · · · , t
±1
k ]⊕Z1).v0 of Wφ¯ is one-dimensional,
Wφ¯ has a unique irreducible quotient Vφ¯.
Lemma. Let Λ ∈ P+aff . Given an algebra homomorphism ψ : AΛ → C, let Wψ be the integrable
Lc(g)-module generated by a vector v of weight Λ such that
n+aff ⊗C[t
±1
2 , · · · , t
±1
k ].v = 0, Y.v = ψ(Y )v ∀ Y ∈ AΛ, K1.v = mv.
Then Wψ is an integrable Lc(g)-module with finite-dimensional weight spaces.
Proof. Wψ is an integrable Lc(g)-module and hence can be written as
Wψ = ⊕
µ∈h∗
aff
Wµψ , where W
µ
ψ = {u ∈ Wψ : h.u = µ(h)u, ∀ h ∈ haff}.
Let P (Wψ) := {µ ∈ h∗aff : W
µ
ψ 6= 0}. Since Wψ is an integrable L
c(g)-module with highest weight
Λ ∈ P+aff , an element µ ∈ P (Wψ) is of one of the following forms:
(i). µ = Λ− rδ1, r ∈ Z≥0.
(ii). µ = Λ+ η − rδ1, η ∈ Q and r ∈ Z≥0.
We prove that in each of the cases Wµψ is spanned by a finite set of elements and hence is finite-
dimensional.
Case (i). Let µ = Λ − rδ1 with r ∈ Z≥0. By definition dimWΛψ = 1. Suppose now that r > 0. Then
any element in WΛ−rδ1ψ is of the form (h1⊗ t
−r1
1 t
r¯1)(h2⊗ t
−r2
1 t
r¯2) · · · (hs⊗ t
−rs
1 t
r¯s).v with ri ∈ Z>0 such
that
∑s
i=1 ri = r, t
r¯i ∈ C[t±12 , · · · , t
±1
k ] and hi ∈ hfin for 1 ≤ i ≤ s. Since ∆
∨
fin := {α
∨
i : 1 ≤ i ≤ n} is
a basis of hfin it follows that any element in W
Λ−rδ1
ψ is spanned by elements of the form
(α∨i1 ⊗ t
−r1
1 t
r¯1)(αi2 ⊗ t
−r2
1 t
r¯2) · · · (αis ⊗ t
rs
1 t
r¯s).v, (4.6)
with ri ∈ Z>0 such that
∑s
j=1 rj = r, t
r¯j ∈ C[t±12 , · · · , t
±1
k ] and αij ∈ ∆
∨
fin for 1 ≤ j ≤ s. Observe now
that by putting a = t−r11 t
r2
2 · · · t
ri−1
i−1 t
ri+1
i+1 · · · t
rk
k and using Garland’s equation (Lemma 2.6) we get
(x+αj ⊗ a
−1ti)
Λ(α∨j )(x−αj ⊗ a)
Λ(α∨j )+1.v =
Λ(α∨j )∑
j=0
x−αj ⊗ a(ti)
Λ(α∨j )−jpjαj ,ti .v = 0. (4.7)
Applying x+αj ⊗ t
p
i to (4.7) we get
− α∨j ⊗ a(ti)
Λ(α∨j )+p =
Λ(α∨j )∑
ℓ=1
α∨j ⊗ a(ti)
Λ(α∨j )−ℓ+ppℓαj ,ti .v, ∀ p ∈ Z. (4.8)
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As Kit
r.v = 0 for all 1 ≤ i ≤ k whenever r ∈ Zk is such that r1 6= 0 it follows from (4.8) and the
fact that WΛ−rδ1ψ is spanned by elements of the form (4.6), that W
Λ−rδ1
ψ , r ∈ Z>0 lies in that span of
elements in the set
SΛ−rδ1 = {(α
∨
i1
⊗ t−r11 t
r¯1)(αi2 ⊗ t
−r2
1 t
r¯2) · · · (αis ⊗ t
rs
1 t
r¯s).v : αij ∈ ∆
∨
fin, rj ∈ Z>0, r =
∑s
j=1 rj ,
r¯j = (0, r
j
2, · · · , r
j
k) with |r
j
t | < Λ(αij ) 1 ≤ j ≤ s, 2 ≤ t ≤ k}
.
Since ∆∨fin is finite and the number of partitions of a given positive number is finite it follows the
length of any element in WΛ−rδ1ψ is less than r. Hence the set SΛ−rδ1 is finite implying that W
Λ−rδ1
ψ is
finite-dimensional.
Case (ii.). Let µ = Λ+ η − rδ1 with r ∈ Z>0 and η ∈ Q. Note that the elements in W
Λ+η−rδ1
ψ are of
the form
(Y1 ⊗ t
−r1
1 t
r¯1)(Y2 ⊗ t
−r2
2 t
r¯2) · · · (Ys ⊗ t
−rs
1 t
r¯s).v, (4.9)
with Yj ∈ gfin for 1 ≤ j ≤ s, rj < 0 whenever Yj ∈ n
+
fin ⊕ hfin and rj ≤ 0 for Yj ∈ n
−
fin. We prove by
induction on s that any such element is in the span of the elements
(Y1 ⊗ t
m1) · · · (Yℓ ⊗ t
mℓ).v
where for all 1 ≤ t ≤ ℓ, Yt ∈ gfin and mt = (mt1,m
t
2, · · · ,m
t
k) ∈ Z
k is such that mt1 ≤ 0 and for
2 ≤ j ≤ k, |mtj | < max
1≤i≤n
Λ(α∨i ) if Yt ∈ hfin and |m
t
j| < Λ(γ
∨
rt) if Yt ⊗ t
−rt
1 is a real root vector of gaff
of weight γ − rtδ1.
Suppose s = 1. Then η ∈ Rfin, r1 = r and Y1 ⊗ t
−r
1 ∈ n
−
aff is of the form xη ⊗ t
−r
1 . Hence there
exists yη ⊗ tr1 ∈ n
+
aff such that the triple sl2(η,−r) = {yη ⊗ t
r
1, xη ⊗ t
−r
1 , η
∨
r := [yη ⊗ t
r
1, xη ⊗ t
−r
1 ]} is
isomorphic to sl2(C). Setting a = t
r2
2 · · · t
ri−1
i−1 t
ri+1
i+1 · · · t
rk
k and using Garland’s equation we get
(yη ⊗ t
r
1a
−1ti)
Λ(η∨r )(xη ⊗ t
−r
1 a)
Λ(η∨r )+1.v =
Λ(η∨r )∑
j=0
xη ⊗ t
−r
1 at
Λ(η∨r )−j
i p
j
η+rδ1,ti
.v
Applying η∨ ⊗ tpi to the above equation we see that for any real root γ ∈ R
+
aff , the element x
−
γ ⊗ t
r¯.v,
with r¯ = (0, r2, · · · , rk), lies in the span of x−γ ⊗ t
s2
2 · · · t
sk
k where −Λ(γ
∨) < sj < Λ(γ
∨), 2 ≤ j ≤ k. If
an element in WΛ+η−rδ1ψ is of the form (Y1⊗ t
−r1
1 t
r¯1)(Y2⊗ t
r2
1 t
r¯2).v with Y1 ∈ n
+
fin⊕n
−
fin and Y2 ∈ hfin,
then using the Lie bracket operation in Lc(g), the relations (4.8) and induction step s = 1 it follows
such elements lie in the linear span of elements of the form
(Y1 ⊗ t
−r1
1 t
m¯1)(Y2 ⊗ t
−r2
1 t
m¯2).v, (4.10)
where for 2 ≤ j ≤ k, |m2j | < max
1≤i≤n
Λ(α∨i ) and |m
1
j | < Λ(η
∨
r1). Since the number of pairs (r1, r2) ∈ Z≥0
such that r1 + r2 = r is finite, it follows that every element in W
Λ+η−rδ1
ψ of the form (4.10) lies in the
span of a finite set of elements. Suppose now that the result is true when 1 ≤ s < t and consider an
element in WΛ+η−rδ1ψ of length t. Clearly
(Y1 ⊗ t
−r1
1 t
r¯1)(Y2 ⊗ t
−r2
1 t
r¯2) · · · (Ys ⊗ t
−rs
1 t
r¯s).v = (Y2 ⊗ t
−r2
1 t
r¯2)(Y1 ⊗ t
−r1
1 t
r¯1) · · · (Ys ⊗ t
−rs
1 t
r¯s).v
+[Y1 ⊗ t
−r1
1 t
r¯1 , Y2 ⊗ t
−r2
1 t
r¯2 ](Y3 ⊗ t
−r3
1 t
r¯3) · · · (Ys ⊗ t
−rs
1 t
r¯s).v.
Since [Y1⊗ t
−r1
1 t
r¯1 , Y2⊗ t
−r2
1 t
r¯2 ] ∈ gfin⊗ t
−r1−r2
1 t
r¯1+r¯2 , applying an induction argument on the length t
identical to the one used in [CP3, Proposition 1.2(ii)] we see that elements of the form (4.9) are spanned
by elements of the desired form. Since Rfin is finite, for a fixed η ∈ Q there can exist only finitely
many tuples (β1, β2, · · · , βt) ∈ (Rfin)
t such that
∑t
j=1 βj = η, further the number of partitions of a
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given positive number is finite. Hence given η ∈ Q and r ∈ N there exists a positive integer Nη,r such
that every element in WΛ+η−rδ1ψ is of length less than equal to Nη,r. This shows that the set
SΛ+η−rδ1 = {(Y1 ⊗ t
m1) · · · (Yℓ ⊗ tmℓ).v : Yj ∈ gfin with
ℓ∑
j=1
wtfin(Yj) = η, rj ≥ 0 with
ℓ∑
j=1
rj = r,
r¯j = (0, r
j
2, · · · , r
j
k) with |r
j
p| < max
1≤i≤n
Λ(α∨i ) if Yj ∈ hfin,
|rjp| ≤ Λ(γ
∨
rj ) if wtaff (Yj ⊗ t
−rj
1 ) = γ − rjδ1 ∀ 2 ≤ p ≤ k}.
is finite and since every element in WΛ+η−rδ1ψ lies in the span of elements from SΛ+η−rδ1 it follows that
WΛ+η−rδ1ψ is finite dimensional for η ∈ Q and r ≥ 0. 
We thus conclude that given an irreducible T (g)-module V one can associate with it an unique
irreducible Lc(g)-module having finite-dimensional weight spaces. This leads us to the study of the
irreducible integrable representations of Lc(g) having finite-dimensional weight spaces.
4.4. The following result leads towards the classification of the irreducible integrable Lc(g)-modules
having finite-dimensional weight spaces.
Proposition. Let V be an integrable irreducible representation of Lc(g) with finite-dimensional weight
spaces. Suppose V is generated by a vector v such that
n+aff ⊗C[t
±1
2 , · · · , t
±1
k ].v = 0, h.v = Λ(h)v, ∀ h ∈ haff , K1.v = mv,
for Λ ∈ P+aff . Then V is isomorphic to an irreducible module for a finite direct sum of affine Kac
Moody Lie algebras gaff .
Proof. Let ψ : Lc(g) → EndV be an irreducible integrable representation of of Lc(g) having finite-
dimensional weight spaces such that ψ(K1) = m idV¯ for m ∈ Z>0. Clearly such a module is d1-graded,
therefore kerψ is an ideal of gfin ⊗ C[t
±1
2 , · · · , t
±1
k ] ⊕ Z1. By definition Z1 is in the center of gfin ⊗
C[t±11 , · · · , t
±1
k ]⊕Z1 . Hence the adjoint representation of gfin⊗C[t
±1
2 , · · · , t
±1
k ]⊕Z1 can be identified
with a representation of gfin⊗C[t
±1
2 , · · · , t
±1
k ]. This implies that any ideal of gfin⊗C[t
±1
2 , · · · , t
±1
k ]⊕Z1
(which is a module of gfin⊗C[t
±1
2 , · · · , t
±1
k ]⊕Z1 with respect to the adjoint representation) is an ideal
of the Lie algebra gfin ⊗C[t
±1
2 , · · · , t
±1
k ]. In particular kerψ is an ideal of gfin ⊗C[t
±1
2 , · · · , t
±1
k ] and
by Lemma 2.3 there exists an ideal S of C[t±12 , · · · , t
±1
k ] such that kerψ = gfin⊗S. If Z
S
1 is the central
extension of the Lie algebra gfin ⊗ (C[t
±1
1 , t
±1
2 , · · · , t
±1
k ]/S), then it follows that the irreducible L
c(g)-
module V is a faithful representation of the Lie algebra gfin ⊗C[t
±1
1 , t
±1
2 , · · · , t
±1
k ]⊕Z
S
1 ⊕Cd1. Hence
the action of the subalgebra haff ⊗ (C[t
±1
2 , · · · , t
±1
k ]) of U(L
c(g)) on v is given by the restriction of the
map ψ to the Lie algebra haff ⊗ (C[t
±1
2 , · · · , t
±1
k ]/S).
On the other hand since V is irreducible, it follows from 4.2 that the haff ⊗C[t
±1
2 , · · · , t
±1
k ]-module
generated by v corresponds to a maximal ideal of the commutative algebra AΛ, or equivalently to an
algebra homomorphism φ : AΛ → C. Thus for any h ∈ haff and a ∈ C[t
±1
2 , · · · , t
±1
k ] we have,
h⊗ a.v = φ(h⊗ a).v = ψ(h⊗ a).v = h⊗ a¯.v0,
where a¯ is the image of a in C[t±12 , · · · , t
±1
k ]/S. Since φ(h ⊗ a) ∈ C, we conclude that the ideal
S is equal to the intersection of distinct maximal ideals {Mj}j∈J of C[t
±1
2 , · · · , t
±1
k ]. By Chinese
remainder theorem it thus follows that an irreducible integrable Lc(g)-module with finite-dimensional
weight spaces is in fact an irreducible representation of a Lie algebra of the form(
⊕j∈J (gfin ⊗C[t
±1
1 ]⊕CK1)⊗ (C[t
±1
2 , · · · , t
±1
k ]/Mj)
)
⊕Cd1
IRREDUCIBLE INTEGRABLE REPRESENTATIONS OF TOROIDAL LIE ALGEBRAS 17
whenever it is generated by a highest weight vector of weight Λ ∈ P+aff with Λ(K1) 6= 0.
It is well known that an irreducible representation of ⊕
j∈J
(gfin⊗C[t
±1
1 ]⊕CK1)⊗(C[t
±1
2 , · · · , t
±1
k ]/Mj)⊕
Cd1 is a tensor product of irreducible representations of the Lie algebras
{(gfin ⊗C[t
±1
1 ]⊕CK1)⊗ (C[t
±1
2 , · · · , t
±1
k ]/Mj)⊕Cd1 : j ∈ J}.
Hence for each j ∈ J there exists an irreducible representation Vj of (gfin ⊗ C[t
±1
1 ] ⊕ CK1) ⊗
(C[t±12 , · · · , t
±1
k ]/Mj) ⊕ Cd1 such that V = ⊗j∈JVj . As a consequence the highest weight vector
v0 ∈ V is of the form
v = ⊗
j∈J
vj ,
where vj is a weight vector of Vj for j ∈ J . Since the maximal ideals are distinct, it is easy to see that
n+aff ⊗C[t
±1
2 , · · · , t
±1
k ].v = 0, if and only if n
+
aff ⊗C[t
±1
2 , · · · , t
±1
k ].vj = 0, ∀ j ∈ J.
Hence for each j ∈ J , the vector vj ∈ Vj is of weight µj where µj ∈ P
+
aff is such that µj(K1) > 0 and
for all h ∈ haff ,
h.v = Λ(h)(v) = (
∑
j∈J
µj(h))⊗j∈J vj .
In particular,
∑
j∈J µj(α
∨
n+1) = m < ∞. Hence the set J is finite which completes the proof of the
proposition. 
It follows directly from Proposition 4.4 that given an algebra homomorphism φ : AΛ → C one can
uniquely associate with it a finitely supported function from maxC[t±12 , · · · , t
±1
k ] → P
+
aff that maps
a maximal ideal Mj of C[t
±1
2 , · · · , t
±1
k ] to the weight of the highest weight vector of the irreducible
(gfin ⊗C[t
±1
1 ]⊕CK1)⊗ (C[t
±1
2 , · · · , t
±1
k ]/Mj ⊕Cd1 module under φ.
4.5. Given M ∈ maxC[t±12 , · · · , t
±1
k ] let evM : C[t
±1
2 , · · · , t
±1
k ] → C be the evaluation map at the
point in (C∗)k−1 corresponding to the maximal ideal M of C[t±12 , · · · , t
±1
k ].
Let Π be the monoid of finitely supported functions π : maxC[t±12 , · · · , t
±1
k ] → P
+
aff . For π, π
′ ∈ Π
and M ∈ maxC[t±12 , · · · , t
±1
k ] define
(π + π′)(M) = π(M) + π′(M), supp(π) = {M ∈ maxC[t±12 , · · · , t
±1
k ] : π(M) 6= 0},
wt(π) =
∑
M∈supp(π)
π(M).
For π ∈ Π, let M1,M2, · · · ,Ml is an enumeration of supp(π) and let Xπ = ⊗li=1X(π(Mi)), be the
gfin ⊗C[t
±1
1 , · · · , t
±1
k ]⊕Z ⊕Cd1-module in which the action of the Lie algebra is defined as follows:
Y ⊗ f.v1 ⊗ · · · ⊗ vl =
l∑
i=1
evMi(f)v1 ⊗ · · · ⊗ Y.vi ⊗ · · · ⊗ vl,
where Y ∈ gfin ⊗C[t
±1
1 ]⊕CK1 ⊕Cd1 and f ∈ C[t
±1
2 , · · · , t
±1
k ]. Let
L(Xπ) := Xπ ⊗C[t
±1
2 , · · · , t
±1
k ],
be the T (g)-module on which the action of T (g) is given as follows:
Y ⊗ f.(w ⊗ f ′) = (Y ⊗ f.w)⊗ ff ′, Kjt
m.(w ⊗ f ′) = 0, ∀ 2 ≤ j ≤ k,m ∈ Zk,
di.(w ⊗ f
′) = w ⊗ di(f
′), for 2 ≤ i ≤ k, d1.w ⊗ f
′ = d1(w) ⊗ f
′,
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for Y ∈ gfin ⊗C[t
±1
1 ]⊕CK1 ⊕Cd1, f, f
′ ∈ C[t±12 , · · · , t
±1
k ] and w ∈ Xπ. For M ∈ supp(π), let vM be
the highest weight vector of X(π(M)) and let vπ := ⊗li=1vMi . Suppose wt(π) = Λ. Then with respect
to the action of T (g) on L(Xπ), it is clear that the AΛ-module generated by vπ is Zk−1-graded. Hence
setting
AπΛ := AΛ.vπ,
we can write
AπΛ = ⊕
m∈Zk−1
AπΛ[m].
Let
Gπ := {m = (m2, · · · ,mk) ∈ Z
k−1 : AπΛ[m] 6= 0}.
Lemma. Let Λ ∈ P+aff and π ∈ Π be such that wt(π) = Λ. Then the set Gπ is a subgroup of Z
k−1 of
rank k − 1.
Proof. Given π ∈ Π with wt(π) = Λ ∈ P+aff , there exists some h ∈ haff such that h.vπ 6= 0. Hence
0 ∈ Gπ. As the AΛ-module AπΛ generated by vπ corresponds to an algebra homomorphism on AΛ, the
set Gπ is closed under addition. By 3.4 every algebra homomorphism from AΛ to C corresponds to
an irreducible representation of AΛ. Hence A
π
Λ is an irreducible AΛ-module and consequently every
Zk−1-graded element of AπΛ is invertible. That is if A
π
Λ[m] 6= 0, then A
π
Λ[−m] 6= 0. This implies that
Gπ is closed under inverses and hence Gπ is a subgroup of Z
k−1.
Suppose M1,M2, · · · ,Ml is an enumeration of supp(π) then for any h ∈ haff and 2 ≤ i ≤ k, we have
h⊗ tri .vπ = (
l∑
i=1
π(Mi)(h) evMi(t
r
i ))vπ ⊗ t
r
i .
Since supp(π) is finite and π(Mi)(h) ∈ Z+ for allMi ∈ supp(π) and h ∈ haff , (
∑l
i=1 π(Mi)(h) evMi(t
r
i ))
cannot be zero for all h ∈ haff and r ∈ Z+. Hence for all π ∈ Π, rank of Gπ is k− 1, implying that Gπ
is a subgroup of Zk−1 of finite index. 
Given π ∈ Π, we shall henceforth refer to the set Gπ as the group associated to π.
Set C[tGπ ] as the set of all polynomials in the variables {tm : m ∈ Gπ}. As Gπ is a subgroup of
Zk−1 of rank k − 1, it is easy to see that C[tGπ ] is isomorphic to a Laurent polynomial ring in k − 1
variables. Let Gπ = Zk−1/Gπ. Clearly G
π is a finite group. For g ∈ Gπ, let Ctg[tGπ ] be the set of
all polynomials in the variables {tg+m : m ∈ Gπ}. From the construction of Gπ it follows that the
irreducibleAΛ-module A
π
Λ is isomorphic to vπ⊗C[t
Gπ ] and for each g ∈ Gπ , the irreducibleAΛ-module
generated by the vector vπ ⊗ tg ∈ L(Xπ) is isomorphic to the subspace vπ ⊗Ctg[tGπ ] of L(Xπ).
The following result was proved in [R3, Proposition 3.5, Theorem 3.18, Example 4.2].
Proposition. For π ∈ Π, let vπ be the highest weight vector of Xπ and let Gπ be the group associated
to π and Gπ = Zk−1/Gπ. Then we have the following.
i. For each g ∈ Gπ, the T (g)-module
Xgπ = U(T (g)).vπ ⊗ t
g,
is an irreducible T (g)-module.
ii. L(Xπ) is completely reducible as a T (g)-module. In fact as a T (g)-module L(Xπ) is isomorphic to
the direct sum of the irreducible T (g)-modules Xgπ ,g ∈ G
π, that is,
L(Xπ) ∼=T (g)
⊕
g∈Gπ
Xgπ .
IRREDUCIBLE INTEGRABLE REPRESENTATIONS OF TOROIDAL LIE ALGEBRAS 19
Further if V is an irreducible T (g)-module in I
(me1)
fin ,m > 0, then upto twisting by one-dimensional
T (g)-modules V is isomorphic to Xgπ for some π ∈ Π with wt(π)(αn+1) = m and g ∈ Gπ.
4.6. Notice that for b = (b2, · · · , bk) ∈ (C
∗)k−1 the map sb : C[t
±1
2 , · · · , t
±1
k ] → C[t
±1
2 , · · · , t
±1
k ]
given by ti 7→ biti, for i = 2, · · · , k is an isomorphism. Using this isomorphism we now give a
parametrization of the irreducible representations of T (g) in I
(me1)
fin ,m > 0. In the case when the
center acts trivially, the isomorphism classes of irreducible T (g)-modules in Ifin was determined in
[CFK, PB, L].
Theorem. Given π, π′ ∈ Π, g ∈ Zk−1/Gπ and g′ ∈ Zk−1/Gπ′ , the irreducible T (g)-module Xgπ is
isomorphic to Xg
′
π′ if and only if there exists b = (b2, · · · , bk) ∈ (C
∗)k−1 such that
(i) supp(π′) = {sb(M) :M ∈ supp(π)},
(ii) For all M ∈ supp(π), X(π(M)) is isomorphic to X(π′(sb(M))) as a g⊗C[t1, t
−1
1 ]⊕CK1-module.
(iii) g ≡ g′ mod Gπ.
Proof. Suppose χ : Xgπ → X
g
′
π′ is a T (g)-module isomorphism from X
g
π to X
g
′
π′ . If M1,M2, · · · ,Mr is
an enumeration of supp(π), then by Proposition 4.4 Xgπ is a module for the Lie algebra
r
⊕
i=1
(
(gfin ⊗C[t
±1
1 ])⊗ (C[t
±1
2 , · · · , t
±1
k ]/Mi)
)
⊕Z ⊕Dk.
Hence via the isomorphism χ,Xg
′
π′ is a module for the Lie algebra
r
⊕
i=1
(
(gfin⊗C[t
±1
1 ])⊗(C[t
±1
2 , · · · , t
±1
k ]/Mi)
)
⊕
Z ⊕Dk. By definition however X
g′
π′ is a module for the Lie algebra
⊕
M∈supp(π′)
(
(gfin ⊗C[t
±1
1 ])⊗ (C[t
±1
2 , · · · , t
±1
k ]/M)
)
⊕Z ⊕Dk.
Hence there exists an isomorphism σ : C[t±12 , · · · , t
±1
k ] → C[t
±1
2 , · · · , t
±1
k ] such that for 1 ≤ i ≤ r,
σ(Mi) =Mij for M
i
j ∈ supp(π
′), or equivalently there exists b = (b2, · · · , bk) ∈ (C×)k−1, such that
σ = sb : C[t
±1
2 , · · · , t
±1
k ]→ C[t
±1
2 , · · · , t
±1
k ]
is the isomorphism of C[t±12 , · · · , t
±1
k ] given by ti 7→ biti for 2 ≤ i ≤ k. This implies {sb(M) : M ∈
supp(π)} ⊆ supp(π′). Since χ and sb are isomorphisms, taking the inverse maps we see that
supp(π′) = {sb(M) :M ∈ supp(π)}.
Let f1, · · · , fr ∈ C[t
±1
2 , · · · , t
±1
k ] be such that fi ∈
r
∩
j=1,j 6=i
Mj. Then for each x ∈ gfin ⊗ C[t
±1
1 ] ⊕
CK1 ⊕Cd1 we have,
χ(x⊗ fi.vπ ⊗ t
g) = x⊗ sb(fi).χ(vπ ⊗ t
g) for 1 ≤ i ≤ r.
Using the definition of the action of T (g) on L(Xπ) it follows that if χ is an isomorphism, then the
gaff module generated by vMi is isomorphic to the gaff -module generated by vsb(Mi). Hence by
[VV, Theorem 3, Lemma 1] for every M ∈ supp(π), X(π(M)) is isomorphic to X(π′(sb(M))) as a
gfin ⊗C[t1, t
−1
1 ]⊕CK1-module.
As a consequence of conditions (i) and (ii), Gπ = Gπ′ whenever X
g
π is isomorphic to X
g′
π′ implying
that g,g′ ∈ Zk−1/Gπ. Since the set of highest weight vectors in X
g′
π′ are contained in the subspace
v′π ⊗ t
g′C[tG
′
π ] = v′π ⊗ t
g′C[tGπ ], and the highest weight vector vπ ⊗ tg of Xgπ maps to a highest weight
vector in Xg
′
π′ we have, di(χ(vπ ⊗ t
g)) = χ(di.vπ ⊗ tg) = gi χ(vπ ⊗ tg), ∀ 2 ≤ i ≤ k. This is possible if
and only if g ≡ g′ mod Gπ. This completes the proof of the theorem. 
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Using the same proof as above it is easy to see the following.
Proposition. Given π, π′ ∈ Π, the irreducible gfin ⊗C[t
±1
1 , · · · , t
±1
k ]⊕Z-module Xπ is isomorphic to
Xπ′ if and only if there exists b = (b2, · · · , bk) ∈ (C∗)k−1 such that
(i) supp(π′) = {sb(M) :M ∈ supp(π)},
(ii) For M ∈ supp(π), X(π(M)) is isomorphic to X(π′(b.M)) as a gfin ⊗C[t1, t
−1
1 ]⊕CK1-modules.
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