It seems surprising that when generating one million random numbers on modern architectures, one obtains, on average, 116 ties. This article explains why, how to mathematically compute this number, why it cannot be evaluated in a straightforward way, how to numerically compute it in a robust way and, among other things, what would need to be changed to bring this number below 1. All computations are carried out in R and are reproducible with the code included in the article.
Here, I is a logical vector of length n indicating in the ith component whether the realization of U i appears more than once, so whether the ith component is a tie. We then determined how many ties we have in the sample of size n from U(0, 1) by simply adding up the components of the logical vector I; R treats FALSE as 0 and TRUE as 1.
We obtain 120 ties for the seed 271 used here. It seems unexpected that this number is so large given that generating n = 10 6 random numbers is far away from being a large number in simulation studies in this day and age, and given that any number of iid U(0, 1) random variables should, almost surely (so with probability 1), not produce any ties. Why do we see so many ties? How many are we expected to see when generating n iid realizations from U(0, 1)?
Basic analysis
As a first step, we will check how the ties are distributed among the n generated random numbers. To this end we build a table containing the unique sorted random numbers and how often each appears. We then plot the index of each tied number in the vector U = (U 1 , . . . , U n ) (so the position of each tied number within the n generated random numbers) against the index of each tied number (so 1 to 120). By building cumulative sums with cumsum(), we can also easily plot the number of ties as a function of the sample size. Figure 1 shows these two plots. 1 > tab <-table(U) # count for each unique number how often it appears 2 > plot(which(tab > 1), xlab = "Index of each tie", 3 + ylab = "Index of each random number which appears more than once") 4 > plot(cumsum(I), type = "l", xlab = "Sample size", ylab = "Number of ties")
As we can see from Figure 1 , the ties do not show any specific pattern and the behavior of seeing ties grows continuously as a function of the sample size n. In short, there does not seem to be any strange behavior suddenly appearing, for example. Maybe that is just the behavior of our random number generator (RNG)?
R by default uses the Mersenne Twister of Matsumoto and Nishimura (1998) (with initialization fixed by Professor Brian D. Ripley) for generating U(0, 1) random numbers as can be seen from the first entry of the output of the R function RNGkind(). Another popular RNG is L'Ecuyer's combined multiple recursive RNG (CMRG); see l' Ecuyer (1998) and l 'Ecuyer et al. (2002) . We can use RNGkind("L Ecuyer-CMRG") to ask R to change to this RNG, generate another n random numbers and count the number of ties. We obtain 126 ties for the seed 271 used here. So the problem is not specific to the Mersenne Twister (we thus switch back to it).
> RNGkind() # first component shows that the Mersenne Twister is used for U(0,1)
[1] "Mersenne-Twister" "Inversion" "Rejection"
Floating-point numbers
The random numbers we produce in R are floating-point numbers. We now explain what this means and the corresponding implications. It will be a key to understand why RNGs produce ties and how to compute the expected number of ties. According to the IEEE 754 standard, a 64-bit base-2 double-precision floating point normal number (short: double) is given by
which involves the following quantities:
The sign s. This single bit indicates the sign of x, so s ∈ {0, 1} with s = 1 for negative x and s = 0 for positive x.
The significant f . This group of 52 bits represents the digits after the decimal point in "1.", so f i ∈ {0, 1}, i = 0, . . . , 51 (traditionally, the index i starts from 0). All numbers with significant of the form "1." are normal numbers and so for normal numbers, all 52 bits can be used to represent the digits after the decimal point. Note that the subscript 2 in representation (1) indicates that the resulting number is to be viewed as represented in base 2.
The exponent e. This group of 11 bits represents the 2 11 = 2048 numbers from 0 to 2047. The smallest exponent e = (0 . . . 0) 2 = 0 is used, for example to represent subnormal numbers, so numbers whose significant does not begin with "1.". The largest exponent e = (1 . . . 1) 2 = 1 · 2 0 + · · · + 1 · 2 10 = 10 i=0 2 i = 1−2 11 1−2 = 2047 is also reserved, for example for representing Inf (infinity) or NaN (not a number). Important for us is that the exponents from e = (0 . . . 01) 2 to e = (1 . . . 10) 2 (representing the numbers from 1 to 2046) can be used to represent finite, normal numbers. The shift of e by 1023 (so 2046/2) in (1) allows to represent small or large exponents and therefore small or large floating point numbers x. To digest these technicalities, we now consider some examples.
Example 3.1 (Smallest positive normal number)
To obtain the smallest positive normal number x of form (1), we have to choose s = 0 (since x > 0), the smallest non-reserved exponent e = (0 . . . 01) 2 = 1 and the smallest significant f = (0 . . . 0) 2 . This leads to x = (−1) 0 · (1.0) 2 · 2 1−1023 = 1.0 · 2 1−1023 = 2 −1022 ≈ 2.225074 · 10 −308 . Note that R stores this value as component double.xmin of the list of machine constants, .Machine.
1 > .Machine$double.xmin / 2 # still not 0 (but subnormal)
Example 3.2 (Smallest normal number greater than one minus 1)
To obtain the smallest normal number x greater than one minus 1 of form (1), we have to choose s = 0, the exponent e = (01 . . . 1) 2 = 1023 (to obtain the zero power of 2 to be able to represent numbers 1. . . . ) and the smallest significant greater than 0 Note that the distance between the smallest positive normal number and 0 is the smallest positive normal number, so of the order O(10 −308 ) whereas the distance between the smallest normal number greater than 1 and 1 is of the order O(10 −16 ) as we just saw, so much larger; in particular, the grid of representable double numbers is not equidistant. This is why numerical problems often appear near 1 and why R provides functions such as expm1() (for expm1(x) = exp(x) − 1) and log1p() (for log1p(x) = log(1 + x)); see the appendix for more details. We will come back to this point later.
Example 3.3 (Largest normal number)
To obtain the largest normal number x of form (1), we have to choose s = 0, the largest non-reserved exponent e = (1 . . . 10) 2 = 10 i=1 2 i = 2 9 i=0 2 i = 2 1−2 10 1−2 = 2 11 − 2 = 2046 and the largest significant f = (1 . . . 1) 2 . This leads to We will come back to the representation of floating point numbers on a computer soon.
A theoretical result
If one consults the help page of RNGkind() via ?RNGkind, then one can learn that the recursions of both the Mersenne Twister and L'Ecuyer's CMRG produce 32-bit integer output; these integers are then converted to U(0, 1) realizations with suitable location-scale transforms. So an essential part of understanding how many ties these RNGs produce is to understand how many ties one expects in 32-bit integer arithmetic.
To make this a bit more general, let us consider a k-bit integer architecture were we can represent the 2 k numbers from 0 to 2 k − 1. The following result shows how many ties we expect in such an architecture and thus how many ties among generated random numbers.
Proposition 4.1 (Expected number of ties)
The expected number of ties among n random k-bit integers is
Proof. Let i be a fixed k-bit integer and I 1 , . . . , I n be n random k-bit integers. The probability p of i not being attained by a single I l is p = P(I l = i) = (2 k − 1)/2 k = 1 − 2 −k (I l can take on 2 k − 1 out of 2 k values). Therefore, the probability of none of I 1 , . . . , I n to attain i is P(I 1 = i, . . . , I n = i) = p n and the probability of i being attained by (at least) one I l is P(I l = i for at least one l = 1, . . . , n) = 1 − p n . The expected number of distinct i's among the 2 k -many to be attained by at least one I l is thus 2 k (1 − p n ). Therefore, the expected number of ties among n random k-bit integers is n minus the expected number of distinct, attained i's,
Since U(0, 1) realizations are obtained by one-to-one maps from the generated k-bit integers, the expected number of ties among n random numbers is (also) n−2 k (1−(1−2 −k ) n ). Let us compute this number for n = 10 6 and k = 32. So for our original problem of 10 6 random numbers, we indeed expect about 116 ties on a 32-bit architecture as is used by R.
Other architectures or sample sizes
Instead of computing single numbers, it is typically a good idea to consider the output as a function of the input and check the output for multiple inputs, if possible (or at least select inputs, if necessary). Our problem is simple enough that we can study it as a function of the number k of bits of our architecture. Or is it not? Clearly, we would expect to see less ties, the larger k. 1 > k <-32:64 2 > plot(k, n -2^k * (1 -(1 -2^{-k})^n), type = "l", xlab = "Number k of bits", 3 + ylab = paste("Expected number of ties when generating", n, 4 + "random numbers"))
As we see from the left-hand side of Figure 3 , there seems to be a problem. The expected number of ties appears to be an increasing function of k with a sudden jump at k = 54. Something is wrong. Let us consider this problem more closely. We know that n − 2 k (1 − (1 − 2 −k ) n ) is the mathematically correct answer, but is it also the numerically correct one? The inner power 2 −k looks fine: The innermost difference shows: 1 > 1-2^(-k) # really 1 or just printed as 1?
[1] 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 [23] TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE 1 > k[min(which(1-2^(-k) == 1))] # smallest k for which the problem appears [1] 54 We see that the part 1 − 2 −k in the formula for the expected number of ties becomes numerically indistinguishable from 1 for k ≥ 54 even though 2 −k = 0 for all k considered. This problem appears because of what we mentioned in Section 3, floating point normal numbers are denser near 0 than near 1. To detect this problem note that it was helpful to see the plot on the left-hand side of Figure 3 instead of just considering a single k.
> 1-2^(-k) == # 1-2^{-k} becomes indistinguishable from although 2^{-k} != 0 [1] FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE [12] FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE FALSE
To correctly compute the expected number of ties, we rewrite the part 1 − (1 − 2 −k ) n to avoid the direct evaluation of 1 − 2 −k . We have
with expm1(x) = exp(x) − 1 and log1p(x) = log(1 + x) as already introduced earlier. We can now write a function utilizing this formula. 1 > num_ties <-function(n, k) n + 2^k * expm1(n * log1p(-2^(-k))) If we then plot the expected number of ties among n random numbers as a function of the number k of bits, we indeed obtain a decreasing graph; see the right-hand side of Figure 3 Now that we have a numerically robust formula, we can answer some more questions. What is the smallest k such that generating one million random numbers on a k-bit architecture leads to, in expectation, at most one tie?
If anything, one could expect random number generators to increase their architecture from 32-bit to 64-bit at some point. What would then be the expected number of ties among one million random numbers? [1] 2.712477e-08
And how large must n then be under a 64-bit architecture, so that we can expect to see one tie? 1 > uniroot(function(n) num_ties(n, k = 64) -1, lower = 1e6, upper = 1e10)$root [1] 6.074e+09
Conclusion
Rather unintuitively (but, as it turns out, not unexpectedly), generating random numbers can lead to ties. For generating n random numbers on a k-bit architecture, we showed that the expected number of ties is n − 2 k (1 − (1 − 2 −k ) n ). Furthermore, we derived a numerically robust formula to compute this number. For a 32-bit architecture as is still used in random number generators (be it for historical reasons, reproducibility or due to run time), the expected number of ties when generating one million random numbers is 116. We also computed, that for a 64-bit architecture, this number is negligibly small and one would need to generate about 6 · 10 9 random numbers to expect to see one tie.
There are several important lessons to take away from this example. First, random number generators are not perfect, they are affected by the representation of numbers in double precision on a computer. Second, even when evaluating a mathematically innocent formula such as n − 2 k (1 − (1 − 2 −k ) n ), one needs to keep an eye on numerical issues. Third, the numerical behavior of mathematically equivalent functions may be quite different (see Figure 3 ). Forth, numerical issues are typically best detected when plotting formulas such as the latter as a function of (at least some of) their input variables. Last but not least, numerically robust functions such as expm1() or log1p() can be helpful for obtaining numerically robust evaluations of such formulas. 20 > text(10^mean(c(m, x1)), ypos/9, labels = "x") # x
The right-hand side of Figure 4 shows a similar numerical issue when computing log(exp(x)) for x near 0. This demonstrates that it is rarely a good idea to compute the logarithm of a function f as just log(f (x)) and is indeed the reason why many densities in R have an argument to allow for a numerically proper computation of their logarithms (which is of course needed for likelihood-based inference); see, for example, the argument log of dnorm().
1 > plot(x, x, type = "l", log = "xy", ylab = "") 2 > lines(x, log(exp(x)), col = adjustcolor("black", alpha.f = 0.3), lwd = 6) 3 > legend("topleft", bty = "n", lty = c(1,1), lwd = c(4,1), 4 + col = c(adjustcolor("black", alpha.f = 0.3), "black"), Also when generating (non-uniform) random variates, numerical issues can appear, for example, when generating random variates from a gamma distribution. The smaller the shape parameter, the more probability mass is pushed towards 0 at which point those random variates smaller than the smallest positive representable number get truncated to 0 and produce a tie: 1 > set.seed(271) 2 > rgamma(10, shape = 1e-3) == 0
