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RESUMO
Esta dissertação tem por objectivo aplicar algoritmos evolutivos multiobjectivo a 
problemas de afectação de recursos, particulamente a problemas de geração de horários 
de  exames  e  problemas  de  geração  de  horários  de  aulas  em  Universidades.  Estes 
problemas  são  normalmente  caracterizados  pela  existência  de  múltiplos  objectivos 
conflituosos.  Neste  sentido,  uma  formalização  multiobjectivo  para  estes  problemas  é 
apresentada, com base no conceito de metas e prioridades.
Vários aspectos dos algoritmos evolutivos são propostos e analisados para esta 
classe  de  problemas,  nomeadamente,  métodos  de  selecção  e  tipo  e  parâmetros  de 
operadores de mutação. A escolha da representação e dos operadores utilizados é feita 
tendo em conta a necessidade de não privilegiar demasiadamente certos objectivos em 
relação a outros ao nível dos mecanismos de exploração.
São apresentados estudos comparativos entre os algoritmos propostos por meio de 
métodos  de  inferência  estatística  em problemas  reais  na Universidade  do Algarve.  O 
conceito de função de aproveitamento é utilizado para avaliação de algoritmos evolutivos 
multiobjectivo. Finalmente, a análise da evolução do custo das soluções encontradas ao 
longo do tempo de execução através de funções de aproveitamento é apresentada.
ABSTRACT
The aim of this study is the application of multiobjective evolutionary algorithms 
to resource allocation problems, such as university examination timetabling and course 
timetabling problems. Usually, these problems are characterized by multiple conflicting 
objectives. A multiobjective formalization of these problems is presented, based on goals 
and priorities. 
Various aspects  of evolutionary algorithms are proposed and studied for these 
problems, particulary, selection methods and types and parameters of mutation operator. 
The choice of both representation and operators is made so as not to favour excessively 
certain objectives with respect to others at the level of the exploration mechanism.
A comparative study of performance is presented for the proposed algorithms by 
means of statistical inference, based on real problems of the University of Algarve. The 
notion of attainment functions is used as a base for the assessment of performance of 
multiobjective evolutionary algorithms. Finally, the evolution of the solution cost during 
the runs is analysed by means of attainment functions, as well.
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Captulo 1
Introduc~ao
1.1 Motivac~ao
Um problema de afectac~ao de recursos consiste em determinar a afectac~ao de m recursos a n
itens de modo a optimizar uma determinada func~ao objectivo f que representa a qualidade da
soluc~ao atraves da satisfac~ao de um maximo de r restric~oes. Num problema de gerac~ao de horarios,
por exemplo, os itens consistem num conjunto de eventos, como aulas ou exames, e os recursos
num conjunto de intervalos de tempo e salas. A intenc~ao e afectar os intervalos de tempo e
salas disponveis aos eventos, minimizando simultaneamente uma determinada func~ao objectivo
que represente o grau de violac~ao das restric~oes. Embora aparentemente simples, esta classe de
problemas pertence aos denominados problemas NP-completos [50].
Este factor de diculdade materializa este estudo num desao graticante do ponto de vista
intelectual em que o investigador deve encontrar mecanismos que resolvam o problema em tempo
considerado util, como e geralmente pretendido na vida real. Alias, estes mecanismos dever~ao
abranger um largo espectro de aplicac~oes e n~ao devem ser dependentes de determinados grupos
de problemas, o que torna este estudo um duplo desao. A diculdade de construir um conjunto
de soluc~oes que satisfacam, de algum modo, varios objectivos conituosos entre si, altera o modo
convencional de pesquisa de soluc~oes optimas e adiciona um terceiro desao.
A utilizac~ao de mecanismos existentes na Natureza, ainda que simplicados, para a resoluc~ao
destes problemas e um mobil inspirador como tema de investigac~ao. Esta nova classe de algoritmos,
da qual os algoritmos evolutivos fazem parte, tem demonstrado bom desempenho na resoluc~ao de
1
problemas considerados intrataveis.

E de assinalar o numero crescente de publicac~oes que reectem
a ecie^ncia dos algoritmos evolutivos neste a^mbito. A adaptac~ao deste mecanismo ao contexto dos
problemas atras referidos coloca o ultimo desao.
1.2 Organizac~ao da Tese
Esta tese pretende adaptar os algoritmos evolutivos multiobjectivo propostos por Fonseca e Fle-
ming [47] para resoluc~ao de entidades reais do Problema de Afectac~ao de Recursos onde existem
varios objectivos. Os tipos de Problemas de Afectac~ao de Recursos considerados neste estudo cor-
respondem a duas insta^ncias do Problema de Gerac~ao de Horarios, respectivamente, o Problema de
Gerac~ao de Horarios de Aulas (PGHA) e o Problema de Gerac~ao de Horarios de Exames (PGHE).
A Universidade do Algarve foi a instituic~ao escolhida para testar a metodologia proposta nesta
tese.
Com o objectivo de contextualizar esta tese, e apresentado no Captulo 2 uma formalizac~ao
dos problemas em estudo e uma revis~ao dos metodos utilizados para a sua resoluc~ao. O Captulo
3 sumaria certas caractersticas dos algoritmos evolutivos no a^mbito da resoluc~ao desta classe de
problemas e introduz os conceitos de optimizac~ao multiobjectivo. O Captulo 4 apresenta uma
possvel abordagem a Problemas de Afectac~ao de Recursos que apresentam objectivos multiplos
atraves de algoritmos evolutivos multiobjectivo. O Captulo 5 particulariza a metodologia proposta
no Captulo anterior para resoluc~ao do PGHE e PGHA existente na Universidade do Algarve. O
Captulo 6 descreve o procedimento estatstico utilizado e os resultados obtidos. Finalmente, o
Captulo 7 delineia as conclus~oes nais e perspectivas futuras.
1.3 Contribuic~oes
O objectivo principal deste estudo e a aplicac~ao de algoritmos evolutivos multiobjectivo a Problemas
de Afectac~ao de Recursos, particularmente na gerac~ao de horarios de aulas e de exames onde existem
multiplos objectivos. Contribuic~oes originais neste estudo incluem:
 revis~ao bibliograca de metodos de optimizac~ao para resoluc~ao de Problema de Gerac~ao de
Horarios;
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 desenvolvimento de uma abordagem evolutiva para Problemas de Gerac~ao de Horarios base-
ada em representac~ao directa das soluc~oes e num novo operador de mutac~ao;
 caracterizac~ao do desempenho dos algoritmos evolutivos implementados simultaneamente em
termos de tempo e custo, com base em func~oes de aproveitamento;
 comparac~ao do desempenho dos varios algoritmos evolutivos implementados atraves de pro-
cedimentos de testes fechados para hipoteses formuladas sobre func~oes de aproveitamento;
Os algoritmos propostos foram utilizados para gerac~ao de calendarios de exames em uso na
Universidade do Algarve, respectivamente na Unidade de Cie^ncias Exactas e Humanas no ano
lectivo 1999/2000 e na Faculdade de Cie^ncia e Tecnologia no ano lectivo 2000/2001.
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Captulo 2
Elaborac~ao de Horarios: Um
Problema de Afectac~ao de Recursos
2.1 Introduc~ao
Um Problema de Afectac~ao de Recursos apresenta a seguinte denic~ao [31]:
Um Problema de Afectac~ao de Recursos e denido por um conjunto de tarefas T
onde cada tarefa e um intervalo numa linha real, um conjunto de recursos R, e um
mapeamento de cada tarefa t
i
2 T a um conjunto r
i
 R que especica os recursos que
podem ser utilizados para executar a tarefa. O problema e encontrar uma afectac~ao do
recurso para cada tarefa tal que o recurso afecto pertenca ao conjunto de recursos da
tarefa e que a duas tarefas em sobreposic~ao n~ao seja afecto o mesmo recurso.
Num PGHA, como exemplo de uma insta^ncia real de um Problema de Afectac~ao de Recursos,
pretende-se afectar um conjunto de salas e um conjunto de intervalos de tempo a um conjunto de
aulas, evitando a ocorre^ncia de aulas sobrepostas na mesma sala ou de aulas sobrepostas para o
mesmo estudante. Um outro exemplo de Problema de Afectac~ao de Recursos real e o Problema de
Afectac~ao de Freque^ncias, cujo objectivo e afectar freque^ncias de radio a um determinado numero
de transmissores sob determinadas restric~oes, como mnima interfere^ncia [22]. A afectac~ao repre-
sentacc~oes a estados no Problema de Afectac~ao de Estados e tambem uma insta^ncia do Problema
de Afectac~ao de Recursos, em que se pretende minimizar a dista^ncia entre estados que estejam no
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mesmo conjunto de sucessores de um dado estado, no mesmo conjunto de antecessores de um dado
estado com um determinada condic~ao de entrada, ou que estejam na mesma partic~ao para uma
dada sada [2].
Este estudo centra-se nas insta^ncias do PGHE e PGHA do Problema de Gerac~ao de Horarios,
como exemplo de Problema de Afectac~ao de Recursos. Outras insta^ncias do Problema de Gerac~ao
de Horarios incluem o Problema de Gerac~ao de Horarios de Turnos de Empregados [74], [78],
o Problema de Gerac~ao de Horarios para Competic~oes Desportivas [101], [105] e o Problema de
Gerac~ao de Horarios de Transportes Publicos [80], [109].
Esta area de investigac~ao, desde a sua formalizac~ao at ao desenvolvimento de metodologias de
resoluc~ao, tem sido estudada pelas comunidades cientcas de Investigac~ao Operacional, Intelige^ncia
Articial e Computac~ao e tem recebido um grande acolhimento por parte de um elevado numero de
investigadores, o que comprovado pelas tre^s confere^ncias internacionais sobre gerac~ao automatica
de horarios [13], [15], [16], realizadas desde 1996.
A secc~ao 2.2 tem por objectivo apresentar uma formalizac~ao do Problema de Afectac~ao de
Recursos e das suas insta^ncias que est~ao no a^mbito deste estudo, ou seja, o Problema de Gerac~ao
de Horarios de Aulas e o Problema de Gerac~ao de Horarios de Exames. Uma perspectiva sobre
as restric~oes e alguns aspectos sobre a complexidade deste tipo de problemas sera delineada nas
secc~oes 2.3 e 2.4 . Finalmente sera apresentado uma revis~ao das abordagens actualmente utilizadas
para resoluc~ao dos problemas atras referidos na secc~ao 2.5.
2.2 Formalizac~ao
Um Problema Geral de Afectac~ao de Recursos [38], admitindo a existe^ncia de m recursos que
devem ser afectos a n itens e sujeitos a r restric~oes, pode ser formalizado pelas seguintes express~oes,
supondo um problema de minimizac~ao:
Min F (x)
Sujeito a :
G
R
(x) 6 0; 1 6 R 6 r
x 2 X(a)
5
em que
X(a) = fx :
X
j2J
i
x
ij
= a
i
g 1 6 i 6 n
a = [a
1
; a
2
; :::; a
n
]
T
a
i
> 1
e onde as variaveis de decis~ao x
ij
s~ao denidas por
x
ij
=

1 se o item i estiver afecto ao recurso j
0 caso contrario
1 6 i 6 n; j 2 J
i
;
e J
i
 f1; 2; :::;mg e o conjunto de recursos disponveis para o item i.
Nesta formalizac~ao observa{se uma hierarquia de importa^ncia das restric~oes, distinguindo-se
entre as denominadas restric~oes hard e restric~oes soft. As restric~oes hard s~ao restric~oes que te^m
de ser obrigatoriamente satisfeitas. Neste sentido, uma restric~ao hard n~ao satisfeita implica a
inadmissibilidade da soluc~ao. Por outro lado, as violac~oes das restric~oes soft devem ser minimizadas,
isto e, o seu grau de violac~ao representa a qualidade da soluc~ao. Nesta formalizac~ao as restric~oes
hard s~ao representadas por G
R
(x) e as restric~oes soft por F (x).
A situac~ao ideal seria a satisfac~ao total de todas as restric~oes. Contudo, em problemas exces-
sivamente restringidos, poder~ao n~ao existir sequer soluc~oes admissveis. Neste caso, e necessario
recorrer ao relaxamento das restric~oes, obtendo uma atribuic~ao de recursos aos itens que represente
a maior proximidade do optimo, em que esta proximidade pode ser denida sob varias formas.
Muitos problemas combinatorios podem ser considerados como insta^ncias do Problema de Afec-
tac~ao de Recursos. Considerando, por exemplo, o problema de colorac~ao de grafos [83], denido
como um grafo G = (V;E); um inteiro k e um mapeamento  : V ! f1; 2; :::; kg tal que se [v; u] 2 E
ent~ao (v) 6= (u), os vertices podem ser considerados como itens e as cores como recursos.
Outro exemplo tpico de Problema de Afectac~ao de Recursos e o Problema Gerac~ao de Horarios.
Um Horario (E; T; L) numa Instituic~ao de Ensino e denido por um mapeamento t : E ! T  L;
onde E = fe
1
; e
2
; :::; e
n
g e um conjunto de eventos, T = ft
1
; t
2
; :::; t
l
g e um conjunto de intervalos
de tempo e L = fl
1
; l
2
; :::; l
m
g e um conjunto de localizac~oes. Um Problema de Gerac~ao de Horarios
(E; T; L; f) para uma Instituic~ao de Ensino e a tarefa de encontrar um mapeamento optimo t
opt
,
em que a func~ao de custo f : H ! R
+
, onde 8t 2 H : f(t
opt
) 6 f(t) e H e o conjunto de horarios
denidos em (E; T; L). Os elementos de E s~ao itens e os elementos de T e L s~ao considerados
recursos.
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2.2.1 Problema de Gerac~ao de Horarios de Aulas
O PGHA consiste na afectac~ao de um conjunto de perodos e um conjunto de salas a um conjunto de
aulas, evitando a violac~ao de um determinado conjunto de restric~oes. Estas restric~oes s~ao violadas
se, por exemplo, o mesmo estudante tiver que frequentar duas ou mais aulas simultaneamente.
Considerando um PGHA a luz do modelo denido anteriormente obtem-se uma formalizac~ao
simplicada:
Min
x2X(1)
P (x) = F (x)
Sujeito a :
V
1
(x) 6 0
V
2
(x) 6 0
em que
F (x) =
n
X
i=1
X
j2J
i
c
ij
x
ij
V
1
(x) =
m
X
j=1
X
(i;k)2 
j
x
ij
x
kj
V
2
(x) =
m
X
j=1
X
(p;q)2
l
x
pj
x
qj
onde
c
ij
=

1 se a aula i a iniciar a j n~ao constar das prefere^ncias do docente
0 caso contrario
 
j
= f(i; k): aulas i e k que ocorrem na mesma turma e no tempo jg

j
= f(p; q): aulas p e q que ocorrem na mesma sala e no tempo jg
A func~ao P (x) representa a minimizac~ao das violac~oes das prefere^ncias dos docentes (F (x));
sujeita a n~ao sobreposic~ao temporal entre aulas da mesma turma (V
1
(x)), e a n~ao sobreposic~ao
temporal de afectac~oes de salas (V
2
(x)).
Esta formalizac~ao e uma simplicac~ao do que acontece em casos reais nas instituic~oes de ensino
em Portugal. Na realidade, nesta formalizac~ao n~ao se consideram outras restric~oes igualmente
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importantes como a antecede^ncia das aulas teoricas em relac~ao as aulas praticas, intervalos para
almoco e numero maximo de horas de leccionac~ao por dia. Na formalizac~ao de um PGHA numa
escola secundaria de tamanho medio atraves de programac~ao n~ao-linear binaria, Pato e Carrasco [85]
deduziram que seria necessario denir aproximadamente 200 mil variaveis, tornando a formalizac~ao
demasiado extensa.
A maioria da literatura lida com um PGHA com diferentes caractersticas do que acontece na
realidade em Portugal. Noutros pases, como o Reino Unido, os estudantes do ensino superior te^m
maior exibilidade na escolha das disciplinas que pretendem. Por isso, um dos objectivos que pre-
ocupa quem se dedica a elaborac~ao de horarios de aulas nas instituic~oes de ensino superior e tentar
assegurar que as aulas frequentadas por cada estudante n~ao estejam sobrepostas. Em Portugal,
como os estudantes est~ao afectos a turmas com currculo xo, estas quest~oes s~ao colocadas de outro
modo. Pretende-se, assim, assegurar a n~ao sobreposic~ao de aulas da mesma turma e de turmas de
anos consecutivos, tentando reduzir o numero de estudantes que tenham aulas sobrepostas. Na-
turalmente, os alunos com maior numero de disciplinas atrasadas de anos anteriores ser~ao os mais
prejudicados.
2.2.2 Problema de Gerac~ao de Horarios de Exames
Segundo Carter [20], um PGHE consiste numa afectac~ao de um numero xo de perodos a um
conjunto de exames tal que nenhum estudante realize mais do que um exame ao mesmo tempo.
Um PGHE simplicado pode ser seguidamente formalizado por:
Min
x2X(1)
P (x) = F (x)
Sujeito a :
V
1
(x) 6 0
em que
F (x) =
n
X
i=1
X
j2J
i
c
ij
x
ij
V
1
(x) =
m
X
j=1
X
(i;k)2 
j
x
ij
x
kj
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onde
c
ij
=

1 se o exame i a iniciar a j n~ao constar das prefere^ncias do docente
0 caso contrario
 
j
= f(i; k): exames i e k que ocorrem na mesma turma e no tempo jg
Assim, a func~ao P (x) corresponde a minimizac~ao das violac~oes as prefere^ncias dos docentes
(F (x)), sujeita a n~ao sobreposic~ao temporal de exames na mesma turma (V
1
(x)). Neste problema
n~ao se considera a marcac~ao de salas, como no PGHA, pois normalmente esta afectac~ao e realizada
posteriormente. Outra formulac~ao alternativa e apresentada por Bullnheimer, [8] que prop~oe uma
func~ao objectivo que maximiza o tempo de estudo do estudante com base num modelo de afectac~ao
quadratica.
Tal como no problema anterior, esta formalizac~ao lida com restric~oes simples que n~ao corres-
pondem a realidade da elaborac~ao de exames numa instituic~ao de ensino superior.
Como ja se tinha vericado nos PGHAs, os PGHEs no ensino superior portugue^s recorrem
normalmente ao mesmo conceito de turmas.
2.3 Restric~oes
Os Problemas de Gerac~ao de Horarios reais s~ao um caso tpico de problemas com diferentes tipos
de restric~oes. Cheng et al. [24] apresentaram 20 restric~oes num PGHA, das quais se realcam :
 N~ao e possvel marcar mais do que uma aula ao mesmo tempo para o mesmo aluno;
 N~ao e possvel marcar mais do que uma aula ao mesmo tempo para o mesmo docente;
 As salas de aula te^m de apresentar capacidade igual ou superior ao numero de alunos a que
est~ao afectas;
 As salas de aula n~ao podem ser marcadas em intervalos de tempo reservados para outras
actividades;
 As aulas n~ao podem ser marcadas quando os docentes n~ao est~ao disponveis;
 Eventos da mesma disciplina que ocorrem mais do que uma vez por semana, devem ocorrer
em dias diferentes;
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 Certas aulas te^m de ocorrer simultaneamente.
Num inquerito realizado as universidades no Reino Unido sobre o processo de elaborac~ao de
horarios de exames, elaborado por Burke et al. [14], foi possvel apurar 32 restric~oes diferentes,
demonstrando a complexidade deste tipo de problemas. As restric~oes mais consideradas no processo
de gerac~ao de exames foram as seguintes, por ordem decrescente de importa^ncia:
 N~ao devem existir mais estudantes do que lugares disponveis na sala atribuda;
 Exames com quest~oes em comum devem ser marcados no mesmo perodo;
 Certos exames devem ser marcados num determinado conjunto de perodos;
 So exames com a mesma durac~ao e que podem ser marcados simultaneamente na mesma sala;
 Os exames com maior numero de estudantes devem ser marcados mais cedo;
 Certos exames so podem ocorrer em determinadas salas;
 Deve ser dada prefere^ncia a marcac~ao em salas de grande capacidade;
 Determinado exame deve ser marcado antes de outro com determinada antecede^ncia.
Corne et al. [28] apresentaram uma classicac~ao das restric~oes em Problemas de Gerac~ao de
Horarios. Segundo estes autores, as restric~oes podem ser:
 unarias, que envolvem um so evento e podem tomar a forma de excepc~oes ou de especicac~oes;
 binarias, que envolvem dois eventos e podem ser restric~oes de aresta quando se referem a
sobreposic~ao temporal ou espacial de dois eventos, ou de justa-posic~ao quando se dene uma
determinada ordem e/ou intervalo de tempo entre eventos;
 de capacidade, que se refere a ocupac~ao maxima dos recursos afectos aos eventos;
 de dispers~ao, que se refere a dispers~ao temporal e/ou espacial dos eventos;
 de agentes, que podem ser denidas de acordo com as prefere^ncias do agente ou com a sua
carga horaria.
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2.4 Complexidade
Antes de abordar o metodo de soluc~ao do problema, e util compreender a diculdade em resolve^-lo.
Muitos dos problemas combinatorios, tal como o Problema de Gerac~ao de Horarios, s~ao considerados
problemas NP-completos [50], que signica que n~ao podem ser resolvidos em tempo polinomial.
Cooper e Kingston [26] demonstraram que o PGHA e, na realidade, constitudo por varios sub-
problemas NP-completos, respectivamente, K Colorac~ao de Grafos, Bin Packing, Exact Cover By
3-Sets e 3 Dimensional Matching.
Recentemente, alguns investigadores te^m tentado estudar a diculdade de resoluc~ao de pro-
blemas combinatorios com base em fenomenos de transic~ao de fase, em alternativa aos metodos
classicos de complexidade computacional. A transic~ao de fase resulta de uma analogia com deter-
minados fenomenos fsicos, e ocorre algures entre um problema com poucas restric~oes e de facil
resoluc~ao e um problema com um numero de elevado de restric~oes, cuja insolubilidade e facil de de-
terminar, como descrito por Cheeseman et al. [23]. Gent e Walsh [52] observaram o comportamento
de determinadas heursticas para estudar a transic~ao de fase em problemas da vida real. Estes au-
tores observaram que os PGHEs mais difceis de resolver surgiam tanto na regi~ao de insolubilidade
como na regi~ao com poucas restric~oes, sem retirar grandes conclus~oes das observac~oes.
Ross et al. [89] [90] implementaram algoritmos evolutivos e algoritmos de arrefecimento simu-
lado em PGHE aleatorios soluveis para localizar a transic~ao de fase, variando a homogeneidade e
conectividade dos problemas. Estes autores detectaram varias regi~oes de transic~ao de fase em que
os algoritmos utilizados apresentaram um desempenho distinto. Recentemente, Erben [35] detectou
as mesmas regi~oes de transic~ao de fase atraves de um algoritmo genetico de agrupamento.
O estudo da transic~ao de fase, embora em estado embrionario e principalmente aplicado a
problemas aleatorios, tem sido fortemente investigado e podera trazer algumas contribuic~oes im-
portantes, tanto para o entendimento da diculdade dos problemas como para implementac~ao de
metodos de resoluc~ao mais apropriados.
2.5 Tecnicas de Resoluc~ao do Problema de Gerac~ao de Horarios
A abundante literatura de estudos sobre o Problema de Gerac~ao de Horarios tem demonstrado que
estes problemas continuam a motivar um grande numero de investigadores. A enorme diversidade
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de formalizac~oes e de metodos de resoluc~ao destes problemas originou uma grande quantidade
de publicac~oes, o que torna bastante difcil a extrac~ao dos marcos mais importantes em cada
metodologia. Neste estudo foi realizada a revis~ao da aplicac~ao de abordagens de investigac~ao
operacional, programac~ao com restric~oes e meta-heursticas, pois acredita-se que este e um dos
modos de classicac~ao de algoritmos mais difundido neste tipo de problemas. Maior e^nfase sera
colocado na aplicac~ao de algoritmos evolutivos no Captulo seguinte pois foi a metodologia escolhida
para abordar os problemas em estudo.
2.5.1 Abordagens de Investigac~ao Operacional
Uma das areas de maior dimens~ao na Investigac~ao Operacional e a programac~ao matematica, que
consiste num conjunto de teorias e metodos aplicados a problemas de determinac~ao de extremos de
func~oes de variaveis reais ou inteiras, sujeitas a restric~oes lineares e n~ao lineares. Estas restric~oes
s~ao representadas sob a forma de equac~oes e desigualdades. A programac~ao linear considera a
linearidade das restric~oes e utiliza o metodo simplex. Contudo, este metodo apresenta tempo
exponencial no pior caso. Uma extens~ao a programac~ao linear e a programac~ao inteira em que uma
restric~ao adicional dene que as variaveis do modelo sejam inteiras.
Nos Problemas de Gerac~ao de Horarios, a formalizac~ao apresentada pela comunidade de In-
vestigac~ao Operacional tem sido baseada em programac~ao linear binaria e em grafos. No entanto,
os metodos de resoluc~ao baseados em tecnicas tradicionais de Investigac~ao Operacional te^m sido
pouco aplicados devido a complexidade dos problemas em estudo [85]. As abordagens baseiam-se
na decomposic~ao do problema em varios sub-problemas menos complexos e na implementac~ao de
heursticas utilizadas em problemas de grafos.
Werra [33] sugere que os Problemas de Gerac~ao de Horarios sejam formalizados como grafos
e resolvidos por heursticas associadas a problemas de uxo de redes. A cada arco e atribudo
um limite inferior e superior, que e modicado durante a resoluc~ao. O problema e resolvido pela
sua divis~ao em varios sub-problemas de uxo maximo, um por cada perodo. Kiaer e Teller [68]
prop~oem uma heurstica de colorac~ao de vertices para problemas de PGHAs em que os vertices
s~ao coloridos de acordo com a regra de colorac~ao do vertice mais difcil em primeiro lugar. Esta
diculdade e determinada com base numa func~ao que tem em conta os custos associados a cada
vertice, a soma das ponderac~oes dos arcos adjacentes a cada vertice e a cor ja utilizada num vertice
adjacente. Contudo, estes metodos dicultam a introduc~ao de outros tipos de restric~oes.
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Carter et al. [21] utilizou um conjunto de procedimentos de regras de ordenac~ao em conjunto
com um algoritmo de backtracking para resolver PGHEs aleatorios e reais, com base numa for-
malizac~ao em grafos. As regras algortmicas de ordenac~ao consideradas para escolha da proxima
marcac~ao foram as seguintes:
 Maior grau, correspondendo ao maior numero de exames em conito;
 Grau de saturac~ao, correspondendo ao numero de perodos em conito;
 Maior grau ponderado, correspondendo ao numero de estudantes em conito;
 Maior numero de inscric~oes para cada exame;
 Ordenac~ao aleatoria;
Estes autores observaram que a regra de ordenac~ao por grau de saturac~ao em conjunto com o
algoritmo de backtracking foi a mais favoravel.
2.5.2 Progamac~ao de Restric~oes
A Programac~ao de Restric~oes e uma ferramenta que lida com problema de satisfac~ao de restric~oes.
Seguindo um certo paralelismo com a area de Investigac~ao Operacional, aborda igualmente proble-
mas de escalonamento e de afectac~ao de recursos e outros problemas combinatorios. Embora esta
area seja proveniente da area da Intelige^ncia Articial, as suas fronteiras te^m vindo a alargar para
uma interligac~ao com certos aspectos da area de Investigac~ao Operacional [59].
Um problema de satisfac~ao de restric~oes e denido sobre um conjunto de variaveis X =
fx
1
; :::; x
n
g, em que cada x
i
toma valores num dado domnio. Associado ao problema existe um
conjunto de restric~oes que condicionam os valores que as variaveis podem tomar simultaneamente.
Uma soluc~ao para um problema de satisfac~ao de restric~oes consiste numa afectac~ao de um valor
do domnio a cada variavel, tal que a restric~ao seja satisfeita [102]. As soluc~oes de problemas de
satisfac~ao de restric~oes s~ao usualmente obtidas por metodos de pesquisa sistematica, atraves de
afectac~ao de valores do domnio as variaveis com o recurso a heursticas.
Uma das vantagens deste metodo em relac~ao as abordagens classicas de Investigac~ao Operacio-
nal reside na representac~ao, pois as variaveis de um problema de satisfac~ao de restric~oes correspon-
dem directamente as entidades dos problemas e as restric~oes podem ser incorporadas no modelo
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sem ser necessario traduzi-las em desigualdades lineares [94]. A declaratividade inerente a este tipo
de formalizac~ao resulta numa maior exibilidade na manipulac~ao das variaveis e facilita o desenvol-
vimento rapido e eciente do mecanismo de pesquisa para resoluc~ao de problemas. Para alem disso,
os algoritmos de resoluc~ao deste tipo de problemas apresentam, muitas vezes, um desempenho mais
rapido do que e vericado com os metodos de programac~ao linear [94].
A programac~ao logica de restric~oes consiste na integrac~ao dos metodos desenvolvidos na progra-
mac~ao de restric~oes com a programac~ao logica, dando origem a uma linguagem com a exibilidade
necessaria para o utilizador representar o problema. Um programa consiste num conjunto de
clausulas que conte^m restric~oes declaradas a alto nvel. Este metodo foi abordado por Gueret et
al. [54] para resolver um PGHE com o recurso ao CHIP (Constraint Handling In Prolog). Nesta
aplicac~ao, a reduc~ao do domnio e efectuada com base em tecnicas classicas de consiste^ncia e de
algoritmos de ltragem. Neste problema foi tambem utilizada a restric~ao cumulativa implemen-
tada no CHIP que assegura que, a cada instante i, a quantidade consumida de recursos n~ao deve
exceder um determinado limite. Estes autores, contudo, reportaram a necessidade de implemen-
tar um mecanismo eciente de relaxamento de restric~oes nas linguagens de programac~ao logica de
restric~oes.
Outras alternativas de linguagens de programac~ao de restric~oes s~ao o Eclipse e Oz. Panagiotis
et al. [96] implementaram o sistema ACTS (Automatic Course Timetabling System) num PGHA
com base no Eclipse combinado com heursticas que mimicam as escolhas efectuadas manualmente
pelos responsaveis pela elaborac~ao de horarios. Henz e Wurts [63] implementaram a resoluc~ao de
um PGHA atraves de Oz num colegio alem~ao. Segundo estes autores, Oz apresenta vantagens em
relac~ao a outros modelos pois permite o desenvolvimento de novas tecnicas de pesquisa. Neste
problema, o processo de optimizac~ao baseou-se no rst-fail e branch-and-bound.
Recentemente tem havido algum interesse na combinac~ao de metodos utilizados na programac~ao
de restric~oes com meta-heursticas. White e Zhang [107] implementaram metodos de satisfac~ao de
restric~oes para criar soluc~oes iniciais para uma Pesquisa Tabu. Estes autores observaram que a
utilizac~ao sequencial destes dois metodos foi mais eciente do que so com os metodos de satisfac~ao
de restric~oes e mais rapido do que vericado so com Pesquisa Tabu.
A programac~ao de restric~oes e a metodologia que esta a ser mais intensivamente aplicada a
este tipo de problemas, como se verica pelo numero de comunicac~oes na ultima confere^ncia sobre
gerac~ao automatica de horarios [16]. A existe^ncia de linguagens e aplicac~oes que facilitam a mo-
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delac~ao destes problemas como ILOG, Oz, CHIP e Eclipse s~ao um factor fundamental para a sua
disseminac~ao.
2.5.3 Meta-heursticas
Meta-heursticas s~ao algoritmos que s~ao guiados por metodos de uso geral para produzir soluc~oes
de boa qualidade. Recentemente, tem-se assistido a signicativos avancos no desenho de meta-
heursticas para resoluc~ao de problemas combinatorios. Nesta famlia de tecnicas incluem-se os
Algoritmos de Arrefecimento Simulado, Algoritmos de Pesquisa Tabu, Redes Neuronais e Algorit-
mos Geneticos.
Neste estudo sera apresentada uma revis~ao de meta-heursticas em Problemas de Gerac~ao de
Horarios onde sera dado maior e^nfase aos Algoritmos de Arrefecimento Simulado, Pesquisa Tabu e
Algoritmos Evolutivos, pois s~ao os metodos que te^m sido mais utilizados.
Algoritmo de Arrefecimento Simulado
O nome deste algoritmo resulta da analogia com a simulac~ao do arrefecimento de solidos. Normal-
mente, este procedimento permite o movimento para soluc~oes de vizinhanca, piores que a actual,
com base numa probabilidade maior que zero, permitindo que se escape de mnimos locais. A
temperatura e o para^metro que controla a probabilidade de aceitac~ao de uma transic~ao para uma
soluc~ao inferior. Este para^metro decresce apos um dado numero de N iterac~oes se n~ao for encontra-
da melhor soluc~ao. Quando decrescer ate um dado limite, o procedimento para e a melhor soluc~ao
encontrada e fornecida.
Thompson e Dowsland [100] e Dowsland [34] apresentaram varias variantes do Algoritmo de
Arrefecimento Simulado para resoluc~ao de PGHEs numa perspectiva multiobjectivo. O problema
e denido como um Problema de Colorac~ao de Grafos em que cada vertice representa um exame
que deve ser afecto a um intervalo de tempo, ou seja, a uma cor. Cada aresta descreve um par de
exames que n~ao podem ocorrer simultaneamente. Uma colorac~ao admissvel do grafo e a colorac~ao
em que nenhum par de vertices adjacentes apresenta a mesma cor. O processo de optimizac~ao
e dividido em multiplas fases, cuja primeira cria uma soluc~ao admissvel enquanto que as fases
seguintes optimizam os restantes objectivos de acordo com a ordem de prioridades.
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Algoritmo de Pesquisa Tabu
O Algoritmo de Pesquisa Tabu e um procedimento iterativo que se inicia com uma soluc~ao e se
movimenta pelo espaco de pesquisa a procura de uma soluc~ao optima. A cada iterac~ao e denida
uma vizinhanca, ou conjuntos de movimentos, que e aplicada a uma dada soluc~ao para produzir
uma outra. Para desencorajar a possibilidade de obter unicamente um optimo local e prevenir
a visita a soluc~oes ja anteriormente visitadas, um certo numero de movimentos s~ao considerados
proibidos, denominados movimentos tabu. Este conjunto de movimentos no espaco de pesquisa e
determinado por uma ou mais condic~oes e e baseado num historico da seque^ncia de movimentos.
Na aplicac~ao do Algoritmo de Pesquisa Tabu e natural distinguir entre dois tipos de func~oes de
memoria, i. e., func~oes de memoria de curto e de longo prazo. A primeira consiste numa memoria
dos movimentos mais recentes elaborados pelo procedimento, prevenindo a visita da mesma soluc~ao.
A func~ao de memoria de longo prazo e uma func~ao que se baseia na freque^ncia de soluc~oes ja
visitadas para prevenir ciclos de longo termo. Contudo, a escolha destes para^metros depende das
caractersticas do problema.
Recentemente, Gaspero e Schaerf [51] testaram as capacidades do Algoritmo de Pesquisa Ta-
bu para resolver um PGHE. O algoritmo apresentado combina algumas noc~oes do problema de
colorac~ao de grafos. A vizinhanca e denida com base na mudanca da cor de um dos nos. Para
identicar os melhores movimentos em cada iterac~ao e mantida uma lista que contem os nos que
est~ao envolvidos em pelo menos uma violac~ao. Os autores implementaram tambem outra lista de
menores dimens~oes que guarda os nos que est~ao envolvidos em violac~oes de restric~oes mais im-
portantes. Nos diversos estadios da pesquisa, os nos s~ao seleccionados com base numa pesquisa
exaustiva das duas listas.
White e Xie [108] apresentaram um Algoritmo de Pesquisa Tabu com quatro fases e com
memoria de longo prazo para resolver um PGHE. A primeira fase estima os exames que apre-
sentaram maior mobilidade e gera uma soluc~ao inicial com base numa heurstica de bin packing.
Esta soluc~ao so e avaliada em termos de conitos de primeira ordem. Se for admissvel, sera con-
siderada soluc~ao inicial para o Algoritmo de Pesquisa Tabu, caso contrario, o intervalo de tempo
sera alargado. As componentes da func~ao objectivo relativas aos conitos de menor ordem s~ao
adicionados nas fases posteriores ate se obter uma soluc~ao que minimize simultaneamente todos
os conitos. A denic~ao de vizinhanca considerada pelos autores consiste no conjunto de soluc~oes
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que est~ao sujeitas a um movimento atomico, ou seja, a mudanca de um exame para outro intervalo
de tempo. Estes autores observaram que a utilizac~ao de memoria de longo prazo combinada com
memoria de curto prazo fornecia melhores resultados.
Algoritmos Evolutivos
Os algoritmos evolutivos s~ao metodos que se baseiam na pesquisa de uma soluc~ao com base numa
iterac~ao contnua sobre uma populac~ao de soluc~oes iniciais. Esta iterac~ao tem a forma de operadores
geneticos, das quais se destacam o cruzamento, mutac~ao e selecc~ao.
Esta metodologia foi a escolhida para a resoluc~ao do problema em estudo. O facto de lidar
com uma populac~ao de soluc~oes torna-o um candidato interessante a abordagem de problemas de
optimizac~ao multiobjectivo. No captulo seguinte sera apresentada uma revis~ao das caractersticas
principais dos algoritmos evolutivos assim como da sua aplicabilidade na resoluc~ao de Problemas
de Afectac~ao de Recursos e, em particular, de Problemas de Gerac~ao de Horarios.
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Captulo 3
Algoritmos Evolutivos
3.1 Introduc~ao
Os algoritmo evolutivos s~ao um classe de algoritmos dos quais fazem parte os algoritmo geneticos,
estrategias evolutivas, programac~ao evolutiva e programac~ao genetica. O comum entre estes algo-
ritmos e a analogia com mecanismos existentes na Natureza tais como o conceito de reproduc~ao,
competic~ao, variac~ao aleatoria e selecc~ao de indivduos de uma populac~ao [40].
De uma forma geral, os algoritmos evolutivos podem ser denidos como um processo colectivo
de aprendizagem de um conjunto de indivduos que formam uma populac~ao. Cada indivduo
representa, ou codica, um determinado ponto no espaco de soluc~oes para a resoluc~ao de um
problema. Para avaliar estes indivduos no ambiente em que est~ao inseridos, e necessario atribuir-
lhes um determinado valor de aptid~ao. Com base neste valor, e efectuado um processo de selecc~ao
que favorece os melhores indivduos. Estes estar~ao sujeitos a processos aleatorios, como a mutac~ao
e o cruzamento, para produzir descendentes. Estes ultimos s~ao inseridos na populac~ao dando incio
a gerac~ao seguinte.
Uma das areas de aplicac~ao desta metodologia e a optimizac~ao. A metodologia da evoluc~ao
fornece inspirac~ao para o desenvolvimento de algoritmos para resolver problemas considerados in-
trataveis. Os tipos de problemas normalmente abordados pelos algoritmos evolutivos s~ao problemas
descontnuos, n~ao-diferenciaveis, multimodais ou ruidosos, pois e onde o desempenho desta meto-
dologia prevalece sobre o de outras.
Seguidamente se apresentam alguns aspectos considerados importantes na implementac~ao de
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um algoritmo evolutivo e a sua aplicac~ao na resoluc~ao de Problemas de Gerac~ao de Horarios. A
secc~ao 3.2 abordara os metodos de representac~ao utilizados nesta classe de problemas e a secc~ao
3.3 abordara alguns aspectos sobre a avaliac~ao e atribuic~ao de aptid~ao. Os operadores de selecc~ao,
mutac~ao e recombinac~ao ser~ao referidos, respectivamente, nas secc~oes 3.4, 3.5 e 3.6. O modo como
as restric~oes te^m sido abordadas nesta classe de problemas sera referido na secc~ao 3.7 e os varios
modelos de populac~ao e sua inicilizac~ao ser~ao abordados na secc~ao 3.8. A secc~ao 3.9 efectuara uma
apresentac~ao dos conceitos de optimizac~ao multiobjectivo e do modo como esta quest~ao tem sido
tratada por algoritmos evolutivos multiobjectivo e como os problemas em estudo te^m sido abordados
de uma perspectiva multiobjectivo. Finalmente, a secc~ao 3.10 delineara alguns comentarios nais
sobre a metodologia evolutiva para resolver os problemas abordados neste estudo.
3.2 Representac~ao
A primeira quest~ao que se levanta quando se pretende resolver um problema de uma perspecti-
va computacional e como representar o problema. Os diferentes algoritmos evolutivos utilizam
diferentes tipos de representac~ao. Nos algoritmos geneticos, as variaveis de decis~ao s~ao muitas
vezes codicadas como uma cadeia de caracteres binarios. As estrategias evolutivas e programac~ao
evolutiva utilizam, sobretudo, variaveis de decis~ao de valores reais para alem de um conjunto de
para^metros de estrategia. Na programac~ao genetica, a soluc~ao e representada por uma arvore que
corresponde a um bloco de codigo que representa um algoritmo para desempenhar uma determinada
tarefa.
Contudo, existem algumas propostas de representac~oes mais especcas para determinadas clas-
ses de problemas. Problemas combinatorios te^m sido representados como um vector de inteiros em
que cada elemento do vector representa um no do problema.

E necessario, contudo, ter um cuidado
especial quando se pretende, por exemplo, com permutac~ao de elementos, em que cada elemento
so pode ocorrer uma so vez, como se verica nas abordagens ao problema do caixeiro viajante.
A grande proporc~ao das implementac~oes de algoritmos evolutivos para resoluc~ao de Problemas
de Gerac~ao de Horarios baseiam-se em representac~oes que se podem distinguir entre directas e
indirectas. Na representac~ao directa cada gene corresponde a um evento ao qual e afecto um tempo
inicial pertencente ao conjunto de tempos iniciais disponveis para esse evento. Por outro lado, na
representac~ao indirecta, ou implcita, o cromossoma representa uma lista ordenada de eventos que
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s~ao colocados num horario de acordo com um metodo pre-denido.
Burke et al. [9][10] realcaram a utilizac~ao de representac~oes directas em problemas de PGHE,
assim como Ross et al. [86][87] em Problemas de Gerac~ao de Horarios. Os primeiros consideram
a gerac~ao inicial de soluc~oes admissveis e adicionam um tempo por cada evento que n~ao cumpre
a satisfac~ao das restric~oes. A estrategia consiste em aplicar operadores que preservam a satisfac~ao
de todas as restric~oes minimizando o numero de tempos extras. Os ultimos autores consideram a
violac~ao das restric~oes e penalizam as soluc~oes atraves de uma func~ao de penalidade.
Paechter et al. [81] apresentam um trabalho distinto dos autores anteriores. Estes autores
consideram que o cromossoma deve fornecer instruc~oes para a construc~ao de um horario com base
numa representac~ao indirecta. O objectivo e minimizar o numero de eventos n~ao marcados, que
transformam o horario numa soluc~ao inadmissvel. Os autores apresentam duas alternativas para
representac~ao do cromossoma num PGHA, respectivamente, o metodo de permutac~ao espaco-tempo
e o metodo "coloca-pesquisa". No primeiro, o cromossoma e representado por uma permutac~ao de
eventos de uma matriz em que cada elemento representa a utilizac~ao de uma sala num determinado
intervalo de tempo. O cromossoma indica o evento que devera ser colocado em cada elemento
dessa matriz. Se, contudo, o evento n~ao poder ser colocado nesse intervalo de tempo, ent~ao e
redireccionado para outro intervalo. Esta modicac~ao e escrita no proprio cromossoma para que
insta^ncias futuras possam beneciar dessa informac~ao. No metodo "coloca-pesquisa", o cromossoma
e constitudo por varios genes correspondentes a cada evento. Cada gene contem informac~ao sobre
o actual intervalo de tempo atribudo ao evento, a localizac~ao do proximo intervalo de tempo caso
n~ao possa ser colocado no intervalo actual, o proximo gene a processar e o proximo gene que n~ao
contem eventos atribudos. Na comparac~ao com um algoritmo evolutivo convencional, estes autores
observaram um melhor desempenho dos metodos por eles propostos [81].
Corne et al. [28] apresentaram varias alternativas de representac~oes do cromossoma. A repre-
sentac~ao em espacos ricos em conitos apresenta o cromossoma como uma lista de eventos xos
atribudos a unidades de tempo. Trata-se na realidade de uma representac~ao directa, em que o es-
paco de procura se torna rico em violac~oes. A outra abordagem, representac~ao indirecta em espacos
livres de conitos, utiliza o algoritmo genetico para pesquisar o espaco de permutac~oes de eventos.
Com o recurso a uma heurstica, os eventos s~ao atribudos ao intervalo de tempo mais recente sem
violar nenhuma restric~ao. A terceira abordagem, representac~ao de espacos com conitos dispersos,
semelhante a primeira, descodica o cromossoma atraves de um algoritmo que elimina a maioria
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dos conitos. A representac~ao indirecta demonstrou ser a melhor opc~ao, tambem vericada por
Corne et al. [30] onde se realizou uma comparac~ao aprofundada das duas representac~oes. Contudo,
como e realcado por Hart e Corne [62], esta discuss~ao sobre a melhor representac~ao ainda esta por
ser estudada mais convenientemente.
3.3 Avaliac~ao e Atribuic~ao de Aptid~ao
Num problema de optimizac~ao existe uma func~ao objectivo que avalia a soluc~ao no contexto do
problema. Nos algoritmos evolutivos o resultado da avaliac~ao, ou custo da soluc~ao, e mapeado num
valor de aptid~ao que discrimina a qualidade das soluc~oes.
Existem dois tipos de mapeamento para aptid~ao: atribuic~ao de aptid~ao proporcional e por
seriac~ao [56]. No primeiro caso, a aptid~ao e calculada como uma func~ao linear do custo da soluc~ao.
A desvantagem desta implementac~ao reside na distribuic~ao da aptid~ao relativa pelos indivduos.
Um indivduo com um valor de aptid~ao muito elevado pode rapidamente dominar toda a populac~ao
atraves do operador de selecc~ao e promover a converge^ncia prematura num optimo local.
Na seriac~ao, o mapeamento e efectuado pela ordenac~ao das soluc~oes com base no seu custo.
Os valores de aptid~ao s~ao atribudos aos indivduos de acordo com a sua posic~ao na populac~ao.
Deste modo, ao melhor indivduo e sempre atribuda a mesma aptid~ao, impedindo que um "super-
indivduo" se reproduza excessivamente e possibilitando a afectac~ao do melhor indivduo a mesma
aptid~ao numa populac~ao quase homogenea. Numa populac~ao de tamanho N , atribuindo posic~ao
zero ao melhor indivduo e posic~ao N   1 ao pior e representando a classicac~ao por r e aptid~ao
relativa por f = f(r), o mapeamento linear de aptid~ao com base em seriac~ao pode ser denido pela
seguinte express~ao:
f(r) = s  (s  1)
2r
N   1
em que s, 1 < s 6 2 corresponde a aptid~ao relativa desejada para o melhor indviduo [45]. Contudo,
nas abordagens a resoluc~ao de Problemas de Gerac~ao de Horarios, estes aspectos n~ao te^m tido a
importa^ncia necessaria.
Nesta classe de problemas, o valor da avaliac~ao e normalmente baseado no custo da violac~ao
das restric~oes do problema, como e exemplo a seguinte equac~ao utilizada por Erben e Keppler [36]
e Ross et al. [86]:
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aval(f) =
1
1 + V (f)
em que f e uma soluc~ao e V (f) e uma func~ao de penalidade representada pela soma ponderada do
numero de violac~oes das restric~oes vericada em f . Burke et al. [12] implementaram uma func~ao
de aptid~ao mais complexa, adequada a metodologia por eles desenvolvida:
aval(f) =
E
U +
P 1
i=0
V (p
i
; p
i+1
)
em que E representa o numero de eventos, U e o numero de eventos que n~ao foram marcados e V e
uma func~ao que representa o numero de violac~oes de restric~oes entre dois perodos no mesmo dia.
3.4 Selecc~ao
O objectivo principal da selecc~ao e favorecer as melhores soluc~oes numa populac~ao de acordo com
valor de aptid~ao. Os varios operadores de selecc~ao propostos na literatura pretendem dar maior
probabilidade de escolha a uma soluc~ao com maior valor de aptid~ao. A diferenca entre estes
operadores reside no modo como as copias s~ao atribudas as melhores soluc~oes.
Associado a selecc~ao esta o conceito de press~ao selectiva que determina a velocidade com que
a melhor soluc~ao da populac~ao inicial ira dominar toda a populac~ao com aplicac~oes repetidas do
operador de selecc~ao [4] [58]. Normalmente, e entendido como o numero de descendentes que o
melhor indivduo conseguira obter na selecc~ao. A press~ao selectiva n~ao pode ser excessivamente
elevada, pois pode promover a converge^ncia prematura devido a falta de diversidade. Um valor
ideal de press~ao selectiva e o que promove uma converge^ncia sucientemente lenta, permitindo a
interacc~ao entre os operadores de cruzamento e mutac~ao para pesquisar o espaco de procura, mas
n~ao t~ao baixa que a pesquisa seja dominada por fenomenos de deriva genetica.
Os metodos de selecc~ao mais comuns s~ao o Roulette Wheel Sampling (RWS) [56], Stochastic
Universal Sampling (SUS) [5] e o Torneio [58]. O operador de selecc~ao RWS consiste numa seque^ncia
de selecc~oes independentes em que os indivduos s~ao mapeados em segmentos contguos de uma
linha. Cada segmento do indivduo e igual em tamanho a sua aptid~ao normalizada. Um numero
aleatorio e gerado e o indivduo e seleccionado se o segmento ao qual pertence corresponder ao
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valor gerado. O processo continua ate se obter um numero desejado de indivduos. Uma das
desvantagens deste metodo e a ocorre^ncia de erros de selecc~ao elevados. Visto que o numero de
descendentes devera ser inteiro, este sera necessariamente superior ou inferior ao valor desejado.
No caso do RWS, o numero actual de descendentes de a um indivduo pode car muito longe do
valor esperado.
O operador de selecc~ao SUS consiste numa so triagem de n indivduos que est~ao mapeados
em segmentos contguos do mesmo modo que no RWS. Contudo, neste operador, considera-se a
existe^ncia de n ponteiros igualmente espacados e colocados sobre os segmentos contguos. Consi-
derando nP como o numero de indivduos a serem selecionados, a dista^ncia entre ponteiros sera
1/nP e a posic~ao do primeiro e gerada aleatoriamente entre [0,1/nP[. A vantagem deste operador
em relac~ao ao RWS e que garante um desvio mnimo em relac~ao ao valor desejado.
De um modo simplista, o operador de selecc~ao Torneio consiste na selecc~ao aleatoria de um par
de indivduos da populac~ao que s~ao comparados entre si. O melhor indivduo ganha o torneio e e
seleccionado. Nas implementac~oes praticas pode existir uma maior componente probabilstica. A
este operador e associado um valor aleatorio r e um determinado para^metro k em que, se r < k, o
melhor indivduo e seleccionado, caso contrario, o pior.
Ross et al. [87] foram os unicos que compararam o desempenho de varios operadores de selecc~ao
em Problemas de Gerac~ao de Horarios. Estes autores observaram que a selecc~ao Torneio seria a
melhor opc~ao para Problemas de Gerac~ao de Horarios, seguido da selecc~ao baseada em seriac~ao e
da selecc~ao proporcional a aptid~ao. A escolha deste operador tambem e realcada devido a reduc~ao
do tempo computacional na avaliac~ao, pois so os indivduos escolhidos para Torneio e que seriam
avaliados. Contudo, os autores armam que seria necessario executar mais simulac~oes com varios
para^metros nos operadores de selecc~ao para conrmarem a generalizac~ao dos resultados obtidos.
3.5 Mutac~ao
A mutac~ao e um operador que altera, com uma probabilidade controlada, o valor de cada
gene num cromossoma de um indivduo. Algumas conclus~oes empricas foram determinadas pela
comunidade cientca sobre o papel da mutac~ao.

E de realcar os resultados obtidos por Fogarty
[39], que observou uma melhoria no desempenho do algoritmo quando a probabilidade de mutac~ao
inicial era elevada e que decrescia exponencialmente com o numero de iterac~oes. Back [3] tambem
23
vericou o mesmo para problemas multimodais e deniu um limite de probabilidade de mutac~ao
optima P
m
= 1=L, em que L e o comprimento do cromomosoma.
De um modo geral, e necessario um cuidado especial com a probabilidade de mutac~ao, pois
se for muito elevada, pode impedir a converge^ncia para uma soluc~ao optima, transformando-se
a pesquisas numa pesquisa aleatoria. Se for muito reduzida, pode promover uma converge^ncia
antecipada, estagnar num optimo local e n~ao ter capacidade de explorar outras zonas do espaco
de pesquisa. Recentemente, Ochoa et al. [79] determinaram uma relac~ao entre a probabilidade de
mutac~ao dos algoritmos evolutivos e a press~ao selectiva, com base no conceito de limite erro, usado
no estudo da evoluc~ao molecular. Este conceito representa a probabilidade de mutac~ao crtica
em que a estrutura obtida pelo processo evolutivo e destruda com maior freque^ncia por mutac~ao
do que e reproduzida por selecc~ao. Estes autores identicam, assim, uma relac~ao entre a press~ao
selectiva e a probabilidade de mutac~ao, e que sera um conceito abordado neste estudo.
Em problemas em que o cromossoma e representado por uma permutac~ao, e necessario um cui-
dado especial com o desenho do mecanismo de mutac~ao para assegurar a admissibilidade da soluc~ao.

E tambem necessario ter em considerac~ao que uma simples mutac~ao de um gene num cromossoma
pode provocar o movimento da soluc~ao para um ponto distante do espaco de procura. Deste modo,
tem sido natural que as abordagens aos operadores de mutac~ao favorecam a pesquisa local. Alguns
operadores de mutac~ao foram denidos para determinados problemas como o problema do caixeiro
viajante. Neste problema, e possvel tirar partido da adjace^ncia entre os elementos, denindo um
algoritmo genetico com mutac~ao baseada no algoritmo 2-opt, em que a ordem de uma seque^ncia
entre dois pontos no cromossoma e invertida. Syswerda [98] deniu varios operadores de mutac~ao
para problemas de escalonamento e afectac~ao de recursos. Os operadores denidos baseiam-se na
troca de posic~oes entre dois genes e na reordenac~ao aleatoria de uma seque^ncia da permutac~ao.
Em Problemas de Gerac~ao de Horarios te^m surgido algumas propostas inovadoras de operadores
de mutac~ao. Burke et al. [9], na resoluc~ao de um PGHA, prop~oem um operador de mutac~ao que
altere a afectac~ao do perodo e sala ao exame de acordo com determinadas prioridades. Ross et al.
[87] implementaram um operador de mutac~ao dina^mico em que a probabilidade de mutac~ao iniciava
a 0,003 e aumentava 0,0003 em cada gerac~ao ate a um limite de 0,02. Mais tarde, os mesmos autores
[88] apresentaram um novo tipo de operador de mutac~ao que consiste num mecanismo que atribui
uma maior probabilidade de mutac~ao aos genes que apresentam maior violac~ao das restric~oes. Este
operador e constitudo por dois aspectos distintos, respectivamente, a escolha da posic~ao a mutar e a
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escolha do valor a atribuir-lhe. Estes autores observaram que os metodos determinsticos da escolha
do valor a atribuir, independente da posic~ao escolhida, produziam melhores resultados. Corne et al.
[28] generalizam este operador para Problemas de Gerac~ao de Horarios com representac~oes directas
e distinguiram entre operadores de mutac~ao violation-directed e event-freeing. Ambos assumem a
escolha da posic~ao para mutac~ao com base naquele que apresentar maior violac~ao nas restric~oes. A
distinc~ao reside no metodo de afectac~ao do valor a posic~ao escolhida. A mutac~ao violation-directed
atribui um intervalo de tempo aleatorio e a mutac~ao event-freeing atribui um intervalo de tempo
que reduz, em maior grau, a violac~ao das restric~oes. O operador de mutac~ao proposto no Captulo
4 segue uma abordagem na linha destes autores.
3.6 Recombinac~ao
A recombinac~ao ocorre entre pares de cromossomas para troca de fragmentos de informac~ao. No
caso da representac~ao directa, este mecanismo e usualmente constitudo pelo seguinte procedimento:
 Dois indivduos s~ao escolhidos da populac~ao;
 Uma ou mais localizac~oes s~ao determinadas para delimitar a seque^ncia para troca;
 Os segmentos s~ao trocados e combinados para criar um par de descendentes.
Associado a este operador existe uma probabilidade de recombinac~ao que determina a freque^ncia
com que este operador e utilizado por cada gerac~ao. Estudos empricos indicam que este valor devera
estar comprendido entre 0,75 e 0,95 [92]. Existem, contudo, outras tecnicas que permitem adaptar
este valor no decurso da execuc~ao do algoritmo genetico [32].
O primeiro tipo de recombinac~ao denido foi o cruzamento de um ponto. Consiste na selecc~ao
de um ponto de recombinac~ao e troca de segmentos contguos que comecam ou terminam nesse
ponto. Outra variante deste operador denominado recombinac~ao de n pontos consiste em seleccio-
nar n pontos para recombinac~ao. Syswerda [97] deniu a recombinac~ao uniforme em que a decis~ao
de trocar cada posic~ao do cromossoma e efectuada probabilisticamente em cada posic~ao do cro-
mossoma. Booker [7] implementou a recombinac~ao reduced-surrogate, que restringe os pontos de
recombinac~ao aos locais onde os genes dos cromossomas dos indivduos seleccionados apresentam
valores diferentes, garantindo que os descendentes sejam diferentes dos pais. Eshelman et al. [37]
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implementaram a recombinac~ao shue, em que o cromossoma e previamente permutado aleatoria-
mente antes de ser submetido a recombinac~ao de um ou n pontos. Depois de aplicar este operador,
o cromossoma regressa a ordem original.
Embora a maioria das implementac~oes de algoritmos evolutivos aplicados a Problemas de Ge-
rac~ao de Horarios apresentem operadores de recombinac~ao convencionais, algumas variantes de-
mostraram sucesso em alguns casos. Corne et al. [28] apresentaram um metodo de recombinac~ao
que utiliza a informac~ao do grau de violac~ao das restric~oes. Dada a selecc~ao de dois indivduos,
consideram-se os valores maxv e minv que representam o maximo e o mnimo do grau de violac~ao
vericados em cada um deles. Para cada evento i, calcula-se a probabilidade p
i
em que
p
i
=
v
i
 minv
1 +maxv  minv
e em que p
i
representa o numero de violac~oes no evento i. O gene i do descendente e afecto ao
gene i do pai com probabilidade p
i
  1.
Num PGHE, Burke et al. [11] estudaram varios tipos de operadores de recombinac~ao para
repesentac~oes directas em que a admissibilidade dos descendentes e mantida por um algoritmo de
selecc~ao dos exames que ir~ao ser trocados. Os autores implementaram varios metodos de selecc~ao,
respectivamente, selecc~ao aleatoria, baseada em heursticas de colorac~ao de grafos, heursticas es-
peccas e combinac~ao de heursticas. Foi observado que este ultimo metodo apresentava melhor
desempenho.
Terashima [99] deniu um operador de recombinac~ao para PGHE baseado em cliques. Como e
possvel formalizar um PGHE como um Problema de Colorac~ao de Grafos, a ideia deste operador e
extrair as cliques resolvidas de dois progenitores para gerar um descendente. Uma clique e um sub-
grafo com conex~ao maxima, ou seja, todos os nos desse sub-grafo est~ao ligados entre si. Segundo
este autor, e transportando a analogia para PGHEs, uma clique e um agrupamento de exames
que te^m de ser marcados em tempos diferentes devido a uma determinada restric~ao. O objectivo
do operador e agregar e combinar conjuntos de cliques resolvidas a partir de cada progenitor,
assegurando a admissibilidade da soluc~ao.
3.7 Populac~ao
A utilizac~ao de uma populac~ao de soluc~oes representa uma das grandes vantagens dos algoritmos
evolutivos, pois permite a explorac~ao simulta^nea de varios pontos dispersos no espaco de pesquisa.
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Contudo, o tamanho da populac~ao tem sido bastante questionado, pois certos autores apontam
para uma populac~ao reduzida [92], outros para uma populac~ao de grandes dimens~oes [57] e outros
para variac~ao do tamanho da populac~ao durante a execuc~ao [75].

E comum a ideia que uma populac~ao com uma dimens~ao maior do que o necessario para a
resoluc~ao do problema podera fornecer diversidade, mas representara um custo computacional
desnecessario. Por outro lado, uma populac~ao demasiado pequena favorecera uma converge^ncia
antecipada em optimos locais.

E necessario ainda estudar convenientemente qual o tamanho da
populac~ao ideal para determinados tipos de problemas, tendo em conta a utilizac~ao de certos
operadores e da representac~ao utilizada. Muhlenbein [77] observou que a mutac~ao e ineciente
em grandes populac~oes nos problemas de optimizac~ao combinatoria, necessitando de uma press~ao
selectiva muito forte. Por outro lado, Allender [1] observou que o algoritmo evolutivo seria eciente
se a populac~ao fosse sucientemente grande para recombinar os possveis blocos constructivos das
soluc~oes.
Contudo, o tamanho da populac~ao n~ao tem sido alvo de grandes debates na aplicac~ao da
metodologia evolutiva a Problemas de Gerac~ao de Horarios. Pelo contrario, a inicializac~ao do
algoritmo evolutivo, na gerac~ao da populac~ao, tem sido sucientemente bem discutida. Em geral,
estrategias de reinicializac~ao aleatoria em problemas de optimizac~ao combinatoria tem sido utilizada
para algoritmos evolutivos [98]. Contudo, nas varias abordagens da metodologia evolutiva aplicada
a resoluc~ao de Problemas de Gerac~ao de Horarios, varios autores utilizam heursticas constructivas
iniciais para gerar indivduos na populac~ao. Corne et al. [29] efectuaram varias inicializac~oes do
algoritmo evolutivo para resoluc~ao de um PGHE para comparar o desempenho de um algoritmo
"guloso" com um algoritmo "esfomeado". Enquanto que o primeiro tem por objectivo vericar
todos os intervalos de tempo disponveis, seleccionando o que apresenta menos conitos, o algoritmo
"esfomeado" verica so k intervalos de tempo. Estes autores vericaram a superioridade desta
ultima abordagem.
As diferentes estruturas da populac~ao te^m vindo a ser estudadas em problemas que se pretende
obter mais do que uma soluc~ao. Problemas do domnio da classicac~ao, simulac~ao de sistemas
complexos e adaptativos e func~oes de optimizac~ao multimodais e multiobjectivo requerem a loca-
lizac~ao e manutenc~ao de multiplas soluc~oes. Os metodos de ninching s~ao tecnicas que promovem
a pesquisa de varios optimos no espaco de procura e dividem-se em dois tipos: partilha de aptid~ao
[55] e crowding [72]. A partilha de aptid~ao e um mecanismo que reduz o valor de aptid~ao de cada
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indivduo em func~ao do numero de indivduos semelhantes na populac~ao. Por outro lado, a tecnica
de crowding consiste na inserc~ao de novos elementos na populac~ao, substituindo os indivduos se-
melhantes. Estes metodos apresentam a desvantagem de permitir o cruzamento entre duas soluc~oes
que se encontram em dois pontos optimos distintos, produzindo, porventura, indivduos letais. Um
modo de superar esta desvantagem consiste em so permitir o cruzamento de indivduos semelhantes
[56].
Outros modelos de populac~ao estruturada s~ao utilizados para adaptar os algoritmos evolutivos
ao ambiente de processamento paralelo, respectivamente o modelo de ilhas [60] e difus~ao [53]. O pri-
meiro consiste na execuc~ao simulta^nea de varios algoritmos evolutivos em processadores diferentes.
Periodicamente, fracc~oes das populac~oes s~ao trocadas entre os algoritmos geneticos, implementando
um mecanismo de migrac~ao. No modelo de difus~ao a populac~ao esta distribuida numa grelha de
processadores em que cada indivduo interage unicamente com os seus vizinhos directos.
Da extensa literatura sobre Problemas de Gerac~ao de Horarios, o estudo elaborado por Turner
[103] realca as diferentes estruturas de populac~ao nos algoritmos evolutivos para estes problemas.
Sem ter por objectivo a obtenc~ao de multiplas soluc~oes para resolver o problema de uma perspec-
tiva multiobjectivo, muitas das tecnicas utilizadas s~ao perfeitamente adaptadas para este tipo de
optimizac~ao. No Captulo 4 deste estudo, devido a sua ligac~ao com a abordagem multiobjectivo,
sera alvo de uma descric~ao mais pormenorizada.
3.8 Restric~oes
A resoluc~ao de problemas com restric~oes atraves de algoritmos evolutivos n~ao e trivial. Muitas
das tecnicas convencionais sobre metodologia evolutiva n~ao permitem lidar directamente com as
restric~oes no espaco de procura. Muitas abordagens te^m sido testadas para resolver este problema,
desde utilizac~ao de func~oes de penalidade, descodicac~ao, algoritmos de reparac~ao e desenho de
operadores especiais.
Um das tecnicas mais utilizadas s~ao as func~oes de penalidade. O objectivo destas func~oes e
penalizar, de algum modo, as soluc~oes que violam as restric~oes do problema. No caso de restric~oes
com diferentes graus de importa^ncia, e possvel introduzir coecientes na func~ao objectivo. A
desvantagem deste metodo e evidenciada nos problemas com varios objectivos distintos, em que e
dicil determinar correctamente os coecientes de ponderac~ao na func~ao objectivo.
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A descodicac~ao consiste num mapeamento do espaco de representac~ao na regi~ao admissvel
do espaco de soluc~ao. Deste modo, o cromossoma e interpretado por um descodicador sobre o
metodo de construir a soluc~ao. Este mecanismo apresenta a desvantagem de ser dependente do
problema, dicultar o estudo do algoritmo devido a representac~ao n~ao corresponder directamente
a soluc~ao e de nem todas as restric~oes serem possveis de serem implementadas.
Os algoritmos de reparac~ao consistem no mapeamento de uma soluc~ao n~ao-admissvel numa
soluc~ao admissvel. Estes algoritmos podem alterar aleatoria ou deterministicamente a soluc~ao
n~ao-admissvel. Michalewicz [75] observou que a reparac~ao determinstica apresentava melhor de-
sempenho em problemas combinatorios. Contudo, este mecanismo tambem sofre da desvantagem
de ser demasiado dependente do problema, dicultando generalizac~oes.
Os operadores que preservam a admissibilidade das soluc~oes s~ao metodos alternativos para os
algoritmos evolutivos lidarem com as restric~oes. A anterior denic~ao de operadores de mutac~ao e
cruzamento refere alguns operadores aos quais foi adicionado conhecimento do problema em estudo.
Mais uma vez, a desvantagem deste metodo e similar a vericada para algoritmos de reparac~ao e
descodicac~ao.
Outros metodos mais recentes de lidar com as restric~oes consistem no modelo co-evolutivo [84]
e algoritmos evolutivos multiobjectivo [41]. No primeiro, as restric~oes e as soluc~oes interagem entre
si, com base no modelo de predador e presa na Natureza. Os algoritmos evolutivos multiobjectivo
ser~ao descritos na proxima secc~ao e ser~ao a base deste estudo.
O modo de lidar com restric~oes com algoritmos evolutivos aplicados a Problemas de Gerac~ao
de Horarios tem sido abordado por func~oes de penalidade [87], descodicac~ao [81], algoritmos de
reparac~ao [18] e desenho de operadores especiais [12]. Recentemente surgiram algumas abordagens
[19] [17] que realcam a necessidade de alterar o modo de lidar com as restric~oes. Como estas
abordagens est~ao relacionadas com perspectivas multi-criterio e multiobjectivo ao PEHs, ser~ao
referidas no contexto da secc~ao seguinte sobre Algoritmos Evolutivos Multiobjectivo.
3.9 Algoritmos Evolutivos Multiobjectivo
Muitos problemas de optimizac~ao da vida real apresentam multiplos objectivos conituosos e n~ao-
comensuraveis. O Decisor pode, porventura, pretender um conjunto de boas soluc~oes equivalentes
mas dispersas no espaco objectivo para escolher aquela que mais lhe interessa. Os algoritmos
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evolutivos, porque se baseiam numa populac~ao de soluc~oes e exploram paralelamente varias regi~oes
do espaco de pesquisa, s~ao um dos metodos mais promissores para este tipo de optimizac~ao.
3.9.1 Optimizac~ao Multiobjectivo
Formalizac~ao
Um problema de optimizac~ao multiobjectivo e um problema de minimizac~ao simulta^nea de n com-
ponentes f
k
, k = 1; :::; n, de uma func~ao f n~ao-linear de uma variavel de decis~ao x num universo S
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Contudo, a escolha de uma soluc~ao de compromisso entre varias alternativas n~ao-dominadas
depende das prefere^ncias subjectivas do decisor. Deste modo, a soluc~ao nal e o resultado tanto de
um processo de optimizac~ao como de um processo de tomada de decis~ao [45].
Articulac~ao de Prefere^ncias
As tre^s seguintes classes de metodos de optimizac~ao multiobjectivo podem ser denidas com base
na combinac~ao do processo de optimizac~ao e de tomada de decis~ao na pesquisa de soluc~oes de
compromisso [45]:
 Articulac~ao a priori de prefere^ncias, em que o decisor expressa as prefere^ncias atraves da
combinac~ao de diferentes objectivos numa func~ao escalar de custo, transformando o problema
multiobjectivo num problema com um so objectivo;
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 Articulac~ao a posteriori de prefere^ncias, em que o optimizador apresenta um conjunto de
soluc~oes candidatas n~ao-dominadas e em que o decisor expressa as prefere^ncias e escolhe a
soluc~ao de compromisso;
 Articulac~ao progressiva de prefere^ncias, em que o optimizador fornece conjuntos de alternati-
vas ao decisor durante o processo de optimizac~ao e este indica ao optimizador quais de entre
as que lhe s~ao apresentadas.
A articulac~ao de prefere^ncias exprime o custo que discrimina as soluc~oes candidatas. Seguida-
mente se apresentam algumas abordagens a formalizac~ao destas func~oes de custo:
 Coecientes de Ponderac~ao, que s~ao valores reais que expressam a importa^ncia relativa dos
objectivos. A soma ponderada e um exemplo classico que pode ser denido como:
F
sp
(x) =
n
X
i=1
c
i
f
i
(x)
em que n corresponde a soma dos objectivos e as ponderac~oes c
i
s~ao constantes positivas. Este
metodo apresenta a desvantagem de ser sensvel a denic~ao das ponderac~oes e dependente do
problema;
 Prioridades, que s~ao valores inteiros que determinam por que ordem os objectivos devem ser
optimizados, de acordo com a sua importa^ncia. Um exemplo e o metodo lexicograco. Dado
n objectivos f
1
; :::; f
n
, a cada objectivo f
i
, i = 1; :::; n e atribudo uma prioridade i, onde
valores elevados de i correspondem a prioridades elevadas. A func~ao de custo lexicograca
F
lex
e denida por:
F
lex
(x) < F
lex
(y)() 9 i 2 f1; :::; ng : 8 j 2 f1; :::; ig ; f
j
(x)  f
j
(y) ^ f
i
(x) < f
i
(y):
O metodo lexicograco assume que a prioridade dos objectivos e bastante clara, o que pode
n~ao ser o caso em varios tipos de problemas;
 Metas, que indicam valores desejados de desempenho em cada dimens~ao de objectivos. Esta
denic~ao e expressa por um vector G = fG
1
; G
2
; ::::; G
n
g que esta associado ao vector de
objectivos f(x). As metas s~ao mais faceis de denir porque se aproximam mais do que se
entende por soluc~ao nal do problema [47].
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Optimizac~ao com Restric~oes
A satisfac~ao de restric~oes e claramente um problema multiobjectivo de minimizac~ao de func~oes ate
certas metas serem atingidas. Quando nem todas as metas podem ser atingidas simultaneamente,
o conjunto de pontos n~ao-dominados e a soluc~ao do problema.
Quando existe uma denic~ao da importa^ncia das restric~oes no problema, ou uma clara distinc~ao
entre restric~oes soft e hard, a combinac~ao da denic~oes de prioridades e metas ajudam a uma clara
denic~ao da estrategia de classicac~ao de multiplas soluc~oes. Fonseca e Fleming [47] estabeleceram
operadores de comparac~ao que incorporam e caracterizam a informac~ao sobre as prioridades e
metas. Segundo estes autores, e de um modo simples, dois vectores de soluc~oes s~ao comparados
primeiro em relac~ao aos componentes com prioridade mais elevada, deixando de lado os que ja
cumpriram a meta. Se ambos cumpriram todas as metas com esta prioridade, ou se violaram
algumas ou todas, mas do mesmo modo, considera-se o nvel de prioridade seguinte. O processo
continua ate atingir o nvel de prioridade mais baixo, em que o resultado e decidido pela comparac~ao
dos componentes com esta prioridade na fronteira de Pareto.
3.9.2 Revis~ao dos Algoritmos Evolutivos Multiobjectivo
Schaer [91] foi o primeiro a desenvolver um modelo de algoritmo evolutivo para resoluc~ao de
problemas multiobjectivo. O Vector Evaluated Genetic Algorithm (VEGA) proposto por este autor
apresenta um operador de selecc~ao que selecciona os indivduos separadamente para cada objectivo
e em proporc~oes iguais.
Fonseca e Fleming [41] implementaram abordagens de Pareto com a denic~ao de domina^ncia
integrada na afectac~ao de aptid~ao. Estes autores prop~oem um metodo de seriac~ao em que a posic~ao
de um indivduo e igual ao numero de indivduos da populac~ao que o dominam. A media dos valores
de aptid~ao e calculada para os indivduos com posic~oes iguais. Este conceito foi extendido por estes
autores para incluir a partilha adaptativa da aptid~ao [43] e introduc~ao de imigrantes aleatorios [47].
Horn e Nafpliotis [66] combinaram a selecc~ao por Torneio e o conceito de domina^ncia para o
desenho do Niched Pareto Genetic Algorithm (NPGA). Neste operador de selecc~ao dois indivduos
s~ao seleccionados aleatoriamente com base numa amostra da populac~ao. Se um dos indivduos
domina o outro, o primeiro e escolhido como vencedor do torneio. Se n~ao existir nenhum caso de
domnio de um indivduo sobre o outro, o torneio e decidido pela partilha de aptid~ao.
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Srinivas e Deb [95] implementaram o Nondominated Sorting Genetic Algorithm (NSGA) que
utiliza o conceito de profundidade de domina^ncia. A primeira frente de indivduos n~ao-dominados
pertence ao nvel um de n~ao-domina^ncia, a frente seguinte pertence ao nvel dois de n~ao-domina^ncia,
e assim por adiante. A aptid~ao de um indivduo esta relacionado com o nvel de n~ao-domina^ncia a
que pertence, em que o primeiro nvel apresenta maior probabilidade de reproduc~ao. Estes autores
admitem que a aptid~ao e partilhada dentro de cada nvel de n~ao-domina^ncia.
O Strength Pareto Evolutionary Algorithm (SPEA) desenvolvido por Zitzler e Thiele [104] ad-
mite a existe^ncia de uma segunda populac~ao externa que apresenta as soluc~oes n~ao-dominadas
actualizadas continuamente. Se esta populac~ao exceder um determinado limite e reduzida por
metodos de clustering. A aptid~ao e atribuda a indivduos de ambas as populac~oes de uma forma
independente. A aptid~ao de um indivduo na segunda populac~ao e inversamente proporcional ao
numero de indivduos na populac~ao da corrente gerac~ao que ele proprio domina e vice-versa. Os
indivduos de ambas as populac~oes s~ao sujeitos ao mesmo operador de selecc~ao.
A proposta apresentada por Fonseca e Fleming [41] foi a metodologia escolhida para este estudo.
3.9.3 Abordagens de Optimizac~ao Multiobjectivo para Problemas de Gerac~ao
de Horarios
As abordagens evolutivas multiobjectivo a Problemas de Afectac~ao de Recursos, em particular
no Problema de Gerac~ao de Horarios, s~ao recentes e em numero muito reduzido. Ate a data da
conclus~ao deste estudo, so houve uma abordagem publicada de algoritmos evolutivos multiobjectivo
por Carrasco e Pato [19] aplicado a um PGHA.
Turner [103], n~ao de uma perspectiva multiobjectivo, aplicou varias estruturas de populac~ao
para resolver Problemas de Gerac~ao de Horarios, respectivamente, selecc~ao espacial, ilhas, crowding,
partilha e tribos, esta ultima proposta pelo autor. Foi vericado que, em varias execuc~oes de um
algoritmo evolutivo em problemas com um grande numero de soluc~oes, o tempo para obter soluc~oes
distintas foi mais reduzido com a aplicac~ao de um algoritmo evolutivo simples do que com qualquer
outro metodo de populac~ao estruturada. Porem, em problemas com numero reduzido de soluc~oes,
a selecc~ao espacial e tribos foram mais ecientes na obtenc~ao de soluc~oes distintas. Contudo, a
intenc~ao do autor era obter uma soluc~ao optima e varias sub-optimas, sem considerar a possibilidade
de obter varias soluc~oes n~ao-dominadas no espaco de pesquisa.
Corne et al. [27] armaram que um futuro tema de investigac~ao para Problemas de Gerac~ao de
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Horarios seria o emprego de optimizac~ao de Pareto. Estes assumem que seria um metodo eciente
para entender a interacc~ao entre diferentes restric~oes sem especicar ponderac~oes na func~ao objec-
tivo. Paechter et al. [82] implementaram um interface visual multiobjectivo para um algoritmo
evolutivo aplicado a um PGHA que permite ao utilizador interagir com as ponderac~oes e metas
atribudas a func~ao objectivo.
So recentemente surgiram algumas inclus~oes da teoria multi-criterio para lidar com este tipo
de problemas. Burke et al. [17] prop~oem uma abordagem multi-criterio ao PGHE. A metodologia
apresentada por estes autores sugere que o processo de optimizac~ao seja realizado em duas fases. O
objectivo da primeira fase e encontrar horarios de qualidade elevada em relac~ao a cada criterio. Na
segunda fase e realizada uma negociac~ao entre os valores dos criterios para encontrar uma soluc~ao
de compromisso.
Por sua vez, Carrasco e Pato [19] desenvolveram uma aplicac~ao para resolver PGHAs de uma
perspectiva multiobjectivo. Os objectivos considerados por estes autores s~ao a procura de soluc~oes
optimas de Pareto que satisfaca os docentes e estudantes. Utilizando o Nondominated Sorted
Genetic Algorithm com partilha de aptid~ao e selecc~ao elitista, com populac~ao secundaria e com
operadores especcos de cruzamento e mutac~ao, estes autores reportam sucesso em relac~ao a vers~ao
manual. Contudo, este excessivo numero de para^metros e combinac~ao de metodologias tornam a
proposta algo complexa. No entanto e de realcar que foi a primeira proposta ate a corrente data a
empregar metodologias consagradas na optimizac~ao evolutiva multiobjectivo.
3.10 Conclus~oes
Muitos problemas podem ser formulados atraves de um unico objectivo que se pretende minimizar
ou maximizar. Os algoritmos evolutivos te^m demonstrado bom desempenho na resoluc~ao destes
problemas. Contudo, muitos dos problemas da vida real necessitam de uma formalizac~ao que
considere varios objectivos separadamente. O problema consiste em encontrar soluc~oes de compro-
misso dando igual importa^ncia aos objectivos presentes. Neste sentido, alguns conceitos tpicos dos
algoritmos evolutivos dever~ao ser alterados.
Os algoritmos evolutivos multiobjectivo descritos na secc~ao anterior te^m lidado com a resoluc~ao
deste tipo de problemas. Com a excepc~ao do proposto em [91], todas as abordagens visam, de
uma maneira ou de outra, a obtenc~ao de uma fronteira de soluc~oes n~ao-dominadas denominada
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fronteira de

Optimo de Pareto. A denic~ao de metas e prioridades [41] disponveis da formalizac~ao
do problema adicionam as vale^ncias necessarias ao algoritmo evolutivo multiobjectivo para lidar
com varios objectivos de acordo com as prefere^ncias denidas pelo decisor. Contudo, e necessario
encontrar um equilbrio entre a concentrac~ao e a dispers~ao do processo de pesquisa. O algoritmo
deve ser capaz de se concentrar na satisfac~ao das metas propostas, mas sem perder a perspectiva
multiobjectivo da satisfac~ao simulta^nea dos objectivos presentes na formalizac~ao.
O proximo Captulo demonstra a aplicac~ao da metodologia proposta por Fonseca e Fleming
[41] na resoluc~ao de Problemas de Afectac~ao de Recursos em que e possvel localizar as violac~oes
das restric~oes existentes, como e o exemplo do Problema de Gerac~ao de Horarios.
35
Captulo 4
Um Algoritmo Evolutivo
Multiobjectivo para Problemas de
Afectac~ao de Recursos
4.1 Introduc~ao
A abordagem expressa neste Captulo lida com Problemas de Afectac~ao de Recursos em que o
processo de decis~ao contempla objectivos multiplos e em que e possvel localizar as afectac~oes que
d~ao origem a violac~oes das restric~oes. O Problema de Gerac~ao de Horarios, por consistir num
problema que envolve objectivos multiplos, muitas vezes conituosos, e onde e possvel obter a
informac~ao sobre a violac~ao das restric~oes, e um exemplo tpico que pode ser resolvido por esta
abordagem. Esta abordagem tem por princpio a n~ao utilizac~ao de tecnicas constructivas que
podem enviesar implicitamente o processo de pesquisa e n~ao corresponder ao processo de decis~ao
denido com base em metas e prioridades. Contudo, assume-se a necessidade de enviesar, de um
modo explcito, o processo de pesquisa com base na satisfac~ao das restric~oes, actuando sobre a
violac~ao das restric~oes, no sentido de acelerar a converge^ncia para o optimo.
Neste Captulo ser~ao apresentadas as tecnicas evolutivas propostas para abordar os problemas
no a^mbito deste estudo. A secc~ao 4.2 apresenta o tipo de representac~ao que devera ser utilizado. A
qualidade da soluc~ao e expressa na secc~ao 4.3 e a atribuic~ao de aptid~ao aos indivduos sera referida
na secc~ao 4.4. O operador de mutac~ao, recombinac~ao e selecc~ao ser~ao referidos, respectivamente,
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nas secc~oes 4.5, 4.6 e 4.7. Por m, a secc~ao 4.8 apresentara conclus~oes sobre esta abordagem.
4.2 Representac~ao
Num problema de afectac~ao de recursos, segundo uma formalizac~ao multiobjectivo, a representac~ao
directa parece ser a codicac~ao mais apropriada. Alem de mais simples, facilmente se contabili-
za o nvel de satisfac~ao das restric~oes. As representac~oes indirectas e com base em permutac~oes
[81] ao processarem sempre soluc~oes admissveis com base em heursticas para satisfac~ao total das
restric~oes hard, d~ao maior importa^ncia aos objectivos para os quais as heursticas foram desenvol-
vidas, enviesando implicitamente o processo de pesquisa. Uma representac~ao directa em que cada
gene corresponde a um item e que apresenta um conjunto de recursos disponveis, permite que o
enviesamento da pesquisa no sentido dos objectivos seja fornecido pelas proprias func~oes objectivo
e respectivas prioridades e metas [41]. A adic~ao de operadores evolutivos no processo de pesquisa
que utilizem alguma informac~ao do problema podem ser igualmente um factor de enviesamento no
processo de pesquisa. Este enviesamento deve, contudo, ser sucientemente explcito.
A codicac~ao de um indivduo num problema de afectac~ao de recursos pode ser representada
por um vector r em que
r = (r
1
; r
2
; :::; r
n
)
e cada r
i
e um vector que representa os ndices dos recursos afectos ao item i. A desvantagem deste
tipo de representac~ao em relac~ao a uma representac~ao indirecta que codica o modo como a soluc~ao
sera construda e o facto de facilitar a excessiva produc~ao de soluc~oes inadmissveis. Contudo, o
desenho de operadores diferentes dos convencionais que aproveitam o conhecimento do problema
pode minorar este obstaculo.
4.3 Qualidade da Soluc~ao
O conceito de restric~oes esta intimamente ligado aos Problemas de Afectac~ao de Recursos, pois s~ao
elas que limitam a afectac~ao. O grau de violac~ao das restric~oes representa a qualidade da soluc~ao,
ou seja, posiciona a soluc~ao no espaco de pesquisa do problema. A posic~ao da soluc~ao em relac~ao
a populac~ao indica a sua aptid~ao, tornando-a independente da escala dos objectivos.
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O processo de tomada de decis~ao multiobjectivo proposto em [47] permite a representac~ao de
um Problema de Afectac~ao de Recursos atraves da combinac~ao de prioridades e metas que est~ao
disponveis na formalizac~ao do problema. A distinc~ao simples entre restric~oes hard e soft permite
denir claramente os nveis de prioridade em cada objectivo. De acordo com a vontade do decisor,
e possvel ir mais longe e segmentar os objectivos com varios nveis de prioridade de acordo com a
sua importa^ncia, ou agregar restric~oes, visto que a presenca de um numero elevado de objectivos
conituosos pode produzir um grande numero de soluc~oes n~ao-dominadas em que e impossvel tomar
uma decis~ao. Num caso de Problema de Gerac~ao de Horarios, e possvel relacionar determinadas
classes de objectivos com diferentes nveis de prioridades. Muitas das restric~oes de aresta e justa-
posic~ao podem ser representadas como objectivos com prioridades elevadas. Outras restric~oes,
como dispers~ao de eventos ou de agentes podem ser denidas como objectivos de prioridades mais
reduzidas.
As metas s~ao denidas de acordo com o desempenho que se pretende obter com o processo de
optimizac~ao. Na realidade, denem a fronteira da admissibilidade do espaco de pesquisa. Uma
soluc~ao que cumpre todas as metas apresenta a satisfac~ao total dos objectivos. Contudo, uma
soluc~ao que cumpre unicamente as metas associadas aos objectivos associados a restric~oes hard e
possvel, mas insatisfatoria. Uma soluc~ao que n~ao atinge pelo menos uma meta associada a esses
objectivos e considerada inadmissvel.
Neste tipo de problemas e possvel localizar os genes envolvidos em violac~oes das restric~oes. Esta
informac~ao pode ser utilizada pelos operadores evolutivos para melhorar a qualidade da soluc~ao.
Deste modo, assume-se a existe^ncia de um padr~ao de aptid~ao para cada soluc~ao que indica quais
os genes no cromossoma mais susceptveis a serem modicados na aplicac~ao dos operadores. Um
padr~ao de aptid~ao e representado por um vector apt em que
apt = (apt
1
; apt
2
; :::; apt
n
)
e em que apt
i
e um valor que representa o numero das violac~oes de cada tipo de restric~ao
associado ao item i. No caso de afectac~ao de varios recursos distintos a cada item, e necessario
segmentar as violac~oes das restric~oes para cada recurso com ele relacionado, em que
apt
i
= (apt
i1
; apt
i2
; :::; apt
im
)
e apt
ij
e um vector que representa a quanticac~ao das violac~oes de uma restric~ao que esta relacio-
nada com um determinado recurso j.
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4.4 Atribuic~ao de Aptid~ao
Ao contrario do caso de um so objectivo, a seriac~ao da populac~ao em problemas multiobjectivo n~ao
e unico. Considerando um indivduo x
u
na gerac~ao t com um vector u correspondente a func~ao
objectivo e admitindo que r
(t)
u
seja o numero de indivduos na populac~ao corrente que lhe s~ao
preferveis, a posic~ao de x
u
na seriac~ao dos indivduos pode ser dada por
posic~ao(x
u
; t) = r
(t)
u
o que assegura que todos os indivduos preferveis na populac~ao sejam afectos a uma posic~ao zero
[47].
A atribuic~ao de aptid~ao deve corresponder ao numero de descendentes que um indivduo espera
produzir atraves do operador de selecc~ao. O processo de selecc~ao determina quais os indivduos que
inuenciam a produc~ao da proxima gerac~ao e, consequentemente, devem fazer parte da estrategia
de pesquisa.
Deste modo a afectac~ao de aptid~ao apresenta os seguintes passos:
1. Seriac~ao da populac~ao;
2. Atribuic~ao de aptid~ao por interpolac~ao linear ou exponencial entre o melhor e o pior indivduo;
3. Atribuic~ao da media da aptid~ao a indivduos com a mesma posic~ao na seriac~ao.
Estes procedimentos n~ao fazem suposic~oes acerca da natureza das variaveis de decis~ao envolvidas
no processo de pesquisa, sendo independentes do domnio, aplicaveis a qualquer tipo de problemas
e possveis de serem adaptados a outras abordagens evolutivas.
4.5 Mutac~ao
Em qualquer abordagem evolutiva e necessario obter um equilbrio na probabilidade de mutac~ao,
porque se esta for demasiado elevada, a populac~ao ira divergir e se for demasiado reduzida podera
convergir prematuramente para um optimo local. Ochoa et al. [79] reconhecem que a probabilidade
optima de mutac~ao P
m
depende da press~ao selectiva  e do comprimento do cromossoma L. Como
referido na secc~ao 3.5, estes autores demonstraram uma relac~ao entre P
m
e , em que o limite
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superior de P
m
e deduzido atraves da formula de limite de erro para populac~oes innitas denida
por
ln()
L
(4.1)
A abordagem considerada neste estudo utiliza as mesmas considerac~oes sobre a relac~ao entre press~ao
selectiva e probabilidade optima de mutac~ao.
Para manter a sobrevive^ncia de pelo menos uma copia do melhor indivduo em cada gerac~ao
numa reinserc~ao geracional, P
m
necessita de ter em conta o valor da press~ao selectiva  [48].
A probabilidade de sobrevive^ncia P
s
de um cromossoma de comprimento L com uma mutac~ao
independente P
m
pode ser expressa por
P
s
= (1  P
m
)
L
Sem recombinac~ao, P
s
n~ao devera ser inferior ao inverso da press~ao selectiva , ou seja, do numero
esperado de descendentes do melhor indivduo como proposto em [48]. Assim,
P
m
 1  
 1=L
(4.2)
Uma probabilidade de sobrevive^ncia P
s
= 0; 5, e assumindo, consequentemente, uma press~ao selec-
tiva  = 2, e possvel garantir a sobrevive^ncia do melhor indivduo para a proxima gerac~ao.
Num Problema de Afectac~ao de Recursos, a cada item pode ser atribudo um conjunto de
recursos de tamanho variavel. Por este motivo, aos itens que apresentam maior numero de recursos
alternativos, devera ser atribuida uma probabilidade de mutac~ao mais elevada. De acordo com
as considerac~oes anteriores sobre probabilidade de sobrevive^ncia, e assumindo a possibilidade de
identicar quais os recursos que podem ser afectos a cada item, dena-se o comprimento efectivo

 do cromossoma como sendo

 =
t
X
i=1


i
em que


i
= (a
i
  1)
e onde i corresponde ao i-esimo item e a
i
ao numero de alternativas em i. A probabilidade de
mutac~ao individual P
m
i
pode ser calculada por
P
m
i
= 1  P


i
(4.3)
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em que
P = 
 1=

Nesta classe de problemas, e tambem possvel localizar as afectac~oes que der~ao origem a violac~oes
das restric~oes. Ao manter um valor de P
s
constante e ao fornecer maior valor de P
m
nos genes que
apresentam mais violac~ao das restric~oes e/ou alternativas, o algoritmo enviesara explicitamente
o processo de pesquisa em direcc~ao da satisfac~ao das restric~oes, tendo em conta as alternativas
existentes na afectac~ao de recursos. Assim, fazendo


i
= (a
i
  1) (c
i
+ 1) (4.4)
em que i corresponde ao i-esimo item, c
i
ao numero de violac~oes de restric~oes em i e a
i
ao numero
de alternativas em i, assegura-se que a mutac~ao afecta, com diferentes probabilidades, os genes
que apresentam um numero diferente de violac~oes de restric~oes e/ou um numero diferente de al-
ternativas, mas mantendo a probabilidade de sobrevive^ncia constante. Estas express~oes tambem
asseguram que a probabilidade de mutac~ao seja nula no caso da existe^ncia de um so recurso a afec-
tar, independente do numero de violac~oes de restric~oes. Por outro lado, se o numero de violac~oes
numa posic~ao for nulo, mas se esta apresentar varios recursos alternativos, existe uma determinada
probabilidade de ocorrer mutac~ao. Este mecanismo pode ser util para evitar a converge^ncia em
optimos locais. Supondo um caso tpico de PGHE de uma Faculdade que consiste na afectac~ao de
100 exames a 30 intervalos de tempo, e supondo igualmente que  = 2 e que a soluc~ao corrente
so apresenta um exame envolvido numa so violac~ao, a raz~ao entre probabilidade de mutac~ao deste
gene e de qualquer outro e de 1, 99, ou seja, aproximadamente o dobro. Este cenario permite que,
perto de um optimo, os genes que cubram maior espaco de 
, tenham aproximadamente o dobro
da probabilidade de mutac~ao do que os genes que n~ao apresentam conitos, assumindo o mesmo
numero de alternativas e mantendo P
s
constante.
No caso de afectac~ao de varios recursos distintos e natural distinguir entre as violac~oes de
restric~oes relacionadas com determinados recursos. Num PGHA, por exemplo, e necessario conta-
bilizar o numero de salas e intervalos disponveis para cada aula. Neste caso,
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onde R
i
representa o conjunto de recursos afectos ao i-esimo item e j representa o j-esimo
recurso afecto ao i-esimo item. Neste cenario de afectac~ao de varios recursos distintos, e possvel
ainda considerar que n~ao se devera alterar uma afectac~ao de um dos recursos que n~ao apresenta
violac~oes de restric~oes. O facto de uma aula apresentar sobreposic~ao temporal numa turma n~ao
signica que seja necessario alterar a afectac~ao da sala.
Assumindo que parte da qualidade da soluc~ao e expressa pelo numero de restric~oes violadas,
sera natural enviesar ainda mais a mutac~ao tendo em conta este numero. Assim, e possvel redenir
(4:5) para
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em que se assume um valor de vies  para o numero de restric~oes violadas. Num extremo, em
que  = 0; P
m
so contabilizara as alternativas. Se  = 1; P
mi
so sera diferente de 0 se o item
estiver envolvido em violac~oes de restric~oes.

E de esperar que o valor de  esteja relacionado com a
complexidade do problema de optimizac~ao. Em princpio, quanto mais difcil for o problema, menor
devera ser o , de modo a fornecer um enviesamento reduzido necessario para pesquisar outras
regi~oes do espaco de pesquisa. Por outro lado, um problema com reduzida complexidade podera
ser resolvido com  !1, ou ate sem contabilizar a presenca de alternativas. Estas considerac~oes
foram ja observadas em [42]. Um valor de  = L, de acordo com o problema anterior, assegura
que P
m
do exame que apresenta um conito seja cerca de 87 vezes maior que P
m
de qualquer
outro exame representado no cromossoma. Este valor de  tambem garante que a P
s
do exame
em conito seja da mesma ordem de grandeza a P
s
total de todos os outros exames sem violac~oes
associadas.
Visto que a mutac~ao independente necessita de gerar L numeros aleatorios por cada cromos-
soma, este procedimento pode tornar-se computacionalmente exigente. Outra formalizac~ao mais
simplicada pode ser efectuada atraves de um operador estocastico de selecc~ao para escolher o gene
que ira ser submetido ao operador de mutac~ao. Este operador devera ter em conta o numero de
violac~oes de restric~oes, alternativas para cada gene e o para^metro . Por quest~oes de simplicac~ao,
o primeiro operador denomina-se por mutac~ao independente e o segundo por mutac~ao de uma
posic~ao.
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4.6 Recombinac~ao
A escolha do operador de recombinac~ao deve ser efectuada de acordo com o tipo de problema que
se deve abordar. Cada operador de cruzamento produz um efeito diferente na explorac~ao do espaco
de pesquisa e de acordo com a representac~ao do problema.
Eshelman et al. [37] caracterizaram o vies de posic~ao e de distribuic~ao de varios operadores de
recombinac~ao. Um operador de recombinac~ao apresenta um vies de posic~ao se a criac~ao de um novo
schemata depende da localizac~ao dos genes do cromossoma. O vies de distribuic~ao esta relacionado
com a quantidade de informac~ao que se espera que venha a ser trocada na recombinac~ao.
Num Problema de Afectac~ao de Recursos como o Problema de Gerac~ao de Horarios, o vies
de posic~ao podera prejudicar o desempenho do algoritmo, pois aparentemente n~ao existe uma
interligac~ao entre genes que est~ao proximos no cromossoma. Um bom bloco constructivo nesta
classe de problemas n~ao e representado necessariamente por um bloco contguo de genes. Este facto
deixa de lado as vers~oes de recombinac~ao com um ou mais pontos, visto que apresentam um forte
vies de posic~ao. Pelo contrario, a recombinac~ao shue [37] evita a ruptura de possveis schemata
representados por genes em posic~oes disjuntas, ou seja, n~ao apresenta vies de posic~ao. O vies de
distribuic~ao da recombinac~ao shue depende do modo de partic~ao da informac~ao do cromossoma.
Quando combinado com o procedimento reduced-surrogate [7], este operador imp~oe um reduzido
vies de distribuic~ao e apresenta a vantagem de produzir sempre descendentes diferentes.
A implementac~ao do operador de recombinac~ao devera ter em conta as considerac~oes anteriores
sobre o papel da mutac~ao na secc~ao anterior. Na presenca da recombinac~ao, a P
m
optima devera
estar abaixo do limite em (4.2), ou seja,
P
m
= 1  (Æ)
 1=L
; Æ  1
onde Æ e um para^metro que compensara a acc~ao destrutiva da recombinac~ao. Deste modo, a
probabilidade de mutac~ao devera decrescer, tendo em considerac~ao que a recombinac~ao teve alguma
probabilidade de destruir os melhores indivduos. Contudo, os resultados iniciais obtidos no a^mbito
deste estudo com um Æ = 0; 9 como sugerido em [45] e probabilidade de recombinac~ao de 0,75 e 0,8,
n~ao demonstraram bom desempenho na implementac~ao deste operador, pelo que foi decidido n~ao
utilizar este operador. Um estudo mais aprofundado devera ser efectuado para estudar possveis
valores optimos de Æ em conjunto com a probabilidade de recombinac~ao.
43
Uma alternativa aos operadores de recombinac~ao referidos e a gerac~ao de descendentes com
base nos blocos constructivos existentes no cromossoma. Num Problema de Gerac~ao de Horarios
de Exames, por exemplo, e possvel admitir que esses blocos estar~ao relacionados com as restric~oes.
Os exames que pertencem a mesma turma ou os exames que s~ao comuns em varias turmas podem
ser talvez encarados como blocos constructivos. Contudo, algumas experie^ncias efectuadas no
a^mbito deste estudo n~ao demonstraram grande sucesso com esta denic~ao.

E possvel que os blocos
constructivos n~ao se resumem unicamente aos exames de cada turma, visto que duas ou mais turmas
podem ter exames em comum.
Lobo [70] apresenta uma metodologia que considera a populac~ao como um conjunto de pontos
que sumariam os movimentos passados do algoritmo. As freque^ncias dos valores afectos a cada
gene no decurso do algoritmo servem, ent~ao, de padr~ao para gerar populac~oes que s~ao semelhantes
entre si com base nos melhores indivduos. Atraves de medidas de entropia, o algoritmo consegue
detectar correlac~oes entre genes e detectar blocos constructivos de outro modo imperceptveis.
Esta abordagem parece ser uma futura area promissora na aplicac~ao da metodologia evolutiva a
problemas referidos neste estudo.
4.7 Selecc~ao e Reinserc~ao
O operador de selecc~ao mais apropriado, pelas raz~oes descritas na secc~ao 3.4 , e o SUS que impede
a existe^ncia sistematica de erros de selecc~ao. De modo a tirar o maximo partido deste operador, a
reinserc~ao da nova populac~ao na gerac~ao seguinte devera ser geracional. Uma reinserc~ao incremen-
tal, para alem de provocar implicitamente um aumento na press~ao selectiva, resulta na selec~ao de
um numero reduzido de individuos de cada vez, o que torna o SUS semelhante ao RWS.
4.8 Conclus~oes
A abordagem apresentada neste Captulo considera a utilizac~ao de uma representac~ao directa de
modo a permitir que a pesquisa seja guiada, tanto quanto possivel, pelos objectivos formulados no
problema. Contudo, um certo enviesamento e explicitamente fornecido pelo operador de mutac~ao,
que orienta o processo de pesquisa em direcc~ao da reduc~ao do numero de conitos, tendo em conta
o numero de recursos alternativos afectos a cada item. Este operador de mutac~ao foi denido com
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base na relac~ao entre a probabilidade de sobrevive^ncia e press~ao selectiva, que permite deduzir uma
probabilidade optima de mutac~ao. Um operador de recombinac~ao foi igualmente denido com base
nos mesmos conceitos anteriores e propos-se uma nova abordagem baseada no trabalho efectuado
por Lobo [70], para detectar correlac~oes entre genes.
Seguidamente se descreve a aplicac~ao desta abordagem no Problema de Gerac~ao de Horarios
da Universidade do Algarve.
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Captulo 5
Abordagem Multiobjectivo ao
Problema de Elaborac~ao de Horarios
na Universidade do Algarve
5.1 Introduc~ao
A Universidade do Algarve lecciona actualmente um total de 22 cursos de mestrado, 28 cursos de
licenciatura, 12 cursos de licenciatura bietapica e 2 cursos de bacharelato a um total de cerca de
10000 estudantes atraves das suas Unidades Orga^nicas de Ensino Universitario (Faculdades) e Po-
litecnico (Escolas Superiores). Ate ao ano lectivo de 1999/2000 existiam quatro Unidades de Ensino
Superior distintas no Campus de Gambelas, ent~ao designadas Unidade de Cie^ncias Economicas e
Empresariais (UCEE), Unidade de Cie^ncias Exactas e Humanas (UCEH), Unidade de Cie^ncias e
Tecnologias Agrarias (UCTA) e Unidade de Cie^ncias e Tecnologias dos Recursos Aquaticos (UC-
TRA). As duas primeiras Unidades foram as escolhidas como casos de teste para implementar a
metodologia proposta por serem aquelas cujos os dados estavam mais facilmente disponveis. Este
estudo foi realizado num momento de transic~ao decorrente da revis~ao dos estatutos da Universida-
de do Algarve e da criac~ao de novas Unidades Orga^nicas que a precedeu. Neste sentido, o PGHE
apresentado neste captulo refere-se ao exames de Setembro do ano lectivo 1999/2000 na UCEE e
na UCEH. Por outro lado, o PGHA refere-se aos horarios do ano lectivo de 2000/01 na Faculdade
de Cie^ncias Humanas e Sociais (FCHS) que resultou da agregac~ao das

Areas Departamentais de
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Cie^ncias da Educac~ao e Psicologia, Lnguas e Literaturas e Historia e Arqueologia da anterior
UCEH.
No sentido de reforcar o apoio na gest~ao de espacos, foi criado na Universidade um Gabinete de
Gest~ao de Informac~ao que desenvolveu uma base de dados que facilita o apoio a elaborac~ao manual
e promove a divulgac~ao de informac~ao sobre planos curriculares dos cursos e horarios de aulas pela
Internet.
Com a excepc~ao de alguns exames e aulas de laboratorio, os exames e as aulas leccionadas
no Campus de Gambelas s~ao efectuadas num espaco lectivo comum denominado Complexo Pe-
dagogico. A gest~ao deste espaco e efectuada pelo Sector Pedagogico da Assessoria do Planeamento.
A elaborac~ao manual de horarios de exames segue normalmente os seguintes procedimentos:
1. Cada Unidade faz a marcac~ao das datas e horas dos exames de acordo com a separac~ao
desejada entre exames e a disponibilidade e prefere^ncias de docentes;
2. A vers~ao nal do horario e enviada a Assessoria do Planeamento que efectua a afectac~ao das
salas disponveis aos exames tendo em considerac~ao as restric~oes de capacidade das salas;
3. Quaiquer alterac~oes pontuais s~ao comunicadas a Assessoria do Planeamento que efectua uma
reafectac~ao dos espacos se necessario.
Por sua vez, a elaborac~ao manual dos horarios de aulas processou-se do seguinte modo (em
1999/2000):
1.

A UCEE, UCTA e UCTRA foram atribu

idos determinados conjuntos de salas, de acordo com
uma estimativa das respectivas necessidades;
2. As tre^s Unidades elaboram os horarios dos seus cursos de acordo com restric~oes de disponibili-
dades e prefere^ncias de docentes, separac~ao desejada entre aulas teoricas e praticas, intervalos
requeridos e capacidades das salas;
3. A vers~ao nal dos horarios foi e enviada a Assessoria do Planeamento, juntamente com a
informac~ao sobre os espacos comuns deixados livres;
4. Depois de todos os horarios entregues, a UCEH iniciou o processo de elaborac~ao dos seus
horarios tendo em conta as suas proprias restric~oes e aproveitando os tempos livres deixados
pelas outras Unidades;
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5. O Gabinente de Gest~ao da Informac~ao colocou os dados dos horarios na base de dados e
tornou-os disponveis na Internet.
Seguidamente, nas secc~oes 5.2 e 5.3 ser~ao apresentadas, respectivamente, a caracterizac~ao dos
Problemas de Gerac~ao de Horarios de Exames e de Aulas que servem de base para este estudo,
assim como o processo de decis~ao adoptado para abordar estes problemas de uma perspectiva
multiobjectivo. Algumas considerac~oes computacionais ser~ao igualmente apresentadas na secc~ao
5.4.
5.2 Problema de Gerac~ao de Horarios de Exames
5.2.1 Caracterizac~ao do Problema
A UCEH leccionava 14 cursos de licenciaturas, respectivamente, Bioqumica (BQ), Engenharia
Fsica e Tecnologica (EFT), Engenharia de Sistemas e Computac~ao Plano Normal (ESC) e Plano
Especco BEIA / CFNCV (ESCe), Estudos Portugueses - Ramos Educacional e Cientco (EP),
Fsica e Qumica (FQ), Ensino de Informatica, Informatica (Ramo de Gest~ao) (IG), Lnguas e
Literaturas Modernas variante de Estudos Portugueses e Franceses - Ramos Educacional e Cientco
(LLM-EPF), Lnguas e Literaturas Modernas variante de Estudos Portugueses e Ingleses - Ramo
Educacional (LLM-EPI), Matematica (M), Patrimonio Cultural (PC) e Psicologia (P) e Qumica.
A tabela 5.1 apresenta o numero de exames da UCEH. O numero de exames considerados na UCEH
foi de 249. O numero de exames considerados e inferior ao total de exames apresentados na tabela,
porque alguns destes s~ao comuns a varios cursos. Os intervalos de tempo considerados foram 30,
distribudos por dois intervalos por dia, respectivamente as dez horas e as quatorze horas e trinta
minutos, durante tre^s semanas de segunda a sexta-feira. Para todos os exames foi reservado um
intervalo de tre^s horas.
A UCEE lecciona 2 cursos de licenciatura, respectivamente Gest~ao de Empresas (GE) e Eco-
nomia (E). A tabela 5.2 apresenta a caracterizac~ao dos dados da UCEE.
O numero de exames considerados na UCEE foi de 64. Tal como no problema anterior, o
numero de exames e inferior ao total de exames porque alguns destes s~ao comuns nos dois cursos. Os
intervalos de tempo considerados foram 39, distribudos por tre^s intervalos por dia, respectivamente
as nove horas e trinta minutos, as quatorze horas e trinta minutos e as dezasseis horas, durante
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Cursos Anos Total
1
o
2
o
3
o
4
o
5
o
BQ 8 8 10 - - 26
EFT 9 10 10 5 - 34
ESC 10 8 8 12 5 43
ESCe 9 - - - - 9
EP 9 8 9 4(C) 9(E) 1(E) 30(C) 36(E)
FQ 10 10 10 10 1 41
IE 9 8 8 10 - 35
IG 8 8 9 8 - 33
LLM-EPF 8 7 7 1(C) 10(E) 1(E) 24(C) 33(E)
LLM-EPI 7 8 8 10 1 34
M 8 8 10 10 1 37
PC 14 - - - - 14
P 10 - - - - 10
Q 8 9 8 - - 25
Tabela 5.1: Numero de exames na UCEH
duas semanas de sabado a sabado. Devido a um processo de reestruturac~ao das licenciaturas,
algumas disciplinas ocorrem simultaneamente no mesmo curso em anos diferentes. Com excepc~ao
dos exames de infomatica que duravam oito horas por necessitarem de turnos, os exames ocupavam
um intervalo de tre^s horas.
Os casos considerados neste estudo apresentaram dois tipos diferentes de problemas. A UCEE
apresentou um espaco de pesquisa inferior ao da UCEH. O numero disponvel de intervalos de
tempo por exame foi relativamente superior na UCEE. A interacc~ao entre turmas na UCEE e o
numero de exames por curso foi tambem superior ao vericado na UCEH.
Embora aparentemente diferentes, estas caractersticas apresentadas pouco informam sobre a
complexidade dos dois casos em estudo. Um espaco de pesquisa inferior e uma maior disponibilidade
de marcac~ao de exames poderiam indicar que a UCEE poderia ser mais facil de resolver. Este
panorama e completamente alterado com a denic~ao das restric~oes. Nesta Unidade, as restric~oes
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Cursos N
o
exames Total
1
o
2
o
3
o
4
o
GE 14 11 10 16 51
E 14 11 11 16 52
Tabela 5.2: Numero de exames na UCEE
foram denidas pelos Presidente do Conselho Directivo e Representante dos Estudantes no Conselho
Directivo. Seguidamente se apresentam as restric~oes consideradas:
1. Separac~ao de exames do mesmo ano. O tempo mnimo de separac~ao considerado foram 12
horas;
2. N~ao sobreposic~ao de exames de anos consecutivos;
3. Prefere^ncias dos docentes responsaveis dos exames por determinados perodos de tempo. Esta
Unidade, devido a especicidade do conteudo programatico dos cursos leccionados, necessita
de docentes convidados que exercem outras func~oes exteriormente a Universidade, mas que
fornecem um importante contributo na componente lectiva. Aos exames sob a responsabili-
dade destes docentes foram afectos a nove intervalos temporais correspondentes aos Sabados;
4. Separac~ao maxima permitida entre determinados exames. Esta restric~ao ocorreu entre um
par de disciplinas e o intervalo de tempo considerado foi de 5 horas;
5. Antecede^ncia de um exame em relac~ao a outro de um determinado perodo de tempo. Esta
restric~ao ocorreu entre dois pares de disciplinas e o tempo considerado foram dez dias de
antecede^ncia;
6. Antecede^ncia de um exame em relac~ao a exames de determinados anos num determinado
perodo de tempo. Nove disciplinas foram sujeitas a esta restric~ao por serem consideradas
particularmente difceis para os alunos pelos decisores. O tempo considerado foi tre^s dias;
Considerou-se, adicionalmente, o seguinte objectivo:
7. Manter o numero de estudantes homogeneo entre intervalos de tempo. Este valor foi calculado
com base na varia^ncia do numero de estudantes previstos para cada intervalo de tempo
considerado;
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Na UCEH, a denic~ao das restric~oes foi elaborada pelo Presidente do Conselho Pedagogico,
depois de uma auscultac~ao das restric~oes dos docentes que foram consideradas como restric~oes no
domnio temporal dos exames. Seguidamente se apresentam as restric~oes consideradas:
1. Separac~ao de exames do mesmo ano. O tempo mnimo de separac~ao considerado foi 12 horas;
2. N~ao sobreposic~ao de exames de anos consecutivos.
Como e observavel, so a denic~ao das restric~oes implica que o PEHE da UCEE e um problema
mais exigente que o da UCEH.
5.2.2 Denic~ao de Prioridades e Metas
De acordo com os decidores, as restric~oes (1) e (2) do problema da UCEE foram consideradas como
restric~oes hard. Neste sentido, estas restric~oes foram encaradas como dois objectivos com um nvel
de prioridade um. As restric~oes de (3) a (6) foram consideradas como restic~oes soft, estando afectas
a um nvel de prioridade nulo. Para evitar a produc~ao de um numero excessivo de soluc~oes nais,
decidiu-se agregar estas restric~oes num so objectivo. O objectivo (7) foi normalizado e afecto a
mesma prioridade nula. As metas dos dois primeiros objectivos foram afectas a valores nulos, visto
que a admissibilidade da soluc~ao e denida pela obtenc~ao de custo nulo nestes objectivos. Para
os dois objectivos de prioridade nula foram denidas metas com base na qualidade das soluc~oes
passadas.
No problema da UCEH n~ao foi necessario distinguir nveis de prioridades, visto que os dois
objectivos te^m de ser cumpridos de igual modo. As metas foram igualmente afectas a valores nulos
como foi utilizado no problema da UCEE.
5.2.3 Denic~ao da Qualidade da Soluc~ao
A qualidade da soluc~ao e, neste caso, denida pelo numero de violac~oes de cada tipo de restric~oes
em cada exame, no caso da UCEH, e tambem pela minimizac~ao da varia^ncia do numero de alunos
presentes em cada intervalo de tempo, no caso da UCEE. Assim, os exame que est~ao presentes em
sobreposic~oes nas restric~oes dos problemas seriam assinalados com um conito. Esta informac~ao
localizada das violac~oes das restric~oes (1) e (2) da UCEH e da (1) a (6) da UCEE destina-se a vir
a ser utilizada pelo operador de mutac~ao.
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5.3 Problema de Gerac~ao de Horarios de Aulas
5.3.1 Caracterizac~ao do Problema
O PGHA escolhido foi a gerac~ao de horarios do 1
o
semestre do ano lectivo 2000/2001 da FCHS. Esta
nova Faculdade lecciona 5 cursos de licenciatura, respectivamente, Lnguas e Literaturas Modernas
variante de Estudos Portugueses e Ingleses (Ramos Educacional e Cientco), Lnguas e Literaturas
Modernas variante de Estudos Portugueses e Franceses (Ramos Educacional e Cientco), Estudos
Portugueses (Ramos Educacional e Cientco), Patrimonio Cultural e Psicologia. A tabela 5.3
apresenta a estrutura dos cursos da Faculdade.
Anos
Cursos 1 2 3 4 5
LLM-EPF 13 14 13 4(C) 12(E) 3(E)
LLM-EPI 28 33 26 6(C) 12(E) 3(E)
EP 36 28 22 5(C) 20(E) 3(E)
PC 28 22 - - -
P 28 15 15 - -
Tabela 5.3: Numero de aulas na FCHS
O numero de aulas consideradas neste problema foi de 265. Tal como nos PGHEs anteriores,
o numero de aulas e inferior ao total expresso no quadro porque algumas destas ocorre^m em
simulta^neo em varias turmas. O intervalo de tempo considerado foi de segunda-feira a sexta-feira,
das oito horas e trinta minutos as dezanove horas e trinta minutos, com intervalos de trinta minutos,
ou seja, 105 intervalos de tempo. Os eventos foram classicados em aulas teoricas, com durac~ao
compreendida entre uma a duas horas, aulas teorico-praticas, com durac~ao compreendida entre
uma e tre^s horas, e aulas praticas, com durac~ao entre uma hora e trinta minutos e tre^s horas. 12
salas estiveram totalmente disponveis, um anteatro estava disponvel so de manh~a, e as aulas
de Desenho e Introduc~ao a Informatica so poderiam ser marcadas em salas proprias. Este perl
diferenciou-se do que na realidade foi efectuado em termos manuais, visto que neste processo se
contou com 39 salas. Estas salas n~ao estavam afectas no incio da elaborac~ao manual de horarios,
mas visto que n~ao foi possvel resolver o problema com o numero de salas inicialmente atribuido, foi
52
necessario ocupar espacos livres deixados por outras faculdades. O numero de docentes envolvidos
na leccionac~ao das aulas foi de 61. Para efeitos deste estudo, foram denidas as seguintes restric~oes:
1. N~ao sobreposic~ao temporal de aulas da mesma turma;
2. N~ao sobreposic~ao temporal de aulas na mesma sala;
3. N~ao sobreposic~ao temporal de aulas do mesmo docente;
4. Afectac~ao de sala no domnio temporal denido;
5. Intervalo de uma hora para almoco para as turmas, compreendido entre as 12:00 e as 14:00;
6. Intervalo de uma hora para almoco para os docentes, compreendido entre as 12:00 e as 14:00;
7. N~ao sobreposic~ao de aulas teorico-praticas e praticas com aulas do ano anterior por cada
curso;
8. Permane^ncia da turma na Universidade n~ao superior a 9 horas por dia;
9. Permane^ncia do docente na Universidade n~ao superior a 9 horas por dia;
10. Numero de horas de aulas efectivas da turma n~ao superior a 7 horas por dia;
11. Numero de horas de aulas efectivas do docente n~ao superior a 7 horas por dia;
12. Numero de horas de aulas seguidas da turma n~ao superior a 4 horas por dia;
13. Numero de horas de aulas seguidas do docente n~ao superior a 4 horas por dia.
Considerou-se, adicionalmente, os seguintes objectivos:
14. Minimizac~ao do numero de tardes e de manh~as com aulas das tumas;
15. Minimizac~ao dos dias com aulas dos docentes;
5.3.2 Denic~ao de Prioridades e Metas
As restric~oes de (1) a (6) foram consideradas neste problema como restric~oes hard e as restantes
como restric~oes soft. Devido ao numero elevado de objectivos, foi necessario efectuar um determi-
nado nvel de agregac~ao. Embora seja admissvel outro tipo de procedimento, decidiu-se agregar
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as restric~oes que afectavam em comum determinados recursos. Assim, dentro das restric~oes con-
sideradas como hard, agregou-se (1) e (5) por estarem ligadas as turmas, (2) e (4) por estarem
ligadas as salas e (3) e (6) por estarem relacionadas com os docentes, totalizando tre^s objectivos
com prioridade um. Nas restricoes soft agregou-se as restric~oes (7), (10) e (12) por estarem ligadas
as turmas e as restric~oes (9), (11) e (13) por envolverem os docentes, totalizando dois objectivos
com prioridades nulas. Finalmente, e visto que (14) e (15) s~ao objectivos que n~ao apresentam as
mesmas caractersticas que os anteriores, foi decidido que cada um corresponderia a um objectivo
a minimizar. As metas foram denidas com um vector nulo, visto que n~ao ha um conhecimento
previo do nvel de desempenho pretendido com os objectivos.
Numa segunda formulac~ao do problema, as restric~oes denidas anteriormente por hard foram
agregadas tambem num so objectivo.
5.3.3 Denic~ao da Qualidade das Soluc~oes
A qualidade da soluc~ao e denida pelo numero de violac~oes das restric~oes em cada evento e pelo
numero de tardes e de manh~as com aulas das turmas e pelo numero de dias com aulas dos docentes,
representados pelos objectivos (14) e (15). Como este problema se refere a uma dupla afectac~ao
de salas e intervalos de tempos, e devido as caractersticas distintas das restric~oes disponveis,
foi a afectac~ao de conitos aos exames de modo diferente da utilizada nos PGHE. Deste modo
foi considerado que as violac~oes das restric~oes (1); (3) e (7) implicariam um conito temporal
por cada aula que apresentasse sobreposic~ao temporal com outra, respectivamente, na mesma
turma, no mesmo docente, e em turmas de anos consecutivos. A violac~ao das restric~oes (2) e (4)
implicariam, por sua vez, um conito temporal e espacial por cada aula que estivesse marcada,
respectivamente, em sobreposic~ao com outra na mesma sala, e num intervalo de tempo considerado
fora do domnio temporal da sala a que foi afecto. As violac~oes das restric~oes (5) e (6) seriam
assinaladas como conitos temporais nas aulas que estivessem presentes no horario denido. As
violac~oes das restric~oes (8) e (9) corresponderiam a conitos temporais nas aulas que estivessem
marcadas nos primeiros e ultimos (tempo total de permane^ncia - tempo admissvel de permane^ncia)
intervalos de tempo. As violac~oes das restric~oes de (10) a (13) seriam assinaladas como conitos
temporais nas aulas que estivessem marcadas nos dias em que se vericou a violac~ao. Finalmente,
a informac~ao dos objectivos (14) e (15) n~ao foi disponibilizada ao operador de mutac~ao.
Seguidamente se descreve a implementac~ao computacional da aplicac~ao desta metodologia.
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5.4 Implementac~ao Computacional
5.4.1 Introduc~ao
Os dados utilizados neste estudo foram obtidos de uma base de dados existente na Universidade
do Algarve, desenvolvida em PostgreSQL [76]. Algumas tabelas para representac~ao das restric~oes
e outras adicionais foram implementadas nesta base de dados. O codigo desenvolvido foi maiorita-
riamente implementado em Python [71] e a linguagem C foi utilizada para o desenvolvimento da
func~ao de avaliac~ao, por quest~oes de desempenho.
5.4.2 Pre-Processamento
Denic~ao de Domnios e Restric~oes
A base de dados implementada pelo Gabinete de Gest~ao de Informac~ao esta acessvel atraves de
uma Intranet com base em scripts implementados em Python e PHP, permitindo a consulta de
uma grande quantidade de informac~ao atraves de um web browser. No a^mbito deste estudo foram
adicionadas varias tabelas a base de dados existente para denic~ao do domnio temporal e espacial
e das restric~oes do problema. O domnio temporal dos exames nos PGHEs foi denido nas seguintes
tabelas:
 gr incl: <exame><incio><m>(Domnio temporal do exame <exame>) ;
Os domnios temporais e espaciais das varias entidades no PGHA foram denidos pelas seguintes
tabelas:
 gr incl: <aula><incio><m>(Domnio temporal da aula <aula>) ;
 gr esp: <aula><sala>(Domnio espacial da aula <aula>);
 sala incl: <sala><incio><m>(Domnio temporal da sala <sala>);
 doc incl: <docente><incio><m>(Domnio temporal do docente <docente>).
Seguidamente est~ao representadas as tabelas implementadas para as restric~oes dos PGHEs de
acordo com a denic~ao das restric~oes na secc~ao 5.2.1:
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 gr dist : <grupo><tempo>- Dista^ncia mnima de<tempo> entre exames do grupo<grupo>(restric~ao
1 do PGHE);
 gr dist g: <grupo A><grupo B><tempo>- Dista^ncia mnima de <tempo>entre exames do
grupo <grupo A>e do grupo <grupo B>(restric~ao 2 do PGHE);
 pref: <exame><incio><m>- Denic~ao das prefere^ncia temporais associadas ao exame
<exame>entre <inicio>e <m>(restric~ao 3 do PGHE);
 dist max: <exame A><exame B><tempo>- Dista^ncia maxima de <tempo>entre exames
<exame A>e exame <exame B>(restric~ao 4 do PGHE);
 antes: <exame A><exame B><tempo>- Antecede^ncia no mnimo de <tempo>do exame
<exame A>do exame <exame B>(restric~ao 5 do PGHE);
 antes gr: <exame><grupo><tempo>- Antecede^ncia no mnimo de<tempo>do exame<exame>de
qualquer exame do grupo <grupo>(restric~ao 6 do PGHE);
No PGHA, e de acordo com as denic~oes das restric~oes expressas na secc~ao 5.3.1, foram denidas
as seguintes tabelas:
 gr dist : <grupo><tempo>- Dista^ncia mnima de<tempo> entre aulas do grupo<grupo>(restric~ao
1 do PGHA);
 sala dist: <sala><tempo>- Dista^ncia mnima de<tempo>entre aulas na sala<sala>(restric~ao
2 do PGHA);
 doc dist: <docente><tempo>- Dista^ncia mnima de<tempo> entre aulas do docente<docente>(restric~ao
3 do PGHA);
 gr temp livre: <grupo><incio><m><tempo>- Maximo de <tempo>como tempo livre
por dia do grupo <grupo>entre <inicio>e <m>(restric~ao 5 do PGHA);
 doc temp livre: <docente><incio><m><tempo>- Maximo de<tempo>como tempo livre
por dia do docente <docente>entre <inicio>e <m>(restric~ao 6 do PGHA);
 gr dist g: <grupo A><grupo B><tempo>- Dista^ncia mnima de <tempo>entre aulas do
grupo <grupo A>e do grupo <grupo B>(restric~ao 7 do PGHA);
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 gr perm: <grupo><tempo>- Permane^ncia maxima de <tempo>por dia na Universidade do
grupo <grupo>(restric~ao 8 do PGHA);
 doc perm: <docente><tempo>- Permane^ncia maxima de <tempo>por dia na Universidade
do docente <docente>(restric~ao 9 do PGHA);
 gr efect: <grupo><tempo>- Maximo de<tempo>por dia de aulas do grupo<grupo>(restric~ao
10 do PGHA);
 doc efect: <docente><tempo>- Maximo de<tempo>por dia de aulas do docente<docente>(restric~ao
11 do PGHA);
 gr seg: <grupo><tempo>- Maximo de<tempo>por dia de aulas seguidas do grupo<grupo>(restric~ao
12 do PGHA);
 doc seg: <docente><tempo>- Maximo de <tempo>por dia de aulas seguidas do docente
<docente>(restric~ao 13 do PGHA).
A restric~ao (4) consiste na vericac~ao do intervalo de tempo afecto a cada aula no domnio
temporal da sala a que esta afecta. Deste modo, n~ao e uma restric~ao que esteja representada na
base de dados, mas implcita no codigo. Na secc~ao seguinte ser~ao descritas as considerac~oes sobre
os domnios das entidades dos problemas em estudo.
Reduc~ao do Espaco de Pesquisa
A informac~ao obtida das restric~oes e dos domnios e posteriormente manipulada por um modulo
escrito em Python [71] que tem por objectivo efectuar o pre-processamento dos dados para o
algoritmo evolutivo. Alguma reduc~ao do espaco de pesquisa e efectuada para cada tipo de problema
com base nas restric~oes denidas na base de dados. A abordagem escolhida e semelhante as
implementac~oes mais simples utilizadas no a^mbito dos metodos de Programac~ao de Restric~oes
[102].
No PGHE, o domnio temporal dos exames e reduzido com base na restric~ao denida na tabela
gr antes. Assumindo a existe^ncia do exame A que deve ocorrer antes do exame B num maximo de
T unidades temporais, o algoritmo efectua a seguinte transformac~ao R
A;B
:
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e o domnio temporal do exame B, x
B
e o elemento de A que e igual ao ultimo elemento de B e
y
A
e o elemento de B que e igual ao primeiro elemento de A. O algoritmo reinicia a reduc~ao do
espaco de pesquisa cada vez que ocorre uma reduc~ao para permitir a propagac~ao das modicac~oes
do domnio temporal de outros exames. Se um dos domnios e igual a um conjunto vazio, ent~ao o
problema n~ao tem soluc~ao.
No PGHA, o domnio temporal nal de uma aula A e expressa pela intercepc~ao do domnio
temporal da aula A, com o domnio temporal do docente que lecciona a aula A e com a reuni~ao do
domnio temporal das salas atribudas a aula A. Tal como no caso anterior, se o domnio temporal
de uma aula corresponder a um intervalo vazio, o problema n~ao tem soluc~ao.
5.4.3 Descric~ao da Aplicac~ao
O Python [71] foi escolhido por ser uma linguagem que combina uma grande capacidade de de-
clarac~ao com a interactividade com outras aplicac~oes, requisitos importantes para os propositos
deste estudo.

E uma nova linguagem de programac~ao interpretada que e bastante amigavel ao
programador devido a sua sintaxe, com vantagens comparaveis a outras linguagens interpretadas.
A existe^ncia de modulos dispon

iveis para manipulac~ao de listas e matrizes torna-o numa ferramenta
apropriada para desenvolvimento rapido de algoritmos e heursticas. A interacc~ao com bases de
dados e outras aplicac~oes e simples e o facto de ser uma linguagem orientada por objectos, adiciona-
lhe mais essa vantagem. A desvantagem da utilizac~ao do Python, tal como noutras linguagens de
interpretadas, reside na sua velocidade de execuc~ao. Por este motivo, a func~ao de avaliac~ao, que
demonstrou ser a fase mais demorada no conjunto de procedimentos iterativos da aplicac~ao, foi
implementada em C, com o recurso a inteface de programac~ao Python/C interligac~ao de variaveis
entre as duas linguagens.
O algoritmo foi desenhado segundo os princpios inerentes a qualquer algoritmo evolutivo com
populac~ao de soluc~oes, ou seja, uma fase de inicializac~ao e um conjunto iterativo de procedimentos
como a avaliac~ao, classicac~ao e selecc~ao das soluc~oes, aplicac~ao de operadores de mutac~ao e subs-
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tituic~ao da populac~ao. A aplicac~ao foi implementada em varios modulos que est~ao seguidamente
descritos:
pea data, interface com a base de dados e pre-processamento dos dados;
pea eval C , declara a func~ao de avaliac~ao em C;
pea genome, responsavel pela afectac~ao inicial de valores ao cromossoma, avaliac~ao e convers~ao
do cromossoma em variaveis de decis~ao;
pea individual, declara as func~oes necessarias para instanciac~ao do objecto indivduo, gerac~ao e
avaliac~ao do indivduo;
pea op muteCI, implementac~ao do operador de mutac~ao independente de acordo com as denic~oes
na secc~ao 4.5;
pea op muteCR, implementac~ao do operador de mutac~ao de uma posic~ao de acordo com as de-
nic~oes na secc~ao 4.5;
pea op reGen, implementac~ao da reinserc~ao geracional de acordo com as denic~oes na secc~ao 4.7;
pea op selSUS, implementac~ao do metodo de selecc~ao Stochastic Universal Sampling de acordo
com as denic~oes na secc~ao 4.7;
pea rankGA, seriac~ao da populac~ao para o algoritmo evolutivo uniobjectivo;
pea rankMOGA, seriac~ao da populac~ao para o algoritmo evolutivo multiobjectivo de acordo com
as denic~oes na secc~ao 4.4;
pea run, modulo de congurac~ao dos para^metros e metodos do algoritmo;
pea showGA, modulo de visualizac~ao e armazenamento de dados do desempenho do algoritmo
evolutivo;
pea showMOGA, modulo de visualizac~ao e armazenamento de dados do desempenho do algoritmo
multiobjectivo;
peas, declara as func~oes para inicializac~ao da populac~ao e os varios procedimentos dentro de cada
iterac~ao;
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peas main, inicializa as iterac~oes e dene o criterio de paragem;
O algoritmo produz varios resultados, respectivamente, um cheiro com o prexo time que
descreve o horario produzido pelo algoritmo, um cheiro com o prexo run best que guarda, em
cada iterac~ao, a soma dos valores das func~oes objectivo de acordo com as prioridades denidas, um
cheiro com o prexo run pop que guarda a iterac~ao e os valores das func~oes objectivo das melhores
soluc~oes encontradas ate ent~ao, e um cheiro com o prexo run sol que guarda os valores das func~oes
objectivo das melhores soluc~oes encontradas na ultima iterac~ao. Estes cheiros constituem os dados
necessarios para a realizac~ao de estatsticas atraves de aplicac~oes implementadas em Python e C e
de acordo com as considerac~oes denidas no Captulo seguinte.
5.4.4 Tempo de Execuc~ao
O tempo de execuc~ao dos algoritmos propostos para a resoluc~ao dos PGHE num so processador de
computador Dual-Pentium III com 128 MB de RAM e 5000 gerac~oes, variou entre 1 hora e trinta
minutos, no caso da aplicac~ao de mutac~ao de uma posic~ao e metodo de selecc~ao uniobjectivo no
PGHE da UCEE, e oito horas e trinta minutos, no caso da aplicac~ao de mutac~ao independente e
metodo de selecc~ao multiobjectivo no PGHE da UCEH. Estes valores est~ao dentro do aceitavel para
ter uma, ou varias, marcac~oes alternativas de exames dentro de tempo util, visto que o processo
manual demora alguns dias.
O algoritmo para resoluc~ao do PGHA demora aproximadamente, e em media, trinta e seis horas
para 10000 gerac~oes. As dimens~oes do problema e o numero de objectivos justicam este tempo.
Contudo, ca abaixo do numero de dias que s~ao necessarios no processo manual.

E de salientar que o metodo multiobjectivo e mais demorado que o metodo de selecc~ao uniobjec-
tivo. Contudo, a ordem de grandeza depende do numero de soluc~oes n~ao-dominadas existentes na
populac~ao. Quanto maior o numero de soluc~oes n~ao-dominadas, mais tempo demora o algoritmo a
seriar os indivduos. Contudo, este factor e compensado pelo maior numero de horarios alternativos
gerados. Em termos de operadores de mutac~ao, a mutac~ao de uma posic~ao e mais rapida que a
mutac~ao independente e a diferenca temporal aproxima-se de um segundo com uma populac~ao de
100 indivduos.
Estes tempos registados podem ser bastante mais reduzidos se o codigo for convertidos para
linguagem C. A paralelizac~ao dos algoritmos evolutivos tambem pode reduzir o tempo computaci-
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onal. Admitindo que o algoritmo seja executado num dos processadores disponveis, cada gerac~ao
pode simplesmente ser avaliada noutros processadores, visto que a componente de avaliac~ao e a
componente mais demorada nestas abordagens a estas classes de problemas. Outros modelos base-
ados em modelo de ilhas [60] e difus~ao [53], como referidos na secc~ao 3.7 podem ser utilizados para
reduzir o tempo computacional.
No proximo Captulo ser~ao apresentados e discutidos os resultados experimentais utilizados
neste estudo
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Captulo 6
Resultados Experimentais
6.1 Introduc~ao
Como e evidenciado por Hooker [64], o modo de comparar algoritmos pode ser efectuado atraves
do desenho de experie^ncias controladas para evidenciar se a presenca ou ause^ncia de certas carac-
tersticas do algoritmo podem contribuir para o bom ou mau desempenho deste. O tratamento
estatstico neste estudo assume a utilizac~ao da metodologia experimental para obter alguma com-
preens~ao sobre os efeitos dos metodos e para^metros descritos no Captulo 4 no comportamento
global do algoritmo. Este tipo de comparac~ao e efectuada com base na aplicac~ao repetida de
execuc~oes independentes dos algoritmos propostos.
O algoritmo evolutivo e na realidade um algoritmo de natureza estocastica que utiliza compo-
nentes aleatorias na sua execuc~ao. A avaliac~ao do desempenho dos algoritmos estocasticos pode
ser efectuado em dois cenarios [49]. A analise pode basear-se no custo das soluc~oes produzidas
num determinado tempo de execuc~ao ou no tempo necessario para produzir uma soluc~ao ate um
determinado custo. Dado que nesta classe de algoritmos o tempo de execuc~ao e o custo das so-
luc~oes s~ao aleatorios, a avaliac~ao do desempenho dos algoritmos reduz-se a analise das distribuic~oes
correspondentes.
Contudo, deve haver um cuidado especial na analise das distribuic~oes. Como observado por
Hoos e Stutzle [65], o calculo da media sobre amostras aleatorias de insta^ncias distintas fornece
uma medida imprecisa do comportamento do algoritmo. Em relac~ao ao primeiro cenario, a analise
das func~oes de distribuic~ao empricas dos resultados nais pode ser considerada como uma medida
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eciente para fornecer alguma luz sobre a qualidade das soluc~oes obtidas. As mesmas considerac~oes
podem ser utilizadas para o segundo cenario. Em [65] e denida uma metodologia estatstica para
analise de algoritmos estocasticos com base na analise das distribuic~oes do tempo de execuc~ao de
insta^ncias individuais de problemas. Distribuic~oes estatsticas do tempo de execuc~ao podem ser
identicadas, tornando possvel a utilizac~ao de testes estatsticos para determinar diferencas no
desempenho dos algoritmos.
Neste estudo ambos cenarios s~ao considerados simultaneamente na analise do comportamento
dos algoritmos propostos. Ao contrario do descrito em [65], a avaliac~ao do desempenho de opti-
mizadores e aqui considerada tambem como um problema multiobjectivo, em que tanto o custo
da soluc~ao como o proprio tempo de execuc~ao constituem, na realidade, objectivos distintos. Es-
ta abordagem foi inicialmente sugerida em [49] de modo a permitir estudar o comportamento de
qualquer algoritmo estocastico, multiobjectivo ou n~ao, sob uma plataforma comum.
Neste Captulo s~ao apresentados os resultados obtidos nos PGHEs e PGHA descritos anteri-
ormente. A avaliac~ao do desempenho e discutida na secc~ao 6.2 e a metodologia experimental e
apresentada na secc~ao 6.3. Os resultados obtidos para cada problema s~ao apresentados na secc~ao
6.4 e discutidos na secc~ao 6.5. Finalmente, s~ao apresentadas algumas conclus~oes nais na secc~ao
6.6.
6.2 Avaliac~ao de Desempenho de Algoritmos Evolutivos Multiob-
jectivo
6.2.1 Func~oes de Aproveitamento
Numa perspectiva multiobjectivo, e de acordo com a denic~ao de meta enquanto valor desejavel
a atingir, um algoritmo atinge uma determinada meta se produzir pelo menos uma soluc~ao igual
ou melhor que o ponto do espaco dos objectivos representado por essa meta. Fonseca e Fleming
[46] interpretam o desempenho de um algoritmo estocastico multiobjectivo pela probabilidade do
algoritmo atingir tal meta numa unica execuc~ao. O desempenho do algoritmo pode, ent~ao ser
entendido como uma func~ao dessa meta, ou seja, a chamada func~ao de aproveitamento.
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A func~ao de aproveitamento e denida pela func~ao 

() : R
d
! [0; 1] em que


(z) = P (X
1
 z _X
2
 z _ ::: _X
M
 z)
= P ( E z):
em que o conjunto  = fXj 2 R
d
; j = 1; :::;Mg representa um conjunto de pontos aleatorios,
em que cada elemento X
j
e n~ao-dominado relativamente a todas as restantes, e M e um numero
aleatorio [49]. A express~ao 
{
(z) corresponde a probabilidade do algoritmo encontrar pelo menos
uma soluc~ao que atinge um vector-meta z numa execuc~ao unica. Se o algoritmo multiobjectivo
produzir um so vector objectivo por execuc~ao, ent~ao M = 1 e a func~ao de aproveitamento reduz-se
a func~ao de distribuic~ao multivariada.
Esta probabilidade pode ser estimada directamente a partir dos dados produzidos por varias
execuc~oes, de modo analogo a estimac~ao de func~oes de distribuic~ao multivariadas, servindo de
base para comparac~ao entre desempenho de algoritmos. Recentemente [49] foi estabelecida uma
ligac~ao entre a teoria desenvolvida para comparac~ao de optimizadores multiobjectivo e a teoria dos
conjuntos fechados aleatorios, que demonstra que a func~ao de aproveitamento e, num dado sentido,
uma medida de media para os resultados de um optimizador multiobjectivo.
As func~oes de aproveitamento empricas assim obtidas a partir dos resultados dos algoritmos
multiobjectivo, quer estes produzam um ou mais vectores de pontos por execuc~ao, podem ser
comparadas atraves de procedimentos de testes estatsticos n~ao-parametricos baseados em testes
de permutac~oes [93]. Inclusive, a evoluc~ao da qualidade das soluc~oes pode ser avaliada considerando
o tempo como um objectivo a minimizar.
O calculo das func~oes de aproveitamento para varios objectivos n~ao e um problema trivial.
Os resultados computacionais aqui apresentados foram obtidos usando codigo ainda em desenvol-
vimento por Fonseca. Uma breve discuss~ao das quest~oes computacionais envolvidas podem ser
encontradas em [49].
6.2.2 Testes Estatsticos
A natureza estocastica das soluc~oes obtidas por dois algoritmos evolutivos multiobjectivo A e B
permite a formalizac~ao de testes de hipoteses. Dado que as varias execuc~oes dos algoritmos s~ao
independentes, este teste pode ser formalizado como um problema de duas amostras independentes.
As hipoteses podem ser enunciadas do seguinte modo:
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H1
: N~ao existe diferenca de desempenho entre A e B em termos de func~oes de aproveitamento
para um determinado problema de optimizac~ao, versus
K
1
: Existe diferenca de desempenho entre A e B em termos de func~oes de aproveitamento para
um determinado problema de optimizac~ao,
em que H
1
e K
1
s~ao, respectivamente, a hipotese nula e hipotese alternativa.
Dada a independe^ncia entre as execuc~oes de ambos algoritmos, uma estatstica de teste T
adequada para testar as hipoteses formalizadas e a maxima dista^ncia absoluta entre as func~oes
de aproveitamento empricas, em analogia ao teste de Smirnov [25]. Sendo S
1
(x) uma func~ao de
aproveitamento emprica baseada na amostra 
11
; 
12
; :::; 
1n
e S
2
(x) uma func~ao de aproveitamento
emprica baseada noutra amostra 
21
; 
21
; :::; 
2n
, a estatstica de teste considerada consiste na
maior diferenca absoluta entre as func~oes de aproveitamento empricas, ou seja,
T = sup
x
jS
1
(x)  S
2
(x)j
Para uma dado nvel de signica^ncia , escolhido a priori, e normalmente compreendido entre
0; 01 e 0; 05, a hiotese nula deve/pode ser rejeitada se T  c
1 
[69]. O valor crtico c
1 
corresponde
ao (1  )-quantil da distribuic~ao de T nas condic~oes da hipotese nula.
Quando se pretender comparar mais do dois algoritmos, e necessario abordar o teste como um
problema de k amostras independentes. Neste caso, a maxima dista^ncia absoluta entre todas as
combinac~oes de pares de func~oes de aproveitamento empricas pode ser utilizada como estatstica
de teste, por analogia com o teste Birnbaum-Hall [25]. Sendo S
k
(x) k func~oes de aproveitamento
empricas baseadas nas amostras 
k1
; 
k2
; :::; 
kn
, a estatistica de teste considerada utiliza a maior
diferenca absoluta entre S
i
(x) e S
j
(x),
T = sup
x;i;j
jS
i
(x)  S
j
(x)j
As mesmas regras de rejeic~ao referidas na estatstica de teste anterior s~ao aplicadas neste teste.
Contudo, a rejeic~ao da hipotese nula signica, agora, que as distribuic~oes de amostras ter~ao func~oes
de aproveitamento diferentes.
Embora, mesmo nas condic~oes da hipotese nula, a distribuic~ao da estatstica de teste T seja
dependente da distribuic~ao da func~ao de aproveitamento que descreve os dados e, por isso, desco-
nhecida, o calculo da distribuic~ao exacta de T pode ser efectuada atraves de testes de permutac~oes
65
[61]. Como e possvel admitir que um dado conjunto de soluc~oes tanto pode ser proveniente de um
algoritmo como de outro, ou seja, admitir que os conjuntos de soluc~oes s~ao permutaveis, as hipoteses
formalizadas cumprem os requisitos necessarios para a abordagem do teste de permutac~oes [61]. O
teste apresenta os seguintes procedimentos:
1. Rotular as observac~oes;
2. Calcular T dados os rotulos originais das observac~oes;
3. Permutar as rotulos e recalcular T para os rotulos permutados. Repetir ate se obter a distri-
buic~ao de T para todas as permutac~oes possveis;
4. Aceitar ou rejeitar a hipotese com base na distribuic~ao obtida.
A decis~ao do procedimento de teste pode ser efectuada atraves da comparac~ao do valor de
T baseado nas duas amostras originais com c
1 
: Do mesmo modo, o valor de p que indica
a probabilidade de obter um valor da estatstica de teste t~ao extremo como o observado, nas
condic~oes da hipotese nula, pode ser determinado. Nesse caso, rejeita-se a hipotese nula se p < :
Quando o numero de permutac~oes e excessivamente grande para ser enumerado, e possvel recorrer
a procedimentos Monte Carlo para obter uma distribuic~ao aproximada [61].
O resultado da estatstica de teste num conjunto de duas ou mais amostras pode ser associado a
pontos ou regi~oes do espaco dos objectivos onde a dista^ncia excede o valor crtico da estatstica de
teste [46], permitindo a identicac~ao das regi~oes no espaco dos objectivos onde existem diferencas
estatsticas relevantes. O sinal das diferencas cujo o valor absoluto excede esse valor crtico pode,
inclusive, ser indicativo do algoritmo que apresentou melhor desempenho nessa regi~ao.
6.3 Metodologia Experimental
A metodologia proposta na secc~ao anterior tem por objectivo comparar os resultados obtidos por
varias combinac~oes dos metodos e para^metros descritos no Captulo 4, atraves do valor mnimo da
agregac~ao dos objectivos e de func~oes de aproveitamento.
Este estudo considera tre^s factores relevantes, respectivamente, operador de selecc~ao, tipo de
mutac~ao e nvel de para^metro . O operador de selecc~ao apresenta duas alternativas: o metodo de
selecc~ao multiobjectivo, em que cada objectivo e tratado separadamente, e o metodo de selecc~ao
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uniobjectivo que trata os objectivos de uma forma agregada.

E de salientar que um algoritmo
que utilize o metodo de selecc~ao uniobjectivo tambem produzira, em geral, diversos pontos n~ao-
dominados, visto que so a seriac~ao dos indivduos e que tem em conta a agregac~ao dos objectivos.
Duas alternativas s~ao tambem consideradas para o operador de mutac~ao, respectivamente, a mu-
tac~ao independente e mutac~ao de uma posic~ao. Por m, cinco nveis s~ao considerados para o
para^metro , respectivamente, 0; 1; L; 2L e 1
1
em que L representa o comprimento do cromosso-
ma.
Um conjunto de execuc~oes e determinado por cada combinac~ao possvel dos tre^s factores apre-
sentados. Neste estudo sera necessario contar com vinte conjuntos de execuc~oes, em que os resul-
tados para cada execuc~ao s~ao armazenados. A analise estatstica podera vericar se algum dos
factores apresentou algum efeito signicativo no desempenho do algoritmo, assumindo que os res-
tantes factores s~ao mantidos constantes a qualquer nvel. Tambem seria possvel, atraves de uma
estatstica adequada, vericar as interacc~oes entre os factores. Contudo, este estudo considerou
unicamente a analise dos efeitos principais de cada factor presente do problema. Um estudo futuro
devera alargar a metodologia para a analise das interacc~oes entre factores.
A comparac~ao e efectuada em termos da analise de custo soluc~ao em tempo xo para ambos
os PGHEs e do tempo de execuc~ao/custo da soluc~ao no PGHE da UCEH. A analise de tempo
de execuc~ao/custo da soluc~ao n~ao foi realizada para o PGHE da UCEE, porque n~ao foi possvel
processar o volume de dados gerados para este problema em tempo util, devido a necessidade de
calcular a func~ao de aproveitamento emprica em quatro dimens~oes.
Tal como sugerido na secc~ao anterior, o teste de permutac~oes e efectuado para comparar o
desempenho dos algoritmos. Contudo, para reduzir a varia^ncia, o desenho de blocos foi implemen-
tado, tal como proposto em [61]. No passo 3 do procedimento de permutac~oes, os elementos do
conjunto de soluc~oes s~ao permutados entre os nveis diferentes do factor que se pretende investigar,
mas dentro dos mesmos nveis dos outros factores que possam existir, reduzindo a varia^ncia da
estatstica de teste, e simultaneamente o numero de permutac~oes necessarias.
Outro aspecto a salientar e a necessidade de detectar a origem de diferencas no caso da rejeic~ao
da hipotese formalizada para testar os varios para^metros . O metodo de testes fechados atraves de
multiplas comparac~oes, como descrito por Hsu [67], permite detectar essas diferencas, controlando
1
 =1 signica que 

i
=
P
j2R
i
c
ij
(a
ij
  1) de acordo com a secc~ao 4.5
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a probabilidade de erro maximo Tipo I, que corresponde a maxima probabilidade de uma ou mais
hipoteses serem rejeitadas incorrectamente. Sendo fH
i
; i = 1; :::; Lg uma famlia de hipoteses, o
seu fecho e obtido pelas conjunc~oes n~ao-vazias H
V
= \
i2V
H
i
em que V  f1; :::; Lg: O metodo de
testes fechados considera a rejeic~ao de H
V
sse cada H
U
em que U  V e rejeitado pelo nvel de
 considerado. O autor realca que o teste sobre as conjunc~oes do genero H
ij;kl
(H
0
ij
: X
i
= X
j
e
H
0
kl
: X
k
= X
l
) seja efectuado a um nvel de signica^ncia a 1  (1 )
1=2
. O teste tambem podem
ser representado pelo valor de p em que a hipotese nula H
i
e rejeitada se o valor maximo de maximo
p onde estiver presente essa hipotese for rejeitada a  [106]. Nas conjunc~oes H
ij;kl
, o valor de p e
corrigido para 1  (1 min(p(H
0
ij
); p(H
0
kl
))
2
e testado a nvel .
6.4 Resultados
6.4.1 PGHE da UCEH - Analise de Custo de Soluc~ao em Tempo Fixo
Congurac~ao das Execuc~oes
Os algoritmos evolutivos propostos utilizaram uma populac~ao de 200 indivduos para o caso da
UCEH. A press~ao selectiva foi 2,0 e a probabilidade de sobrevive^ncia foi 0,5, de acordo com as es-
pecicac~oes na secc~ao 4.5. O operador de selecc~ao foi o Stochastic Universal Sampling e a reinserc~ao
populacional geracional foi utilizada para manter a press~ao selectiva. O criterio de paragem foi 5000
gerac~oes. De acordo com a secc~ao anterior, 10 execuc~oes foram realizadas para cada combinac~ao
de operador de selecc~ao, tipo de mutac~ao e nvel de para^metro , totalizando 200 execuc~oes.
Neste problema, cada um dos algoritmos registou os valores mnimos da agergac~ao dos objectivos
e os vectores de valores objectivo de pontos n~ao-dominados acumulados ate a ultima gerac~ao. Todas
as restric~oes no problema da UCEH foram agregadas no metodo de selecc~ao uniobjectivo. Na
selecc~ao multiobjectivo, o processo de decis~ao expresso na secc~ao 5.2.2 foi aplicado.
Denic~ao de Hipoteses
Para comparac~ao entre metodos de selecc~ao e tipos de mutac~ao, segundo a analise de custo de
soluc~ao em tempo xo, o teste e formalizado como um problema de duas amostras independentes.
As hipoteses est~ao seguidamente denidas:
H
1
: N~ao existe diferenca de desempenho em termos de valor mnimo da agregac~ao de objectivos
68
entre os dois metodos de selecc~ao, versus
K
1
: Existe diferenca de desempenho em termos de valor mnimo da agregac~ao de objectivos
entre os dois metodos de selecc~ao,
em que H
1
e K
1
s~ao, respectivamente, a hipotese nula e hipotese alternativa;
H
2
: N~ao existe diferenca de desempenho em termos de func~oes de aproveitamento entre os dois
metodos de selecc~ao, versus
K
2
: Existe diferenca de desempenho em termos de func~oes de aproveitamento entre os dois
metodos de selecc~ao,
em que H
2
e K
2
s~ao, respectivamente, a hipotese nula e hipotese alternativa;
H
3
: N~ao existe diferenca de desempenho em termos de valor mnimo da agregac~ao de objectivos
entre os dois tipos de mutac~ao, versus
K
3
: Existe diferenca de desempenho em termos de valor mnimo da agregac~ao de objectivos
entre os dois tipos de mutac~ao,
em que H
3
e K
3
s~ao, respectivamente, a hipotese nula e hipotese alternativa;
H
4
: N~ao existe diferenca de desempenho em termos de func~oes de aproveitamento entre os dois
tipos de mutac~ao, versus
K
4
: Existe diferenca de desempenho em termos de func~oes de aproveitamento entre os dois
tipos de mutac~ao,
em que H
4
e K
4
s~ao, respectivamente, a hipotese nula e hipotese alternativa;
A comparac~ao entre os varios nveis do para^metro  do operador de mutac~ao pode ser forma-
lizado como um problema de k amostras independentes. As hipoteses denidas s~ao as seguintes:
H
5
: N~ao existe diferenca de desempenho em termos de valor mnimo da agregac~ao de objectivos
entre os cinco nveis do para^metro , versus
K
5
: Pelo menos dois dos nveis de  apresentam diferenca de desempenho em termos de valor
mnimo da agregac~ao de objectivos,
em que H
5
e K
5
s~ao, respectivamente, a hipotese nula e hipotese alternativa;
H
6
: N~ao existe diferenca de desempenho em termos de func~oes de aproveitamento entre os
cinco valores de  do operador de mutac~ao, versus
K
6
: Pelo menos dois dos nveis de  apresentam diferenca de desempenho em termos de func~oes
de aproveitamento,
em que H
6
e K
6
s~ao, respectivamente, a hipotese nula e hipotese alternativa.
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Comparac~ao entre Metodos de Selecc~ao
No PGHE da UCEH, a menor soma dos valores objectivo obtida foi 4. Vericaram-se tre^s ocorre^ncias
no metodo de selecc~ao multiobjectivo e uma no metodo uniobjectivo. A maior soma foi 34, obtidas
pela vers~ao multiobjectivo. A seguinte tabela apresenta os valores de p obtidos atraves de 10000
execuc~oes Monte Carlo para PGHE da UCEH na comparac~ao do dois metodos de selecc~ao.
valor de p
Agregac~ao de Objectivos 0,0080
Func~oes de Aproveitamento 0,0000
Tabela 6.1: Valores de p para comparac~ao de metodos de selecc~ao na UCEH na analise do custo
de soluc~ao em tempo xo
Em termos de soma mnima da agregac~ao de objectivos, foi encontrada uma diferenca signica-
tiva entre os metodos de selecc~ao, indicando a rejeic~ao de H
1
. Uma analise do sinal das diferencas
indica que o metodo de selecc~ao multiobjectivo obteve melhor desempenho. Em termos de func~oes
de aproveitamento, o valor de p implica a rejeic~ao de H
2
. O sinal das diferencas indica que a vers~ao
multiobjectivo apresentou igualmente melhor desempenho.
Comparac~ao entre Tipos de Mutac~ao
Amenor soma de conitos foi obtida tanto pela vers~ao de mutac~ao independente com uma ocorre^ncia,
como pela vers~ao de mutac~ao de uma posic~ao com tre^s ocorre^ncias. A maior soma foi obtida pela
vers~ao de mutac~ao independente com uma ocorre^ncia.
A tabela 6.2 apresenta os valores de p obtidas atraves de 10000 execuc~oes Monte Carlo da
UCEH na comparac~ao do tipo de mutac~ao.
valor de p
Agregac~ao de Objectivos 0,7238
Func~oes de Aproveitamento 0,4478
Tabela 6.2: Valores de p para comparac~ao de tipos de mutac~ao na UCEH na analise do custo de
soluc~ao em tempo xo
70
Como e possvel observar, H
3
e H
4
n~ao s~ao rejeitados com  = 0; 05.
Comparac~ao do Para^metro  de Mutac~ao
A menor soma dos valores de conitos foi obtida com  = L e  = 2L com duas ocorre^ncias em
cada. A maior soma foi obtida com  = 0. A tabela 6.3 apresenta os valores de p obtidos atraves
de 10000 execuc~oes Monte Carlo da UCEH na comparac~ao dos para^metros .
valor de p
Agregac~ao de Objectivos 0,0000
Func~oes de Aproveitamento 0,0000
Tabela 6.3: Valores de p para comparac~ao de para^metros  na UCEH na analise do custo de soluc~ao
em tempo xo
Tanto H
5
como H
6
s~ao claramente rejeitadas em ambos os problemas com  = 0; 05. Deste
modo e necessario detectar as diferencas, de acordo com os procedimentos descritos na secc~ao
anterior. A gura 6.1 apresenta um esquema das comparac~oes efectuadas e dos valores de p obtidos
para testar a hipotese H
5
no problema da UCEH. As zonas em cinzento indicam a aceitac~ao da
hipotese nula com  = 0; 05.

E possvel observar que existem diferencas signicativas entre  = 0;  = 1 e  = fL; 2L;1g
com  = 0; 05. Os sinais obtidos das diferencas indicam que este ultimo conjunto apresenta o
melhor desempenho.
A gura 6.2 apresenta um esquema dos valores de p obtidos para testar a hipotese H
6
no
problema da UCEH.
Os resultados obtidos s~ao semelhantes aos dados da gura 6.1, ou seja,  = 0;  = 1 e  =
fL; 2L;1g apresentam diferencas estatsticas com  = 0; 05.
6.4.2 PGHE da UCEE - Analise de Custo de Soluc~ao em Tempo Fixo
Congurac~ao das Execuc~oes
Os algoritmos evolutivos propostos para a resulac~ao do PGHE da UCEE utilizaram uma populac~ao
de 100 indivduos. Os restantes para^metros foram denidos de igual modo a congurac~ao das
execuc~oes do problema anterior.
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H5{0,1,L,2L,Inf}
H5{0,1,2L,Inf}H5{0,1,L,Inf}H5{0,1,L,2L} H5{0,L,2L,Inf} H5{1,L,2L,Inf}
H5{0,1,L} H5{0,1,2L} H5{0,L,2L} H5{1,L,2L}
0,0000 0,0000 0,0000 0,0000 0,0000
0,0000 0,0002 0,0000 0,0000 0,0000 0,0000 0,8328
H5{1,2L,Inf}H5{0,2L,Inf}
0,0000
H5{1,L,Inf}
0,0000
H5{0,L,Inf}
0,0000
H5{0,1,Inf}
0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
H5{(0,L),(2L,Inf)}
0,0002 0,0000
H5{(0,Inf),(L,2L)}
0,0000
H5{(1,L),(2L,Inf)}
0,0000
H5{(1,2L),(L,Inf)}
0,0000
H5{(1,Inf),(L,2L)}
H5{1,L}
0,0000
H5{1,2L}
0,0000 0,0000
H5{1,Inf}
0,7214
H5{2L,Inf}
0,7370
H5{L,2L} H5{L,Inf}
0,7307
H5{0,Inf}
0,0000
H5{0,2L}
0,0000
H5{0,1}
0,0000
H5{0,L}
0,0001
H5{(0,1),(L,2L)} H5{(0,L),(1,2L)} H5{(0,2L),(1,L)} H5{(0,1),(L,Inf)} H5{(0,L),(1,Inf)} H5{(0,Inf),(1,L)} H5{(0,1),(2L,Inf)} H5{(0,2L),(L,Inf)}H5{(0,2L),(1,Inf)} H5{(0,Inf),(1,2L)}
H5{L,2L,Inf}
0,0000
0,0000
Figura 6.1: Valores de p para comparac~oes multiplas de para^metros  em termos de agregac~ao de
objectivos na UCEH na analise do custo de soluc~ao em tempo xo
Cada um dos algoritmos produziu, igualmente, os valores mnimos da agregac~ao dos objectivos
e os vectores de valores objectivo dos pontos n~ao-dominados na ultima gerac~ao. Todas as restric~oes
neste problema foram agregadas num so objectivo no metodo de selecc~ao uniobjectivo. Devido
a existe^ncia de diferentes prioridades entre objectivos na vers~ao uniobjectivo, a melhor soluc~ao e
escolhida por ordem lexicograca. Deste modo, a melhor soluc~ao e aquela que satisfaz em primeiro
lugar os objectivos de maior prioridade. Se existir mais do que uma soluc~ao com o mesmo valor no
objectivo com prioridade elevada, a soluc~ao que apresentar a soma mnima dos valores do objectivo
com prioridade mais reduzida e a escolhida. No metodo de selecc~ao multiobjectivo, o objectivo
associado a restric~ao (7) foi normalizado e n~ao foi utilizado pelo operador de mutac~ao. O processo
de decis~ao expresso na secc~ao 5.2.2 foi utilizado.
Denic~ao de Hipoteses
Para comparac~ao entre metodos de selecc~ao, entre tipos de mutac~ao e para^metros de , segundo a
analise de custo de soluc~ao em tempo xo, a denic~ao de hipoteses e do teste estatstico e semelhante
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H6{0,1,L,2L,Inf}
H6{0,1,L,Inf}H6{0,1,L,2L} H6{0,L,2L,Inf} H6{1,L,2L,Inf}
H6{0,1,L} H6{0,1,2L} H6{0,L,2L}
0,0000 0,0000 0,0000 0,0000 0,0000
0,0000 0,000 0,0000 0,0000 0,0000 0,0000
H6{1,2L,Inf}H6{0,2L,Inf}
0,0000
H6{1,L,Inf}
0,0000
H6{0,L,Inf}
0,0000
H6{0,1,Inf}
0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
H6{(0,L),(2L,Inf)}
0,0000 0,0000
H6{(0,Inf),(L,2L)}
0,0000
H6{(1,L),(2L,Inf)}
0,0000
H6{(1,2L),(L,Inf)}
0,0000
H6{(1,Inf),(L,2L)}
H6{1,L}
0,0000
H6{1,2L}
0,0000 0,0000
H6{1,Inf} H6{2L,Inf}H6{L,2L} H6{L,Inf}
0,1444
H6{0,Inf}
0,0000
H6{0,2L}
0,0000
H6{0,1}
0,0000 0,0000
H6{(0,1),(L,2L)} H6{(0,2L),(1,L)} H6{(0,1),(L,Inf)} H6{(0,L),(1,Inf)} H6{(0,1),(2L,Inf)} H6{(0,2L),(L,Inf)}H6{(0,2L),(1,Inf)} H6{(0,Inf),(1,2L)}
H6{L,2L,Inf}
0,0000
0,0000
0,8740
0,3863
0,6628
H6{0,1,2L,Inf}
H6{1,L,2L}
H6{(0,Inf),(1,L)}H6{(0,L),(1,2L)}
H6{0,L}
Figura 6.2: Valores de p para comparac~oes multiplas de para^metros  em termos de func~oes de
aproveitamento na UCEH na analise do custo de soluc~ao em tempo xo
ao anterior para o PGHE da UCEH.
Comparac~ao entre Metodos de Selecc~ao
A menor soma de valores objectivo foi obtida na selecc~ao uniobjectivo com 16 conitos nos ob-
jectivos de elevada prioridade e 38,001614 nos objectivs de menor prioridade. A maior soma foi
obtida tambem pela selecc~ao uniobjectivo com 22 conitos nos objectivos de elevada prioridade
e 104,00183 nos objectivos de menor prioridade. A tabela 6.4 apresenta os valores de p obtidos
atraves de 10000 execuc~oes Monte Carlo na comparac~ao dos dois metodos de selecc~ao.
valor de p
Agregac~ao de Objectivos 0,1085
Func~oes de Aproveitamento 0,0000
Tabela 6.4: Valores de p para comparac~ao de metodos de selecc~ao na UCEE na analise do custo de
soluc~ao em tempo xo
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Os testes estatsticos em termos de valor mnimo da agregac~ao dos objectivos indicam que a
diferenca entre metodos de selecc~ao n~ao e signicativa com  = 0; 05. Em termos de func~oes de
aproveitamento, o valor de p implicou a rejeic~ao de H
2
. O sinal das diferencas indica que a vers~ao
multiobjectivo apresentou melhor desempenho.
Comparac~ao entre Tipos de Mutac~ao
A menor soma dos valores objectivo foi obtida tanto pela vers~ao de mutac~ao independente, com
uma ocorre^ncia, como pela vers~ao de mutac~ao de uma posic~ao com tre^s ocorre^ncias. A maior soma
foi obtida pela vers~ao de mutac~ao independente com uma ocorre^ncia.
A tabela 6.5 apresenta os valores de p obtidos atraves de 10000 execuc~oes Monte Carlo na
comparac~ao do tipo de mutac~ao.
valor de p
Agregac~ao de Objectivos 0,6778
Func~oes de Aproveitamento 0,0000
Tabela 6.5: Valores de p para comparac~ao de tipos de mutac~ao na UCEE na analise do custo de
soluc~ao em tempo xo
Como se observa, e possvel rejeitar H
4
com  = 0; 05 em termos de func~oes de aproveitamento.
O sinal indica que a vers~ao independente forneceu um melhor desempenho.
Comparac~ao do Para^metro  de Mutac~ao
Neste problema, a menor soma foi vericada com  = 1 e a maior com  = 1: A tabela 6.6
apresenta os valores de p obtidos atraves de 10000 execuc~oes Monte Carlo na comparac~ao dos
para^metros .
As hipoteses H
5
e H
6
s~ao rejeitadas em ambos com  = 0; 05. Deste modo e necessario detectar
as diferencas, de acordo com os procedimentos descritos na secc~ao anterior. A gura 6.3 apresenta
um esquema das comparac~oes efectuadas e dos valores de p obtidos para testar a hipotese H
5
no
problema da UCEE

E possvel observar que existem diferencas signicativas entre  = 0 e  = f1; L; 2L;1g com
 = 0; 05. Os sinais obtidos das diferencas indicam que este ultimo conjunto apresenta melhor
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valor de p
Agregac~ao de Objectivos 0.0001
Func~oes de Aproveitamento 0.0000
Tabela 6.6: Valores de p para comparac~ao de para^metros  na UCEE na analise do custo de soluc~ao
em tempo xo
desempenho.
A gura 6.4 apresenta um esquema dos valores de p obtidos para testar a hipotese H
6
no
problema da UCEE em termos de func~oes de aproveitamento.
Os resultados obtidos s~ao semelhantes aos dados da gura 6.3, ou seja,  = 0 e  = f1; L; 2L;1g
apresentam diferencas estatsticas com  = 0; 05.
6.4.3 PGHE da UCEH - Analise de Custo de Soluc~ao / Tempo de Execuc~ao
Congurac~ao das Execuc~oes
Os algoritmos executados, e referidos na secc~ao 6.4.1, registaram tambem o valor mnimo da agre-
gac~ao dos objectivos e os vectores de valores objectivo dos pontos n~ao-dominados durante a exe-
cuc~ao. Os valores aqui apresentados foram obtidos com os mesmos para^metros e com a mesma
denic~ao de objectivos. O tempo de execuc~ao considerado foi o numero de gerac~oes.
Visto que neste tipo de analise e acrescentado o tempo aos objectivos existentes, e sempre
necessario analisar os vectores de pontos n~ao-dominados obtidos durante a execuc~ao atraves de
func~oes de aproveitamento. Por exemplo, os dados produzidos por um algoritmo uniobjectivo
durante a execuc~ao corresponde, na realidade, a dois objectivos, dos quais um e o tempo.
Denic~ao de Hipoteses
Para comparac~ao entre metodos de selecc~ao e tipos de mutac~ao, segundo a analise de custo de
soluc~ao / tempo de execuc~ao, o teste e formalizado como um problema de duas amostras indepen-
dentes. As hipoteses est~ao seguidamente formalizadas:
H
1
: N~ao existe diferenca de desempenho em termos de func~oes de aproveitamento do valor
mnimo da agregac~ao de objectivos versus tempo de execuc~ao entre os dois metodos de selecc~ao,
versus
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H5{0,1,L,2L,Inf}
H5{0,1,2L,Inf}H5{0,1,L,Inf}H5{0,1,L,2L} H5{0,L,2L,Inf} H5{1,L,2L,Inf}
H5{0,1,2L} H5{0,L,2L} H5{1,L,2L}
0,0000 0,0001 0,0000 0,0000 0,4916
0,0000 0,0000 0,3386 0,0000 0,3290 0,2985
H5{1,2L,Inf}H5{0,2L,Inf}
0,0000
H5{1,L,Inf}
0,4927
H5{0,L,Inf}
0,0002
H5{0,1,Inf}
0,0000 0,0000 0,0000 0,0000 0,0064 0,0000 0,0000 0,0064
H5{(0,L),(2L,Inf)}
0,0000 0,0000
H5{(0,Inf),(L,2L)}
0,0064
H5{(1,L),(2L,Inf)}
0,4525
H5{(1,2L),(L,Inf)}
0,2878
H5{(1,Inf),(L,2L)}
H5{1,L}
0,2610
H5{1,2L}
0,1561 0,5709
H5{1,Inf}
0,7559
H5{2L,Inf}H5{L,2L} H5{L,Inf}
0,7637
H5{0,Inf}
0,0032
H5{0,2L}
0,0000
H5{0,1}
0,0000
H5{0,L}
0,0000
H5{(0,1),(L,2L)} H5{(0,L),(1,2L)} H5{(0,2L),(1,L)} H5{(0,1),(L,Inf)} H5{(0,L),(1,Inf)} H5{(0,Inf),(1,L)} H5{(0,1),(2L,Inf)} H5{(0,2L),(L,Inf)}H5{(0,2L),(1,Inf)} H5{(0,Inf),(1,2L)}
H5{L,2L,Inf}
0,0000
0,8158
H5{0,1,L}
0,0002
0,2601
0,0000
Figura 6.3: Valores de p para comparac~oes multiplas de para^metros  em termos de agregac~ao de
objectivos na UCEE na analise do custo de soluc~ao em tempo xo
K
1
: Existe diferenca de desempenho em termos de func~oes de aproveitamento do valor mnimo
da agregac~ao de objectivos versus tempo de execuc~ao entre os dois metodos de selecc~ao,
em que H
1
e K
1
s~ao, respectivamente, a hipotese nula e hipotese alternativa;
H
2
: N~ao existe diferenca de desempenho em termos de func~oes de aproveitamento dos vectores
de valores objectivo n~ao-dominados do custo de soluc~ao versus tempo de execuc~ao entre os dois
metodos de selecc~ao, versus
K
2
: Existe diferenca de desempenho em termos de func~oes de aproveitamento dos vectores
de valores objectivo n~ao-dominados do custo de soluc~ao versus tempo de execuc~ao entre os dois
metodos de selecc~ao,
em que H
2
e K
2
s~ao, respectivamente, a hipotese nula e hipotese alternativa;
H
3
: N~ao existe diferenca de desempenho em termos de func~oes de aproveitamento do valor
mnimo da agregac~ao de objectivos versus tempo de execuc~ao entre os dois tipos de mutac~ao,
versus
K
3
: Existe diferenca de desempenho em termos de func~oes de aproveitamento do valor mnimo
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H6{0,1,L,2L,Inf}
H6{0,1,L,Inf}H6{0,1,L,2L} H6{0,L,2L,Inf} H6{1,L,2L,Inf}
H6{0,1,L} H6{0,1,2L} H6{0,L,2L}
0,0005 0,0000 0,0000 0,0000 0,4156
0,0002 0,0000 0,0000 0,3874 0,0000 0,2028
H6{1,2L,Inf}H6{0,2L,Inf}
0,0000
H6{1,L,Inf}
0,2308
H6{0,L,Inf}
0,0008
H6{0,1,Inf}
0,0000 0,0000 0,0000 0,0000 0,0000 0,0010 0,0000 0,0000 0,0010
H6{(0,L),(2L,Inf)}
0,0000 0,0000
H6{(0,Inf),(L,2L)}
0,0010
H6{(1,L),(2L,Inf)}
0,3759
H6{(1,2L),(L,Inf)}
0,3353
H6{(1,Inf),(L,2L)}
H6{1,L}
0,2100
H6{1,2L}
0,6812 0,0819
H6{1,Inf} H6{2L,Inf}H6{L,2L} H6{L,Inf}
0,1847
H6{0,Inf}
0,0005
H6{0,2L}
0,0000
H6{0,1}
0,0000 0,0000
H6{(0,1),(L,2L)} H6{(0,2L),(1,L)} H6{(0,1),(L,Inf)} H6{(0,L),(1,Inf)} H6{(0,1),(2L,Inf)} H6{(0,2L),(L,Inf)}H6{(0,2L),(1,Inf)} H6{(0,Inf),(1,2L)}
H6{L,2L,Inf}
0,0001
0,1571
0,5119
0,3601
0,4340
H6{0,1,2L,Inf}
H6{1,L,2L}
H6{(0,Inf),(1,L)}H6{(0,L),(1,2L)}
H6{0,L}
Figura 6.4: Valores de p para comparac~oes multiplas de para^metros  em termos de func~oes de
aproveitamento na UCEE na analise do custo de soluc~ao em tempo xo
da agregac~ao de objectivos versus tempo de execuc~ao entre os dois tipos de mutac~ao,
em que H
3
e K
3
s~ao, respectivamente, a hipotese nula e hipotese alternativa;
H
4
: N~ao existe diferenca de desempenho em termos de func~oes de aproveitamento dos vectores
de valores objectivo n~ao-dominados do custo de soluc~ao versus tempo de execuc~ao entre os dois
tipos de mutac~ao, versus
K
4
: Existe diferenca de desempenho em termos de func~oes de aproveitamento dos vectores de
valores objectivo n~ao-dominados do custo de soluc~ao versus tempo de execuc~ao entre os dois tipos
de mutac~ao,
em que H
4
e K
4
s~ao, respectivamente, a hipotese nula e hipotese alternativa;
A comparac~ao entre os varios nveis do para^metro  do operador de mutac~ao so foi formulada
em termos de func~oes de aproveitamento dos valores mnimos da agregac~ao de objectivos versus
tempo de execuc~ao. O calculo das func~oes de aproveitamento dos vectores de valores objectivo
n~ao-dominados do custo de soluc~ao versus tempo de execuc~ao demonstrou ser computacionalmente
exigente. Deste modo, as hipoteses formalizadas foram as seguintes:
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H5
: N~ao existe diferenca de desempenho em termos de func~oes de aproveitamento do valor
mnimo da agregac~ao de objectivos versus tempo de execuc~ao entre os cinco nveis do para^metro
, versus
K
5
: Pelo menos, dois dos nveis de  apresentam diferenca de desempenho em termos de func~oes
de aproveitamento do valor mnimo da agregac~ao de objectivos versus tempo de execuc~ao,
em que H
5
e K
5
s~ao, respectivamente, a hipotese nula e hipotese alternativa;
Comparac~ao entre Metodos de Selecc~ao
A tabela 6.7 apresenta os valores de p obtidos atraves de 5000 execuc~oes Monte Carlo para o PGHE
da UCEH na comparac~ao do metodo de selecc~ao.
valor de p
Agregac~ao de Objectivos 0,0000
Func~oes de Aproveitamento 0,0000
Tabela 6.7: Valores de p para comparac~ao de metodos de selecc~ao na UCEH na analise do custo
de soluc~ao/tempo de execuc~ao
Ambos os valores de p indicam a rejeic~ao de H
1
e H
2
com  = 0; 05. A gura 6.5 apresenta as
superfcies de aproveitamento n
o
1,50,51,100,101,150,151 e 200 obtidas atraves dos valores mnimos
da agregac~ao de objectivos versus tempo de execuc~ao obtidas na comparac~ao de metodo de selecc~ao.
As zonas mais escuras representam a localizac~ao das diferencas.

E possvel vericar que as diferencas residem entre as 100 e as 500 iterac~oes. O sinal observado
revela que o metodo de selecc~ao uniobjectivo e o metodo preferido nestas regi~oes, o que signica
que este metodo converge mais rapidamente em termos de agregac~ao dos objectivos. Contudo, a
diferenca deixa de ser aparente nas iterac~oes seguintes.
A gura 6.6 apresenta as zonas onde foram identicadas diferencas em termos de vectores de
valores objectivo n~ao-dominados do custo de soluc~ao versus tempo de execuc~ao. As diferencas
a favor do metodo uniobjectivo est~ao representadas a negro, as diferencas a favor do metodo
multiobjectivo est~ao representadas a vermelho. Para efeitos de refere^ncia, a primeira superfcie de
aproveitamento esta representada a verde. Os objectivos F(1) e F(2) correspondem aos objectivos
(1) e (2) da formalizac~ao do problema.
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Figura 6.5: Comparac~ao de metodos de selecc~ao na UCEH em termos de agregac~ao de objectivos
na analise do custo de soluc~ao/tempo de execuc~ao

E possvel identicar uma regi~ao que favorece o metodo uniobjectivo no incio das iterac~oes
em que ambos os valores dos objectivos s~ao relativamente baixos. Contudo, a maior area pertence
claramente ao metodo multiobjectivo, pois consegue cobrir desde o incio das iterac~oes ate quase
ao m da execuc~ao. Tambem e de realcar que a area de cobertura do metodo multiobjectivo
parece indicar que o objectivo 1 e melhor resolvido do que o objectivo 2, ao contrario do metodo
uniobjectivo que encontra um equilbrio entre estes.
Comparac~ao entre Tipos de Mutac~ao
A tabela 6.8 apresenta os valores de p obtidos atraves de 5000 execuc~oes Monte Carlo no problema
da UCEH na comparac~ao de tipos de mutac~ao.
Ambos os valores de p indicam claramente a rejeic~ao de H
1
e H
2
com  = 0; 05. A gura
6.7 apresenta as superfcies de aproveitamento n
o
1,50,51,100,101,150,151 e 200 obtidas atraves dos
valores mnimos de agregac~ao de objectivos versus tempo de execuc~ao obtidas na comparac~ao dos
tipos de mutac~ao. As zonas mais escuras representam a localizac~ao das diferencas.

E possvel vericar que as diferencas residem entre as 10 e as 300 iterac~oes. O sinal observado
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Figura 6.6: Comparac~ao de metodos de selecc~ao na UCEH em termos de separac~ao de objectivos
na analise do custo de soluc~ao/tempo de execuc~ao
valor de p
Agregac~ao de Objectivos 0,0000
Func~oes de Aproveitamento 0,0000
Tabela 6.8: Valores-p para comparac~ao de tipos de mutac~ao na UCEH na analise do custo de
soluc~ao/tempo de execuc~ao
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Figura 6.7: Comparac~ao de metodos de selecc~ao na UCEH em termos de agregac~ao de objectivos
na analise do custo de soluc~ao/tempo de execuc~ao
revela que o metodo de mutac~ao independente e o metodo preferido nestas regi~oes, o que signica
que este metodo converge mais rapidamente em termos de agregac~ao dos objectivos. Contudo, a
diferenca deixa de ser notoria nas iterac~oes seguintes.
A gura 6.8 apresenta as zonas onde foram identicadas diferencas em termos de vectores de
valores objectivo n~ao-dominados do custo de soluc~ao versus tempo de execuc~ao. As diferencas a
favor do metodo de mutac~ao independente est~ao representadas a negro e a primeira superfcie de
aproveitamento esta representada a verde. Os objectivos F(1) e F(2) correspondem aos objectivos
(1) e (2) da formalizac~ao do problema.
Facilmente se verica que o tipo de mutac~ao independente e mais favoravel nas primeiras ite-
rac~oes, conrmando as ilac~oes anteriores.
Comparac~ao do Para^metro  de Mutac~ao
O valor de p obtido atraves de 5000 execuc~oes Monte Carlo na comparac~ao dos para^metros  foi
0,000, indicando claramente a existe^ncia de diferencas entre, pelo menos, dois para^metros. De
acordo com os procedimentos descritos na secc~ao 6.3 foi efectuado o teste estatstico fechado. A
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Figura 6.8: Comparac~ao de tipos de mutac~ao na UCEH em termos de separac~ao de objectivos na
analise do custo de soluc~ao/tempo de execuc~ao
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H5{0,1,L,2L,Inf}
H5{0,1,2L,Inf}H5{0,1,L,Inf}H5{0,1,L,2L} H5{0,L,2L,Inf} H5{1,L,2L,Inf}
H5{0,1,L} H5{0,1,2L} H5{0,L,2L} H5{1,L,2L}
0,0000 0,0000 0,0000 0,0000 0,0000
0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,7806
H5{1,2L,Inf}H5{0,2L,Inf}
0,0000
H5{1,L,Inf}
0,0000
H5{0,L,Inf}
0,0000
H5{0,1,Inf}
0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0001 0,0001
H5{(0,L),(2L,Inf)}
0,0000 0,0000
H5{(0,Inf),(L,2L)}
0,0000
H5{(1,L),(2L,Inf)}
0,0000
H5{(1,2L),(L,Inf)}
0,0000
H5{(1,Inf),(L,2L)}
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Figura 6.9: Valores de p para comparac~oes multiplas de para^metros  em termos de separac~ao de
objectivos na UCEH na analise do custo de soluc~ao/tempo de execuc~ao
gura 6.9 apresenta um esquema das comparac~oes efectuadas e dos valores de p obtidos para testar
a hipotese H
4
.

E possvel observar que existem diferencas signicativas entre  = 0;  = 1 e  = fL; 2L;1g
com  = 0; 05. Os sinais obtidos das diferencas revelam que este ultimo conjunto apresenta melhor
desempenho, tal como nas valores de p vericados na secc~ao 6.4.1.
6.4.4 PGHA da UCEH
A analise anterior sobre os PGHEs serviu de base para a escolha de para^metros do algoritmo
para resolver o PHGA da FCHS. Deste modo, foi utilizado um algoritmo com metodo de selecc~ao
multiobjectivo com uma populac~ao de 250 indivduos com 256 genes, press~ao selectiva de 2,0 e
probabilidade de sobrevive^ncia de 0,5. O metodo de reinserc~ao foi geracional e o operador de
selecc~ao foi o Stochastic Universal Sampling. O operador de mutac~ao selecionado foi a mutac~ao
independente com  = 2L. O criterio de paragem foi 10000 gerac~oes.
Duas abordagens foram testadas com tre^s execuc~oes cada uma. A +agregac~ao corresponde a
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abordagem que considerou a agregac~ao total dos objectivos com prioridade elevada e  agregac~ao
corresponde a agregac~ao dos objectivos de acordo com os recursos envolvidos, como referidos na
secc~ao 5.3.2. A tabela 6.9 descreve a soluc~ao manual e os melhores resultados obtidos pelas duas
abordagens. Como n~ao foi possvel satisfazer o objectivo de maior prioridade na abordagem de
+agregac~ao, os resultados deste algoritmo sempre consistiram numa so soluc~ao. Os valores apre-
sentados pelo  agregac~ao correspondem a soluc~ao das tre^s execuc~oes que violou menos as restric~oes
hard do problema.
Restric~oes Manual  Agregac~ao +Agregac~ao
(1) 0 12 0
(2) 0 20 8
(3) 0 2 0
(4) - 6 3
(5) 11 2 0
(6) 14 0 0
(7) 180 122 130
(8) 19 51 41
(9) 10 12 7
(10) 24 10 5
(11) 4 0 0
(12) 108 8 2
(13) 32 0 0
(14) 168 238 236
(15) 155 195 188
Tabela 6.9: Numero de Conitos no PGHA

E possvel vericar que a soluc~ao manual produziu melhores resultados. Contudo, e de realcar
que esta soluc~ao manual utilizou mais salas do que estavam inicialmente afectas. Parte das 39 salas
correspondem as que estavam inicialmente afectas a outras faculdades. Os tempos livres deixados
pelas outras faculdades permitiram a ocupac~ao das aulas da FCHS sem violar nenhuma restric~ao
hard de sobreposic~ao ((1); (2); (3)).

E de salientar que a restric~ao (4) n~ao e contabilizada na
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Figura 6.10: Converge^ncia do algoritmo nas abordagens +agregac~ao e -agregac~ao
abordagem manual porque se admite que as marcac~oes efectuadas n~ao consideraram a ocupac~ao de
salas em intervalos de tempo exteriores aos seus domnios.

E possvel que a disponibilidade de mais
uma ou duas salas fosse suciente para gerar horarios atraves da abordagem +agregac~ao. Por outro
lado, as restric~oes soft apresentaram melhores resultados em ambas as abordagens computacionais,
com excepc~ao das restric~oes (8), (14) e (15).
A abordagem +agregac~ao apresentou melhores resultados do que a abordagem  agregac~ao.
Estes resultados podem ser conseque^ncia de uma certa dispers~ao no processo de pesquisa utilizado
pelo algoritmo multiobjectivo quando lida com muitos objectivos. A gura 6.10 apresenta a con-
verge^ncia do algoritmo nas duas abordagens em relac~ao a soma dos objectivos com prioridade mais
elevada. As linhas azuis referem-se a abordagem +agregac~ao e as linhas vermelhas a  agregac~ao.

E possvel vericar que a converge^ncia e mais acentuada na +agregac~ao do que na  agregac~ao.
Contudo, nota-se que a abordagem +agregac~ao estagna mais rapidamente do que a abordagem
 agregac~ao. A actividade realcada nas ultimas gerac~oes parece indicar que esta ultima abordagem
poderia convergir ainda mais em direcc~ao ao optimo.
Os dois ultimos objectivos s~ao importantes para determinar a boa ou ma qualidade de um
horario. Um factor considerado pouco agradavel para quem e docente ou aluno e a marcac~ao de
aulas em dias separados. Assume-se que estes intervenientes preferem um horario mais concentrado
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em poucos dias do que disperso em varios dias. O processo de pesquisa tentou minimizar estes
dois objectivos. As guras 6.11- 6.16 representam o numero de horas de aulas por semana versus
o numero de manh~as e tardes com aulas por semana, no caso das turmas, e o numero de dias
de aulas, no caso do docente.

E possvel vericar que a abordagem manual conseguiu, de facto,
satisfazer, com maior sucesso, os objectivos relacionados com a concentrac~ao das aulas das turmas
e dos docentes.
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6.5 Discuss~ao
Os PGHEs abordados neste estudo apresentam dimens~oes diferentes. O numero de restric~oes
envolvidas em ambos os problemas e suciente para distingui-los.
A resoluc~ao do PGHE da UCEH aproximou-se do valor nulo nos dois objectivos formulados. O
metodo de selecc~ao multiobjectivo foi o metodo que apresentou melhor desempenho, com a excepc~ao
na analise de custo de soluc~ao / tempo de execuc~ao em termos de soma mnima de agregac~ao de
objectivos. Contudo, nesta analise, as diferencas entre metodos foram identicadas nas primeiras
gerac~oes, ainda longe da total satisfac~ao dos objectivos. Estes resultados revelam que o metodo
uniobjectivo converge mais depressa, mas que deve estagnar, pois o algoritmo multiobjectivo con-
segue apresentar melhores resultado no m das execuc~oes, como e realcado nas analises de custo da
soluc~ao em tempo xo. Este facto tambem e evidenciado na analise de custo de soluc~ao / tempo
de execuc~ao em termos de tempo de execuc~ao versus separac~ao de objectivos, onde se identica
que o algoritmo que utiliza o metodo de selecc~ao multiobjectivo e mais robusto durante quase todo
o processo de pesquisa.
Os operadores de mutac~ao foram considerados indistinguveis na analise de custo da soluc~ao no
tempo xo. Contudo, na analise da evoluc~ao do custo da soluc~ao durante o tempo de execuc~ao,
vericou-se uma vantagem da mutac~ao independente nas primeiras gerac~oes, indicando que este
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metodo leva a uma converge^ncia mais rapida. Contudo, esta vantagem desaparece nas gerac~oes
seguintes, apresentando um comportamento semelhante com a mutac~ao de uma posic~ao.
Por m, os valores do intervalo [L; 2L;1[ demonstraram ser um intervalo de valores a considerar
na analise do para^metro  do operador de mutac~ao proposto neste estudo. Estes resultados eviden-
ciam a vantagem em utilizar a informac~ao disponvel no problema para fornecer um enviesamento
explcito no processo de pesquisa.
O problema da UCEE apresenta determinadas caractersticas que o distinguem do problema
anterior. O PGHE da UCEE apresenta duas restric~oes hard, quatro restric~oes soft e um objectivo
a minimizar. Embora falte uma medida que meca a complexidade deste problema, poder-se-a
armar, pelos resultados obtidos, que o problema devera estar excessivamente restringido. Neste
problema, embora tenha sido possvel satisfazer totalmente as restric~oes de n~ao sobreposic~ao de
exames em anos consecutivos, n~ao foi possvel satisfazer a restric~ao de separac~ao de exames no
mesmo curso. Contudo, uma inspecc~ao ao numero de disciplinas na UCEE permitiu identicar que
os quartos anos de Gest~ao de Empresas e Economia apresentavam 16 disciplinas cada um, que e
mais do que o numero de dias para marcac~ao de exames. Assim, perante as restric~oes denidas, o
problema da UCEE n~ao tem soluc~ao. Esta situac~ao foi o resultado de uma epoca de transic~ao de
currculos de curso em que alunos do quarto ano de ambos os cursos teriam, na realidade, menos
disciplinas. Cada aluno, de acordo com as disciplinas que teria deixado atrasadas e actuais estaria
inscrito num novo perl de disciplinas. Poder-se-a supor que uma reformulac~ao do problema com
base no currculo das disciplinas de cada aluno tornaria possvel a obtenc~ao de uma soluc~ao mais
aceitavel.
Os resultados obtidos no problema da UCEE apresentam algumas tenues diferencas dos ob-
servados na UCEH, muito provavelmente derivados da inadmissibilidade do primeiro. Embora o
metodo de selecc~ao multiobjectivo n~ao se distingua do metodo de selecc~ao uniobjectivo em termos
de agregac~ao dos objectivos, o mesmo n~ao ocorreu em termos de func~oes de aproveitamento. Na
comparac~ao do tipo de mutac~ao, tambem a mutac~ao independente obteve vantagem em termos de
func~oes de aproveitamento. Por sua vez, os valores do para^metro  que evidenciaram melhor de-
sempenho corresponderam a f1; L; 2L;1g. Este largo intervalo de valores podera estar relacionado
com as caratersticas do problema da UCEE que permite que a quantidade de enviesamento seja
indiferente.
A gerac~ao de horarios de aulas pelas abordagens referidas neste estudo indicam resultados pro-
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missores que merecem um maior investimento futuro.

E de realcar que o PGHA e um problema
muito complexo e que demora cerca de duas semanas a ser resolvido manualmente. Os resultados
obtidos pela abordagem da agregac~ao dos objectivos com maior prioridade quase se aproximaram
da vers~ao manual com um numero muito inferior de recursos. Este facto leva a pensar se o pro-
cesso proposto neste estudo conseguiria apresentar melhor desempenho se existisse mais uma sala
disponvel.
Das duas abordagens propostas, a que teve em conta a desagregac~ao dos objectivos de elevada
prioridade apresentou o pior desempenho. Contudo, e observando o tipo de converge^ncia vericada
por esta abordagem nas ultimas iterac~oes, levanta a quest~ao se o seu desempenho n~ao acabaria por
ultrapassar a abordagem da agregac~ao dos objectivos se o numero de iterac~oes fosse maior.
Finalmente, a qualidade dos horarios produzida por ambas as abordagens, em termos de con-
centrac~ao de aulas das turmas e docentes, n~ao e comparavel aos resultados obtidos pelo processo
manual. Contudo e necessario relembrar que os resultados obtidos pelas outras abordagens n~ao
conseguiram satisfazer totalmente os objectivos de maior prioridade. Tal como referido anterior-
mente, e bem possvel que a existe^ncia de mais uma sala disponvel resolvesse estes objectivos de
elevada prioridade e que permitissem uma maior satisfac~ao dos objectivos com prioridade mais
reduzida.
6.6 Conclus~oes
O metodo experimental combinado com princpios de infere^ncia estatstica, alem de permitir avaliar
o desempenho dos algoritmos propostos neste estudo em termos quantitativos, tambem forneceu
alguma luz sobre os efeitos dos metodos e para^metros presentes nos algoritmos. O conceito de
func~oes de aproveitamento foi de grande utilidade para caracterizar os algoritmos evolutivos mul-
tiobjectivo. A adic~ao do tempo de execuc~ao como mais um objectivo a minimizar permitiu uma
reformulac~ao inovadora do processo de avaliac~ao do desempenho dos algoritmos.
Os resultados obtidos pelos algoritmos propostos indicam que a formalizac~ao multiobjectivo
com base em metas e priodidades faz sentido nos problemas abordados. Do mesmo modo, um certo
enviesamento explcito fornecido pelo operador de mutac~ao demonstrou que favorecia o processo
de pesquisa. A desagregac~ao dos objectivos foi igualmente vantajosa nos PGHE. Pelo contrario,
no PGHA abordado, os resultados indicam que a agregac~ao podera favorecer mais o processo de
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pesquisa. Contudo, uma quest~ao pertinente se levanta sobre se um maior numero de iterac~oes n~ao
ira benefeciar a desagregac~ao dos objectivos.
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Captulo 7
Conclus~oes
7.1 Algoritmos Evolutivos Multiobjectivo para Afectac~ao de Re-
cursos
Este estudo consistiu numa formalizac~ao multiobjectivo de problemas de afectac~ao de recursos, com
incide^ncia nos problemas de gerac~ao de horarios, e aplicac~ao da metodologia evolutiva proposta por
Fonseca e Fleming [46] para resolver problemas multiobjectivo em dois PGHEs e num PGHA na
Universidade do Algarve.

E possivel constatar que a denic~ao de metas e prioridades, como formalizadas neste estudo,
apoiam o processo de decis~ao num problema tpico de elaborac~ao de horarios. Muitas das abor-
dagens efectuadas nesta classe de problemas baseiam-se na quanticac~ao de ponderac~oes que n~ao
s~ao transparentes para o decisor. A especicac~ao dos nveis de desempenho desejados por cada
objectivo e a denic~ao da ordem pela qual os objectivos devem ser satisfeitos permitem apoiar o
decisor na articulac~ao das suas prefere^ncias e, como conseque^ncia, denir naturalmente o processo
de pesquisa. Contudo, este processo, denido por um metodo claramente explcito do que se pre-
tende com cada objectivo, n~ao deve ter por base mecanismos de optimizac~ao que podem enviesar
de modo implcito, o processo de decis~ao. As escolhas efectuadas neste estudo te^m em conta estas
considerac~oes.
Os algoritmos evolutivos, que exploram simultaneamente varias regi~oes do espaco de pesquisa
atraves da interacc~ao entre varias soluc~oes candidatas, demonstram serem metodos que facilmente
se adaptam ao conceito multiobjectivo. A utilizac~ao da representac~ao directa e tambem uma escolha
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relacionada com a natural representac~ao do problema. Neste estudo, cada cromossoma representa
um horario e cada gene desse cromossoma representa um evento ao qual e atribudo um valor que
se refere aos recursos disponveis para esse evento. Embora se admita que a representac~ao directa
origina muitas violac~oes das restric~oes, como conseque^ncia da inexiste^ncia de um enviesamento
implcito, este facto pode ser minorado com o apoio de operadores que utilizem informac~ao do
problema. Mas, mais uma vez, o enviesamento fornecido por estes operadores devera ser explcito
de acordo com o processo de decis~ao formalizado inicialmente. Assim, o operador de mutac~ao
proposto neste estudo tem em conta a satisfac~ao dos objectivos atraves da intervenc~ao sobre aquilo
que impede que sejam satisfeitos, ou seja, na violac~ao das restric~oes que comp~oem esses objectivos.
Esta acc~ao da mutac~ao n~ao devera ser inocente ao ponto de mudar apenas e de forma deter-
ministica as posic~oes do cromossoma que apresentam mais conitos. Este facto e perfeitamente
compreensvel se se considerar o verdadeiro espaco de pesquisa dos problemas em estudo como
uma paisagem bastante irregular, repleto de optimos locais e de "armadilhas" para operadores
determinsticos. Tal como outras meta-heursticas, os algoritmos evolutivos propostos utilizam me-
canismos estocasticos para explorar outras regi~oes do espaco objectivo e para escapar de possveis
optimos locais. Contudo, uma quest~ao se levanta sobre quanta aleatoriadade devera ser utilizada
no processo de pesquisa sem que este se torne numa pesquisa aleatoria. A componente estocastica,
expressa pela relac~ao entre a probabilidade de mutac~ao optima e a press~ao selectiva, e o envie-
samento explcito do processo de pesquisa no sentido da satisfac~ao das restric~oes, fornecido pelo
para^metro , fornecem o equilbrio necessario. Os resultados obtidos, inclusive, sugerem que o
valor de  devera estar compreendido algures entre o comprimento do cromossoma e innito.
A avaliac~ao de desempenho dos algoritmos propostos consistiu numa abordagem baseada em in-
fere^ncia estatstica, com metodologia experimental semelhante a utilizada noutras cie^ncias empricas.
A metodologia experimental foi delineada para analise dos factores principais existentes, respecti-
vamente, os metodos de selecc~ao, tipos de mutac~ao e valores do para^metro : A analise estatstica
apresentada permitiu determinar, atraves de estatstica n~ao-parametrica, se um determinado factor
apresenta algum efeito no desempenho do algoritmo, assumindo que os outros factores permane-
ceriam constantes a qualquer nvel.

E de realcar que os resultados obtidos por um algoritmo
multiobjectivo, que produz varias soluc~oes n~ao-dominadas, s~ao diferentes dos obtidos por um al-
goritmo que lide so com um objectivo. O seu tratamento n~ao e trivial e e necessario um cuidado
especial nas metodologias estatsticas a utilizar.
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A func~ao de aproveitamento lida com a analise de conjuntos de pontos n~ao-dominados. Este
metodo assenta numa ideia simples em que as distribuic~oes dos resultados de varias execuc~oes de
um algoritmo multiobjectivo podem ser caracterizadas pela probabilidade do algoritmo atingir uma
meta arbitraria numa so execuc~ao. Este conceito foi combinado com a metodologia experimental
para comparar o desempenho dos algoritmos propostos. A utilizac~ao dos resultados obtidos pelos
algoritmos propostos atraves da estimac~ao de func~oes de aproveitamento empricas e da aplicac~ao
de testes estatsticos n~ao-parametricos nelas baseadas permitiram n~ao so identicar as diferencas
estatsticas entre grupos de algoritmos, mas tambem observar gracamente as diferencas mais
notaveis, para uma melhor compreens~ao dos resultados.
Este estudo tambem sugeriu e implementou a utilizac~ao de testes fechados para detectar a ori-
gem de diferencas, mantendo controlada a probabilidade de uma ou mais hipoteses serem rejeitadas
incorrectamente. Finalmente, a analise do custo de soluc~ao versus tempo de execuc~ao, implemen-
tada pela primeira vez, permitiu aliar a interpretac~ao de desempenho mais comum, que assenta
sobre um compromisso entre o tempo de execuc~ao e a qualidade das soluc~oes obtidas, a noc~ao de
qualidade das soluc~oes na presenca de varios objectivos, integrando ambos num so formalismo.
7.2 Perspectivas Futuras
7.2.1 Processo de Decis~ao Multiobjectivo
Como foi referido anteriormente, a denic~ao de metas e prioridades permite, de uma forma trans-
parente, apoiar o processo de decis~ao. Embora a escolha dos objectivos efectuada neste estudo
tentasse reectir o que os intervenientes no processo julgaram ser um bom horario de exames ou
de aulas, e necessario, agora, formalizar um conjunto de objectivos para esta classe de problemas
que englobe as prefere^ncias do decisor de uma forma mais global. Paralelamente, um estudo sobre
a quanticac~ao de cada nvel de desempenho pretendido por cada objectivo deve ser efectuado.

E indiscutvel que a representac~ao graca facilita a tomada de decis~ao. Foi possvel vericar
que a presenca de muitos objectivos dicultam a apresentac~ao graca dos resultados ao decisor. A
apresentac~ao dos resultados nais deve ser convenientemente explorada para facilitar a escolha da
soluc~ao nal.
Este estudo tambem assumiu uma articulac~ao das prefere^ncias do decisor a priori. Contudo, e
possvel incluir, interactivamente, o processo de decis~ao durante o processo de pesquisa. Este facto
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permitira que o decisor tenha mais intervenc~ao no processo e que escolha as regi~oes do espaco
objectivo mais interessantes para o algoritmo explorar.
7.2.2 Algoritmos Evolutivos Multiobjectivo
A aplicac~ao de algoritmos evolutivos na resoluc~ao de problemas de optimizac~ao multiobjectivo e
uma area de estudo relativamente recente. A existe^ncia de muitos problemas reais multiobjectivo
te^m motivado a continuac~ao da explorac~ao destas tecnicas. Contudo, algumas quest~oes est~ao ainda
em aberto sobre o modo como o processo de decis~ao inuencia o processo de pesquisa. Neste estudo
observou-se que a desagregac~ao dos objectivos foi favoravel no PGHEs, mas foi aparentemente
mais desfavoravel nos PGHA. Num problema sobre optimizac~ao de sistemas termicos, Wright e
Loosemore [110] observaram que a reduc~ao do numero de objectivos por agregac~ao n~ao so facilitava
a interpretac~ao dos resultados como reduzia o tempo de converge^ncia do algoritmo.

E necessario
aprofundar ate que ponto a agregac~ao ou n~ao dos objectivos afecta o comportamento do algoritmo
multiobjectivo, e ate que ponto esta agregac~ao n~ao afecta o processo de decis~ao. Algumas tecnicas
utilizadas pelos algoritmos evolutivos multiobjectivo tais como partilha de aptid~ao [55] e crowding
[72] dever~ao ser testadas e comparadas para explorar ate que ponto algoritmos que as incluam
podem resolver mais rapidamente um problema com objectivos desagregados.
Outro aspecto importante e o tempo computacional dos algoritmos multiobjectivo. O algoritmo
multiobjectivo necessita de comparar os pontos n~ao-dominados da gerac~ao corrente com os pontos
obtidos nas gerac~oes anteriores para manter uma representac~ao el das soluc~oes encontradas para
o problema. Este factor causa algum atraso no algoritmo se o numero de pontos n~ao-dominados
em cada gerac~ao for elevado.

E necessario, ent~ao, encontrar tecnicas que reduzem os tempos
computacionais. Modelos de populac~ao estruturada para ambientes de processamento paralelo,
como o modelo de ilhas [60] e difus~ao [53], que alem de reduzir o tempo computacional tambem
afectam o processo de pesquisa, devem ser igualmente testados e comparados.
7.2.3 Aplicac~ao em Problemas de Afectac~ao de Recursos
Sera necessario vericar a aplicac~ao da abordagem efectuada neste estudo noutros problemas de
afectac~ao de recursos, tais como no a^mbito de afectac~ao de empregados a turnos, marcac~oes de
reuni~oes de trabalho entre agentes com diferentes prefere^ncias e afectac~ao de freque^ncias de radio
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a canais de comunicac~oes, por exemplo. Esta metodologia tambem devera ser estendida a outros
problemas de optimizac~ao combinatoria onde se possa localizar a violac~ao de restric~oes.
Uma ligac~ao com metodos de programac~ao com restric~oes benecia a pesquisa do algoritmo
evolutivo proposto neste estudo, visto que a reduc~ao do espaco de pesquisa liberta o algortimo de
explorar regi~oes que s~ao a partida inadmissveis. A possibilidade de reforcar a aplicac~ao destes
metodos durante o processo de pesquisa devera ser alvo de um estudo futuro. Marchioiri [73] e
Barnier [6] apresentaram algumas propostas de hibridizac~ao destas duas tecnicas em problemas
teoricos que lidam com esta linha de investigac~ao.
7.2.4 Operadores de Mutac~ao e Cruzamento
Neste estudo n~ao foi concretizada nenhuma tentativa de ajustar quaisquer para^metros de operadores
de recombinac~ao. Devera ser efectuada uma analise mais detalhada sobre a interacc~ao destes
operadores com os restantes para^metros descritos neste estudo e se a mesma informac~ao que e
disponibilizada para o operador de mutac~ao podera, de facto, ser utilizada pela recombinac~ao. Em
complemento, um estudo sobre quais os melhores blocos constructivos para esta classe de problemas
poderia fornecer alguma claricac~ao sobre o modo de partic~ao do cromossoma no processo de
recombinac~ao. Em particular, a aplicacc~ao aos problemas em estudo da metodologia proposta por
Lobo [70] podera ser uma area de trabalho promissora.

E possvel constatar que a informac~ao disponibilizada sobre o grau de violac~oes das restric~oes e
do numero de alternativas e util para o processo de pesquisa. Contudo, algo ca em aberto sobre
uma possvel relac~ao entre a diculdade dos problemas e o para^metro  do operador de mutac~ao.
Como foi referido na secc~ao 4.5, um problema com elevado grau de complexidade devera necessitar
de um para^metro  que previligie a capacidade de distender mais a pesquisa a outros locais do
espaco dos objectivos. Pelo contrario, um problema com reduzido grau de complexidade podera ser
resolvido mais rapidamente com  = 1. Nos problemas em estudo, observou-se que os melhores
resultados eram obtidos com  2 fL; 2L;1g. Este facto indica que n~ao sera necessario enviesar
totalmente o algoritmo no sentido da tentativa de satisfac~ao das restric~oes para se obter um bom
desempenho. Contudo, sera necessario efectuar um estudo mais aprofundado sobre este assunto,
tendo em conta medidas de diculdade dos problemas, como ja efectuado por [89].
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7.2.5 Avaliac~ao Estatstica de Algoritmos Estocasticos
A quantidade de dados resultantes, quer das func~oes de aproveitamento como do proprio algoritmo
multiobjectivo, apresenta grandes dimens~oes e torna dcil a sua visualizac~ao. Devera ser possvel
ultrapassar esta diculdade atraves de uma reduc~ao do volume de dados gerados pelo algoritmo
sem perder a uniformidade. Tecnicas semelhantes as utilizadas em computac~ao graca poder~ao ser
utilizadas de uma forma analoga para remover pontos n~ao-dominados redundantes sem afectar a
estrutura principal.
Foi demonstrada a utilidade da aplicac~ao de func~oes de aproveitamento para avaliar o desempe-
nho de algoritmos multiobjectivo, mas tambem para avaliar, pela primeira vez, o comportamento
de tais algoritmos durante o tempo de execuc~ao. A analise de desempenho em termos do custo
da soluc~ao/tempo de execuc~ao devera ser mais aprofundada e igualmente utilizada para comparar
e analisar as propriedades de converge^ncia de outros algoritmos estocasticos alem dos algoritmos
evolutivos, como algoritmos de pesquisa tabu, arrefecimento simulado e pesquisa local iterativa, em
problemas tanto multiobjectivo como uniobjectivo.
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