Towards the bioremediation of the hypertrophic Swartkops Solar Salt-works by Difford, Mark
Towards the Bioremediation of the Hypertrophic Swartkops Solar
Salt-works
by
MARK DIFFORD
Submitted in fulfilment of the requirements for the degree of
Philosophiæ Doctor
in the Faculty of Science
at the
Nelson Mandela Metropolitan University
Promoter: Professor Eileen E. Campbell
31 December 2008
To the Memory of My Father
To My Mother
And to Yann
Contents
Contents iii
List of Figures vii
List of Tables xiii
List of Plates xv
Abstract xvii
Acknowledgements xviii
A Guide to the Different Parts of this Thesis xix
Abbreviations, Definitions, Symbols Used, and Typographical Conventions xx
1 Determinants and Predictors of Brine Quality in the Swartkops Estuary 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Indicators of Brine Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Dissolved Inorganic Nutrients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 An Overview, with a Look at Seasonal Differences . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Site Differences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4.1 The Main Differences Between the Sites Surveyed . . . . . . . . . . . . . . . . . . . . 5
1.4.1.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4.2 Considering Site-differences Across Quantiles . . . . . . . . . . . . . . . . . . . . . . 16
1.4.2.1 Method of Analysis and Display . . . . . . . . . . . . . . . . . . . . . . . . 21
1.4.2.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.4.3 The Tidal Time-scale Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.4.3.1 Observations on Selected Samplings . . . . . . . . . . . . . . . . . . . . . . 29
8 May 2003 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
15 May 2003 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
10 December 2004 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3 December 2002 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.4.3.2 Comment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.4.3.3 Complements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Tidal Height and Tidal Range . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.4.4 Detailed Analysis of the Primary Candidate Sites: the Power-Station, Inlet, and
Pump-house Sites Compared . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.4.4.1 Method of Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.4.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.4.4.3 A Caveat (and a Digression) on Hypothesis Testing and the Value of
the p-Value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
1.4.5 Nutrient Concentrations on the Upstream and Downstream Sides of Wylde Bridge 46
1.4.5.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
1.4.5.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
iii
Contents
1.4.5.3 Complements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Complements (Wylde Bridge) . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
1.4.6 Outwelling and Brine Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
1.4.6.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
1.4.6.2 Comment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
1.5 Predictors and Prediction of Brine Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
1.5.1 Which Predictors Are Important? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
1.5.1.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
1.5.2 A Detailed Consideration of the Predictive Performance of River Flow Rate and
Salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
1.5.2.1 Methods Used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
1.5.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
1.5.2.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
1.5.3 Predicting Brine Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
1.5.3.1 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
1.6 Chapter Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
2 Observations on the Effect of Salt on a Salt-works 86
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
2.2 Study-site: the Swartkops Salt-works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
2.3 Underpinnings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
2.3.1 Complements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
2.4 Between-study Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
2.5 Pond-depth Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
2.5.1 Response of the Water Column to a Decrease in Pond-depth . . . . . . . . . . . . . 95
2.5.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
2.6 Macroalgal Growth at the Swartkops Salt-works . . . . . . . . . . . . . . . . . . . . . . . . . 104
2.6.1 Conditions During the Study that Were Associated with Macroalgal Growth . . . . 104
Salinity, Water Clarity, and Nutrients . . . . . . . . . . . . . . . . . . . . . . . 104
A Role for Sulphate? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
2.7 Brine Shrimp (Artemia L.) Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
2.7.1 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
2.8 The Sedimentary System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
2.8.1 The Initial Condition of the Benthic Layer. . . . . . . . . . . . . . . . . . . . . . . . . 123
2.8.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Benthic Chlorophyll-a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Organic Matter and Moisture Content . . . . . . . . . . . . . . . . . . . . . . . 130
2.9 The Water Column: Particulate Organic Carbon and the Other Forms of Particulate
Organic Matter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
2.9.1 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Standard Method of Analysis: Examining Absolute or Real-valued Changes. 139
Compositional Method of Analysis: Examining Ratio- or Relative Changes. . 140
2.10 Conspectus of a Changed System: Ponds 5–C . . . . . . . . . . . . . . . . . . . . . . . . . . 158
2.11 The Effect of Brine Shrimp on Particulate Organic Matter in the Water Column . . . . . . . 161
2.11.1 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
Analysis 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
Analysis 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
Analysis 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
2.12 On Excluding the Effect of Salt on a Salt-works and on Isolating a Pure Brine-Shrimp Effect 172
Preamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
Organization of This Section . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
2.12.1 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
Relationships Between Artemia and Salinity and the Particulate Forms . . . . 174
Consideration of the Role of Nutrients . . . . . . . . . . . . . . . . . . . . . . 177
The Minimalist Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
Comparing the Result to a “Traditional” Multivariate Analysis of Variance . 182
iv
Contents
2.12.2 Raw Relationships Revisited, Including a Detailed Examination of Changes from
2003 Through the Early Samplings of 2004 . . . . . . . . . . . . . . . . . . . . . . . . 183
2.13 Examples of Normal Life in Ponds 1 and 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
2.14 A Catalogue of Changes in Ponds 3 and 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
2.15 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
Pond-Depth Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
Blooming Macroalgae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
Brine Shrimp Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
The Sedimentary System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
Particulate Organic Matter in the Water Column . . . . . . . . . . . . . . . . 201
The Effect of Brine Shrimp on Particulate Organic Matter in the Water Column 203
2.16 Chapter Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
3 Towards Determining Whether Decomposing Barley Straw Detrimentally Affects the
Benthic Mat 205
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
3.2 Overview of the Experimental Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
A Note on Replications. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
A Note on Control Treatments. . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
A Note on the Procedure Followed for the Nutrient Analysis Stage of the
Experiments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
3.3 Experiments Without Barley Straw . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
3.3.1 Experiment 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
Protocol for Stage 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
Protocol for Stage 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
3.3.1.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
Stage 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
Stage 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
3.3.1.2 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
3.3.1.3 Complements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
Predictors of Nitrate During Stage 2, Based on Bayesian Model Averaging . 215
Ammonium During Stage 2 of Experiment 2 . . . . . . . . . . . . . . . . . . . 215
3.3.2 Experiments 3 and 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
3.3.2.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
3.3.2.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
3.3.2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
3.3.2.4 Complements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
On the Use of Zinc Acetate and its Effect on the Quantification of Ammonium. 229
On the Effect of Zinc Acetate on Microbial Mats. . . . . . . . . . . . . . . . . 229
3.4 Experiments with Barley Straw . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
3.4.1 Experiments 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
3.4.1.1 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
Barley Straw Activation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
Mat Collection and Pre-treatment with Activated Barley Straw. . . . . . . . . 232
Nutrient Uptake/Conversion Experiment. . . . . . . . . . . . . . . . . . . . . 232
Mat Samples for Structural Analysis. . . . . . . . . . . . . . . . . . . . . . . . 232
Mat and Water Column Samples for Chlorophyll-a Analysis. . . . . . . . . . 233
3.4.1.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
Benthic-Mat Chlorophyll-a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
Water-Column Chlorophyll-a. . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
Structural Analysis of Treated and Untreated Mat-cores. . . . . . . . . . . . . 239
Nutrient Conversion/Uptake. . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
3.4.1.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
3.5 Chapter Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
Appendices 253
v
Contents
A Ancillary Material Related to Chapter 1 253
A.1 “Exceptional” Sampling of 5 December 2002 . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
A.2 Note on Sites Sampled . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
A.3 Schematic Box-percentile Plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
A.4 On Using a Nomogram to Predict . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
A.5 The Art of the Taylor Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
A.6 Supplementary Analyses Related to the Prediction of Brine Quality (and to Outwelling) . 255
B Ancillary Material Related to Chapter 2 258
B.1 On Reading Ternary Diagrams, With Comments On Compositional Data Analysis,
Correspondence Analysis, and Relative Variation Biplots . . . . . . . . . . . . . . . . . . . . 258
B.2 On Constrained Table Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261
Representing the Matched Matrices . . . . . . . . . . . . . . . . . . . . . . . . 263
Orthogonalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
B.3 Some Characteristics of Solar Salt-works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264
C Ancillary Material Related to Chapter 3 266
C.1 Experiment 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266
D General Methods 267
D.1 Statistical Analysis and Thesis Production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
D.2 Inorganic Nutrients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
Ammonium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
Nitrate (+ Nitrite) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
Phosphorus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
Sulphate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
D.3 Particulate Organic Matter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
Elemental Ratios of the Particulate Forms . . . . . . . . . . . . . . . . . . . . . 268
D.4 Chlorophyll-a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
Water Column . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
Benthic Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
D.5 Benthic Organic Matter and Moisture Content . . . . . . . . . . . . . . . . . . . . . . . . . . 269
D.6 Salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
D.7 Other Physico-chemical Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
D.8 Floating Macroalgae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
D.9 Brine Shrimp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
Collection and Preservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
Counts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
Caveat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
E Recommendations to Management 272
Extracting Brine from the Swartkops Estuary . . . . . . . . . . . . . . . . . . 272
Operating Parameters at the Salt-works . . . . . . . . . . . . . . . . . . . . . . 272
Concluding Remarks 275
References 277
vi
List of Figures
1.1 Map of the Swartkops Estuary showing the location of the sites sampled . . . . . . . . . . . . 5
1.2 Overview of concentrations of the key indicator variables of water quality as a function of
Site and Sample Date . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Biplots of PCAs of the indicator variables of brine quality, with overmapped class ellipses
showing the influence of key factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Tableaux summarizing the results of a Hill-Smith analysis of the indicator variables of brine
quality, together with Site, Season, TidalType and TidalPhase . . . . . . . . . . . . . . . . . . 8
1.5 Tableaux showing a more detailed map of site relationships than that given by the vectors
for Site in Figure 1.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.6 Overview of the concentration of Salinity in the Swartkops Estuary during the study. . . . . . 10
1.7 Overview of the concentration of NH+4 in the Swartkops Estuary during the study. . . . . . . 11
1.8 Overview of the concentration of NO−3 in the Swartkops Estuary during the study. . . . . . . 12
1.9 Overview of the concentration of PO3−4 in the Swartkops Estuary during the study. . . . . . . 13
1.10 Marginal relationships between salinity and the nutrient indicator variables of brine quality. . 15
1.11 Quantile regression of PO4 ∼ Season through the 10th–90th percentiles, with matching
non-parametric kernel density comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.12 Autumn data set: overview of the rank-based ANOVAs of the indicator variables of brine
quality summarized in Table 1.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.13 Summer data set: overview of the rank-based ANOVAs of the indicator variables of brine
quality summarized in Table 1.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.14 Summer data set (excl. sampling of 10 December 2004). Overview of the rank-based
ANOVAs of the indicator variables of brine quality summarized in Table 1.7 . . . . . . . . . . 24
1.15 Autumn data set: quantile regression spanning the 5th–95th percentile . . . . . . . . . . . . . . 26
1.16 Summer data set: quantile regression spanning the 5th–95th percentile . . . . . . . . . . . . . . 27
1.17 Summer data set: supplementary quantile regression showing differences between the
Mouth site and the Inlet and Pump-house sites . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.18 Summer data set: supplementary quantile regression showing differences between the
Power-Station site and the Pump-house site . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.19 Supplementary quantile regression showing comparisons between particular sites . . . . . . . 30
1.20 Tidal time-scale analysis of the neap tide sampling of 8 May 2003 . . . . . . . . . . . . . . . . . 31
1.21 Tidal time-scale analysis of the neap tide sampling of 15 May 2003 . . . . . . . . . . . . . . . . 32
1.22 Box-percentile plots showing parallel changes in inorganic nutrient concentrations and
salinity during the summer samplings of 2004 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.23 Tidal time-scale analysis of the spring tide sampling of 10 December 2004 . . . . . . . . . . . . 34
1.24 Tidal time-scale analysis of the spring tide sampling of 3 December 2002 . . . . . . . . . . . . 35
1.25 Tidal time-scale analysis of the spring tide sampling of 3 December 2002, complementary view 36
1.26 Marginal relationships between salinity and the nutrient indicator variables of brine quality
for the spring tide sampling of 10 December 2004 . . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.27 Tidal height during the sampling period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
1.28 Dot plot of tidal range for each sampling, calculated from hourly tidal height data . . . . . . . 40
1.29 Violin plots for the summer data set showing the distribution of the variables used in the
analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.30 Partial results from a PCA-based analysis of nutrient differences between the Power-Station,
Inlet, and Pump-house sampling sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
vii
List of Figures
1.31 Partial results from a PCA-based analysis of nutrient differences between the Power-Station
and Inlet sampling sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
1.32 Non-parametric analysis of covariance of the effect of Wylde Bridge on inorganic nutrient
concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
1.33 Distance biplots of two PCAs of the nutrient indicator variables of brine quality, with
superimposed class ellipses showing inertia due to each level of the Wylde-Bridge factor . . . 49
1.34 Comparison of a set of increasingly complex linear mixed models for fitting PO3−4 . . . . . . . 52
1.35 Trellis graphic showing separate regressions of loge(NH4) ∼ Salinity for each level of Site
and Season . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
1.36 Trellis graphic showing separate regressions of loge(NO3) ∼ Salinity for each level of Site
and Season . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
1.37 Trellis graphic showing separate regressions of PO4 ∼ Salinity for each level of Site and
Season . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
1.38 Complementary analyses of the effect of Wylde Bridge on nutrient concentrations. Partial
effects and model summary for NH+4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
1.39 Complementary analyses of the effect of Wylde Bridge on nutrient concentrations. Partial
effects and model summary for NO−3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
1.40 Complementary analyses of the effect of Wylde Bridge on nutrient concentrations. Partial
effects and model summary for PO3−4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
1.41 Tableaux showing the relationship between nutrient concentration and tidal phase at
different levels of salinity for the three “downstream” sites . . . . . . . . . . . . . . . . . . . . . 57
1.42 Dotplots showing significant deviations (90 % level of probability) following a two-sided
test of independence of the categories shown in Figure 1.41 . . . . . . . . . . . . . . . . . . . . 58
1.43 Tableaux showing the relationship between nutrient concentration and tidal phase at
different levels of rainfall (a, b) and flow rate (c) for the Mouth site . . . . . . . . . . . . . . . . 59
1.44 Tableaux showing the relationship between selected physico-chemical parameters and tidal
phase at different levels of salinity for the Mouth site . . . . . . . . . . . . . . . . . . . . . . . . 60
1.45 Flow rate at Niven’s Bridge, Uitenhage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
1.46 Rainfall at Port Elizabeth (PE) and Uitenhage (U) during the sampling period . . . . . . . . . 62
1.47 Inter-relationships between variables as determined by Hoeffding’s D statistic . . . . . . . . . 63
1.48 Partial dependence of NH+4 on the nine most important predictors . . . . . . . . . . . . . . . . 64
1.49 Partial dependence of NO−3 on the nine most important predictors . . . . . . . . . . . . . . . . 65
1.50 Partial dependence of PO3−4 on the nine most important predictors . . . . . . . . . . . . . . . . 66
1.51 Partial dependence of NO−3 on the nine most important predictors for a model excluding
Salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
1.52 Interaction strength of flow rate with the 8 most important predictors of nutrient concentration 68
1.53 Partial dependence of (a) NO−3 and (b) PO
3−
4 on Salinity and FlowRate7 at Niven’s Bridge,
Uitenhage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
1.54 Comparison of the estimated predictive power of two simple earth models (combined data set) 69
1.55 Comparison of the estimated predictive power of two simple earth models (autumn and
summer data sets) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
1.56 Kernel density plots of observed and predicted values of the nutrient indicator variables
(based on the earth models compared in Figure 1.55) . . . . . . . . . . . . . . . . . . . . . . . . 70
1.57 Stacked barplots of the relative importance at different quantiles of predictors of the
indicator variables of brine quality. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
1.58 Comparison of a set of non-parametric multivariate models fitted to the complete data set
using Multivariate Adaptive Regression Splines (MARS) . . . . . . . . . . . . . . . . . . . . . . 75
1.59 Comparison of the distribution of salinity at sites upstream (AW) and downstream (BW)
from Wylde Bridge for the upper two tranches of the salinity ranges shown in Figure 1.66 . . 77
1.60 Between-class analyses of a normed principal component analysis of the nutrient indicator
variables of brine quality, based on the combined data for the Inlet and Power-Station sites . . 78
1.61 Comparison of the performance of three different modelling tools to predict the concentra-
tion of NH+4 , with associated nomogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
1.62 Comparison of the performance of three different modelling tools to predict the concentra-
tion of NO−3 , with associated nomogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
viii
List of Figures
1.63 Comparison of the performance of three different modelling tools to predict the concentra-
tion of PO3−4 , with associated nomogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
1.64 Comparison of the performance of three different modelling tools to predict the concentra-
tion of Salinity, with associated nomogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
1.65 Comparison of the performance of three different modelling tools to predict the concentra-
tion of Salinity, based on a revised model incl. FlowRate11 and Rain.U7 . . . . . . . . . . . 84
1.66 A simple tool for “predicting” the concentration at each site of the nutrient indicator
variables of brine quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
2.1 Plan of the Swartkops salt-works, showing the ponds sampled and the sampling stations . . . 89
2.2 Comparison across ponds 1–6 of the concentration of PO3−4 and salinity at the Swartkops
and Velddrif salt-works during the period 1998–1999 . . . . . . . . . . . . . . . . . . . . . . . . 90
2.3 Salinity profiles of the Swartkops and Velddrif salt-works during the period 1998–1999 . . . . 91
2.4 Profiles of salt concentration at the Swartkops salt-works during the course of the study . . . 92
2.5 Box-percentile plots of inorganic nutrient concentration in pond 1 of the Swartkops salt-
works during the present study and during the study of Du Toit (2001) . . . . . . . . . . . . . 94
2.6 Profiles of the concentration of NH+4 at the Swartkops salt-works during the course of the study 96
2.7 Profiles of the concentration of NO−3 at the Swartkops salt-works during the course of the study 97
2.8 Profiles of the concentration of PO3−4 at the Swartkops salt-works during the course of the study 98
2.9 Chlorophyll-a in the water column at the Swartkops salt-works as determined by Difford
(this study) and by Du Toit (2001) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
2.10 Pond-by-pond comparison of the results obtained by Difford (this study) and Du Toit (2001)
following pond-depth-reduction experiments at the Swartkops salt-works . . . . . . . . . . . . 103
2.11 Occurrence of floating macroalgae at the Swartkops salt-works during the studies of Difford
(this study: Nov 02--Aug 04) and Du Toit (2001) (Feb 98--Sep 99) . . . . . . . . . . . . . . . . . 105
2.12 “Unconditional" relationships between macroalgal cover and salinity (left) and water clarity
(secchi depth) (right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
2.13 Conditional inference tree model of the factors most closely associated with the occurrence
of floating macroalgae at the Swartkops salt-works during the present study . . . . . . . . . . 107
2.14 Response surface “model” for ponds 1–3 of the relationship between macroalgal growth
(response) and the concentration of chlorophyll-a in the water column and the ratio of
inorganic nitrogen to inorganic phosphorus (predictors) . . . . . . . . . . . . . . . . . . . . . . 108
2.15 Response surface “model” for ponds 1–4 of the relationship between macroalgal growth
(response) and the concentration of chlorophyll-a in the water column and the ratio of
inorganic nitrogen to inorganic phosphorus (predictors) . . . . . . . . . . . . . . . . . . . . . . 109
2.16 Pearson residuals from a log-linear analysis of a set of 4-way contingency tables resulting
from the cross-classification of four predictor variables . . . . . . . . . . . . . . . . . . . . . . . 110
2.17 Sulphate concentration in the water column at the Swartkops salt-works . . . . . . . . . . . . . 111
2.18 Summary plots of the logistic-regression model of Macroalgae ∼ Chla.w ∗ N.P+ Pond+ Date
for ponds 1–4 of the Swartkops salt-works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
2.19 Response surface “model” for ponds 1–4 showing the inverse nature of the relationship
between the concentration of SO2−4 (response) and the concentration of the inorganic
nutrients NH+4 and PO
3−
4 (predictors) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
2.20 Tree-based regression models for ponds 1–4 showing the inverse nature of the relationship
between the concentration of SO2−4 and the concentration of NH
+
4 and PO
3−
4 . . . . . . . . . . 115
2.21 Ammonium concentration in the water column at the Swartkops salt-works . . . . . . . . . . . 116
2.22 Phosphate concentration in the water column at the Swartkops salt-works . . . . . . . . . . . . 117
2.23 Summary of a bootstrapped one-way analysis of variance model (NH4 ∼ Date) of the
concentration of NH+4 in pond 1 of the Swartkops salt-works . . . . . . . . . . . . . . . . . . . 118
2.24 Spinogram showing the abundance of Artemia salina at the Swartkops salt-works as a
function of salinity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
2.25 Abundance of Artemia salina at the Swartkops salt-works during the studies of Difford (this
study) and Du Toit (2001) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
2.26 Response surface “model” of the relationship between brine shrimp abundance (response)
and the concentration of SO2−4 and salt (predictors) . . . . . . . . . . . . . . . . . . . . . . . . . 121
2.27 The distribution of salinity in selected “pond-sets” during the course of the study . . . . . . . 121
ix
List of Figures
2.28 Physical factors (predictors) most closely associated with brine shrimp abundance . . . . . . . 122
2.29 Comparison of benthic chlorophyll-a in ponds 1–6 of the Swartkops salt-works during Du
Toit’s study and the present study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
2.30 System-wide distribution of the main forms of particulate organic matter in the water
column that were estimated, together with benthic chlorophyll-a . . . . . . . . . . . . . . . . . 125
2.31 Matched perspective and contour plots showing the results of a non-parametric regression of
Benthic chlorophyll-a on Date and Pond (subplots a–b) and Date and Salinity (subplots
c–d) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
2.32 Profiles of the concentration of chlorophyll-a in the top 1 cm of the benthic layer at the
Swartkops salt-works during the course of the study . . . . . . . . . . . . . . . . . . . . . . . . 128
2.33 Ternary plots showing coordinated changes in the proportions of three components of the
benthic-layer system during the course of the study . . . . . . . . . . . . . . . . . . . . . . . . . 131
2.34 Box-percentile plots of organic matter in the benthic layer at the Swartkops salt-works . . . . 132
2.35 An illustration of one of the problems of using an intercept-based approach to determining
the detrital component of POC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
2.36 Scatterplot of POC versus chlorophyll-a in the water column, for the complete data set . . . . 135
2.37 Profiles of the concentration of POC at the Swartkops salt-works during the course of the study 136
2.38 Profiles of the concentration of chlorophyll-a in the water column at the Swartkops salt-
works during the course of the study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
2.39 Box-percentile plot summaries of the four forms of particulate organic matter in the water
column that were studied . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
2.40 Overview of yearly changes in the concentrations of the four forms of particulate organic
matter in the water column that were studied . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
2.41 (a) Discriminant analysis of real-valued data showing the extent to which the different types
of particulate organic matter in the water column delineate the different study periods; (b)
Box-percentile plots showing that the concentration of POC at the beginning of the study
was essentially the same as it was during the period of Du Toit’s (2001) study . . . . . . . . . 141
2.42 Overview of yearly changes in the proportions of the four forms of particulate organic
matter in the water column that were studied . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
2.43 Part 1/6: Overview of yearly changes in the proportions of the four forms of particulate
organic matter in the water column during the earlier study-period for which there are data,
viz 1998–1999 (Du Toit, 2001), and the present study-period, viz 2002–2004 . . . . . . . . . . . 144
2.44 Part 2/6: Overview of yearly changes in the ratios of the four forms of particulate organic
matter in the water column that were studied (box-plots) . . . . . . . . . . . . . . . . . . . . . . 145
2.45 Part 3/6: Overview of particulate organic matter in the water column during 1998–1999
(Du Toit 2001) and that recorded during the present study . . . . . . . . . . . . . . . . . . . . . 146
2.46 Part 4/6: Overview of changes in the ratios of the four forms of particulate organic matter
in the water column that were studied. Discriminnant correspondence analysis showing the
extent to which the different components of particulate organic matter in the water column
differentiate the samplings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
2.47 Part 5/6. Stacked bar-plots showing an overview of yearly changes in the proportions of
the four forms of particulate organic matter in the water column during 1998–1999 (Du Toit
2001) and the three years of the present study (2002–2004) . . . . . . . . . . . . . . . . . . . . . 148
2.48 Part 6/6: Overview of changes in the four forms of particulate organic matter in the water
column during 1998–1999 (Du Toit 2001) and the final year of the present study (2004) . . . . 149
2.49 Ternary plots showing coordinated changes in the proportions of three key components
(POC, PON, POP) of the water column during the course of the study . . . . . . . . . . . . . . 150
2.50 Ternary plots showing coordinated changes in the proportions of three key components
(POC, Chla.w, PON) of the water column during the course of the study . . . . . . . . . . . . 151
2.51 Ternary plots showing coordinated changes in the proportions of three key components
(Chla.w, PON, POP) of the water column during the course of the study . . . . . . . . . . . . . 152
2.52 Ternary plots with isoproportional scales illustrating the remarkable extent to which the
ratios of POP to POC and PON to POC stayed largely constant in all ponds of the system
across all samplings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
2.53 Regression plots of the first dimension of a correspondence analysis of the data on particu-
late organic matter in the water column, cross-classified by pond . . . . . . . . . . . . . . . . . 154
x
List of Figures
2.54 Multiple co-inertia analysis of the data on particulate organic matter matter in the water
column from the three years of the study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
2.55 Column-preserving relative variation biplots of the first two dimensions of the base analyses
used in the multiple co-inertia analysis shown in Figure 2.54 . . . . . . . . . . . . . . . . . . . 156
2.56 Cleveland dot plots showing (a) changes in the ratios of the parts of the composition and
(b) Aitchison’s T (variability of the ratios) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
2.57 Relationships between particulate organic matter in the water column in ponds 5–C during
2002–2004 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
2.58 Conditional inference tree model for ponds 5–C of the relationship between particulate
organic matter and brine shrimp abundance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
2.59 Spinograms of the pond-wise concentrations in ponds 5–C of the different forms of particu-
late organic matter in the water column that were studied . . . . . . . . . . . . . . . . . . . . . 163
2.60 Row-preserving biplots of a centred principal component analysis of the data for ponds
5–C showing the relationship between Artemia abundance and particulate organic matter in
the water column . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
2.61 Row-preserving biplots of a modified version of the principal component analysis shown in
Figure 2.60 in which Salinity is included as a descriptor . . . . . . . . . . . . . . . . . . . . . 168
2.62 Co-inertia analysis of the principal component analyses shown in Figures 2.60 and 2.61, in
which Salinity is included as a descriptor in the second analysis . . . . . . . . . . . . . . . . 169
2.63 Row-preserving biplots of a modified version of the principal component analysis shown in
Figure 2.60 in which Salinity is included as a descriptor . . . . . . . . . . . . . . . . . . . . . 170
2.64 Relationships between descriptors used (together with pond) in the principal component
analysis illustrated in Figure 2.63, as determined by Hoeffding’s D statistic . . . . . . . . . . . 171
2.65 PCAIV of relationships between the different forms of particulate organic matter in the
water column and Artemia, Salinity, Pond, and Year . . . . . . . . . . . . . . . . . . . . . . . . . 175
2.66 Relationships (partial correlations) between Artemia and Salinity and the different forms of
particulate organic matter in the water column that were analyzed . . . . . . . . . . . . . . . . 176
2.67 Summary of relationships between the response variables explored in the instrumental
variables analyses in §2.12 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
2.68 Summary of predictor importance on the first and second axes of the PCAIV shown in
Figure 2.70a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
2.69 Bootstrapped estimates of the loadings on CPC 1 of the model shown in Figure 2.70c . . . . . 181
2.70 Relationships between the different forms of particulate organic matter in the water column
(matrix Y) and different sets of environmental or predictor variables as determined by PCAIV 184
2.71 PCAIV of relationships between Artemia and Pond and particulate organic matter in the
water column after orthogonalizing the latter with respect to Inorganic nutrients, Salinity,
and Year . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
2.72 Correlation biplots from a PCAIV of relationships between particulate organic matter in
the water column and Artemia (or Salinity) and Pond after orthogonalizing the particulate
forms with respect to Year, Inorganic nutrients, and either Artemia or Salinity . . . . . . . . . . 186
2.73 Conditional inference tree models for chlorophyll-a and PON, using Artemia and Pond as
predictors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
2.74 Complementary views of the distribution of Artemia in the high-salinity ponds of the
Swartkops salt-works during 2002–2004 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
2.75 Distribution of particulate organic matter in the water column in the high-salinity ponds
(5–C) of the Swartkops salt-works during 2002–2004 . . . . . . . . . . . . . . . . . . . . . . . . . 189
2.76 Particulate organic matter in the water column in the high-salinity ponds (5–C) of the
Swartkops salt-works during 2002–2004 as a function of the abundance of Artemia . . . . . . . 190
2.77 Particulate organic matter in the water column in the high-salinity ponds (5–C) of the
Swartkops salt-works during 2002–2004 as a function of the abundance of Artemia . . . . . . . 191
2.78 Matching perspective and contour plots of the response surfaces shown in detail in Figure 2.79 192
2.79 The relationship between the brine shrimp and particulate organic matter in the water
column in the high-salinity ponds (5–C) of the Swartkops salt-works during 2002–2004 . . . . 193
2.80 Conditional inference tree models for the different forms of particulate organic matter in
the water column, using Artemia, Pond, and Year as predictors . . . . . . . . . . . . . . . . . . 194
xi
List of Figures
2.81 Distance biplots of a set of principal component analyses showing pond-wise changes at
the Swartkops salt-works during the last two samplings of 2003 and the closely-sequenced
set of samplings at the beginning of 2004 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
2.82 Multiple factor analysis of changes in ponds 5–C at the Swartkops salt-works during the
last two samplings of 2003 and the quartet of samplings at the beginning of 2004 . . . . . . . 197
3.1 Summary plots of a linear discriminant analysis of the first 96h of Experiment 2 . . . . . . . . 209
3.2 Run charts of the logged mean concentration of NH+4 for each treatment for Experiment 2 . . 210
3.3 Run charts of the logged mean concentration of NO−2 and NO
−
3 for each treatment for
Experiment 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
3.4 Regression-tree model for the first 96h of Experiment 2 . . . . . . . . . . . . . . . . . . . . . . . 214
3.5 Regression-tree model of the factors influencing the concentration of NH+4 in the water
column during the first 144h of Experiment 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
3.6 Regression-tree model of the factors influencing the concentration of NO−2 in the water
column during the first 144h (stage 1) of Experiment 2 . . . . . . . . . . . . . . . . . . . . . . . 217
3.7 Regression-tree model of the factors influencing the concentration of NO−3 in the water
column during the first 144h of Experiment 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
3.8 Partial results from an analysis using BMA (Bayesian Model Averaging) aimed at determin-
ing which input variables account for major changes in NO−3 concentrations between the
penultimate and the ultimate sampling times of Experiment 2 . . . . . . . . . . . . . . . . . . . 219
3.9 Summary diagrams for ponds 4 and 5 of the effect of predictors on the concentration of
NH+4 in a GLS model of the terminal two stages of Experiment 2 . . . . . . . . . . . . . . . . . 220
3.10 Diagnostic plots of the reduced GLS model relating loge NH
+
4 concentration to the predictors
NO−2 , NO
−
3 , Treatment, and TimeCode during the last two sampling times of Experiment 2 . 222
3.11 Run charts of NH+4 concentration for experiments 3 and 4 . . . . . . . . . . . . . . . . . . . . . 223
3.12 Semi- to non-parametric repeated measures contrasts for the early phase of NH+4 -uptake
studied in Experiment 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
3.13 The effect of “No mat” and “Living mat” treatments on the concentration of NH+4 in the
water column as determined by a GLS regression of loge(NH4) ∼ Treatment ∗ Time . . . . . . 225
3.14 Overall summary of “factor” effects on the concentration of NH+4 in the water column
based on a generalized least squares regression of loge(NH4) ∼ Treatment ∗ Time . . . . . . . 226
3.15 Tests of the linear hypothesis that the concentration of NH+4 in the water column of zinc-
acetate-treated mats (Experiment 4) is the same as that in the “No mat” control treatment
and in the “Living mat” treatment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
3.16 Run charts for Experiment 4 of concentrations of NO−2 and NO
−
3 in the water column . . . . . 227
3.17 Contrast analysis of estimated regression coefficients from a set of separate GLS regressions
for Experiments 2–4 of the model: loge(NO3) ∼ Time ∗ Treatment . . . . . . . . . . . . . . . . . 228
3.18 Regression-tree model for pond 5 of the first 144h (stage 1) of Experiment 2 showing
significant predictors of the concentration of NO−3 in the water column . . . . . . . . . . . . . 229
3.19 Regression-tree models for Experiments 2–4 showing the important predictors of the
concentration of NO−2 in the water column of the pond-5 experimental units . . . . . . . . . . 230
3.20 Mat-core chlorophyll-a for Experiment 5 from (a) the end of the pre-treatment stage and (b)
the end of the light-and-oxygen deprivation stage . . . . . . . . . . . . . . . . . . . . . . . . . . 234
3.21 Mat-core chlorophyll-a for Experiment 6 from (a) the end of the pre-treatment stage and (b)
the end of the light-and-oxygen deprivation stage . . . . . . . . . . . . . . . . . . . . . . . . . . 235
3.22 Trellis display of the effects tested in Table 3.7 (Experiment 5) . . . . . . . . . . . . . . . . . . . 237
3.23 Trellis display of the effects tested in Table 3.8 (Experiment 6) . . . . . . . . . . . . . . . . . . . 238
3.24 Tukey-style multiple comparison of means following an analysis for each experiment of
the unacidified (total) chlorophyll-a content of freshly-collected mat-cores and that of
barley-straw treated and untreated mat-cores at the end of Stage 1 of each experiment . . . . 239
3.25 Graphical summary of a one-way analysis of variance of chlorophyll-a in the water column
versus mat-core treatment type for the end of Stage 2 of Experiment 5 . . . . . . . . . . . . . 242
3.26 Graphical summary of a one-way analysis of variance of chlorophyll-a in the water column
versus mat-core treatment type for Experiment 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
3.27 Summary plots of the light- and oxygen-deprivation stage (stage 2) of Experiment 5 . . . . . . 245
3.28 Summary plots of the light- and oxygen-deprivation stage (stage 2) of Experiment 6 . . . . . . 246
xii
3.29 Semi- to non-parametric repeated measures contrasts for the nutrients assayed in Experiment 5 247
3.30 Semi- to non-parametric repeated measures contrasts for the nutrients assayed in Experiment 6 248
3.31 Linear discriminant analysis of the first 96h of stage 2 of Experiments 5 and 6 . . . . . . . . . 249
3.32 Box-density summaries of NH+4 concentration in the water column for all the experiments
in which brine and mat-cores from pond 5 were used . . . . . . . . . . . . . . . . . . . . . . . . 250
3.33 Box-density summaries of the concentration of NO−2 and NO
−
3 in the water column for all
the experiments in which brine and mat-cores from pond 5 were used . . . . . . . . . . . . . . 251
A.1 Annotated example of the type of box-percentile plot used in this chapter and elsewhere in
this document . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
A.2 Geometrical relationships in the Taylor diagram explained . . . . . . . . . . . . . . . . . . . . . 255
A.3 Strength of marginal relationships between predictors and response variables, as determined
by a generalization of Spearman’s ρ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
A.4 Generalized boosted models of the main predictors of salinity at the Mouth site . . . . . . . . 257
B.1 Example based on a contrived data set showing how to interpret ternary diagrams/plots . . . 259
B.2 Example of the correspondence between relative variation biplots and “biplots” derived
from a correspondence analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260
B.3 Regression/Contingency-table plot of the first dimension of a correspondence analysis of
the contrived data set presented in Table B.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
D.1 Partial results from an analysis aimed at establishing a scale for converting brineometer
readings to salinity in units of S . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270
List of Tables
1.1 Sample Dates, with Sites Sampled, Site Description, and Tidal Type. . . . . . . . . . . . . . . . 4
1.2 Descriptive Statistics by Season of the Indicator Variables of Brine Quality . . . . . . . . . . . . 14
1.3 Tukey-style Post-hoc Tests of Between-site Differences in the Mean Concentration of the
Nutrient Indicator Variables of Brine Quality During Autumn. . . . . . . . . . . . . . . . . . . 16
1.4 Tukey-style Post-hoc Tests of Between-site Differences in the Mean Concentration of the
Nutrient Indicator Variables of Brine Quality During Summer (Excl. the Sampling of 10
December 2004) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.5 Descriptive Statistics by Site for the Autumn Data Set of the Indicator Variables of Brine Quality 18
1.6 Descriptive Statistics by Site for the Summer Data Set of the Indicator Variables of Brine Quality 19
1.7 Descriptive Statistics by Site for the Summer Data Set of the Indicator Variables of Brine
Quality (Excl. the Sampling of 10 December 2004) . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.8 Summary of the Neap Tide Sampling of 8 May 2003 . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.9 Summary of the Spring Tide Sampling of 15 May 2003 . . . . . . . . . . . . . . . . . . . . . . . 32
1.10 Summary of the Spring Tide Sampling of 10 December 2004 . . . . . . . . . . . . . . . . . . . . 34
1.11 Summary of the Spring Tide Sampling of 3 December 2002 . . . . . . . . . . . . . . . . . . . . 35
1.12 Summary Statistics of Separate Regressions of NH+4 on Salinity. Illustrates the Effect of
Excluding Redhouse, or the Lower Part of the Salinity Range, from the Regression . . . . . . . 38
1.13 Summary Statistics of Separate Regressions of NO−3 on Salinity. Illustrates the Effect of
Excluding Redhouse, or the Lower Part of the Salinity Range, from the Regression . . . . . . . 38
1.14 Summary Statistics of Separate Regressions of PO3−4 on Salinity. Illustrates the Effect of
Excluding Redhouse, or the Lower Part of the Salinity Range, from the Regression . . . . . . . 39
1.15 Results of a Monte-Carlo Simulation Study of Between-site Variation, Based on bPCAs of
the Indicator Variables of Brine Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
xiii
List of Tables
1.16 Mean Vectors of the Indicator Variables of Brine Quality at the Two Sites on Either Side of
Wylde Bridge, and at the Pump-house Site . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
1.17 Results of a Multivariate Analysis of Variance of Between-site Differences in the Indicator
Variables of Brine Quality Using Standard and Robust Methods of Estimating Wilks’ Λ. . . . 45
1.18 Multiplicity Adjusted p-Values from a Set of Tukey-type Comparisons of Between-Site
Differences in the Mean Concentration of the Indicator Variables of Brine Quality. . . . . . . . 45
1.19 Analysis of Variance Tables of a Set of Mixed Linear Models Describing Nutrient Concen-
trations at the Sites Studied . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
1.20 Concentration of Salinity and Nutrients at Different Quantiles . . . . . . . . . . . . . . . . . . . 72
1.21 Relative Importance at Different Quantiles of Predictors of NH+4 . . . . . . . . . . . . . . . . . 72
1.22 Relative Importance at Different Quantiles of Predictors of NO−3 . . . . . . . . . . . . . . . . . 72
1.23 Relative Importance at Different Quantiles of Predictors of PO3−4 . . . . . . . . . . . . . . . . . 73
2.1 Descriptive Statistics by Salina:Pond of Ponds 4–6 of the Swartkops and Velddrif Salt-works
During the Period February 1998 to April 2000. (Synthesis of Data Collected by Du Toit, 2001.) 88
2.2 Nutrient and Other Differences Between the Swartkops and Velddrif Salt-works (Pooled
Data for Ponds 1–6). The Data Cover the Period 1998–2000 and Were Collected by Du Toit
(2001). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
2.3 Analysis of Variance of PO3−4 Concentration in Ponds 1–6 of the Swartkops and Velddrif
Salt-works. The Data Cover the Period 1998–2000 and Were Collected by Du Toit (2001). . . . 93
2.4 Inorganic Nutrient Concentrations in Pond 1 of the Swartkops Salt-works During the Present
Study and During the Study of Du Toit (2001) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
2.5 Descriptive Statistics by Salina:Pond of Ponds 1–3 of the Swartkops Salt-works During the
Present Study and During the Period Studied by Du Toit (2001) . . . . . . . . . . . . . . . . . . 99
2.6 Descriptive Statistics by Salina:Pond of Ponds 4–6 of the Swartkops Salt-works During the
Present Study and During the Period Studied by Du Toit (2001) . . . . . . . . . . . . . . . . . . 100
2.7 Analysis of Variance Table of a Detailed Comparison of the Data of Difford and the Data of
Du Toit (Excl. Nov 99) on Chlorophyll-a in the Water Column at the Swartkops Salt-works . . 101
2.8 The Relationship Between Macroalgae and Salinity, Showing No Relationship at “Low”
Salinity and a Strong Relationship when the Full Range of Salinity is Considered . . . . . . . 104
2.9 Wald Statistics for the Ordered Logistic Regression Model Summarized in Figure 2.18
Showing the Importance of Date on the Log Odds of a Macroalgal Bloom Occurring . . . . . 113
2.10 Descriptive Statistics of Benthic Chlorophyll-a in Ponds 1–6 of the Swartkops Salt-works . . . 123
2.11 Descriptive Statistics by Pond and by Year of Benthic Chlorophyll-a. . . . . . . . . . . . . . . . 129
2.12 Summary Statistics of a Proportional Odds Model of Benthic Organic Matter in Pond 5 of
the Swartkops Salt-works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
2.13 Summary of Relationships Between POC and the Other Forms of POM in the Water Column
During 2002–2004 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
2.14 Summary of Relationships Between POC and the Other Forms of POM in the Water Column
During 1998–1999. Synthesis of Data Collected by Du Toit (2001) . . . . . . . . . . . . . . . . . 133
2.15 Descriptive Statistics by Year of (I) Different Forms of Particulate Organic Matter in the
Water Column, (II) Ratios of These Forms, and (III) Dissolved Inorganic Nutrients . . . . . . . 138
2.16 Descriptive Statistics by Pond and by Year of Concentrations in the Water-Column of (I)
Chlorophyll-a and (II) Particulate Organic Carbon . . . . . . . . . . . . . . . . . . . . . . . . . . 142
2.17 Descriptive Statistics by Year of (I) Different Forms of Particulate Organic Matter in the
Water Column, (II) Ratios of These Forms, and (III) Dissolved Inorganic Nutrients . . . . . . . 159
2.18 Spearman Correlation Coefficients (ρ) and Associated p-Values of the Descriptors Used in
the Principal Component Analysis Illustrated in Figure 2.63 . . . . . . . . . . . . . . . . . . . . 172
2.19 Summary of Relationships Between Artemia salina and Salinity and Particulate Organic
Matter in the Water Column in the High Salinity Ponds 5–C During 2002–2004 . . . . . . . . . 173
2.20 Summary Statistics (ANOVA Table) of the Linear Regressions Carried Out as Part of the
PCAIV Analysis Shown in Figure 2.70a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
2.21 Summary Statistics (ANOVA Table) of the Linear Regressions Carried Out as Part of the
PCAIV Analysis Shown in Figure 2.70b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
2.22 Summary Statistics (ANOVA Table) of the Linear Regressions Carried Out as Part of the
PCAIV Analysis Shown in Figure 2.70c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
xiv
2.23 Summary Statistics (ANOVA Table) of the Linear Regressions Carried Out as Part of the
PCAIV Analysis Shown in Figure 2.72a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
2.24 Summary Statistics (ANOVA Table) of the Linear Regressions Carried Out as Part of the
PCAIV Analysis Shown in Figure 2.72b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
2.25 Summary Statistics from a 50–50 MANOVA of Factors Potentially Influencing the Concen-
tration of Particulate Organic Matter in the Water Column . . . . . . . . . . . . . . . . . . . . . 183
2.26 Univariate t-statistics (DF= 1) and F-statistics (DF> 1) for the Analysis Summarized in
Table 2.25. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
2.27 Descriptive Statistics for Pond 5 at the End of 2003 and During 2004 . . . . . . . . . . . . . . . 195
3.1 Synopsis of the Design of a Typical Experiment Involving a Single Pond . . . . . . . . . . . . . 208
3.2 Concentration of the Nutrients Assayed in the Different Experimental Units at the End of
Stages 1 and 2 of Experiment 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
3.3 MLEs of the Regression Coefficients of the Best 5 Models for Predicting Loge(NO
−
3 , µM)
Concentrations Based on a Bayesian Model Averaging Approach . . . . . . . . . . . . . . . . . 216
3.4 Wald Statistics for a Model to Predict Loge(NH
+
4 , µM) in the Water Column During the
Last Two Sampling Times of Experiment 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
3.5 Test of Monotonicity of the NH+4 Response Curve for Different Experimental Treatments. . . 224
3.6 Analysis of Variance of the Factors Influencing Chlorophyll-a in Benthic Mat-Cores During
Experiment 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
3.7 Contrast Analysis of Hypotheses of Interest for the Model Summarized in Table 3.6 (Experi-
ment 5) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
3.8 Analysis of Variance of the Factors Influencing Chlorophyll-a in Benthic Mat-Cores During
Experiment 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
3.9 Contrast Analysis of Hypotheses of Interest for the Model Summarized in Table 3.8 (Experi-
ment 6) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
A.1 Exceptional Sampling of the Swartkops Estuary at Dead Low Water on 5 December 2002. . . . 253
B.1 Contrived Data Set Showing a Three-part Composition . . . . . . . . . . . . . . . . . . . . . . . 258
B.2 Characteristics of Solar Salt-works–I: Benthic Chlorophyll-a and POM . . . . . . . . . . . . . . 264
B.3 Characteristics of Solar Salt-works–II: Physico-Chemical Characters . . . . . . . . . . . . . . . 264
B.4 Characteristics of Solar Salt-works–III: Salinity and Inorganic Nutrients . . . . . . . . . . . . . 265
C.1 Ammonium by Treatment, Experiment 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266
D.1 Analysis of Variance Table and Regression Statistics Summarizing the Relationship at 19 ◦C
Between Densitometry Readings and Salinity Measured with a Refractometer . . . . . . . . . 270
E.1 Autumn Data Set: Nutrient Concentrations at the Downstream Sites, by Tidal Type and
Tidal Phase (Recommendations to Management) . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
E.2 Summer Data Set: Nutrient Concentrations at the Downstream Sites, by Tidal Type and
Tidal Phase (Recommendations to Management) . . . . . . . . . . . . . . . . . . . . . . . . . . . 274
List of Plates
I Sections through the benthic mat of pond 5 of the Swartkops salt-works . . . . . . . . . . . . . 158
II Display sample of Artemia salina, netted in pond 5 of the Swartkops salt-works on 24 March 2004 198
III Display examples of normal life in ponds 1 and 2 at the end of 2003 . . . . . . . . . . . . . . . 199
xv
List of Plates
IV A catalogue of changes in pond 3 from the beginning of the study, when a population of
Artemia was briefly present, to 16 December 2003 . . . . . . . . . . . . . . . . . . . . . . . . . . 201
V A catalogue of changes in pond 4 from the beginning of the study through to the collapse
and disappearance of Artemia from the pond . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
VI Display section through the benthic mat of pond 5 of the Swartkops salt-works . . . . . . . . . 206
VII Two views of a surface smear of one of the mushroom shaped objects collected from pond
5 of the Missionvale salt-works at the end of January 2005 . . . . . . . . . . . . . . . . . . . . . 240
VIII Gallery of images comparing the structure of mat-cores from pond 5 that (1) were or were
not treated with activated barley straw, and (2) that had been autoclaved . . . . . . . . . . . . 241
IX Display sample showing the correspondence between water-column components from
experimental units that were subjected to barley-straw pretreatment and mat-components
from experimental units that were not subjected to barley-straw pretreatment . . . . . . . . . 242
xvi
Abstract
This thesis presents the results of three studies aimed at improving brine-quality at the Swartkops solar
salt-works (Swartkops Sea Salt [Pty] Ltd) on the outskirts of Port Elizabeth, South Africa. This is a highly
eutrophic salt-works, the management of which has become increasingly difficult in recent years. The
fundamental problem is how best to operate the system at maximum capacity while limiting nutrient
inputs from the nutrient-rich microtidal Swartkops Estuary.
In the first study, brine-quality at several sites along the axis of the Swartkops Estuary, and the extent to
which it is affected by a variety of factors, is compared. Sites were sampled on micro- and macrotidal time
scales, and were selected by the management of the salt-works as possible locations for a new pump-house
(for extracting brine from the estuary) for their salt-work operations at Swartkops and Missionvale. The
study showed that there are incremental benefits to be had from moving the site of extraction downstream
from its present position to a site closer to the mouth of the estuary, where the concentration of nutrients
usually is lower and where salinity usually is higher. There is little to be gained from moving the site
of extraction laterally, to the mouth of the Inlet from which brine currently is extracted, so that brine is
extracted directly from the estuary itself. A set of models relating the concentrations of NH+4 , NO
−
3 , and
PO3−4 to salinity is proposed. These take into account the influences of site and season and may be used to
estimate the concentration of these nutrients from a measurement of salinity. The model for PO3−4 shows
that it would be more damaging to the salt-works’ operations to pump “low”-salinity brine during the
early months of summer than during autumn. Evidence is also presented to show that Wylde Bridge has
no influence on nutrient concentrations in the estuary, with tidal flushing generally passing beyond the
Wylde-Bridge break-point. The exceptionally heavy flooding of the estuary that occurred in September
2002 may, however, have biased this conclusion, because of its scouring effect.
The second study concentrated on monitoring the effect of (1) decreasing pond depth and (2) increasing
pond salinity—two readily available management tools—on brine quality at the salt-works. Pond depth
throughout the salt-works was decreased by 40 cm, and the salinity of Pond 5, a pond in the middle of the
system, was increased to ≈ 175S. Both measures were kept in place for the duration of the study (Nov.
2002–Aug. 2004). The pond-depth experiment did not have the expected result, there being no evidence of
the increase in microalgal growth in the water column that was predicted based on previous research. There
was, however, a significant increase in benthic chlorophyll-a, and there was a general improvement in the
condition of the sedimentary system of the salt-works. There was also a substantial decrease in particulate
organic matter in the water column, with clear evidence that the remaining fraction was closely associated
with living forms of particulate matter rather than with detritus. The pond-salinity experiment proves
that there is a flourishing, and resilient, population of brine shrimp (Artemia salina L.) at the salt-works.
Restocking the salina, or stocking it with a different strain of brine shrimp, is therefore not necessary. The
results of this study show that the brine shrimp population at the salt-works needs salinities of greater than
about 65–70S to survive. As a living force they almost certainly need a protective salinity that is greater
than about 120–140S, perhaps even as great as 160S. Brine shrimp thrived in the high salinity milieu of the
experimental pond for the duration of the study, but dwindled from three other ponds of the system once
their salinities fell to below 90S, eventually to disappear from them, apparently completely, once salinity
fell to below 65S.
The third and final study concentrated on establishing whether the products released by decomposing
barley straw could be used in a solar salt-works to control macroalgal blooms without detrimentally
affecting the benthic-mat. Previous research has shown that these products are effective inhibitors of
macroalgal growth and that they remain effective under saline conditions. The results presented here show
that the same products, or products released under similar conditions of decomposition, adversely effect
both the structure and the function of the mat. Consequently, their use in a solar salt-works cannot be
recommended.
Key Words: Artemia, barley straw, benthic mat, eutrophic, remediation, salinity, salt-works, Swartkops.
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A Guide to the Different Parts of this Thesis
F
or the impatient reader, the best approach to this document would be to “get their hands” on the
electronic version and to search it for the information they want, or would hope to find. For the
reader with more time, who has a general interest in the topic, or who feels that they might be
interested in some of the document’s content, the sensible approach would be through the Abstract, the
Table of Contents, and the Lists. Nevertheless, it often is helpful to have a general pathfinder through the
leaves (of the trees) that is not couched in the language of an abstract. This is what these prefatory remarks
provide.
The chapter-titles point directly to the different facets of the study and need no further explanation.
A well-formed salt crystal has three defining sides; may it be that the three chapters of this thesis set the
dimensions of the others. The “river” study (Chapter 1) was carried out in order to assess the quality of
the brine extracted by the salt-works in relation to the quality available at other sites on the estuary. It also
served to provide a deeper understanding of how the estuary works and of what the main predictors of
brine quality are. The barley-straw study (Chapter 3) was done with a view to establishing whether the
products released by decomposing barley straw would adversely affect the structure and function of the
benthic mat, notably in pond 5. Disintegration of the mat would be a heavy blow for the biota to recover
from; they would do so, but middle-management, or the governor(s) of the project, might not.
All roads lead to Rome, and here Rome is the salt-works at Swartkops, the centre-piece of the study
(Chapter 2). The chapter on it documents how the character of its concentrator ponds changed as a result
of introducing two new conditions specifying how the system should be operated. These were (1) that
the depth of the ponds should be reduced by ≈ 40 cm, and (2) that a middle pond of the system (pond 5)
should be maintained at a salinity of ≈ 175S. (And perhaps one might add to these the early- to mid-term
recommendation to management not to pump brine into the system following heavier than usual rainfall
in the catchment of the estuary.)
From an analytical standpoint, and in view of the wealth of facts presented, the chapter on the salt-
works is the most complex and it probably is the only one that truly needs a pathfinder. So, following a
self-defining pseudo-mathematical logic, pathfinders for the other chapters are not given.
For the salt-works chapter, sectional titles, too, are largely self-explanatory; the sections are also largely
self-contained. The first four data-sections (§2.5–2.8) are all aimed at solving or elucidating particular
problems at the salt-works. The section on the different forms of particulate organic matter in the water
column (§2.9) is complicated by the need to scrutinize the data through two distinctly different lenses.
The first lens is that of absolute change: has the concentration of a particulate form decreased or has it
increased? The second lens is that of relative or proportional change: has the ratio of one particulate form
to another decreased or has it increased?
Concluding the chapter are two closely related sections in which the role played by the brine shrimp,
Artemia salina L., in reducing particulate organic matter in the water column is examined using different
methods. The second of these concentrates on controlling for the effect of salinity and other factors, in an
attempt to isolate a pure brine shrimp effect.
The appendices have been placed at the end of the main matter, organized by chapter. They include
a set of recommendations to management and a section on general methods, mainly related to nutrient
analysis and to the determination of other physico-chemical quantities. Methods related to a particular
experiment or to a particular type of analysis are placed with the experiment itself or with the analysis.
The final part of the document contains the Concluding Remarks and the Bibliography. Each of the main
chapters contains its own summary and conclusions. The (unnumbered) chapter entitled Concluding
Remarks is therefore used to present the main findings of the study, or those that are held to be more
interesting, in a more discursive manner than either the chapter-conclusions or the Abstract allows.
The epigraphs that introduce some of the chapters and lesser divisions are likely to irritate some readers
and to provide light relief for others. However, they are not simply decorations: they are epigraphs, and so
are used to express some aspect of the writer’s view of the data to be explored, or of the result that was
obtained, which he feels could not be put better or more. . . epigraphically.
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Abbreviations, Definitions, Symbols Used, and
Typographical Conventions
[26.9,35.4) Example of the brackets used to indicate a range of values. The square bracket means that the
value it encloses is included in the range; the smooth bracket means that the value it encloses is not
included in the range.
Activated barley straw Barley straw brought into an algæstopic state by immersing pieces cut to a length
of 4 cm in a saturated solution of NaOH overnight, or for several days.
AW, BW Above (upstream) Wylde Bridge; below (downstream) Wylde Bridge.
bPCA Between-class principal component analysis (= maximizing PCAIV, where IV is a factor).
Between-class inertia The proportion or percentage of the total inertia that is due to factor-effects, the
contrast being with within-class inertia.
C, Cryst. Crystallizer pond.
Chla.b, Chl-a benthic Benthic chlorophyll-a.
Chla.w, Chl-a wc Water-column chlorophyll-a.
CI Confidence interval.
Column-preserving biplot See entry for Distance biplot.
Compositional analysis See §2.9.1 and §B.1 for the keynote references and general notes; also see
http://en.wikipedia.org/wiki/Compositional_data.
CPC Constrained principal component.
DIN Dissolved inorganic nitrogen.
d Day(s).
Descriptor A variable used in ordinating a set of samples.
Descriptor-vector An “arrow” in a biplot, the length of which indicates the extent to which a descriptor
contributes to the reduced space of the ordination and the orientation of which shows the main
direction of increase of the variable it represents.
DF, df Degrees of freedom.
Distance (row-preserving) biplot A biplot that uses a scaling that faithfully preserves distances between
samples (rows) in the reduced space of the ordination but which does not (necessarily) accurately
reflect relationships between descriptors. The opposite is true for a column-preserving (or correlation)
biplot.
DO Dissolved oxygen.
Extremophile pond(s) Pond(s) with extremely high salinity, here “arbitrarily” designated as ponds 6–C.
Five-number Tukey’s five-number summary (minimum, lower-hinge, median, upper-hinge, maximum).
Footnotes Footnote-markers are placed after the full stop if that seems to be their natural position; if
not, they are placed directly after the point of reference, before the punctuation mark if necessary.
Footnotes in tables are placed beneath the table.
h Hour(s).
ind, ind. Individual, individuals.
xx
GLM Generalized linear model.
GLS Generalized least squares.
K-table A data-cube containing several tables.
L Litre/liter. Used when specifying units, e.g. mg/L. American usage has been followed to avoid confusing
l with 1.
Loess, Lowess A form of local polynomial fitting due to Cleveland (1981; Cleveland et al., 1992). The
two terms are often used interchangeably; here the former (loess) is used to refer to a particular
implementation of the latter (lowess). See the entry for Smooth and Figures 1.10 and 1.35.
` Median.
MCD Minimum covariance determinant, a robust estimator of location and scale.
min Minute(s).
MLE Maximum likelihood estimate.
N:P Atomic ratio of nitrogen to phosphorus; substitution gives other combinations.
ND, nd Not determined.
NH+4 , NH4 Dissolved inorganic ammonium.
NO−2 , NO2 Dissolved inorganic nitrite.
NO−3 , NO3 Dissolved inorganic nitrate plus dissolved inorganic nitrite, except where noted otherwise.
ORP Oxidation-reduction potential.
Particulate forms The different forms or types of particulate organic matter in the water column that were
studied, viz POC, PON, POP, and chlorophyll-a. Ratios of these forms represent atomic ratios.
PC Principal component.
PCA Principal component analysis.
PCAIV Principal component analysis with respect to instrumental variables (IVs) (= redundancy analysis).
PO3−4 , PO4 Dissolved inorganic phosphorus.
PO4 ∼ Pond+ Year Example of an additive (∗ would be multiplicative) two-way analysis of variance model
in which Pond and Year are used to predict PO3−4 .
POC Particulate organic carbon.
POM Particulate organic matter.
PON Particulate organic nitrogen.
POP Particulate organic phosphorus.
Pond, Year Demonstrative usage, to single out the item, usually when referring to a label or an object in a
plot, or to a term or variable in a model. In other contexts the word is used without capitalization
and is set in the default font.
ppt Parts per thousand (‰), equivalent to g/L. For salinity, approximately equivalent to g/L.
RMSE Root mean square error (also root mean square deviation), an overall measure of the individual
differences (residuals) between predicted or estimated values and the observed values.
RV-coefficient A measure of the similarity of two configurations; ranges from 0 to 1, where 1 indicates
identical configurations (Robert and Escoufier, 1976).
S Salinity (uh or g /litre).
SE Standard error.
Simplex A generalization of the tetrahedral region of space to n dimensions. In one dimension it is the line
segment [−1, 1]; in two dimensions it is the convex hull of the equilateral triangle; in three dimensions
it is the convex hull of the tetrahedron. See http://mathworld.wolfram.com/Simplex.html and
http://en.wikipedia.org/wiki/Simplex.
Smooth, Smoother A locally-determined, or data-driven, curvaceous or smooth line showing trends in the
relationship (usually) between two variables.
xxi
SO2−4 , SO4 Dissolved inorganic sulphate/sulfate.
Swartkops Sea Salt (Pty) Ltd The company that owns and runs the Swartkops and Missionvale salt-works;
produces the Marina Sea Salt range of products.
T The variation or variance of a ratio of two variables; used in compositional analysis and due to Aitchison
(1986, 2005).
TideCode A “fine-grained” version of tidal phase, based on field observations of tidal strength and
direction (phase).
TSS Total suspended solids.
X¯, x¯ Mean.
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Chapter 1
Determinants and Predictors of Brine Quality
in the Swartkops Estuary
1.1 Introduction
Yet to calculate is not in itself to analyze.
Edgar Allen Poe
The Murders in the Rue Morgue
The survey described in this chapter was initiated by Mr. Danes Schoombee, manager of the solar salt-
works at Swartkops and Missionvale, on the outskirts of Port Elizabeth. As manager of the two salt-works,
Mr. Schoombee was interested in knowing whether there was a better site (than the current site) on
the Swartkops Estuary from which to extract brine for use in the company’s salt-work operations. He
considered several sites to be suitable candidates but wanted hard facts on which to base a final decision.
The basic information being sought, therefore, were answers to the following question: “To what extent do
the proposed sites differ from each other and from the current site, and which one of them provides the
best overall source of brine for use in a solar salt-works?”
Underlying this request was concern at the level of eutrophication at the salt-works, and at the quality
of the salt being produced. The Swartkops and Missionvale salt-works are intimately linked, with brine
from the second physical pond of the Swartkops salt-works being pumped to the salt-works at Missionvale
by way of a 3.5km pipeline. What is drawn into the Swartkops system therefore affects both salt-works.
Management’s view is that the health of the two salinas began to deteriorate in the mid-1990s, following
the decommissioning in 1995 of the Swartkops Power-Station (Schoombee, pers. comm., Du Toit, 1998). Until
then, the inlet from which the salt-works presently draws its brine was flushed by cooling effluent from the
Power-Station. This was extracted from the estuary at a site adjacent to the Power-Station, some 1–1.5km
downstream from the current site of extraction. The “Power-Station” site forms part of the summer data set
of the present study and is situated ≈ 3.5km upstream from the mouth of the estuary.
At first sight there seem to be reasonable grounds for management’s point of view. The effluent brine is
likely to have been more saline, and to have had lower nutrient concentrations, than occurs in the brine
that is currently being used, because it was extracted from a site closer to the mouth of the estuary. This
is one of the questions that is explored in this Chapter. The inlet that feeds brine to the current site of
extraction also lies just upstream from Wylde Bridge. Some authorities (e.g. MacKay, 1994) contend that
Wylde Bridge, together with the nearby road and railway bridges, acts as a second mouth, which impedes
the free flow of brine between the middle and lower reaches of the estuary. Additionally, the actual site
of extraction lies at the head of a side channel of the inlet, some 500–600m from the mouth of the inlet.
The side channel, and the inlet itself, are only weakly to moderately well flushed, depending upon tidal
strength and amplitude, and on whether or no the pump-house is actively pumping brine (pers. obs.).
The Swartkops Estuary has been studied many times over, from a wide variety of perspectives. In con-
sidering how to make the most of the time spent in collecting and analysing data on nutrient concentration
for the salt-works a tidal time-scale survey of the sites proposed by management seemed to be the most
useful option. This meant sampling each site several times (usually four), at roughly two-hourly intervals,
covering 6 hours of the tidal cycle (see Figure 1.27). For each seasonal sampling the decision was also made
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to carry out the survey in one stretch; that is, over consecutive weeks, at alternating spring and neap tides.
This would be more likely to provide a more coherent and useful data set than an intermittent sampling
scheme.
At the time of carrying out the study only one other survey of this type had been carried out on a South
African estuary, viz that by Winter (1990), also on the Swartkops Estuary. Winter, however, studied just a
single site, about 500m from the mouth of the estuary. He did so for a full 12 months, sampling the first
spring and neap tide of each lunar cycle. Each sampling covered 13 hours of the tidal cycle, with samples
being taken every hour. Winter’s purpose was to test Odum’s (1968; 1980) “outwelling” hypothesis that
estuaries are net exporters of nutrients and carbon.1 Several sites were surveyed during the present study,
allowing tidal effects along the axis of the estuary to be monitored on a micro-tidal scale. The investigation
also has a different focus, namely to determine the extent to which nutrient concentrations at designated
sites along the axis of the estuary differ, the extent to which these differences are affected by tidal and other
factors, and what the main predictors of nutrient concentration are.
The Chapter has the following structure. The indicators that were used to assess brine quality are
introduced first. This is followed by a section in which an overview of the data set is provided (including
a map of the sites sampled and notes on the sampling protocol used). In the next two sections the main
questions are addressed, these being: (1) Do the sites surveyed differ from each other, and by how much do
they differ? (§1.4); and (2) What are the main predictors of brine quality in the Swartkops Estuary? (§1.5).
Under each of these heads, several ancillary questions are considered. Amongst these are (1) whether
Wylde Bridge has a significant influence on nutrient concentrations (§1.4.4 and §1.4.5), (2) whether the
nutrient-rich brine that leaves the estuary primarily on the ebbing spring tide (Winter, 1990) is of a particular
type (§1.4.6), and (3) whether flow rate is a good indicator of the nutrient status and general health of an
estuary such as the Swartkops Estuary, in which the primary source of nutrients is estuarine (i.e. internal)
rather than riverine (§1.5.2).
1.2 Indicators of Brine Quality
Following the principles laid down notably by Davis (1978; 1990; 2000) and Javor (1983b; 1989; 2002) there
are two main indicators of brine quality—that is, of brine suitable for use in a solar salt-works: (1) the
concentration of the dissolved inorganic nutrient species NH+4 , NO
−
3 , and PO
3−
4 ; and (2) salinity. The two
indicators are briefly discussed below.
1.2.1 Dissolved Inorganic Nutrients
Although not essential for salt production, dissolved inorganic nutrients, i.e. the “nutrient indicator
variables of brine quality,” NH+4 , NO
−
3 , and PO
3−
4 , play a key role in solar salt-works. They promote the
growth of the cyanobacterial benthic mat, which, amongst other important functions, helps to seal the
concentrator ponds and so limit brine-loss from the system. They also help to promote the growth of
phytoplankton in the water column, serving to colour up the ponds, so increasing solar absorption and
pond-temperature, and therefore evaporation from the system (Javor 1989, §13.4). For a given pond-depth
this means that more brine, and therefore more salt, can be drawn into the system than would otherwise
have been possible.
There is, however, a fine balance between having too few nutrients and too many. Optimally, the
middle-salinity ponds, i.e. 2–4× the salt concentration of seawater (70–140 S), should be moderately
oligotrophic to moderately eutrophic (Javor, 1989, 2002). They should also be the middle ponds of the
system. With too few nutrients the benthic mat will not develop sufficiently; with too many there is a risk
that too luxurious a growth in the water column will limit light penetration to the benthic mat, so limiting
its productivity and threatening its integrity (Davis, 1978, Javor, op. cit.). There is also the risk that with too
stable a water column, coupled with brine freshening, a micro-phytoplankton dominated system will, at
1Unfortunately Winter did not measure salinity. Since his study-site was close to the mouth of the estuary, he presumably
assumed that salinity would be essentially constant, at sea-water concentration. Winter also noted that the estuary has an “extremely
shallow” salinity gradient, with salinities at the mouth “rarely deviating from 35 ppt by more than 1 ppt and rarely going below 25
ppt at the head of the estuary.” (op. cit., p. 3). This may be generally true, but neither statement is strictly correct. Salinity close to the
mouth—at a site not more than 100 m upstream from Winter’s site—can plummet to as low as 26.91 S, whereas the median value
of salinity at Redhouse—well downstream from the head of the estuary—for the period studied was 9.82 S (N = 31, averaged over
replicates). See Figures 1.12 and 1.13, and Tables 1.5–1.6.
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the lower end of the salinity range, suddenly switch over to a system dominated by macroalgae (pers. obs.;
see §2.5 and §2.6 in Chapter 2). How far into the system this happens will depend on the salinity gradient
of the system. The weaker this is, the closer the event will be to the crystallizers ponds, with the attendant
risk that large detrital particles will enter the crystallizer system.
1.2.2 Salinity
The other indicator of brine quality is salinity. In general, the higher this is the better. Salinity acts
as a counterweight to higher than desirable nutrient concentrations, setting a break both on micro- and
macroalgal growth, and on biotic diversity in general. The higher the salinity the more limited the number of
primary producers, and so inorganic-nutrient users, that can survive. At about 2 × seawater concentration
and beyond—that is, at ≥ 70S—, the primary-producer community of salterns is essentially alike, being
restricted mainly to cyanobacteria, phototrophic bacteria, Dunaliella viridis and D. salina (Chlorophyta,
Volvocales), and a few diatom species (Davis, op. cit.; also see Benlloch et al., 2002; Nübel et al., 2000;
Casamayor et al., 2000). High salinity—that is, ≈ 4–5× seawater (140–175S)—also provides a perfect
breeding ground for brine shrimp (Chapter 2, §2.7). These effectively, and indiscriminately, clean the water
column of all particles in the size range ≈ 3–50µm, but maximally, and most effectively, in the size range
≈ 12–25µm.
The Velddrif system, on the West Coast of South Africa, produces premium quality salt, despite having
nutrient concentrations similar to those at Swartkops (Chapter 2, §2.3). Central to its success—at least,
this is the argument promoted here (loc. cit.)—is that it draws its brine from a saline aquifer system.
In consequence, the starting salinity of the system is 105–135S (` = 120S) (Du Toit, 2001). Starting
salinity at the Swartkops salt-works on the other hand is usually at, or just below, seawater concentration
(X¯ = 34.96S, ` = 35.28S, range= 28.20–38.90S; see Chapter 2). Such a system, given its already high
nutrient levels, requires judicious brine management. And the higher the nutrient intake load, the more
judicious that management should be. As this chapter seeks to show, “low-salinity” brine in the Swartkops
Estuary usually means nutrient-rich brine. Pumping such brine into an already enriched system, the
salinity gradient of which often is too weak, may have disastrous and long-term consequences. Salinity
should be seen as a sliding counterweight whose primary point of impact in the pond system should be
determined by the nutrient load to which the system is being subjected. At Swartkops there appears to be
a change-point in the system at ≈ 70S beyond which Cladophora spp. (the main high-salinity macroalga)
cannot survive and brine shrimp (Artemia salina L.) begin to dominate (Chapter 2).
1.3 An Overview, with a Look at Seasonal Differences
The data data set may be introduced using four summary plots: (1) a time-series like plot (Figure 1.2),
(2) a set of duality diagrams (biplots) upon which class ellipses of the main factors in the analysis have
been mapped (Figure 1.3), (3) a set of duality diagrams of a Hill-Smith principal component analysis in
which Site, TidalPhase, TidalType, and Season are analyzed along with the indicator of variables of
brine quality (Figures 1.4 and 1.5), and (4) a set of dot plots of the indicator variables of brine quality as a
function of the key factors in the study (Figures 1.6, 1.7, 1.8, and 1.9). Together with the site-map (Figure
1.1) and the associated sampling scheme (Table 1.1), these plots present in a quite economical way much of
what needs to be known from the outset about the data set. And even what needs to known about it at the
end.
If one considers that the sites surveyed lie along the axis of the estuary—the Pump-house site is an
exception—, and that salinity increases more or less regularly in passing from the most upstream site to the
most downstream site (Figure 1.2), then the three plots shown in Figure 1.10 provide a good overview of
how nutrient concentrations change along the axis of the estuary, not simply as a function of salinity but also
as a function of site-distance from the mouth. These plots also indicate that there are important seasonal,
salinity-related, differences in nutrient concentration. A detailed set of statistics of the physico-chemical
parameters measured during the course of the study, conditioned on season, and accompanied by a set of
Wilcoxon tests of seasonal differences, is given in Table 1.2. Variables that might be singled out for special
attention, because of their large seasonal differences are salinity and NO−3 , and quantities (e.g. DIN) that
involve NO−3 .
A noteworthy aspect of the results reported in Table 1.2 is that the Wilcoxon test does not detect the
presence of an overall seasonal difference in PO3−4 . Because of the importance of PO
3−
4 to the salt-work’s
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Table 1.1: Sample Dates, with Sites Sampled, Site Description, and Tidal Type.
Mouth PowerS Inlet PumpH RedH Pers
Sample Date(2 0.5 km(1 3.4 km 4.5 km 4.5 km 10 km 15 km Tidal Type(3
Summer
03-Dec-02 ×××× ×××× ×××× ×××× ×××× S
05-Dec-02(4 × × × S
25-Nov-04 ×××× ×××× ×××× ×××× S
02-Dec-04 ×××× ×××× ×××× ×××× N
10-Dec-04 ×××× ×××× ×××× ×××× S
Autumn
17-Apr-03 ××× ××× ××× ××× S
24-Apr-03 ××× ××× ××× ××× N
01-May-03 ×××× ×××× ×××× ×××× S
08-May-03 ×××× ×××× ×××× ×××× N
15-May-03 ×××× ×××× ×××× ×××× S
22-May-03 ×××× ×××× ×××× ×××× N
29-May-03 ×××× ×××× ×××× ×××× S
Site Description
Mouth (Mt) Beneath spans 1–2 of Settlers Bridge, at Amsterdamhoek, approx.
500m from the true mouth.
PowerS (Pw) 300m upstream from the intake-canal of the Swartkops Power-Station,
Swartkops Village (approx. 850m downstream from Wylde Bridge).
Inlet (In) At the mouth of the inlet from which the Swartkops salt-works draws its
brine (approx. 220m upstream from Wylde Bridge).
PumpH (Pm) At the pump-house of the Swartkops salt-works (located in a side-channel of
the inlet, approximately 500m from the mouth of the inlet).
RedH (Rd) At Redhouse slipway.
PerS (Pr) At Sumquay Holiday Camp.
(1 Approximate distance from the true mouth, along the main axis of the estuary; the PumpH site therefore bears
the same value as the Inlet site. (2×s indicate the number of times a site was sampled. The interval between
re-sampling a site was 2 h; the interval between sampling successive sites, passing seriatim from the Mouth site to
the most upstream site (PerS), was 30 min. The exception to this was the PumpH site, which was sampled as soon
after the Inlet site as possible, usually about 15 min. (3 S= Spring tide; N=Neap tide. (4 This was an incidental
sampling, carried out as part of another study. Sites were sampled at dead low water; several other sites, which have
not been included in the present analysis, were also sampled (see Table A.1).
operations, it might be noted that in fact there are quite significant seasonal differences both in the location
and the spread of PO3−4 in the estuary. This may be illustrated by showing the results of a quantile
regression of PO4 on Season, spanning the 10th–90th percentiles, together with a kernel density analysis in
which the seasonal distribution of PO3−4 is compared (Figure 1.11). Both analyses show significant localized
differences in the concentration of PO3−4 . More especially, when concentrations of PO
3−
4 are low they are
lower in summer than they are in autumn; but when concentrations are high they are higher to very much
higher in summer than they are in autumn. The problem here is that effects cancel each other out. This is a
good illustration of why mean- and, even, median-based statistics often are not well suited to studying and
understanding ecological processes.
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Figure 1.1: Map of the Swartkops Estuary (Swartkops River Valley, Eastern Cape Province, South Africa) showing the
location of the sites sampled. Site 2 is located just upstream from Wylde Bridge. See Table 1.1 and Chapter 2, §2.2 for
further details.
Index to Sites:—
1= Mouth (Mt), 1a = Power-Station (Pw), 2= Inlet (In), 3= Pump-house (Pm), 4= Redhouse (Rd), 5= Perseverance (Pr)
1.4 Site Differences
Well, you just apply the Kolmogorov Smirnov test for normality, which
consists of drinking vodka and looking at your data from time to time until it
looks normal enough to you.
Ronan Conroy
From a discussion on the allstat mailing list
1.4.1 The Main Differences Between the Sites Surveyed
That there are significant differences in nutrient concentration and salinity between the sites studied can
be simply demonstrated in the first instance by carrying out an ordinary one-way analysis of variance on
the rank-transformed response variables. Many authorities consider the F-statistic used in this form of
the analysis to be superior to and to have better statistical properties than the standard Kruskal-Wallis
H statistic or its proposed χ2 approximations (Iman et al., 1975; Iman and Davenport, 1976; Zar, 1999;
Harrell, 1999).2
As noted in §1.3, season is a factor of considerable significance that which needs to be accounted for.
Separate analyses were therefore carried out for each season. It is also the case that the Power-Station and
2See Wallace (1959), Sawilowsky (1990), and Boos and Brownie (1995) for notes on the origins of this approach and for further
discussion.
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 d = 1 
 Site 
 Mouth 
 PowerS 
 Inlet 
 PumpH 
 RedH 
 Pers 
 d = 1 
 SampleDate.M 
 Dec02 
 Apr03 
 May03 
 Nov04 
 Dec04 
 d = 1 
 Season 
 Autumn 
 Summer 
 d = 1 
 WyldeBridge 
 AW 
 BW 
 d = 1 
 TidalHeight.F 
 min  low 
 med  max 
 d = 1 
 TidalRange.F 
 small 
 medium 
 large 
 d = 1 
 Salinity.F4 
 [3.38,12.1] 
 (12.1,21.7] 
 (21.7,30]  (30,36.4] 
 d = 1 
 TidalPhase 
 Ebb  Flood 
 d = 1 
 TidalType 
 Neap  Spring 
 d = 1 
 Rain.U7F 
 vlow 
 low 
 med 
 high 
 d = 1 
 TideCode 
 −2  −1  1  2 
 d = 1 
 Common background 
 Salinity 
 NH4 
 NO3 
 PO4 
 Eigenvalues 
Figure 1.3: Biplots for the complete data set of a centred, standardized PCA of Salinity, NH+4 , NO
−
3 , and PO
3−
4 with
overlayed class ellipses showing centroids of the different levels of the factors considered in the study. The common
background is shown in the bottom right-hand panel. PCA1+ PCA2 accounts for 86 % of the variation (69 % + 17 %).
Descriptors were transformed to multivariate normality using a Box-Cox transformation before carrying out the analysis.
Factor-level codes are mostly self-explanatory: AW = upstream from (above) Wylde Bridge, BW = downstream from
(below) Wylde Bridge; Rain.U7F: rainfall at Uitenhage during the 7-day period before sampling; TideCode: 2= strong
flood tide, 1= weak flood tide, −1= weak ebb tide, −2= strong ebb tide; Salinity.F: the round and square brackets
respectively signify exclusive and inclusive limits, with the extremes being separate by a comma; SampleDate.M:
samples aggregated by month within year (illegible otherwise). Factorization for Rain.U7F, Salinity.F, TidalHeight.F,
and TidalRange.F was done using k-means cluster analysis, optimized over multiple random starts.
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1.4. Site Differences
 d = 2 
 Site.Mouth 
 Site.PowerS 
 Site.Inlet 
 Site.PumpH 
 Site.RedH 
 Site.Pers 
 Eigenvalues 
 d = 2 
 Seaso.Autumn 
 Seaso.Summer 
 Tidal.Ebb 
 Tidal.Flood 
 Tidal.Neap 
 Tidal.Spring 
 d = 2 
 Salinity 
 −1.5  −0.5  0.5  1.5  2.5
 d = 2 
 NO3 
 −2.5  −1.5  −0.5  0.5  1.5
 d = 2 
 NH4 
 −2.5  −1.5  −0.5  0.5  1.5
 d = 2 
 PO4 
 −2.5  −1.5  −0.5  0.5  1.5
Figure 1.4: Tableaux summarizing the results of a Hill-Smith analysis of the indicator variables of brine quality (S,
NH+4 , NO
−
3 , PO
3−
4 ), together with Site, Season, TidalType and TidalPhase. All panels show axis 1 and 2 of the
analysis (see the eigenvalues inset). The first column of panels shows reference vectors for the categorical descriptors
used in the analysis, viz Site (shown in the top panel) and Season, TidalType, and TidalPhase (shown in the bottom
panel). The quantitative descriptors (or more exactly their object-related values) are shown in columns two and three,
using squares. The size and colour of a square indexes the numerical value of each descriptor (named at the top left
of each panel), shown as a deviation from the mean value. See Figure 1.5 for a more detailed set of maps showing
ordinated site-locations.
Note:—The analysis was carried out using functions in the ade4 package (Chessel et al. 2004; Dray and Dufour 2007).
Mean-centred data standardized to have unit variance (i.e. on a correlation matrix) that had been transformed to
multivariate normality using a Box-Cox power transformation in a pre-processing step were used.
Perseverance sites were not sampled during autumn, and that the site at Redhouse was only sampled twice
during summer, the samplings being just two days apart (see §A.2 for explanation). Consequently, the
combined data set is unbalanced and for many analyses it is best to treat the data for autumn and summer
separately.
1.4.1.1 Results
The results of the analysis are summarized in Figures 1.12–1.14 using box-percentile plots (Esty and
Banfield, 1992). These provide a good “one-look” overview of which sites differ from each other, and
by how much they differ. They are accompanied by plots of a full set of Tukey-type post-hoc multiple
comparison tests based on methods capable of handling unbalanced designs (Westfall, 1997; Hothorn et al.,
2008). Detailed summary statistics of the analytes tested, together with statistics for the other analytes
measured at the same time, are given in Tables 1.5–1.6.
The strongly right-skewed (left-skewed for salinity) nature of the data set for summer is clearly shown
in Figure 1.13. The primary cause of this is the atypical (for the period surveyed) sampling of 10 December
2004. This makes the plots difficult to read. The results of a parallel analysis with the data for this sampling
removed is therefore also presented (Figure 1.14 and Table 1.7). Removing this part of the data set does not
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1.4. Site Differences
 d = 2 
 Site.Mouth  d = 2  Site.PowerS  d = 2  Site.Inlet 
 d = 2 
 Site.PumpH  d = 2 
 Site.RedH  d = 2  Site.Pers 
 Eigenvalues 
Figure 1.5: Tableaux showing a more detailed map of site relationships than that given by the vectors for Site in
Figure 1.4 (top-left panel). Black squares show membership to the site named at the top left of each panel (all squares
are the same size). To ensure that all positive occurrences can be seen, positive membership was plotted on top of
negative membership.
change the results of the analyses so far as the indicator variables are concerned (above the in-table rule),
but it converts the result for Chl-a to one that is significant and the result for pH to one that is insignificant
(originally with bordeline significance).
For both the autumn and summer data sets all of the indicator variables of brine quality are significantly
different in the omnibus tests of between-site differences. The Inlet and Pump-house sites are essentially
similar—if the autumn-data for NH+4 are excluded—, and the Mouth site is very much superior to both of
them. There is one difference between the Inlet and Pump-house sites that might be important. This is that
during summer the Inlet site has a better salinity profile than the Pump-house site, the lower hinge for
salinity at the Inlet site being 32.20S, whereas it is only 23.96S at the Pump-house site. No such difference
exists during autumn (Tables 1.6 and 1.5; Figures 1.12 and 1.13).
On the whole, the Power-Station site takes an intermediate position between the Inlet site and the
Mouth site in terms of the concentration of these nutrient species. Arguably it is marginally closer to the
latter. These general impressions are borne out by a set of post-hoc analyses. The details of these, together
with a matching set of non-parametric tests, are given in Tables 1.3–1.4.
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1.4. Site Differences
Table 1.2: Descriptive Statistics by Season of the Indicator Variables of Brine Quality, Together
with the Other Variables that Were Measured.
Autumn Summer Combined Test Statistic
N = 104 N = 71 N = 175
Salinity S 14.83 22.45 31.92
(22.20± 10.17)
27.56 34.40 35.80
(31.22± 6.04)
19.21 26.88 35.45
(25.86± 9.78)
F1,173 = 33.16, P < 0.001
NH+4 µM 8.19 11.95 21.40
(19.91± 23.59)
5.95 7.00 12.00
(14.01± 16.85)
6.70 9.99 15.54
(17.52± 21.26)
F1,173 = 18.42, P < 0.001
NO−3 µM 12.91 21.37 33.83
(27.23± 23.20)
2.89 3.98 5.80
(5.14± 3.48)
4.06 10.82 26.20
(18.27± 21.02)
F1,173 = 182.44, P < 0.001
PO3−4 µM 4.37 9.38 11.79
(8.71± 5.17)
1.92 8.08 12.68
(10.09± 9.24)
2.63 9.30 12.57
(9.27± 7.11)
F1,173 = 0.01, P = 0.919
NP 3.40 5.88 10.31
(8.51± 14.52)
1.20 2.06 5.59
(4.14± 4.51)
2.07 4.50 8.75
(6.73± 11.73)
F1,173 = 39.99, P < 0.001
DIN µM 22.41 37.20 63.87
(47.14± 35.92)
9.26 11.53 16.59
(19.16± 19.92)
11.62 22.92 52.02
(35.79± 33.37)
F1,173 = 83.77, P < 0.001
NH+4 : NO
−
3 0.41 0.68 1.39
(1.03± 1.06)
1.61 2.33 3.00
(2.51± 1.27)
0.53 1.29 2.35
(1.63± 1.36)
F1,173 = 110.75, P < 0.001
t °C 17.85 19.07 20.11
(19.03± 1.89)
22.38 23.55 24.75
(23.74± 1.65)
18.71 20.82 23.21
(20.94± 2.93)
F1,173 = 319.05, P < 0.001
pH 7.85 7.99 8.11
(7.97± 0.18)
8.09 8.15 8.26
(8.16± 0.14)
7.92 8.08 8.16
(8.05± 0.19)
F1,173 = 65.73, P < 0.001
DO mg/L 5.35 6.33 7.29
(6.32± 1.22)
4.66 5.88 6.37
(5.60± 1.20)
5.24 6.09 6.84
(6.03± 1.26)
F1,173 = 13.63, P < 0.001
ORP mV 128 143 164
(148± 25)
142 155 166
(156± 19)
134 149 165
(151± 23)
F1,173 = 7.54, P = 0.007
Chl–a µg/L 2.47 6.01 8.58
(6.11± 5.36)
3.88 5.31 6.64
(5.55± 2.53)
3.37 5.63 7.81
(5.88± 4.43)
F1,173 = 0.12, P = 0.725
POC mg/L 1.46 3.17 4.72
(3.63± 2.65)
3.04 4.37 5.82
(4.48± 1.95)
2.16 3.82 5.33
(3.97± 2.42)
F1,173 = 9.55, P = 0.002
TSS mg/L 10.59 15.18 30.95
(21.17± 15.90)
11.04 15.55 23.32
(18.41± 10.23)
10.86 15.22 24.74
(20.05± 13.92)
F1,173 = 0, P = 0.995
a b c represent the lower quartile a, the median b, and the upper quartile c. Underset: x± s
represents X¯± 1 SD. Samples (N) averaged over replicates (n = 3 for nutrients, POC, TSS; n≥10
for others).
Test used: Wilcoxon test
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1.4.2 Considering Site-differences Across Quantiles
Quantile regression3 (Koenker, 2005, 2008) can be used to examine site-differences in more detail, across a
range of quantiles. A good reason for doing this is that if the differences between two sites are localized to
just part of the quantile range then it would make less economical sense to move the site of extraction to
the new site than if the differences were general, occurring throughout the quantile range.
One might ask, “What would give rise to such localized differences?” An “atypical” sampling,
characterized by high nutrient concentrations, such as occurred on 10 December 2004, would be sufficient,
as in fact would a single extreme value. Such occurrences are not exceptional in ecological studies. For
example, the mean value of NO−3 in the Swartkops Estuary on 5 December 2002 was 3.55µM (range:
2.03–5.42µM). A supplementary measurement taken during the same sampling, at the point where the
Motherwell Canal discharges into the estuary, was 178.83µM (Table A.1). This would raise the mean to
28.59µM were it to be included in the sampling. It is a striking fact that the value of the median would be
increased from 3.51µM to just 4.01µM by this addition.
Table 1.3: Tukey-style Post-hoc Tests of Between-site Differences in the Mean Concentration of the
Nutrient Indicator Variables of Brine Quality During Autumn.
Parametric Non-parametric
Linear Hypothesis Estimate (βˆ)† Std. Error t-value p-value Steel NDWD
Analyte = NH+4 :
Inlet−Mouth == 0 10.4438 4.0625 2.571 0.0434 0.0000 0.0004
PumpH−Mouth == 0 34.8435 6.5138 5.349 0.0000 0.0000 0.0000
RedH−Mouth == 0 0.8296 0.7698 1.078 0.6618 0.5470 0.8862
PumpH−Inlet == 0 24.3996 7.6278 3.199 0.0071 0.0000 0.0041
RedH−Inlet == 0 −9.6142 4.0430 −2.378 0.0695 0.0002 0.0065
RedH−PumpH == 0 −34.0138 6.5017 −5.232 0.0000 0.0000 0.0000
Analyte = NO−3 :
Inlet−Mouth == 0 20.5777 4.8763 4.220 0.0004 0.0000 0.0000
PumpH−Mouth == 0 27.9019 5.8233 4.791 0.0000 0.0000 0.0000
RedH−Mouth == 0 22.3638 4.2023 5.322 0.0000 0.0000 0.0000
PumpH−Inlet == 0 7.3242 7.2406 1.012 0.7308 0.5818 0.7717
RedH−Inlet == 0 1.7862 6.0146 0.297 0.9902 0.9990 0.9810
RedH−PumpH == 0 −5.5381 6.8050 −0.814 0.8394 0.9546 0.9352
Analyte = PO3−4 :
Inlet−Mouth == 0 6.9104 0.8452 8.176 0.0000 0.0000 0.0000
PumpH−Mouth == 0 6.9115 0.4906 14.089 0.0000 0.0000 0.0000
RedH−Mouth == 0 12.5750 0.6678 18.829 0.0000 0.0000 0.0000
PumpH−Inlet == 0 0.0012 0.8113 0.001 1.0000 0.9731 0.9859
RedH−Inlet == 0 5.6646 0.9293 6.096 0.0000 0.0000 0.0001
RedH−PumpH == 0 5.6635 0.6243 9.071 0.0000 0.0000 0.0000
(† βˆ takes the units of the response variable, viz µM.
The parametric part of the table provides supplementary information on the multiple comparisons shown
in Figure 1.12-(b). The non-parametric part of the table shows p-values for two tests commonly used after a
significant result following a Kruskal-Wallis test. Details of the tests are as follows: (1) The parametric tests
use a covariance matrix adjusted for heteroskedasticity following the recommendations of Long and Ervin
2000. Multiple testing was carried out using the multcomp package (Hothorn et al. 2008); this copes with
unbalanced designs and controls family-wise error rates. P-values were adjusted for multiplicity using a single-
step method. (2) The Steel test (a.k.a. Steel-Dwass test) is considered to be superior to the direct analog of the
parametric tests, though somewhat conservative (e.g. Zar 1999, §11.6). The NDWD (Nemenyi-Damico-Wolfe-
Dunn) test uses Monte-Carlo methods available in the coin package (Hothorn et al. 2006a) to approximate the
exact distribution of the test statistic under the null hypothesis (90 000 replications were performed).
3This is a method of linear regression that predates the method of least-squares. Its origins may be traced to the Croatian
polymath Rudjer Boscovich and was extended to the entire quantile range by Koenker and Bassett (1978). It is robust to outliers in the
y-direction.
16
1.4. Site Differences
Table 1.4: Tukey-style Post-hoc Tests of Between-site Differences in the Mean Concentration of the
Nutrient Indicator Variables of Brine Quality During Summer (Excluding the Sampling of 10 December
2004).
Parametric Non-parametric
Linear Hypothesis Estimate (βˆ)† Std. Error t-value p-value Steel NDWD
Analyte = NH+4 :
PowerS - Mouth == 0 −0.1239 0.6272 −0.198 0.9999 0.8939 0.9830
Inlet−Mouth == 0 3.5317 1.0618 3.326 0.0173 0.0210 0.0100
PumpH−Mouth == 0 2.6958 1.0534 2.559 0.1144 0.1078 0.0555
RedH−Mouth == 0 −1.1523 0.6561 −1.756 0.4752 0.6604 1.0000
Pers - Mouth == 0 −1.5533 0.7341 −2.116 0.2732 0.5045 1.0000
Inlet - PowerS == 0 3.6556 0.9321 3.922 0.0031 0.0474 0.0520
PumpH - PowerS == 0 2.8197 0.9225 3.057 0.0351 0.0312 0.2112
RedH - PowerS == 0 −1.0284 0.4145 −2.481 0.1350 0.2418 0.9685
Pers - PowerS == 0 −1.4294 0.5294 −2.700 0.0834 0.1363 0.9711
PumpH−Inlet == 0 −0.8358 1.2590 −0.664 0.9829 0.9944 0.9952
RedH−Inlet == 0 −4.6840 0.9518 −4.921 0.0001 0.0237 0.0006
Pers - Inlet == 0 −5.0850 1.0072 −5.049 0.0001 0.0538 0.0003
RedH - PumpH == 0 −3.8482 0.9424 −4.083 0.0018 0.0505 0.0074
Pers - PumpH == 0 −4.2492 0.9983 −4.256 0.0011 0.0610 0.0052
Pers - RedH == 0 −0.4010 0.5633 −0.712 0.9768 0.9353 1.0000
Analyte = NO−3 :
PowerS - Mouth == 0 1.0806 0.3877 2.787 0.0642 0.0521 0.1517
Inlet−Mouth == 0 1.7722 0.3820 4.639 0.0003 0.0039 0.0077
PumpH−Mouth == 0 2.3300 0.4090 5.697 0.0000 0.0021 0.0000
RedH−Mouth == 0 3.4923 1.3083 2.669 0.0847 0.0500 0.0000
Pers - Mouth == 0 2.6233 0.2482 10.570 0.0000 0.0438 0.0000
Inlet - PowerS == 0 0.6916 0.4621 1.497 0.6310 0.4514 0.8366
PumpH - PowerS == 0 1.2494 0.4846 2.578 0.1039 0.1112 0.1912
RedH - PowerS == 0 2.4118 1.3339 1.808 0.4303 0.5662 0.4304
Pers - PowerS == 0 1.5428 0.3594 4.293 0.0008 0.2604 0.4154
PumpH−Inlet == 0 0.5578 0.4801 1.162 0.8298 0.7491 0.9368
RedH−Inlet == 0 1.7202 1.3323 1.291 0.7594 0.9181 0.9997
Pers - Inlet == 0 0.8512 0.3533 2.409 0.1491 0.3278 0.9998
RedH - PumpH == 0 1.1623 1.3402 0.867 0.9434 0.9677 0.9539
Pers - PumpH == 0 0.2933 0.3823 0.767 0.9660 0.9999 0.9289
Pers - RedH == 0 −0.8690 1.3002 −0.668 0.9813 0.9983 1.0000
Analyte = PO3−4 :
PowerS - Mouth == 0 3.8903 1.1249 3.458 0.0119 0.0353 0.1187
Inlet−Mouth == 0 6.8384 1.3921 4.912 0.0001 0.0011 0.0045
PumpH−Mouth == 0 8.4233 0.9129 9.227 0.0000 0.0005 0.0001
RedH−Mouth == 0 11.7952 0.6479 18.204 0.0000 0.0195 0.0000
Pers - Mouth == 0 18.1342 1.0502 17.267 0.0000 0.0426 0.0000
Inlet - PowerS == 0 2.9481 1.7685 1.667 0.5269 0.5860 0.8332
PumpH - PowerS == 0 4.5331 1.4224 3.187 0.0251 0.0762 0.3656
RedH - PowerS == 0 7.9049 1.2687 6.231 0.0000 0.0327 0.1027
Pers - PowerS == 0 14.2439 1.5142 9.407 0.0000 0.0630 0.0358
PumpH−Inlet == 0 1.5849 1.6418 0.965 0.9150 0.9356 0.9885
RedH−Inlet == 0 4.9568 1.5106 3.281 0.0195 0.1552 0.9510
Pers - Inlet == 0 11.2958 1.7219 6.560 0.0000 0.0383 0.8690
RedH - PumpH == 0 3.3718 1.0851 3.107 0.0308 0.1913 1.0000
Pers - PumpH == 0 9.7108 1.3640 7.119 0.0000 0.0437 0.9996
Pers - RedH == 0 6.3390 1.2029 5.270 0.0000 0.1405 0.9998
(† βˆ takes the units of the response variable, viz µM.
The parametric part of the table provides supplementary information on the multiple comparisons shown
in Figure 1.14-(b). The non-parametric part of the table shows p-values for two tests commonly used after a
significant result following a Kruskal-Wallis test. See Table 1.3 for further details.
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Figure 1.11: (a) Quantile regression of PO4 ∼ Season through the 10th–90th percentiles (step-size = 2.5). Data for the
Intercept are not shown (estimated to be 9.34 at τ = 0.5; see Table 1.2, sub Autumn, for the corresponding observed
value). The estimated regression coefficients (βˆ) are shown as points embedded in a grey band; the latter gives the
bootstrapped 90% confidence limits of the estimate (“pwy” method; 10 000 replications). Treatment contrasts (i.e.
Dunnett contrasts), with Autumn set as the reference level, were used in carrying out the analysis. The horizontal line at
zero references the point of no difference between the two seasons. The horizontal dashed line shows the estimated
coefficient from an OLS (ordinary least squares) regression; the flanking dotted lines show the 90% confidence limits
of the estimate. The OLS estimate corresponds to the results of the Wilcoxon test reported in Table 1.2. Clearly, both
statistics are poor summaries of the true situation. In particular, concentrations of PO3−4 in summer can be seen to
be significantly greater than those in autumn, virtually throughout the upper part of the quantile range (τ > 0.55).
(b) The grey band represents a reference zone of no difference in the distribution of PO3−4 between the two seasons. The
method uses the same bandwidth (selected by cross-validation) for each level of the factor. The analysis is consistent
with and complementary to the quantile regression analysis. On the whole, differences between the two season occur
largely in the “upper” tail (p-value = 0.013, based on 5 000 bootstrap replications).
Note:—The quantile regression analysis was carried out using the quantreg package (Koenker, 2005, 2008); the kernel
density comparison was carried out using the sm package (Bowman and Azzalini, 1997, 2007).
Most statistical methods model the mean response (e.g., least-squares regression), or compare means
at different levels of a factor (analysis of variance). These are valuable tools, but they are best suited to
analysing the results of designed experiments. If misapplied—that is, if applied to a skewed, unbalanced
data set—they can lead to erroneous conclusions and to ill-founded recommendations. For ecological data
sets it is a wise practice to be neither too mean-bound nor too hide-bound. Quantile regression is one of
the best tools available for escaping from such restrictions; using it, one can study relationships between
input and output variables not only at the median value, but at any quantile one wishes to.
1.4.2.1 Method of Analysis and Display
The autumn and summer data sets were again analyzed separately. For the summer data set, the samplings
at two sites, Redhouse and Perseverance, were excluded from the analysis for the following reasons: (1) The
data for Perseverance are of no special interest at this level of detail, and (2) the samplings at Redhouse, only
one of which was a complete sampling, were dropped to make room for the samplings at the Power-Station
site, which are of greater interest.
As a first step towards exploring differences between adjacent sites in greater detail, successive difference
(sequential) contrast coding4 was used for carrying out the analysis. This is a natural set of contrasts to use
when analysing sites that lie along an ecological gradient, such as the axis of an estuary. Using it, adjacent
sites on the “transect” are compared. With this type of coding the Intercept represents the grand mean of
4Venables and Ripley (2002, §6.2).
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(a) Box-percentile plots of the indicator variables of brine quality, conditioned on site.
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(b) Multiple comparison of means using Tukey contrasts.
Figure 1.12: Autumn data set: overview for the indicator variables of brine quality of the rank-based ANOVAs
summarized in Table 1.5 (above the in-table rule). The test statistics reported at the head of each panel of subplot
(a) match those given in the table and test the null hypothesis that analyte concentration is the same at all sites.
The multiple comparison tests (b) are based on a standard one-way analysis of variance but use a covariance matrix
corrected for heteroskedasticity following the recommendations of Long and Ervin (2000). See Table 1.3 for details and
for comparison with the nonparametric methods traditionally used after the Kruskal-Wallis test.
Note:—A schematic representation of a box-percentile plot is shown in Figure A.1.
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(a) Box-percentile plots of the indicator variables of brine quality, conditioned on site.
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(b) Multiple comparison of means using Tukey contrasts.
Figure 1.13: Summer data set: overview for the indicator variables of brine quality of the rank-based ANOVAs
summarized in Table 1.6 (above the in-table rule). See the legend to Figure 1.12 for further details.
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(a) Box-percentile plots of the indicator variables of brine quality, conditioned on site.
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(b) Multiple comparison of means using Tukey contrasts.
Figure 1.14: Summer data set (excluding sampling of 10 December 2004). Overview for the indicator variables of
brine quality of the rank-based ANOVAs summarized in Table 1.7 (above the in-table rule). See the legend to Figure
1.12 for further details. Detailed results of the post-hoc analysis are given in Table 1.4.
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the sites being compared. This is not the focus of interest, so to conserve space it has not been shown in the
summary plots of the analysis (the overall mean and the by-site means may be got from Tables 1.5 and 1.6).
Quantile regression was carried out using the quantreg package of Koenker (Koenker and Bassett, 1978;
Koenker, 2005, 2008). The results are shown using coefficient plots. In this type of plot the x-axis indexes
the quantiles (τ) examined and the y-axis shows the effect (i.e., regression coefficient, β) of the level of
a factor in relation to a reference level, here the next site downstream that was included in the analysis.
The results from an ordinary least-squares regression are also shown, together with 90% confidence limits
of the estimates for both types of regression. For the coefficients determined by the quantile regression
process, the standard errors used in their calculation were determined either by a kernel based method due
to Powell5, which estimates Huber’s sandwich, or by bootstrapping (5 000 replications), using a Markov
chain marginal bootstrap method (He and Hu, 2002; Kocherginsky et al., 2005).
1.4.2.2 Results and Discussion
Figures 1.15 and 1.16 show the main results of the analysis. Despite the presence of some sharp tail effects
(jumps in the slope parameter, βˆ), notably in summer, and considerable drift in βˆ, notably in autumn,
the analysis shows that a mean- or median-based model provides an adequate summary of between-site
differences for all three nutrients considered, for both seasons (treated separately). The box-percentile
plots and pair-wise comparisons shown in Figures 1.12–1.13 therefore provide a reasonably representative
overview of nutrient concentrations at the sites examined and of the differences between them. Determining
whether this was so was the primary purpose of the quantile-regression analysis. The analysis further
demonstrates (1) the clear superiority of the Mouth site over all other sites, and (2) that there are relatively
minor differences between the Inlet site and the Power-Station site and between the Inlet site and the
Pump-house site (if NH+4 is excluded).
Other aspects of the analysis merit comment. One of its features is the additional detail it provides on
the “site” of entry of nutrients into the estuary. The key here is the bias towards higher values at upper
quantiles and the fact that, in the main, adjacent sites were compared. That is, with the exception of the
PumpH–Inlet site comparison involving PO3−4 , differences between sites increase as one passes from low to
high quantiles. Hence the disparity between adjacent sites is greater at high nutrient concentrations than it
is at low concentrations.
For the two sites downstream from the PumpH–Inlet site combination this disparity is positive for all
three nutrients, meaning higher concentrations at the two upstream-sites. However, for the site upstream
from them (RedH), the disparity is strongly negative for NH+4 , negative (but less so) for NO
−
3 , and positive
for PO3−4 . This means lower concentrations of the first two nutrients at Redhouse, and higher concentrations
of the last. In short, the source of nitrate compounds lies downstream from Redhouse, whereas the source of
inorganic phosphorous lies upstream from Redhouse (also see Figures 1.2, 1.4, and 1.5). These observations
are discussed at greater length below.
(Note: a supplementary set of figures showing the contrast for all three nutrients between the Pump-
house site and the Power-Station site, for NH+4 between Redhouse and the Mouth site, and for NO
−
3 and
PO3−4 between the Inlet site and the Redhouse site, has been added to the set of figures—see Figures
1.18 and 1.19. Also, to conserve space, the full set of comparisons involving the Inlet site are not shown;
the multiple-comparison plots of Figures 1.12, 1.13, and 1.14 give an adequate summary of the missing
combinations for this site and the other sites.)
§ § §
If one adopts an uncomplicated dilution principal then the highest concentrations of a nutrient should be
close to the source of the nutrient. An additional argument is that nutrient concentrations at the Mouth site
are either similar to or less than, to very much less than, but never greater than, those at the other sites.
That is, low nutrient concentrations lie on the mouth- or sea-side of the estuary. This fact, together with
the results of the quantile-regression analysis presented above, suggest that the primary inputs of NH+4
and NO−3 lie in the middle estuary, between the Inlet and Redhouse (Redhouse slipway) sites, and that the
primary input of PO3−4 lies upstream from Redhouse slipway. Further support for this view comes from
the exceptional sampling of 5 December 2002. This showed a massive discharge of NO−3 , together with
a lesser quantity of NH+4 , into the estuary from the Motherwell Canal (Table A.1).
6 The general position
5Koenker (2008), sub boot.rq function.
6The entry-point of the Motherwell Canal into the estuary is approximately 1.5km upstream from the Inlet site, along the axis of
the estuary.
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Figure 1.15: Quantile regression for the Autumn data set, spanning the 5th–95th percentile (step-size = 0.025).
The relationship between site and the nutrient indicator variables of brine quality is shown as a set of
contrasts between adjacent sites. For each nutrient, the sites being compared are shown at the head of each
panel, with the reference site—i.e. the site whose values are subtracted—being placed on the right-hand
side of the minus sign. This is always the downstream site. Relevant statistics relating to the median and
mean nutrient concentration at each site, and for the data set combined over all sites, are given in Table 1.5.
Note:—See Figure 1.11-a for a description of the plot-elements. For the present analysis, successive
difference contrast coding (Venables and Ripley, 2002, §6.2) was used. The confidence limits (90%) of the
estimated regression coefficients for the quantile regression were determined by bootstrap resampling (5000
replications) using the Markov chain marginal bootstrap method (He and Hu, 2002; Kocherginsky et al.,
2005).
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Figure 1.16: Quantile regression for the Summer data set, spanning the 5th–95th percentile (step-size = 0.025). The
relationship between site and the nutrient indicator variables of brine quality is shown as a set of contrasts between
adjacent sites. The solid grey line at zero (not always shown) marks the point of no difference between the sites
compared. The title to each subplot gives the sites, with the reference site—the site being subtracted—being placed
on the right-hand side of the minus sign. This is always the downstream site. A column of panels is devoted to each
nutrient. Statistics relating to the median and mean nutrient concentration at each site, and for the data set combined
over all sites, are given in Table 1.6.
Note:—The analysis was carried out using successive difference contrast coding (Venables and Ripley, 2002, §6.2).
Confidence limits (90%) for the estimated regression coefficients (quantile regression) were determined using a kernel-
based estimate of Huber’s sandwich due to Powell (Koenker, 2008, sub summary.rqs function). See Figure 1.11-(a) for a
full description of plot-elements.
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Figure 1.17: Supplementary regression for the Summer data set showing differences between the Mouth
site and the Inlet and Pump-house sites. See Figure 1.16 for further details.
Note:—Confidence limits (90%) for the estimated regression coefficients (quantile regression) were determ-
ined using a kernel-based estimate of Huber’s sandwich due to Powell (Koenker, 2008, sub summary.rqs
function). See Figure 1.11-(a) for a full description of plot-elements.
concerning the area of location of the maximum concentration of a nutrient species in the estuary is already
well illustrated in Figure 1.2.
This principal of dilution, coupled with short-term biogeochemical processes, would explain why
between-site differences are greater at high nutrient concentrations than they are at low nutrient concentra-
tions. A more elaborate version of the argument, in which the degree of mixing is determined more by the
passage of time than by simple distance from the point of origin, may be closer to the truth. This posits
that compartments or parcels of brine are shunted back and forth along the axis of the estuary by tidal
forces, so passing little altered from site to site, with mixing taking place rather slowly.
Here it helps to consider two example tidal time-scale analyses—namely that of 3 December 2002
(Figures 1.24 and 1.25) and that of 10 December 2004 (Figure 1.23)—and to relate them in a general way to
the quantile-regression analysis shown in Figures 1.16 and 1.17 (though one notes that the latter includes
all the summer samplings, not just two of them). Quantile regression shows that concentrations of PO3−4 at
the Inlet and Mouth sites are similar at the lowermost part of the quantile range, when concentrations are
low (roughly 20% of the readings). These readings correspond, at least in part, to sampling time 6 h in the
tidal time-scale analysis (25% of the readings), when salinity is high and the tide is fully in.
The evidence presented here is largely consistent with that presented elsewhere concerning the location
of point sources of nutrients in the Swartkops Estuary (e.g. Emmerson, 1985; MacKay, 1994; Scharler
et al., 1998; Binning, 1999). However, it does raise the following question: “Why, if these arguments are
correct, are concentrations of NH+4 at Redhouse very much lower than they are at the Inlet site, whereas
concentrations of NO−3 are essentially the same?” It has long been known that NO
−
3 is a much more
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Figure 1.18: Supplementary regression for the Summer data set showing differences between the Power-
Station site and the Pump-house site. See Figure 1.16 for further details.
Note:—Confidence limits (90%) for the estimated regression coefficients (quantile regression) were determ-
ined using a kernel-based estimate of Huber’s sandwich due to Powell (Koenker, 2008, sub summary.rqs
function). See Figure 1.11-(a) for a full description of plot-elements.
conservative, long-lived, species than NH+4 . Recent research on the turn-over times of these two species in
estuaries confirms this observation; it is now known that concentrations of NH+4 can change considerably
in the space of just a few hours (e.g. Middelburg and Nieuwenhuize 1999, 2001). The current data set
suggests that this is perhaps true for the Swartkops Estuary as well.
1.4.3 The Tidal Time-scale Perspective
The data presented in this subsection show the extent to which tidal phase influences concentrations of
the indicator variables of brine quality at each site on a microtidal scale, that is, on a 2-hourly basis. The
general position is summarized in Figure 1.3. This shows that tidal phase is a much more important factor
than tidal type, with poor quality brine, i.e. brine with a high concentration of nutrients and low salinity,
being associated with the ebb tide. Of the other tidal factors, tidal range is the most important. Tidal level
can be seen to be little more than a proxy for tidal phase. Of the 11 samplings for which tidal time-scale
data were collected, four have been chosen for display, either because they are of special interest or because
they are representative. Finally, the sampling scheme used may be briefly recapped by saying that each
site was sampled 4 times, approximately every 2h, with the time between sampling the next site upstream
being approximately 30min.
1.4.3.1 Observations on Selected Samplings
8 May 2003 (Figure 1.20). This neap-tide sampling followed a 3-week period of almost no rainfall at
Port Elizabeth and Uitenhage (see the entry for 15 May 2003). During the 11-day period immediately
preceding sampling no rain fell at Uitenhage, with just 1mm being recorded at Port Elizabeth. Tidal
range was slightly above average for the neap-tide samplings, and river flow rate, though the lowest of the
autumn samplings (0.41–0.50m3/s), hardly differed from the overall average (≈ 1mm) or the average of
the other May-samplings (Figure 1.45). The salt-works did not pump brine during the sampling period.
Not pumping brine was usually associated with the accumulation of high concentrations of NH+4 at the
Pump-house site.
15 May 2003 (Figure 1.21). This spring-tide sampling was characterized by the second largest tidal range
of all the samplings and well above average rainfall (59–76mm) during the preceding week (Figures 1.28
and 1.46). This followed a 3-week period of almost no rainfall at Port Elizabeth and Uitenhage. River flow
rate was normal for the period, at just less than 1m3/s (7– and 11–day average of the mean daily flow rate
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Figure 1.19: Supplementary regressions showing comparisons between particular sites. See Figure 1.15 for
further details of interpretation and Figure 1.11 for a complete description of plot-elements.
Note:—Quantile regression was carried out using the quantreg package (Koenker, 2005, 2008).
for the period before sampling). Note the very large increase in NO−3 in the estuary, and the increase in
PO3−4 , despite their being no appreciable change in flow rate.
10 December 2004 (Figure 1.23). This was a spring-tide sampling with essentially “normal” tidal factors
(Figure 1.28). Data collection was preceded by higher than average rainfall (≈ 50mm) at Uitenhage in
the week before sampling (Figure 1.46). River flow rate was low (≈ 0.2m3/s), but marginally above the
average for the summer sampling period (Figure 1.45).
The general state of the estuary during the weeks leading up to this sampling are worth noting. Low to
moderate rainfall (≈ 10mm) at Port Elizabeth in the week after this summer set of samplings was begun (i.e.
between 25 November 2004 and 2 December 2004) had set in train a marked change in the salinity gradient
of the middle and lower estuary, causing a change from an initially uniform, highly saline structure on 25
November 2004 to a more diverse, less saline structure at the time of sampling (Figure 1.22). This change
was accompanied by an appreciable increase in nutrient concentrations in the middle and lower estuary
(See Figure 1.2 for an overall perspective, and the embedded table of Figure 1.23 for a mini-overview).
The analysis provides a clear picture of the effect of tidal forcing on inorganic nutrient concentrations.
Note how—with the exception of the Pump-house site—the traces for salinity at each site converge at the 6
h sampling time (Flood +), as do those for nutrient concentrations. The Pump-house site does not behave in
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Table 1.8: Summary of the Neap Tide Sampling of 8 May 2003
Analyte Overview 8-may-03 Mouth Inlet PumpH RedH
Salinity,S 36.17
(33.44,36.27)
24.88
(20.31,29.72)
25.21
(23.44,26.88)
14.23
(13.77,15.13)
NH+4 , µM 9.62
(7.82,14.32)
13.11
(11.75,29.57)
52.14
(40.58,65.02)
7.75
(6.88,8.41)
NO+3 , µM 3.94
(3.53,8.60)
22.50
(18.07,28.47)
29.47
(22.14,30.07)
14.80
(13.14,16.60)
PO3−4 ,µM 0.81
(0.74,4.03)
6.91
(6.03,8.47)
6.34
(6.24,6.43)
10.90
(10.53,11.05)
Figure 1.20: Tidal time-scale analysis of the neap tide sampling of 8 May 2003. Flanking traces show 95% bootstrapped
confidence intervals about the mean (symbol marker). Sampling time given as hours elapsed since first sampling a site
(see Figure 1.27). The table gives the median of all four sampling times; the underset gives the range. The trace in the
overview column of the table shows the data for all sampling trips, with the “lollipop” marking the beginning of the
previous week’s sampling and the grey area marking the sampling being analyzed.
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Table 1.9: Summary of the Spring Tide Sampling of 15 May 2003
Analyte Overview 15-may-03 Mouth Inlet PumpH RedH
Salinity,S 35.83
(27.76,35.95)
19.53
(14.86,35.27)
22.61
(15.34,23.84)
5.62
(3.78,9.82)
NH+4 , µM 5.43
(4.65,11.64)
17.01
(6.36,20.06)
22.68
(14.89,29.92)
7.98
(7.04,11.71)
NO+3 , µM 7.80
(5.79,28.26)
48.61
(8.80,49.19)
42.86
(37.76,54.83)
62.35
(54.06,87.80)
PO3−4 ,µM 1.31
(1.20,6.31)
9.80
(2.50,14.20)
9.00
(7.62,10.51)
18.20
(15.78,19.41)
Figure 1.21: Tidal time-scale analysis of the neap tide sampling of 15 May 2003. Flanking traces show 95%
bootstrapped confidence intervals about the mean (symbol marker). The table gives the median of all four sampling
times; the underset gives the range. The trace in the overview column of the table shows the data for all sampling trips,
with the “lollipop” marking the beginning of the previous week’s sampling and the grey area marking the sampling
being analyzed.
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Figure 1.22: Box-percentile plots showing parallel changes in inorganic nutrient concentrations and salinity during
the summer samplings of 2004. The solid circle shows the mean value; vertical segments mark the median and the
lower and upper hinges. “Boxes” span 90% of the distribution of the data, from 5th percentile to the 95th percentile.
See Figure A.1 for a prototype showing “box”-interpretation.
the same way, the traces staying largely unchanged, consistent with the fact that the salt-works did not
pump brine during the sampling period (field notes).7
Note also the large changes in nutrient concentrations that occur in a comparatively short period of
time, and in sequence as one moves upstream, along the axis of the estuary (Figure 1.23). At the Mouth site,
for instance, where the changes are least extreme (excl. the Pump-house site), in just 2h NH+4 decreases
from 19.24µM to 5.25µM, NO−3 decreases from 8.83µM to 1.56µM, and PO
3−
4 decreases from 17.12µM to
0.62µM.
3 December 2002 (Figures 1.24 and 1.25). This sampling is placed last because it reveals different aspects
of the behaviour of the estuary than the other three examples. It also was one of just two samplings during
which brine was being pumped at the salt-works. At the start of the sampling-run the tide was still fully
withdrawn but had turned and brine was not yet being pumped. Figure 1.24 shows that concentrations of
NH+4 were comparatively high in the lower estuary, with concentrations falling to roughly half these levels
somewhere downstream from Redhouse.
Two hours later the tide was forcing in and brine was being pumped into the salt-works (field notes).
This is shown by the sharp decrease in the concentration of NH+4 at the site of the Pump-house (Figure 1.24).
The concentration of NH+4 at the Inlet site, in contrast, increases during the sampling. Salinity points the
way to a likely interpretation of these facts, as do NH+4 concentrations at the mouth. These only decrease
at the 4h sampling point, when the tide was fully in, showing that brine of varying salinity, but with a
similar concentration of NH+4 extended at least from the Inlet site downstream to the Mouth site, and then
for some distance out to sea.8
7It is obvious whether or no the pump is operating, as the sampling site is right beside the pump-house; nevertheless, this
observation was confirmed by consulting the on-site engineer.
8Very many birds populate the tidal flats on the southern side of the mouth of the estuary and would provide a good supplementary
source of ammonium.
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Table 1.10: Summary of the Spring Tide Sampling of 10 December 2004
Analyte Overview 10-dec-04 Mouth PowerS Inlet PumpH
Salinity,S 33.35
(28.86,36.01)
27.57
(22.10,35.81)
22.34
(18.45,35.57)
18.66
(18.24,18.99)
NH+4 , µM 10.78
(4.75,19.24)
27.75
(6.68,46.18)
48.78
(6.72,73.36)
59.27
(51.49,68.10)
NO+3 , µM 5.59
(1.56,8.83)
8.00
(2.65,10.50)
10.81
(2.70,11.74)
15.69
(13.67,16.53)
PO3−4 ,µM 6.74
(0.62,17.12)
18.46
(1.40,32.23)
29.89
(2.00,38.36)
25.71
(24.27,26.19)
Figure 1.23: Tidal time-scale analysis of the spring tide sampling of 10 December 2004. Flanking traces show 95%
bootstrapped confidence intervals about the mean (symbol marker). The table gives the median of all four sampling
times; the underset gives the range. The trace in the overview column of the table shows the data for all sampling trips,
with the “lollipop” marking the beginning of the previous week’s sampling and the grey area marking the sampling
being analyzed.
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Table 1.11: Summary of the Spring Tide Sampling of 3 December 2002
Analyte Overview 3-dec-02 Mouth Inlet PumpH RedH Pers
Salinity,S 35.85
(35.80,36.30)
35.25
(32.20,35.60)
34.20
(33.60,34.70)
28.55
(25.20,30.00)
20.05
(18.90,20.70)
NH+4 , µM 8.12
(5.67,10.66)
13.65
(11.16,14.91)
6.95
(5.18,16.45)
5.08
(4.80,6.39)
4.83
(4.22,6.11)
NO+3 , µM 2.14
(1.54,2.25)
4.88
(3.49,6.94)
5.28
(4.81,5.78)
7.19
(3.72,8.33)
4.94
(4.69,5.26)
PO3−4 ,µM 0.74
(0.70,0.81)
2.83
(1.89,9.40)
5.80
(5.00,8.36)
12.54
(11.47,12.70)
18.62
(17.70,21.68)
Figure 1.24: Tidal time-scale analysis of the spring tide sampling of 3 December 2002. Flanking traces show 95%
bootstrapped confidence intervals about the mean (solid circle). The table gives the median of all four sampling times;
the underset gives the range. The trace in the overview column of the table shows the data for all sampling trips, with
the grey area marking the sampling being analyzed. Also see Figure 1.25.
As the tide came in, the high-salinity parcel of NH+4 that was in the vicinity of the Mouth site at the
start of sampling was forced up to and past the Inlet site. The brine sampled at the Pump-house site, in
contrast, is a lower salinity, less dense brine, characterized by lower concentrations of NH+4 , which must
have slipped past the Inlet site from upstream, and up along the channel to the Pump-house site. This
suggests a two-way traffic of brine in this area of the estuary, with lower salinity and lighter brine being
“sucked” into the Inlet, while the heavier, NH+4 -rich tidal brine passes upstream in the main channel of the
estuary. This could indicate a “Wylde Bridge” effect (but see §1.4.4 and §1.4.5). The facts relating to the
concentration of NH+4 are further summarized in the bottom-right panel of Figure 1.25. It might also be
added that the concentrations of NO−3 and PO
3−
4 at Redhouse are consistent with this interpretation, viz
that for this sampling, brine at the Inlet site was replaced by brine from the Mouth site, whereas brine at
the Pump-house site was largely replaced9 by brine from upstream.
The movement of NO−3 is similarly interesting. This is best seen by considering the top-left panel of
Figure 1.25. Note the “see-saw” changes of the concentration of NO−3 involving the Inlet and Redhouse
sites. (The start of sampling and the third sampling [sampling time 4h] of each site, representing the
minimum and maximum points of tidal penetration into the estuary, have been drawn using a heavier
trace.) When the tide is out (0h) the concentration of NO−3 is high at the Inlet site and low at Redhouse.
As the tide comes in, and salinity at the two sites increases, the concentration of NO−3 decreases at the
9Not entirely, for there is clear evidence of a more saline influence from sampling time 4h onwards.
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Figure 1.25: Tidal time-scale analysis of the spring tide sampling of 3 December 2002. Flanking traces show 95%
bootstrapped confidence intervals about the mean (solid circle). The samples from 0h and 4h have been drawn using a
heavier trace, the two sampling times respectively being the minimum and maximum penetration of the tidal wedge
into the estuary. Also see Figure 1.24.
Inlet site, whereas it increases at Redhouse. With the withdrawing of the tide at the 6h sampling point,
the concentration of NO−3 once again increases at the Inlet site (see Figure 1.24). It does not change at
Redhouse, but salinity shows that the tide was only just beginning to withdraw at Redhouse at the end of
the sampling run (Figure 1.24). This co-ordinated set of changes suggests that a “block” of brine with an
NO−3 concentration of ≈ 8µM and a span somewhat greater than the distance between the two sites was
present in the middle estuary during this sampling (see §1.4.2.2 for further discussion).
1.4.3.2 Comment
The purpose of presenting the data on a micro-tidal scale was (1) to illustrate the very large changes in
nutrient concentration that can occur at a site, even at the Mouth site, in as little as two hours; and (2) to
illustrate the fact that nutrient concentrations at the Inlet site reduce to those at the Mouth site when the
tide is fully in and tidal forcing is sufficiently strong, i.e. when salinity at the Inlet site equals that at the
Mouth site. This is well illustrated in Figures 1.21 and 1.23. Assessing the behaviour of the Pump-house
site is tricky because brine was being actively pumped during just two of the sampling trips. This is a fact
that needs to be borne in mind when evaluating the results relating to it presented in this chapter.
What the figures that have been presented really show is a relationship between nutrient concentration
and salinity. A different way of illustrating this that emphasizes only this aspect of the relationship is
shown in Figure 1.26, for the sampling of the 10 December 2004. Summary statistics for the other samplings
are given in Tables 1.12, 1.13, and 1.14. These demonstrate how closely the concentration of all three
nutrient, but especially PO3−4 is related to salinity, once one removes the data for Redhouse or restricts the
relationship to a salinity of ≥ 25S.
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Table 1.12: Summary Statistics of Separate Regressions of NH+4 on Salinity. Illustrates the Effect of Excluding Redhouse, or
the Lower Part of the Salinity Range, from the Regression.
Incl. RedH Excl. RedH Salinity ≥ 25S
Sample Date R2adj
(† σˆ p-Val. p-Val.LD R2adj σˆ p-Val. p-Val.LD R
2
adj σˆ p-Val. p-Val.LD
17 Apr03 −0.10 11.62 0.850 0.125 −0.01 12.99 0.370 0.217 0.93 4.04 0.001 0.186
24 Apr03 −0.10 9.29 0.880 0.094 0.23 8.53 0.110 0.305 0.99 0.16 0.035 ns
1 May03 0.010 48.88 0.310 0.372 0.56 35.88 0.003 0.116 0.55 23.77 0.013 0.166
8 May03 −0.07 20.20 0.860 0.081 0.22 18.16 0.070 0.213 0.63 10.30 0.011 0.154
15 May03 −0.06 7.90 0.660 0.033 0.46 6.11 0.009 0.075 0.97 0.51 0.002 0.166
22 May03 −0.06 11.10 0.710 0.047 0.33 8.71 0.031 0.149 0.91 0.85 0.002 0.200
29 May03 0.00 14.06 0.330 0.099 0.57 9.89 0.003 0.984 0.98 0.53 0.001 0.284
3 Dec02 0.29 3.30 0.008 0.952 −0.10 4.12 0.910 0.325 0.18 3.62 0.056 0.988
25 Nov04 0.19 1.68 0.053 0.033 0.19 1.68 0.053 0.033 0.19 1.68 0.053 0.033
2 Dec04 0.49 1.59 0.002 0.057 0.49 1.59 0.002 0.057 0.49 1.59 0.002 0.057
10 Dec04 0.95 5.92 1.7e− 10 0.164 0.95 5.92 1.7e− 10 0.164 0.97 1.49 4.7e− 06 0.207
(† R2adj = adjusted coefficient of determination; σˆ = residual standard error; p-Val. = significance of the least-squares fit (F
test); p-Val.LD = significance of a bootstrapped test (100 000 resamplings) of whether a non-parametric (i.e., non-linear)
kernel regression fit differs from the least-squares fit (i.e., from a simple linear fit); ns = no solution.
Table 1.13: Summary Statistics of Separate Regressions of NO−3 on Salinity. Illustrates the Effect of Excluding Redhouse,
or the Lower Part of the Salinity Range, from the Regression.
Incl. RedH Excl. RedH Salinity ≥ 25S
Sample Date R2adj
(† σˆ p-Val. p-Val.LD R2adj σˆ p-Val. p-Val.LD R
2
adj σˆ p-Val. p-Val.LD
17 Apr03 0.82 4.21 3.3e–05 0.118 0.75 3.43 0.002 0.543 0.84 2.60 0.006 0.877
24 Apr03 0.25 4.31 0.058 0.077 0.92 1.64 2.9e–05 0.960 0.94 0.54 0.110 ns
1 May03 0.48 5.34 0.002 0.054 0.77 4.03 9.9e–05 0.100 0.93 2.11 1.6e–05 0.128
8 May03 0.12 8.78 0.100 0.036 0.89 3.55 2.5e–06 0.408 0.92 2.89 8.9e–05 0.804
15 May03 0.90 7.30 9.4e–09 0.067 0.95 4.36 5.6e–08 0.194 0.99 0.87 0.000 0.995
22 May03 0.56 6.87 0.001 0.040 0.86 4.30 8.5e–06 0.098 0.98 1.47 6.3e–05 0.201
29 May03 0.19 33.88 0.054 0.136 0.66 25.03 0.001 0.987 0.98 1.76 0.001 0.177
3 Dec02 0.04 1.86 0.200 0.019 0.71 0.96 0.000 0.108 0.25 1.85 0.029 0.039
25 Nov04 0.13 0.50 0.095 0.106 0.13 0.50 0.095 0.106 0.13 0.50 0.095 0.106
2 Dec04 0.67 0.77 6.8e− 05 0.581 0.67 0.77 6.8e− 05 0.581 0.67 0.77 6.8e− 05 0.581
10 Dec04 0.90 1.55 1.2e− 08 0.710 0.90 1.55 1.2e− 08 0.710 0.94 0.75 3.5e− 05 0.665
(† R2adj = adjusted coefficient of determination; σˆ= residual standard error; p-Val. = significance of the least-squares
fit (F test); p-Val.LD = significance of a bootstrapped test (100 000 resamplings) of whether a non-parametric (i.e.,
non-linear) kernel regression fit differs from the least-squares fit (i.e., from a simple linear fit); ns = no solution.
1.4.3.3 Complements
Tidal Height and Tidal Range. See Figures 1.27 and 1.28.
1.4.4 Detailed Analysis of the Primary Candidate Sites: the Power-Station, Inlet, and
Pump-house Sites Compared
As long as the near-shore environment stays as it is, the mouth will be the prime site on the estuary from
which to extract brine (Figures 1.12, 1.13, and 1.14). This will be true even if nutrient input into the estuary
is reduced to low levels, simply because the mouth of the estuary will always be a better source of salt than
a site somewhere upstream. However, moving the site of extraction to the mouth will be costly and may
not be feasible (D. Schoombee, pers. comm.). A more realistic option would be to move the site of extraction
to the Inlet site, or to the Power-Station site. As already noted in the Introduction, management believe
that nutrient loading at the salt-works became a particular problem only after the decommissioning of the
Swartkops Power-Station, in 1995. Up to then, brine was effectively extracted from the Power-Station site.
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Table 1.14: Summary Statistics of Separate Regressions of PO3−4 on Salinity. Illustrates the Effect of Excluding
Redhouse, or the Lower Part of the Salinity Range, from the Regression.
Incl. RedH Excl. RedH Salinity ≥ 25S
Sample Date R2adj
(† σˆ p-Val. p-Val.LD R2adj σˆ p-Val. p-Val.LD R
2
adj σˆ p-Val. p-Val.LD
17 Apr03 0.78 3.36 8.5e− 05 0.065 0.99 0.80 7.5e− 08 0.880 0.96 0.97 0.000 0.369
24 Apr03 0.83 1.80 2.6e− 05 0.074 0.94 0.90 8.5e− 06 0.213 0.76 0.61 0.220 ns
1 May03 0.85 1.89 2.1e− 07 0.043 0.75 2.17 0.000 0.068 0.98 0.56 1.3e− 07 0.156
8 May03 0.95 0.78 8.9e− 11 0.044 0.90 0.87 1.8e− 06 0.076 0.90 0.85 0.000 0.135
15 May03 0.93 1.67 1.4e− 09 0.210 0.90 1.36 1.4e− 06 0.690 0.96 0.44 0.002 0.143
22 May03 0.96 1.10 4.6e− 11 0.047 0.89 1.29 2.2e− 06 0.074 0.99 0.30 7.6e− 06 0.187
29 May03 0.91 1.33 5e− 09 0.234 0.85 1.46 1.4e− 05 0.176 1.00 0.18 9.4e− 05 0.158
3 Dec02 0.91 2.08 5.3e− 11 0.021 0.90 1.00 1.8e− 06 0.125 0.80 2.11 2e− 06 0.035
25 Nov04 0.88 1.81 3.9e− 08 0.038 0.88 1.81 3.9e− 08 0.038 0.88 1.81 3.9e− 08 0.038
2 Dec04 0.60 3.00 0.000 0.064 0.60 3.00 0.000 0.064 0.60 3.00 0.000 0.064
10 Dec04 0.86 4.85 1.2e− 07 0.382 0.86 4.85 1.2e− 07 0.382 0.98 1.07 7.2e− 07 0.136
(† R2adj = adjusted coefficient of determination; σˆ = residual standard error; p-Val. = significance of the least-squares
fit (F test); p-Val.LD = significance of a bootstrapped test (100 000 resamplings) of whether a non-parametric (i.e.,
non-linear) kernel regression fit differs from the least-squares fit (i.e., from a simple linear fit); ns = no solution.
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Figure 1.27: Tidal height during the sampling period. Each trace shows the data for a sampling date. All samples
were collected during the period bracketed by the sampling window, shown at the bottom of the plot by a horizontal
line with vertical end-caps.
Note:—Tidal height data kindly provided by R. E. Farre, SA Navy, Hydrographic Office.
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Figure 1.28: Tidal range for each sampling was calculated from hourly tidal height data, covering the period
from 1h before the start of sampling up to the end of sampling.
Note:—Tidal height data kindly provided by R. E. Farre, SA Navy, Hydrographic Office.
In §1.4.2 evidence10 showing that there are scant differences between the Inlet and Power-Station sites
was presented. That analysis was based on all the data collected during summer. This may have biased the
comparison to some degree since, with one exception, the Power-Station site was only sampled towards
the end of the period surveyed.11 In this section the two sites, together with the Pump-house site, are
compared using only those samplings when all three sites were jointly sampled (see Table 1.1).
1.4.4.1 Method of Analysis
In order to provide a different perspective on relationships between these sites, multivariate methods were
used to analyze the data. The core of the analysis is a between-class principal component analysis (bPCA)
based on methods implemented in the ade4 package (Chessel et al., 2004). This is a special case of Rao’s
(1964; 1973) principal component analysis on instrumental variables in which the (variance maximizing)
instrumental variable is a factor; in this case, site.12 The results are supported by tests derived (1) from a
generalization to several response variables of the Kruskal-Wallis test (coin package, Hothorn et al. 2006a)
and (2) from a robust form of Wilks’ test based on a fast version of Rousseeuw’s (1984; Rousseeuw and
van Driessen, 1999) highly robust MCD (Minimum Covariance Determinant) estimator (rrcov package,
Todorov 2008). The advantages of a MANOVA approach over a series of separate ANOVAs, and the fact
that different hypotheses are tested, are summarized in Zar (1999, §16.2 et seq.). For the bPCA, a centred,
standardized data matrix (i.e. correlation matrix) of descriptors transformed to multivariate normality
using a Box-Cox power transformation (car package, Fox 2007a) was used.
1.4.4.2 Results
Figure 1.29 shows an overview of the distribution of the data at the three target sites, and at the Mouth site
(included to provide a point of reference). These show an essentially gradual increase in the concentration
of inorganic nutrients as one moves upstream from the Mouth site to the Inlet site, and a commensurate
decrease in salinity. This is what one would expect to find in a permanently open, well-flushed tidal
10In the form of a quantile regression analysis of the relationship between analyte concentration and site.
11Reasons are given in §A.2.
12In effect, therefore, redundancy analysis (Jolliffe, 2002, §14.3)
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Figure 1.29: Violin plots for the summer data set showing the distribution of the variables used in the
analysis. The “violins” enveloping the box-plots represent kernel density estimates of the distribution of
each nutrient species. Abbreviations:— Mt = Mouth site; Pw = Power-Station site; In = Inlet site; Pm = Pump-
house site.
Note:—The analysis was carried out using the lattice package (Sarkar and Andrews, 2008), using
Silverman’s “rule of thumb” bandwidth for density estimation (Silverman, 1986, p. 48).
estuary; one, moreover, that is known to be a net exporter of nutrients, and in which the main nutrient
inputs lie upstream from the sites discussed here (Winter, 1990; Scharler et al., 1998). The Pump-house site
is somewhat anomalous. It lies as far upstream as the Inlet site, but is situated in a poorly- to well-flushed
side channel of the estuary. Its characterization depends largely upon tidal factors and upon whether the
salt-works is pumping brine into the evaporation ponds. For this set of samplings, this was true on just one
occasion. In a more general analysis, nutrient concentrations at the site are not significantly different from
those at the Inlet site, except for NH+4 (Figures 1.12, 1.13, and 1.14).
The results of the bPCA are shown in Figures 1.30 and 1.31; statistics relating to the Monte Carlo
simulation study are given in Table 1.15. The biplots and associated correlation circle provide a further
illustration of the importance and strength of the (inverse) relationship between salinity and the nutrient
indicator variables of brine quality. Note, therefore, that almost all of the variation in the PCA that underlies
the between-class analyses13 is accounted for by the first principal component (see the inset Eigenvalue
plots). For the PCAs involving salinity and the nutrient indicator variables as descriptors, PC1 accounts for
91% (Pump-house included) and 93% (Pump-house excluded). Note also for this analysis how the class
centroids lie nearly exactly on the axis of the vector for salinity.
The results of Wilks’ test are given in Table 1.17. As implemented in the rrcov package, this test takes
an exceptionally robust approach first to estimating location and then to testing for differences in it (using
simulation). Traditionally sensitive to outlying observations, the new form of the test achieves its robustness
through the ability of the MCD estimator to detect outliers, so that one uses only what is generally called
the “good” part of the data set for estimation and testing, downweighting the “bad” part (Rousseeuw,
13That is, variation involving the descriptors of brine quality, before the question of variation due to site differences is considered.
41
1.4. Site Differences
 
d 
= 
1 
 
Sa
lin
ity
 
 
N
H
4 
 
N
O
3 
 
PO
4 
 
Ei
ge
nv
al
ue
s 
 
d 
= 
1 
 
Po
w
er
S 
 
In
le
t 
 
Pu
m
pH
 
 
In
le
t 
si
m
Frequency
0.
0
0.
1
0.
2
0.
3
0500015000
H
is
to
gr
am
 o
f s
im
p−
va
lu
e 
= 
0.
12
 
Sa
lin
ity
 
 
N
H
4 
 
N
O
3 
 
PO
4 
 
Co
rr
el
at
io
n 
ci
rc
le
 
(a
)
In
di
ca
to
r
va
ri
ab
le
s
of
br
in
e
qu
al
it
y
 
d 
= 
2 
 
Sa
lin
ity
 
 
N
H
4 
 
N
O
3 
 
Ch
la
 
 
PO
4 
 
N
P 
 
Ei
ge
nv
al
ue
s 
 
d 
= 
2 
 
Po
w
er
S 
 
In
le
t 
 
Pu
m
pH
 
 
In
le
t 
si
m
Frequency
0.
00
0.
10
0.
20
0.
30
0500015000
H
is
to
gr
am
 o
f s
im
p−
va
lu
e 
= 
0.
09
 
Sa
lin
ity
 
 
N
H
4 
 
N
O
3 
 
Ch
la
 
 
PO
4 
 
N
P 
 
Co
rr
el
at
io
n 
ci
rc
le
 
(b
)
In
di
ca
to
r
va
ri
ab
le
s
of
br
in
e
qu
al
it
y,
pl
us
N
P
an
d
C
hl
-a
Fi
gu
re
1.
30
:A
na
ly
si
s
in
cl
ud
in
g
th
e
Pu
m
p-
ho
us
e
si
te
,s
ho
w
in
g
pa
rt
ia
lr
es
ul
ts
fr
om
a
pr
in
ci
pa
l-
co
m
po
ne
nt
-b
as
ed
an
al
ys
is
of
nu
tr
ie
nt
di
ff
er
en
ce
s
be
tw
ee
n
th
e
Po
w
er
-S
ta
ti
on
,I
nl
et
,a
nd
Pu
m
p-
ho
us
e
sa
m
pl
in
g
si
te
s.
E
ac
h
su
bfi
gu
re
ha
s
th
e
fo
llo
w
in
g
la
yo
ut
:—
(1
)
T
he
hi
st
og
ra
m
at
bo
tt
om
le
ft
su
m
m
ar
iz
es
th
e
re
su
lts
of
a
M
on
te
-C
ar
lo
si
m
ul
at
io
n
st
ud
y
of
a
“s
ite
ef
fe
ct
.”
Th
is
is
ba
se
d
on
a
bP
C
A
(n
ot
sh
ow
n)
of
si
te
,a
s
ch
ar
ac
te
ri
ze
d
by
th
e
de
sc
ri
pt
or
s
sh
ow
n
in
th
e
su
bp
lo
ta
tt
op
le
ft
.T
he
“l
ol
lip
op
”
m
ar
ks
th
e
ob
se
rv
ed
va
lu
e
of
th
e
in
er
tia
(i.
e.
va
ri
an
ce
at
tr
ib
ut
ab
le
to
a
si
te
ef
fe
ct
).
Se
e
Ta
bl
e
1.
15
fo
r
de
ta
ils
.(
2)
Th
e
ot
he
r
su
bp
lo
ts
sh
ow
as
pe
ct
s
of
th
e
pr
in
ci
pa
lc
om
po
ne
nt
an
al
ys
is
up
on
w
hi
ch
th
e
bP
C
A
an
d
pe
rm
ut
at
io
n
te
st
is
ba
se
d.
T
he
se
ar
e
(c
lo
ck
w
is
e
fr
om
to
p
le
ft
fo
r
ea
ch
ta
bl
ea
ux
):
di
st
an
ce
bi
pl
ot
,d
is
ta
nc
e
bi
pl
ot
w
it
h
de
sc
ri
pt
or
-v
ec
to
rs
re
m
ov
ed
an
d
si
te
-c
la
ss
el
lip
se
s
su
pe
ri
m
po
se
d;
an
d
co
rr
el
at
io
n
ci
rc
le
.
N
ot
e:
—
T
he
an
al
ys
is
w
as
(1
)
re
st
ri
ct
ed
to
th
os
e
sa
m
p
le
d
at
es
w
he
n
th
e
si
te
s
w
er
e
jo
in
tl
y
sa
m
p
le
d
,a
nd
(2
)
ca
rr
ie
d
ou
t
on
a
ce
nt
re
d
,s
ca
le
d
m
at
ri
x
(i
.e
.
co
rr
el
at
io
n
m
at
ri
x)
of
va
lu
es
tr
an
sf
or
m
ed
to
m
u
lt
iv
ar
ia
te
no
rm
al
it
y
u
si
ng
a
B
ox
-C
ox
p
ow
er
tr
an
sf
or
m
at
io
n.
T
he
“d
=
”
at
th
e
to
p
ri
gh
t
of
ea
ch
bi
p
lo
t
in
de
xe
s
th
e
sc
al
in
g
of
th
e
gr
id
.
42
1.4. Site Differences
 
d 
= 
2 
 
Sa
lin
ity
 
 
N
H
4 
 
N
O
3 
 
PO
4 
 
Ei
ge
nv
al
ue
s 
 
d 
= 
2 
 
Po
w
er
S 
 
In
le
t 
si
m
Frequency
0.
0
0.
1
0.
2
0.
3
0.
4
01000025000
H
is
to
gr
am
 o
f s
im
p−
va
lu
e 
= 
0.
30
 
Sa
lin
ity
 
 
N
H
4 
 
N
O
3 
 
PO
4 
 
Co
rr
el
at
io
n 
ci
rc
le
 
(a
)
In
di
ca
to
r
va
ri
ab
le
s
of
br
in
e
qu
al
it
y
 
d 
= 
2 
 
Sa
lin
ity
 
 
N
H
4 
 
N
O
3 
 
PO
4 
 
N
P 
 
Ch
la
 
 
Ei
ge
nv
al
ue
s 
 
d 
= 
2 
 
Po
w
er
S 
 
In
le
t 
si
m
Frequency
0.
0
0.
1
0.
2
0.
3
0500015000
H
is
to
gr
am
 o
f s
im
p−
va
lu
e 
= 
0.
22
 
Sa
lin
ity
 
 
N
H
4 
 
N
O
3 
 
PO
4 
 
N
P 
 
Ch
la
 
 
Co
rr
el
at
io
n 
ci
rc
le
 
(b
)
In
di
ca
to
r
va
ri
ab
le
s
of
br
in
e
qu
al
it
y,
pl
us
N
P
an
d
C
hl
-a
Fi
gu
re
1.
31
:A
na
ly
si
s
ex
cl
ud
in
g
th
e
Pu
m
p-
ho
us
e
si
te
,s
ho
w
in
g
pa
rt
ia
lr
es
ul
ts
fr
om
a
pr
in
ci
pa
l-
co
m
po
ne
nt
-b
as
ed
an
al
ys
is
of
nu
tr
ie
nt
di
ff
er
en
ce
s
be
tw
ee
n
th
e
Po
w
er
-S
ta
ti
on
an
d
In
le
t
sa
m
pl
in
g
si
te
s.
Se
e
Fi
gu
re
1.
30
fo
r
ad
di
ti
on
al
de
ta
ils
.
N
ot
e:
—
T
he
an
al
ys
is
w
as
(1
)
re
st
ri
ct
ed
to
th
os
e
sa
m
p
le
d
at
es
w
he
n
th
e
si
te
s
w
er
e
jo
in
tl
y
sa
m
p
le
d
,a
nd
(2
)
ca
rr
ie
d
ou
t
on
a
ce
nt
re
d
,s
ca
le
d
m
at
ri
x
(i
.e
.
co
rr
el
at
io
n
m
at
ri
x)
of
va
lu
es
tr
an
sf
or
m
ed
to
m
u
lt
iv
ar
ia
te
no
rm
al
it
y
u
si
ng
a
B
ox
-C
ox
p
ow
er
tr
an
sf
or
m
at
io
n.
T
he
“d
=
”
at
th
e
to
p
ri
gh
t
of
ea
ch
bi
p
lo
t
in
de
xe
s
th
e
sc
al
in
g
of
th
e
gr
id
.
43
1.4. Site Differences
Table 1.15: Results of a Monte-Carlo Simulation Study (100 000 resamplings) of Between-site Variation
Following Sets of bPCAs of the Indicator Variables of Brine Quality Using Different Site-combinations.
See Figures 1.30–1.31.
Descriptors Used (bold) & Sites Compared Obs. Exp. Std. Obs. σ2 p-Valuesim
Salinity, NH+4 , NO
−
3 , PO
3−
4 , NP, Chl-a :—
PowerS, Inlet 0.050 0.034 0.450 0.001 0.219
PowerS, Inlet, PumpH 0.089 0.044 1.470 0.001 0.087
Salinity, NH+4 , NO
−
3 , PO
3−
4 :—
PowerS, Inlet 0.039 0.035 0.110 0.002 0.295
PowerS, Inlet, PumpH 0.087 0.044 1.153 0.001 0.121
NH+4 , NO
−
3 , PO
3−
4 :—
PowerS, Inlet 0.044 0.034 0.242 0.002 0.263
PowerS, Inlet, PumpH 0.084 0.045 1.072 0.001 0.133
Obs. = observed proportion of the total variance attributable to between-site differences; Exp. = expected
value of the variance due to between-site differences based on the simulation study; Std. Obs.
Value = standardized observed value; σ2 = variance of the expected value; p-Valuesim = p-value of a one-tailed
test (Obs. > Exp.), based on 100 000 Monte-Carlo resamplings.
Table 1.16: Mean Vectors of the Indicator Variables of Brine Quality at the Two Sites on Either
Side of Wylde Bridge, and at the Pump-house Site, for Those Samplings When All Three Sites
Were Jointly Sampled.
Standard Estimation Robust Estimation
Salinity NH+4 NO
−
3 PO
3−
4 Salinity NH
+
4 NO
−
3 PO
3−
4
Site S µM µM µM S µM µM µM
PowerS 33.27 12.78 4.60 8.83 35.53 6.49 3.10 4.18
Inlet 30.93 19.64 5.32 14.26 34.40 8.64 3.60 7.76
PumpH 27.04 26.13 8.03 15.85 31.25 9.25 4.64 10.83
Standard estimation returns an estimate of location based on the standard arithmetical mean. Robust
estimation returns an estimate based on the “good” part of the data set. That is, the mean value at
each site after excluding outliers using the MCD algorithm. N = 13, with replicate samples (n ≥ 3)
being averaged.
1984).14 Table 1.16 gives estimates of the mean vectors based both on standard methods and on the MCD
method; the differences are noteworthy.
The results show that none of the comparisons involving just the Inlet and the Power-Station sites are
significant. For comparisons that include the Pump-house site both of the tests based on robust estimation
are significant, either at the 5% level or the 10% level, depending upon whether the unadjusted or the
adjusted p values are used. For the tests based on the standard method of estimation only the test excluding
salinity is significant, and then only at the 10% level of significance and only for the unadjusted p values.
If one follows a strictly frequentist approach, then the results of this more detailed analysis indicate that
there is little, if anything, to be gained by moving the site of brine extraction from a “virtual" location at
the Inlet site to the Power-Station site (but see the caveat below). There is some evidence to suggest that
it might be worthwhile to move it from its current site either to the Power-Station site or to the Inlet site.
(This reduces to the same question since statistically there are no significant differences between the Inlet
and Power-Station sites.)
Since it would be neither too difficult nor too costly to move the site of extraction to the Inlet site it
important to establish where the significant difference(s) detected in the omnibus tests lie. A posteriori tests
14Detecting multivariate outliers is a difficult and computationally intensive process. The original algorithm largely solved the
first of these problems, the new (FAST-MCD) algorithm largely solves the second, though it can still be glacially slow for all but the
smallest data sets.
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Table 1.17: Results of a Multivariate Analysis of Variance of Between-site Differences in the Indicator
Variables of Brine Quality Using Standard and Robust Methods of Estimating Wilks’ Λ.
Standard Estimation Robust Estimation
Descriptors Used (bold) &
Sites Compared DF Λ χ
2 P adj-P DF Λ χ2 P adj-P
NH+4 , NO
−
3 , PO
3−
4 :—
PowerS, Inlet 3.00 0.822 4.41 0.2205 0.2205 1.61 0.648 2.53 0.2120 0.4240
PowerS, Inlet, PumpH 6.00 0.734 10.53 0.1041 0.2205 3.67 0.417 11.14 0.0194 0.0582
Inlet, PumpH 3.00 0.800 4.79 0.1876 0.2205 1.45 0.793 1.08 0.4344 0.4344
Salinity, NH+4 , NO
−
3 , PO
3−
4 :—
PowerS, Inlet 4.00 0.750 6.34 0.1752 0.2342 1.91 0.584 2.34 0.2933 0.5855
PowerS, Inlet, PumpH 8.00 0.659 13.96 0.0827 0.2342 4.90 0.366 11.87 0.0343 0.1029
Inlet, PumpH 4.00 0.767 5.56 0.2342 0.2342 1.92 0.786 1.01 0.5855 0.5855
DF = degrees of freedom; Λ= Wilks’ lambda; χ2 = approximation of Wilks’ lambda; P = p-value for the test; adj-
P = p-value adjusted for multiplicity using the method of Hommel (see the documentation for p.adjust in R’s
stats package).
Note:—For the robust method of estimation, DF and χ2 were calculated by simulation (3000 replications). See
Todorov (2008) for details.
are not available for the Wilks.test procedure. The non-parametric methods used in §1.4.1 (Table 1.3)
were therefore used to carry out the relevant tests; these use Monte-Carlo methods to approximate the
exact distribution of the test statistic under the null hypothesis. The results of the analysis are reported in
Table 1.18. They show the significant differences to lie between the Pump-house site and the Power-Station
site and to involve all the indicator variables of brine quality except for NO−3 .
Table 1.18: Multiplicity Adjusted p-Values from a Set of Tukey-type Comparisons of Between-Site
Differences in the Mean Concentration of the Indicator Variables of Brine Quality.(a
Analyte Tested
Linear Hypothesis Salinity NH+4 NO
−
3 PO
3−
4
Inlet−PowerS= 0 0.3220 0.3817 0.9313 0.3131
PumpH−PowerS= 0 0.0254 0.0214 0.1400 0.0294
PumpH−Inlet= 0 0.8475 0.7505 0.5724 0.8802
(a The reported p values were adjusted for multiple testing using a "single-step" method and are based on an
approximation of the exact distribution of the conditional test statistic under the null hypothesis using 90 000
Monte-Carlo replications.
Note:—The results are based on a general test of independence implemented in the coin package; this
generalizes the Kruskal-Wallis test to several (rank transformed) response variables, carrying out a non-
parametric multivariate analysis of variance. Test statistics for the omnibus test, using a maxT type test, are:
maxT = 2.90, p-value = 0.0212, with CIs of 0.0204–0.0229. This is essentially similar to the result reported in
Table 1.17 for the robust version of the Wilks test. Statistics for the omnibus test using a “quad” type test are:
χ2 = 13.47, p-value = 0.0809, with 99% CIs of 0.0786–0.0833. This matches the result reported for the adjusted
version of the robust Wilks test.
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1.4.4.3 A Caveat (and a Digression) on Hypothesis Testing and the Value of the p-Value
I have always considered the arguments for the use of P absurd. They
amount to saying that a hypothesis that may or may not be true is rejected
because a greater departure from the trial value was improbable; that is, that
it has not predicted something that has not happened.
Sir Harold Jeffreys (1980)
There are several deep-seated, well-known, but difficult-to-negotiate, problems with hypothesis testing (in
the Fisherean sense) and the p-value approach. It holds its ground largely because it is a useful guide as to
what to do next in a set of (designed) experiments. It has, however, caused considerable confusion, not
least because it is itself somewhat confused. At the heart of the problem lie two irreducible facts: (1) The
null hypothesis can never be proved, only proved to be untrue at a given level of probability; and (2) the
null hypothesis is almost never true and, given sufficient samples, will eventually be shown to be untrue.
John Tukey turned this into a famous witticism with his remark that the “The Ns justify the means.”
Fact 2 is especially relevant in the rough and tumble world of field-based environmental research. Two
sites may have very similar concentrations of a particular analyte, but it is improbable that they have
identical concentrations. The null hypothesis that the two sites do not differ is therefore usually wrong to
begin with, even though our good sense, our data, and our p-value—at least at the given level of rejection
and for that sample size—tell us that they are the same. Given a sufficient number of accurately measured
samples a significant difference will be found and the bells will toll. But for whom, and for what purpose?
What the test does not tell us is that though the two means are very significantly different from a statistical
standpoint their two values are so similar that one would be foolish to argue that they are different—except,
of course, if the small difference that does exist truly matters, as it might do in the fields of physics,
chemistry, aeronautics, and quite a few others. In fact, good statisticians now stress that the real emphasis
should be put on getting good, robust estimates of the parameters of interest, on confidence intervals, and
on effect size, not on hypothesis testing and p-values.
It is largely from this perspective that it is argued that a reanalysis of the influence of Wylde Bridge
not only is warranted but is necessary. The problem is that advocates of a “Wylde Bridge" effect who are
well-versed in the art of statistics might argue that the foregoing analysis has proved nothing, and strictly
speaking they would be correct. “Look at the effect size, they might say. It may not be significant but it is
pretty large. All that you have perhaps demonstrated is that your data are shaped in such a way that your
Ns are insufficient to justify the differences that clearly do exist."
1.4.5 Nutrient Concentrations on the Upstream and Downstream Sides of Wylde Bridge
MacKay (1994) drew two important conclusions following a detailed study of the hydrology of the
Swartkops Estuary. These were that
• Nutrient inputs to the estuary lie mainly upstream from Wylde Bridge, and that
• Wylde Bridge interferes with the free exchange of brine between the lower and middle parts of the
estuary.
The first of these conclusions is consistent with the overview of the pollution-status of the estuary presented
by Lord and Thompson (1988), as are subsequent surveys (e.g. Scharler et al., 1998; Binning, 1999; Scharler
and Baird, 2003a) and the results of the present survey. The second receives a measure of support from
Huizinga’s 1-dimensional hydrodynamic model of the Swartkops Estuary. That study, however, modelled
the estuary under conditions of extreme river flooding, namely the spate floods of 24–27 July 1983 (Huizinga,
1988, Fig. 13). The estimated river flow rate at Niven’s Bridge (Uitenhage) at the time was 1600m3/s (op.
cit., Table 1); this is just greater than the 1:50 year flood rate computed by Huizinga (see Fromme (1988,
§2.1.3)). It therefore is doubtful that the “flood” model is generally applicable. For comparison with the
essentially normal flow rates that pertained during the course of the present study see Figure 1.45.
The results of the analyses reported in §1.4.1–§1.4.4 show that under normal flow-rate conditions there
are scant differences between the two sites on either side of Wylde Bridge, viz the Inlet and Power-Station
sites. In the robust forms of the analyses there are some differences between the Pump-house site and the
Power-Station site, but not between the Pump-house site and the Inlet site. The bPCA analysis provides a
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good visual summary of why this is so (see Figure 1.30): the Inlet site occupies the middle ground whereas
the Power-Station and Pump-house sites occupy the opposite extremes.
The question of whether Wylde Bridge affects the exchange of brine between the middle and lower
estuary, and therefore of whether nutrients concentrations at the Inlet and Power-Station sites are likely
to differ from each other most of the time, is central to the survey. It therefore becomes important to
consider the question of differences between sites in the indicator variables of brine quality from another
perspective. Just as a multivariate analysis of variance tests different hypotheses and sometimes leads to
different conclusions than a set of separate univariate analyses might do (Zar 1999, §16.2), so an analysis
of covariance in which salinity is used as the concomitant (or adjusting) variable may be able to reveal
differences that the other methods used have been unable to unearth.
The purpose of this section, then, is to reanalyse the data relating to nutrient concentrations at each site
using an ANCOVA-approach, with salinity as the concomitant variable. The theory behind the method
is that one gets closer to the true relationship between predictor and response variables—in this case
site and the nutrient indicator variables of brine quality—if the variation that is due to another strongly
related variable is first removed. In §1.5.1–§1.5.2 evidence is presented to show that salinity is by far the
most important variable affecting nutrient concentrations. This is also shown quite clearly in the bPCA
analyses presented in §1.4.4, as well as in the overview plots shown in Figure 1.10. So salinity is the natural
concomitant variable to use. This method is also the only way one has of getting at a true “Wylde-Bridge"
effect, by removing differences due to salinity in the comparison of sites.
1.4.5.1 Results
Figure 1.32 shows an overview of relationships between Wylde Bridge and the nutrient indicator variables
of brine quality after adjusting for salinity-related differences. The results provide a useful, if only
conditionally correct (the complicating factor of season has been ignored for the moment), summary of
the “true” influence of Wylde Bridge on inorganic nutrient concentrations. The point of adjusting for
salinity-related nutrient differences is that unless this is done any “Wylde-Bridge” effect that might be
detected would be confounded by an estuarine effect; that is, by the fact that (1) the sites sampled lie
along the axis of an estuary, that (2) the primary source of nutrients is the middle estuary (with nearshore
nutrient concentrations being comparatively low), and that (3) salinity has a strong inverse relationship with
nutrients. Put more simply and directly, if the bridge were to be removed there would still be differences
between upstream and downstream sites because the upstream sites are further away from the mouth of
the estuary than the downstream sites. Hence, to get close to being able to detect a true “Wylde-Bridge”
effect one needs to remove the main estuarine influence, viz salinity.15
For NH+4 and NO
−
3 , the initial analysis shown here provides no evidence of a “Wylde-Bridge” effect. In
both cases the null hypotheses of (1) no difference in location and (2) no difference in slope are retained
with a high degree of confidence. For PO3−4 both hypotheses are rejected, indicating a “Wylde-Bridge”
effect, visibly due to opposite effects at high salinity and at low-to-middle salinity. However, as is shown
below, this result is almost certainly due to the fact that season was not accounted for in carrying out the
analysis. It is interesting to note that essentially the same result may be got using a multivariate approach
based on principal component analysis; this includes a similar shift in the downstream samples (BW) to
a positive rather than a negative association with PO3−4 (Figure 1.33). A bPCA (see §1.4.4.1 for methods)
shows that variance in the nutrient variables analysed attributable to a Wylde-Bridge effect is 28.42% before
levelling for salinity, and 2.17% after levelling for salinity.
The results of a more detailed analysis of covariance approach, in which the crude split into sites
upstream and downstream from Wylde Bridge is foregone in an effort to discover more detail, are
presented below. This uses linear mixed effects (or multistratum) models to take account of the structure of
the data; that is, to model the fact that samples were taken at different sites during different seasons, in
order to understand the data better and to get a more finely tuned result.
Table 1.19 summarizes the analysis. This presents summary statistics for each nutrient derived from an
increasingly complex set of models (passing from the top to the bottom of the table). Likelihood-ratio tests
of the different models show that in all cases the final model is far superior to the other models (results
not shown). The important statistics relate to the interaction term, i.e. Salinity:Site. When modelled
correctly (see below), this is not significant, except for NH+4 . In other words, the effect of salinity is not
15See Figure 1.45, where it is noted that tidal flow in the Swartkops Estuary at spring tide exceeds average river flow by a factor of
about sixty.
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 d = 1 
 NH4 
 NO3 
 PO4 
 AW 
 BW 
 Eigenvalues 
(a) Before levelling for salinity
 d = 1 
 NH4 
 NO3 
 PO4 
 AW 
 BW 
 Eigenvalues 
(b) After levelling for salinity
Figure 1.33: Distance biplots of two PCAs of the nutrient indicator variables of brine quality (NH+4 , NO
−
3 ,
PO3−4 ), with superimposed class ellipses showing variance/inertia due to each level of the Wylde-Bridge
factor. For subplot (b), variance due to salinity was removed in a pre-processing step. PCAs were carried
out on a correlation matrix of descriptors transformed to multivariate normality using a Box-Cox power
transformation.
Note:—Levelling (or pre-processing to remove salinity-related differences) was carried out using an
instrumental variable method due to Rao (1964; 1973, p. 579) in which variance due to salinity was removed
using an orthogonalizing PCA with salinity as the instrumental variable (= redundancy analysis). A new
PCA was then carried out on the residuals from that analysis.
site-dependent. This contradicts the thesis that Wylde Bridge is an important influence. The significant
result for NH+4 is due to the non-monotonic nature of its relationship with salinity (clearly shown in Figure
1.2). In effect, the slope of the regression reverses at the Redhouse site, something that is also partly true
for NO−3 . See the Complements to this subsection, where these facts are shown to better effect (§1.4.5.3).
Overall, what sets the models apart is the power, or flexibility, that is given to salinity to fit the response
variable. The way in which this allows the data to be fitted with greater accuracy is illustrated for PO3−4 in
Figure 1.34. This shows that Model 1 is somewhat better than a null or intercept-only model (not shown),
because one gets an estimate of PO3−4 at each level of the sampling structure. Model 2 introduces salinity
as a covariate and is a clear improvement, because the general effect of salinity is accounted for. However,
although the intercepts are random (i.e. they are allowed to vary), slopes are fixed, so that seasonal and
site-wise variations cannot be taken account of. Model 3 introduces interactions between site and salinity
as a fixed effect, bringing a further improvement, since slopes can now vary from site to site. However, the
seasonal aspect of the data is not fitted, with slopes being fixed site-wise across seasons. This results in
especially poor fits of the summer data at the four downstream sites. Fitting this aspect of the data is what
the Final Model achieves.
A similar result may be got by fitting a series of conditional models to the data; that is, by fitting
a separate set of models to the data for each site-by-season combination. In doing so one foregoes the
statistical power of a comprehensive model such as that discussed above, but conceptually the process is
much simpler. Figures 1.35, 1.36, and 1.37 show the results of this approach and it is this way of viewing
relationships that one wishes to dwell on here.
The data in each compartment or panel shown in these figures have been fitted in a variety ways
(see Figure 1.35 for details): a robust least-squares regression line has been fitted, a lowess smoother has
49
1.4. Site Differences
Ta
bl
e
1.
19
:A
na
ly
si
s
of
V
ar
ia
nc
e
Ta
bl
es
(W
al
d
F-
te
st
s)
of
a
Se
t
of
M
ix
ed
L
in
ea
r
M
od
el
s
A
im
ed
at
D
es
cr
ib
in
g
N
ut
ri
en
t
C
on
ce
nt
ra
ti
on
s
at
th
e
Si
te
s
St
ud
ie
d.
M
od
el
Te
rm
s
W
er
e
Fi
tt
ed
in
th
e
O
rd
er
Sh
ow
n.
R
es
po
ns
e
=
NH
4
R
es
po
ns
e
=
NO
3
R
es
po
ns
e
=
PO
4
Se
q.
A
N
O
VA
M
ar
.A
N
O
VA
Se
q.
A
N
O
VA
M
ar
.A
N
O
VA
Se
q.
A
N
O
VA
M
ar
.A
N
O
VA
M
od
el
1:
Si
te
nD
F
dD
F
F-
va
l.
p-
va
l.
F-
va
l.
p-
va
l.
F-
va
l.
p-
va
l.
F-
va
l.
p-
va
l.
F-
va
l.
p-
va
l.
F-
va
l.
p-
va
l.
(I
nt
er
ce
pt
)
1
51
5
29
.5
0
0.
00
00
29
.7
7
0.
00
00
2.
38
0.
12
32
2.
29
0.
13
10
37
0.
59
0.
00
00
32
9.
15
0.
00
00
Si
te
5
3
5.
68
0.
09
18
5.
68
0.
09
18
1.
05
0.
51
83
1.
05
0.
51
83
23
.1
2
0.
01
33
23
.1
2
0.
01
33
M
od
el
2:
Si
te
+S
al
in
it
y
(I
nt
er
ce
pt
)
1
51
4
41
.5
7
0.
00
00
39
.7
8
0.
00
00
5.
09
0.
02
45
5.
39
0.
02
07
14
.1
5
0.
00
02
15
.9
7
0.
00
01
Sa
lin
it
y
1
51
4
14
8.
32
0.
00
00
15
5.
01
0.
00
00
10
26
.7
9
0.
00
00
10
19
.3
1
0.
00
00
40
0.
08
0.
00
00
36
3.
79
0.
00
00
Si
te
5
3
5.
04
0.
10
66
5.
04
0.
10
66
1.
39
0.
41
87
1.
39
0.
41
87
1.
87
0.
32
22
1.
87
0.
32
22
M
od
el
3:
Si
te
*S
al
in
it
y
(I
nt
er
ce
pt
)
1
50
9
70
.5
2
0.
00
00
11
4.
59
0.
00
00
2.
10
0.
14
82
3.
20
0.
07
43
33
.5
7
0.
00
00
19
.5
3
0.
00
00
Sa
lin
it
y
1
50
9
85
5.
35
0.
00
00
70
.7
8
0.
00
00
11
46
.3
4
0.
00
00
18
.4
1
0.
00
00
59
3.
51
0.
00
00
6.
62
0.
01
03
Si
te
5
3
11
.3
9
0.
03
63
6.
33
0.
07
98
0.
27
0.
90
61
0.
26
0.
90
99
3.
30
0.
17
76
10
.0
2
0.
04
33
Sa
lin
it
y:
Si
te
5
50
9
20
7.
77
0.
00
00
20
7.
77
0.
00
00
17
.2
9
0.
00
00
17
.2
9
0.
00
00
47
.5
0
0.
00
00
47
.5
0
0.
00
00
Fi
na
lM
od
el
:S
it
e*
Sa
lin
it
y
(I
nt
er
ce
pt
)
1
50
9
30
.7
5
0.
00
00
37
.9
7
0.
00
00
11
.7
1
0.
00
07
11
.8
8
0.
00
06
77
.9
6
0.
00
00
24
.4
6
0.
00
00
Sa
lin
it
y
1
50
9
19
.6
6
0.
00
00
14
.9
9
0.
00
01
3.
70
0.
05
50
2.
99
0.
08
45
16
.4
4
0.
00
01
15
.7
8
0.
00
01
Si
te
5
3
0.
52
0.
75
67
2.
21
0.
27
30
0.
74
0.
64
25
0.
85
0.
59
52
3.
46
0.
16
80
0.
43
0.
80
85
Sa
lin
it
y:
Si
te
5
50
9
2.
37
0.
03
80
2.
37
0.
03
80
0.
36
0.
87
46
0.
36
0.
87
46
0.
79
0.
55
85
0.
79
0.
55
85
Fa
ct
or
le
ve
ls
w
er
e
co
d
ed
us
in
g
H
el
m
er
t
co
nt
ra
st
s
(i.
e.
or
th
og
on
al
co
nt
ra
st
s)
,w
it
h
te
rm
s
fo
r
th
e
se
qu
en
ti
al
A
N
O
V
A
be
in
g
fi
tt
ed
in
th
e
or
d
er
sh
ow
n,
i.e
.
Si
te
la
st
,f
ol
lo
w
ed
by
in
te
ra
ct
io
ns
.
T
he
se
qu
en
ti
al
te
st
fo
r
Si
te
is
th
er
ef
or
e
al
so
a
Ty
pe
II
m
ar
gi
na
lt
es
t
fo
r
Si
te
.
nD
F
=
nu
m
er
at
or
d
eg
re
es
of
fr
ee
d
om
;
dD
F
=
de
no
m
in
at
or
de
gr
ee
s
of
fr
ee
do
m
;S
eq
.=
se
qu
en
tia
l;
M
ar
.=
m
ar
gi
na
l.
M
od
el
s
w
er
e
fit
te
d
by
re
st
ri
ct
ed
m
ax
im
um
lik
el
ih
oo
d.
Th
e
an
al
ys
is
w
as
ca
rr
ie
d
ou
t
us
in
g
th
e
lm
e
an
d
an
ov
a.
lm
e
fu
nc
ti
on
s
in
th
e
nl
me
pa
ck
ag
e
(P
in
he
ir
o
et
al
.2
00
8)
.
N
ot
e:
—
T
he
se
q(
u
en
ti
al
)
an
d
m
ar
(g
in
al
)
A
N
O
V
A
te
st
s
re
sp
ec
ti
ve
ly
re
fe
r
to
th
e
te
st
s
d
u
bb
ed
Ty
pe
I
an
d
Ty
pe
II
I
in
th
e
SA
S
m
an
u
al
s
(S
A
S
In
st
it
u
te
In
c.
(2
00
4,
C
ha
pt
er
11
))
an
d
el
se
w
he
re
.T
he
va
lid
ity
of
Ty
pe
II
I
te
st
s
is
qu
es
tio
na
bl
e,
be
ca
us
e
m
ar
gi
na
lit
y
is
no
tr
es
pe
ct
ed
;s
om
e
au
th
or
iti
es
co
ns
id
er
th
em
to
be
“s
ta
tis
tic
al
no
ns
en
se
w
hi
ch
sh
ou
ld
ha
ve
be
en
le
ft
in
SA
S”
(fi
de
Br
ia
n
R
ip
le
y
in
S
N
ew
s
M
ai
lin
g
Li
st
,M
ay
19
99
:h
tt
p:
//
ww
w.
bi
os
ta
t.
wu
st
l.
ed
u/
ar
ch
iv
es
/
ht
ml
/s
-n
ew
s/
19
99
-0
5/
ms
g0
03
21
.h
tm
l;
al
so
se
e
N
el
de
r
19
94
an
d
19
98
,a
nd
Ve
na
bl
es
20
00
:h
tt
p:
//
ww
w.
st
at
s.
ox
.a
c.
uk
/p
ub
/M
AS
S3
/E
xe
ge
se
s.
pd
f)
.
50
1.4. Site Differences
been fitted, and a set of quantile regressions spanning the middle 80% of the data and running through
the median have been fitted. What is striking is how coherent the different regressions are, and of how
similar the slopes of the regression lines for the Inlet site are to those of the Power-Station and Mouth
sites, particularly for NH+4 and PO
3−
4 . The three figures provide an emphatic visual confirmation of the
probable correctness of the argument presented above that Wylde Bridge does not materially effect nutrient
concentrations in the estuary.
1.4.5.2 Discussion
It is important to be clear about what this particular analysis has demonstrated: it has not demonstrated
that there are no differences in brine quality between the Inlet site and the Power-Station site. It has
demonstrated that whatever differences do exist—be they small or large—between the upstream and the
downstream sides of Wylde Bridge are adequately explained by differences in salinity. The principle of
Occam’s Razor may therefore be invoked to support the argument that it is not necessary to introduce a
Wylde-Bridge effect to explain observed nutrient concentrations on either side of the bridge. Sufficient is the
fact that the sites being compared lie on an axis of increasing salinity, which is associated with decreasing
nutrient concentrations as one approaches the mouth of the estuary (see Figures 1.2, 1.3, and 1.4).
1.4.5.3 Complements
Complementary Analyses of the Effect of Wylde Bridge on Inorganic Nutrients. See Figures 1.38, 1.39,
and 1.40.
1.4.6 Outwelling and Brine Quality
Some circumstantial evidence is very strong, as when
you find a trout in the milk.
Henry David Thoreau
Winter (1990) demonstrated that the Swartkops Estuary is a net exporter of nutrients, with spring ebb tide
being the main “vehicle” for export. Freshwater inflow during the period of his study was “negligible,” the
average rate of inflow being ≈ 0.5m3/s.16 He originally argued that these facts implicated the salt marshes
as the “major contributor to estuarine exportable productivity. . . ,” including the inorganic nutrients NH+4 ,
NO−3 , NO
−
2 , and PO
3−
4 (op. cit., p. 59; also see pp. 50–51, 57).
In a follow-up study, Baird and Winter (1992) demonstrated that this hypothesis is not valid: the salt
marsh functions essentially as a self-contained system, with only small quantities of PO3−4 and some larger
particles of detrital POC being exported (size > 1.5mm). In fact, the marsh system acts as a sink for both
NH+4 and NO
−
x . Taylor (1992) reached a similar conclusion following his study of the salt-marsh system of
the Kariega-River Estuary (some 100km to the east of the Swartkops system), as did Dame (1989) following
a review of several such systems in the southern USA (also see Winter, §Biogeochemical Processes in
Allanson and Baird, 1999, and references cited therein). The salt marshes of the Swartkops Estuary, and of
other similar marsh systems, therefore play little or no role in the nutrients dynamics of the estuary itself.
This raises the question of where the nutrients that are exported by the estuary on an ebbing tide
come from. In this subsection their probable, or likely, source is examined by considering the relationship
between nutrient concentration, tidal phase, and salinity. The relationship between (1) flow rate and
nutrient concentration and (2) rainfall (at Port Elizabeth and Uitenhage) and nutrient concentration is also
briefly considered.
1.4.6.1 Results
Figure 1.41 shows the results for the Mouth, Power-Station, and Inlet sites of categorizing salinity into four
groups (quantiles) and plotting nutrient concentration in each group as a function of tidal phase. Statistical
backing for these patterns is given in Figure 1.42, where the results (p-values) of a set of independence tests
are plotted. Only those combinations that were significant at the 10% level of significance in a two-tailed
16The ratio of freshwater inflow to the tidal prism was about 0.77 (fide Winter, op. cit., p. 3).
51
1.4. Site Differences
m
e
a
n
−
ce
n
te
re
d 
Sa
lin
ity
, 
S
PO
4
3−
, µM
010203040
M
ou
th
Autumn
−
20
−
10
0
10
Po
w
er
S
Autumn
In
le
t
Autumn
−
20
−
10
0
10
Pu
m
pH
Autumn
R
ed
H
Autumn
−
20
−
10
0
10
Pe
rs
Autumn
−
20
−
10
0
10
M
ou
th
Summer
Po
w
er
S
Summer
−
20
−
10
0
10
In
le
t
Summer
Pu
m
pH
Summer
−
20
−
10
0
10
R
ed
H
Summer
010203040
Pe
rs
Summer
M
od
el
 1
M
od
el
 2
m
e
a
n
−
ce
n
te
re
d 
Sa
lin
ity
, 
S
PO
4
3−
, µM
010203040
M
ou
th
Autumn
−
20
−
10
0
10
Po
w
er
S
Autumn
In
le
t
Autumn
−
20
−
10
0
10
Pu
m
pH
Autumn
R
ed
H
Autumn
−
20
−
10
0
10
Pe
rs
Autumn
−
20
−
10
0
10
M
ou
th
Summer
Po
w
er
S
Summer
−
20
−
10
0
10
In
le
t
Summer
Pu
m
pH
Summer
−
20
−
10
0
10
R
ed
H
Summer
010203040
Pe
rs
Summer
M
od
el
 3
Fi
na
l M
od
el
Fi
gu
re
1.
34
:
C
om
pa
ri
so
n
fo
r
R
e
s
p
o
n
s
e
=
P
O
4
of
M
od
el
s
1
an
d
2,
an
d
M
od
el
3
an
d
th
e
Fi
na
lM
od
el
.
T
he
fi
tt
ed
tr
en
d
lin
es
sh
ow
th
e
B
L
U
Ps
(b
es
t
lin
ea
r
u
nb
ia
se
d
pr
ed
ic
ti
on
s)
,b
as
ed
on
fi
xe
d
-e
ff
ec
ts
pr
ed
ic
ti
on
s
co
m
bi
ne
d
w
it
h
ra
nd
om
ef
fe
ct
s
ac
ro
ss
th
e
le
ve
ls
sh
ow
n
(S
it
e
ne
st
ed
in
Se
as
on
).
So
lid
ci
rc
le
s
sh
ow
th
e
ob
se
rv
ed
da
ta
.M
od
el
s
w
er
e
fit
te
d
by
R
EM
L
(r
es
tr
ic
te
d
m
ax
im
um
lik
el
ih
oo
d)
.
M
od
el
Su
m
m
ar
y:
M
od
el
1:
f
i
x
e
d
=
P
O
4
∼
S
i
t
e
;
M
od
el
2:
f
i
x
e
d
=
P
O
4
∼
S
a
l
i
n
i
t
y
+
S
i
t
e
;
M
od
el
3:
f
i
x
e
d
=
P
O
4
∼
S
a
l
i
n
i
t
y
∗S
i
t
e
;
Fi
na
l
M
od
el
:f
i
x
e
d
=
P
O
4
∼
S
a
l
i
n
i
t
y
∗S
i
t
e
.A
dd
it
io
na
lly
,M
od
el
s
1–
3
ha
ve
th
e
fo
llo
w
in
g
ra
nd
om
-e
ff
ec
ts
sp
ec
ifi
ca
ti
on
:r
a
n
d
o
m
=
∼
1
|Se
a
s
o
n
/
S
i
t
e
,w
he
re
as
th
e
Fi
na
lM
od
el
ha
s:
r
a
n
d
o
m
=
∼
1
+
S
a
l
i
n
i
t
y
|Se
a
s
o
n
/
S
i
t
e
.
52
1.4. Site Differences
Salinity, S
lo
g e
 
 
(N
H
4+ ,
 µ
M
)
1
2
3
4
5
Mouth
Au
tu
m
n
10 20 30
PowerS
Au
tu
m
n
Inlet
Au
tu
m
n
10 20 30
PumpH
Au
tu
m
n
RedH
Au
tu
m
n
10 20 30
Pers
Au
tu
m
n
10 20 30
Mouth
Su
m
m
er
PowerS
Su
m
m
er
10 20 30
Inlet
Su
m
m
er
PumpH
Su
m
m
er
10 20 30
RedH
Su
m
m
er
1
2
3
4
5
Pers
Su
m
m
er
Figure 1.35: Trellis graphic showing separate regressions of loge(NH4) ∼ Salinity for each level of Site
and Season. The solid black line is a lowess smoother, the dashed black line is a robustly fitted least-squares
regression line, and the solid grey line is a quantile regression through the median. The dotted light grey
lines are quantile regression “guide” lines through the 10th, 25th, 75th, and 90th percentiles. Circles show
the observed data; rugplots on the x- and y-axes show the conditional distributions of the regressor and the
regressand.
Note:—The least-squares lines were fitted using the wle package (Agostinelli, 2006); quantile regression was
carried out using the quantreg package (Koenker, 2008); the lowess/loess smoother uses code by Ripley
(loess function, part R’s stats package; see R Development Core Team 2008) derived from Cleveland et al.
(1992).
test are shown. For all three sites and for all three nutrients (excepting NH+4 at the Power-Station site) low
salinity ebb-tide brine has significantly greater nutrient concentrations than the norm, whereas flood tide
high salinity brine has significantly lower nutrient concentrations than the norm.
For the rest of the analysis the focus is the Mouth site. Figure 1.43 shows the results of carrying out the
same type of analysis as just described, but using (1) rainfall at Port Elizabeth, (2) rainfall at Uitenhage, and
(3) flow rate as covariates rather than salinity. These show, in general, an association between high rainfall
and high nutrient concentrations, and low flow rates and high nutrient concentrations. Such a combination
points strongly to runoff and other point sources within the estuary as the source of the nutrient-rich brine.
Winter’s follow-up investigation of the source(s) of the ebb-tide nutrient-rich brine showed that it is
not—or is unlikely to be—the salt marshes. If this were their source one would in any case expect the
salinity of this brine to be on the middle to high rather than on the low side of the scale. The present
analysis shows that this is not so: it has low salinity and, moreover, it is associated with high rainfall.
Exploratory analyses in which other physico-chemical properties of this low-salinity brine were examined
did not provide further clues to its origins, though there were suggestive associations with low NP values,
with low temperature, and with high ORP values, all of which would tend to support a freshwater origin
(Figure 1.44).
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Figure 1.36: Trellis graphic showing separate regressions of loge(NO3) ∼ Salinity for each level of Site
and Season. See Figure 1.35 for further details.
1.4.6.2 Comment
These results put the finger firmly on freshwater inflow as the chief source of the nutrients that the estuary
exports on the ebb tide. The secondary analysis for the Mouth site shows a clear association with moderate
to high rainfall at Uitenhage and, to a lesser extent, at Port Elizabeth. Whether cumulative rainfall during a
7- or an 11-day period preceding sampling is used matters little (results not shown); on the whole, F-values
are greater and the patterns clearer if the 7-day period is used.
The analysis using flow rate as a conditioning variable gives results that are to some extent comparable.17
Comparisons are tricky because one is dealing with different things, viz rainfall at Port Elizabeth, which is
not confounded with flow rate, and rainfall at Uitenhage, which is partly confounded with flow rate. What
is clear is that Winter’s exclusion of flow rate—that is, of river-input—as a candidate source of the exported
nutrients is not generally true; though it may have been true for his study (the association between high
nutrient concentrations at the mouth and ebb tide with rainfall at Port Elizabeth demonstrates that the
nutrients he recorded could have come from that source, and the precise nature of the relationship between
flow rate and rainfall at Uitenhage has not been established).
What is also clear is that the pattern of association with salinity is considerably more consistent than
it is for the other two variables: high-nutrient brine leaves the estuary essentially only on the ebb tide
and essentially only in low-salinity brine, that is, in brine having a salinity in the range [26.9,35.4) S.
Nevertheless, it helps to know whether moderate to heavy rains have fallen either at Uitenhage or at Port
Elizabeth; for these events give early warning of a likely rush of nutrients through the estuary. For a
more exact, on-the-spot, assessment of brine quality, however, salinity is a superior choice, as the evidence
presented in the next section (§1.5 ) demonstrates.
17Note the strong association between moderate flow rates and high concentrations of NO−3 . This is more fully explored and
commented on in §1.5.1.
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Figure 1.37: Trellis graphic showing separate regressions of PO4 ∼ Salinity for each level of Site and
Season. See Figure 1.35 for further details.
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Figure 1.38: Complementary analyses of the effect of Wylde Bridge on nutrient concentrations. Partial effects (top row and
bottom left) and model summary (bottom right) for the generalized linear model: NH+4 ∼WyldeBridge+ Season ∗ Salinity are shown.
Dashes show the 95% confidence intervals. A linear tail-restricted cubic spline was used to fit Salinity; variance was modelled using
the quasi family with the canonical link (= identity). The bootstrap (5000 resamplings) was used to provide a robust estimate of the
covariance matrix. Abbreviations:— AW = data for all sites upstream from Wylde Bridge; BW = data for all sites downstream from
Wylde Bridge.
Note:—The analysis was carried out using functions in the Design package (Harrell, 2008a). 55
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Figure 1.39: Complementary analyses of the effect of Wylde Bridge on nutrient concentrations. Partial effects
(top row and bottom left) and model summary (bottom right) for the generalized linear model: NO−3 ∼ (Season +
WyldeBridge+ Salinity)3 −WyldeBridge : Salinity− Season : WyldeBridge. See Table 1.38 for details.
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Figure 1.40: Complementary analyses of the effect of Wylde Bridge on nutrient concentrations. Par-
tial effects (top row and bottom left) and model summary (bottom right) for the generalized linear
model: PO4 ∼ (Season+ WyldeBridge+ Salinity)2 − Season : WyldeBridge. See Table 1.38 for details.
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Figure 1.41: Tableaux showing the relationship between nutrient concentration and tidal phase at different levels of
salinity for the three “downstream” sites (combined data set). The statistics reported at the head of each plot derive
from a Kruskal-Wallis test over all categories (excl. Combined). See Figure 1.42 for significant deviations from the global
hypothesis of independence.
Note:— Categories for salinity (S) are shown using the following format: [min,max), where the square bracket indicates
that the value is included in the category, and the round bracket indicates that the value is not included in the category.
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Figure 1.42: Dotplots showing significant deviations (90 % level of probability) following a two-sided test of
independence of the categories shown in Figure 1.41. The second y-axis has the following interpretation: y > H0,
observed value greater than expected; y < H0, observed value less than expected.
Note:—The data were rank transformed and a max-T type test statistic was used. Season was used as a blocking
factor and the exact distribution of the test statistic under the null hypothesis was approximated using Monte-Carlo
resampling methods (5 000 replications). Familywise error-adjusted p-values were calculated using the single-step
method (op. cit.; Westfall and Young, 1993). The overall testing procedure (conditional inference) derives from the work
of Strasser and Weber (1999) and is implemented in the coin add-on package for R (Hothorn et al., 2006a).
1.5 Predictors and Prediction of Brine Quality
Yes, but it is prediction that is important.
Trevor Hastie
Over morning tea (& breakfast) at Tiffany’s Tea Garden
At some point it becomes important to shift the focus of the analysis from an essentially descriptive basis
to a more dynamic, predictive basis.18 What one really wants to know is whether any of the information
that has been gathered is useful for understanding how the system works and, more especially, for making
predictions about how it is likely to behave under commonly occurring conditions. Knowing that one site
differs from another is handy information, but it really is just a starting point; for it provides no information
about what might be done to improve the condition of a worse-off site. In brief, it provides little insight
into the mechanism(s) that produced the difference.
18And part of the process of prediction is finding proxies for parameters that are more time consuming or more difficult to measure.
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(a) Rainfall (mm) at Port Elizabeth (7-day period) as a covariate
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Figure 1.43: Tableaux showing the relationship between nutrient concentration and tidal phase at different levels
of rainfall (a, b) and flow rate (c) for the Mouth site (combined data set). Relationships were worked out using a
cumulative value (rainfall) or an average value (flow rate) calculated over the 7-days preceding each sampling trip (see
Figures 1.46, 1.45). The statistics reported at the head of each plot derive from a Kruskal-Wallis test over all categories.
Note:— Categories are shown using the following format: [min,max), where the square bracket indicates that the value
is included in the category, and the round bracket indicates that the value is not included in the category.
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Figure 1.44: Tableaux showing the relationship between selected physico-chemical parameters and tidal
phase at different levels of salinity for the Mouth site (combined data set). The statistics reported at the
head of each plot summarize the results of a Kruskal-Wallis test over all categories (excl. Combined).
Note:— Categories for salinity (S) are shown using the following format: [min,max), where the square
bracket indicates that the value is included in the category, and the round bracket indicates that the value
is not included in the category.
Is it, for instance, more important to know about river flow rate than about salinity or rainfall at
Uitenhage, or perhaps about tidal height, if one wishes to avoid certain conditions, and if one wishes to be
able to say what nutrient concentrations at a site would be likely to be without having to measure them
directly. That is, if one wished to be able to predict brine quality with reasonable accuracy, literally as easily
as a seasoned weather-watcher might do by gazing skywards to read the tell-“tail” signs of an arriving cold
front from the form of the clouds in the sky and by the speed of their movement.
Using the linear model and related methods for prediction has always been a less demanding and
exacting task than using it for explanation—but only just. The task of finding needles in a haystack has
been made easier in recent years by advances in the field of data mining (Hastie et al., 2001), with the
development of some excellent tools to do the job. The aim of using them is not to find all the needles
in the haystack, nor even the brightest and best of them. It simply is to find a needle that will do the
job passably well, using readily available or easy-to-assess predictors. Predictors that predict with high
accuracy, but which are difficult to measure are much less useful than predictors that predict less accurately
but that are readily available or easy to measure.
The rest of this section is structured as follows: After a brief examination of relationships between
variables, Friedman’s RuleFit™ program (Friedman and Popescu, 2005) is used to establish what the main
predictors of the nutrient indicator variables of brine quality are (§1.5.1). In the next subsection (§1.5.2), the
question of the predictive power of river flow rate is considered in some detail. It is shown that compared
to salinity, flow rate is a poor general indicator of nutrient concentration. Finally, in the tailpiece (§1.5.3), a
set of predictors for each nutrient species is chosen, guided by the results of §1.5.1, a tool to do the job of
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working out a predictive model is settled on, and a nomogram to assist in carrying out the prediction is
constructed.
1.5.1 Which Predictors Are Important?
RuleFit™ is the most recent of Friedman’s contributions to the field of data mining, a step forwards from
his earlier CART®, MARS®, and MART™ programs (Friedman and Popescu, 2005; also see Hastie et al.,
2001).19 The default output of the program is sparse, little more than an index of how well the model
fits, some toy graphs, and some rules describing relationships. Behind this plain facade, however, is a
Rolls-Royce engine that executes a number of sophisticated and elegant operations, including variable
selection using the lasso.20 RuleFit consistently outperformed a wide range of other tools and methods
that were tried in exploratory analyses (e.g., areg.boot, ctree, earth, gbm, mboost, nnet, randomForest).
This subsection presents the results of using it to determine which of the variables that were measured and
factors that were noted down are most important for predicting the nutrient indicator variables of brine
quality.
1.5.1.1 Results
Figure 1.47 shows an overview of relationships between the predictor variables that were considered, based
on Hoeffding’s D statistic21, followed by complete linkage cluster analysis to group related items. Key
points to note are the clustering of the nutrient variables with salinity and the switch in the association of
NH+4 between seasons. (The manner in which Chl-a switches the source of nitrate between seasons is also
worth noting.) On the whole there are no important differences between the autumn and summer parts of
the data set in the manner in which their variables inter-relate. In both there are four groups of variables,
one of which contains the sites studied and the indicator variables of brine quality. Tidal phase (and its
proxy TideCode) is associated with tidal level (treated as a factor); whereas tidal type is associated with
tidal range (treated as a factor), rainfall at Port Elizabeth and Uitenhage, and flow rate.
The main results of the RuleFit™ analysis are shown using partial dependence plots (Figures 1.48–1.51).
For each response variable, effects have been plotted on a common scale, allowing for a direct visual
assessment of the importance of each predictor to be made. It is important to know that partial dependence
plots show the mean response to a predictor after taking account of the other predictors in the model, not
simply by ignoring them.22 By using them one therefore gets something close to a “true” effect (rather than
an effect conditioned on the levels or values of other variables in the model). The first step in the analysis,
in which the nine most important predictor variables were determined, based on all the available predictor
variables, is not shown.
Salinity is clearly the most important predictor of PO3−4 and NO
−
3 , but is only of middle-ranking
importance for predicting NH+4 . Here site is the important predictor (perhaps due to the undue influence
of the Pump-house site); however, see the more detailed quantile analysis presented next, in §1.5.2.This
shows that salinity is the third most important predictor of NH+4 and is roughly twice as important as flow
rate (Table 1.21). Flow rate always breaks into the list of the nine most important predictor variables, but
is never obviously important (see §1.5.2 and below). The exception is as a predictor of NO−3 , but only if
salinity is excluded from the model. Even then, cumulative rainfall at Port Elizabeth during a 7-day period
preceding sampling is more important, as is PO3−4 , which can be predicted very well from salinity (see
Figure 1.51).
One reason why flow rate is consistently present amongst the nine most important indicator variables is
that it enters into a number of low-level interactions with several other predictors. Figure 1.52 shows an
overview of these. Its effect on NO−3 and PO
3−
4 when interacting with salinity is shown in Figure 1.53.
19A version of the program for R is available on Friedman’s website. That version of the program will no longer function after 29th
December 2008. However, a new version will then be made available (RuleFit http://www-stat.stanford.edu/~jhf/R-RuleFit.
html).
20This is Professor Koenker’s (who solved Boscovich’s LAD problem, so allowing L1-regression to be performed throughout the
quantile-range) response to a question I posted on R-Help relating to Rulefit™: “They are entirely different: Rulefit is a fiendishly clever
combination of decision tree formulation of models and L1-regularization intended to select parsimonious fits to very complicated
responses yielding e.g. piecewise constant functions. Rulefit estimates the conditional mean of the response over the covariate space,
but permits a very flexible, but linear in parameters specifications of the covariate effects on the conditional mean.”
21Hoeffding’s D statistic is a robust measure of association that is sensitive to many types of departure from independence,
including non-monotonic relationships (Hoeffding, 1948; see hoeffd in Harrell, 2008b).
22See Friedman (2001) and Hastie et al. (2001, §10.13.2) for details.
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Figure 1.45: Flow rate at Niven’s Bridge, Uitenhage. Original data given as a daily average, in m3/s. The period
referred to in the legend is the 7- or 11-day average of this daily average for the period preceding sampling. These
are referred to in the text and in figures as FlowRate7 and FlowRate11, respectively. The average river flow rate for
the Swartkops Estuary has been variously estimated at between 1.4m3/s and 2.4m3/s, which are low average values
compared to other systems (Chunnett and Sauermann, 1965; Fromme 1988, §2.1.3). The tidal flow at spring tide
(85m3/s) exceeds this by a factor of about sixty (op. cit.).
Data source: Department of Water Affairs and Forestry (DWAF).
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Figure 1.46: Rainfall at Port Elizabeth (PE) and Uitenhage (U) during the sampling period. The plot shows cumulative
rainfall for 7- or 11-day period preceding each sampling date.
Note:—Rainfall data kindly provided by Coleen de Villiers, SA Weather Service.
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Figure 1.47: Inter-relationships between variables as determined by Hoeffding’s non-parametric test of
independence (D), followed by hierarchical cluster analysis (complete linkage) of the similarity matrix. For
categorical variables the reference level is at the root of the tree. For site this is the Mouth site.
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Figure 1.48: Partial dependence of NH+4 (µm) on the nine most important predictors.
Finally, it is worth noting that although the average flow rate for the period preceding the sampling
of 10th December 2004 is below the overall mean flow rate, it is only marginally below it and it is above
the mean flow rate for the summer samplings (Figure 1.45). Flow rate therefore gives no indication of the
changes that were occurring in the estuary at that time (see Figures 1.22 and 1.46; also see Figure 1.2). The
data on rainfall and salinity tell an entirely different story; in light of the analyses presented in this Chapter
they would lead one to suspect a surge in nutrient levels in the estuary, which, indeed, is what happened.
1.5.2 A Detailed Consideration of the Predictive Performance of River Flow Rate and
Salinity
Without inflow from a river an estuary would simply be a marine ingression or lagoon. If the ingression
were to become isolated from the sea through permanent closure of the ingress it would become a saline
lake; in time a salt pan and then a sabkha would perhaps develop, depending upon climatic conditions.
River inflow, and the rate of inflow, are therefore incontestably important to the existence and basic health
of an estuary.
River inflow is commonly mentioned in discussions relating to estuarine health and of how one might
best assess it. However, it was almost impossible to find a single peer-reviewed publication in which the
performance of flow rate as a predictor of estuarine health is rigorously examined. What seems to be
the most relevant paper on the subject (Cooper and Copeland, 1973) is rarely mentioned, and when it is,
usually only that part of it that relates to the importance of river inflow is referred to.
While it is plain to see that if the “river-tap” were to be turned off completely and permanently then the
estuary would be doomed. What is not so clear is what would happen if the “tap” were to be left more or
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Figure 1.49: Partial dependence of NO−3 (µm) on the nine most important predictors.
less on? Just how good an indicator of the health and nutrient status of an estuary is information on inflow
rate then?
The Swartkops Estuary is characterized by low to very low rates of inflow; at times the river bed is
dry for many months (Fromme 1988, §2.1.3; see Figure 1.45). Rare, spate floods occur and help to cleanse
and restructure the system (op. cit.; Hilmer et al. 1987, pp. 32–36). These facts, together with the results
of the analysis presented in §1.5.1, suggest that a more detailed examination of the predictive power of
river inflow rate and salinity would be worthwhile. This should lead to a better understanding of how the
system works and should assist brine managers at the salt-works to make informed decisions about brine
quality at their chosen site (see §1.5.3).
1.5.2.1 Methods Used
Two additional “data mining” tools were used to unearth the relevant facts, viz earth (an implementation
of MARS: multivariate adaptive regression splines) and gbm. Both derive from Friedman’s contributions to
the field of data-analysis/data-mining.23 Versions for R of the first have been implemented by Trevor Hastie
(mars, in package mda; see Hastie and Tibshirani, 2006)24 and by Stephen Milborrow (Milborrow, 2008).
Ridgeway (2008) has provided an implementation of gbm. What MARS and its spin-offs (mars/earth) do
23http://www-stat.stanford.edu/~jhf/
24Hastie is a colleague of Friedman’s, and co-author with him and Tibshirani (co-inventor of the bootstrap) of The Elements of
Statistical Learning: Data Mining, Inference and Prediction (Hastie et al. 2001). Milborrow uses Hastie’s code (which is a separate
implementation of Friedman’s code), but adds a few “bells and whistles” to make it easier to use, hence the package’s name, earth
(Milborrow 2008).
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Figure 1.50: Partial dependence of PO3−4 (µm) on the nine most important predictors.
is carry out a form of non-parametric MANOVA (multivariate analysis of variance). MARS is variously
described as a generalization of stepwise linear regression or as a modification of CART25, “to improve the
latter’s performance in the regression setting” (op. cit.). Milborrow’s version has a good graphical method
for comparing the predictive performance of different models.
gbm (generalized boosted regression models) is based on more recent insights by Breiman (1998) and
Friedman (2001; also see Hastie et al., 2001) related to the boosting algorithm of Freund and Schapire (1996).
It achieves roughly the same performance as RuleFit™ (Hastie, pers. comm.) and, like the latter, is designed
for univariate rather than multivariate responses. What sets both it and RuleFit apart is that they are highly
resistant to outliers in both the x- and the y-directions and both are immune to monotonic transformation
of predictor and response variables, so are immune to scale effects. gbm is further distinguished by the fact
that it has the capability to do quantile regression, so allowing one to examine relationships at any quantile
one wishes to.26
1.5.2.2 Results
Figures 1.54–1.55 show the results of an analysis in which earth was used to compare the performance of
salinity and flow rate to jointly predict mean concentrations of the nutrient indicator variables of brine
quality, viz NH+4 , NO
−
3 , and PO
3−
4 . Compared to salinity, flow rate is shown to be a poor predictor of
nutrient concentration in the Swartkops Estuary, at least for the period of study. The results are fully
25Classification and Regression Trees.
26Thanks to the recent inclusion by Ridgeway of code donated by Kriegler (2007) of the UCLA Department of Statistics.
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Figure 1.51: Partial dependence of NO−3 (µm) on the nine most important predictors for a model excluding
Salinity.
consistent with those of the RuleFit™ analysis (see §1.5.1), as well as with those from using Ridgeway’s
(2008) modified gradient boosting machine to examine the question (see below). Of the simple models
examined, it is only for the summer data set—when analysed separately, and using site as a covariate—that
flow rate approaches the predictive power of salinity (Figure 1.55-b).
It is useful to compare predictions based on these models to the observed data. The results of doing
so for the seasonal models compared in Figure 1.55 are shown in Figure 1.56. These clearly illustrate the
inability of predictions based on flow rate to fit the data for NO−3 and PO
3−
4 . Note that the improved
performance of the flow-rate model for the summer data set is largely due to an improved ability to fit
the data for NO−3 . Regardless of season, flow rate is a poor predictor of PO
3−
4 concentration, which is
surprising, since PO3−4 is essentially a “river” nutrient (Figure 1.2).
Ideally, a good predictor or indicator variable should perform as well at low concentrations of the target
variable it is indexing as it does at high concentrations. Or, if a critical range is known over which prediction
is important, it should perform optimally in that range. In general, one would like a predictor of nutrient
concentration to perform well over the upper part of the quantile range, i.e. as nutrient concentrations
increase. Clearly there is little point in using a predictor that predicts well at low- or middle-range
concentrations of a nutrient but poorly at high concentrations.
Figure 1.57 summarizes the results of using gbm to examine how the importance27 of the 13 main
predictors of nutrient concentration changes as one steps through the quantile-range. (Results for predictors
27A general definition of variable importance is that it is a measure of the effect that changes to the value of a variable have on the
response variable(s). In the specific context of gbm models it is a measure of the extent to which each variable reduces the sum of the
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Figure 1.52: Interaction strength of flow rate with the 8 most important predictors of nutrient concentration.
Note that the bootstrapped null interaction overlies the true interaction, i.e. the baselines of the two
coincide.
of salinity are also shown.) Nutrient concentrations at the quantiles examined are recorded in Table 1.20.
For each nutrient, detailed results of the analysis are given in Tables 1.21–1.23. Overall, site and salinity
are the important predictors, with both performing well throughout the quantile range. The minimum
score for salinity, for instance, is 12.28% (as a predictor of NH+4 at the 75
th percentile). Flow rate has just
one score that surpasses this value: as a predictor of NO−3 at the 25
th percentile, when it takes the value
19.79%, with salinity having a score of 19.59%. Its maximum scores for NH+4 and PO
3−
4 are 8.52% and
8.84%, respectively.
For the Swartkops Estuary, at least for the conditions that prevailed during the study-period, flow
rate is therefore a poor predictor of brine quality, generally having a low importance ranking, except as a
predictor of NO−3 and then only at low quantiles, i.e. when the concentration of NO
−
3 is low. On the whole
it provides remarkably little indication of what really is happening in the estuary in terms of changes in
nutrient concentration. A good illustration of this is the summer set of samplings from 2004. Flow rate for
these samplings indicate nothing untoward (Figure 1.45). Figure 1.2, however, shows the very large-scale
changes that really were taking place in the estuary at that time (also see §1.4.6). The relevant data are
summarized in Figure 1.22. In fact, for this type of event rainfall at Uitenhage during a 7- or 11-day period
prior to sampling (Figure 1.46) is a very much better general indicator than flow rate is.
The RuleFit analysis indicated that if salinity is excluded from the model then flow rate could be a
predictor of middle-ranking importance for predicting NO−3 . For this reason, a more detailed commentary
squared errors in predicting the gradient on each iteration (vignette to the gbm package; also see Friedman, 2001 and Hastie et al.,
2001, §10.13.1).
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Figure 1.53: Partial dependence of (a) NO−3 (µM) and (b) PO
3−
4 (µM) on Salinity (S) and FlowRate7 (m
3/s)
at Niven’s Bridge, Uitenhage (flow rate averaged over the 7-days preceding sampling). Note the rather
minor effect of flow rate, an increase in the concentration of the nutrient at low flow rates, superimposed
on the more major effect of salinity.
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Figure 1.55: Comparison of the estimated predictive power (averaged over all response variables, viz NH+4 ,
NO−3 , and PO
3−
4 ) of two simple multiplicative earth models. GRSq is the estimated predictive power of the
model.
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Figure 1.56: Kernel density plots of observed and predicted values of the nutrient indicator variables
(based on the earth models compared in Figure 1.55). The solid black trace shows the observed values; the
solid grey trace shows predicted values based on the model ∼ Salinity ∗ Site; the dashed trace shows
predicted values based on the model ∼ FlowRate11 ∗ Site.
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Figure 1.57: Stacked barplots of the relative importance at different quantiles of predictors of the indicator
variables of brine quality.
on its performance across the quantile range for predicting this nutrient is presented. The facts relating
to the other variables may be easily extracted from Figure 1.57 and from the associated tables. Table
1.22 shows that salinity is by far the most important predictor of NO−3 , especially at higher quantiles,
from the 50th percentile upwards. It does not perform quite as well at low concentrations of NO−3 (25
th
percentile = 4.05µM), when flow rate reaches its highest importance ranking (19.79%). However, the
importance of salinity almost matches it as this quantile (19.59%), and, more importantly, at higher
quantiles, i.e. with increasing concentrations of NO−3 , the predictive importance of flow rate decreases,
becoming inconsequential above the 50th percentile (when [NO−3 ] = 11.20µM).
1.5.2.3 Discussion
Cooper and Copeland’s(1973) study of what happens to an estuary when the “river-tap” is turned down,
or turned off, showed that the riverine and salt-water compartments function largely as separate systems.
Changes to the quantity and quality of freshwater input affects primary productivity and community
respiration in the riverine part of the system but has virtually no effect on the salt-water part of the
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Table 1.20: Concentration of Salinity (S) and Nutrients
(µM) at Different Quantiles.
Quantile
Analyte 0.10 0.25 0.50 0.60 0.75 0.90
Salinity 11.02 19.15 26.88 32.28 35.45 36.02
NH+4 5.42 6.72 9.68 11.90 16.18 42.74
NO−3 2.79 4.05 11.20 15.78 26.17 43.03
PO3−4 0.88 2.72 9.17 10.13 12.59 17.55
Table 1.21: Relative Importance (%) at Different Quantiles of Predictors of the Concentration of
NH+4 .
Quantile Summary
Predictor(a 0.10 0.25 0.50 0.60 0.75 0.90 ` X¯ Min Max
Site 19.35 17.60 19.64 22.11 24.80 16.34 19.49 19.97 16.34 24.80
NO−3 21.14 22.28 19.65 16.69 17.89 15.88 18.77 18.92 15.88 22.28
Salinity 15.17 14.57 14.38 14.48 12.28 13.81 14.43 14.11 12.28 15.17
PO3−4 13.71 12.58 13.39 13.38 12.08 16.02 13.39 13.53 12.08 16.02
FlowRate11 5.64 7.21 7.35 7.29 8.52 7.76 7.32 7.30 5.64 8.52
Rain.P7 6.17 5.98 5.44 4.73 5.27 8.09 5.71 5.94 4.73 8.09
TidalHeight.F 5.41 5.32 5.56 5.90 5.04 5.37 5.39 5.43 5.04 5.90
TidalRange.F 6.85 5.54 4.65 5.16 4.38 5.16 5.32 4.38 6.85
TideCode 3.66 5.25 4.67 5.31 5.14 5.00 5.07 4.84 3.66 5.31
Rain.U7 4.89 4.89 4.89 4.89 4.89
(a Sorted by median importance across all quantiles. Missing values indicate that the predictor did not
make the top nine most important predictors at that quantile. Predictors that did not break into the top
nine most important predictors at any quantile were excluded from the table.
Note:—The following operating parameters were used for fitting models at each quantile: (1) 10 000 trees
with a shrinkage rate of 0.001 were grown at each quantile and the optimum model selected using 5-fold
cross-validation; (2) Interaction depth was set to 3 (roughly equivalent to allowing 3-way interactions).
The other parameters were left at their default settings. The analysis was carried out using the gbm
package (Ridgeway, 2008).
Table 1.22: Relative Importance (%) at Different Quantiles of Predictors of the Concentration of
NO−3 .
Quantile Summary
Predictor(a 0.10 0.25 0.50 0.60 0.75 0.90 ` X¯ Min Max
Salinity 17.31 19.59 28.03 28.66 27.61 23.70 25.66 24.15 17.31 28.66
PO3−4 22.41 15.22 14.69 15.63 14.71 12.77 14.96 15.90 12.77 22.41
NH+4 16.76 8.32 10.36 11.75 12.50 16.30 12.12 12.66 8.32 16.76
FlowRate11 11.13 19.79 11.25 8.32 7.52 5.80 9.72 10.64 5.80 19.79
Rain.P7 3.14 7.41 8.68 9.96 13.37 12.12 9.32 9.12 3.14 13.37
Site 11.38 12.82 7.31 6.41 6.92 9.37 8.34 9.03 6.41 12.82
Rain.U7 6.23 7.77 7.95 6.23 4.75 3.47 6.23 6.07 3.47 7.95
TideCode 3.43 7.30 5.37 5.37 3.43 7.30
Season 3.73 3.15 4.52 5.67 4.12 4.27 3.15 5.67
TidalHeight.F 3.73 2.41 3.05 3.34 4.42 5.15 3.53 3.68 2.41 5.15
(a Sorted by median importance across all quantiles. Missing values indicate that the predictor did not
make the top nine most important predictors at that quantile. Predictors that did not break into the top
nine most important predictors at any quantile were excluded from the table. See Table 1.21 for further
details.
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Table 1.23: Relative Importance (%) at Different Quantiles of Predictors of the Concentration of
PO3−4 .
Quantile Summary
Predictor(a 0.10 0.25 0.50 0.60 0.75 0.90 ` X¯ Min Max
Salinity 27.58 42.45 34.24 29.77 30.44 21.62 30.10 31.02 21.62 42.45
Site 13.06 14.58 15.04 15.48 12.97 12.45 13.82 13.93 12.45 15.48
NH+4 13.09 6.79 10.42 10.43 11.00 21.26 10.72 12.16 6.79 21.26
NO−3 25.94 11.83 10.43 10.44 10.60 8.62 10.52 12.98 8.62 25.94
Rain.U7 2.31 2.85 5.41 7.48 7.00 8.15 6.21 5.53 2.31 8.15
FlowRate11 3.66 6.59 5.92 5.50 8.84 5.70 5.81 6.04 3.66 8.84
TidalHeight.F 5.09 4.69 4.21 3.95 3.81 6.88 4.45 4.77 3.81 6.88
Season 4.45 4.45 4.45 4.45 4.45
TidalRange.F 3.93 4.01 3.66 3.93 3.87 3.66 4.01
Rain.P7 3.60 2.94 3.71 4.07 4.32 4.43 3.89 3.84 2.94 4.43
TideCode 2.33 2.43 2.38 2.38 2.33 2.43
(a Sorted by median importance across all quantiles. Missing values indicate that the predictor did not
make the top nine most important predictors at that quantile. Predictors that did not break into the top
nine most important predictors at any quantile were excluded from the table. See Table 1.21 for further
details.
system.28 The results of the analysis presented above are fully consistent with these observations. Other
evidence of this lack of mixing comes from the tidal time-scale analysis, where on several occasions there
was evidence of complete replacement of brine at the sites studied as the tide came in (see, e.g., Figure 1.23).
Overall, salinity is by far the most important predictor of nutrient concentrations, displaying good
performance at low, middle, and high concentrations of the target nutrient. Site and NO−3 outweigh it in
importance as predictors of NH+4 , but not by very much. Flow rate, in contrast, is a predictor of second-tier
importance and one would not wish to have to rely on it. A good, “real-world,” example of its poor
predictive performance is furnished by the data from the present study, namely the changes that occurred
during the summer sampling of 2004. Here, salinity closely tracks changes in the concentrations of all three
nutrient indicator variables of brine quality (Figure 1.22). Flow rate during the three samplings, on the
other hand, was essentially normal, indicating nothing untoward (Figure 1.45).
With these facts in mind, a reasonable description of what happens during 1:50-type spate floods is that
the “estuary” is banished to the ocean for a time. When the flooding subsides and the balance is restored
(by normal flow-rate conditions), the two components function once again to a large extent as separate
compartments.
1.5.3 Predicting Brine Quality
With four parameters I can fit an elephant, and with five I can make him
wiggle his trunk.
John von Neumann
As quoted by Freeman Dyson in “A meeting with Enrico Fermi”
As noted in the introductory statements, the objective of this section was to find a reasonably good predictor
of brine quality using ready-to-hand predictors. Based on the RuleFit™ and gbm analyses carried out in
§1.5.1 and §1.5.2, salinity and site would be good first choices, along with something else, with that
“something else” depending on the nutrient to be predicted. The mixed-model analysis of the influence of
Wylde Bridge on nutrient concentrations (§1.4.5) showed that salinity, site, and season together provide a
very good overall description of the data set, especially for the Inlet, Power-Station, and Mouth sites. As an
ensemble they have good predictive power.29
28Salinity in the riverine compartments of their system under conditions of normal flow rate ranged from ≈ 0–4.5S; in the
salt-water compartments it ranged from ≈ 10–20S.
29Shown in Figure 1.34 for PO3−4 .
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Multivariate methods of analysis can lead to different conclusions than univariate methods. It therefore
is useful to have an indication of how well the three variables perform at jointly predicting NH+4 , NO
−
3 ,
and PO3−4 . The results of testing this using Milborrow’s (2008) implementation of the MARS algorithm
are shown in Figure 1.58 for the key models involving salinity. To avoid congestion, the target model,
viz [NH4, NO3, PO4] ∼ Salinity ∗ Season ∗ Site, which is also the top-performing model, has been omitted
from the plot. It performs as well at 5 terms as the next best model (∼ Salinity ∗ Season), and thereafter
performs slightly better, though there really is almost no difference between them. Including site makes
sense because the quantile-based analysis using gbm showed it to be an important predictor of NH+4 , and of
PO3−4 , which performs well at higher nutrient concentrations (Figure 1.57).
Based on these facts, and on the accumulated evidence relating to the strength of the relationship
between nutrient concentrations in the estuary and the predictors salinity, season, and site, the three
variables were settled on as being suitable predictors of the nutrient indicator variables of brine quality in
the estuary. RuleFit is a matchless exploratory and predictive tool. However, owing to the piecewise nature
of the fitted constants that are used to describe local relationships between predictor variables and the
response variable, the rules it produces are impractical for everyday use. They are simply too fine-grained.
The output from earth is similarly impractical.
A good second string is the areg.boot system in the Hmisc package (Harrell, 2008b; also see Har-
rell 2001, §15.3 et. seq). This performed as well as, and sometimes better than, earth in the the exploratory
analyses. Moreover, it can be used to develop a useful predictive tool in the form of a nomogram. The
method uses an “enhanced” version of the ace algorithm (Breiman and Friedman, 1985) to carry out a form
of non-parametric additive regression. This works by finding transformations of x and y that maximize
the proportion of variation in y that is explained by x. The bootstrap is used to correct for overfitting and
for the optimism in the value of R2 that results. Duan’s (1983) “smearing” estimator is then used in a
somewhat complicated back-transformation procedure to get at real values.30 These are used to construct
the nomogram.
This system of prediction should work well until (baseline) concentrations of nutrients in the nearshore
environment change for the worse. Riverine nutrient concentrations and other local inflows are more or
less well established and fluctuate widely.
1.5.3.1 Results and Discussion
Figures 1.61, 1.62, and 1.63 show nomograms for predicting each of the nutrient indicator variables of brine
quality, constructed using the procedure outlined in the preceding paragraphs. How well this system of
prediction performs, compared to the best performing tool, viz RuleFit (gbm performs about as well as
RuleFit), and to the conditional inference tree method31, is shown using Taylor diagrams (see A.5 for a
more complete description of this type of plot, and for references). These are supplemented by a set of
box-plot summaries of the predicted values mapped over the observed values.
Following is a set of general comments on the performance of the areg.boot models:
• The model for predicting NH+4 fits the autumn data set well, but does less well at predicting the
summer data set. Season contributes little to the model, as do differences between the Mouth,
Power-Station, and Inlet sites. Overall, however, there is a large “site effect” associated with this
nutrient. Once a site is fixed, salinity alone determines the concentration of NH+4 .
• The nomogram for predicting NO−3 illustrates the importance of season, with autumn adding ≈ 35
points to the total score for a given salinity. The model tends to underestimate the true variation in
the data for autumn, but still shows good performance.
• For its simplicity and performance, the model for predicting PO3−4 can hardly be bettered, despite
some complicated non-monotonic effects involving salinity in the range 16–24S.32 The Power-Station,
Inlet, and Pump-house sites all have a points score of just over 20, so what sets them apart is salinity.
Summer adds about 15 points to the overall score compared to autumn. This shows the greater risk
of pumping “low” salinity brine from any of these sites during summer.
30See Harrell (2001, §15.4) for a discussion of the importance of using Duan’s estimator when back-transforming to get estimates
on the original scale.
31The ctree function from the party package (Hothorn et al., 2006b) performs well and was used for many analyses in the thesis;
often the results were described as a regression tree model.
32Shown by parts of the scale overlapping, with a scale that wraps around. Effectively this means lower concentrations of PO3−4 at
salinities of ≈ 16–24S than expected on the basis of strictly linear relationships.
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Figure 1.58: Comparison of the estimated predictive performance of a set of non-parametric multivariate models
fitted to the complete data set using the earth-implementation of the MARS (multivariate adaptive regression splines)
algorithm. The label for the model ~ Salinity * Season has been omitted (the model with the highest GRSq). The
weighted vertical line at 6 terms shows the clear superiority of the models that include salinity as a predictor. GRSq
is a measure of the predictive power of a model, calculated over all response variables; here it closely matches the
R-Squared of the model. The full details of the method are given in Friedman (1991); Hastie et al. (1994, 2001). Briefly,
it performs a nonparametric multivariate analysis of variance, using piecewise linear splines to improve the fit; like
MANOVA, it has a discriminant analysis flip-side.
Note:—If Rain.U11 rather than Rain.U7 is used in the model with 6 terms, then the model initially performs as well as
the model with Site * Season, but thereafter performs only as well as the model with Rain.U7.
Inorganic phosphorus is probably the most important nutrient limiting macroalgal growth at the Swartkops
salt-works (Chapter 2, §2.6). It therefore is important to be able to predict it with ease and with reasonable
accuracy.
This leaves open the question of salinity. The advantage of the predictive tools developed here is that
the predictors are known or are easy to measure. The best thing to do with salinity, therefore, would be
to go out and measure it, especially on the ebbing tide. Nevertheless, it is useful to have a similar tool
to that built for the nutrient indicator variables of brine quality for predicting it. The analysis carried
out in §1.5.2 showed that site, together with flow rate, tide code, and rainfall at Uitenhage, are its key
predictors. However, flow rate and rainfall at Uitenhage are awkward to assess on a daily basis. A more
practical tool would be one built on site and season, and the tidal factors of tidal phase and tidal type,
which management would already be aware of.
Figure 1.64 shows how the different models based on this system compare and presents a nomogram to
do the prediction. As noted previously (see Figure 1.3), tidal type is largely inconsequential (but see below).
The very small improvement that one gets by using flow rate and rainfall at Uitenhage, together with site
and season, is illustrated is Figure 1.65. Here the RuleFit and ctree models were fitted as before (Figure
1.64), but the areg.boot model was fitted using the more performant predictors. The main improvement
to be noted is better prediction of salinity at Perseverance (Pr.S); however, salinity at the Pump-house site
during summer is poorly predicted.
Finally, a less accurate, but simpler and still quite effective set of guidelines for doing the same thing
(prediction) for the four downstream sites is presented in Figure 1.66. Complementing it, and providing a
bridge to the section on the influence of Wylde Bridge (§1.4.5), are Figures 1.59 and 1.60. The first of these
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shows that at medium to high salinity, i.e. (21.7,30] S, these is no difference in salinity on the upstream and
the downstream sides of Wylde Bridge. Following the salinity-based model of nutrient concentrations that
has been presented, this means that there are no important differences in nutrient concentration on the two
sides of Wylde Bridge at this range of salinity. This is not the sort of pattern one would expect to find in
an estuary in which “the bridge” is supposed to act as a second mouth (MacKay 1994). The right-hand
set of panels, covering salinity in the range (30,36.4] S, indicates that the real difference between the sites
upstream and the downstream from Wylde Bridge occurs at the very uppermost part of the salinity range.
This is consistent with the “flushing-mechanism” of the estuary as summarized by Lord and Thompson
(1988), according to which roughly half of the total volume of the estuary is “exchanged” each tidal cycle
( i.e. 12.38h), but with the exchange being more complete the closer to the mouth of the estuary a site
is. (Figure 1.59 shows that all four downstream sites are represented at both salinity-ranges; the lower
salinity-range includes data for Redhouse.)
The second figure shows the results of a set of bPCAs based on the combined data for the Inlet and
Power-Station sites after controlling for differences due to different sampling dates (Figure 1.60). It explains
the assertion, made above and elsewhere in this chapter, that tidal type is not an important factor in
determining brine quality. The information it provides concerning prediction is covered by the salinity-
based models developed above; nevertheless, it helps to have a proper description of the relationship
between the tidal factors. The first axis of each ordination captures almost all the inertia of the analysis
(99.5% and 98.7%, respectively) and is a simple contrast between high and low nutrient concentrations
(see the “Variables” panel for interpretation). For subplot (a), the two extremes in the main panel represent
the contrasted phases of spring tide. Averaging over them gives nutrients concentrations similar to those of
a neap tidal cycle. That is, the spring-tide extremes cancel each other out, and this is why the ellipses of the
two tidal types overlap each other in Figure 1.3. A more detailed analysis of this simple contrast is shown
in subplot (b) of Figure 1.60. This includes the results of a non-parametric test of the significance of the
effect of tidal type, which is not significant (p-value = 1). The assertion that tidal type does not matter is
therefore true in one sense, but is not true in another, arguably more important, sense. As the analysis
shows, nutrient concentrations at the two tidal types do not differ only if the full tidal cycle is considered,
i.e. both tidal phases.
This is a further illustration of the sometimes misleading nature of mean-based models (§1.4.2), and
it may be the reason why Scharler et al. (2003, see also Scharler and Baird 2003b) concluded that tidal
type has no significant influence on nutrient status in the Gamtoos Estuary (Eastern Cape, SA). The truth
is that there is a big difference between the two tidal types; in fact, at no point are spring tide nutrient
concentrations truly similar to those of neap tide. As Figure 1.60a shows, the best quality brine is that of
the spring flood tide, whereas the worst quality brine is that of the spring ebb tide. Although salinity was
not included in the model, a model that does include it is little different, the RV-coefficient between the
two base PCAs being 0.986 and that between the two between-class PCAs being 0.995 (also see Tables E.1
and E.2).
An optimum pumping strategy for minimizing nutrient inputs from the estuary to the salt-works would
therefore be:—
• Pump only at spring flood tide;
• Add neap tide pumping, regardless of tidal phase, if a greater volume of brine is needed;
• Add spring ebb tide pumping, but only if salinity criteria are met.
In short, spring ebb tide is the very worst time to pump brine into the salt-works, especially if the
salinity-criteria are not met.
1.6 Chapter Summary and Conclusions
The analyses that were described in this chapter had two basic aims: to quantify differences in brine quality
between the sites that were examined, and to determine which of the factors that were recorded have the
greatest influence on brine quality in the estuary (so as to be able to make accurate prediction as easy as
possible). The Mouth site is shown to be the optimum site for brine-extraction: (1) It is the best source of
salt, and (2) nutrient concentrations are usually lower than they are elsewhere in the estuary. The further
one moves away from the Mouth site the lower the quality of the brine becomes. (Figures 1.12–1.14; Tables
1.3–1.4 and 1.5–1.7). Brine-quality at the Inlet site can match that at the Mouth site, but only for part of
the tidal cycle, a very rough estimate of this being 25% of the time. The more closely one approaches the
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Figure 1.59: Comparison of the distribution of salinity at sites upstream (AW) and downstream (BW) from Wylde
Bridge for the upper two tranches of the salinity ranges shown in Figure 1.66 (Salinity.F4). For the lower range
shown here there is no significant difference in salinity between samples upstream and downstream from Wylde
Bridge. For the upper range, the difference is highly significant, with salinity in the downstream samples being strongly
concentrated at the upper end of the range. The solid circle in the associated box-plots shows the mean value of salinity
for each range. Abbreviations: AW = data for all sites upstream from Wylde Bridge; BW = data for all sites downstream
from Wylde Bridge.
Note:—The analysis was carried out using a non-parametric kernel density method (Bowman and Azzalini, 1997, 2007),
the hypothesis of equivalent distributions being tested using the bootstrap (5 000 resamplings). The reference zone of
equality (i.e. H0) is shown as a grey band.
mouth, the bigger this part becomes (§1.4.3). Overall, the Inlet site is a marginally better site than the
Pump-house site, and the Power-Station site is a somewhat better site than the Inlet site.
Although differences between the Power-Station site and the Inlet and Pump-house sites were not
assessed in autumn, it seems clear that it would be beneficial to move the site of brine extraction from
the Pump-house site to the Power-Station site, if only because of the generally higher salinity that the
latter site provides (Figures 1.6, 1.13, and 1.14). Moving the site of extraction from the Inlet site (which is a
virtual site of extraction anyway) to the Power-Station site would be more difficult to justify because the
improvements one gets are not as great and in some analyses (generally those in which robust methods
were used) the difference is not statistically significant. It should also be borne in mind that the data on the
performance of the Pump-house site are compromised by the fact that brine was not pumped during most
of the sampling trips. Based strictly on the data that were collected, there is little to be gained by moving
the site of extraction from its present site to the Inlet site.
Evidence was presented to show that the apparent superiority of the Power-Station site as a source of
brine has nothing to do with Wylde Bridge per se, i.e. with the fact that the bridge lies between it and the
Inlet and Pump-house sites. It simply is because the three sites lie along the axis of an estuary and so the
upstream sites—the Inlet and Pump-house sites—are further away from the optimum source of brine than
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the Power-Station site is (Figures 1.30, 1.32, and 1.33). They also are closer to the known point-sources of
pollution, notably the Chatty River and the Motherwell Canal (see MacKay, 1994). (It might also be noted
in passing that the data give no sign that brine at the Pump-house and Inlet sites are affected by runoff
from the buffer ponds of the Swartkops salt-works.33)
These considerations do, however, beg the bigger question of whether it is necessary to move the site
of brine extraction at all. The evidence presented in Chapter 2 shows that a classic salt-works can be
engineered using brine extracted from the current site of extraction as long as one is prepared to adhere to
certain conditions. These are that pond-depth be kept to an absolute minimum, that brine not be pumped
into the system when the estuary is aflood (Figures 1.2 [especially the summer samplings of 2004] and
1.66), and that one of the middle ponds of the system be maintained at high salinity by back-pumping from
the crystallizer system so as to provide a haven for brine shrimp.
The final sections of the chapter showed, in particular, that flow rate is not an important predictor of
brine quality in the estuary. (This is not the same as saying that fresh-water inflow is not important to the
estuary.) Much more important from the standpoint of prediction are salinity and site. With a measurement
of salinity, and with season known, good predictions of the likely concentrations of the nutrient indicator
variables of brine quality can be got for any of the sites studied. Salinity itself can be predicted with
reasonable confidence from a knowledge of site, season, tidal phase and tidal type, but is best measured
directly.
Finally, the results of an analysis were presented (Figure 1.60) to show that the statement that tidal type
does not matter is conditional on the full tidal cycle being considered. If only part of the cycle is considered
then tidal types can differ greatly in the quality of the brine that they provide. This apparent contradiction
is due to the fact that spring tide is an extreme tidal cycle, which typically combines the lowest (flood phase)
and the highest (ebb phase) nutrient concentrations. These average out to give nutrient concentrations that
generally are little different from those of a neap tidal cycle. This could also be expressed by saying that
the importance of tidal phase is greater at spring tide than it is at neap tide. That is, there is an important
interaction between tidal phase and tidal type.
33These were built by the salt-works to prevent runoff from the squatter camps on the southern side of the salt-works entering the
drainage area of the Inlet. See Figure 2.1 in Chapter 2.
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Figure 1.66: A simple tool for “predicting” the concentration at each site of the nutrient indicator variables of brine
quality. The plot clearly shows the strong seasonal effect, especially at low salinity. Flanking traces show nonparametric
bootstrapped 95% confidence intervals on the mean (20 000 resamplings). Salinity was broken into ranges on the basis
of a k-means cluster analysis using the algorithm of Hartigan and Wong (1979). Multiple random starts (100) were
used to find the optimum solution (minimum total within-cluster sum-of-squared distances).
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Chapter 2
Observations on the Effect of Salt on a
Salt-works
2.1 Introduction
A shrimp in line saves brine.
Well-known salty-lick
This chapter documents key changes that took place in the concentrator ponds of the Swartkops salt-works
following an unusual rainfall event in September 2002. This inundated the salt-works, breached dykes, and
caused high-salinity brine from the crystallizer ponds to spill over into other ponds of the system. During
the months that it took for the system to recover, and for an extended period thereafter—the duration
of the study (24months)—, management agreed to make two changes to the operating parameters of
the system, which had been requested: they agreed to raise the salinity of pond 5 to between 175–200S
and to keep it at that level by back-pumping brine from an adjacent crystallizer pond. And they agreed
to decrease pond-depth throughout the system by 40 cm.1 The overspillage, coupled with the changes
to the operating parameters, set up the experimental system. Allowing the rest of the system to return
to its normal operating level while maintaining high salinity in pond 5, and the general restriction on
pond-depth, constituted the experiment(s).
The thinking behind this approach was as follows. One of the main problems at the salt-works is that
blackened, detrital particles—the breakdown products of macroalgal blooms in the less saline ponds of
the system—were entering the crystallizer ponds, where they were becoming included in salt crystals
as unsightly black specs. This not only degraded the quality of the salt-crop but greatly increased post-
processing costs, as the affected crystals had to be picked out by hand (Danes Schoombee, pers. comm.).
Preliminary assessment of the health of the salt-works based on the data gathered by Du Toit (2001),
supported by a review of the literature, suggested that the weak, fluctuating salinity profile at the salt-
works—with the salinity of pond 5 being less than that of pond 4 (Figure 2.3)—was a likely proximate
cause. An important aspect of this hypothesis was the belief that low salinity in the ponds leading up
to and including pond 5, a middle-system pond, had caused the collapse of the brine-shrimp (Artemia
sp. l.) population at the salt-works. Furthermore, it had allowed macroalgae to enchroach much farther
into the system than was desirable. Either one of these circumstances without the other—i.e. a weak
salinity-profile or a lack of brine shrimp—flirts mischievously with the natural order, putting the system
under considerable stress; the two combined leaves the jewel of the system (the crystallizer ponds) virtually
defenceless.
Decreasing pond-depth is a general management-strategy for improving brine-quality by improving the
within-pond environment. In an experiment at Swartkops lasting one month Du Toit (2001) showed that
decreasing pond-depth by 30–50 cm greatly increased the biomass of phytoplankton in the water column.
If this response could be sustained in the long-term it would provide a perfect fit for a high-salinity pond
downstream, with a high biomass of brine shrimp. The rapidly growing phytoplankton would effectively
mop-up excess nutrients, limiting what was available for macroalgal growth. The primary advantage of
1The original target was 50 cm, but this stopped brine-flow in parts of the system.
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phytoplankton is that they are much less refractory than macroalgae—that is, they are remineralized much
more readily—and in general are a better foodstuff for brine shrimp than macroalgal detritus (Cuellar 1990;
Toumi et al. 2005).
The basic idea of the study, therefore, was to decrease pond-depth to promote microalgal growth and to
use salinity to decouple production from inorganic nutrient concentration (at least by large forms, and to
slow it down generally) by setting a salt-bridge in place “early” in the system. And then, literally, see what
would happen. That there was a weakness in the salinity profile at the Swartkops salt-works in the years
preceding the present study is amply demonstrated in Figure 2.3 (pond 5). Further information related to
the primary evidence is presented in the section entitled “Underpinnings,” §2.3.
2.2 Study-site: the Swartkops Salt-works
Figure 2.1 presents a plan of the Swartkops salt-works, together with the ponds that were sampled and
the sampling stations that were used during the study. These match those used by Du Toit (2001) during
his surveys of the salt-works, spanning the years 1998 to 2000. Brine from pond 2 is pumped across to
another, older and larger, salt-works, the Missionvale salt-works, by way of an approximately 4km long
pipeline. Missionvale was reportedly “established” as a working set of pans in 1790 by Drs Philip and
Van der Kemp of the London Missionary Society (Mr. Schoombee, Senior, pers. comm.), when the local
inhabitants (Khoikhoi) used to gather salt at the site.2 It was surveyed from time to time during the present
study but results relating to it have not been presented.3
The salt-works at Swartkops was established in 1954 and is situated on the southern side of the
Swartkops Estuary (Swartkops River Valley, Eastern Cape), about 4km from the mouth of the estuary and
roughly 12km in a northerly direction from the centre of the city of Port Elizabeth. Situated in Algoa Bay
[sic], Port Elizabeth was founded in 1820 and is known for its friendly inhabitants, good fishing, and lovely
beaches and maidens. The village of Swartkops, sadly now a somewhat rough and ready place with a
tarnished reputation, once was famous for having an elegant spa of world-wide renown (Maclear, 2001).
The western extension of the village is little more than a stone’s throw away from pond 1 of the salt-works,
as is the estuary of the Swartkops River, from which the salt-works draws its brine. The salt-marshes
associated with the estuary are the third largest in South Africa (Colloty et al., 2000) and are a valuable
local (and national) resource. See Figure 1.1 (Chapter 1) for a map showing the location of the salt-works in
relation to the estuary.
2.3 Underpinnings
It is a capital mistake to theorize before one has data
Sherlock Holmes
Scandal in Bohemia
The Swartkops salt-works was one of four South African solar salt-works compared by Du Toit (2001)
in his doctoral thesis, the other three being Missionvale, Klipdrift, and Velddrif. The first of these has
already been mentioned (§2.2); the last two are located on the West Coast of South Africa. When the data
for the Swartkops and Velddrif systems are reanalysed, three points stand out like the proverbial “sore
thumb.” For the Swartkops system these are: (1) the fluctuating, but generally low, salinity in pond 5,
(2) the fluctuating, but generally low, numbers of brine shrimp (Artemia salina l.) in pond 5, and (3) the
occurrence of macroalgae in pond 5.4
Macroalgae do not occur in the Velddrif system; there is also a thriving population of brine shrimp at
the salt-works. Yet there are no major differences between the two systems in their inorganic nutrient load;
if anything, nutrient concentrations at Velddrif are higher. Analysis of variance using pooled data from the
first 6 ponds of the two systems confirms this, with NO−3 concentrations at Velddrif being significantly
higher than they are at Swartkops (Table 2.2). Neither NH+4 nor PO
3−
4 differ significantly overall. A more
2According to some reports, Dr Van der Kemp only arrived at Cape Town in 1799 and first came to Algoa Bay in 1802
(http://www.mundus.ac.uk/cats/4/243.htm). Dr John Philip would have arrived many years later, not before 1818.
3There is, however, a passing reference to it in the text, relating to a collapse of the brine shrimp population in its second pond
that paralleled the collapse that occurred at Swartkops after fresh brine was pumped into the system following the overspillage event.
4Table 2.1 shows that macroalgal cover in pond 5 was 1% for all 8 samplings of the salt-works.
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Figure 2.1: Plan of the Swartkops salt-works, showing the ponds sampled and the location of the sampling
stations. Also see Figure 1.1.
detailed analysis using a bootstrapped covariance matrix (20 000 replications) does however show up a
difference in PO3−4 at the beginning of the system that is worth noting. The details of this analysis are given
in the Complements (§2.3.1); here the feature is simply illustrated using a set of box-percentile plots to
show pond-by-pond concentrations of PO3−4 in the two systems (Figure 2.2). The complementary data for
salinity are also shown.
The core information relating to these and other differences, for the system-critical ponds 4–6 of the
two salt-works5, is summarized in Table 2.1. This table represents a synthesis of those aspects of the data
collected by Du Toit (2001) that are considered to be central to understanding and remedying the problems
at the Swartkops salt-works. From the data plotted in Figure 2.2 (salinity), and from the facts presented in
Table 2.1, there can be little doubt that what truly sets the two systems apart is the concentration of salt,
and the manner in which it is distributed. Salinity is the leitmotif of the present chapter, as well as of the
linked study (Chapter §1) of the determinants of brine quality in the Swartkops Estuary (where, however,
salinity and nutrient concentration are shown to be inextricably linked). Because of its importance, the
details of the salinity profiles of the Swartkops and Velddrif systems at the time that Du Toit (2001) studied
them are shown in Figure 2.3. The salinity profile at Swartkops during the course of the present study is
shown in Figure 2.4.
5But omitting pond 3.
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Figure 2.2: Comparison across ponds 1–6 of the concentration of PO3−4 and salinity at the Swartkops and
Velddrif salt-works during the period 1998–1999. Swartkops.1= Swartkops.Pond 1. Based on data collected
by Du Toit (2001).
Table 2.2: Nutrient and Other Differences Between the Swartkops and Velddrif Salt-works
(Pooled Data for Ponds 1–6). The Data Cover the Period 1998–2000 and Were Collected
by Du Toit (2001).
N Swartkops Velddrif Test Statistic(†
N = 47 N = 30
Salinity (S) 63 40 45 66 120 130 140 F1,61 = 42.86, P < 0.001
NH+4 (µM) 77 5.476 11.786 17.660 5.076 10.686 16.500 F1,75 = 0.00, P = 0.963
NO−3 (µM) 77 4.963 9.712 17.623 8.537 16.406 25.431 F1,75 = 9.44, P = 0.003
PO3−4 (µM) 77 1.345 3.359 7.390 2.151 3.367 4.921 F1,75 = 0.19, P = 0.668
Chl-a (µg/L) 76 10.97 17.06 28.49 3.37 15.24 32.50 F1,74 = 2.30, P = 0.134
a b c represent the lower quartile a, the median b, and the upper quartile c for continuous vari-
ables. N is the number of non–missing values.
(† Test used: Wilcoxon test.
Note:—The table excludes a dubious sampling of pond 5 of the Swartkops salt-works. See the
annotation to Table 2.1 for details.
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Figure 2.3: Salinity profiles of the Swartkops and Velddrif salt-works during the period 1998–1999. Based
on data collected by Du Toit (2001). The thick band on the boxplots marks the median value. C = crystallizer
pond.
Note:—Salinity in pond 5 during the present study (` = 175S) was approximately the same as that
recorded by Du Toit on his Aug–98 sampling. See Figure 2.4 for details.
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2.3.1 Complements
Table 2.3: Analysis of Variance of PO3−4 Concentration in Ponds 1–6 of the Swartkops and
Velddrif Salt-works. The Data Cover the Period 1998–2000 and Were Collected by Du Toit
(2001).(†
d. f . PartialSS MS F P
Salina (Factor+Higher Order Factors) 6 203.105 33.851 2.75 0.0190
All Interactions 5 104.761 20.952 1.70 0.1461
Pond (Factor+Higher Order Factors) 10 217.315 21.731 1.77 0.0846
All Interactions 5 104.761 20.952 1.70 0.1461
Salina × Pond (Factor+Higher Order Factors) 5 104.761 20.952 1.70 0.1461
TOTAL 11 271.204 24.655 2.01 0.0419
ERROR 65 799.106 12.294
The analysis uses a bootstrapped covariance matrix (20 000 replications), to correct for heteroske-
dasticity and to robustify parameter estimation (Harrell 2008a, bootcov function).
(† Model examined: PO3−4 ∼ Pond ∗ Salina (2-way analysis of variance, with interactions).
Note:—The analysis excludes a dubious sampling of pond 5 of the Swartkops salt-works. See the
annotation to Table 2.1 for details.
2.4 Between-study Comparisons
In several sections of this chapter a more or less detailed comparison of the condition of the salt-works
during the present study and during the time that Du Toit (2001) studied it is made. The condition of the
salt-works at the time of Du Toit’s study is also frequently referred to. Comparing different systems—or
the same system at different time-points—is an integral part of analysis in the biological sciences. Here it
takes on an added dimension. This section explains why.
The acid-test of whether the changes that were made to the operating parameters of the system—the
system-wide decrease in pond-depth and the increase in pond-5 salinity—have been effective would be a
comparison of the quality of the salt-crop from harvests done “before” and “after” the study. This was
not possible because it takes roughly two years for brine from pond 1 to reach the crystallizers (Danes
Schoombee, pers. comm.). The last of the two harvests bracketed by the present study, viz Dec–Jan 2003,
therefore took place too soon to reflect any improvements to the system that might have occurred. There
also is no within-study data set, or controlled mesocosm experiment for each pond, that could be used to
determine whether any changes are due to the two experiments, or whether they might be due to other
factors.
This leaves two less than perfect, but still reasonable, options for assessing what effect the two changes
to the operating parameters of the system, have had on the condition of the salt-works. The first would be to
examine how the system changed during the study, and to assess the direction of any changes. The second
would be to compare the condition of the salt-works—but especially factors such as inorganic nutrient
loading, brine-shrimp abundance, and particulate organic carbon in the water colum, to its condition when
Du Toit (2001) studied it.
It could be argued that neither of these two approaches would demonstrate much, as it would not be
possible to separate changes due to the changed operating parameters from changes due to external factors.
It needs to be said, therefore, that the only external changes that, realistically, would be relevant in terms of
having an effect would be (1) an increase in precipitation and/or (2) an increase or a decrease in nutrients
entering the system.6
A decrease in precipitation—or a lengthy hot, or dry, or windy spell—may be dismissed as an influence
as it would simply give the brine manager a chance to bump up the salt content of the salt-works by
topping-up the ponds with brine. That is, a decrease in pond-depth would quickly be corrected.7 And an
6A prolonged period of solar flaring would be likely to have an effect, but nothing exceptional was recorded during the
study-period.
7Furthermore, with the 40 cm experimental reduction in place, pond-depth was already at or close to the operational minimum
for the system.
93
2.4. Between-study Comparisons
increase in precipitation would work against the experimental hypotheses in that it would decrease salinity
and increase pond-depth. Just such an event occurred shortly before the samplings at the beginning of
March 2004, and had a noticeable, if short-lived, retrograde impact. See §2.12.2, where the changes that
occurred are analyzed and discussed.
This leaves an increase (or decrease) in nutrients entering the system as the only significant external
factor that might be likely to invalidate (but only partly) the two methods of evaluation that have been
proposed for assessing the success of the changes that were made to the system. The qualifier “but only
partly” surely applies because there is incontrovertible evidence in the literature atesting to the important
role that salinity plays in organizing living forms along a salinity gradient (§2.12, Preamble). The succession
of biota that was observed in ponds 2–4 as the system returned to its normal state following the overspillage
event also stands as undeniable evidence of the inextricable link between at least some changes at the
salt-works and salinity. As new brine of sea-water salinity or less was pumped into the system from
the Swartkops Estuary, so moving the highly saline overspilled brine from ponds 2 to 3 to 4 and then
to 5, a similar sequence of changes was repeated in order in ponds 2, 3, and 4 (and in the second pond
at the brine-linked Missionvale salt-works). In pond 5, in contrast, where salinity was maintained at an
essentially constant level (Figure 2.4), change did occur, but the biotic composition of the water column
stayed essentially the same.
Figure 2.5 and Table 2.4 show that with the exception of NO−3 there were no major differences in the
quantity of inorganic nutrients entering the system between the two study-periods. Relevant, therefore, is
that the high concentrations of NO−3 recorded by Du Toit’s all occurred during the first part of his study,
extending from February 1998 to March 1999 (` = 23.02µM, range: 12.00–28.66µM). For the final set of
samplings, extending from June 1999 to November 1999, concentrations were essentially the same as those
recorded during the present study (range: 3.05–6.07µM). It therefore seems improbable that the changes
that occurred at Swartkops during the present study are due to a change in external nutrient inputs. A
further point is that the nitrogen-fixing ability of many cyanobacteria, together with the long turnover
times of NO−3 (Joint et al., 2002), tend to discount its being an important influence.
Analyte concentration
Swartkops_S
Swartkops
0 5 10 15 20 25
NH4
+
, µM
Swartkops_S
Swartkops
NO3
−
, µM
Swartkops_S
Swartkops
PO4
3−
, µM
Figure 2.5: Box-percentile plots of inorganic nutrient concentration in pond 1 of the Swartkops salt-works
during the present study and during the study of Du Toit (2001). Du Toit’s study is referenced as
Swartkops_S. See Table 2.4 for details.
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Table 2.4: Inorganic Nutrient Concentrations in Pond 1 of the Swartkops Salt-
works During the Present Study and During the Study of Du Toit (2001).(†
Swartkops_S Swartkops Test Statistic(‡
Analyte N = 8 N = 16
NH+4 (µM) 6.00 8.50 17.23 5.18 7.09 9.51 F1,20 = 0.72, P = 0.407
NO−3 (µM) 5.53 13.50 23.08 2.91 4.38 6.52 F1,20 = 4.59, P = 0.045
PO3−4 (µM) 5.65 6.87 9.01 6.30 6.88 7.91 F1,20 = 0.02, P = 0.895
a b c represent the lower quartile a, the median b, and the upper quartile c. N is the
number of samplings (replicate samples were averaged).
(† Du Toit’s data are given as Swartkops_S and cover the period 1998–2000.
(‡ Test used: Wilcoxon test.
Summary statistics for a more complete set of variables showing differences at the salt-works between
the two study-periods, covering ponds 1–6, is given as a general reference set in Tables 2.5–2.6. Figures
2.6–2.8 summarize profiles of nutrient concentration across all ponds surveyed during the current period
of study. The ponds surveyed, and the sampling stations used, are the same as those that were used by
Du Toit (2001) (Figure 2.1).
2.5 Pond-depth Experiment
If we knew what we were doing, it wouldn’t be called research, would it?
Albert Einstein
Widely attribute to
It seems likely that the pond-depth experiment had a profound effect on the sedimentary system of the
salt-works. Because a change in this component of the pond-system was not part of the original conception
of the experiment results relating to it are presented separately, in §2.8.1. (Separating a pond-depth effect
from a salinity effect for pond 5 is also somewhat problematical.) Consequently, this section treats only
one aspect of the response of the system to depth-reduction, namely the increase in abundance—or lack
of it—of phytoplankton in the water column. Changes to two other key water-column components, (1)
the abundance of brine shrimp and (2) the concentration of particulate organic matter, are also presented
separately, in §2.7 and §2.9 respectively.
2.5.1 Response of the Water Column to a Decrease in Pond-depth
Figure 2.9 compares the data on chlorophyll-a in the water column from the present study with that
gathered by Du Toit (2001) during the period February 1998 to November 1999. Du Toit’s pond-depth-
reduction experiment was carried out during October 1999, with the effect on chlorophyll-a concentration
in the water column being measured the following month, in November 1999. The solid trace in the plot
shows the by-pond average of his data on chlorophyll-a for all samplings at Swartkops (n = 7), overlaid on
a barplot of the data from the present study.
Figure 2.9 shows that there are scant differences between his basic data set on water-column chlorophyll-
a concentration—that is, before the depth of the ponds was reduced (i.e. excl. November 1999)—and
those recorded during the present study, when pond-depth was reduced by 40 cm. An omnibus test of
chlorophyll-a concentration in the two data sets (excl. Du Toit’s Nov 99 sampling) suggests that there may
be some minor pond-to-pond differences (F[1,178] = 3.61, p = 0.0592). This is confirmed by a more detailed
analysis in which the effect of pond is considered. This identifies a minor difference between the two
studies due to a difference in pond 7; none of the other ponds differ significantly. The results of this analysis
are summarized in Table 2.7 and Figure 2.10-a. Figure 2.10-b shows the results of a matching analysis in
which Difford’s data are compared with Du Toit’s data for November 1999, following depth-reduction.
The effect observed by Du Toit (2001) is therefore an aberration, a freak of nature; certainly it cannot
be relied upon as a management tool. It could be argued that the 10 cm difference in depth between his
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experiment and that described here could have made the difference.8 This is unlikely, because management
struggled to maintain pond-to-pond flow using the initially requested depth-reduction of 50 cm. This
suggests that pond-depth at the beginning of the present study was already less than it was at the time of
Du Toit’s study.
The high concentration of chlorophyll-a recorded by Du Toit in pond 3 following his depth-reduction
experiment does, however, provide a useful focus. As Figures 2.9 and 2.38 show, chlorophyll-a concentration
in pond 3 of the salt-works is consistently high. This further serves to emphasize that the system is
unbalanced, or out of kilter, and lacks inertia. In most salt-works there are two peaks of chlorophyll-a
concentration along the salinity gradient. The major peak usually occurs at ≈ 80–120S, and there is a
secondary peak at ≈ 250–300S, mainly due to Dunaliella spp. (Chlorophyta, Volvocales) (Joint et al., 2002;
Pedrós-Alió, 2004).
A crash in the population of the major peak in such a system—were it to occur, for brine shrimp would
almost certainly be present in numbers at that salinity, and so would regulate population growth—would
not lead to a subsequent macroalgal bloom, because of the high salinity. Based on the results of the present
study, it would need a freshening event that caused salinity to drop to below ≈ 60S, and for salinity to be
maintained at that level for some time, before such an event would precipitate a macroalgal bloom. A crash
in the population in pond 3/4 at the Swartkops salt-works can, however, be catastrophic, as the present
study shows, because of the nutrients that become available at a salinity that is suitable for macroalgal
growth (for pond 3 the range is 36.80–48.40S,` = 45.21S; for pond 4 it is 52.70–69.50S,` = 57.10S).9
Just such a crash, followed by a macroalgal bloom, occurred in pond 3 in the months leading up to the
sampling of 10 April 2003 (3rd bar from the left in the pond-3 grouping of Figure 2.9). The same thing
happened in pond 4 in the months leading up to the sampling of 16 March 2004 (8th bar from the left in
the pond-4 grouping of Figure 2.9). The crash in pond 3 led to the development of a large biomass of Ulva
sp. (35% surface-cover); that in pond 4 to the development of a similarly large biomass of Cladophora sp.
(10% surface-cover, but with extensive sub-surface development). This was the first time that macroalgae
had reappeared in pond 3 since the overspillage event; for pond 4, a narrow “fringe” (i.e. pond-border) of
macroalgae had begun to reappear some months before, but this too was the first bloom in the pond since
the overspillage (see §2.6).
Table 2.7: Analysis of Variance Table of a Detailed Comparison of the Data of Difford and the Data
of Du Toit (Excl. Nov 99) on Chlorophyll-a in the Water Column at the Swartkops Salt-works.(†
d. f . PartialSS MS F P
Pond 7 12718.944 1816.992 6.67 < 0.0001
Pond (Factor+Higher Order Factors) 14 16214.562 1158.183 4.25 < 0.0001
All Interactions 7 3331.469 475.924 1.75 0.1021
Study 1 89.815 89.815 0.33 0.5667
Study (Factor+Higher Order Factors) 8 4762.611 595.326 2.19 0.0315
All Interactions 7 3331.469 475.924 1.75 0.1021
Pond × Study 7 3331.469 475.924 1.75 0.1021
Pond × Study (Factor+Higher Order Factors) 7 3331.469 475.924 1.75 0.1021
TOTAL 15 17931.411 1195.427 4.39 < 0.0001
ERROR 150 40855.429 272.370
Study is a two-level factor that contrasts Difford’s and Du Toit’s data sets on chlorophyll-a concentration
in the water column at the Swartkops salt-works. Note that Du Toit’s data (Nov 99) from his pond-depth
experiment were excluded from the analysis. Parameter estimates are based on a bootstrapped covariance
matrix (20 000 replications).
(† Model examined: Chla.w ∼ Pond ∗ Study (2-way analysis of variance, with interactions).
8In fact, it is not entirely clear how Du Toit carried out his experiment. In his thesis, depth-reduction is variously referred to
having been 50 cm or 30 cm; he also states that it was the depth of ponds 1–6 that were reduced, whereas elsewhere he states that it
was of ponds 4–6. Management say that depth reduction involves the entire pond-system, anything else involves special modifications,
which they did not do (Danes Schoombee, pers. comm.).
9These statistics exclude the first two samplings, when the salinity profile of the salt-works was still settling back to its normal
state, following overspillage from the crystallizer ponds.
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Figure 2.9: Chlorophyll-a in the water column at the Swartkops salt-works as determined by Difford (this
study) and by Du Toit (2001). The trace labelled Feb 98--Sep 99 shows the (averaged) values from Du Toit’s
study before the depth of the ponds was reduced; the trace labelled Nov 99 them after the depth of the
ponds in his study was reduced.
2.5.2 Discussion
This experiment began with the notion that shifting primary production in the water column from a
macroalgal to a microalgal basis would be a good thing. The underlying reason of the study appeared to
be sound, viz that microalgae are broken down much more quickly and easily than macroalgae, and could
readily be filtered from the water column by brine shrimp in a downstream pond. Even without a vibrant
or large brine shrimp population there would be little or no risk of the salt-crop being contaminated by
detritus from a microalgal bloom in one of the upstream ponds, whereas this manifestly is not the case for
the breakdown products from a macroalgal bloom (Danes Schoombee, pers. comm.).
The present study shows, however, that shifting the class of organism responsible for primary produc-
tion in a concentrator pond is not as simple as decreasing the depth of the pond. Du Toit (2001) obtained
an excellent result following a depth-reduction of 50 cm for just one month. A comparable response was
not observed in the present study, despite pond-depth being reduced by a similar amount (≈ 40 cm) for 20
months. Indeed, analysis shows that there are no differences between the two data sets in the concentration
of chlorophyll-a in the water column once we exclude Du Toit’s depth-reduction data (i.e. Nov 99) and if
we ignore a small difference involving pond 7. This suggests that reducing pond-depth by 40–50 cm does
not determine (at least it does not at Swartkops) whether primary production in the water column occurs
by the microalgal or by the macroalgal route.10
The study highlights something that arguably is more important. It suggests that such a strategy, even
if it could be engineered, would be deeply flawed for a system such as Swartkops, where the salinity
structure is essentially two-tiered rather than being gradually steeped or profiled. That is, half the ponds
can support macroalgal growth because salinity is low enough to allow such growth, whereas the other half
(with salinity in pond 5 artificially maintained by back-pumping) cannot, because salinity is too high. This
10Even after depth reduction many of the ponds at Swartkops are too deep, some of them still being a metre deep in parts.
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Figure 2.10: Pond-by-pond comparison of the results obtained by Difford (this study) and Du Toit (2001) following
pond-depth-reduction experiments at the Swartkops salt-works aimed at increasing the concentration of chlorophyll-a
in the water column. Subplot (a) contrasts the by-pond mean values of chlorophyll-a in the water column from Difford’s
study with those recorded by Du Toit before he reduced pond-depth (Feb 98 – Sep 99). Subplot (b) does the same, but
here the contrast is made with the values recorded by Du Toit after he reduced pond depth (Nov 99). Also see Figure
2.9, where the before and after aspects of Du Toit’s study are shown using separate traces and the values from Difford’s
study are shown using bars. In calculating the contrasts, the values from Difford’s study have been subtracted from
those of Du Toit’s study. Solid circles show the estimated contrasts. The horizontal line at zero is the line of identity, or
of no difference between the estimates of the two studies. The grey band shows the pointwise 95% confidence limits of
the estimated differences.
Note:—For subplot (a) the analysis was carried out using the regression coefficients from the model summarized in
Table 2.7. For subplot (b) the analysis was done using those from an identical model (results not shown), but in which
Du Toit’s data for Feb 98–Sep 99 were replaced by his data for Nov 99.
means that the ponds in which macroalgal overgrowth is a problem, and which need remedial treatment,
are already too close to the crystallizer ponds, given the refractory nature of macroalgal tissue. Engineering
microalgally-dominated growth in such ponds therefore is a risky adventure; for sooner rather than later
the system is likely to crash, unless very carefully managed, leading to rampant overgrowth by macroalgae
of the affected pond.
A principal difficulty is that the mechanisms controlling the “b(l)oom-and-bust” cycle of primary
producers in salterns are not yet well understood. Joint et al. (2002) have shown that NH+4 is the preferred
source of nitrogen throughout the salinity gradient, with quick turnover times (4–14d). Turnover times
of NO−3 at salinities < 220S, in contrast, are exceptionally long, being ≈ 100d. More recently, Marcarelli
et al. (2006) have published the results of an interesting study, which gives further insights into the
factors controlling phytoplankton growth in (some) hypersaline environments (Great Salt Lake, Utah,
USA). Their work shows that in nitrogen-limited systems salinity is a key factor in determining whether
a microalgal bloom will occur. It therefore needs to be considered when evaluating water quality. The
reason is that the nitrogen-fixing ability of cyanobacteria means that at lesser salt concentrations they are
not nitrogen-limited and can use whatever phosphorus enters the system for growth. In their experiments,
the addition of phosphorus led to a 500% increase in chlorophyll-a under nitrogen-limited conditions, so
long as salinity was < 70g/L (where g/L ≈ S). The practical consequence of this finding is that systems
rich in cyanobacteria should be phosphate-limited in the lower salinity range. This may be one reason
why the concentration of PO3−4 was consistently low in pond 3–4 (Figure 2.8).
11 Why the cut-off salinity
for nitrogen-fixation should be so low is not clear, since most of the hypersaline species of cyanobacteria
survive well up to ≈ 180–200S (Javor 1989, §8.1). Nevertheless, the phenomenon has been reported by
other researchers and seems to be quite general (Pinckney et al. 1995; Herbst 1998). It raises the further
question of whether the long turn-over time of NO−3 is true only if NH
+
4 is abundant.
11And perhaps the (more gradual) decrease in the concentration of PO3−4 in pond 5 during the course of the study is linked to the
development of the cyanobacterial benthic mat in the pond.
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2.6 Macroalgal Growth at the Swartkops Salt-works
Don’t fall in love with a model.
G. E. P. Box, J. Stuart Hunter & William G. Hunter
Statistics for Experimenters, 2nd edition
Figure 2.11 compares macroalgal growth at the Swartkops salt-works during the period of the present
study with that recorded by Du Toit (2001) during his study. In §2.5 it was argued that attempting to cure
the macroalgal problem at Swartkops by switching the system to a microalgally-dominated growth pattern
was ill-conceived. The thrust of the criticism was that any microalgal bloom would be likely to go bust
at some point, and that the resulting clarity of the water column, coupled with the nutrients that would
be released, would trigger a macroalgal bloom. This type of “bloom and bust” cycle was observed twice
during the study. On several other occassions, when there was better-than-usual water clarity, the growth
of macroalgal tufts from the benthic layer of ponds 3 and 4 was observed and noted down in the field data
sheets. This section provides further support for this argument.
2.6.1 Conditions During the Study that Were Associated with Macroalgal Growth
Salinity, Water Clarity, and Nutrients. It helps to begin with an uncomplicated view of the main factor
exercising absolute control over macroalgal growth at Swartkops, and with a similar view of one of its main
predictors. These are, respectively, salinity and water clarity. Macroalgae cannot survive in the long-term
above ≈ 70S, though they can withstand short-term exposure to higher salinity. This is particularly true
of species of Cladophora Kützing.12 During the present study they were not observed above a salinity of
66.21S13 and not above a salinity of 70S during Du Toit’s study. Below this cut-off point the relationship is
non-monotonic, with a “saddle-point" at roughly 45S. The relationship with water clarity—measured as
Secchi depth—is essentially increasing-monotonic. These points are illustrated in Figure 2.12.
The solution to the macroalgael problem at Swartkops is therefore relatively straightforward, if costly:
increase salinity in the “low" salinity ponds, thereby restricting macroalgal growth to fewer ponds, closer
to the start of the system, say, to the first two ponds. Macroalgae did not occur in the high salinity pond 5
during the present study, though Du Toit recorded them there during his study, when salinity in the pond
fluctuated between 20S and 180S and had a mean value of 73.75S. High salinity is unquestionably the
reason why macroalgae do not occur at the Velddrif salt-works, despite nutrients concentrations being
essentially the same as those at Swartkops.
Pumping a moderate amount of brine into pond 3 to increase its salinity to ≥ 70S could be a better
strategy than maintaining pond 5 at a salinity of ≈ 175S. This would raise salinity in pond 4 to ≈ 100–110S,
which is the salinity at which the first chlorophyll-a maximum in most salt-works occurs. This would
Table 2.8: The Relationship Between Macroalgae and Salinity, Showing No Relationship at “Low”
Salinity and a Strong Relationship when the Full Range of Salinity is Considered.
Salinity ≤ 70S (N = 52) Salinity ≤ 350S (N = 111)
Type of Correlation ρ Statistic p-value ρ Statistic p-value
Spearman −0.0681 F[1,50] = 0.23 0.6317 −0.4775 F[1,109] = 32.20 0.0000
Spearman2(† −0.1560 F[2,49] = 0.61 0.5468 −0.4893 F[2,108] = 16.99 0.0000
Polyserial(‡ 0.0006 χ2[26] = 60.24 0.0002 −0.8547 χ2[26] = 100.50 0.0000
(† Spearman2 is a generalization of the standard Spearman coefficient that is sensitive to non-
monotonic relationships (see Harrell 2008b, sub spearman2, for details).
(‡ Maximum likelihood estimation was used (see Drasgow, 1986; Fox, 2007b for a description of
the method, which is specifically designed for estimating the correlation between a quantitative
variable [Salinity] and an ordered categorical variable [Macroalgae]).
12Cornée et al. (1992) record that neither Ulva nor Cladophora are tolerant of salt concentrations above 60g/L.
13Estimated 1% coverage of pond 4 at this salinity on 18 December 2003.
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Figure 2.11: Occurrence of floating macroalgae at the Swartkops salt-works during the studies of Difford
(this study: Nov 02--Aug 04) and Du Toit (2001) (Feb 98--Sep 99). Line segments show the averaged values
per pond for the two study-periods. See Tables 2.5 and 2.6 for further details. In neither study were
macroalgae recorded in pond 6 or higher. They were never recorded in pond 5 in the present study, except
as detrital remains.
Note:—There is no between-sample variation in % macroalgal cover in Du Toit’s data set; that is, all records for pond 1
were 20%, likewise for pond 2, and so on, by-record, for the other ponds.
make the pond a suitable breeding ground for brine shrimp. Pond 5 would then also be a “brine-shrimp"
pond, with a salinity of ≈ 120–150S and a well-developed benthic mat (demonstrated by the present study;
§2.8.1). In the interim, it helps to have a reasonable working model of what governs macroalgal growth in
that part of the salinity range where salinity is ineffective as a controlling agent.14
Such a model, for the first four ponds of the Swartkops salt-works, is shown in Figure 2.13, based on
a regression-tree approach. The balance of inorganic nitrogen to inorganic phosphorus is the primary
controlling factor, shown by the position of N:P at the “base” of the tree. When nitrogen is in short supply,
so that the atomic ratio N:P (node 1: N:P) slips to ≤ 14.28 , so close to the theoretical Redfield value of 16:1,
macroalgal growth is limited, particularly at slightly higher salinities (> 36.04S) and low concentrations of
NH4 (≤ 6.29µM). This branch of the tree—the nitrogen-limited branch—contains 70% of the observations
(n = 39). When nitrogen is abundant, the controlling factor is water clarity, with clear water (Secchi depth
> 44 cm) being associated with macroalgal blooming (this branch contains 30% of the observations, n = 17).
This is the “combustible" set of circumstances that, arguably, is set up by a bloom of microalgae in the
water column. The close (inverse) nature of the relationship between Secchi depth and chlorophyll-a
concentration (in the absence of suspended sediment) is well recognized, with the two measures being
accepted as reasonable proxies for each other. If Secchi (depth) is excluded as a predictor, then its place in
14One reason for presenting Figure 2.12 (left panel, Salinity) is to illustrate the threshold or absolute effect that salinity has on
macroalgal growth. Within the range of salinity at which macroalgae occur the correlation between the two is hardly worth noting.
However, if one considers the full range of salinity at which, theoretically they could occur, if one makes the judegement on the
basis of nutrient concentrations alone, then the relationship between them is striking, as shown in Table 2.8. Arguably this is a more
meaningful reflection of their relationship, in terms of the present study.
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Figure 2.12: “Unconditional" relationships between macroalgal cover and salinity (left) and water clarity
(secchi depth) (right). The right-hand-side y-axis has a cumulative probability density scale (essentially a
proportional scale). A Gaussian kernel was used for density estimation; bandwidth was selected using
the Sheather-Jones “solve-the-equation” method (Sheather and Jones, 1991). For further details on the
relationship with salinity see Table 2.8.
Note:—The graphical method used was implemented by Achim Zeileis, based on an unpublished manu-
script by Hofmann and Theus (2005) (see package vcd Meyer et al., 2008, sub cd_plot for details).
the model is taken by the concentration of chlorophyll-a in the water column (see the legend to Figure 2.13,
sub Related Models, where this is discussed).
It is relatively straightforward to demonstrate the significance of the relationship between nutrients
(expressed in terms of the N:P ratio) and water clarity (expressed in terms of the concentration of
chlorophyll-a in the water column) on macroalgal growth. This is done in Figure 2.16, the subplots of
which show the regression surface that results from carrying out a non-parametric regression of macroalgal
occurrence on the N:P ratio and the concentration of chlorophyll-a in the water column. Far less easy
to capture is the proposed “bloom-and-bust” cycle, viz the suggestion that microalgal blooming at the
salt-works is followed by the collapse of the phytoplankton population, leading to enhanced water clarity
and to the release of nutrients into the water column, followed by a macroalgal bloom.
One reason for this difficulty is that the “bloom-and-bust” phenomenon was observed just twice during
the study. That is, a sufficiently strong blooming of microalgae in the water column, the requisite first
step, according to the hypothesis, in setting up the system for such a cycle, only occurred twice during the
investigation, once in pond 3 and once in pond 4 (see Figure 2.9). Though pond 3 seemed to be well set for
another “bust” in the months following the termination of the study.
An appropriate approach to illustrating the “effect” and to testing its statistical significance is to fit
log-linear models to multi-way contingency tables formed by cross-classifying the variables Macroalgae,
Chla.w, N:P/PO4, and Date. This was done separately for ponds 3 and 4 for the samplings leading up
to and including each macroalgal bloom. The null hypothesis being tested is that the four variables are
independent. A 4-way analysis of this kind asks a lot of a small data set so the results should be considered
to be provisional. In neither case is the overall χ2 test significant; however, this test is of little interest as it
is based on the sum of all residuals squared. What matters is the individual residuals: their size and the
pattern of their occurrence. These are suggestive and are consistent with the hypothesis put forward (see
Figure 2.16). Pearson residuals of ≥ 2 and ≥ 4 are significant at approximately the α = 0.05 and α = 0.0001
levels, respectively.15 The prominent, more strongly-shaded, rectangles in the figures (showing greater than
expected values according to a model of independent action) are therefore individually either significant or
highly significant.
What one wishes to extract from these plots is how, in both cases, a marked to strong increase over
time in macroalgal cover (moving from the top to the bottom of each plot) is associated with a marked
decrease in the concentration of chlorophyll-a in the water column (also see Figures 2.13 and 2.14). At
15Their χ2[df=1] values are, respectively, 4 and 25; χ
2
[df=1] = 3.841 is significant at the 5% level (e.g. Zar 1999, Table B.1).
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Figure 2.13: Conditional inference tree model of the factors most closely associated with the occurrence
of floating macroalgae at the Swartkops salt-works during the present study (Nov 02--Aug 04). For each
terminal node, the x-axis shows % cover, the y-axis shows proportion; the unlabelled tick-mark on the
x-axis represents 35% cover. N:P is the ratio of inorganic nitrogen to inorganic phosphorus (“Redfield”
ratio). Units: Secchi= cm; Salinity= S; NH4= µM. Macroalgae did not occur in pond 5 or higher, so these
ponds were excluded.
Related Models:—The illustrated model is the optimum model. There is another model that is almost as good.(† If
Secchi (depth) is excluded as a predictor then the classification remains the same, except that Secchi is replaced
at node 9 by the concentration of chlorophyll-a in the water column (Chla.w).(‡ The branch leading to macroalgal
outbreaks, i.e. visibility > 44 cm (a clear water column), is replaced by a low biomass of chlorophyll-a (≤ 16.69µg/L),
and the branch leading to limited macroalgal growth, i.e. visibility ≤ 44 cm (a murky water column), is replaced by a
high concentration of chlorophyll-a (> 16.69µg/L). The associated panels (nodes 10 and 11) are unchanged. If N:P
is excluded as a predictor then a simple Pond--Secchi model results: pond 4 is separated at the root, without other
controlling influences, and water clarity (Secchi > 57.8 cm) controls whether blooming occurs in ponds 1–3 (mainly
ponds 1 and 3). Once again, excluding Secchi as a predictor leads to its place being taken by chlorophyll-a in the
water column.
Operating Parameters:—The response variable Macroalgae was modelled as an ordered factor and all predictors were
rank transformed. Significant splits were thus determined using rank-based methods (Wilcoxon, Kruskal-Wallis).
Using Bonferroni’s overly conservative “iron-claw" to correct for multiple testing produced a simple “stump"–-i.e. no
significant splits—, so the illustrated model should be considered to be exploratory rather than final. The following
input variables formed part of the initial model, but were eliminated as being of no importance: Artemia, NO3, PO4,
pH, ◦C, DO, ORP, and Chla.w.
(†Prediction RMSEs of the two models were 1.95 (std.dev = 2.47) (Secchi) and 2.16 (std.dev = 2.59) (Chla.w).
Statistics for the correlation of the fitted model and the response variable (Macroalgae): Spearman’s ρ = 0.529/0.467,
p-value < 0.0005, and Kendall’s τ = 0.488/0.430, p-value < 0.0005 (Secchi model/Chla.w model; the p-values apply
to the test results of both models).
(‡The two variables were closely correlated during the study, the relevant statistics being as follows: (1) Ponds 1–5:
ρ = −0.91, τ = −0.78, r = −0.84, p-value = 0.0000; (2) Ponds 1-C: ρ = −0.52, τ = −0.44, r = −0.57, p-value = 0.0000.
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Figure 2.14: Response surface “model” for ponds 1–3 of the relationship between macroalgal growth
(response) and the concentration of chlorophyll-a in the water column and the ratio of inorganic nitrogen
to inorganic phosphorus (predictors). The null hypothesis of “no effect” was rejected with a probability of
p = 0.013. The phosphate-limited nature of macroalgal gowth is clearly shown, as is the control exercised
by moderate to high concentrations of chlorophyll-a (reasonably taken to be a proxy for water clarity, and
therefore of light-limitation). See the regression-tree model presented in Figure 2.13 and the ordered logistic
regression summarized in Figure 2.18.
Note:—The analysis was carried out using the sm.regression function of the sm package (Bowman and
Azzalini 1997, 2007).
the same time there is first a decrease in the concentration of nutrients in the water column, then there
is a more or less marked increase, associated with the main macroalgal bloom. For the pond-4 scenario
the inorganic ratio N:P was high to exceedingly high (` = 78.00, range: 33.61–218.00), indicating PO3−4
limitation. Orthophosphate was therefore used as an indicator of nutrient limitation; arguably it provides a
better yardstick for gauging events in this pond (see Figure 2.15).16
A Role for Sulphate? There another variable whose relationship with macroalgae is worth exploring,
possibly having an influence on its blooming, namely SO2−4 . Although not routinely measured in salt-works,
SO2−4 is the primary oxidant involved in the remineralization of organic matter in anaerobic environments,
such as the benthic layers of solar salt-works (Javor, 1989, §4.2). It is the “oxygen” of the sulphate-reducing
bacteria, the organisms that provide “. . . the most important link between the carbon and sulfur cycles in
evaporite environments.” (Javor, loc. cit.). In a controlled system, a bacterially-mediated reduction in the
concentration of SO2−4 would be accompanied by a decrease in the organic matter content of the system,
by an increase in the concentration of inorganic nutrients, and by the release of hydrogen sulphide (H2S)
and hydrogen carbonate (HCO−3 ). Sulphate was not measured by Du Toit (2001), and it was first measured
roughly half-way through the present survey (Figure 2.17). The quantities recorded are consistent with
those reported by Javor (1989) for other hypersaline environments (Table B.4), though quantities can vary
widely. Nevertheless, the data set is limited and the results of the analysis should be considered with
circumspection.
16If the unusual first sampling is excluded, together with the second sampling, by which time PO3−4 -rich brine from pond 1 had
been moved into ponds 3 and 4, then PO3−4 concentrations in pond 4 were extremely low throughout the study, having a five-number
summary of 0.04 : 0.15 :` = 0.18 : 0.22 : 0.46 µM. The five-number summary for PO3−4 in pond 3 under the same restrictions was
0.11 : 0.37 :` = 0.58 : 1.50 : 2.22 µM (see Figure 2.8).
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Figure 2.15: Response surface “model” for ponds 1–4 of the relationship between macroalgal growth
(response) and the concentration of chlorophyll-a in the water column and the ratio of inorganic nitrogen
to inorganic phosphorus (predictors). The null hypothesis of “no effect” was rejected with a probability
of p = 0.014. Adding pond 4 to the model illustrates the difficulty of treating the macroalgal problem in
pond 4 without resorting to salt. The macroalgae that bloom in the pond cope better with light limitation
and very much better with lower concentrations of PO3−4 than those that bloom in pond 3. Arguably this
is because the taxa that occur in pond 3 belong primarily to the genus Ulva l. whereas those that occur
in pond 4 belong (probably) exclusively to the genus Cladophora kützing. See the regression-tree model
presented in Figure 2.13 and the logistic regression summarized in Figure 2.18.
Note:—The analysis was carried out using the sm.regression function of the sm package (Bowman and
Azzalini 1997, 2007).
It helps to introduce the analysis obliquely, with the results of another analysis of the factors implicated
in macroalgal blooming, namely an analysis that does not take account of the information on SO2−4 . The
results of this analysis, which was limited to ponds 1–4 of the system, i.e. those ponds in which floating
macroalgae were recorded, are summarized in Figure 2.18 and Table 2.9. The presence of two shifts in
the behaviour of the system during the course of the investigation, as it relates to macroalgal growth, is
clearly shown. The first, and most obvious shift, is that between the first two samplings and the extensive
macroalgal bloom in pond 3 that was observed on 10 April 2003 and that serves as the reference level for
the comparisons.
This shift coincided with several key changes in the first three ponds of the system, as they returned to
their customary levels of salinity and were re-populated by their normal flora and fauna. Brine shrimp, for
instance, dissappeared completely from ponds 2 and 3, where in both ponds, but especially in pond 2, there
had been a thriving if emphemeral population following the overspillage of crystallizer brine. They were
replaced, in succession, by copepods and ostracods, and then by corixids and macroalgae (Plates IV–V). A
well-directed signpost of this change is the changing concentration of PO3−4 —the “river nutrient” (Figure
1.2)—in the initial ponds of the system during the first few sampling dates (Figures 2.22 and 2.8). An
equally good signpost is the profile of salinity, which is the true auger of change for many of the salt-pond
organisms. This shows the movement of fresh brine into the system, after the first sampling, but before the
sampling of 19 December 2002 (Figure 2.4). There can be little doubt that the increased concentrations of
PO3−4 in ponds 3 and 4 on the sampling of 19 December 2002 result from the first pumping of fresh brine
into the system following the overspillage event, so shifting brine from pond 2 into ponds 3 and 4.17,18
17Subsequently confirmed by management.
18Tufts of Cladophora sp. invariably grew from mat-cores from pond 4 after they had been left on the work-bench in ambient brine
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Figure 2.16: Pearson residuals from a log-linear analysis of a set of 4-way contingency tables resulting from
the cross-classification of the variables displayed on the four axes. The hypothesis tested was that the four
variables are independent. In neither case is the overall χ2 test significant; however, some residuals deviate
strongly from their expected values and have a pattern of occurrence that is consistent with that proposed
by the “bloom-and-bust” hypothesis relating to micro- and macroalgal growth patterns at the Swartkops
salt-works. Pearson residuals that are ≥ 2 are significant at the 5% level, those that are ≥ 5 are significant
at < 1% level. The analysis was carried out using the vcd package (Meyer et al., 2008; see Zeileis et al. 2007
for an overview of the method of residual-based shading).
Note on Interpretation:—For each category of the cross-classification, deviations from the expected value (based on
the null hypothesis of independence) are shown as rectangles that project above or descend from a baseline of no
deviance (i.e. independence). The area of each rectangle is proportional to the extent to which the cell it represents
in the underlying contingency table deviates from the expected value, based on the reference model. Residuals are
shaded according to the direction and size of their individual deviations, with the significance of the shadings being
given in the legend. The shape of each rectangle shows the partition of the deviation into its canonical components, so
that the height of each rectangle is proportional to the residual and the width is proportional to the square root of the
expected value.
The second shift is not quite so marked, but is clearly visible, and borders on being significant, as shown
by the 80% and 90% CIs (confidence intervals) on the estimated mean differences shown in the summary
plot of the analysis (Figure 2.18). The noted change refers to a more or less significant decrease in the
log-odds of macroalgal blooming in ponds 1–4, compared to the main outbreak recorded at the salt-works
during the study, viz the sampling of 10 April 2003. It is this shift that is of interest; for it coincides with a
pronounced, system-wide increase in the concentration of SO2−4 at the salt-works, as illustrated in Figure
2.17.
The reason for this large change in SO2−4 in the system is not immediately apparent but may be
fathomable. Since it involves the whole system, and since it happened within a three-month time frame,
it cannot be ascribed simply to a change in the quantity of SO2−4 being drawn into the system from the
Swartkops Estuary (though that is the ultimate cause). Some other force must have been at work. Sea-water
is comparatively rich in SO2−4 and is the main source of SO
2
4 for estuaries
19; it therefore also is the main
source of SO2−4 for the salt-works. The sulphate content of river-water is poor by comparison. For the
in an Erlenmeyer flask. It would be a simple matter to control the relevant parameters, to estimate biomass, and to relate it to the
concentration of salt and orthophosphate. The target range of salinity for these experiments would be 55–75S.
19The globally averaged concentration of SO2−4 in sea-water is ≈ 2710mg/L (2.71g/kg, 7.68% of sea-salt) (Möller, 1996).
110
2.6. Macroalgal Growth at the Swartkops Salt-works
18nov03 16dec03 16mar04 7apr04 1jun04 4aug04
Date
SO
42−
, 
m
g
L
0
20
00
40
00
60
00
80
00 Pond
1
2
3
4
5
6
7
C
x  ponds 1 − 4
x  ponds 5 − C
Figure 2.17: Sulphate concentration in the water column at the Swartkops salt-works. Separate traces are
used to show average concentrations (x¯) for the first four ponds and for the high salinity ponds (ponds
5--C).
Swartkops Estuary the median riverine concentration of SO2−4 is 93.87mg/L, whereas that at a site close to
the mouth of the estuary is 2627mg/L. That is, the river-water concentration of SO2−4 is just ≈ 3.6% that
of the nearshore sea-water concentration.20
Harvesting the salt-crop at the Swartkops salt-works takes place from the end of December until well
into February (Danes Schoombee, pers. comm.). At the end of the harvest, a larger than usual volume of
brine is fed into the system to replace what has been pumped off to the bitterns and lost in other ways. It
seems clear from Figure 2.17 that up to and including the sampling of 16 December 2003, the brine crop of
the salt-works—and perhaps also the more riverine part of the estuary—was still much influenced by the
flood event of September 2002. Only after the 2003/2004 salt-harvest did the ionic balance of the system
return to what one assumes to be values closer to those usually present.
This is unfortunate, because it would have been simpler (and more interesting) to have been able to argue
that the system-wide pond-depth experiment had reaped rewards, and that most of the readily available
organic matter in the system had been metabolized or “burnt” off in consequence (see §2.8). This would
account for an increase in SO2−4 in the system, as the population of sulphate-reducing bacteria died back
for want of the preferred organic-matter substrate, speeded perhaps by competition from methanogens.
And perhaps such a view should not be excluded altogether. For even if the first-mentioned explanation
is largely correct, this does not exclude the possibility that part of the increase in SO2−4 is accounted for by
the second-mentioned explanation—that is, by reduced usage and demand, caused by a dwindling supply
of the primary substrate (detritus/non-refractile organic matter) ((Berner, 1979; Westrich and Berner, 1984);
Javor 1989, §4.1–4.2 and §14.2). Exploratory analysis, for instance, reveals clear evidence of a relationship
between SO2−4 and NH
+
4 , and, to a lesser extent, PO
3−
4 , with reduced concentrations of SO
2−
4 being
significantly associated with increased concentrations of the two nutrients. This is well illustrated in Figure
2.19, and in the supporting diptych of Figure 2.20. There is a clear impression that the system has “burnt
off” much of the detrital matter that was present at the beginning of the investigation.
If the data are strung out and changes considered as a function of time, then Figures 2.21 and 2.22
indicate that nutrient concentrations have decreased in some parts of the system. By averaging over
different groups of ponds, it is clear that for NH+4 this has involved the first few ponds, viz ponds 1–4. For
20Data extracted from the website of the Department of Water Affairs and Forestry, RSA. See http://www.dwaf.gov.za/iwqs/
wms/data/m10/m10_102370.pdf and http://www.dwaf.gov.za/iwqs/wms/data/m10/m10_183968.pdf.
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(a) Pond 3, interacting variable Chl-a wc adjusted to: 11.36µg/L
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(b) Pond 4, interacting variable Chl-a wc adjusted to: 11.36µg/L
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Figure 2.18: Summary plots of the logistic-regression model of Macroalgae ∼ Chla.w ∗ N.P+ Pond+ Date for ponds
1–4 of the Swartkops salt-works. The settings for the two interacting variables are given in the legends of each subplot.
For chlorophyll-a this is the median value, for N:P it is the setting determined as being significant by the tree-model
shown in Figure 2.13. For these two variables, the significance of the effect of a high value versus a low value is based
on the interquartile range. For gauging the influence of sampling date, 10 March 2003 (the major bloom of macroalgae
at the salt-works) has been used as the reference level, and for gauging the influence of pond, pond 1 has been used as
the reference level. The dashed lines in (a) and (b) represent the 90% (inner) and 95% (outer) confidence limits on the
mean effect. Rugplots at the base of each plot show the distribution of N:P. Note the high probability of an outbreak of
macroalgae in pond 4 at an N:P ratio of anything less than ≈ 25 at the given concentration of chlorophyll-a (see Figure
2.14). The increased odds of a bloom occurring in this pond is also clearly shown (significant at the 90–95% level), as
are the significantly decreased odds during 2004, with all dates being significant at the 80% confidence level or greater.
The confidence intervals shown in (c) are indexed as follows: (1) dark grey: 80–90%; (2) light grey: 90–95%; white:
95–99%. See Table 2.9 for further details. 112
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Table 2.9: Wald Statistics for the Ordered Logistic Regression Model Summarized in Figure
2.18 Showing the Importance of Date on the Log Odds of a Macroalgal Bloom Occurring (Brier
score = 0.159).(†
χ2 d. f . P
Chla.w (Factor+Higher Order Factors) 5.82 2 0.0544
All Interactions 4.69 1 0.0303
N:P (Factor+Higher Order Factors) 6.88 2 0.0320
All Interactions 4.69 1 0.0303
Date 50.43 12 < 0.0001
Pond 7.56 3 0.0561
Chla.w × N:P (Factor+Higher Order Factors) 4.69 1 0.0303
TOTAL 132.37 18 < 0.0001
Model Likelihood-Ratio χ2
[df=18] = 30.71, p = 0.0311
Model Statistics Related to Predictive Performance(‡ Statistic
c index 0.835
Somers’ Dxy 0.671
Goodman-Kruskal γ 0.672
Kendall’s τ-a 0.409
Nagelkerke R2 index 0.474
Brier probability score 0.159
(† The Brier score is a measure of the concordance between the predicted probability of an occur-
rence and its actual occurrence (0 = perfect concordance, 1 = no concordance). It therefore provides
a measure of the predictive power and accuracy of the model (Brier, 1950).
(‡ The c index is equivalent to the area under the ROC curve (a value ' 0.80 is generally considered to
indicate a model having utility as a predictive tool); rows 3–5 give different rank-based measures of
correlation between predicted probabilities and observed occurrences; the Nagelkerke R2 is a general-
ization of the coefficient of determination (Nagelkerke, 1991).
Note:—The analysis was carried out using the lrm function in the Design package (Harrell, 2008a;
also see Harrell 2001, §10.8 and Chap. 13 for further details)
PO3−4 the notable decrease has been in pond 5, with no clear evidence of a decrease in the lower salinity
ponds. In general, the decreasing trend kicks in at the break-point date 4/18 November 2003, or a bit later,
16 March 2004. For NH+4 , a structural change test based on the (non-parametric) regression of NH4 ∼ Date
for ponds 1–4 is highly significant (p = 0.003), with the location of the discontinuity being the sampling of
16 December 2003.21 A similar test for the PO3−4 -data for pond 5 is similarly significant (p = 0.007), with
the point of change being 4/18 November 2003.
For NH+4 , it needs to be shown that this decrease is not due to a decrease in the amount of NH
+
4 entering
the system. That this is not so is shown in Figure 2.23, which summarizes the results of a bootstrapped
one-way analysis of variance of the concentration of NH+4 in pond 1 for the different sampling dates. These
arguments—the oblique arguments—bring one full circle to the argument that introduced them, viz the
suggestion that there are indications that increased macroalgal growth at the salt-works is related, directly
or indirectly, to SO2−4 concentration.
The full fathoming of these facts and their integration into a coherent thesis requires a much more
detailed and pointed investigation than that provided by the present mainly exploratory study. In §2.8, data
showing how some aspects of the sedimentary system at the salt-works changed during the course of the
investigation were presented. They support in general terms the thesis being advanced here, namely that
the system-wide decrease in pond-depth has led to a healthier salina, with a much improved sedimentary
system and with less readily accessible detrital material.
21See Bowman et al. (2006) and Bowman and Azzalini (2007) for details of the method used.
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Figure 2.19: Response surface “model” for ponds 1–4 showing the inverse nature of the relationship
between the concentration of SO2−4 (response) and the concentration of the inorganic nutrients NH
+
4 and
PO3−4 (predictors). The null hypothesis of no effect—i.e. of no relationship—was rejected with a probability
of p < 0.0001.
Note:—The analysis was carried out using the sm.regression function of the sm package (Bowman and
Azzalini 1997, 2007).
2.7 Brine Shrimp (Artemia L.) Experiment
Anostracans are delicate, defenceless animals, mostly no more than a few
centimetres in length (the 10–cm Branchinecta gigas is much the largest)
whose main defence against predators is to frequent habitats in which few
such are encountered.
Professor Geoffrey Fryer, F.R.S.
The brine shrimp’s tale: a topsy turvy evolutionary fable
Brine shrimp (Artemia l., Brachiopoda: Anostraca) are fascinating creatures with an uncommonly wide
salinity tolerance. The ionic composition of the waters they inhabit is more varied than that of any
other metazoan (Cole and Brown, 1967), and they can survive in briny solutions from below sea-water
concentration—though they have never been found in the sea—up to halite saturation, roughly 10× the
concentration of sea-water, or 350S (Croghan, 1958; van Stappen, 2002). They are able to reproduce at
salinities of less than 50S, but the optimum salinity for breeding lies in the range ≈ 120–180S, with more
or less diminished capability at higher salinity, especially above 250S (Browne and Wanigasekera, 2000).22
Overall, optimum conditions for survival and reproduction are salinities in the range ≈ 120–220/250S
(Browne and Wanigasekera, op. cit.; Wear and Haslett 1986). Yet, despite this wide salinity tolerance, in a
survey of 60 saline lakes in Canada with salinities ranging from 2.4–370S, brine shrimp were only found in
five lakes, all with salinities of higher than 94S (Hammer, 1978, 1986).
This led Hammer and Hurlbert (1992) to pose the question of whether it was predators or lowered
salinity that determined the absence of Artemia in some saline waters. They demonstrated in vitro that
some species of Artemia (probably A. franciscana kellogg) cannot survive long-term below 39S, a result
they attributed to water chemistry23, and that at higher salinities (but below 100S) the establishment of
22At 24 ◦C a salinity of 120S was maximum for A. parthenogenetica, A. sinica, and A. franciscana, whereas a salinity of 180S was
maximum for A. salina and A. persimilis.
23That may be, but van Stappen (2002, p. 176) has noted that tank production of brine shrimp is routinely done in sea-water.
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Figure 2.20: Tree-based regression models for ponds 1–4 showing the inverse nature of the relationship between
the concentration of SO2−4 and the concentration of NH
+
4 and PO
3−
4 , treated as response variables. The analysis is
provisional since it only covers those samplings when SO2−4 was measured, from just before the end of 2003 until
August 2004 (see Figure 2.17). The model for PO3−4 is especially interesting because of the link in the model with the
concentration of POC. This makes sense from the standpoint of the remineralization of organic matter. The importance
of PO3−4 to macroalgal blooming and to the bloom-and-bust notion, as part of the N:P ratio, has already been outlined
(Figures 2.13, 2.16, and 2.18). Units: POC and SO2−4 in mg/L, NO
−
2 in µM, t in
◦C.
Operating Parameters:—All variables were rank-transformed and the Bonferroni method was used to correct for
multiple-hypothesis testing. Owing to computational difficulties, raw rather than averaged replicates were used for the
analysis. Candidate predictors used in constructing the two models: Pond, Macroalgae, SO4, NO3, PO4, pH, DO,
ORP, POC, PON, POP, Chla.wc, Chla.b.
Model Performance:—Both models fit the data well and have excellent predictive-performance characteristics. (a) NH+4 :
prediction RMSE = 0.459 (std. dev = 0.887), with correlation statistics of the fitted model with the response variable
being r = 0.887, τ = 0.785, ρ = 0.908, all with p < 0.0001 (b) PO3−4 : prediction RMSE = 0.346 (std. dev = 0.937), with
correlation statistics of the fitted model with the response variable being r = 0.937, τ = 0.622, ρ = 0.803, all with
p < 0.0001.
Note:—The analysis was carried out using the ctree function of the party package (Hothorn et al., 2006b).
Artemia is prevented by predation by a range of predators, most notably by water boatmen (Trichocorixa
reticulata guérin-méneville and T. verticalis fieber; Corixidae: Hemiptera) and by copepods.24
These observations were emphatically supported in the same year by a classic study by Wurtsbaugh
(1992), in which the ability of brine shrimp to survive in their natural habitat (Great Salt Lake, Utah,
USA) following a decrease in salinity (from > 100S to ≈ 50S [50g · L−1]) was considered. Wurtsbaugh
demonstrated heavy predation of brine shrimp (notably of the nauplii) by water boatmen (T. verticalis), both
in vivo and in vitro. In a microcosm experiment, predation reduced Artemia abundance from 103 ind/L to
6 ind/L in 9d. He also demonstrated the existence of a well characterized inverse relationship between the
abundance of Artemia and Trichocorixa along a salinity gradient in the lake’s estuary. Based on observed
densities he calculated that at a salinity suitable to it Trichocorixa could quite easily eliminate an established
population of Artemia. (Also see Nimura, 1987, who presented theoretical arguments giving probable
reasons why Artemia is confined to isolated saline waters).
The reason why Artemia is not found in ponds and other water bodies with salinities in the range
≈ 35–70S is therefore now generally recognized as being due to the fact that at these salinities it is
defenceless against predators. At higher salinities its defense is salinity itself. The cut-off salinity at which
Artemia is found “in-the-wild” is therefore determined by the upper salinity at which its local predators
24Water boatmen (e.g. Trichocorixa reticulata) are also a known vector of the Taura syndrome virus (a.k.a. Infectious cuticular
epithelial necrosis virus) (Lightner and Redman 1998; also see http://nis.gsmfc.org/nis_factsheet.php?toc_id=6). The main
host is the penaeid shrimp; there are no authoritative reports that species of Artemia are also susceptible to infection.
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Figure 2.21: Ammonium concentration in the water column at the Swartkops salt-works. Separate traces
are used to show average concentrations (x¯) for different groups of ponds. This conditioning clearly shows
that the increasing trend in the concentration of NH+4 in the water column is due to processes in ponds 6–C
(where C = crystallizer) and not to processes in the first part of the system, where from 16dec03 onwards
there is a decreasing trend, which generally involves pond 5.
can survive (van Stappen, 2002). This could be 70S or it could be 90S, or it could be even higher; usually
the cut-off point is given as ≈ 70S (van Stappen, op. cit.). During the present study, several very active
waterboatmen were observed in pond 5, when salinity in the pond was 165S.
In the rest of this section, evidence is presented to show that the situation at the Swartkops salt-works is
no different from that recorded for other saline systems, with the cut-off point for the survival of brine
shrimp being ≈ 70S, with a more secure zone of survival being ≥ 100S. In this protected zone of high
salinity there is a thriving, and resilient, sexually reproducing population of brine shrimp, Artemia salina l.,
which very probably co-occurs with an asexually reproducing population.
The species of Artemia at Swartkops was not identified during the study; however, in 2006 it was
positively identified by Kaiser et al. (2006) as A. salina L., who also recorded that the population was
bisexual and that the co-occurrence of an asexually reproducing population could not be ruled out.25
2.7.1 Results and Discussion
Figure 2.24 shows a spinogram of the relationship between brine shrimp abundance and salinity for the
complete data set. Binning of salinity was based on the interquartile range, using the Freedman-Diaconis
Rule (Freedman and Diaconis, 1981).26 The minimum and maximum salinities at which brine shrimp
were recorded were 64.80S and 343S. Tukey’s five-number summary of the distribution of brine shrimp
in this range of salinity is 198.0 : 1338.5 :` = 5145.0 : 10097.0 : 29878.0 ind/tow. The median occurrence
25There is a caveat: Fryer (2006), writing in the Biological Journal of the Linnean Society, 2006, 88, 377–382, notes that the taxon from
the Lymington salt pans that Linnaeus classified as Cancer salinus, and that later became the type species of the genus (i.e. Artemia
salina), has with one possible exception (in Sardinia) gone extinct. All other populations of Artemia, he notes, have now been allocated
to other species.
26Bin size= 2IQR(x)n−1/3, where IQR is the interquartile range and n is the sample size.
116
2.7. Brine Shrimp (Artemia L.) Experiment
Date
PO
43−
, 
µM
0
2
4
6
8
10
12
Pond
1
2
3
4
5
6
7
C
x  ponds 1 − 4
x  pond   5
x  ponds 6 − C
1n
ov
02
19
de
c0
2
10
ap
r03
9ju
l03
4n
ov
03
18
no
v0
3
16
de
c0
3
16
ma
r04
24
ma
r04
31
ma
r04
7a
pr0
4
24
ma
y0
4
1ju
n04
4a
ug
04
Figure 2.22: Phosphate concentration in the water column at the Swartkops salt-works. Separate traces are
used to show average concentrations (x¯) for different groups of ponds. This conditioning helps to show
the existence of a strongly decreasing trend in pond 5, with a settling down during the latter part of the
study, from 16mar04 onwards. There are also indications of a decreasing trend in ponds 1–4. See Figure 2.8,
where these points are more clearly shown.
for the entire range is therefore ≈ 2.1 ind/L, since approximately 2513L of brine was filtered per tow. If
the calculations are based on the salinity range 100–250S then the median occurrence roughly doubles,
to ≈ 4.2 ind/L, and if salinity is restricted to the range 150–250S then the median occurrence increases to
≈ 6.3 ind/L. (See Figure 2.24 for an explanation of how interval-endpoints are determined.)
The spinogram clearly shows that the optimum range for the occurrence of brine shrimp at the
Swartkops salt-works is 150–200S, the five-number summary for the range, in approximate number of
individuals per litre is 1.19 : 4.02 : ` = 6.29 : 7.80 : 11.89. This corresponds well with the findings of
Browne and Wanigasekera (2000), who reported that the optimum breeding-salinity for A. salina at 24 ◦C
is 180S. The median temperature recorded during the present study for the salinity range 150–200S was
22.70 ◦C.27
Based on the data summarized in Figure 2.24, salinity in the range 100–150S would appear to be a
secure zone for the survival of Artemia at Swartkops. While this is almost certainly true in the long term for
the upper part of range, it may not be true for the lower part. There can be no doubt that reproduction
occurred in pond 5, as gravid females and cysts (or eggs) were frequently observed in the trawls from
the pond (Plate II). And the salinity of pond 5 dropped to below 150S on just three occassions (Figure
2.27). The rest of the 100–150S interval therefore consists of crystallizer brine that had spilled over into
ponds 2–4 shortly before the start of the study, i.e. brine that originally was more saline. It therefore
represents an emphemeral salinity range that could not be studied long-term, because the niche it provided
quickly disappeared from the salt-works as salinity settled back to its normal profile, barring the artificially
maintained high-salinity regime in pond 5. At the second sampling of the salt-works, gravid females and
eggs were seen in pond 3, when salinity in the pond was 72S (Plate IV). But this was a population that had
been ferried into the pond from pond 2, which had a salinity of 138S at the beginning of the study and a
27The full five-number summary for temperature in this salinity range is 21.30 : 21.57 :` = 22.70 : 24.30 : 24.60 ◦C.
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Figure 2.23: Summary of a bootstrapped (20 000 replications) one-way analysis of variance model (NH4 ∼ Date) of
the concentration of NH+4 in pond 1 of the Swartkops salt-works. Concentrations are shown as a difference from the
concentration determined on 1 November 2002, the first sampling of the study. Note that the sampling station in pond
1 is quite close to the point of intake of brine (Figure 2.1). Also see Figures 2.6 and 2.21.
Model Statistics:—residual standard error: 1.23 on 23 degrees of freedom; R2 = 0.973; R2adj = 0.960; F[df=13, 28] =
76.76, p < 2.2e− 16.
thriving population of brine shrimp. By the second sampling, salinity in pond 2 had fallen to 50S, and the
brine shrimp were gone.
These facts leave little doubt that salinity is the key factor determining the abundundance of brine
shrimp at the Swartkops salt-works. Supporting it is the fact that brine shrimp disappeared, apparently
completely, from ponds 2–4, once salinity in these ponds fell to below ≈ 70S (Figure 2.25, and Plates
IV–V). A more complete answer—based on a simple association principle, i.e. which physical factors are
associated with high abundance of brine shrimp—is given in Figure 2.28. The top panel of this figure
shows a model of brine shrimp abundance as a function of the primary physical predictors for which data
were collected, viz salinity, temperature, pH, dissolved oxygen and oxidation reduction potential. The
bottom panel shows a model in which pond was added to the set of potential predictors. Temperature is a
contextual, or qualified, factor.
Vanhaecke et al. (1984) observed that the abundance of brine shrimp was greater in chloride-dominated
waters than in sulphate-dominated waters. This observation was confirmed by Litvinenko et al. (2007) in
an extensive study of 27 populations of A. parthenogenetica inhabiting saline lakes in Siberia. They found a
statistically significant correlation (r = 0.45, α = 0.05) between brine shrimp abundance and the ratio of
Cl− to SO2−4 . Forsythe and Klaine (1994), however, have demonstrated that high sulphate concentrations
can be beneficial to the survival of brine shrimp. At what are essentially river water concentrations of
SO2−4 (0.05mg/L), brine shrimp in artificial sea-water at 25
◦C had a 96h LC50 of 0.006mg/L selenate.
At an SO2−4 concentration of 14 000mg/L this had risen to 81.97mg/L selenate. Without the protection
conferred by SO2−4 , selenate was lethal to the nauplii, but had no effect on emergence or hatching. A
statistically significant sulphate effect was not found in the present study, despite a very large increase in
the concentration of sulphate in ponds 5–C (∆ ≈ 6090mg/L) between the last sampling of 2003 and the
first sampling of 2004 (Figure 2.17). As discussed in depth in §2.12.2, there was a mini-collapse of the brine
shrimp population that coincided with the jump in the concentration of SO2−4 . As illustrated there, if this
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Figure 2.24: Spinogram showing the abundance of Artemia salina at the Swartkops salt-works as a function
of salinity. Abundance is given as ind/tow, where a tow ≈ 2513L (5000 units equates to ≈ 2 ind/L). The
width of each category on the x-axis corresponds to the relative frequency of that category in the (analysed)
data set, so that the 0–50 category includes ponds 1–3 (excluding those samplings directly following
the overspillage event) but not pond 4; subdivisions within each category show the conditional relative
frequency of Artemia, as individuals per tow. The “preference” for salinity in the range 150–200S is clearly
illustrated. The distorted distribution above 200S is partly due to the manner in which brine flows through
a saltern, with some “effects” accumulating in the higher salinity, downstream ponds.
Note:—Intervals take the form (a,b], i.e. the upper but not the lower endpoint is included in the interval,
except for the first interval, which includes 0. The right-hand scale gives within-category proportions
was the cause of the collapse then the effect was short-lived. This is also shown in Figure 2.26. A more
likely reason is the sharp drop in salinity that also occurred at that time.
In an interesting study, which bears on the present work, Singh and Khandagale (2006) demonstrated
an important pond-depth effect related to the production of cysts. They showed that a water-depth of
40 cm gave the highest cyst production of Artemia sp. Decreasing water-depth to 30 cm gave the next-best
production; increasing it to 50 cm and then to 60 cm led to steadily decreasing production. The authors also
demonstrated a cut-off point for cyst production at 95S. Although they only worked in the range 90– 110S,
they confirmed this result with a fine-grained set of experiments in which responses in the range 90–95S,
with increments of 1S, were tested.
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Figure 2.25: Abundance of Artemia salina at the Swartkops salt-works during the studies of Difford (this
study: Nov 02--Aug 04) and Du Toit (2001) (Feb 98--Sep 99). Line traces show the averaged values per pond
for the two study-periods. The y-axis shows individuals · tow−1, where a tow ≈ 2513L (5000 units equates
to ≈ 2 ind · L−1). See Tables 2.5 and 2.6 for further details (ponds 1–6).
2.8 The Sedimentary System
A statistical analysis, properly conducted, is a delicate dissection of
uncertainties, a surgery of suppositions.
M. J. Moroney
Facts from Figures Ch. 1
In this section some of the changes that occurred within one of the two main “living systems” at the
salt-works are considered, namely changes to the sedimentary (or benthic layer) system. Changes in the
other main living system, the water column, are treated in the next section. Some aspects of two important
components of the latter have already been discussed, namely the reliance of brine-shrimp on high salinity
for survival (§2.7) and changes—or, more precisely, the lack of it—in the concentration of chlorophyll-a in
the water column consequent upon a reduction in pond-depth (§2.5).
The primary question being considered in this section (and the next) is the following: “Have the
characteristics of these two systems changed during the course of the study?” And, assuming they have,
“Has the change been for better or for worse?” These are rather woolly terms, so what does one really mean
by them? The poles that provide the standards for judging better or worse in this context are easy enough
to identify in general terms: on the degradation side is a detritus-based system, on the improvement side is
a primary-producer-based system. Precise placement on this scale is difficult, but it is relatively easy to
judge in which direction a pond, or set of ponds, or the whole system, is moving. This is what is being
assessed.
The speed with which changes to the benthic layer occurred at the beginning of the study was
surprising, the process being over almost before it was noticed, essentially within 6 months. With the
benefit of hindsight—for initially the focus of the study was the promotion of microalgal growth in the
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Figure 2.26: Response surface “model” of the relationship between brine shrimp abundance (response)
and the concentration of SO2−4 and salt (predictors). The two peaks clearly identify the “low” and “high”
SO2−4 periods, i.e. before and after the end of 2003. The null hypothesis of “no effect” was rejected with a
probability of p = 0.002. The saddle is an “artifact” of the data, caused by the fact that SO2−4 concentrations
in the range ≈ 3000–5000mg/L only occurred in 2004, and only in ponds 1–4, by which time salinity in
these ponds was too low for brine shrimp to be present to a meaningful degree, and they were never
observed.
Note:—The analysis was carried out using the sm.regression function of the sm package (Bowman and
Azzalini 1997, 2007).
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Figure 2.27: The distribution of salinity in selected “pond-sets” during the course of the study. The black
band on the box-plot marks the median, the grey area extends to the lower and upper hinges, and so covers
the middle 50% of the data.
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Figure 2.28: Physical factors (predictors) most closely associated with brine shrimp abundance. Both models used Salinity, Temp,
pH, DO, and ORP as predictors. The model shown in (b) additionally included Pond. All variables were transformed to ranks before
carrying out the analysis. For (a), split-significance was determined using Monte-Carlo methods (20 000 resamplings); for (b) the
somewhat less restrictive Bonferroni method was used. Artemia abundance (y-axis): individuals · tow−1, where a tow ≈ 2513L (5000
units equates to ≈ 2 ind · L−1). Other units: Salinity as S, Temp as ◦C, DO as mg/L, and ORP as mV.
Note:—Both analyses use the full pond-set; that is, samples were not restricted to those samplings and ponds in which brine shrimp
occurred, so the data for pond 1, and for ponds 2–4 after brine shrimp had disappeared from them, formed part of the data set
analyzed.
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water column—it seems clear that the main effect of decreasing pond depth was likely to be a change in
the sedimentary system, and to a closer coupling between that system and events in the water column, due
to readier mixing and other depth-related factors. Processes tend to be quicker in a small pond system
than they are in a large pond system, if only because the larger system is better buffered and therefore
more resistant to change. Higher temperatures and a better aerated water column would be expected to
increase rates of decomposition, ultimately leading to a better balanced system. In short, the sedimentary
system should have been sampled more intensively and more completely at the beginning of the study.
The rest of this section begins with a brief comparison of chlorophyll-a in the benthic layer at the
beginning of the study and at the time that Du Toit (2001) studied it. In the Results and Discussion
subsection, subsequent changes that occurred are illustrated. The results of a coordinated analysis
involving benthic chlorophyll-a and the organic matter content moisture content of the layer are also
presented.
2.8.1 The Initial Condition of the Benthic Layer.
Du Toit (2001) estimated benthic chlorophyll-a at the Swartkops salt-works twice, in June 1999 and April
2000. He estimated benthic organic matter once, in November 1999.28 Consequently, there is little point in
carrying out a detailed comparison of the two data sets. A first-level comparison of the data on benthic
chlorophyll-a is however a useful exercise. The results are summarized in Figure 2.29, with details being
given in Table 2.10. They show that there has been a substantial increase during the present study in the
biomass of the benthic primary-producer community. This tallies with field notes made at the beginning
of the study, and with a range of other observations made in the field. For instance, during the second
sampling of the salt-works (19 December 2002) what appeared to be a multitude of fist-sized stones on the
Chatty-River side of pond 5 turned out to be tufts of mostly decayed macroalgae. By the next sampling (10
April 2003) this material was gone, a well-defined cyanobacterial mat having taken its place. It was a hot,
still day for sampling, and upon entering pond 5 a dense population of Artemia salina l. rose up seemingly
from nowhere to “clean up” the rising debris.29
Table 2.10: Descriptive Statistics of Benthic Chlorophyll-a in Ponds 1–6 of the Swartkops Salt-works.
The Data From Du Toit’s Study are Given as Swartkops_S and Represent the Period 1999–2000; The
Data From This Study are Given as Swartkops and Represent the Period 2002–2004. For Subtable A the
Comparison Was Limited to the First Two Samplings of the Current Study (i.e. to 2002); For Subtable B
All the Available Data From the Two Data Sets Were Compared (The First Cell of Subtable A is Repeated).
See Figure 2.29.
Subtable A: 1999–2000 compared with 2002
Swartkops_S Swartkops Test Statistic
N = 12 N = 12
Chl-a benthic mg/m2 36.00 50.00 74.75
40.94 [55.19] 70.56
22.78 35.81 51.52
25.82 [40.74] 56.57
F1,22 = 1.50, P = 0.233
Subtable B: 1999–2000 compared with 2002–2004
Swartkops_S Swartkops Test Statistic
N = 12 N = 66
Chl-a benthic mg/m2 36.00 50.00 74.75
40.94 [55.19] 70.56
49.14 77.69 128.61
94.37 [124.40] 159.68
F1,76 = 5.25, P = 0.025
a b c represent the lower quartile a, the median b, and the upper quartile c. The underset (a [b] c) gives
the lower a and upper c 95% non-parametric bootstrapped (20 000 resamplings) confidence intervals
about the mean [b]. Swartkops_S indexes the data from Du Toit’s study; Swartkops indexes the data
from this study.
Test used: Wilcoxon test.
28According to Du Toit (op. cit., §3.6.1) the sampling took place during January 2000, for both Missionvale and Swartkops. However,
Du Toit’s data sheets record the sampling dates as April 2000 (Missionvale) and November 1999 (Swartkops).
29After moving to a different part of the pond, and entering the water more carefully, the cyanobacterial “carpet” was seen to
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Pond 1 Pond 2 Pond 3
Pond 4 Pond 5 Pond 6
Pond 7
POC
PON
POP
Chla.w
Chla.b
(a) Including benthic chlorophyll-a as a common component.
Pond 1 Pond 2 Pond 3
Pond 4 Pond 5 Pond 6
Pond 7 Cryst.
POCPON
POP Chla.w
(b) Excluding benthic chlorophyll-a as a common component.
Figure 2.30: System-wide distribution of the main forms of particulate organic matter in the water column that were
estimated, together with benthic chlorophyll-a. Each variable was linearly scaled to the range [0,1] on a system-wide
basis so that the size of each wedge is proportional to the maximum average value for the variable.
Note:—Average concentrations for all samplings except for the first two were used in calculating proportions. The
first two dates were excluded because for these samplings most ponds had uncharacteristically high concentrations
of (especially) POC. This was most likely caused by the decomposition of organisms that were suddenly exposed to
higher or lower concentrations of salinity than they were accustomed to.
2.8.2 Results and Discussion
Benthic Chlorophyll-a. The manner in which benthic chlorophyll-a fits into the “pond scheme” is
illustrated in Figure 2.30-a. This shows in general terms how the concentration of chlorophyll-a in the
benthic layer increases more or less regularly from ponds 1–5, and then decreases. The results of an analysis
that shows this in greater detail are presented in Figure 2.31. This also shows the extent to which benthic
chlorophyll-a increased during the course of the study. For instance, the mean concentration over the
first 6 ponds for the first two samplings was 40.74mg/m2 (` = 35.81mg/m2), for the remainder of the
samplings it was 124.40mg/m2 (` = 77.69mg/m2). A more detailed breakdown of the data showing
between-sample variation on a yearly basis is given in Figure 2.32.
As noted in the introductory comments to this subsection, and as shown by the associated analysis
(Figure 2.29 and Table 2.10), benthic chlorophyll-a concentrations at the beginning of the study (combined
data for 2002) did not differ significantly from those recorded by Du Toit during his samplings of the
salt-works, in 1999 and 2000. The contour plots of Figure 2.31 illustrate the rapid nature of the increase
during the early part of the study; this was followed by a flattening of the slope of increase during the latter
part of 2003, with a resurgent increase during 2004. Of especial interest is the way in which an essentially
system-wide increase at the start of the study (horizontal contour lines) changed during 2003 to a strong
pond effect (vertical contour lines), which is clearly related to salinity (Figure 2.31, subplots b and d). By
the end of the study, the benthic mats in pond 5 were ≈ 1 cm thick (see Plates I and VI).
be overlain by another carpet, namely that of a dense, prostrate, “paddling” population of brine shrimp, which were apparently
feeding on debris swept up from the mat by the current created by their paddelling. This behaviour was observed during several other
sampling trips, notably after an especially still period, so with a clear, “clean” water column; it has also been anecdotally recorded in
the literature.
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Figure 2.31: Matched perspective and contour plots showing the results of a non-parametric regression of Benthic
chlorophyll-a on Date and Pond (subplots a–b) and Date and Salinity (subplots c–d) (data for 2002–2004). Com-
parison of the two sets of plots shows the extent to which Pond stands as a proxy for Salinity. In both cases the null
hypothesis of “no effect” was rejected with a probability of p < 0.0001. continued. . .
In a rare study of its kind, Liu et al. (2002) have presented hard evidence to show the extent to which
benthic mats can improve salt quality and yield. They cultivated Microcoleus chthonoplastes mats at the
Guangrao Saltworks in northern China (Shandong Province) from 1992 to 1998 by inoculating pond floors
with material obtained from the Hainan Saltworks in southern China.30 In three years these had grown to
a thickness of 2–2.5 cm and were shown to decrease brine-loss by 60–80% and to increase salt-purity from
94.1% to 96%.
More recently, Yamamoto et al. (2008) have shown that well-developed mats are beneficial at lower
salinities, too. They “replanted” quantities of Nitzschia sp. in a shallow organically enriched sediment
(from which the taxon had originally been harvested) and monitored the changes over a period of five
months. The condition of the sediment changed from reducing to oxidizing and its organic-matter content
decreased significantly. During the same period, the concentration of NH+4 and PO
3−
4 in the interstitial
water increased. They argued that the “driver” for these changes was the additional oxygen produced by
the replanted benthic microalgae, which led to enhanced aerobic microbial activity, thereby accelerating the
decomposition of organic matter. Suggestive, therefore, is the decrease in the concentrations of NH+4 and
PO3−4 (especially the latter) in pond 5 during the spresent study (Figures 2.6 and 2.8).
30For reasons that are not clear, benthic mats do not occur naturally in the salt-works of nothern China (loc. cit.).
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Figure 2.31:
Continued—Subplot (e) shows slices through an average of the first two samplings (2002), through an
average of all samplings, and through an average of the 2004 samplings. Dashed lines show ±2 SEs from
the estimate.
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Organic Matter and Moisture Content. Changes to two other components of the benthic layer that were
assayed, viz OM (organic matter [content]) and MC (moisture content), are worth illustrating as part of a
joint analysis involving benthic chlorophyll-a, based on proportions.31 Ternary biplots showing coordinated
changes in the three variables are presented in Figure 2.33. The first of these compares the two samplings
from 2002 with the first two samplings from 200332; the second compares all samplings from 2003 with
those from 2004. For each subset compared, pond-wise averages were used. The third plot of the triad
summarizes all the data (pond-wise averages were not taken), showing the barycentres of each yearly set of
samplings.
Table 2.12: Summary Statistics of a Proportional Odds Model of Benthic Organic Matter (OM)
in Pond 5 of the Swartkops Salt-works.(†
Contrast Low High Effect S.E. Lower 0.95 Upper 0.95 Wald Z Pr (> |z|)
Year — 2003:2002 1 2 -3.22 0.46 -4.12 -2.31 −6.98 2.98e− 12
Odds Ratio 1 2 0.04 0.02 0.10
Year — 2004:2002 1 3 -4.14 0.26 -4.64 -3.64 −16.23 0.00e + 00
Odds Ratio 1 3 0.02 0.01 0.03
Year — 2004:2003 2 3 -0.93 0.35 -1.62 -0.23 −2.62 0.0087
Odds Ratio 2 3 0.40 0.20 0.79
A sandwich covariance-estimator with year-wise cluster sampling was used to correct for heteroske-
dasticity and to robustify parameter estimation (Harrell 2008a, robcov function).
(† Model examined: OM ∼ Year (1-factor ordered logistic regression model). Wald statistics for the
model: χ2
[df=2] = 285.4, p < 0.0001, with a Brier score of 0.077, a Nagelkerke R
2 = 0.411, and a c
index= 0.694. (See Table 2.9 details relating to the interpretation of these indices.)
Note:—The table shows the odds of the effect shown in the Effect column occurring in one year as
opposed to it occurring in the contrasted year; in this case the effect is always a decrease in the OM
of the benthic layer (excl. the top centimetre and up to a depth of ≈ 5 cm).
Subplot (a) of the triad illustrates the main direction of change in the system, with ponds 1–5 travelling
across isoproportion lines33 of Chla.b/OM, and largely along isoproportion lines of MC/OM. The increase
in the proportion of benthic chlorophyll-a, which is also quite clearly shown, therefore occurs through an
increase in the ratio of Chla.b/OM, while the ratio of MC/OM stays essentially constant. There is a minor
reversion involving pond 1, which is shown in subplot (b) (the scaling of this diagram is different from
that used in [a]). Note the positions of ponds 5 and 6, with lower ratios of MC/OM, demarcating the high
salinity ponds of the system.
The marked improvement in benthic chlorophyll-a during the early part of the study is also illustrated
by these plots. But here one sees that this improvement, when analysed as part of a ternary system, is
coupled with another improvement, namely a decrease in the proportion of organic matter in the benthic
layer (excluding pond 6). A more detailed set of statistics relating to the change in OM in pond 5 are
presented in Table 2.12. These confirm the occurrence of a significant and progressive decrease in the
proportion of OM in the benthic layer, at least for pond 5. There is also a modest decrease in moisture
content, indicating that the sedimentary system has become more compact or “concrete.” While there
are no major changes between 2003 and 2004 in the proportions of these three variables—that is, the
system appeared to have stabilized—it needs to be borne in mind that the sample-set from 2003 includes
two samplings made in summer whereas the sample-set from 2004 is restricted to autumn and winter
samplings.
31See Appendix B.1 for discussion of some of the ramifications of this approach, and for references to some of the relevant
literature.
32Note, however, that the first two samplings of 2003, viz 10 April and 9 July, cover the first 6 months of 2003.
33These are not shown but can be quite easily drawn in by eye. See Appendix B.1, where both types of grid lines that are used in
ternary plots are illustrated and their use explained.
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(c) Yearly barycentres.
Figure 2.33: Ternary plots showing coordinated changes in the proportions of three components of the benthic-layer
system during the course of the study. Numerals index pond number. Arrows point forwards in time, showing
(averaged) pond-wise changes from the samplings of one year to those of the next. The axes or scales (isoportion
lines) of the simplex are labelled—not the bases—so that horizontal grid lines index increments on axis 1 (Chla-benthic);
left-sloping grid lines index increments on axis 2 (OM); and right-sloping grid lines index increments on axis 3 (MC).
The analysis was restricted to samplings when all three variables were jointly sampled (ponds 1–6). Proportions were
calculated on a pond-wise basis, using loge transformed data. OM = organic matter; MC = moisture content. For (a)
the comparison was restricted to the first two samplings of 2003, viz 10 April and 9 July. For (c) all the available data
were used in calculating the yearly barycentres or centroids; replicate samples (n ≥ 3) were averaged but the data were
not pooled further. The data for 2003 are drawn in grey. The label showing its barycentre is partly obscured by that
showing the barycentre of 2004. See Table 2.12 for summary results from a logistic regression model of changes in OM
in pond 5 on a year-by-year basis.
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Figure 2.34: Box-percentile plots of organic matter (OM) in the benthic layer at the Swartkops salt-works.
The y-axis shows Year:Pond combinations. Note especially the yearly decrease in the OM of pond 5.
Organic matter content based on replicate samples (n ≥ 3) that extended to a depth of ≈ 5 cm (top 1 cm
excluded from the determination). Solid circles show the mean; vertical lines show the median and the
lower and upper quartiles (see Figure A.1 for a schematic plot). See Table 2.12 for summary-results from a
more detailed analysis of OM in pond 5.
2.9 The Water Column: Particulate Organic Carbon and the Other Forms of
Particulate Organic Matter34
One of the main reasons for carrying out this study was to remedy the problem of detrital particles entering
the crystallizer system. Lacking that it was, at worst, to present evidence to show that the operational
changes that had been made to the system—namely the (1) system-wide reduction in pond-depth and (2)
the increase in salinity in pond 5—were working in the sense that POC (particulate organic carbon) in the
system had been reduced. While a reduction in POC would represent a considerable improvement it could
always be ascribed to changed nutrient inputs or to other subtle shifts. That is, the changes could simply
be incidental. Arguably a better index of whether anything substantive had been achieved, and of how
well the system really was doing, would be an estimate of the detrital fraction of POC in the water column
and of whether this had been reduced.
There are two likely approaches to obtaining such an index, and there are problems with both of them.
The truth is that the appropriate method for distinguishing the detrital component of POC from the living
component is a problem that still has not been satisfactorily resolved in any of the main aquatic fields,
viz limnology, oceanography, and estuarinology.35 Steele and Baird (1962, 1965) introduced a method
for obtaining a rough estimate by regressing POC on chlorophyll-a in the water column and using the
intercept—so, the point at which the concentration of the known living form is zero—as an estimate of
the detrital fraction. This approach has been used by some researchers, albeit with qualms (e.g. Tett et al.,
1975), but has been criticized by others. One reason for such qualms is illustrated in Figure 2.35, using the
present data set. Hecky et al. (1993) chose not to use it in their survey of 51 lakes and basins from around
the world because they felt that it made strong assumptions about relationships that could not be justified.
The other approach, which really is just a rethinking of the first approach, but which is not quite so
“black box”—because of its emphasis on the graphical aspect—, is simply to consider how the relationship
34Hereafter usually referred to simply as the “particulate forms,” comprising POC, PON, POP, and chorophyll-a in the water
column.
35Estuarine ecology.
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Table 2.13: Summary of Relationships Between POC and the Other Forms of POM in the
Water Column During 2002–2004. The Table Shows Considerable Strengthening in 2004 of
the Relationship Between POC and the Other Forms of Particulate Organic Matter.(† Replicate
Samples (n ≥ 3) Were Averaged Before Carrying Out the Analysis.
ρ2 F df 1 df 2 p-value adj. ρ2 adj. ρ2nmon n
Year = 2002
PON 0.193 3.1 1 13 0.101 0.131 0.179 15
POP 0.232 3.9 1 13 0.069 0.173 0.105 15
Chl-awc 0.088 1.3 1 13 0.283 0.018 0.049 15
Year = 2003
PON 0.298 16.1 1 38 0.000 0.280 0.273 40
POP 0.413 26.7 1 38 0.000 0.397 0.422 40
Chl-awc 0.056 2.3 1 38 0.140 0.032 0.118 40
Year = 2004
PON 0.814 148.7 1 34 0.000 0.808 0.803 36
POP 0.869 225.2 1 34 0.000 0.865 0.861 36
Chl-awc 0.269 12.5 1 34 0.001 0.247 0.301 36
The reported p-value is for ρ2, the square of the standard Spearman correlation coefficient. Two other
versions of this coefficient are reported (columns 7 and 8). Both are penalized versions of ρ2 calculated
using the same formula as used for calculating the adjusted coefficient of determination, R2. The first
of them is based on the coefficient reported in column two; that is, it is a penalized version of ρ2. The
second is a separately calculated coefficient that uses a quadratic rank generalization of the standard
statistic that allows it to capture non-monotonic relationships between variables.
(† There is also clear evidence of increasing linearity in the relationship between POC and water-column
chlorophyll-a, from comparing adj. ρ2 and adj. ρ2nmon.
Note:—The analysis was carried out using the spearman2 function in the Hmisc package (Har-
rell, 2008b).
Table 2.14: Summary of Relationships Between POC and the Other Forms of POM in the Water
Column During 1998–1999. Synthesis of Data Collected by Du Toit (2001).
ρ2 F df 1 df 2 p-value adj. ρ2 adj. ρ2nmon n
Year = 1998
PON 0.007 0.1 1 22 0.704 −0.038 0.104 24
POP 0.026 0.6 1 22 0.448 −0.018 −0.061 24
Chl-awc 0.095 2.3 1 22 0.142 0.054 0.010 24
Year = 1999
PON 0.401 11.4 1 17 0.004 0.366 0.336 19
POP 0.009 0.1 1 17 0.705 −0.050 0.043 19
Chl-awc 0.077 1.4 1 17 0.250 0.023 −0.036 19
The reported p-value is for ρ2, the square of the standard Spearman correlation coefficient. Two other
versions of this coefficient are reported (columns 7 and 8). Both are penalized versions of ρ2 calculated
using the same formula as used for calculating the adjusted coefficient of determination, R2. The first
of them is based on the coefficient reported in column two; that is, it is a penalized version of ρ2. The
second is a separately calculated coefficient that uses a quadratic rank generalization of the standard
statistic that allows it to capture non-monotonic relationships between variables.
Note:—The analysis was carried out using the spearman2 function in the Hmisc package ( Harrell, 2008b).
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Figure 2.35: An illustration of one of the problems of using an intercept-based approach to determining the detrital
component of POC. Note how the estimate of detrital POC (6.493mg/L) is likely to be an overestimate for the linearly
increasing part of the relationship between POC and chlorophyll-a (chlorophyll-a ≥ 9µg/L), but a gross underestimate
at lesser chlorophyll-a concentrations (/ 4µg/L). A robustly estimated trend line is likely to improve the accurracy
of the estimate for the linearly increasing part of the range, but in consequence will further degrade the accuracy of
the estimate at the lower part of the range, which is where it needs to be improved. One such robust estimate gives
an intercept of 4.864 with a slope of 0.234; that is, the estimate of detrital POC is 1.629mg/L less than the ordinary
least-squares estimate. The spline-based estimate, at a chlorophyll-a concentration of zero, is 23.17mg/L (solid grey
smooth). This is virtually the same as the result got from fitting a robust but strictly linear relationship to the data for
2002 only, viz 22.78mg/L (see Figure 2.36).
between POC and chlorophyll-a has changed over time, and, in particular, to show how the slope of
the relationship has changed. This is the approach that was used here.36 The basic rationale is that an
improving, or strengthening, relationship between POC and chlorophyll-a should, other things being equal,
indicate a reduction in the detrital fraction of POC. According to which way the slope is changing, one
gets a general sense of whether processes are moving towards a detritally-based system or away from one.
If, within a single pond, or pond-set, the ratio of POC to chlorophyll-a at low concentrations of the latter
decreases, this must mean either a change in the biota of the system or a reduction in the detrital fraction
of POC. A more expansive or descriptive explanation follows:—
In a well-balanced system with a moderate supply of nutrients most POC should be in the form of living
matter, with tight coupling between primary production and the microbial loop. That is, growth should
be nicely balanced by breakdown and remineralization. Teubner et al. (2003), for instance, showed that
there was just such a “tightening” up of relationships in the water column, notably with a strengthening
of relationships between the particulate elemental forms (i.e. POC, PON, and POP), consequent upon
a reduction in nutrient inputs to a small, shallow lake system. In a poorly-balanced system with an
over-supply of nutrients growth usually outstrips decomposition for a time and then abruptly collapses.
The microbial loop to some extent becomes decoupled from production and there is a greater separation
between what happens in the water column and what happens in the benthic layers. Such systems tend to
36No references to the method can be given since none are known to exist, which is merely another way of saying that it makes a
great deal of sense to the author to do it this way.
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Figure 2.36: Scatterplot of POC versus chlorophyll-a in the water column, for the complete data set. The two plots
show the same data, except that one of the study-years (either 2003 or 2004) was pencilled out in each plot for the
sake of clarity. The boxplots therefore show the complete marginal distributions of the two variables; hence they are
not repeated across plots. Smooths (LOWESS smoother), data ellipses (90% coverage), and least-square regression
lines were calculated independently for each subset of the data. Both the data ellipse and the least-squares line were
calculated using robust methods (cov.rob in package MASS and lmRob in package Robust, respectively [Venables and
Ripley 2002; Wang et al. 2008]).
Regression Statistics:—Intercept (α) and slope (β) coefficients from fitting separate regressions for each year (units
for both are mg/L): (1) 2002: α = 22.78; β = 1.04; (2) 2003: α = 4.74; β = 1.09; (3) 2004: α = 1.80; β = 1.27. Fitting a
single multiplicative model of the form POC ∼ Chla.w ∗ Year to the data permits a test of whether the slope coefficients
differ from year to year: (1) β2002 vs β2003: t value = 1.05, p = 0.2965; (2) β2002 vs β2004: t value = 3.94, p < 0.0001; (3)
β2003 vs β2004: t value = 3.06, p < 0.0024. The basic statistics for this model were: resid. SE[df=267] = 0.9201; R
2 = 0.394
Note:—The analysis uses a subset of the data involving four variables, viz POC, PON, POP, and Chlorophyll-a (water
column). These were jointly transformed to multivariate normality using a Box-Cox power transformation.
exhibit a flip-flop or bloom-and-bust type of behaviour. Given a well-mixed water column, which is the
norm for solar salt-works, a greater proportion of water-column POC in such systems is likely to be in the
form of detritus than in the form of living material, having been stirred up from the sediment.
§ § §
The results of two distinctly different types of analysis are presented in this section. First, changes in the
absolute values of the different forms of particulate organic matter are presented. Following this, relative
changes in these forms are reported. The two types of analysis furnish complementary types of information.
Changes in the ratios of the organic forms of particulate matter provide useful reference information on the
condition of pond-life, the most important ratio perhaps being that involving POC and chlorophyll-a. Such
ratio-based information, however, tells one nothing about changes in absolute or real values. It therefore is
necessary to carry out parallel analyses in order to have both types of information. Relative, proportional,
or ratio-type data inhabit a curious vector space known as the simplex and require special methods of
analysis. These are briefly introduced at the head of the section in which the results relating to them are
presented. More detailed coverage is given in Appendix B.1.
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2.9.1 Results and Discussion
Standard Method of Analysis: Examining Absolute or Real-valued Changes. When the data are viewed
in summary form (Figure 2.39) as part of an unconstrained or real number system the main changes one
notes are a substantial decrease in POC between 2002 and 2003/2004 and a decrease in PON in 2004.37
For all analytes, the median value continues to decreases in 2004, with PON and POP being characterized
by long tails (due to the development in 2004 of a relatively well characterized high salinity pond system;
these are apparent in Figure 2.40, but are more fully illustrated in 2.53, where they are shown as part
of a coordinated change). Yearly changes on a pond-wise basis are shown in Figure 2.37, with further
information being given in Table 2.15, where basis ratios of the particulate elemental forms are calculated,
and summary information on inorganic nutrients is also given.
Chlorophyll-a and POC are the main analytes of interest. Details of pond-by-pond concentrations of
these two variables are therefore given (Table 2.16). The striking way in which the relationship between the
two variables changed during the course of the study is illustrated in Figure 2.36. This “tightening up” of
their relationship, and of that between POC and the other two particulate elemental forms, is evidenced
by the correlation coefficients reported in Table 2.13 (also see Table 2.14, where the same relationships
during the time of Du Toit’s study are shown). These show a substantial strengthening of the relationship
between POC and the other particulate forms during the course of the study, as well as a straightening or
linearization of their relationships.
As noted in the introductory comments, such changes are indicative of a decrease in the detrital
component of POC, more especially since chlorophyll-a in the water column did not change significantly
during the period of study. Following the data presented in Table 2.15, POC was the only particulate
form that changed significantly overall, though the decrease in PON in 2004 is significant at the 10%
level. For the basis ratios, only those involving POC are significant, with the change being driven by a
decrease in POC. The magnitude of the change usually is substantial (Table 2.15). The only ratio that
Analyte concentration
Ye
ar
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0 20 40 60 80 100
POC, mg L
0 2 4 6
PON, mg L
2002
2003
2004
0.0 0.2 0.4 0.6 0.8
POP, mg L
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Chl−a, µg L
Figure 2.39: Box-percentile plot summaries of the four forms of particulate organic matter in the water
column that were studied. Solid circle shows the mean; vertical bars show the median and the lower and
upper hinges. (See Figure A.1 for a schematic illustration of this type of plot.)
37The right-skewed nature of the data means that this difference is somewhat obscured when using classicial or mean-based
statistical methods.
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Figure 2.40: Overview of yearly changes in the concentrations of the four forms of particulate organic matter in the
water column that were studied. Symbols mark the different yearly means, N gives the total number of samplings per
pond. Replicate samples (n ≥ 3) per sampling were averaged in a pre-processing step.
changed significantly between the second and third years of the study, however, is the POC/POP-ratio.
An overview of the main directions of change in the system in terms of absolute concentrations is given
in Figure 2.41, using discriminant analysis. Note the short vector for chlorophyll-a in the loadings plot
(Canonical weights), reflecting the fact that the concentration of chlorophyll-a hardly changed during the
five years summarized (Tables 2.15 and 2.17). The associated box-percentile plots (2.41b) show that the
concentration of POC in the water column at the beginning of the study was essentially the same as it
was during the time that Du Toit (2001) studied the salt-works. Thereafter, there was a very considerable
change (Figure 2.45).
Compositional Method of Analysis: Examining Ratio- or Relative Changes. It is necessary to note at
the outset that for all the compositional-type analyses described in this section, natural logarithms were
taken before converting to proportions. This was done to overcome the problem of different scales of
measurement, and to stabilize the variance. This alters proportions, but these are arbitrary anyway, being
determined by the units of measurement of the variables being composed.38 The effect of taking logarithms
is relatively minor, as shown in Figure 2.42. It scales back the dominance of POC and chlorophyll-a, and
allows POP to be shown.
38The transformation to logarithms therefore merely sets up relationships in the simplex; it is the subsequent changes on the
so-determined scale that are the focus. Some authorities have proposed taking ranks before taking proportions (Bacon-Shone, 1992),
but this has its own problems and only works well if there are many variables in the composition. For three-part compositions,
logarithmic transformation arguably does a better job. Like rank transformation, it does not change the ranking of the variables in a
composition.
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Jackson (1997, see also Cuadras et al. 2005) proposed using correspondence analysis to overcome these
and related problems, since, at bottom, correspondence analysis is an analysis of proportional relationships
between variables that uses double centering and χ2 distances. To some extent this approach was followed
here. Appendix B.1 provides a more detailed description of the relationship between correspondence
analysis and the compositional method. Notes on how to interpret some of diagrams and factor maps are
also given.
Why use a compositional method of analysis anyway, given that most people don’t even bother? The
problems that arise when analyzing data that have been converted to proportions, or which have been
constrained to sum to some constant—a manipulation that puts them in a vector-space known as a simplex—
, were noted more than a century ago by Karl Pearson (1897). Chief amongst them is that when standard
arithmetical operations are applied to such data—so, calculations based on Euclidean geometry—spurious
relationships between variables can be introduced, with correlations “appearing” where none exist, and
with them tending to have a negative bias overall. In the early 1980s Aitchison (1982; 1983; 1986) proposed
a set of methods for analyzing simplicial data, based on the log-ratio transformation. This “released”
the composition from the constraints of the simplex, for the values of the components could now range
between −∞ and +∞, so that it could be analyzed using traditional methods or tools. An important aspect
of Aitchison’s approach is that it allows meaningful statements to be made about subcompositions.39 With
the notable exception of the Geosciences, these methods have been blithely ignored, at some peril to the
accuracy of the results and to the predictions that have been made.
When the data are analyzed as part of such a system, using the Aitchison-approach, then a number
of important coordinated changes become apparent. An overview of these, covering the period of Du
Toit’s study and ending with the final year of the present study, is presented in Figures 2.43, 2.44, 2.47,
and 2.46. The first of these figures illustrates the remarkable extent to which the proportion of POC in the
water column decreased during the first year of the study, and the fact that this proportion did not change
appreciably thereafter. Together with the summaries given in subplot (a) of Figure 2.44, it further shows
that the ratio of POC to chlorophyll-a at the beginning of the study was the same as it was during Du
Toit’s study. The decrease in the proportion of POC took place mainly as a result of a major increase in
the proportion of chlorophyll-a in the water column. Since this is a living form, and since it represents a
fraction of POC, the result provides further evidence that the detrital fraction of POC decreased during this
time. These facts are more securely demonstrated in Figure 2.44, where the ratios of the particulate forms
2002 2003 2004
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0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Component
Chl−a
 wc POC PON POP
(a) Composition formed without taking logarithms.
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(b) Composition formed after taking logarithms.
Figure 2.42: Overview of yearly changes in the proportions of the four forms of particulate organic matter in the water
column that were studied. Subplot (b) shows the extent to which taking logarithms before forming the composition
“equalizes” proportions. See Figure 2.47 for a more detailed version of (b), showing pond-wise proportions for each
year.
39The key here is that proportions of the components in a composition change “willy-nilly” according to what is included in the
composition. This is not so for ratios of components, which possess the property of subcompositional coherence, meaning that they
are invariant to the “composition” of the composition. Whether it is a 4-part composition or a 3-part composition does not matter: the
proportion of any two components will change, but the ratios will be the same. The advantage of using the logarithm of the ratio is
that the value of the ratio is invariant to which component is chosen to be the denominator (except for a change of sign).
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Figure 2.43: Part 1/6. Overview of yearly changes in the proportions of the four forms of particulate organic matter
in the water column during the earlier study-period for which there are data, viz 1998–1999 (Du Toit, 2001), and the
present study-period, viz 2002–2004. See Figure 2.47 for a pond-wise breakdown of these data.
Note:—While some of the difference in the proportional contribution of PON to POM between the 1998–1999 and the
2002–2004 study periods could be attributed to differences between the methods of the analysts concerned, this is
unlikely to be the full or meaningful explanation. The reason is given in Figure 2.45, which shows similar absolute
concentrations of PON in ponds 1–2 and 4–5 for the two periods, the essential differences being restricted to ponds 6–7
and C.
are summarized. In 2004 there was a further increase in the proportion of chlorophyll-a, at the expense of
PON. The proportion of POP also increased yearly by a small amount (but with its ratio to chlorophyll-a
remaining essentially constant), mainly due to a marked increase in the concentration of POP in the highly
salinity ponds 7–C (see Figure 2.40). The stacked barchart shown in Figure 2.47 provides a more detailed
pond-by-pond overview of these changes.
Further consideration of the endpoints of the series being compared shows that all ratios involving
PON changed greatly, with the PON side of the ratio increasing (Figure 2.44). The other major change,
as noted above, was a decrease in the ratio of POC/Chla.w. This change, however, only occurred during
the current period of study, and more especially in the transition from 2003–2004, as shown in Figure 2.36.
Reverting briefly to absolute values, it is worth noting the extent to which variation in the concentration of
POC was reduced during 2004, suggesting the presence of a much more closely-integrated, controlled pond
life (Figure 2.37). A within-study reversal that needs noting is that involving the ratio of PON/Chla.w,
which decreased during the study, though it increased overall.
A multivariate overview of these changes, which matches that given above (2.41) for the real-valued
system, is shown in Figure 2.46. Clearly, the main influences and patterns of change are similar, the primary
difference being the very much greater role played by chlorophyll-a in the ratio-based analysis. What
sets 2004 apart is the higher proportion of chlorophyll-a and POP in the system. In 2003, in contrast, the
proportion of PON is higher and the proportion of chlorophyll-a lower (also see Figure 2.47). The fact
that the current condition of the salt-works is distinctly different from its condition when Du Toit (2001)
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Figure 2.44: Part 2/6. Overview of yearly changes in the ratios of the four forms of particulate organic matter in the
water column that were studied. The scaling of the y-axis is in natural logarithms, so zero gives a ratio of equal parts
or 1. See Table 2.15 for additional details of the 2002–2004 part of the data set and Figure 2.40 for a visual summary of
absolute values. (For 1998–1999, see Table 2.17 for further details, where comparison with 2002 is made.)
Note:—This figure fulfills the dual purpose of showing ratio-changes during the present study and of relating these
changes to the state of the salt-works at an earlier period. This between-period comparison is made in greater detail in
Figures 2.45, 2.46, and 2.48. The purpose of this section is to focus more on changes during the 2002–2004 study period.
The data for 1998–1999 were collected by Du Toit (2001).
studied it is shown in Figure 2.46b. An especially striking aspect of its current state is the strictly ordered
arrangement of the ponds and the better balance of particulate forms in the water column, with higher
proportions of chlorophyll-a and PON.
A More Detailed Look: Within-pond Changes. So far, the analysis has concentrated on showing
yearly changes. Yet it is important to consider whether these changes occurred in all ponds of the system,
or whether just some of the ponds changed, and, if so, which ones they were. This may be done using a
series of ternary diagrams. The first of these (Figure 2.49) shows the remarkable extent to which the ratios
of POP to PON and POC to POP remained constant across all three years of the study, while the ratio of
PON to POC first increased in all ponds of the system (except pond 5) in the first transition period, from
2002 to 2003, and then decreased in ponds 1, 4, 5, and 6 in the second transition period, from 2003 to 2004.
Figure 2.50 shows changes in the subcomposition involving POC:PON:Chla.w. These are not quite so
closely focused on a particular ratio, but still show noteworthy patterns of change. Of primary interest
is the decrease in the ratio of POC to chlorophyll-a. This affected all ponds of the system in the first
time-segment (2002 to 2003), but only some of the ponds in the second time-segment were affected. In
particular, the extremophile ponds (6–8/C) emerge as a clearly defined subsystem, well separated from the
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Figure 2.45: Part 3/6. Overview of particulate organic matter in the water column during 1998–1999 (Du Toit 2001)
and that recorded during the present study. The quartet of plots illustrates real-valued changes in these particulate
components of the water column between the two study periods. Both data sets were limited to those samplings when
all four variables were jointly sampled. Especially noteworthy are the increased concentrations in the crystallizer pond
(C) of all the particulate forms except for POC, together with the marked system-wide decrease in POC.
other ponds and with essentially fixed ratios during the 2003–2004 time-segment. Partial results for the
other subcompositions involving chlorophyll-a are shown in Figure 2.51 and show a similar pattern. Here
the main change to emphasize is the emphatic system-wide decrease in the ratio of POC to chlorophyll-a in
the first time-segment, and the continuation of the decrease in ponds 1–5 (except for a reversal in pond 3)
during the second time-segment (Figures 2.51-a and 2.51-b). Again, the extremophile ponds do not change
during the second time-segment.
The distinctly different behaviour of the extremophile ponds in all of the sub-compositions that involve
chlorophyll-a is worth commenting on. Initially, their ratios are generally similar to those of the other
ponds (the crystallizer pond tends to be separate from the outset), but in the 2003–2004 time-segment
they form a distinct grouping. The ratio of POP to POC is the same as that of the other ponds, but they
have higher ratios of POC and POP to chlorophyll-a. The nature of the organisms responsible for these
differences is not known, and no data on this aspect of pond-life were collected, so one can only speculate
about the life-forms involved.
However, the fact that both chlorophyll-a and high salinity are implicated means that one may travel
some way along the “supposing-path” and be reasonably confident that one is engaging in more than
mere guess-work. The main chlorophyll-a containing organism at high salinity is Dunaliella salina (dunal)
teodoresco. This has ≈ 2× the chlorophyll-a content of D. viridis teodoresco (García et al., 2007)
and the remarkable ability to increase CO2 assimilation and carbon fixation in response to salinity-
stress; photosynthesis in cyanobacteria, in contrast, is inhibited. Liska et al. (2004) have shown that
the photosynthate, together with a reduced form of DHAP (dihydroxyacetone phosphate or glycerone
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Figure 2.47: Part 5/6. Stacked bar-plots showing an overview of yearly changes in the proportions of the four forms
of particulate organic matter in the water column during 1998–1999 (Du Toit 2001) and the three years of the present
study (2002–2004). The x-axis labels mark out each study period, with numerals + Cryst. (= Crystallizer) indexing
pond number in the system. A vertical line drawn through the final bar of each set (Cryst.) helps to demarcate each
study period. Logarithms were taken before forming proportions and within-pond yearly means were calculated
within the composition, i.e. as geometric means. Data sets were limited to those samplings when all four variables
were jointly sampled. See Figure 2.45 for comparison of absolute values and Tables 2.15 and 2.16 for details of the data
from the present study.
phosphate), is used to manufacture glycerol, the main osmolyte responsible for the ability of Dunaliella
to survive at extreme salinity. These facts may explain why these high-salinity ponds are characterized
by higher ratios of POC and POP to chorophyll-a than the other ponds, since glycerol is a major source
of carbon at these salinities and the up-regulating of the Calvin-Benson-Bassham Cycle would require
elevated levels of phosphate-rich activators such as NADPH. The explanation is also fully consistent with
the fact that the POP to POC ratio in these ponds is the same as it is in the other ponds of the system, since
they are positioned essentially on the same isoproportion line. This is shown more clearly in Figure 2.52,
where, regardless of the year of assay, all ponds lie on an isoproportion line of / 0.1 of POP:POC and of
' 0.9 of Chla.w:POP.
Overview of Ratio-based Changes. The results of two summary-type analyses conclude the section.
The first of them, Figure 2.53, shows the first dimension of a correspondence analysis of the data. It
illustrates the manner in which relationships between the ponds changed, based on changes in particulate
organic matter in the water column. The analysis shows that at the beginning of the study (2002) the bulk
of the concentrator ponds are barely distinct, with low salinity ponds having much the same profile of
particulate organic matter as the “accumulator” ponds, i.e. the downstream ponds 6 and 7, and at that point
also pond 5. The balance of particulate organic matter in the system was also clearly weighted in favour of
POC, PON, and POP, rather than chlorophyll-a. This changed noticeably during 2003 and 2004. Not only
was there a resorting of ponds, so that by 2004 a classic pond-profile for a salt-works had been established,
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Figure 2.48: Part 6/6. Overview of changes in the four forms of particulate organic matter in the water column during
1998–1999 (Du Toit 2001) and the final year of the present study (2004). Subplots (a) and (b) show separately scaled
versions of the raw data of each data set. Subplots (c) and (d) use regression plots (Hirschfeld, 1935; Hill, 1974; Chessel
et al., 2003a; Chessel, 2006; de Leeuw and Mair, 2008) to summarize the state of the salt-works during each time period.
These use the scores from the first dimension of a correspondence analysis of the raw data to give a joint classification
of (1) particulate organic matter in the water column and (2) the pond-system. For these subplots (i.e. c and d), square
size shows the raw values of the data relative to the grand total for each time period. The analysis was carried out as
described in the legend to Figure 2.53 on page 154 except that logarithms were not taken; subplot (d) therefore shows a
non-log-transformed version of subplot (c) of that figure. Both data sets were limited to those samplings when all four
variables were jointly sampled.
Note on Interpreting a Regression Plot:—Ponds that classify together have similar profiles of particulate organic matter
in the water column. Ponds having identical profiles would have the same score and hence would overlie each other.
That is, the absolute values of particulate organic matter in the water columns of the two ponds might be different but
the relative differences would be the same. The interpretation for particulate forms is the same: if two forms classify
together then they have similar profiles of particulate organic matter in the water column across ponds. See Figure 2.53
and Appendix B.1 (especially Figure B.3) for additional details.
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(c) Yearly barycentres
Figure 2.49: Ternary plots showing coordinated changes in the proportions of three key components of the water column during
the course of the study. For (a) and (b): arrows point forwards in time, showing (averaged) pond-wise changes from the samplings of
one year to those of the next. The grey triangles in the inset plots provide a visual summary of the primary change: an increase in
the proportion of PON, coupled with a decrease in the proportion of POC, with the proportion of POP staying essentially constant.
For (c) all the available data were used in calculating the yearly barycentres (centroids); replicate samples (n ≥ 3) were averaged but
the data were not pooled further. The data for 2003 are drawn in grey. For all subplots: the axes or scales (isoportion lines) of the
simplex (not the bases or vertices) are labelled so that (1) horizontal grid lines index increments in POC; (2) left-sloping grid lines
index increments in PON; and (3) right-sloping grid lines index increments in POP. Numerals index pond number (C = crystallizer).
The analysis was restricted to samplings when all three variables were jointly sampled (ponds 1–7+crystallizer). Proportions were
calculated on a pond-wise basis, using loge transformed data. POC = particulate organic carbon; PON = particulate organic nitrogen;
POP = particulate organic phosphorus. Note that the analysis uses real geometry (the so-called D–1-dimensional simplex—that is, the
simplex SD is simply treated as a subset of real space RD) rather than Aitchison geometry, so the centroids represent arithmetic rather
than geometric means (see Aitchison et al. 2002 and van den Boogaart and Tolosana-Delgado 2008, §2 for further details).
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(c) Yearly barycentres
Figure 2.50: Ternary plots showing coordinated changes in the proportions of three key components of the water column during the
course of the study. Numerals index pond number (C = crystallizer). Arrows point forwards in time, showing (averaged) pond-wise
changes from the samplings of one year to those of the next. The axes or scales (isoportion lines)—not the bases—of the simplex
are labelled so that (1) horizontal grid lines index increments in POC; (2) left-sloping grid lines index increments in PON; and (3)
right-sloping grid lines index increments in Chl-awater column. The analysis was restricted to samplings when all three variables
were jointly sampled (ponds 1–7+crystallizer). Proportions were calculated on a pond-wise basis, using loge transformed data.
POC = particulate organic carbon; PON = particulate organic nitrogen. For (a) and (b) the grey triangle in the inset plots provide a
visual summary of the primary change: a marked increase in the proportion of chlorophyll-a, coupled with marked decreases in
the proportions of POC and PON. For (c) all the available data were used in calculating the yearly barycentres (centroids); replicate
samples (n ≥ 3) were averaged but the data were not pooled further. The data for 2003 are drawn in grey. The label showing
its barycentre is partly obscured by that showing the barycentre of 2004. Note that the analysis uses real geometry (the so-called
D–1-dimensional simplex—that is, the simplex SD is simply treated as a subset of real space RD) rather than Aitchison geometry, so
the centroids represent arithmetic rather than geometric means (see Aitchison et al. 2002 and van den Boogaart and Tolosana-Delgado
2008, §2 for further details).
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Figure 2.51: Ternary plots showing coordinated changes in the proportions of three key components of the water
column during the course of the study. Numerals index pond number (C = crystallizer). Arrows point forwards in time,
showing (averaged) pond-wise changes from the samplings of one year to those of the next. See Figure 2.49 for further
notes on interpretation.
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Figure 2.52: Ternary plots with isoproportional scales illustrating the remarkable extent to which the ratios of POP to
POC and PON to POC stayed largely constant in all ponds of the system across all samplings. The yearly, progressive,
decrease in the ratio of POC to Chla.w is also well illustrated, with comparatively high ratios in 2002 and low ones in
2004. See Figure 2.51 for the same data on a different scale, with yearly pond-wise changes being shown.
but the slope of the regression of Pond (i.e. physical position in the system)40 on type of particulate organic
matter had changed for the better.
The positions of ponds 4 and 5 in 2003 and 2004 merit more detailed comment and should be emphasized.
Biotically, both move closer to the beginning of the system, where chlorophyll-a is the predominant form of
particulate matter in the water column. Especially important is that in 2004 pond 5 takes the third position
in the biotic arrangement, with higher ratios of chorophyll-a to the other forms of particulate matter than
occurs in ponds 3 and 4 (and in the accumulator ponds 6, 7, and Crystallizers).
The importance of this is that it means that any imbalance, or over-production of particulate matter,
that occurred in ponds 3 and 4 was corrected for, or taken out of the system, by pond 5, and so was not
passed on to the downstream ponds. Such a statement would not be reasonable if pond 5’s biotic position
matched its physical position in the system. The analysis also shows that in 2003, and to a greater extent
in 2004, three distinct groups of ponds existed at the saltworks, judged by particulate organic matter in
the water column. This, and the group-ordering of the ponds, is largely as it should be. The paradigm
for a solar salt-works is that nutrients and organic matter concentrate or accumulate in the downstream
ponds of the system (Javor, 1983b, 2002), and this is shown to be the case here, with ponds 6–C being
well separated from the rest of the system. Note, therefore, in particular, the regular manner in which the
concentrations of POC, PON, and POP increase as one traverses the system, while the concentration of
chlorophyll-a remains essentially constant.
Figure 2.53 also illustrates the changing nature of ratio-relationships betweeen the particulate forms
of organic matter in the water column. The close linking of the ratios of POC to POP that existed in 2002
weakened somewhat in 2003 (though the linkage between them remained tight, will little variation in the
ratio), it being replaced by a progressive strengthening of the relationship between POP and PON. This was
expressed, finally, by a near invariance across ponds in the ratios of these two forms (Figure 2.56). Bacteria,
as well as diatoms and eukaryotic algae, tend to be rich in phosphate-compounds, whereas cyanobacteria
40An important conceptual distinction is that of the physical position of a pond in the system as opposed to its biotic position.
These two need to be properly aligned, and the extent to which they are not represents a measure of the disequilibration of the system.
An example of such disequilibrium would be pond 3 classifying with an accumulator or extremophile pond, such as occurred during
the time that Du Toit (2001) studied the salt-works (see Figure 2.48), when a number of the ponds of the system were clearly out of
place.
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Figure 2.55: Column-preserving relative variation biplots of the first two dimensions of the base analyses used in the
multiple co-inertia analysis shown in Figure 2.54. Principal (log-contrast) components were calculated on a centred
log-ratio matrix of compositions comprising the yearly pond-wise (geometric) means of the loge-transformed variables
(the different forms of particulate organic matter in the water column that were studied). Note that in the third panel
of the triptych (2004) the label for pond 2 is largely obscured by the label for chlorophyll-a and that the label for pond
6 is hidden by the label for PON.
Variance accounted for by each dimension: (1) 2002: PC1 = 64.2 %, PC2 = 30.6 %; (2) 2003: PC1 = 73.9 %, PC2 = 25.0 %;
(3) 2004: PC1 = 94.57 %, PC2 = 3.97 %.
Note:—The analysis was carried out using functions in the compositions (van den Boogaart et al., 2006; van den
Boogaart and Tolosana-Delgado, 2008) and ade4 packages (Chessel et al., 2004).
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Figure 2.56: Cleveland dot plots showing (a) changes in the pairwise compositional ratios of the different types of
particulate organic matter in the water column. Subplot (b) shows the extent to which the variability of these ratios
decreased during the course of the study. For (a), each ratio represents the geometric mean of the ratio in each pond,
taken over all samplings. For (b), the x-axis of each plot is labelled with the name of the ratio analyzed. The statistic
plotted is Aitchison’s Variation Matrix Statistic, T, where T(x) = var{loge(xi/xj)}. The smaller the value of T, the more
constant or unchanging the ratio (or proportion) of the two forms. See Aitchison (1986, p. 76, and 2005, p. 40) for
further details.
Note:—The analysis was carried out using functions in the compositions (van den Boogaart et al., 2006; van den
Boogaart and Tolosana-Delgado, 2008) and Hmisc packages (Harrell, 2008b).
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tend to be rich in nitrogen-compounds (Vadstein et al. 1993; Teubner et al. 2003). It is interesting to
speculate, but one should not take it farther than that, that the initial association between POC and POP
reflects the (presumed) more strongly heterotrophic nature of the system at the beginning of the study. The
POP in this case, would therefore be largely bacterial, at least in those ponds where the detrital fraction of
POC was high. The high concentration of POP in the extremophile ponds at the end of the study almost
certainly represents a resurgent Dunaliella-population. By this time POC was more strongly correlated with
all forms of POM in the water column, and there was a decided equalizing or balancing of its relationships
with the other particulate forms, which puts it close to the origin of the biplots (see below). Arguably the
greatest change in its relationships with the other particulate forms was with chorophyll-a (Figures 2.54
and 2.56)..
The second summary analysis shows some aspects of these changing relationships (= ratios) to better
effect (Figure 2.54). Table-matching methods were used to find a common model or structure, thus allowing
the yearly samplings that make up the “data-cube” to be shown as deviations from a common position.
A pseudo-compositional approach was adopted, meaning that the composition (comprised of the four
particulate forms studied) was taken out of the simplex using a centred log-ratio transformation, so
allowing a set of standard, covariance-based, principal component analyses to be carried out (Aitchison,
1983; Aitchison and Greenacre, 2002; Aitchison and Ng, 2005), one for each year of the study. Biplots of
these—the base analyses used in the multi-table analysis—are shown in Figure 2.55. The compositional
approach means that the base biplots, and the summary biplot shown in the top-right panel of Figure 2.54
(a), are relative variation biplots. That is, they show relative variation or ratio-type information, and it is
the links41 between the apices of the vectors that provide much of the key information. For instance, the
squared lengths of the links give an estimate of relative variance, or Aitchison’s T (Figure 2.56-b). (See
Appendix B.1 for further discussion and references.)
In both sets of diagrams (Figures 2.54 and 2.55), note especially the manner in which POC comes to
align with chlorophyll-a during the second and third years of the study. Note also the shortening of the
links between the two variables. Also clearly shown (Figure 2.54-b) is the fact that 2003 comes closest to the
common position, with the length of the vectors in the panel for 2004 indicating further pond-wise changes
in the ratios of the particulate forms during 2004. From a system-wide perspective, Figure 2.55 shows that
by 2003 the basic ratio-pattern had been established, the main adjustment thereafter being to the PON:POP
ratio. From the standpoint of interpretation, note that one may easily read off from the relative variation
biplots whether a pond has a low or a high ratio of a particular pair of variables. For example, in the
central panel of Figure 2.55, pond 7 has a higher ratio of POP to PON than pond 4, and the extremophile
ponds 6-C have higher ratios of POP to chlorophyll-a than ponds 1 and 2, or ponds 3 and 5, and so on.
It is also the case that the closer the links are to lying on a straight line, the more closely correlated their
ratios are (Aitchison and Greenacre 2002, §4.5). So, in the right-hand panel of Figure 2.55, all the ratios
have come to be closely correlated, except for the ratio of PON to POP. The alignment of the links of the
vectors for chlorophyll-a, POC, and PON also means that the ratio of chlorophyll-a to POC in the system is
proportional to the ratio of POC to PON (Aitchison and Greenacre, 2002, loc. cit.).
The analysis shows that it was the tightening of the PON:POP ratio in 2004, to the extent that the ratio
was nearly constant across all ponds of the system, that set the final stamp on the system. Almost all
the variance (95%) lies in one dimension, with ponds and decriptor-vectors strung out along it in orderly
fashion. This is very different from the first, and to some extent even the second, year of the study, when
ratios were topsy-turvey from pond to pond. It reflects the existence of an orderly pattern of changing ratios
as one traverses the system from start to finish. The more closely correlated nature of their relationships has
been mentioned above. In the “new system,” i.e. 2004, the ratio of chlorophyll-a to the other forms is high
at the beginning of the system, in the middle-system ponds there is a balance in the ratios of POC with
the other forms, and in the extremophile ponds the ratios of PON and POP with the other forms is high
compared to their ratios in the middle of the system and more especially to their ratios with chlorophyll-a
at the beginning of the system.
Pond 3 lies at the origin of the system (Figure 2.55, right panel of the triptych), with pair-wise ratios of
the particulate forms that are close to the overall mean for the system (see Figure 2.56-a). To the left of
it, in quadrant II, lie ponds 4 and 5, with largely similar ratios. One therefore recovers in 2 dimensions
essentially the same result as that given by the correspondence analysis summarized in Figure 2.53-c. These
facts all point to an improved, better balanced system, with a more closely integrated biota in each pond.
The question posed in the introduction to §2.8, viz “Has the system changed, and has the change been for
41Imagined segments linking the apices of the vectors, which then represent a particular ratio.
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(a) (b)
Plate I: Sections (≈ 1.2 cm thick) through the benthic mat of pond 5 (the surface of the mat faces up). The
mat shown in (a) was sampled on 12 August 2004, that shown in (b) on 15 February 2005. See Figure 2.32
for an overview of chlorophyll-a concentration in the mat during the course of the study (data for the
sampling of 15 February not shown).
better or for worse,” has therefore been decisively answered. It might therefore also be emphasized that the
improvements noted do not simply represent an initial recovery by the system from damage caused by an
overspillage of high-salinity brine into other ponds. Abundant evidence has been presented in this and the
other sections of this chapter to show that the condition of the salt-works at the beginning of the study was
essentially the same as it was during the time that Du Toit (2001) studied it. The changes that occurred
therefore represent real or fundamental change. A further example of this change to good form is given in
Plate I, which shows two sections through the benthic mat in pond 5, taken during the final year of the
study. No such thing existed in the pond at the beginning of the study.
2.10 Conspectus of a Changed System: Ponds 5–C
This short section is intimately linked to §2.9. It is inserted here because it provides a useful introduction
to the analyses to be presented in the next section and in the section after that. It gives an unconditional
overview of the changes in particulate organic matter in the water column that occurred in ponds 5–C
during the course of the study.
Two key changes to the system are shown (Figure 2.57). The first is the change in the state of the
crystallizer ponds between 2002 and 2004, where there was a marked increase in the concentration of
chlorophyll-a and POP, and a marked decrease in the concentration of POC. The second change concerns
pond 5. Notable here is the increase in chlorophyll-a and the decrease in POC in 2003–2004 compared to
2002. The increase in PON in the extremophile ponds (7 and C) in 2003–2004 is also clearly shown.
The minimum spanning tree helps to illustrate these points, showing the increase in POP in the
extremophile ponds particularly well. Using the POC–Chl-a.w axis as a guide, it further illustrates how
in 2003 the pond-system became increasingly discriminated into two branches, with a clear separation
between the extremophile ponds 7–C and the lower salinity ponds 5–6. It also illustrates how, in the
extremophile ponds, there was a switch to the PON and POP forms of organic matter, without a notable
increase in POC. This is likely to be due to a change in the biota of the ponds, coupled with a decrease in
the detrital fraction of POC.
These diagrams show changes in the absolute, or real, values of the variables. For a complete picture
of how the high-salinity ponds of the system have changed the changes shown need to be married to the
analysis of proportions carried out in §2.9.1. The key diagrams from that analysis are Figures 2.47, 2.53,
and 2.54. These show an increase in the proportion of chlorophyll-a, and of PON and POP, and a decrease
in the proportion of POC. The changes illustrated here therefore match those exposed by that analysis.
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2.11 The Effect of Brine Shrimp on Particulate Organic Matter in the Water Column
At that time we thought the man foolishly superstitious, little realizing that
these organisms were used by the old English briner and called by them
“clearer-worms.”
Dr. L.G.M Baas-Becking
Historical Notes on Salt and Salt-manufacture (1931)
In section 2.7 salinity was shown to be the main factor determining the survival of brine shrimp, Artemia
salina, at the Swartkops salt-works. The optimum range of salinity for their likely long-term survival was
also determined, this being 15 0– 200S (the median salinity of pond 5 being 176S). Temperature appeared
to be a secondary factor of considerable importance (as recorded in a number of other studies, e.g. Barata
et al. 1995; Browne and Wanigasekera 2000; Wear et al. 1986; Wear and Haslett 1986), with much higher
abundance at temperatures ≤ 24.38 ◦C than at higher temperatures. Here this may merely, or largely, be a
consequence of the shape of the data, for the 90th percentile of temperature in pond 5 during the study was
26.10 ◦C (` = 22.56 ◦C). The importance of temperature is further clarified in Figure 2.28-b. Salinity in
pond 6, where temperatures are higher, is simply too high (` = 283.0S) for the ready reproduction and
survival of brine shrimp.42
Determining why brine shrimp were so scarce at the Swartkops salt-works in the years leading up to
the study was another of the main practical objectives of the project. The most obvious and most likely
explanation is that the salinity profile during the pre-study period did not provide brine shrimp with a
sufficiently salty environment—a “salinity bubble”—to protect them from predation, nor one that was
sufficiently stable to be conducive to their reproduction and long-term survival (see Figures 2.3 and 2.4).
Median salinity in pond 5 during Du Toit’s (2001) study was 48S, which plainly is much too low, except in
an environment without predators, which here manifestly is not the case (Plate V). In pond 6 it was too
high, at 260S. Hence there was was nowhere in the system where brine shrimp could settle and flourish
(Table 2.6 and Figures 2.3, 2.24, and 2.25).
There is abundant anecdotal and experimental data showing how effective brine shrimp are at clearing
the water column of debris and other small particles, and of how quickly they can do so (see, especially,
the studies of Reeve 1963a,b,c; Evjemo and Olsen 1999; Makridis and Vadstein 1999; Fernández 2001).
Nevertheless, it is worth recounting the comments of Baas-Becking (1931) apropos of a set of experiments
carried out by Payen and Audoin in 1836, which he considered to be so significant that he repeated them:
As a result, the Artemia clarified the water completely. Hence the name “clearer-worm.” I have repeated
this experiment with fine and rather stable suspensions of barium sulphate, calcium carbonate and calcium
sulphate with the same result: the liquid which passes through their digestive tract is freed from its
particles, which coagulate in small pellets. Five artemiae cleared a milky white suspension of barium
sulphate (100 cc) in 24 hours while the controls remained unchanged. The pellets at the bottom of the jar
contained the precipitated matter.
According to Pedrós-Alió (2004, §1.3.4; see Reeve, 1963a), a population of between 4–7 adults per litre can
clear the water column once a day. Figure 2.25 shows that pond 5 at Swartkops was at the lower end of this
scale (i.e. 10 000 ind/tow u 4 ind/L) for 8 out of the 14 samplings, and well above this lower cut-off point
on several occasions. Baas-Becking (1931) concluded his short section on the role played by A. salina in the
manufacture of salt by noting Van’t Hoff’s observation that it is almost impossible to precipitate calcium
sulphate from sea-water at the concentration where it should precipitate, saying further,
It may therefore very well be that Artemia salina by its incessant action has made salt manufacture possible.
This statement may seem to be highly fanciful, something to be viewed with skepticism. Nevertheless, in
an interesting description of an effort spanning 14 years to restore a similarly inundated (to that studied
here) Mexican salt-works to full production capacity, Magaña-Góngora et al. (2005) recount how it was only
following the reintroduction of a healthy population of brine shrimp, right at the end of their restoration
attempts, that salt of high quality, with large crystals, was once again produced at the salt-works. Up to
that point, the salinity profile had been stabilized, and controlled to lie within a narrow range in each pond,
and good benthic mats had developed in the appropriate ponds. But it was only when brine shrimp43 were
42Gravid females were never observed, whereas they were regularly observed in pond 5 (see Plate II).
43Surveys showed densities to be 4–5 ind/L., the estimated density required to clear the water column once a day. This equates to
≈ 10000–12500 ind/tow in the present study.
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Figure 2.58: Conditional inference tree model of the relationship between particulate organic matter and brine shrimp
abundance. The y-axis of each panel shows brine shrimp abundance as individuals · tow−1 (5000 units equates to
≈ 2 ind · L−1 [1 tow ≈ 2513L]). The model effectively shows the impact of brine shrimp on particulate organic matter
in the water column. Note how for every branch of the tree the lower concentration of particulate matter (given as
mg · L−1) is associated with the higher abundance of brine shrimp. The tree is best read from right to left. The analysis
includes the combined data for ponds 5–C. All variables were rank transformed and the Bonferroni method was used
to correct for multiple testing. See Table 2.15 for system-wide summary statistics of the different forms of particulate
organic matter.
Comment: The top-level POP split is effectively a split into pond 5 (left-branch, POP ≤ 0.132mg/L) and ponds 6–C
(right-branch, POP > 0.132mg/L), since the right-branch includes just a single sample from pond 5 and the left-branch
consists very largely of samples from pond 5. See Figure 2.59 for further details of the pond-wise distribution of these
variables, along with that of chlorophyll-a.
Model Performance: Prediction RMSEs of the displayed model and of a model that includes chlorophyll-a in the
water column as an additional predictor were: 0.676 (std.dev = 0.734) (displayed-model) and 0.599 (std.dev = 0.799)
(+Chla.w-model). Statistics for the correlation of the fitted model and the response variable (Artemia ): Spearman’s
ρ = 0.809/0.809, p-value < 0.0005, and Kendall’s τ = 0.681/0.691, p-value < 0.0005 (displayed-model/+Chla.w-
model; the p-values apply to the test results of both models).
Note:—Five-number summaries for the restricted data set (ponds 5–C) for the three particulate forms analyzed
are (1) POC: 2.30 : 7.03 : ` = 11.41 : 18.20 : 88.97; (2) PON: 0.14 : 0.55 : ` = 1.77 : 3.04 : 7.32; (3) POP:
0.03 : 0.11 :` = 0.17 : 0.28 : 0.86 (all as mg/L).
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Figure 2.59: Spinograms of the pond-wise concentrations of the different forms of particulate organic matter in the
water column that were studied. The width of each category corresponds to its relative frequency. The right-hand scale
gives proportions. Categories were determined using the algorithm of Freedman and Diaconis (1981) (based on the
interquartile range, except if zero, when the median absolute deviation is used). For POC: note that the occurrence of
high concentrations (30–35mg/L) in pond 5 was limited to 2002. The analysis includes the combined data for ponds
5–C and was restricted to those samplings when all variables were jointly sampled. C = crystallizer.
Note: Intervals take the form (a,b], i.e. the upper but not the lower endpoint is included in the interval, except for the
first interval, which includes 0.
added to the curative that the residual mucilage and slime in the ponds, and the high counts of planktonic
microorganisms and crystals of gypsum in the water column, were cleared away, giving quality salt and a
range of other improvements.
Fernández (2001) gives the size range at which A. franciscana is most effective at filtering out particles
as 6.8–27.5µm, with particles as large as ≈ 50–70µm reportedly also being taken.44 He concluded that
the optimum particle size is ≈ 16.0µm (also see Dobbeleir et al., 1979). Makridis and Vadstein (1999)
record a smaller range for A. franciscana, with a preference for particles having a diameter of 4–8µm. This
was constant for the three developmental stages they studied, namely 2-, 4-, and 7-day old metanauplii,
i.e. up to adulthood. These authors also demonstrated that the metanauplii are quite effective grazers
of bacteria, i.e. of particles typically smaller than ≈ 4–5µm. This confirms an earlier report by Intriago
and Jones (1993), who established not only that bacteria are a food source for Artemia sp., but that their
ingestion may aid in the digestion of algae; for the rate of growth when fed on such a combined foodstuff
is higher than it is when fed on either foodstuff alone. Further, Makridis and Vadstein, op. cit. showed
that inter-setullar distance at the three developmental stages they studied is essentially fixed and therefore
44Walsby et al. (1983) have demonstrated that adult brine shrimp feed very effectively on the fusiform-shaped cyanobacterium
Dactylococcopsis salina PCC 8305. This is 4–8µm wide and 35–80µm long.
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probably strongly selected for. This has been taken as support for the thesis, which they and some other
authors (e.g. Fernández, 2001) have advanced, that brine shrimp are not indiscriminate or non-selective
filter feeders.45
§ § §
The purpose of this section, however, is not to add to the literature on the optimum particle size for feeding,
or on whether or no brine shrimp choose their foodstuffs. Rather, it is to illustrate the relationship between
brine shrimp and particulate organic matter in the water column, as determined by the field data. This
could be taken as evidence of a “brine-shrimp” effect—and that, finally, is the conclusion drawn here.
However, the difficulty of proving cause and effect from uncontrolled field observations need hardly be
emphasized. Here it is further complicated by the ever-present factor of salinity and by the fact that the
downstream ponds of all salt-works accumulate particulate (organic) matter and nutrients (Javor 1983b,
1989, 2002). For instance, none of the 21 strains of halophilic bacteria from four salterns that Javor (1984)
tested grew well in brines having characteristics that were the same as those in which they were found to
occur at their greatest densities in solar salt-works.
At Swartkops the accumulator ponds presently are ponds 6–C. But the “accumulants” are produced
earlier in the system; and pond 5 is our test case, so the analysis concerns processes in ponds 5–C.
Furthermore, the downstream ponds are not simple “accumulators” of particulate matter; they have their
own very active “life systems” and so also produce particulate matter, largely driven by Dunaliella spp.
And they do so in a part of the system where the abundance and activity of brine shrimp traditionally
is considered to be greatly diminished, because of the extreme salinity. The simple device of showing a
reduction in particulate matter at some point downstream from where the main mass of the brine-shrimp
population occurs therefore does not obtain. A more ambitious attempt to get at a pure brine-shrimp effect
is presented in §2.12.
2.11.1 Results and Discussion
An effective first approach to illustrating the relationship between Artemia and particulate organic matter is
to restrict the data set to ponds 5–C and then to use POC, PON, and POP as predictors of brine shrimp
abundance in a tree-based regression. The result of doing this is shown in Figure 2.58. What this illustrates
is the existence of a set of conditional associations between brine shrimp abundance and the concentration
of particulate organic matter in the water column: in each of the main branches of the tree, the sub-branch
with the lower concentration of particulate matter is associated with a higher abundance of brine shrimp.
That is, the model shows the existence of a set of statistically significant negative relationships between brine
shrimp abundance and the different forms of particulate organic matter, at different levels of concentration
of that matter. The model fits well and has good predictive properties; the relevant statistics are given in
the legend to the figure (sub Model Performance).
A more complete approach to illustrating the relationship between brine shrimp abundance and
particulate organic matter in the water column is to use principal component analysis. The results of
doing so are shown in a series of related factor maps designed to highlight different relationships and
various other aspects of the data (Figures 2.60, 2.61, and 2.63). Some of the biplots have been enhanced by
mapping the original values (i.e. not the log-transformed values) of the variables used in the analysis onto
the ordination using square size. While the manner in which these variables increase and decrease can
be deduced from the descriptor-vectors, in the absence of a set of scales on the vectors, it helps to have
information on the real values, showing the details of change, mapped to the vector space. This is what
“square size” provides.
Analysis 1. The first set of plots illustrates the extent to which particulate organic matter increases in
passing from pond 5 to the crystallizer ponds, and how this increase is correlated with a decrease in the
abundance of Artemia (Figure 2.60). They further show that the relationship with Artemia is strongest with
45The notion that brine shrimp are selective filter feeders seems quite inappropriate, and there is no real evidence for it. What
there is evidence for is selection on the feeding apparatus, so that it is well adapted to filter out those particles that (in any system)
provide the best nutrition. The differential selection of food items having the same size but different nutritional value has never been
demonstrated. What the authors show, surely, is nothing more than a passive selection of particle size (see Reeve 1963a,b,c). This does
not necessarily mean that brine shrimp do not alter their feeding behaviour under certain circumstances. As already noted (footnote
29), during especially calm periods brine shrimp will paddle away close to the benthic layer, thereby creating an upward “food-filled”
current for feeding (also see Savage and Knott, 1998). A further report of brine shrimp feeding on the benthic mat is that by Coleman
(1998).
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POP, and then with PON. For POC and Chla.w there clearly is a strong time-element to the relationship.46
This reflects the fact that the concentration of POC decreased during the course of the study (but most
markedly after the first sampling) and that in these ponds Chla.w increased, largely in a correlated or
mass-balance type change. The influence of the first sampling on the ordination is shown in panel (b)
using symbol-markers (also see Figure 2.63, where the data for 2002, the first year of the study, have been
excluded from the analysis).
Two other aspects of this set of plots are worth noting. The first is the manner in which the increase in
POC at high salinity is linked to an increase in PON and, to a lesser extent, to POP. The data for 2002 help to
show this trend more clearly, since in 2002 there was very little relationship between POC and chlorophyll-a.
The second notable aspect is that there are two distinctly different populations of chlorophyll-a in these
ponds: one at high salinity (C = crystallizer) and one at “low” salinity (pond 5). The high-salinity population
is associated with high concentrations of POC, PON, and POP; the “low”-salinity population is not.
There can be little doubt that the high-salinity population consists mainly of Dunaliella salina. This is the
most halophilic of the taxa in the Dunaliella species-complex, the only taxon containing chlorophyll-a that
is known to be able to survive in the water column at such high salinities. One would therefore expect to
find a good association with POC and POP, since Dunaliella up-regulates key processes involved in the
production of glycerol in response to high salinity (see §140, page 146 et seq.). The next most common
member of the taxon is D. viridis, but this usually occurs at lower salinity (Larsen 1980; Javor 1989, §9.1;
Pedrós-Alió 2004, §1.3.2; García et al. 2007, Fig. 1).
Analysis 2. The second set of plots (Figure 2.61) adds salinity to the descriptors used to ordinate the
samplings. Analytically this is the only difference from the analysis illustrated in Figure 2.60 and results in
a factor map that barely differs from that just described. The results of a more formal comparison of the
two ordinations, using co-inertia analysis, are shown in Figure 2.62. Demonstrating that salinity has almost
no effect on relationships between the particulate forms was one reason for carrying out a separate analysis.
For this set of maps, convex hulls enclosing each year’s samples have not been added to the maps, but a
correlation circle showing the correlation between descriptors has been included, since the row-preserving
metric used in the biplots does not accurately show these (in fact, the row-preserving biplots of all three
analyses closely resemble the column-preserving versions). Also, individual maps using square size to
show changes in the concentration of POC, PON, and POP through the system are not given as the lines of
change can be got from the descriptor-vectors and from the first set of diagrams.47
The detailed analysis has a dual purpose: the first is to illustrate the extent to which, with the data for
2002 still included in the analysis, high concentrations of POC are correlated with high salinity, and that
these high POC concentrations are not matched by high concentrations of chlorophyll-a. The interpretation
is that the over-spillage of high-salinity brine into other ponds of the system prior to the beginning of the
study caused considerable die-back, leading to high levels of detritus in the water column. This conceivably
led to a pond-system dominated for a time by heterotrophy. The first set of diagrams, together with the
analysis carried out in §2.9, shows that the balance in the system quickly changed for the better, with the
three particulate forms chlorophyll-a, PON, and POP becoming much more closely associated with POC
during 2003 and 2004 (see Table 2.13 and Figures 2.36 and 2.54–2.55).
The second purpose is to further highlight the presence of two distinctly different centres of chlorophyll-
a concentration in the high-salinity ponds of the system, and to clarify their relationship with salinity. The
essential information may be got by tracking the descriptor-vectors and projecting the ordinated samples
onto them. As a visual aid, salinity-values in the form of grey-scale-coded squares have been added
to the map. Cross-matching between subplots (b) and (c) shows that in pond 5 high concentrations of
chlorophyll-a tend to be associated with low salinity, whereas this is not so in the crystallizer system.
Salinity falls away as an important influence quite early on in the pond-sequence. This is shown by the
shape and orientation of the ellipsis of each pond in relation to the descriptor-vectors. These tend to align
with the vector for Artemia but tend to be orthogonal to that for salinity.
Biomass in the two centres varies, sometimes being greater in the crystallizer system and sometimes
being greater in pond 5. A similar variability was noted by Pedrós-Alió (2004, §1.3.2) for the Santa Pola
saltern (Alicante, Spain). However, in cases where the necessary joint analyses have been done, total carbon
46Note however that the variance of the 2nd dimension of the ordination is considerably less than the variance of the 1st dimension.
47It might be emphasized that square size shows the original concentrations of the variables—that is, the values shown are not in
any way modified by the analysis. Consequently, the values shown on the three sets of factor maps are the same, all that changes is
the co-ordinates to which they are mapped.
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fixation and chlorophyll-specific fixation are both much higher at lower salinity than they are at higher
salinity (Joint et al. 2002; Pedrós-Alió, loc. cit.).
Analysis 3. The final analysis (Figure 2.63) uses the same descriptors as were used in the previous
analysis, but with the samplings from 2002 excluded, as their distorting influence is too great. These maps
largely reflect the state of the system as it now is, and as it might normally be taken to be. With the data
for 2002 removed, one now has a proper, balanced, the relationship between POC and chlorophyll-a in the
water column, and of how it changes in passing from pond 5 to the crystallizer ponds, is more faithfully
represented. For this set of plots the added squares have been coded to show the yearly membership of
each sample. The data for 2003 cluster near the origin, which represents the mean or barycentre of the data
set. The data for 2004 are much more variable, and almost envelop the data for 2003, with extreme values
along all the main vectors.
The most obvious change is in the position of the vector for POC, which now is closely associated with
the vectors for POP and PON. If one compares the correlation circles of Figures 2.61and 2.63 one sees that
in the first of them the vector for chlorophyll-a is essentially orthogonal (i.e. uncorrelated with) to that for
POC, whereas in the second of them the relationship between the two vectors, expressed as an angle, is
much finer. Once again, Table 2.14 is a suitable reference for real values. One also notes that the vector
for chlorophyll-a is orthogonal to that for salinity. This reflects the fact that chlorophyll-a is produced in
roughly similar quantities at both high and “low” salinity, something that is well illustrated by square size.
Another way to see this is by projecting the squares showing chlorophyll-a concentration (Figure 2.63-b)
onto the vector for salinity.
There is a further piece of information that one might tentatively extract from the analysis. This is that
while the ellipse for pond 5 puts it at the minimum end of the spectrum of particulate matter—the axis
of changing concentration of chlorophyll-a runs slightly more strongly through it than it does through
the other ponds—the main axis of variation for pond 5 is orthogonal to that for salinity and the other
particulate forms, being largely defined by an axis marked out by the vectors for Artemia and chlorophyll-a.
The axis of variation for the crystallizer pond, in contrast, while being similarly orthogonal to that for
salinity, is quite strongly aligned with the vectors for POC, POP, and PON, and is nearly perfectly aligned
with the vector for Artemia, to which it lies parallel. For POC, and to a somewhat lesser extent for POP and
PON, the main axis of alignment is the first axis (PC1), which is also the main axis of alignment for Artemia
(Figure 2.63-d). This suggests that the feeding apparatus of the population of Artemia at Swartkops may be
somewhat better adapted to particle size in the higher salinity, closely related POC–POP–PON, group than
it is to the group defined exclusively by chlorophyll-a (compare subplots b and c of Figure 2.63). It is an
interesting fact that in vitro the cell volume of Dunaliella salina increases ≈ 4× as salinity increases from
100S to 350S, whereas that of D. viridis barely changes (García et al., 2007). Its chlorophyll-a content is also
≈ 2× greater and its carotenoid content ≈ 10× greater.
§ § §
Despite fitting the data globally, principal component analysis produces surprisingly good, relatively
robust, local fits (Hastie, 1984). Nevertheless, in its pure form it is a variance seeking, strictly linear method
of analysis. The first principal component may therefore sometimes need to be viewed with suspicion,
because it could have been completely upset by a spurious value, or set of values, that generated variance
in a direction well away from that of the real (or meaningful) variance. Some practitioners negotiate this
problem by discarding the first component and concentrating on the other components. Another option is
to base the analysis on a robustly estimated covariance or correlation matrix.
Here the last of the three analyses discussed above was re-analyzed using rank-based correlation
methods in order to see how closely the results of the two analyses agree. The idea was to “test” the
principal component analysis using non-parametric and non-linear methods. If the results were similar
it would seem reasonable to conclude that the factor map shown in Figure 2.63, and therefore also the
maps of the other two analyses, represent reasonably just descriptions of the data. The measures of
association chosen were (1) two forms of Spearman’s ρ, the second of which is sensitive to non-monotonic
relationships, and (2) Hoeffding’s D statistic, which is known to be able to capture an even more diverse
set of relationships (Hoeffding, 1948; Harrell, 2001). The analysis was carried out on an identical data set;
that is, with the data for 2002 excluded and with relationships in ponds 5–C only being considered.48
The results of these “verifying” analyses are summarized in Tables 2.18–2.19 and Figure 2.64 and show
relationships that closely match those displayed in the biplots of the reference analysis. In particular, the
48Statistics for 2002 were however included in one of the tables.
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Figure 2.61: Row-preserving biplots of a modified version of the principal component analysis shown in Figure 2.60 in which
Salinity is included as a descriptor. See Figure 2.60 for further details of interpretation. For (c) note that square size is constant—here
it is the shade of “grey” that indexes salinity.
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Figure 2.62: Co-inertia analysis of the principal component analyses shown in Figures 2.60 and 2.61, in which
Salinity is included as a descriptor in the second analysis (= Y). The null hypothesis tested is that the nearly exact
match between the two ordinations (RV-coefficient = 0.967) is due to chance. This was rejected with a probability of
p < 0.0001 (bottom-right panel; the “lollipop” marks the observed value of the RV-coefficient). Numeric labels in the
main panel (top right) index pond-number. The only appreciable change occurs in pond 5 in 2002 and 2004 (quadrants
IV and I, respectively).
Note:—The RV-coefficient ranges from 0 to 1 (perfect match) and was introduced by Robert and Escoufier (1976, also
see Jolliffe 2002, §6.3) as a measure of the similarity between two configurations of n data points. The analysis was
carried out using the co-inertia function of the ade4 package (Dray et al. 2007; also see Chessel and Hanafi 1996;
Dray et al. 2003).
signs and relative strengths of the different set of relationships summarized in Table 2.18 are essentially
the same as those that may be extracted from the correlation circle given in Figure 2.64e. One singles out,
in particular, the negative relationship between Artemia abundance and the concentration of the different
forms of particulate organic matter, and the strong positive relationship between salinity and particulate
organic matter, except for chlorophyll-a.
A likely reason for the lack of a relationship between chlorophyll-a and salinity was given above and is
further illustrated in the cluster analysis shown in Figure 2.64, in the single-linkage solution. It is that the
biomass of chlorophyll-a is highest in pond 5 and in the crystallizer pond, which lie at opposite ends of the
salinity range present in the analysis. The bimodal distribution of chlorophyll-a perhaps also explains the
rather weak relationship between it and Artemia, compared to the strength of the relationships that Artemia
has with the other particulate forms. The relevant dynamic is that these forms, in contrast to chlorophyll-a,
increase monotonically from pond 5 to the crystallizer pond, along with an essentially monotonic decrease
in the abundance of Artemia.
Finally, the point should be made that a great many complex relationships and pathways are being
summarized by these diagrams (see, for example, Sciandra et al. 1997). Not everything may be as neatly
defined as seems at first sight to be the case. For instance, the ability of brine shrimp to clear the water
column of particulate matter in the upper salinity range seems never to have been determined. To what
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Figure 2.63: Row-preserving biplots of a modified version of the principal component analysis shown in Figure 2.60 in which
Salinity is included as a descriptor. See Figure 2.60 for further details of interpretation. For (b)–(d) square-size varies, showing
concentration; shade of “grey” shows the year to which each sample belongs. The legend for square size, though uniformly in black,
indexes values for both types of square.
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Figure 2.63: Continued— Correlation circle of components 1 and 2 of the analysis, together with box-plot summaries
of the distribution of samples on the first dimension, conditioned on pond and year. See Figure 2.60 for further details
of interpretation.
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Figure 2.64: Relationships between descriptors used (together with pond) in the principal component analysis
illustrated in Figure 2.63. Hoeffding’s D statistic was used as the measure of association. In the scaling shown this
spans the range −0.5 to 1, with higher values indicating stronger association.
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Table 2.18: Spearman Correlation Coefficients (ρ) (Above the Diagonal) and As-
sociated p-Values (Below the Diagonal) of the Descriptors Used in the Principal
Component Analysis Illustrated in Figure 2.63.(a
Descriptor/Variable
Artemia Chl-awc POC PON POP Salinity
Artemia −0.352 −0.602 −0.533 −0.730 −0.602
Chl-awc 0.030 0.384 0.250 0.200 0.074
POC 0.000 0.017 0.682 0.622 0.693
PON 0.001 0.131 0.000 0.538 0.602
POP 0.000 0.228 0.000 0.001 0.764
Salinity 0.000 0.659 0.000 0.000 0.000
(a The coefficients reported in the table are based on the same data set as that used in
the principal component analysis, i.e. restricted to pond 5–C and with the data for 2002
excluded.
extent correlations between brine shrimp abundance and particulate organic matter in the water column at
the extreme end of the salinity range, say above 250S, are meaningful is therefore a moot point. Four of
the five species of Artemia studied by Browne and Wanigasekera (2000), including A. salina, the species
at Swartkops, reproduced well at 180S. This was borne out by the present study, where they survived
and reproduced well in a pond with a median salinity of 183.5S (mean = 179.7S, max. = 212.0S). However,
while they still appeared to be reasonably active in pond 6, gravid females were never observed, and
the individuals netted in pond 7 were much less lively and healthy looking than those in ponds 5 and 6,
though they were still quite active. However, the numbers alone show that at this point in the system the
population was mostly, or entirely, wash-down, a population quite strongly in decline, due to the higher
salinity and the higher temperature.
2.12 On Excluding the Effect of Salt on a Salt-works and on Isolating a Pure
Brine-shrimp Effect
Cum grano salis
Pliny the Elder
Naturalis Historia
This section takes a more baroque approach than the previous section to demonstrating from the field data
that the brine shrimp, Artemia sp., is having an impact on particulate organic matter in the water column.
Although the focus and purpose of the two sections is the same, they reveal different aspects of the structure
of the data and so are complementary.
Preamble. A curious stranger walking along the dykes of a salt-works in the direction of brine-flow might
notice that as salinity increased so the colour of the ponds changed from green to brown to pink, and then
to red. They might also notice that the size of the organisms living in the ponds decreased until nothing
living could be seen with the naked eye, except for brine shrimp. In the bitterns nothing would be seen, for
seemingly nothing lives (Javor 1989, §13.5).49
These simply-observed associations between salinity and the biota of the ponds of a salt-works have in
recent years begun to be minutely quantified, largely due to the efforts of a team of Spanish and English
researchers. Salinity has been unequivocally established as the factor having the greatest influence upon
pond-life (Pérez-Fillol et al. 1985; Cornée et al. 1992; Campbell and Davis 2000; Casamayor et al. 2000;
Nübel et al. 2000; Pedrós-Alió et al. 2000; Benlloch et al. 2002; Casamayor et al. 2002; Joint et al. 2002; Toumi
et al. 2005; Elloumi et al. 2006; Segal et al. 2006; Elloumi et al. In Press, Accepted Manuscript). By 150S
49Two species of yeast (Candida atmosphaerica-like and Pichia philogaea-like) have in fact recently been isolated from the bitterns of
the La Trinitat salt-works in Spain (Butinar et al. 2005).
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Table 2.19: Summary of Relationships Between Artemia salina and Salinity and Particulate Organic Matter
in the Water Column in the High Salinity Ponds 5–C During 2002–2004. The Table Shows Considerable
Strengthening in 2004 of the Relationship Between A. salina and the Other Variables. Replicate Samples
(n ≥ 3) Were Averaged Before Carrying Out the Analysis.
ρ2 F df 1 df 2 p-value adj. ρ2 adj. ρ2nmon n
Year = 2002
POC 0.064 0.3 1 5 0.585 −0.124 −0.217 7
PON 0.398 3.3 1 5 0.129 0.277 0.105 7
POP 0.573 6.7 1 5 0.049 0.487 0.359 7
Chl-awc 0.398 3.3 1 5 0.129 0.277 0.233 7
Salinity 0.090 0.5 1 5 0.513 −0.092 −0.031 7
Year = 2003
POC 0.005 0.1 1 18 0.771 −0.050 0.099 20
PON 0.066 1.3 1 18 0.274 0.014 0.000 20
POP 0.302 7.8 1 18 0.012 0.264 0.225 20
Chl-awc 0.005 0.1 1 18 0.771 −0.050 −0.112 20
Salinity 0.175 3.8 1 18 0.067 0.129 0.078 20
Year = 2004
POC 0.957 353.5 1 16 0.000 0.954 0.951 18
PON 0.798 63.1 1 16 0.000 0.785 0.771 18
POP 0.900 144.2 1 16 0.000 0.894 0.888 18
Chl-awc 0.267 5.8 1 16 0.028 0.221 0.253 18
Salinity 0.657 30.6 1 16 0.000 0.635 0.616 18
The reported p-value is for ρ2, the square of the standard Spearman correlation coefficient. Two other
versions of this coefficient are reported (columns 7 and 8). Both are penalized versions of ρ2 calculated
using the same formula as used for calculating the adjusted coefficient of determination, R2. The first
of them is based on the coefficient reported in column two; that is, it is a penalized version of ρ2. The
second is a separately calculated coefficient that uses a quadratic rank generalization of the standard
statistic that allows it to capture non-monotonic relationships between variables.
Note:—The analysis was carried out using the spearman2 function in the Hmisc package (Harrell, 2008b).
much of the biotic thinning due to salinity has occurred, even if there appears to be a major discontinuity
in the prokaryotic and eukaryotic communities at between 150–220S (Estrada et al. 2004). Quite often
the action of salinity is indirect, as in the case of Artemia and the cyanobacterial benthic mat (Javor and
Castenholz 1984; Cornée et al. 1992), where its effect is to set the distribution of one organism by limiting
the distributional range of another organism, often a predator and often its upper limit, or by acting in
some other manner (García-Pichel et al. 1999).
The arrangement of the descriptor-vectors shown in the biplots and correlation circles of Figures 2.61
and 2.63 of the previous section (§2.11), together with their relative lengths, suggests that salinity is not,
however, the primary factor determining the particular set of relationships that were described there.
Nevertheless, because of the overriding importance of salinity in determining pond-life, it is necessary to
establish this fact unequivocally, by excluding its effect. The value of such a demonstration is that it enables
one to get closer to a pure Artemia-effect. The point being to underscore the importance of brine shrimp to
salt production, since an excessive accumulation of organic matter in the downstream ponds is something
to be avoided at all costs, and brine shrimp may help to do this. The primary question being addressed
here is, “Could the relationships between Artemia and particulate organic matter that were demonstrated in
the previous section be due to some ’lurking’ aspect of salinity or are they more likely to be real, due to the
action of Artemia alone?”
Organization of This Section. The rest of this section is organized as follows. The main finding is
presented first. This is that if partial correlations are considered then the particulate forms of organic matter
in the water column are negatively correlated with the abundance of Artemia but have no relationship with
salinity. This finding is then examined in greater detail in a series of subdivisions, using an instrumental
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variables approach (see Appendix B.2). The analysis begins with an essentially complete model and ends
with a minimalist model. This captures the essence of the relationship between Artemia and the particulate
forms, and the lack of it for salinity (Figure 2.72). The result is then compared to that obtained by using
a more traditional method of analysis. This is followed by a subsection in which relationships between
brine-shrimp abundance and the particulate forms are re-examined, and in which a keynote set of changes
in the salt-ponds, viz a large increase in SO2−4 and a notable decrease in salinity, are described (§2.12.2).
These were associated with a short-lived collapse of the brine-shrimp population in ponds 5–C.
2.12.1 Results and Discussion
Relationships Between Artemia and Salinity and the Particulate Forms. Table 2.18 highlights an impor-
tant aspect of relationships between the particulate forms of organic matter on the one hand and Artemia
and salinity on the other. This is that correlations with Artemia are uniformly and strongly negative
whereas those with salinity—except for chlorophyll-a (effectively neutral)—are uniformly and strongly
positive. The two variables, therefore, have opposite “effects,” and they exert them in a part of the system
where the action of one of them upon the other, viz salinity on Artemia, is to exclude the other, in an
essentially one-sided contest.50 The correlation between the two is strongly negative (ρ = −0.602, p = 0.000,
Table 2.18). An overall visualization, using an instrumental variables approach in which relationships are
maximized (see Appendix B.2), is given in Figure 2.65. Here the forms of particulate organic matter are
the response variables and Artemia, Salinity, Pond, and Year are the predictor variables. The contrasted
action of these two forces on particulate organic matter in the water column is also clearly illustrated in the
biplots and correlation circles of Figures 2.61 and 2.63 of the previous section (§2.11).
Figure 2.66 shows the same relationships, but after orthogonalizing the particulate forms with respect
to either Salinity or Artemia (subplots a and b, respectively), and Pond and Year.51 The first column of
each subplot shows the main result; related statistics are given above the diagonal, along the top row. The
analysis confirms the correlations reported in Table 2.18 relating Artemia and the particulate forms, with
remarkably little change to the coefficients, despite the removal of all least-squares-related (i.e. linear)
variance due to salinity, pond, and year. The partial correlations with salinity, however, are effectively
reduced to zero.52 There can be no doubt that they were spurious to begin with.
The most likely explanation for this result is that usually given to account for spurious correlations,
namely the presence of a third force, or “lurking” factor. Here this is likely to be that salinity and particulate
organic matter in the water column increase in this part of the system at a similar rate, but independently
of each other, driven by the third force, viz evaporation from a terminal or blindly-ending system. That is,
their apparent correlation is simply a manifestation of the fact that particulate organic matter accumulates
in this part of the system—partly because each pond accumulates material from the upstream pond(s), and
partly because of within-pond production—at a rate that largely matches the increase in salinity. Hence
the positive correlation. The available literature on rates of production along a salinity gradient all show
decreasing production as salinity increases (García-Pichel et al., 1999; Joint et al., 2002; Pedrós-Alió, 2004,
§1.3.2). By removing these confounding influences the true effect of Artemia on the particulate forms in
the water column is exposed. From the simple analysis conducted above, the effect of Artemia appears to
be greatest on chlorophyll-a and POC, and least on POP, which traditionally is associated with bacteria
(Teubner et al., 2003).
A multivariate analysis of the data along these lines, using principal component analysis with respect
to instrumental variables, is possible, but visual display is complicated by the fact that the predictor
variable—either Artemia or Salinity—is continuous and so gives just a single axis for ordination.53 The
essence of the method is that the residual matrix from one of the orthogonalizing regressions is regressed on
one of the predictor variables, just as was done for the plots shown in Figure 2.66. It would be acceptable to
plot the first axis from this analysis against the first axis from the orthogonalizing analysis.54 An alternative
50Salinity can influence the abundance of brine shrimp; brine shrimp can not in any meaningful way influence salinity.
51Pond is largely collinear with salinity, and removing just it and year has essentially the same effect as removing all three.
52It has recently been shown that partial correlations of this type will be zero if and only if the variables involved have a multivariate
normal distribution, which is very close to being the case (Baba et al., 2004).
53A Monte-Carlo test of the relationship may, however, be performed. The results (based on 20 000 reshufflings) are as follows: (1)
Artemia as predictor: expected = 0.023, observed = 0.127, p-value = 0.0007; (2) Salinity as predictor: expected = 0.023; observed = 0.003;
p-value = 0.9774.
54Based on personal communication with Professor Chessel, head of the Laboratory for Biometry and Evolutionary Biology at the
University of Lyon and principal author of the functions in the ade4 package (Chessel et al. 2004; Dray et al. 2007).
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Figure 2.65: Relationships between the different forms of particulate organic matter in the water column and Artemia,
Salinity, Pond, and Year as determined by a PCAIV. Permutation test of the significance of the relationship between the
two sets of variables based on 20 000 resamplings. The analysis was restricted to ponds 5–C and to those samplings
when all variables were jointly sampled (N = 45; replicate samples [≥ 3, excl. Artemia] were averaged). Labelled
vectors in the main plot show per-pond changes. In the Loadings plot, the (Intercept) represents the reference level,
given by the data-values in pond 5 in 2002. See Appendix B.2 (sub Output: Representing the Match) for a description
of each subplot.
Note:—The analysis was carried out using the pcaiv function of the ade4 package (Chessel et al. 2004; Dray et al. 2007;
Dray and Dufour 2007).
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would be to factorize the predictor variable by sectioning it into quantiles and so get additional axes by this
means. This, however, tends either to weaken or to strengthen relationships, depending upon how many
groups are formed and on where the boundaries lie. Hence, it is not an entirely satisfactory solution.
Consideration of the Role of Nutrients. A more revealing approach than the options mentioned above
is to expand the analysis somewhat to consider the role that nutrients might play as predictors and, in the
process, to expose some of the ancillary analyses that were done and that underlie the result. For these
analyses, Pond was kept as an additional predictor variable, because of its intrinsic interest and to provide
a set of axes.
Two approaches are possible when using instrumental variables to dissect a set of response variables.
The simplest is to regress the response variables (matrix Y) on different sets of environmental or predictor
variables (matrix X), without carrying out a preparatory analysis. A more convoluted approach is to remove
the effect of environmental variables that might be closely related to the response variables, or whose effect
one wishes to control for, using a preparatory orthogonalizing instrumental variable analysis. There are no
clear guidelines on what the best approach is. With the second approach, one uses a response-variable
matrix from which a greater or lesser amount of the variance has been removed. The results of the two
approaches should be similar, but will not be identical. The less important the variables “regressed out,”
the closer the two solutions should be. Venables and Ripley (2002, §11.1) feel that the most interesting
use of principal component analysis (whose value they consider some authors overstate) is to analyze the
residuals “after the known structure [of the data] has been removed.”
Here the orthogonalizing approach was used (though the results from both approaches are shown for
the first step of the process). The response matrix being explored is shown in Figure 2.67, the position
being similar to that shown in the biplots presented in §2.11. Useful views of the marginal distributions of
the particulate forms are given in Figures 2.39, 2.59 and 2.75.
The primary result is presented in Figure 2.70 (a). This uses Artemia, Salinity, Pond, and Year, together
with dissolved inorganic nutrients, as predictors of particulate organic matter in the water column.
In subplot (b), inorganic nutrients were dropped as predictors, but the response variables were not
orthogonalized with respect to them. In subplot (c), the same predictors as were used in (b) were used,
but on a matrix of response variables that has been orthogonalized with respect to the inorganic nutrient
variables, so removing any variance due to them. The final step is shown separately, in Figure 2.71. Here
all insignificant predictors were regressed out in an orthogonalizing instrumental variables analysis and the
significant environmental variables, viz Artemia and Pond, were fitted to the residuals from that analysis in
a maximizing instrumental variables analysis.
Column-preserving (correlation) biplots have been used to illustrate the main steps of the analysis.55
These show the normed constrained principal components (CPC), with fitted site scores and correlated
predictor variables (vectors). Centroids of the response variables are also shown. The “pine-needles” (rays)
that emanate from these would each connect to a point on the map if drawn to its full length. Hence
they give an idea of the distribution of the response variables in the reduced space of the ordination. A
key aspect of the result cannot however be got by this route: what one is after is the extent to which
the predictor variables are instrumental to the explanatory axes, not merely the extent to which they are
correlated with them. The difference is essentially the same as that between full correlation and partial
correlation. That is, one wants to know the loadings of the predictor/explanatory variables on the CPCs,
and therefore the extent to which they are instrumental to explaining the variance in the matrix of response
variables. This information is given in the “Loadings” panel of Figures 2.65 and 2.71a, which give more
complete summaries of the last two steps of the analysis. A more detailed summary of the loadings is
given in the form of Type-II analysis of variance tables for the first two CPCs of all steps of the analysis
(Tables 2.20–2.24).
Without exception, these tables show Artemia to be a significant predictor on the primary axis of
ordination, with a large effect size, consistently having the highest mean-squared deviation. Depending
on the analysis, it also has important loadings on the other axes. According to the degree of faith one
puts in the bootstrap (bootstrapped results have been reported in the tables), Year may or may not be a
significant factor on the second axis of the ordination. The influence of Salinity is always small and is never
statistically significant, even if one does not use the bootstrap to robustify the result. The other significant
55Although distances between objects in this type of biplot do not approximate their Euclidean distances (but see Gabriel, 2002),
this type of biplot preserves the important property that projecting an object at right angles onto a vector from matrix X, i.e. one of the
predictor variables, approximates the value of that variable associated with that object (Legendre and Legendre 1998, §11.1).
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Figure 2.67: Summary of relationships between the response- or Y-variables (matrix Y) explored in the instrumental
variables analyses in §2.12. Numerals in the top-left panel index the different ponds.
predictor is Pond, most notably through the influence of the crystallizer pond (C) on the first axis of the
ordination. Artemia and Pond were therefore the significant predictors that were taken through to the final
stage of the model. Distributions of the bootstrapped estimates of the coefficients—i.e. loadings—from
one of the middle-stage models (Figure 2.70c, using Artemia, Salinity, Pond, and Year as predictors, after
orthogonalizing the response variables on the inorganic-nutrient variables) are shown in Figure 2.69. (The
purpose of showing them is to illustrate the good performance of the bootstrap with data of this type.)
The Minimalist Model. A concluding set of plots (Figure 2.72) in which the final result for Artemia and
Pond as instruments is compared to that for Salinity and Pond as instruments helps to highlight the key
findings. Column-preserving biplots have been used to make the comparison, but showing response-
variable vectors rather than centroids of mean concentration, to clarify relationships and directions of
change. An important aspect of the interpretation of this plot is that (1) projecting an object at right angles
onto a variable-vector indicates the concentration of that variable in the projected object (a particular pond
in a particular year), and that (2) the angle between any pair of vectors, regardless of which set of vectors
they belong to, reflects the extent to which the variables they represent are correlated.
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Figure 2.68: Summary of predictor importance on the first and second axes of the PCAIV shown in Figure 2.70a. The
x-axis shows Wald’s χ2 minus degrees of freedom. See Table 2.20 for F-statistics and for further details. The analysis
was restricted to ponds 5–C and to those samplings when all variables were jointly sampled (N = 45; replicate samples
[≥ 3, excl. Artemia] were averaged).
Table 2.20: Summary Statistics (ANOVA Table) of the Linear Regressions Carried Out as Part of the PCAIV
Analysis Shown in Figure 2.70a.(† (See Tables 2.21–2.22 and Tables 2.23–2.24 for Summary Statistics from a Related
Set of Models Using Different Predictors and Different Degrees of Pre-processing Orthogonalization.)
Constrained Axis 1 (CPC 1) Constrained Axis 2 (CPC 2)
Instr. Variables(‡ DF Sum Sq Mean Sq F value p-Value Sum Sq Mean Sq F value p-Value
Year 2 0.13 0.07 0.12 0.8879 0.94 0.47 1.46 0.2478
Pond 3 9.42 3.14 5.56 0.0035 0.25 0.08 0.26 0.8521
Salinity 1 0.15 0.15 0.26 0.6115 0.07 0.07 0.23 0.6379
Artemia 1 6.41 6.41 11.35 0.0020 0.88 0.88 2.71 0.1092
NH+4 1 0.06 0.06 0.11 0.7409 0.01 0.01 0.03 0.8577
NO−3 1 0.13 0.13 0.23 0.6361 0.25 0.25 0.78 0.3833
PO3−4 1 0.49 0.49 0.88 0.3564 0.02 0.02 0.08 0.7842
DIN 1 0.05 0.05 0.09 0.7635 0.00 0.00 0.01 0.9387
N:P 1 0.18 0.18 0.32 0.5748 0.08 0.08 0.25 0.6183
Regression 12 49.18 4.10 7.25 < 0.0001 9.16 0.76 2.37 0.0258
Residuals 32 18.08 0.57 10.33 0.32
(† Type-II sums of squares and F- and p-values are reported, based on a bootstrapped covariance matrix
(20 000 resamplings). Predictor importance, i.e. the importance of the different instrumental variables (Instr.
Variables) in the model, is summarized graphically in Figure 2.68. The response variables are the site scores
on the two axes, CPC 1 and CPC 2—i.e. the response variables projected onto the space of the predictor vari-
ables. In the “Scores and predictions” plot of the graphical display of the analysis they are represented by
the apices of the vectors, the anchor-point of which, for each predictor, gives the predicted value or fitted site
score. They represent combinations of the response variables that maximize the variance explained by the
predictor variables. (‡ Instrumental variables, i.e. predictors.
Note:—The statistics reported are based on the complete data set, restricted to ponds 5–C and to samplings
when the variables analyzed were jointly sampled. N = 45, with replicate samples (n ≥ 3, excl. Artemia) being
averaged.
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Table 2.21: Summary Statistics (ANOVA Table) of the Linear Regressions Carried Out as Part of the PCAIV
Analysis Shown in Figure 2.70b. For This Model, Nutrients Were Dropped From the Set of Predictor Variables but
no Orthogonalization was Performed.(†
Constrained Axis 1 (CPC 1) Constrained Axis 2 (CPC 2)
Instr. Variables(‡ DF Sum Sq Mean Sq F value p-Value Sum Sq Mean Sq F value p-Value
Year 2 1.62 0.81 1.33 0.2773 4.47 2.24 6.75 0.0032
Pond 3 18.18 6.06 9.97 0.0001 0.68 0.23 0.68 0.5682
Salinity 1 0.06 0.06 0.10 0.7479 0.27 0.27 0.82 0.3716
Artemia 1 13.48 13.48 22.16 < 0.0001 2.28 2.28 6.87 0.0126
Regression 7 49.45 7.06 11.62 < 0.0001 12.07 1.72 5.20 0.0003
Residuals 37 22.50 0.61 12.26 0.33
(† See Table 2.20 for details of the statistics reported and for other information related to the analysis.
(‡ Instrumental variables, i.e. predictors.
Table 2.22: Summary Statistics (ANOVA Table) of the Linear Regressions Carried Out as Part of the PCAIV
Analysis Shown in Figure 2.70c. For This Model, Particulate Organic Matter (Matrix Y) was Orthogonalized With
Respect to Inorganic Nutrients.(†
Constrained Axis 1 (CPC 1) Constrained Axis 2 (CPC 2)
Instr. Variables(‡ DF Sum Sq Mean Sq F value p-Value Sum Sq Mean Sq F value p-Value
Year 2 6.50 3.25 2.92 0.0664 0.85 0.42 0.78 0.4648
Pond 3 11.61 3.87 3.48 0.0255 0.91 0.30 0.56 0.6449
Salinity 1 0.04 0.04 0.04 0.8431 1.05 1.05 1.94 0.1721
Artemia 1 21.37 21.37 19.20 0.0001 0.90 0.90 1.66 0.2053
Regression 7 57.83 8.26 7.42 < 0.0001 7.00 1.00 1.84 0.1083
Residuals 37 41.18 1.11 20.09 0.54
(† See Table 2.20 for details of the statistics reported and for other information related to the analysis.
(‡ Instrumental variables, i.e. predictors.
Table 2.23: Summary Statistics (ANOVA Table) of the Linear Regressions Carried Out as Part of the PCAIV
Analysis Shown in Figure 2.72a. For This Model, Particulate Organic Matter (Matrix Y) was Orthogonalized
With Respect to Salinity, Year and Inorganic Nutrients.(†
Constrained Axis 1 (CPC 1) Constrained Axis 2 (CPC 2)
Instr. Variables(‡ DF Sum Sq Mean Sq F value p-Value Sum Sq Mean Sq F value p-Value
Pond 3 24.44 8.15 5.07 0.0045 4.09 1.36 3.48 0.0245
Artemia 1 17.43 17.43 10.85 0.0021 0.12 0.12 0.31 0.5799
Regression 4 33.09 8.27 5.15 0.0019 4.98 1.24 3.17 0.0235
Residuals 40 64.24 1.61 15.68 0.39
(† See Table 2.20 for details of the statistics reported and for other information related to the analysis.
(‡ Instrumental variables, i.e. predictors.
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Table 2.24: Summary Statistics (ANOVA Table) of the Linear Regressions Carried Out as Part of the PCAIV
Analysis Shown in Figure 2.72b. For This Model, Particulate Organic Matter (Matrix Y) was Orthogonalized
With Respect to Artemia, Year and Inorganic Nutrients.(†
Constrained Axis 1 (CPC 1) Constrained Axis 2 (CPC 2)
Instr. Variables(‡ DF Sum Sq Mean Sq F value p-Value Sum Sq Mean Sq F value p-Value
Pond 3 23.55 7.85 5.61 0.0026 2.73 0.91 1.42 0.2514
Salinity 1 0.65 0.65 0.46 0.5003 1.63 1.63 2.54 0.1191
Regression 4 23.98 6.00 4.29 0.0056 3.83 0.96 1.49 0.2231
Residuals 40 55.96 1.40 25.67 0.64
(† See Table 2.20 for details of the statistics reported and for other information related to the analysis.
(‡ Instrumental variables, i.e. predictors.
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Figure 2.69: Bootstrapped estimates (20 000 replications) of the loadings (regression coefficients) on CPC 1 of the
model shown in Figure 2.70c, in which the particulate forms were orthogonalized with respect to inorganic nutrients.
See Table 2.22 for a summary of the associated analysis of variance. Dashed vertical lines show the 95% and the
99% confidence limits of the estimated coefficients. Treatment (a.k.a. Dunnett) contrasts were used, so the Intercept
(= pond 5 in 2002) represent the reference level, against which the values of the other coefficients are calculated.
Note:—The analysis was carried out using the bootcov and bootplot functions of the Design package (Harrell 2001;
2008a).
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The most striking feature of the biplot for “Artemia” (Figure 2.72a) is that the vector for Artemia is
diametrically opposed to the vectors of the particulate forms, having strongly obtuse angles with them.
This obtuseness strengthens to a straight angle with the vectors for chlorophyll-a and PON. The weakest
relationship is with POP, which, furthermore, is poorly represented in the first two dimensions of the
ordination. The samples from each pond have an ordination-pattern that replicates this scheme, and
trace out lines of occurrence that are nearly perfectly parallel to the vector for Artemia. The existence of
an Artemia-effect in each pond is clearly illustrated. The factor map for Salinity (2.72b) is so strikingly
different in most features that it hardly needs comment. The obvious, and necessary, point to make,
however, is the arrangement of the vectors of the response variables. The ordination of the ponds now
bears little relationship to them, with the different sample-lines largely running across their lines of change,
i.e. orthogonally to them.
Regression-tree analysis of this final data set underscores the result and permits a further useful
visualization of the data. Although a non-parametric, non-linear method, the significant relationships
involving Artemia are the same as those identified by the strictly linear instrumental variables approach,
i.e. with chlorophyll-a and PON. The results are shown in Figure 2.73. The analyses for POC and POP
simply classify the ponds without giving evidence of an Artemia effect and so are not presented. For the
analysis, the orthogonalized response variables from the final stage of the analysis discussed above—i.e. the
particulate forms of organic matter in the water column from which variance due to Inorganic nutrients,
Salinity, and Year has been removed—were individually regressed on Artemia and Pond.
Overall, the results of the analysis are consistent with what is known about the feeding “preferences”
of Artemia. According to Fernández (2001), the optimum particle size taken is ≈ 16µm; other researchers
put it somewhat smaller than that, at ≈ 4–8µm. These dimensions roughly correspond to the dimensions
of species in the chlorophyll-a-containing Dunaliella complex. For the smaller halophilic species of the
group, e.g. D. tertiolecta and viridis, this ranges from ≈ 7–11µm; for the larger ones, e.g. D. salina, it ranges
from ≈ 16–24µm. A new strain of D. salina recently isolated from a saltern in Korea has been recorded as
being ≈ 16–24µm long and ≈ 10–15µm wide (Polle et al. 2008). The existence of a significant relationship
between Artemia and chlorophyll-a is therefore not surprising.56 If the POP fraction is mainly bacterial,
then this would explain its weaker relationship with Artemia; for POP would then represent particulate
matter that for the most part was considerably smaller than that optimally filtered (see §2.11 for further
details).
It should be said, however, that there is other (see §2.11; Makridis and Vadstein, 1999) good evidence to
show that bacteria and bacteria-sized particles provide a foodstuff for brine shrimp. This was provided by
Savage and Knott’s (1998) study of the feeding behaviour of A. parthenogenetica in a hypersaline monomictic
coastal lake (Lake Hayward) in Western Australia. Primary production in the lake is dominated by benthic
microbial communities. Examination of gut contents, and tests conducted in vitro, showed that the major
components of the diet of brine shrimp in the lake were autotrophic and heterotrophic bacteria, of both
the unicellular and the filamentous types. According to the authors, the ingested material derives from
bacterial aggregates in the water column, and from benthic mat material, some of it still attached to the
substratum and some of it floating freely in the water column. It would be interesting to compare the
feeding apparatus of brine shrimp from such a lake with that of brine shrimp from a system such as
Swartkops where planktonic primary production is, one presumes, adequate.
Comparing the Result to a “Traditional” Multivariate Analysis of Variance. Because of the unfamiliar
nature of the methods of analysis used in this section it helps to compare the result to one obtained using
traditional methods. The model used as an example is that in which Artemia, Salinity, Pond, and Year
were used as predictors. Additive effects were assumed and there was no preparatory step. The model is
therefore equivalent to that shown in Figure 2.70b. The results are given in summary form in Table 2.25,
without a detailed post-hoc analysis. Significance was determined using Type-II sums of squares.57 Whether
56Whether this is the strongest relationship depends on the precise form of the analysis. For instance, in a model in which the
influence of Inorganic nutrients, Salinity, Pond, and Year was controlled for, Artemia has its strongest relationship with PON, judged
by the concordance of three types of correlation coefficient, viz Pearson, Spearman, and Kendall, and then, essentially equally, with
POC and chlorophyll-a. This closely resembles the final instrumental-variables model shown in Figure 2.72a.
57This means that the effect of a variable is calculated after fitting all other terms in the model except for those terms that are
marginal to it.
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raw or loge-transformed variables are used matters little, as does the particular form of MANOVA used.
Here 50–50 MANOVA with response-variable scaling was used.58
The results match those of the instrumental variables approach, with Artemia (and Pond and Year)
having a significant effect on the different forms of particulate organic matter in the water column and
Salinity having none. The comparable table from the instrumental variables analysis is Table 2.21, where
Year has its effect on the second axis (CPC 2) and Artemia has effects on both CPC 1 and CPC 2. The effect
of Pond is restricted to CPC 1. It might therefore be emphasized that the MANOVA analysis does not,
ostensibly at least, rely on regressing out effects or analyzing residuals. It is also worth noting that the
univariate responses of the two methods are similar, as may be seen from the p-values reported for Artemia
in the annotation to Table 2.25 and the univariate statistics reported in Table 2.26, the weakest relationship
being with POP, the strongest being with chlorophyll-a and PON.
Table 2.25: Summary Statistics from a 50–50 MANOVA of Factors Potentially Influencing the
Concentration of Particulate Organic Matter in the Water Column.
Predictor Variables DF exVarSS nPC nBU exVarPC exVarBU p-Value
Year 3 0.16189 3 1 0.9184 1 7.43e− 05
Pond 2 0.10788 4 0 1.0000 1 5.85e− 09
Salinity 1 0.01203 4 0 1.0000 1 0.3766
Artemia(† 1 0.11298 3 1 0.9065 1 0.0001
Residuals 37 0.36876
Abbreviations: exVarSS = variance explained, calculated from the sum of squares over all re-
sponses; nPC/nBU = number of principal components and buffer principal components used; ex-
VarPC = variance explained by the principal components used (nPC); exVarBU = variance explained by
nPC+nBU; p-Value = p-values from a modified Type-II test.
(† Single-response p-values for Artemia are as follows: Chl-awc = 0.0002; POC = 0.0254; PON = 0.0236;
POP = 0.0520. These were adjusted for multiple testing using rotation tests in a Monte-Carlo frame-
work (10 000 rotation simulations), family-wise error rate being controlled.
Note:—The statistics reported are based on the complete data set, restricted to ponds 5–C and to
samplings when the variables analyzed were jointly sampled. N = 45, with replicate samples (n ≥ 3,
excl. Artemia) being averaged. The analysis was carried out using the ffmanova package (Langsrud
and Mevik 2007; also see Langsrud 2002).
Table 2.26: Univariate t-statistics (DF= 1) and F-statistics (DF> 1) for the Analysis Sum-
marized in Table 2.25.
Response Variables
Predictor Variables DF Chl-a wc POC PON POP
Year 3 1.40 26.93 0.219 3.19
Pond 2 3.21 8.59 7.528 3.88
Salinity 1 −1.51 −0.51 −0.380 1.26
Artemia 1 −4.70 −2.60 −2.749 −2.05
The one-degree-of-freedom t-statistics show the sign of the associated regression coefficient, and
hence the nature of the effect. See Table 2.25 for further details.
2.12.2 Raw Relationships Revisited, Including a Detailed Examination of Changes from
2003 Through the Early Samplings of 2004
Having demonstrated that the main influences on particulate organic matter in the water column in ponds
5-C are Artemia and pond59, and to a lesser extent year, and that neither salinity nor inorganic nutrient
58In contrast to traditional MANOVA, this form of MANOVA copes with collinear response variables and with unbalanced designs
(Langsrud 2002; Langsrud et al. 2007; Langsrud and Mevik 2007).
59Pond is almost certainly an omnibus or “summary” factor representing a variety of physico-chemical conditions.
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Figure 2.73: Conditional inference tree models for chlorophyll-a and PON, using Artemia and Pond as predictors. The
models complement the ordination shown in Figure 2.72 (a). Response variables were orthogonalized with respect
to Salinity, Inorganic nutrients, and Year in a preparatory instrumental variables analysis. Transforming to z-scores
(standardizing) is part of this process and gives the y-axis scaling for each variable. Units for Artemia: individuals/tow
(5000 ≈ 2 ind/L). C = crystallizer pond. The analysis was restricted to ponds 5–C and to those samplings when all
variables were jointly sampled (N = 45; replicate samples [≥ 3, excl. Artemia] were averaged).
Note:—The analysis was carried out using the ctree function of the party package (Hothorn et al. 2006b).
concentrations are important, it is useful to conclude by presenting an overview of relationships using
the raw, non-orthogonalized data. In considering the figures to be shown, it helps to have a different
representation of the distribution of Artemia in ponds 5-C to hand than that given in Figures 2.24 and 2.25.
This is shown in Figure 2.74.
The marginal distributions of the data, in the form in which they are to be dissected, are shown in Figure
2.75. Their distribution as a function of Artemia-abundance is shown in Figures 2.76 and 2.77. Here the data
on Artemia were sectioned into ranges based on the critical value of 4 ind/L reported in the literature as the
minimum stocking density at which a population of brine shrimp can clear the water column once a day
(see §2.11; Reeve 1963a; Pedrós-Alió 2004, §1.3.4). For the analysis, cuts were made at half this count—at
≈ 2 ind/L (≈ 5000 ind/tow)—, in order to capture trends. In each plot, the response variable (one of the
forms of particulate organ matter in the water column) is shown as a simple proportion of the sum of
all values. The effect of Artemia on particulate concentrations in all ponds is clearly illustrated, as is the
unusual nature of 2002, i.e. the two samplings directly following the over-spillage event. There is also an
excellent match to the critical stocking density of 4–7 ind/L (≈ 10000–20000 ind/tow). The results of a more
sophisticated, but still data-driven, approach are presented in Figures 2.78–2.79. A set of regression-tree
models is presented in Figure 2.80; these compare well with the models shown in Figure 2.73.
§ § §
The high proportion of particulate matter and the low abundance of Artemia in the extremophile ponds 6-C
(and pond 5 initially) in 2004 that these plots (Figures 2.76–2.77) reveal needs to be noted and commented
on. Doing so permits a more detailed exploration of the resilience of the population of brine shrimp at
Swartkops and of its impact on particulate matter in the water column:—
It is clear that between the last sampling of 2003 and the first sampling of 2004, the biota in the
concentrator ponds of the salt-works were subjected to another shock.60 At the first sampling of 2004, the
whole system had a different aspect, being ≈ 12–14 cm deeper than it ought to have been—deeper than
at any other time since the beginning of the study—, and salinity in pond 5 was just 161.2S, the lowest
recorded since the start of the study, and much lower than it had been during all of 2003 (` = 201.8S;
range: 188.3–212.0S). The following week, it had fallen even lower, to just 127.4S. Brine shrimp were
assiduously sought for in the (somewhat murky) crystallizer system, but none were found. The trawl of
60In fact, there are signs that changes had already begun by the last sampling of 2003, on 16 December (see Figures 2.81 and 2.82).
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Figure 2.74: Complementary views of the distribution of Artemia in the high-salinity ponds of the Swartkops salt-works
during 2002–2004. For (a), proportions were calculated as a simple fraction of the total. For (b), the width of each
category corresponds to its relative frequency. The right-hand scale gives within-category proportions. For Artemia,
5000 ind/tow ≈ 2 ind/L; C = crystallizer pond. The analysis was restricted to ponds 5–C and to those samplings when
all variables were jointly sampled (N = 45; replicate samples [≥ 3, excl. Artemia] were averaged).
Note:—Categories for subplot (b) were determined using the algorithm of Freedman and Diaconis (1981). The graphical
method was implemented by Achim Zeileis, based on an unpublished manuscript by Hofmann and Theus (2005) (see
package vcd Meyer et al., 2008, sub spine for details). For subplot (a), a utility function of the latticeExtra package
(Sarkar and Andrews 2008) was used.
pond 5 produced a meso-zooplankton net clogged with the decayed remnants of a bloom of Cladophora
(from pond 4), the components of a thick, enmeshing bloom of a filamentous cyanobacterium, and
countless numbers of a ciliate of the Fabrea-group not previously seen (not F. salina henneguy [Ciliophora,
Heterotrichida], which was found from time to time).61 The brine shrimp population in the pond had fallen
to just 2988 ind/tow. Professor Davis (2000) has strong views on the occurrence of F. salina in the water
column and what it signifies. These are worth noting down:—
Fluctuating salinities coupled with excessive nutrients in the water may result in germination of dormant
cysts which become large populations of Fabrea salina (Gervais, 1969; personal experience). These motile
ciliates, too large to be ingested by Artemia, consume suspended organic matter and microorganisms, and
they release mucilaginous substances. These events are usually followed by a severe decline of the Artemia
population, excessive reproduction of Aphanothece halophytica, and increased export of organic substances
to the downstream ponds.
Quite what occasioned this change is not clear. As noted previously, there was a dramatic, system-wide,
change in the concentration of SO2−4 in the water column between the last sampling of 2003 and the first
sampling of 2004, on 16 March (Figure 2.17 of §2.6.1 and Table 2.27). Adjusting to a changed environment
may at least be part of the cause. Sulphate is known in some circumstances to adversely affect aspects of
brine-shrimp recruitment, and sulphate-dominated waters are in general associated with lower brine-shrimp
abundance than chloride-dominated waters (Vanhaecke et al. 1984; Litvinenko et al. 2007; Hammer 1986,
pp. 528–529; also see discussion in §2.7 and Croghan 1958, p. 215).
Relationships, however, are complicated by the fact that sulphate can also confer protection on nauplii,
against lethal compounds like the sulphate-like selenate ion, SeO2−4 (Forsythe and Klaine 1994). And, as
shown here, if sulphate did have an effect then this was short-lived (also see Figure 2.26 of §2.7). It is also
61Fabrea salina competes with Artemia sp. for food, being an efficient grazer of Dunaliella salina, and is known to secrete a
mucilaginous substance that inhibits the growth of D. salina and various instars of Artemia (Guermazi et al. 2008, see also Toumi et al.
2005, Elloumi et al. 2006, and Elloumi et al. In Press, Accepted Manuscript).
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Figure 2.75: Distribution of particulate organic matter in the water column in the high-salinity ponds of the Swartkops
salt-works during 2002–2004. The z-axis shows proportions, calculated as a fraction of the total. C = crystallizer pond.
The analysis was restricted to ponds 5–C and to those samplings when all variables were jointly sampled (N = 45;
replicate samples [≥ 3, excl. Artemia] were averaged).
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Figure 2.79: The relationship between the brine shrimp and particulate organic matter in the water column in the
high-salinity ponds of the Swartkops salt-works during 2002–2004. The data were fitted using a robust form of local
likelihood regression; confidence bands show prediction-type intervals with 95% coverage. For Artemia-abundance,
5000 ≈ 2 ind/L. C = crystallizer pond. Note that the y-axis scaling within each quartet of plots varies. The analysis was
restricted to ponds 5–C and to those samplings when all variables were jointly sampled (N = 45; replicate samples
[≥ 3, excl. Artemia] were averaged).
Note:—The analysis was carried out using the locfit package (Loader 1999, 2007).
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Figure 2.80: Conditional inference tree models for the different forms of particulate organic matter in the water
column, using Artemia, Pond, and Year as predictors. Rank-transformed response and predictor variables were used
in the analyses. Splits were determined based on Monte-Carlo methods (50 000 resamplings). Units for Artemia are
individuals/tow, where 5000 ≈ 2 ind/L. C = crystallizer pond. The analysis was restricted to ponds 5–C and to those
samplings when all variables were jointly sampled (N = 45; replicate samples [≥ 3, excl. Artemia] were averaged).
Note:—The analysis was carried out using the ctree function of the party package (Hothorn et al. 2006b).
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worth recording that nauplii survive sudden changes of salinity remarkably well, with the sensitivity to
change being age-dependent (D’Agostino and Provasoli, 1968). Adult females do not survive such changes.
For instance, transferring an adult female from a salt concentration of 30S to 60S causes it to shed its eggs
and it soon dies. A newly-born nauplius larva, on the other hand, can be transferred directly from a salt
concentration of 30S to any concentration in the range 5–205S without apparent effect (D’Agostino and
Provasoli, op. cit.).
What does seem to have happened is that during this period management chose to move large quantities
of fresh brine into the system and that this led to greater than usual volumes of brine from pond 4 being
transferred to pond 5, and from there to other parts of the system. To be noted then is that by the end of
2003 pond 4 had reverted to being a pond with an evil aspect. Brine shrimp had long since disappeared,
and the dominant copepods of the previous few samplings, which for a time had cohabited the pond with
the tail-end of the Artemia distribution, had themselves largely been replaced by ostracods (Plate V). Field
notes for the pond from this sampling read as follows:—
Cladophora now starting to take over part of the pond—it’s doing very well. Brine shrimp long gone.
Replaced by very many ciliates, some rotifers, and still a few copepods. Corixidae netted again. Lots of
birds pond centre.
This is the nature of the brine that would have been fed into pond 5 during the period leading up to the
sampling of 16 March 2004. Other signs of this movement of brine may be seen in the scatter diagrams of
Figure 2.81 and the K-table analysis of Figure 2.82. From these it is clear that brine was still being rapidly
moved about the system during middle and late March of 2004. For instance, salinity in ponds 6 and 7 on
16 March 2004 was 320.2S and 298.3S, respectively; one week later, on 24 March, it was 281.3S and 333.8S,
respectively.62 During the March-samplings of this period the extremophile ponds were foamy and the
crystallizers murky. The gypsum crust in pond 6 was also excessively soft and mushy. A contributory
factor to the collapse of the Artemia-population may also have been that pond 5 had been kept at too high
a salinity for too long and that the pond-system had itself to some extent collapsed. A field note on the
pond from the last sampling of 2003 remarked on the presence of floating pieces of benthic mat and that
the mats themselves did not look nearly as good as they had during the previous sampling (18 November
2003), having a bleached look.
Table 2.27: Descriptive Statistics for Pond 5 at the End of 2003 and During 2004.
Artemia Chl-awc POC POP Salinity NH+4 PO
3−
4 SO
2−
4 t pH DO ORP
Date ind/tow(† µg/L mg/L mg/L S µM µM mg/L ◦C mg/L(‡ mV
18nov03 12348 13.5 7.00 0.16 212 27.9 3.6 1456 24.4 8.0
16dec03 6698 15.8 5.57 0.13 202 32.8 2.2 1382 27.2 8.1
16mar04 2988 41.2 6.37 0.11 161 11.9 0.4 7392 25.6 8.0 2.7 147
24mar04 5976 26.5 5.83 0.12 127 5.8 0.1 21.6 8.4 2.2 147
31mar04 9017 26.3 4.02 0.07 149 11.2 0.1 21.3 8.5 4.8 155
7apr04 20915 1.6 3.00 0.06 151 20.1 0.4 7578 23.6 8.4 4.6 156
24may04 18291 1.1 2.30 0.06 165 34.2 1.1 18.1 8.2 5.2 198
1jun04 29878 2.5 2.78 0.05 168 29.4 0.9 7384 14.1 8.2 3.0 191
4aug04 9561 6.6 178 7.6 1.0 7494 13.4 8.3 2.3 206
Overall
12852 15.0 4.61 0.10 168 20.1 1.1 5448 21.0 8.2 3.5 171
(† 5000≈ 2 ind/L (‡ Following Carpelan (1957), there are considerable differences between morning (low) and
evening (high) values of DO. The values given here therefore serve only as a rough guide. However, since they
were determined at approximately the same time of the day, between 11 am and midday, they do provide a basis
for comparison.
Note:—Also worth recording is that chlorophyll-a in the water column in the crystallizer pond increased from
26.51µg/L to 70.29µg/L between 16 March 2004 and 7 April 2004. By 24 May 2004 it had fallen back to 6.19µg/L,
coincident with the reappearance of brine shrimp in the pond.
62And, as D’Agostino and Provasoli (1968) have noted, a change in salinity means a change in the food organism: adult brine
shrimp will take Dunaliella viridis, which grows faster and survives better at lower salinity than D. salina (see García et al. 2007),
whereas nauplii will not.
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(c) Pond 7
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(d) Crystallizer pond
Figure 2.81: Distance biplots of a set of principal component analyses showing pond-wise changes at the Swartkops
salt-works during the last two samplings of 2003 and the closely-sequenced set of samplings at the beginning of 2004.
The main axis of change for pond 5 until 24 March 2004 runs along a line of (1) decreasing salinity, PO3−4 , and NH
+
4
and (2) increasing pH. Thereafter, change is largely independent of these factors (except for NH+4 ), the line of change
running along (1) an increase in Artemia and (2) a decrease in the forms of particulate organic matter in the water
column, notably chlorophyll-a and POC. The increase in NH+4 during this period is clearly linked to the increase in the
abundance of Artemia sp. For the other ponds, note that the change between the samplings of 2003 is always on the
minor axis of change (PC2), whereas changes during 2004 run largely along the major axis of change (PC1). Note also
(1) the strong change to the system in ponds 6–7 between the first and second samplings of 2004 (16–24March), and (2)
that the path travelled by the extremophile ponds 6–C is from high abundance of Artemia to high concentration of
particulate organic matter.
Note:—Sulphate was not used as a descriptor so as not to unduly bias the analysis. The analysis was carried out on
standardized variables, i.e. on the correlation matrix, using a suite of functions in the ade4 package (Chessel et al. 2004;
Dray et al. 2007; Dray and Dufour 2007).
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(a) Sample from pond 5 at a salinity of 127S (24 March 2004).
Plate II: Display sample of Artemia salina, netted in pond 5 of the Swartkops salt-works on 24 March 2004. Gravid
females are clearly visible, as are the many eggs littering the bottom of the petri-dish used to hold the shrimp while
taking the photograph. Males with large claspers may also be seen. The image shows part of the sample in the lower
petri-dish of the inset, itself a sub-sample of the original catch. The upper petri-dish of the inset shows a similarly-sized
sub-sample from the catch from the week before (16 March 2004), effectively a brine thick with an algal bloom in which
the population of Artemia was loosely and freely “enmeshed,” even before concentration by netting.
Also relevant from that sampling is that a substantial population of Fabrea salina was netted in pond 7.
These had not before been found in the pond (they were not there at the previous sampling, four weeks
earlier), and they were not found in pond 6. The pond was much deeper, and salinity and nutrient profiles
indicated that brine from some other pond than pond 6 had been pumped directly into pond 7. The most
likely candidate is pond 5 (see Figure 2.82). Their association with the collapse of brine-shrimp populations
suggests that they contributed to, or were instrumental in, the collapse of the brine-shrimp population in
the crystallizer system in 2004. Although competitors with Artemia for Dunaliella sp., there is evidence that
they are more closely associated with a detrital food chain than with an autotrophic food chain (Davis, op.
cit.; Toumi et al. 2005, pp. 6–7).
Whatever the reason for the collapse, the opportunity was taken to monitor subsequent changes at close
quarters, and the salt-works was sampled on a weekly basis for the following month. Summary data for
pond 5 relating to this period are given in Table 2.27. The speed with which the brine shrimp population
recovered was remarkable, with the size of the population approximately doubling each week, from a low
of 2988 ind/tow at the beginning of the period to 7× this value three weeks later (20 915 ind/tow) (see
Figure 2.81). The downstream ponds did not recover quite so quickly: by 1 June 2004, pond 6 had recovered
well, from a low of 1195 ind/tow to 8759 ind/tow; however, during the same period the population in pond
7 remained largely unchanged, at just greater than 1000 ind/tow. And in the crystallizer pond studied just
103 individuals were netted in the final tow of the pond (4 August 2004). Almost 3000 individuals had
been netted in the pond at the end of 2003.
These facts are consistent with the observations of D’Agostino and Provasoli (1968) on the differing
sensitivity of brine-shrimp nauplii and adults to sudden changes of salinity (vide supra). The nursery for
Artemia at the salt-works is pond 5. It therefore is tempting to argue that the drop in salinity prior to
the sampling of 16 March 2004, which is clearly shown in subplot (a) of Figure 2.81, compromised the
breeding population of the pond and it was left to the nauplii to re-populate and to re-seed the system.
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This rebuilding continued until 24 May 2004. It took place at a much lower salinity, and at the expense of
chlorophyll-a in the water column, and of the other particulate forms, mainly POC and PON, a good part
of both of which plainly is chlorophyll-a. These points, too, are clearly shown in the panel of the figure
referred to (Figure 2.81-a).
For such an interpretation to be tenable, the collapse of the adult population of Artemia would need to
have occurred in the weeks leading up to the sampling on 16 March 2004. This is consistent with what
was observed and with most other pieces of the puzzle. What has been described here, therefore, is the
population before it collapsed (16 December 2003) and the early phase of recovery following the collapse,
not the collapse itself, which occurred between the two dates. Supporting this are the field notes, which
record the presence of a sexually active population of Artemia by the sampling of 24 March 2004 (Plate II).
These are given here verbatim:—
None of the algal stuff from previous week in the water column. Pale brine shrimp, with males clasping
females; some gravid females. Pond deeper, pepper water—many fine black specs. && : went back on
Friday 26th to do further net tows of ponds 4 & 5. Did so because I noticed sexually reproducing brine
shrimp in #5, nice and plump, with males clasping females, and with gravid females. On this trip went
along the neck of pond 4, where Steve put the barricades—full of Cladophora. Pond 4 has now been taken
over by Cladophora.
When considered in its entirety, the analysis can leave little doubt that Artemia plays a central role in
controlling particulate organic matter in the water column in ponds 5–C. Salinity is emphatically excluded
as an important determinant with a direct influence.63 Based on the findings reported by Magaña-Góngora
et al. (2005), following their attempts to rehabilitate a similarly inundated salt-works, the brine-clearing
activities of brine shrimp in these ponds should pay dividends in the long run in terms of the quality of
the salt produced at Swartkops. The analysis might, therefore, usefully be set beside that summarized in
Figure 2.53 of §2.9. This demonstrated a shift in the biotic position of pond 5 during the course of the
study, when changes in the proportions of the different forms of particulate organic matter in the water
column are considered. It might also be noted that during the second and third years of the study visible
particulate matter was never observed in the water column in ponds 6–C.64 It also was never found in the
meso-zooplankton net after fishing for brine shrimp, nor was it found on the filters used for determining
POC, PON, and POP.
2.13 Examples of Normal Life in Ponds 1 and 2
See Plate III, showing examples of normal life in ponds 1 and 2 at the end of 2003.
(a) 36S (Pond 1: 4 November 2003) (b) 37S (Pond 2: 4 November 2003) (c) 39S (Pond 2: 16 December 2003)
Plate III: Display examples of normal life in ponds 1 and 2 at the end of 2003.
Each panel shows a sub-sample of the contents of the meso-zooplankton net (200µm, mouth-diameter of 40 cm)
following a 20m tow of the pond. Details: (a) Typical mixture of a medusa, a larval form of the grapsid crab
(Chasmagnathus; Crustacea: Decapoda), debris, and marine snow; (b) Medusae and larval fish; (c) Larval decapod and a
thick variety of Cladophora.
63Conditional, perhaps, on the presence of a lively, actively feeding population of brine shrimp.
64Excluding the characteristic “pepper-points” of Fabrea sp.
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2.14 A Catalogue of Changes in Ponds 3 and 4
See Plates IV and V, showing some of the changes in the biota of ponds 3 and 4 that occurred during the
course of the study.
2.15 Chapter Summary
The main findings of the different sections are summarized under separate heads. Back-links to the relevant
sections are given.
Pond-depth Experiment, §2.5. The attempt to switch the low-salinity ponds of the salt-works to a
microalgally-dominated growth pattern by lowering pond-depth by ≈ 40 cm was a failure, there being no
evidence of a significant increase in the concentration of chlorophyll-a in the water column. The results of
Du Toit’s (2001) pond-depth experiment are called into question (Figure 2.9 and Table 2.7) and it is argued
that such a strategy, even if it could be engineered, was flawed to begin with, given the nutrient load of
the system and the salinity profile of ponds 1–4. The danger lies in the collapse of the phytoplankton
population, leading to a clear water column and abundant nutrients available for use by macroalgae at a
salinity at which they can grow rapidly and could penetrate far into the system.
Blooming Macroalgae, §2.6. Within the range of salinity at which macroalgae form blooms at the salt-
works (< 70S), the key controlling factors were shown to be water clarity and the ratio of inorganic nitrogen
to inorganic phosphorus (N:P). If one considers the full range of salinity available for growth, then salinity
is the ultimate controlling factor (Tables 2.6 and 2.8, and Figure 2.12). Both of the problem taxa that occur
at the salt-works—mainly Ulva spp. in pond 3 and Cladophora spp. in pond 4—appear to be P-limited, with
every indication that the taxa that bloom in pond 4 are less susceptible to light- and P-limitation than the
taxa that bloom in pond 3 (Figures 2.14–2.15). This makes the curative for pond 4 more difficult to concoct,
but because its blooming forms are filamentous they are less refractile than the laminate forms in pond 3
and therefore are more likely to be taken as a food-stuff by brine shrimp in pond 5.
Brine Shrimp Experiment, §2.7. The first sampling of the salt-works (1 November 2002) showed that
there was a thriving population of brine shrimp at the salt-works, despite the low numbers recorded by
Du Toit (2001) during his study. All ponds into which high-salinity brine had spilled were well populated
with individuals at various stages of growth. This fact provided a first-level confirmation of the correctness
of the thesis, based on a review of the literature and on a knowledge of the salinity profile of the salt-works,
that adjusting the salinity profile of the system to provide a “home” for brine shrimp was probably the key
to their long-term reproduction and survival at Swartkops. The orderly disappearance of brine shrimp
from ponds 2, 3, and 4 as salinity in each pond fell to below ≈ 70S—with their continued survival in pond
5—largely confirmed the correctness of this view.65 The optimum range of salinity for the survival and
reproduction of brine shrimp at the salt-works was shown to be 150–200S, the mean salinity of pond 5
during the course of the study sensu stricto (excluding data gathered during the “barley straw” experiments)
being 177S (` = 176S).
The Sedimentary System, §2.8. Evidence was presented to show that the sedimentary system of the
salt-works has improved markedly. The improvement concerns ponds 1–5 and notably involved an increase
in benthic chlorophyll-a and a decrease in the organic matter content of the substratum (pond 6 was
also studied but changed little; ponds 7 and C were not routinely examined). The improvement was
especially evident in pond 5, where an impressive benthic mat developed where none occurred before
(Figures 2.32 and 2.33 and Plate I). This could be peeled off from the substratum, was tough, and had
a rubbery consistency. Because the improvements included ponds 1–4, as well as pond 5, the effect
may reasonably be attributed to the depth-reduction experiment. For pond 5 there is also likely to have
been a salinity-effect, with high salinity in the pond probably assisting mat-growth by acting to exclude
competitors and mat-grazers (Cornée et al., 1992), and perhaps acting in other ways, too.
65It was hoped that management would allow salinity in pond 5 to fall back to its pre-study levels. This would have provided a
final confirmation of the correctness of the working hypothesis. Unfortunately, they chose to maintain pond 5 as a high-salinity pond
for the time being.
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(a) 65S (1 November 2002) (b) 72S (19 December 2002) (c) 72S (19 December 2002)
(d) 41S (4 November 2003) (e) 41S (4 November 2003) (f) 46S (16 December 2003)
Plate IV: A catalogue of changes in pond 3 from the beginning of the study, when a population of Artemia was briefly
present, to 16 December 2003. A substantial bloom of Enteromorpha intestinalis (l.) nees (= Ulva intestinalis L.; see
Hayden et al., 2003) and Cladophora kützing sp. that had over-run the pond by the sampling of 10 April 2003 is not
shown. At that point salinity in the pond was 48S and brine shrimp were not found. By the sampling of 9 July 2003
(also not shown) the pond was a clear green colour, and a mess, with masses of more or less well decayed floating and
benthic macroalgae. A fringe of Zostera L. was beginning to be established along the littoral of some parts of the pond.
Note especially the clarity of the water column in the sample with an established population of brine shrimp.
Each panel shows a sub-sample of the contents of the meso-zooplankton net (200µm, mouth-diameter of 40 cm)
following a 20m tow of the pond. Details: (a) Pond characterized by much debris, especially exoskeletal remains,
and a good number of living nauplii of Artemia; (b) Plump, sexual population of Artemia, with gravid females, male
with claspers (centrepiece), and many eggs/cysts in the background; (c) Detail of (b), showing a male with prominent
claspers (centre of the image) and just above him, two females, one of them gravid; (d) Several protozoans surrounded
by mucilaginous debris, or marine snow; (e) Amphipod (probably one of the Gamaroidea, based on the size of its
eyes) dimly visible at the centre of the image, surrounded by thick marine snow; (g) A much less debris-ridden water
column, showing a larval fish surrounded by leaves of Zostera L. sp. (Liliopsida–Alismatales–Zosteraceae).
Particulate Organic Matter in the Water Column, §2.9 Two important changes to particulate organic
matter in the water column occurred: (1) There was a progressive, system-wide decrease in the concentra-
tion of particulate organic carbon (Figures 2.37, 2.41b, and 2.45); and (2) there was a substantial decrease in
the proportion of particulate organic carbon compared to the other forms of particulate organic matter
that were assayed (Table 2.15, Figures 2.43 and 2.47). Relationships between all the particulate forms
strengthened significantly, most notably those involving particulate organic carbon. This was expressed as
an increase in their correlation coefficients and as a decrease in the variance of the pairwise ratios of all
four forms of particulate organic matter (Table 2.13, Figure 2.56). These changes point to a decrease in the
detrital component of particulate organic carbon in the water column and to the development of a better
balanced system (Figures 2.36 and 2.53). A further important change that occurred was that there was a
re-sorting of the ponds of the system, based on within-pond profiles of the particulate forms. The final
biotic arrangement of the ponds, with pond 5 third in the sequence, after ponds 1 and 2, approximates
that of a model salt-works, with a regular increase across ponds in the concentration of particulate organic
matter in the water column (Figures 2.53 and 2.54–2.55). Though a downstream pond, the “upstream”
position of pond 5 in the biotic arrangement stands as good circumstantial evidence in favour of the
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(a) 118S (1 November 2002) (b) 151S (28 November 2002) (c) 70S (10 April 2003)
(d) 69S (9 July 2003) (e) 66S (4 November 2003) (f) 59S (16 December 2003)
Plate V: A catalogue of changes in pond 4 from the beginning of the study, through the collapse and disappearance
of Artemia from the pond (last netted on 9 July 2003), to its redomination by Cladophora kützing species (sub-figure
f). Corixidae leach (Hemiptera: Heteroptera) were netted in all samplings except for the second, when salinity
was probably too high.(† They had become a feature of the pond by the sampling of 16 December 2003. The second
sampling was marked by a dense bloom of cyanobacteria; this was still present at the third sampling (10 April 2003),
but was gone by the fourth sampling (9 July 2003). Each panel shows a sub-sample of the catch from a tow spanning
20m of the pond using a meso-zooplankton net (mesh-size = 200µm; mouth-diameter = 40 cm).
Detail: (a) Filamentous cyanobacterium forming a dense matrix embedding several adult Artemia and many nauplii;
(b) Like (a), but with an even more dense cyanobacterial matrix; (c) Filamentous cyanobacterium much less dense,
and with the appearance of many ostracods and copepods; brine shrimp numbers dwindling; (d) Like (c), but with a
clear water column, the filamentous cyanobacterium having disappeared; (e) Roughly equal mixture of ostracods and
copepods, without signs of brine shrimp; a quite prominent, and very green, fringe of Cladophora had also made its
appearance along the littoral of the pond; (f) Pond characterized by a bloom of Cladophora and numbrous corixids;
copepods and some ostracods still present; no brine shrimp.
Note:—Several samplings carried out during November 2002, and several others from December 2002, are not shown.
Whether a sampling is referred to as being second or the third therefore relates to the panels displayed not to the actual
sample number.
(† Some of the predatory Corixidae are meta-haline to hyper-haline, the range of salinity tolerated generally being given
as 60–120S (van Stappen 2002, p. 176). However, there are reports of finding Graptocorixa californica Hungerford at
salinities as high as 141g/L in a saltern on the Baja California Peninsula, México (in Rodríguez-Almaraz et al. 2006).
Carpelan (1957) also reported that Trichocorixa reticulata Guerin-Menéville occurs throughout the year in all ponds of
the Alviso salt-works, pond 6 of which has a salinity that ranges from 61–153S. Relevant, therefore, is that several
fast-swimming corixids were observed in pond 5 during the sampling of 24 May 2004, when salinity in the pond was
165S. This followed a period of comparatively low salinity in pond 5, when, on 24 March 2004, roughly two months
before the corixid-sighting, salinity in the pond reached an all-time low for the study of 127S (Figure 2.81-a; Table 2.27).
This was the only time that corixids were seen in pond 5, and they were never netted. An excellent overview of the
feeding habits, salinity tolerances, life history, and predators and parasites of the Corixidae may be found in Stonedahl
and Lattin (1986).
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important role played by brine shrimp in reducing the load of particulate organic matter in the water
column arriving from ponds 1–4 (Figure 2.53c).
The Effect of Brine Shrimp on Particulate Organic Matter in the Water Column, §2.11–2.12. Brine
shrimp abundance was shown to be negatively correlated with the concentration of particulate organic
matter in the water column in ponds 5–C. In these ponds it was also shown to be a primary predictor
of the concentration of particulate organic matter. Neither salinity nor inorganic nutrient concentrations
were found to be important predictor or explanatory variables. The impact of brine shrimp was found to
be most marked at densities ' 4 ind/L, but lesser densities also appear to be effective (Figures 2.74–2.77,
2.78–2.79, 2.73, and 2.80). The results are consistent with reports in the literature indicating that 4–6 brine
shrimp per litre are sufficient to clear the water column once a day. The results also suggest that Artemia is
an active and effective feeder at extreme salt concentrations, perhaps even up to close to the point of halite
saturation.
2.16 Chapter Conclusions
An important aspect of the analysis was establishing that the condition of the Swartkops salt-works at the
beginning of the study was essentially the same as it was when Du Toit (2001) studied it. This was shown
to be so for inorganic nutrients entering the system, for benthic chlorophyll-a, and for the concentration of
chlorophyll-a and particulate organic carbon in the water column. It was also established that the ratio of
particulate organic carbon to chlorophyll-a in the water column was essentially the same as at the time of
Du Toit’s study. The importance of such demonstration is that it provides a reference point for the degree
and direction of change; it also means that the changes that took place during the study do not simply
represent system-correction following the over-spillage event that occurred roughly six weeks before the
first sampling.
Since only pond-depth and the salinity of pond 5 was changed it seems reasonable to attribute the
increase in the chlorophyll-a content of the benthic mat, and the decrease in the organic matter content of
the substratum and of particulate organic matter in the water column, to the system-wide reduction in
pond-depth. Because the changes tended to be system-wide, and because they involved the lower salinity
ponds, salinity may be emphatically excluded as the likely primary cause.66
Disentangling effects in pond 5 is problematic, except perhaps in the case of changes to the brine-shrimp
population. Based on events in other ponds of the system as salinity returned to its normal levels, there
are secure grounds for concluding that the increase in the brine-shrimp population is salinity-related. The
study shows that the key to a thriving brine-shrimp population at Swartkops is to provide an environment
of sufficiently high salinity that excludes their main predators. At Swartkops there are indications that
water boatman could be the most important of these, but copepods, too, prey on brine shrimp, and they
became abundant once salinity had fallen to below the ≈ 80–100S mark. Based on the evidence available
in the literature, the two acting in consort, along with a range of other factors, would have a devastating
impact. A safe environment would be a salinity of 176S, the median value in pond 5 for the study.
The evidence presented shows that the pond-system of the salt-works changed markedly during the
course of the study. A thriving, sexually active, population of brine shrimp became established in pond
5, giving a more or less thriving population in the higher salinity ponds of the system. There was a
system-wide increase in the concentration of chlorophyll-a in the upper layer of the benthic mat. The
development of the mat in pond 5 was remarkable, and surprising, given the high salinity in the pond.
There was also a substantial reduction in the concentration of POC in the water column, compared to that
present at the beginning of the study and to when Du Toit surveyed the salt-works. The concentration of
chlorophyll-a in the water column did not change appreciably between the two study-periods (§2.5), but
there was a significant increase in the ratio of chlorophyll-a to POC during the period of study (§2.9).
If the concentration of PO3−4 pumped into the system from the estuary is kept more or less at its present
level (` = 6.42µM for 2004)67, if the salinity of pond 5 is kept at ' 150S (but not above ≈ 200S for too
66In fact, median salinity in ponds 1–4 was marginally higher during Du Toit’s study than it was during the present study (Tables
2.5 and 2.6).
67Following the pilot survey of the Swartkops Estuary at the end of 2002 a report was sent to management showing the existence
of a link between low salinity and high concentrations of PO3−4 in the estuary . In the autumn and early winter of 2003 this link was
conclusively established (Chapter 1) and it was recommended to management that brine should not be pumped into the system
following heavy rainfall in the catchment area, or even at Uitenhage. This recommendation seems to have been adhered to.
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long), and if the depth of the ponds is kept as they were for most of the study, then the condition of the
salt-works should remain largely as reported here; in all likelihood it should continue to improve further.
Pond 4, given its current level of salinity and nutrient inputs, will remain a problem-pond. However, based
on data from the final year of the study (which shows pond 5 taking a biotic position between ponds 2 and
4 in terms of particulate organic matter in the water column), the malodorous nature and contents of pond
4 should not be transferred to the downstream ponds.
Finally, the study builds a sufficiently strong case to show that any pond of the system could be turned
into a “pond 5” type pond by adjusting its salt-concentration. A strong recommendation, based on the
transforming power of salt, is to adjust the salinity of pond 4 to ≈ 100S.
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Chapter 3
Towards Determining Whether Decomposing
Barley Straw Detrimentally Affects the
Benthic Mat
3.1 Introduction
The ultimate aim of these experiments was to establish whether the products released by decomposing
barley straw (Hordeum vulgare L.) could safely be used to limit macroalgal growth at the Swartkops salt-
works. Initial work using barley straw focused on its effect on nuisance species of freshwater macroalgae,
notably species of Cladophora Kützing and Ulva L. (Gibson et al., 1990; Welch et al., 1990; Ridge and
Pillinger, 1996; Everall and Lees, 1997; Barrett et al., 1999; Caffrey and Monahan, 1999). Subsequent research
has shown that barley-straw treatment affects the growth of species in most groups of algae, including
cyanobacteria (Barrett et al., 1996; Ridge and Pillinger, 1996; Everall and Lees, 1997; Martin et al., 1999;
Ball et al., 2001). The effect is uneven, with some species being affected, other species not being affected,
and some species even showing accelerated growth (Brownlee et al., 2003; Ferrier et al., 2005). It has also
been demonstrated—and this is an important consideration for this study—that the algistatic compounds
released by the decomposing straw remain effective against Cladophora and Ulva at sea-water concentration
(Taylor, 2003).
Target ponds for the application of activated barley straw are ponds 3–4, where species of Ulva and
Cladophora are a particular problem. Observations from the beginning of the study—during the period
when salinity in pond 4 fell from 118.0S to 69.5S (Chapter 2, §2.6 and Plate V)—indicate that management
could cure the Cladophora-problem in pond 4 by raising salinity in that pond by 10–15S above its current
median value of 57.0S (mean: 59.9S).1 The macroalgal problem in pond 3 is much more difficult to combat,
given current levels of nutrients entering the salina. A particular concern with using barley straw at the
salt-works is that still active substances from straw treatment in an upstream pond would flow into ponds
5 and 6, and affect the benthic mat.
The salinity profile of the salina that is now in place means that brine shrimp populate the system from
ponds 5–7 (plus the crystallizers), with pond 5 being the breeding ground or nursery. It is also in this pond
that a properly structured benthic mat, i.e. a mat that can be peeled off from the underlying benthic layer,
exists (Plate VI). Disruption to the ecosystem of this pond, and to its mat-component in particular, could
therefore be catastrophic to the system, not least because this pond is separated from the crystallizer ponds
by just two other ponds. It is the last pond, indeed it is the only pond, in the system that is properly set up
to clean out the water column (Chapter 2).
3.2 Overview of the Experimental Approach
The purpose of these experiments may be restated by saying that their primary aim was to establish whether
the product(s) released by decomposing barley straw would detrimentally affect the structure and function
of the benthic mats of pond 5 of the Swartkops salt-works. To this end, two groups of experiments were
1This is a problem that is worth studying further, to establish at precisely what salinity the growth of Cladophora would be
prohibited. It would also be worthwhile establishing whether there is an interaction between salinity and orthophosphate (PO3−4 ).
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Plate VI: Display section through the benthic mat of pond 5 of the Swartkops salt-works, taken at the
beginning of March 2005. The section is ≈ 1.25 cm thick.
conducted: (1) a set of “fact-finding" experiments in which nutrient-uptake and conversion by the mat was
explored, but in which barley straw was not used, and (2) a set of final experiments in which a pre-treatment
phase during which mat-cores were exposed to activated barley straw was used. The pre-treated units were
then carried through the same experimental protocol as was used for the “fact-finding” experiments.
The aim of the “fact"-finding experiments was to document the behaviour of experimental units to
being dosed with 140µM of NH+4 , followed by several days of light and oxygen deprivation. During this
time samples were periodically taken for nutrient analysis. These experiments had a further formative
function: it was hoped that they would give evidence of a mat “function" that could be used as a further
sign of mat-impairment following exposure to barley-straw treatment. A concern from the outset was that
the short-term experiments that had been planned would be insufficient to detect structural differences in
the mat, but that aspects of mat function or behaviour had in fact been harmed or substantially changed by
exposure to the substances released by activated barley straw.
A Note on Replications. Owing to the limited volume of brine used in the experiments (100ml), within-
flask replicate measurements were dispensed with, the effort rather being put into replicating experimental
units in each treatment and control type (usually by three, but sometimes by four). That is, for each
nutrient assayed, a single aliquot of brine was extracted for analysis from each experimental unit. Since
each replicated unit uses different mat-cores and different aliquots of brine, a particular treatment is likely
to exhibit large within-treatment experimental error. Consequently, there is an inflated risk of a Type
II error when assessing the statistical significance of differences between treatments; that is, there is an
increased risk of accepting the null hypothesis of no difference between treatment means when, in fact, a
difference does exist. In short, the experimental design is such that the conclusions are likely to err on the
side of caution. Whether this should be adjudged a design-flaw naturally depends on the outcome of the
experiments.2
A Note on Control Treatments. For experiments containing mat-cores, two types of controls were used:
(1) controls without added NH+4 (Ctr0 or zero controls) and (2) controls with added NH
+
4 (Ctr1 or “No
2Had we not been able to detect significant between-treatment effects because of it and had we not found structural differences
attributable to treatments then such a view would be warranted.
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mat”). Neither contained mat-cores. The first type of control is irrelevant to the NH+4 part of the experiment;
it was introduced for the conversion aspect of the experiment, to allow one to test whether adding 140µM
of NH+4 to the water column would affect the production of NO
−
2 and NO
−
3 .
A Note on the Procedure Followed for the Nutrient Analysis Stage of the Experiments. Brine was
collected from the Swartkops salt-works in polyurethane sampling containers the day before each experi-
ment and kept in a cold room overnight. It was brought up to room temperature before being used.
Experiments were begun at approximately midday. Sampling containers containing the collected brine
were inverted several times and 100ml sub-samples were transferred to clean 250ml Erlenmeyer flasks.
These had been acid-stripped, autoclaved, and combusted for 8h at 500 ◦C in a muffle-furnace.
Each flask (experimental unit), except for the baseline control (Ctr0), was then dosed with 140µM of
NH+4 by adding 1.4ml of NH4Cl stock solution (10mM NH4Cl, made up in distilled H2O). This was mixed
in by agitating the flasks for 30 s. Aliquots for the analysis of NH+4 ,NO
−
2 , and NO
−
3 were then removed.
The analysis of NO−2 is rapid, so this was carried out first, followed by the analysis of NH
+
4 and then NO
−
3 .
The reaction vessels were then sealed with parafilm and placed on a LabCon shaker, where they were
gently agitated and shielded from light until the next sampling time. For the last experiment in the series
(Experiment 6), units were additionally dosed with 40µM of PO3−4 .
The design of a typical experiment involving a single pond is shown in Table 3.1.
3.3 Experiments Without Barley Straw
3.3.1 Experiment 2 (3 February 2005)3
This was the most broad-based and complete of the preparatory experiments. Barley straw was not used
and the experiment was carried out in two stages. The aim of the first stage was to determine whether,
within the restrictions imposed by the experimental protocol, water-column samples that contain benthic-
mat-cores differ in their behaviour from water-column samples that do not contain benthic-mat-cores
(in respect of concentrations of NH+4 , NO
−
2 , and NO
−
3 ). A further purpose was to determine whether
samples from different ponds behave differently. The second stage of the experiment was motivated by
“idle” curiosity, the interest being to find out how the experimental units would respond if they were given
light but not oxygen, and were left untouched in a controlled environment for a prolonged period of time
(≈ 1month) before resampling them.
Brine and benthic-mats cores from ponds 4–6 of the Swartkops salt-works were studied. Treatments
used were
• A control treatment without a mat-cores and without added NH+4 (Ctr0 or zero control) ,
• A “treatment” without a mat-cores but with added NH+4 (140µM) (Crt1 or “No mat”‘ treatment), and
• A treatment with living mat-cores and added NH+4 (140µM) (“Living mat” treatment).
Samples were collected the day before the experiment.
Protocol for Stage 1. Ammonium was added as 1.4ml of concentrate (10mM). Each treatment was
replicated three times, giving a total of 3 (ponds) ×3 (treatments) × 3 (replicates) = 27 reaction vessels.
Samples for the analysis of NO−2 , NO
−
3 , and NH
+
4 were extracted at the beginning of the experiment—
immediately after the addition of NH+4 —, after 8h, and then after 24h, 48h, 72h, 96h, 120h, and 144h.
See Table 3.1 for a typical layout involving just one pond.
Protocol for Stage 2. After the sampling at 144h, experimental units were re-sealed with parafilm and
placed in a growth cabinet at 20 ◦C on a 12/12 LD cycle and left alone for one month (34d). At the end of
this period (960h), aliquots for the analysis of NH+4 , NO
−
2 , and NO
−
3 were extracted.
4
3Experiment 1 has been omitted. The original numbering of the experiments has, however, been preserved in order to preserve
the integrity of the data sheets and other data-related matters.
4Amazingly, several brine shrimp were “happily" swimming about in two of the experimental units containing mat-cores from
pond 5.
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Table 3.1: Synopsis of the Design of a Typical Experiment Involving a Single Pond. For Designs
Involving More than One Pond, the Layout is Replicated.
Replicate Treatment Nutrients Analysed
(each containing 100ml brine) NH+4 added
(? Sampling Times (h)
1 2 3 (140µM) Other(† Type (0, 8, 24, 48,ß)
X + Autoclaved mat Mat NH+4 , NO−2 , NO−x (‡
X + Living mat Mat NH+4 , NO−2 , NO−x
X No mat/Ctr1 WC NH+4 , NO−2 , NO−x
7 No mat/Ctr0 WC NH+4 , NO
−
2 , NO
−
x
(? Added after other treatments as 1.4mL NH4Cl stock solution (10mM); flasks were gently swirled for ≈ 30 s
before taking the first samples.
(† Treatments with mats contain two mat-cores, 2.3 cm (diam)× 1 cm (height). For the experiments in which
barley straw was used (Experiments 5 and 6), Living mat splits into No straw and Straw treatments.
(‡ NO−x = NO−2 +NO
−
3 , determined by the azo-dye method following reduction to NO
−
2 in a heterogeneous
system using copper-coated cadmium (Cd). NO−3 values were then calculated by subtraction.
3.3.1.1 Results
Stage 1 of the Experiment. Pond-by-treatment differences over the first 96h of the experiment are
summarized in Figure 3.1 using linear discriminant analysis.5 The figure shows that there are two
equally important, essentially orthogonal, discriminating variables that separate the pond-by-treatment
experimental units, viz NO−2 and NH
+
4 (subplots 1–2, anti-clockwise from top left). The two variables have
nearly equal loadings on the first two axes—linear discriminants—, which account for most of the inertia
in the data set, viz 76.2%, with roughly equal contribution from each axis (see the inset plot showing
the eigenvalues). The short vectors for NO−3 show that this nutrient varies remarkably little across all
experimental levels and so contributes very little to the analysis (also see Figure 3.3).
Key features to note are (1) that there is a “mat effect" involving all three ponds and NO−2 , with the mat
being a source of NO−2 , and (2) that there is a “mat effect" involving pond 5 and NH
+
4 , with the mat being
both a sink for and a source of NH+4 . Concerning feature (1), note that the “mat effect"—effectively the
release or production of NO−2 by the mat—is unrelated to a water-column effect involving the addition
of NH+4 . This may be deduced from the fact that for each pond the ellipses for “Ctr0" (no added NH
+
4 )
are vertically aligned with the ellipses for “No mat" (added NH+4 ) and that the vector for NO
−
2 increase is
orthogonal to these imaginary vertical axes. (The run charts for NO−2 [Figure 3.3] show that a more formal
test of this assertion is unnecessary.)
These points are perhaps more clearly seen by referring to the “Class scores" subplot (bottom right) of
Figure 3.1. Here one sees how the centroid for 5.Living mat is displaced negatively compared to the other
mat-centroids along what is in effect the axis of NH+4 increase, viz the vertical axis. Finally, there is a “mat
effect," which is not illustrated, involving NO−3 and pond 6 on the minor, third dimension of the ordination
(see Figure 3.3).
5Linear discriminant analysis is mathematically identical to multivariate analysis of variance. Daniel Chessel of the School of
Biometry at the University of Lyon has presented cogent arguments to supports its use as an essentially descriptive method, as used
here (Chessel et al., 2007; Chessel, 2008).
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Figure 3.1: Summary plots of a linear discriminant analysis of the first 96h of Experiment 2 (3 February
2005).
Note:—The underlying principal component analysis is based on a correlation matrix of variables trans-
formed to multivariate normality using a Box-Cox power transformation. The Monte-Carlo analysis (subplot
at bottom left) shows the result of a nonparametric version of Pillai’s test of “between-group" differences.
The observed value of the test statistic (marked by the lollipop, ≈ 0.6) equals Pillai’s trace (= ∑ eigenvalues)
divided by the rank of the underlying principal component analysis (i.e. 1.8479/3 = 0.6160).
For a more detailed analysis the data bound up in the ellipses of Figure 3.1 need to be unravelled to
show how water-column concentrations of the three nutrients change as a function of time (Figures 3.2–3.3).
This is done for the full course of the experiment; within-treatment variability is shown using flanking
traces on the mean trace, based on nonparametric bootstrapped 95% pointwise confidence intervals about
the mean (20 000 resamplings).
The run-chart analysis highlights the pond 5 “mat effect" involving NH+4 noted above in the discriminant
analysis. This is already well in evidence at 8h, reaches its maximum at between 24–48h, when the 140µM
added at the beginning of the experiment has been fully “taken up" by the mat, and is essentially over by
the 96h sampling point (for the first stage of the experiment). There is a weak, short-lived mat effect in the
experimental units with cores from ponds 4 and 6. This is easy to overlook when inspecting the data by
eye but is clearly identified by regression-tree analysis, where it is shown to be significant (Figure 3.5).
While the discriminant analysis and run charts give a good overview of the data, it is virtually impossible
to work out from them whether the changes in one nutrient are related to changes in another nutrient and,
more generally, what the primary determinants of change are. Tree-based methods are suitable for data of
this type, providing a good, robust approach to sorting the grain from the chaff. The results of the analysis,
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Figure 3.2: Run charts of the logged mean concentration of NH+4 for each treatment for the full course
of Experiment 2 (3 February 2005). Flanking traces show nonparametric bootstrapped 95% pointwise
confidence limits on the mean value (20 000 resamplings).
covering the first stage of the experiment, i.e. the first 144h, are shown in Figures 3.5, 3.6, and 3.7. The data
were rank-transformed before the analysis (recommended by the authors of the method for data sets with
extreme values), and Monte-Carlo based permutation tests (20 000 replications) or the Bonferroni correction
was used to determine significant splits. The zero control (Ctr0) was excluded from the analysis of NH+4
since it is not relevant.6
The results of this analysis show the following:
1. For NH+4 (Figure 3.5): there is a change-point at 72h beyond which there is a significant increase in
NH+4 . Within this branch, increase is associated with high concentrations of NO
−
2 (> 5.33µM; the
80th percentile begins at 5.10µM), with the effect being greater in ponds 4 and 5 than it is in pond 6.
At less than 72h there is a clearly identified mat effect associated with decreased concentrations of
NH+4 ; this is short-lived in ponds 4 and 6 but prominent in pond 5.
2. For NO−2 (Figure 3.6): the higher concentration of NO
−
2 in pond 6 causes it to be separated from
ponds 4 and 5 at the outset. Within each branch there is a mat effect, with the mat being a source of
6The main use for this control is to provide a means of testing whether changes in the concentrations of NO−2 and NO
−
3 are
related to added NH+4 .
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Figure 3.3: Run charts of the logged mean concentration of NO−2 (left) and NO
−
3 (right) for each treatment
for the full course of Experiment 2 (3 February 2005). Flanking traces show nonparametric bootstrapped
95% pointwise confidence limits on the mean value (20 000 replications).
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NO−2 . For ponds 4 and 5 this effect becomes more prominent beyond the 48h point. Within each of
these identified pond-systems the “No mat" control (added NH+4 ) classifies with the zero control (Ctr0,
no added NH+4 ), showing that the increase in the concentration of NO
−
2 in the mat-containing units
is not due to the transformation of the added NH+4 in the water column. Within these control-system
groups there are minor increases in concentration associated with increased concentrations of NO−3 .
The “mat effect,” and its linkage to increasing concentrations of NH+4 and NO
−
3 , is further illustrated
in Figure 3.4.
3. For NO−3 (Figure 3.7): increased concentrations of NO
−
3 are associated with increased concentrations
of NO−2 . The effect is strongest in the treatments without mat-cores (i.e. controls Ctr0 and “No mat"),
especially during the first 8–24h. Bear in mind that variation in the concentration of NO−3 during this
phase of the experiment is rather limited (Tukey’s five-number summary: [0.02 : 0.92 : ` = 1.12 :
1.47 : 5.48] µM). The fact that the two controls co-classify shows that added NH+4 does not lead to
increased concentrations of NO−3 . Note that two of the main splits (nodes 3 and 8) are only significant
at the 10% level of significance. If the Bonferroni correction is used to determine significant splits,
then there is a split (p = 0.03) at 72h within the “Living mat" branch, with higher concentrations
occurring at > 72h and the greater part of the increase being due to pond 4.
Stage 2 of the Experiment. The changes that took place during the second stage of the experiment—that
is, between the 144h and 960h sampling times—are just as striking. While the “across-the-board" increase
in NO−3 (affecting all treatments and all ponds) is notable, as is the decrease in NO
−
2 in the mat-containing
treatments, the main point to emphasize is the marked decrease in NH+4 in the mat-containing treatments
of ponds 4 and 5 (and to a much lesser extent pond 6). This decrease is not matched by a comparable
decrease in the “No mat" treatments, in which the concentrations of NH+4 are similar to the concentrations
they had at the beginning of the stage (Figure 3.2). The decrease in water-column NH+4 in the “Living
mat" treatments of ponds 4 and 5 is remarkable, with reductions of 96.25% (1193.28µM) and 97.41%
(774.23µM), respectively. For the “No mat" treatments the reductions are 30.87% (99.62µM) and 33.56%
(135.27µM) (Table 3.2).7
These facts strongly suggest that the major part of the decrease in NH+4 in the mat-containing treatments
is due to re-uptake by the mat, of the kind observed during the first phase of the experiment. Other
reasonable explanations for the decrease are hard to find. On the basis of the quantities involved, alone,
the decrease cannot be explained by conversion to NO−3 . A variety of additional evidence may be brought
to bear to support this point of view. A Bayesian Model Averaging approach (Raftery, 1995; Hoeting
et al., 1999; Raftery et al., 2006), for instance, shows that the input nutrient primarily associated with
NO−3 -increase during the 1 44– 960h “phase" of the experiment is NO
−
2 . Ammonium is inconsequential
(Figure 3.8; see Table 3.3 for details). This result is consistent with the conditional inference tree model
for NO−3 for the first 144h of the analysis, where increased concentrations of NO
−
3 are associated with
increased concentrations of NO−2 (Figure 3.7). Once again, NH
+
4 does not enter the model as a significant
predictor of NO−3 concentration.
To explore the changes in NH+4 concentration that take place during this last “phase" of the experiment
in greater detail, a linear model was fitted to the data using generalized least squares. Within-group
(Pond/Treatment) correlation was modelled using a continuous AR1 (auto-correlation of order 1) structure,
and Time was cast as a factor (hence the use of TimeCode rather than Time to refer to the two sampling
times compared). Diagnostic plots and Wald statistics for a reduced model selected using the backward
stepwise procedure of Lawless and Singhal (1978) are given in the Complements to this subsection (§3.3.1.3;
see Table 3.4 and Figure 3.10). Here, plots summarizing effects from that model for ponds 4 and 5 are
presented (Figure 3.9). The results for pond 6 are similar, with the effect of Treatment, though reduced,
remaining significant at the 1% level (not shown).
7The performance of the pond 4 “Living mat" treatments during this stage of the experiment suggests that mats from this pond
can be just as effective as those from pond 5 at sequestering NH+4 from the water column. The fact that they do not show the same
kind of performance as mats from pond 5 during the first 48h of the experiment may well be due to the fact they are severely
disrupted during sampling, unlike the mats from pond 5. They are largely sand based and collapse and spread out upon being
transferred from the corer to the sampling container. The cores from pond 5, on the other hand, retain their integrity, being somewhat
like a rubbery disk punched out from a motorcar tyre. By the end of the experiment the pond 4 mats had reconstituted themselves as
a functional entity from which cyanobacterial sheaths or “pipes" could clearly be seen to protrude. These “pipes" were not visible
during the first stage of the experiment.
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With the reference level for Treatment set to “No mat," the TimeCode comparison tests whether the
conditional means of NH+4 in the “No mat" treatments differ significantly from each other at the lagged
sampling times, i.e. at 144h versus 960h (TimeCode 7 and 8, respectively). It is clear from Figure 3.9 that
they do not. And since the reference level for TimeCode is set to 8, the Treatment contrast tests whether
NH+4 concentrations at the end of the experiment (i.e. at 960h) differ significantly from each other in the
“No mat" and “Living mat" treatments. Figure 3.9 shows that they do, at the 1% level of significance.
The settings used for these comparisons therefore cover the two main questions to which answers are
being sought:
1. Is there a significant change in the concentration of NH+4 in the “No mat" controls between the end of
the experiment and the previous sampling point? and
2. Do the concentrations of NH+4 in the two treatments, i.e. “No mat" and “Living mat", differ signific-
antly from each other at the end of the experiment, after 960h (TimeCode 8)?
The reason of the argument is that if NH+4 is not a significant factor in the genesis of NO
−
3 during this stage
of the experiment, and if concentrations of NH+4 in the “No mat" controls do not change significantly, both
of which have been shown, then there are good grounds for attributing the decrease in the concentration of
NH+4 in the “Living mat" treatments to a “mat function."
The other part of the equation that needs to be considered is not illustrated here. This is the question of
whether there is a difference in the concentration of NH+4 in the “No mat" and “Living mat" treatments
at the beginning of the subset of samples being considered, i.e. the penultimate sampling at TimeCode 7
(144h).8 The results of this comparison, which was carried out on the same model as that used for the
first set of comparisons, using the same settings of NO−2 and NO
−
3 , show significantly greater (1% level of
significance) concentrations of NH+4 in the “Living mat" treatments for ponds 4 and 6, and no significant
difference in pond 5 (also see Figure 3.2).
This perhaps over-complex demonstration of the facts provides a reasonably solid statistical foundation
for what can be surmised at a glance from the run charts of Figure 3.2, viz that at the 144h stage of the
experiment concentrations of NH+4 in the “Living mat" treatments of all three ponds are similar to or
greater than those in the “No mat" treatments, and that concentrations then decline dramatically, albeit
over a comparatively long period of time (816h or 34d). Concentrations in the “No mat" treatments, in
contrast, change little.
Table 3.2: Concentration of the Nutrients Assayed in the Different Experimental Units at the End
of Stages 1 and 2 of Experiment 2 (3 February 2005).
Time, 144h Time, 960h Proportion: 960/144
Experimental Unit NH+4 NO
−
2 NO
−
3 NH
+
4 NO
−
2 NO
−
3 NH
+
4 NO
−
2 NO
−
3
(Treatment.Pond) N µM µM µM µM µM µM
Ctr0.4 3 35.92 0.36 1.27 10.93 1.04 7.18 0.30 2.94 5.67
Ctr0.5 3 117.56 1.19 1.25 35.02 1.69 6.25 0.30 1.43 4.99
Ctr0.6 3 37.95 4.33 1.11 106.66 3.73 5.79 2.81 0.86 5.21
No mat.4 3 322.74 0.43 1.29 223.12 1.46 6.38 0.69 3.36 4.96
No mat.5 3 403.05 1.38 1.10 267.78 1.79 6.51 0.66 1.30 5.91
No mat.6 3 361.17 4.82 0.95 364.59 3.91 5.91 1.01 0.81 6.25
Living mat.4 3 1239.78 22.00 3.30 46.50 1.43 6.23 0.04 0.06 1.89
Living mat.5 3 794.79 7.66 1.16 20.56 1.96 6.42 0.03 0.26 5.55
Living mat.6 3 337.42 16.23 0.99 179.39 5.71 7.73 0.53 0.35 7.77
Overall
27 405.60 6.49 1.38 139.39 2.52 6.49 0.34 0.39 4.70
8Given the evidence presented in the run chart and the fact that concentrations of NH+4 in the “No mat" treatments do not change
from TimeCode 7 to TimeCode 8 we prefer to emphasize this comparison rather than a straightforward comparison involving the
“Living mat" treatments across TimeCode 7 and TimeCode 8.
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Figure 3.4: Regression-tree model for the first 96h of Experiment 2 (3 February 2005). The terminal nodes
show how the concentration of NO−2 (response variable: y-axis) depends on the nature of the experimental
unit and the concentration of NO−3 (upper tier) and NH
+
4 (lower tier). Nutrient concentrations reported as
µM. The Bonferroni correction was used to correct for multiple testing.
3.3.1.2 Discussion and Conclusions
This experiment shows that living mat-cores from pond 5 sequester large quantities of NH+4 from the
water column during the first 48h of the experiment. The fact that mat-cores then discharge NH+4 —so,
following a period of light and oxygen deprivation—suggests that the sequestration of NH+4 is related to
physiological processes within the mat and is not simply due to adsorption to the mat-cores. Given the
high salinity of the brine used in the pond-5 experimental units (182S), this seems highly unlikely in any
case. Laima (1992, see also Laima 1991), for instance, has shown that NaCl and artificial sea-water are as
effective as KCl at removing porewater and adsorbed NH+4 from marine sediments.
Direct evidence to support the thesis of a “mat function” comes from the second phase of the experiment,
when units were given light (but not oxygen). All of the discharged NH+4 was removed from the water
column in the mat-core containing units, whereas concentrations in the control units remained largely
unchanged. The concentration of NO−3 in the water column also decreased during this period. However,
it did so equally in all experimental units, i.e. the mat-core containing units and both types of control
units. Regression analysis was used to show that these changes were unrelated to the change in NH+4 . The
quantities involved are also too small to be relevant (≈ 5µM for pond-5 units), given the large-scale change
in the concentration of NH+4 (≈ 774µM for pond-5 units).
It still needs to be established whether the uptake of NH+4 represents a normal mat-response or whether
it is triggered by light and oxygen deprivation.
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Figure 3.5: Regression-tree model of the factors influencing the concentration of NH+4 in the water
column during the first 144h (stage 1) of Experiment 2 (3 February 2005). The model considered was
NH4 ∼ NO2+ NO3+ Time+ Treatment+ Pond, with p-values being adjusted for multiplicity using Bonferroni’s method.
Continuous variables were rank-transformed and the zero control (Ctr0) was excluded from the analysis.
Note:—The analysis was carried out using the ctree function of the party package (Hothorn et al., 2006b).
3.3.1.3 Complements
Predictors of Nitrate During Stage 2 (1 44– 960h) of Experiment 2, Based on Bayesian Model Averaging.
See Table 3.3.
Ammonium During Stage 2 of Experiment 2. See Table 3.4 and Figure 3.10.
3.3.2 Experiments 3 (15 February 2005) and 4 (2 March 2005)
Having found a definite mat response or mat-associated behaviour during the first part of Experiment 2, viz
the rapid uptake of NH+4 from the water column by mat-cores from pond 5, the two experiments described
here were used (1) to confirm the mat response9; (2) to examine the early phase of the response; and (3) to
compare the response of living mat-cores with mat-cores that had been interfered with by autoclaving or
by exposure to the bactericide zinc acetate.
For Experiment 3, pond 4 was dropped from the experimental setup and a set of mat-cores was tampered
with by autoclaving them (1h at 121 ◦C and 1 bar). For examining the early phase of NH+4 -uptake, samples
were taken immediately after the addition of NH+4 , and thereafter at 3h, 6h, and 9h. Samples for the
analysis of NO−3 and NO
−
2 were taken at the beginning of this period, and again at 9h. Co-ordinated
sampling of NH+4 , NO
−
3 , and NO
−
2 was begun again at 24h and was continued until the end of the
experiment, at 120h. An exception to this was a supplementary set of samples of NO−3 and NO
−
2 , taken at
9The consistent behaviour of replicates for the mat-containing treatments, which for pond 5 involved three different reaction
vessels, each with two mat-cores, already indicates that it is a characteristic feature rather than an incidental occurrence.
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Figure 3.6: Regression-tree model of the factors influencing the concentration of NO−2 in the water
column during the first 144h (stage 1) of Experiment 2 (3 February 2005). The model considered was
NO2 ∼ NH4+ NO3+ Time+ Treatment+ Pond, with p-values being adjusted for multiplicity using Bonferroni’s method.
Continuous variables were rank-transformed.
Note:—The analysis was carried out using the ctree function of the party package (Hothorn et al., 2006b).
32h on the evening of the second day of the experiment. The reason for doing so was to check whether the
response-pattern was similar to that observed in other experiments at 8 hr after the addition of NH+4 , the
only other night-time sampling.
3.3.2.1 Results
The run charts of NH+4 concentration (Figure 3.11) show the same kind of non-monotonic response curves
for experimental units containing living mat-cores from pond 5 as were observed in Experiment 2. The
response is not as marked as it was in that Experiment, except for one set of mat-cores from Experiment 3
(Figure 3.11-a); and it is especially short lived in Experiment 4. Partial results from a more formal test of
the significance of the effect are presented in Figures 3.13 and 3.14. The results of Experiment 3 show that a
significant mat-effect is present by the 6h sampling point, with an average of approximately 40µM having
been removed from the water column by that time (compared to the “No mat” control treatments) (Figures
3.11-a and 3.12).
Presenting results for Experiment 4 is complicated by the question of whether the observed values of
NH+4 for the zinc acetate treatment should be adjusted upwards by 36.40µM (the average difference in
NH+4 concentration at Time=0 between the “No mat” control and the zinc-acetate-treated mats). What
really matters, however, and what needs to be formally demonstrated, is whether the response of the
zinc-acetate-treated mats is monotonically increasing or whether there is a significant non-monotonic “kink”
in the response curve, as occurs in the “Living mat” treatments. The level at which the response occurs is
not important.
The sm.monotonicity function in the sm package (Bowman et al. 1998; Bowman and Azzalini 2007)
was used to carry out this test, covering the first 48h of the experiment. The results are given in Table 3.5,
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Figure 3.7: Regression-tree model of the factors influencing the concentration of NO−3 in the water
column during the first 144h (stage 1) of Experiment 2 (3 February 2005). The model considered was
NO3 ∼ NH4+ NO2+ Time+ Treatment+ Pond, with significant splits (α = 0.10) being determined using Monte-Carlo
methods (20 000 permutations). Continuous variables were rank-transformed.
Note:—The analysis was carried out using the ctree function of the party package (Hothorn et al., 2006b).
along with the results from matching tests involving other relevant treatments from experiments 2 and 3.
In all cases the null hypothesis of monotonicity is rejected for the “Living mat” treatments, whereas there
is no evidence to reject it for the other “treatments,” except for one of the treatments using autoclaved mats
(Experiment 4). Parallel analysis of the data using generalized least squares regression with correction for
within-group correlation (grouping structure: Treatment/Time) shows that at the 8–48h sampling point the
zinc-acetate treated cores are not significantly different from treatments without mat-cores in their effect on
the concentration of NH+4 in the water column, regardless of whether adjusted or unadjusted values are
used (see Figures 3.13-b and 3.14-b).
The critical smoothing bandwidth (λmin; see Table 3.5) provides a rough guide to effect size. In general,
the bigger this is the more pronounced the departure from monotonicity, as a longer band with is required
to bridge the non-monotonic interval, and so straighten the curve. In the mats treated with zinc acetate
this is about the same size as it is for the “No mat" treatments. The significant result for the autoclaved
mats from Experiment 4 should be viewed cautiously since it depends on the behaviour of a single set
of mat-cores, i.e. a single replicate (see Figure 3.11-b), coupled with the flat response of the other two
replicates. However, it should not be excluded altogether.
Autoclaving the mat turned it from an intense dark green colour to a light lime-green colour. The
integrity of the core was preserved, though the structure had—by comparison with “machine-cut” appear-
ance of the untreated cores—a melted, run-together, somewhat slimy appearance. Microscopic examination
of sections and smears of freshly autoclaved (unfixed) cores showed that autoclaved mats undergo the
same kind of structural modification as cores exposed to activated barley straw, with the migration into the
water column of the filamentous components of the mat. The smaller of two coccoid elements remained as
the only visible mat constituent (Plate VIII, §3.4).
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Figure 3.8: Partial results from an analysis using BMA (Bayesian Model Averaging) aimed at determining which input
variables account for major changes in NO−3 concentrations between the penultimate and the ultimate sampling times,
i.e. 144h and 960h, of Experiment 2. The plots show the posterior distributions of the regression coefficients (β) for
NO−2 and NH
+
4 over all selected models (15 in all). Model search and selection was carried out as part of the BMA
process and uses a modified version of Furnival and Wilson’s leaps and bounds algorithm (see Raftery et al. 2005 and
references therein—notably Raftery (1995)—for details). The density traces are scaled so that the maximum height of
the trace equals the posterior probability that a predictor’s β is not zero, i.e. that the predictor has an effect on the
response variable (this value equals p! = 0/100 in Table 3.3). The vertical stick at zero shows the complement of this
value, so is not visible in the first plot since there p! = 0 is 100%. Not only is the estimated effect of NH+4 negative and
very small (effectively zero), but the posterior probability of its being included as a predictor is extremely low, being
just 8.4%. See Table 3.3 for a detailed summary.
3.3.2.2 Discussion
The fact that autoclaved and zinc acetate treated mat-cores do not sequester NH+4 from the water column
represents further evidence that the uptake of NH+4 is a living-mat function, i.e. that it is related to biological
rather than to physical processes in the mat. The question of which elements in the mat-cores, and which
metabolic processes, might be involved was not the focus of these experiments. Their purpose was to
discover a distinct, repeatable “effect,” that could be linked under the specified experimental conditions to
“healthy” mat-cores. Failure to observe such an effect in water columns containing mat-cores that had been
pre-treated with activated barley straw would be taken as evidence of a disruption of mat function caused
by the (algistatic) compounds released by the decomposing straw. This evidence would be set beside, and
be an adjunct to, the evidence obtained from an analysis of the structure of treated and untreated mat-cores.
Nevertheless, it helps to have a general account of what kind of processes might be occurring in the
mat-core-containing experimental units from pond 5. For a good recent review of the amazing array of
transformations and carbon-capturing strategies that “cyanobacterial” mats are capable of see Visscher
and Stolz (2005). The best general reference on the metabolic activities of hypersaline mats remains
Javor’s Hypersaline Environments (Javor 1989), supplemented by several chapters in Halophilic Microorganisms
(Ventosa, 2004) and the article of Joint et al. (2002). While mats were originally thought to be strictly
layered on a community-by-community10 and metabolic basis, due to the strong gradients of light and
redox potential that occur over even micro-millimetre distances, it is now known that most types of
mat-metabolism can and do occur in the cyanobacterial layer of the mat (Visscher and Stolz, op. cit.).
Although there are differences of detail between freshwater and marine species of bacteria and cyano-
bacteria, common to both is that the reduction of NO−3 to NH
+
4 is shut down completely and almost
immediately in response to high concentrations of NH+4 in the surrounding water column (Dortch 1990;
10Four main functional groups have been identified: oxygenic phototrophs (almost exclusively cyanobacteria at our sample-
salinities), aerobic heterotrophic bacteria, sulphate-reducing bacteria, and sulphide-oxidizing bacteria (van Gemerden 1993; Sørensen
et al. 2004; Visscher and Stolz 2005).
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Figure 3.9: Summary diagrams for ponds 4 and 5 of the effect of predictors on the concentration of NH+4
in a generalized least squares model of the terminal two stages of Experiment 2 (3 February 2005), i.e.
covering the samplings at 144h (TimeCode 7) and 960h (TimeCode 8).
Note:—Reference levels for the different comparisons are the same for each pond and are listed below each
subplot. For NO−2 and NO
−
3 these are the median concentration for the subset of the data being tested,
that is, for the last two sampling times. The effect of these two analytes on the concentration of NH+4 is
tested by contrasting their effect at their lower-hinge concentrations against their effect at their upper-hinge
concentrations, conditional upon the reference levels of the other predictors in the model, i.e. the effect of
the concentration at the 25th percentile versus the effect of the concentration at the 75th percentile. The
Design package (Harrell, 2008a) was used for carrying out the analysis.
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Table 3.4: Wald Statistics for a Model to Predict Loge(NH
+
4 , µM) in the Water Column
During the Last Two Sampling Times of Experiment 2 (3 February 2005).
Model Terms χ2 d.f. P-value
NO2 (Factor+Higher Order Factors) 38.31 4 < 0.0001
All Interactions 35.69 3 < 0.0001
NO3 (Factor+Higher Order Factors) 10.00 4 0.0404
All Interactions 8.79 3 0.0322
Treatment (Factor+Higher Order Factors) 149.65 4 < 0.0001
All Interactions 50.62 3 < 0.0001
TimeCode (Factor+Higher Order Factors) 41.41 2 < 0.0001
All Interactions 34.98 1 < 0.0001
Pond (Factor+Higher Order Factors) 103.68 8 < 0.0001
All Interactions 97.68 6 < 0.0001
Treatment × TimeCode (Factor+Higher Order Factors) 34.98 1 < 0.0001
Treatment × Pond (Factor+Higher Order Factors) 20.18 2 < 0.0001
NO2 × NO3 (Factor+Higher Order Factors) 0.78 1 0.3786
NO2 × Pond (Factor+Higher Order Factors) 35.66 2 < 0.0001
NO3 × Pond (Factor+Higher Order Factors) 8.74 2 0.0127
TOTAL INTERACTION 229.12 8 < 0.0001
TOTAL 625.75 14 < 0.0001
Model Statistics:—Correlation Structure Used: continuous AR(1) with Treatment nested in Pond
(6 clusters); Φ = 0.48; Residual Standard Error: 0.2398 on 36 (total) and 21 (residual) degrees of
freedom.
Luque et al. 1994; Sakamoto et al. 1999; Nagore et al. 2006). It therefore is unlikely that the large quantities
of NH+4 produced in the mat-containing treatments arise from the NO
−
3 → NO−2 → NH+4 pathway.
Photoproduction can also be ruled out, as the reaction vessels were protected from light. The obvious, and
likely, route is through the remineralization of organic matter by sulphate-reducing bacteria.
This view is consistent with the data from the zinc-acetate-treated samples, given that zinc acetate
is known to inhibit the metabolism of sulphate-reducing bacteria. This conclusion stands regardless of
whether the adjusted or the unadjusted values of the treatment are used as the benchmark. For if the
adjusted data are used—and this would bias the analysis in favour of not rejecting the null hypothesis11,
i.e. the test is conservative—, the “Living mat” treatments still produce significantly greater quantities of
NH+4 than the “ZnAc mat” treatments. This is illustrated in Figure 3.15, using the generalized least squares
regression used earlier in the analysis. The contrast becomes significant at about 80h and steadily increases
thereafter. Comparison with the “No mat” control (shown in grey) indicates that there is still a significant
release of NH+4 from the zinc-acetate-treated mats, suggesting some residual sulphate-reducing activity.
Detailed supporting evidence relating to NO−2 and NO
−
3 was not presented for these two experiments.
However, the dose response curves of the two nutrients are essentially the same as those reported for
Experiment 2 (§3.3.1, Figure 3.3). Mat-containing treatments are a source of NO−2 from the outset, and
for pond-5 samples there are no differences between the different treatments in the concentration of NO−3
in the water column, if “Autoclaved mat" treatments are excluded from consideration. The latter release
comparatively large quantities of NO−3 . This is illustrated for Experiment 4, using run charts (Figure 3.16).
Note for NO−2 that the response curves for the “Living mat” and “ZnAc mat” treatments barely differ from
each other, in contrast to their behaviour vis-a-vis NH+4 .
Pinning down the source of the NO−2 excreted by mat-cores in the mat-containing treatments involves
some old-fashioned poke-and-mope and a belief that what has been demonstrated in other studies applies
generally to this study. A final answer remains elusive. What seems clear is that the excreted NO−2 is
not derived from an assimilatory pathway involving the uptake of NO−3 from the water column. The
nitrate/nitrite reductase system involved in such uptake, and in the conversion of NO−3 to NO
−
2 , should
11This being that zinc-acetate treatment has no effect on the “excretion” of NH+4 by benthic mat-cores, i.e. that the mean
concentration of NH+4 in the water column is the same is the “Living mat” and the “ZnAc mat” treatments.
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Figure 3.10: Diagnostic plots of the reduced generalized least squares model relating loge (NH
+
4 , µM)
concentration to the predictors NO−2 , NO
−
3 , Treatment, and TimeCode during the last two sampling times
of Experiment 2 (3 February 2005). See Table 3.4 and Figure 3.9, showing factor effects for the model that
was fitted.
have been shut down by the high concentration of NH+4 in the medium (vide supra). There also is scant
evidence from the present study that mat-containing treatments take up more NO−3 from the water column
than the control treatments do. As noted previously, and as illustrated in Figures 3.3 and 3.16-(b), the
concentrations of NO−3 in the controls and in the mat-containing treatments (excl. autoclaved mats) hardly
differ, which they would do if external NO−3 were the proximate source. Zinc-acetate-treated mats do not
quite fit the pattern, but they fit nearly enough. The results of a more formal test of the assertion that
NO−3 concentrations in the water column are not influenced by mat-containing treatments are presented in
Figure 3.17, for experiments 2–4.12
Using a more sophisticated model, in which NH+4 and NO
−
2 are excluded as predictors, it is possible
to isolate a significant, but small, mat effect related to NO−3 . This is of the right type, viz a decrease,
indicating a mat-related uptake from the water column. The conditional inference tree model for NO−3 that
was presented in §3.3.1 (Figure 3.7) indicated a significant (p = 0.082) difference between mat-containing
treatments and control treatments, related to slightly higher concentrations of NO−2 in the water column
(> 0.24µM)13 in the controls. That model considered ponds 4, 5, and 6. A more pointed analysis, in which
only the data for pond 5 are considered, makes that split highly significant, but the mat-effect remains
small—a decrease of 0.64µM in the mean value of the mat-containing treatments relative to the higher of
the two mean values in the control treatments (Node 7)—, and barely worth considering, especially after
the 24h sampling time, when that difference becomes negligible (Figure 3.18).
12Although not illustrated, it is worth adding that the dose-response curves for NO−2 and NO
−
3 for the first “barley-straw”
experiment (Experiment 5) fit this general pattern. Neither NO−2 nor NO
−
3 was measured in the second “barley-straw” experiment
(Experiment 6). These experiments are described in §3.4.
13The lower hinge for NO−2 for the time period considered in that analysis (< 960h) is 0.59µM
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Figure 3.11: Run charts of NH+4 concentration for experiments 3 and 4. To illustrate the variable behaviour
of different sets of mat-cores the traces for each replicate of each treatment are shown. Subplot (c) illustrates
the effect of the other main treatment used in Experiment 5 (the traces for the “Living mat” treatment
serve as reference markers). The data for the zinc-acetate treated cores should almost certainly be adjusted
upwards by ≈ 36µM. Subplot (d) shows the results of making this adjustment, together with the data for
the “No mat” control. The data for the zero control (Ctr0) have been omitted.
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Figure 3.12: Semi- to non-parametric repeated measures contrasts for the early phase of NH+4 -uptake studied in
Experiment 3 (15 February 2005). The y-axis shows the difference (in µM) between treatments containing mat-cores
and (dosed control) treatments without mat-cores, i.e. “No mat” (Ctr1). The reference line at zero shows the point of
no difference between contrasts. Confidence bands are based on 5000 bootstrap resamplings. Light cross-hatching
gives a 99% CI; dark cross-hatching gives a 95% CI; and the central (clear) band gives a 90% CI.
Table 3.5: Test of Monotonicity of the NH+4 Response Curve for Different Experimental Treatments.
Test Statistics
Treatment λmin RMSE p-value
Experiment 2 (0–72h)
No mat 10.52 8.21 0.384
Living mat 66.42 66.15 0.000
Experiment 3 (0– 120h)
No mat 11.13 5.48 0.637
Autoclaved mat 22.76 114.48 0.169
Living mat 46.62 41.63 0.003
Experiment 4 (0–48h)
No mat 8.87 7.64 0.456
No mat AWC 8.64 10.89 0.647
ZnAc mat 9.57 11.07 0.237
Autoclaved mat 10.50 19.48 0.036
Living mat 18.65 30.24 0.008
Tests were carried out on untransformed values of NH+4 , not on the log transformed values (used in the run
charts). The null hypothesis tested is that the true curve is monotonic. The test uses bootstrap resampling to
give an empirically-determined p-value (based on 5000 resamplings). Significant treatments have been grey-
lighted. Abbreviations:λmin = smallest value of the smoothing bandwidth that makes the curve monotonic;
RMSE = standard deviation of the estimated errors (root mean square error/deviation).
Note:—Figures 3.2 and 3.11 were used to select an appropriate time interval over which to test monotonicity.
This needs to span the interval during which NH+4 is taken up and then released, but should not be longer.
The interval used is given in brackets next to the head for each experiment. For the “Living mat” treatment of
Experiment 2 the time interval was extended to 144h as smooth curves are non-monotonic at all values of λ
for shorter time intervals.
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Figure 3.13: The effect of “No mat” and “Living mat” treatments on the concentration of NH+4 in the water
column as determined by a generalized least squares regression of loge(NH4) ∼ Treatment ∗ Time. Labels
are placed on or next to the main trace of each response curve. Flanking traces show 95% prediction-type
CIs. For Experiment 4, the estimated effect of zinc-acetate treated mat-cores (“ZnAc mat”), adjusted
upwards by 36.40µM to account for quenching by zinc acetate is also shown. See Figure 3.14 for an overall
summary of effects for each experiment, and for the other treatments included in the model for each
experiment.
The comparison of NH+4 concentration in the zinc-acetate-treated samples with that in the “Living
mat” samples provides reasonably good evidence that the major part of the excreted NH+4 derives from
the oxidation of organic matter by sulphate-reducing bacteria (Figures 3.13-b, 3.14-b, and 3.15). One may
therefore be reasonably confident that that part of the reductase mechanism (i.e. dissimilatory nitrite
reductase, converting NO−2 to NH
+
4 ) has indeed been disabled. It is also clear that shutting down the
sulphate-reduction pathway has no effect on the quantity of NO−2 excreted, as there are no significant
differences between the concentration of NO−2 in the “Living mat” and “ZnAc mat” treatments (the results
of a detailed contrast analysis for this comparison are not shown, but see Figure 3.16-a).
Conditional inference tree analysis of predictors of NO−2 clearly identifies the “mat effect,” i.e. the
association of higher concentrations of NO−2 with mat-containing treatments that is shown so well in Figure
3.16-(a). Such analysis does not, however, further elucidate the origin of this mat-associated NO−2 , apart
from showing that NH+4 in the water column plays no significant part. For although it is included as a
predictor, water-column-NH+4 concentration does not feature in any significant splits; that is, it has no
power to predict or to explain concentrations of NO−2 in the water column. This is shown in Figure 3.19,
using separate analyses for experiments 2–4, covering the first 120h of each experiment, where the “mat
effect” is also illustrated.
One can be almost certain, therefore, that the source of NO−2 released by mat-containing treatments,
be they zinc-acetate-treated mats or untreated “Living mat” cores, lies within the “mat” itself or in any
associated substrate that was collected with it. It has been shown that the increased NO−2 is unlikely to have
come from the water column, by either the NO−3 or the NH
+
4 routes, followed by conversion to NO
−
2 . It has
also been shown that it is unlikely to have come by way of a sulphate-reduction pathway, i.e. mineralization
of organic matter to NH+4 , followed by oxidation to NO
−
2 . Of the known mechanisms, and in view of the
anaerobic environment, this leaves just ammonification via a different pathway than sulphate reduction,
followed by (anaerobic) oxidation to NO−2 . The other option, namely a large internal pool of NO
−
2 , which
is then excreted cannot be excluded, but there is no independent evidence to support such an origin.
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Figure 3.14: Overall summary of “factor” effects on the concentration of NH+4 in the water column based
on a generalized least squares regression of loge(NH4) ∼ Treatment ∗ Time. For Experiment 4, the effect of
zinc-acetate treatment using adjusted and unadjusted values are shown. Also see Figure 3.13.
Note:—See Figure 3.9 for notes on reading this type of plot.
The “answer” to the question of where the NO−2 comes from must therefore remain speculative.
However, there are reports in the literature of the existence of the type of process mentioned above,
viz ammonification via an alternative route than sulphate reduction. Clément et al. (2005), for instance,
explained the results of their experiments—in which they observed the consumption of NH+4 -related
nitrogen linked to the production of NO−2 and ferrous iron [Fe(II)]—as being due to the anaerobic oxidation
of NH+4 coupled to Fe(III) reduction, giving NO
−
2 . They demonstrated that the reaction is thermodynami-
cally feasible at pH 7, using natural iron complexes. This pH is somewhat lower than that of the brine
from pond 5 that was used in the present experiments (range: 7.66–7.90 ), but there is no accounting for the
effect of the much higher salinity in the present experimental setup (range: 1 82– 188 S).
This pathway provides a potentially important mechanism whereby reducing bacteria can use NH+4 as
an energy source under anaerobic, reducing conditions (op. cit., p. 2327; also see Hulth et al. (2005, §4.1)
where, in a discussion of a similar process in marine sediments, manganese is considered to be a more
likely candidate for reduction than iron). It might therefore be noted that the process just described, which
was still being viewed with skepticism by some authorities14—at least for marine environments—, has
recently been shown to occur in laboratory incubations using marine sediments from the Humber Estuary
(Bartlett et al. 2008).
3.3.2.3 Summary
The main interest of Experiments 3 and 4 is that they confirm the existence of a “mat effect,” namely the
mat-related uptake of large quantities of NH+4 from the water column. The response-pattern observed
is essentially the same as that observed in Experiment 2, with the process being reversed at some point
between the 8–48h sampling point, when mat-cores become a source of NH+4 .
Autoclaved and zinc-acetate treated mat-cores do not exhibit this behaviour. This is taken as further
evidence that the uptake of NH+4 is due to biological processes within the mat. Together with the evidence
from the the second phase of Experiment 2, these data build a convincing case in support of a biological
14See, for instance, Hulth et al. (2005).
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Figure 3.15: Tests of the linear hypothesis that the concentration of NH+4 in the water column of zinc-acetate-treated
mats (Experiment 4) is the same as that in the “No mat” control treatment (circles) and in the “Living mat” treatment
(triangles). Flanking traces show the 95% confidence limits of the estimated differences in the means. In both cases the
values of the zinc acetate treatment have been subtracted from those of the other treatment in calculating the contrast.
The analysis is based on the generalized least squares regression analysis presented in Figures 3.13-(b) and 3.14-(b).
Note:—The analysis uses the upwardly adjusted values of NH+4 for the zinc-acetate-treated cores (“ZnAc mat”). See
§3.3.2.2 and §3.3.2.4 for reasons.
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Figure 3.16: Run charts for Experiment 4 (2nd March 2005) of concentrations of NO−2 and NO
−
3 in the
water column. Flanking traces show nonparametric bootstrapped 95% pointwise confidence limits on the
mean value (20 000 resamplings). The response curves for zero (Ctr0) and “No mat” controls largely overlie
each other and so have been set to have the same line-type and symbol-marker.
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Figure 3.18: Regression-tree model for pond 5 of the first 144h (stage 1) of Experiment 2 (3 February 2005)
showing significant predictors of the concentration of NO−3 in the water column.
rather than a simply physical cause. The high salinity of pond-5 brine also stands against a simply physical
cause (i.e. adsorption).
Circumstantial evidence to show that the remineralization of organic matter associated with mat-cores
via the classical sulphate-reduction route is the most likely source of the NH+4 disgorged by the mat-cores
following a period of light and oxygen deprivation was also presented. Together with the high salinity, this
should engender a strongly anoxic environment. The likely source of the NO−2 released by mat-cores, on
the other hand, was found to be ammonification coupled with anaerobic oxidation to NO−2 . Although a
novel process, evidence of its occurrence in marine sediments, coupled to the reduction of either iron or
manganese, is building in the literature.
3.3.2.4 Complements
On the Use of Zinc Acetate and its Effect on the Quantification of Ammonium. The decision to treat
mat-cores with zinc acetate was guided mainly by the methods of Laima (1992), who used it to inhibit
bacterial activity in his work on the extraction of NH+4 from marine sediments. The results described here
indicate that zinc-acetate interferes with the determination of NH+4 , decreasing its recovery by 20–22% (i.e.
“No mat"; see Table C.1, measurements for Time=0).15 Hansen and Koroleff (in Grasshoff et al. 1999, Chap.
10) unfortunately do not list zinc acetate as one of the compounds that interferes with the determination of
NH+4 .
However, current research from the field of Materials Science shows that at higher temperatures (500 ◦C)
zinc acetate reacts in solution with ammonia/ammonium to produce ZnNH (Lu et al., 2003; Xu et al., 2004).
In fact, the process is used to manufacture p-type ZnO films.16 Quite what happens in the comparatively
low temperature (≈ 25 ◦C) but highly saline (≈ 200S) reaction menstruum of the brine from pond 5 is not
known, but a similar substitution reaction could well be occurring. It would account for the lower recovery
of NH+4 from zinc-acetate treated samples.
On the Effect of Zinc Acetate on Microbial Mats. Zinc acetate is generally promoted as a bactericide
and is the preferred reagent for (1) stopping bacterially-driven sulphate reduction and (2) precipitating
15A true control for this treatment was not included: it was difficult to accommodate one in the experimental setup and it was not
considered that such a control would be necessary, even though the zinc acetate treatment affects both the water column and the
mat-cores. None of the previous experiments showed significant bacterial activity in the water column involving the transformation of
the nutrients examined. The quenching effect of zinc acetate on the measurement of NH+4 was however confirmed by carrying out a
subsequent analysis using brine from pond 5.
16Nitrogen from NH3/NH+4 substitutes to the O2 site at the centre of the ZnO tetrahedron (op. cit.).
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Figure 3.19: Regression-tree models for Experiments 2–4 showing the important predictors of the concentration of
NO−2 in the water column of the pond-5 experimental units. A common set of predictors was considered for each
model, these being NH4, NO3, Time, and Treatment.
Note:—Autoclaved mat treatments were excluded, as the large quantity of NO−2 in these treatments (see Figure 3.16-a)
biases the analysis.
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the reductate (HS−, H2S) as ZnS for subsequent analysis (Laima, 1992; Coelho-Souza et al., 2006; Hines
et al., 2006; Johnston et al., 2007; Porter et al., 2007). Its antibacterial properties are (arguably) somewhat
anecdotal, having been tested mainly as a treatment for skin conditions such as acne and as a component
of mouth-rinses to combat VSC (volatile sulphur compounds) (Atmaca et al. 1998; Fluhr et al. 1999; Young
et al. 2003; Zafar et al. 2007). Its effect on cyanobacteria remains to be quantified. A deep search of the
research literature, and other more dubious spaces on the Internet, unearthed just a single report suggesting
that it is an effective killing or growth-limiting agent against cyanobacteria: in a US Patent document where
zinc acetate is mooted as one of several metal-based bactericides that are effective against a cyanobacterium
responsible for causing unsightly stains in roofing materials (Kiik et al., 2003).
3.4 Experiments with Barley Straw
The purpose of the two “barley-straw” experiments was to determine whether exposing cyanobacterial
benthic mats to activated barley straw (or its exudate) would affect their structure and function. The
experiments represent a first-level investigation into the question of whether activated straw could safely
be used in the concentrator ponds of the Swartkops salt-works to limit the growth of macroalgae. Safely in
this context means being reasonably sure that the mats would not break up following exposure to activated
barley straw, and that they appeared to be functioning normally in other respects. A triple-pronged
approach to establishing this was adopted:
• The structure of treated and untreated mats at the end of the pre-treatment, or barley-straw-exposure,
stage of the experiment (stage 1) was compared;
• The ability of treated and untreated mats to sequester NH+4 from the water column was compared
(stage 2); and
• The chlorophyll-a content of the mat was assayed at the end of both the pre-treatment (stage 1) and
nutrient-uptake stages of the experiment (stage 2).
The two experiments that were carried out differ from experiments 2–4 in that all experimental units were
taken through a pre-treatment stage before beginning the nutrient-analysis stage that forms the core of
those experiments (characterized by light and oxygen deprivation). During the pre-treatment stage, half
the experimental units were exposed to activated barley straw and half were not, the purpose being to
compare the behaviour of the mats in exposed and non-exposed experimental units.
In view of the now quite general acceptance of the thesis (Klimov 2003, 2005; Kobayashi et al. 2005;
Nield and Barber (2006, Fig. 2); Blankenship and Govindjee 2007, p. 472 and Fig. 4) that phaeophytin is
the primary electron acceptor in the PS II (photosystem II) reaction centre—i.e. that it is not a breakdown
product of chlorophyll-a—the analysis is based on the unacidified (i.e. “no acid” or total) estimate of
chlorophyll-a. Estimates of chlorophyll-a and phaeophytin-a, as determined by the acidification method,
are also reported because such information is potentially useful and is of some general interest. According
to Govindjee (2000), the formation of the primary charge-separated state, during which an electron is
transferred to phaeophytin, is the only true light reaction of photosynthesis; “all others can, in principle,
occur in darkness.”
3.4.1 Experiments 5 (6 June 2005) and 6 (29 June 2005)
Despite their differences, these two experiments are so similar that the methods used and the results
obtained are presented under a united head. The differences between them are that for Experiment 5 a
pre-treatment period of 14d was used, whereas this was lengthened to 52d for Experiment 6. The idea
of using a longer pre-treatment period was to see if there was an enhancement of the barley-straw effect,
possibly causing the complete disintegration of the mat.17,18 A further difference was that in addition to
being dosed with NH+4 , experimental units containing mat-cores were dosed with PO
3−
4 . To accommodate
17An initial analysis of cores from Experiment 5 had shown that the filamentous component of the mat, together with the large
coccoid component, had deserted the mat following exposure to activated barley straw.
18The cyanobacterial components of benthic mats sometimes do very peculiar things. At the beginning of 2005 a bloom of strange,
floating, mushroom-shaped objects, easily numbering in their thousands, developed in a middle-salinity pond at the Missionvale
salt-works. This caused some consternation amongst management and a brief investigation was made. Apart from the curious
bloom, things appeared to be normal, until a measurement of dissolved oxygen in the water column was made, showing it to be
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the small volumes used in the experiments, measurement of NO−2 and NO
−
3 was dropped, PO
3−
4 (and
NH+4 ) being measured instead.
3.4.1.1 Materials and Methods
Barley Straw Activation. Barley straw was activated by immersing 4 cm long pieces of dry straw in a
saturated solution of NaOH for 5d. Five days before collecting brine and mat-cores for the experiments,
the activated straw was rinsed 10× in 5L volumes of tap water, spread out in a retaining sieve and spray
rinsed with tap water. The straw was then rinsed 2× in 1L of brine from pond 5 collected earlier. After
each rinse, the barley straw was gathered into a ball and squeezed out. The activated straw was then left to
stand in 2.5L of brine from pond 5 until used. Each day the standing straw was turned over.
On the day before beginning pre-treatment, portions of the activated straw equivalent to 10g/Ł dry
weight were weighed out and tied together using an elastic band. The prepared portions were rinsed 2× in
1L of brine collected from pond 5 earlier in the day (to be used in the experiment) and then left to stand
overnight in 2L of the freshly-collected brine. This laborious change-and-rinse process was necessary to
ensure that all traces of NaOH had been removed from the activated barley straw. This was verified by
checking that the pH of the final rinse was the same as that of the freshly-collected brine.
Mat Collection and Pre-treatment with Activated Barley Straw. Mat-cores measuring 2.3 cm (diam.) ×
1 cm (ht.) were collected from pond 5 of the Swartkops salt-works using a perspex corer on the day
before beginning pre-treatment, as described for the earlier experiments. Samples of brine for use in the
experiment were also collected. Brine was stored overnight in a cold room at 4–6 ◦C, whereas mat-cores
were kept in their (open) collection vials on a laboratory shelf at room temperature, covered by ≈ 40ml
of brine. On the morning of beginning pre-treatment these were rinsed 3× in a similar quantity of brine
and transferred to pre-cleaned 250mL reaction flasks. One hundred millilitres of the freshly-collected
brine, which had been brought up to room temperature that morning, was then carefully added to the
mat-containing flasks and to all other experimental units. Bundles of activated barley straw were then
added to the vessels designated for barley-straw pre-treatment. An elastic band from the same packet as the
bands used to tie-up the straw was added to each of the other vessels. All reaction flasks were then loosely
stoppered with a cotton-wool bung and a loose-fitting aluminium cap. They were transferred to a growth
cabinet set at 23 ◦C, were fitted with an aeration system, and were allowed to incubate on a 12/12 LD cycle
for either 14d (Experiment 5) or 52d (Experiment 6). At the end of this stage, some barley-straw-treated
and some untreated mat-cores were sacrificed for structural analysis and for the analysis of chlorophyll-a
content. Samples for the analysis of water-column chlorophyll-a and for carrying out an examination of the
contents of the water column were also taken.
Nutrient Uptake/Conversion Experiment. This stage of the experiment is identical to that described for
experiments 2–4, except that pre-conditioned mats rather than freshly-collected mats were used. Half of
these were exposed to activated barley straw and half were not. The methods used for determining nutrient
concentration are given in Chapter 2, Appendix D.
Mat Samples for Structural Analysis. Both “fresh” (unpreserved) mats and mats preserved in FAA
(formalin–acetic-acid–alcohol) were used for structural analysis. Thin sections (≈ 6µm) were cut using
a freezing microtome; thicker sections were cut by hand under a dissecting microscope. Both methods
proved to be reasonably successful given the quartzy nature of the substratum (Plate VI). Sectional smears,
made by sliding the blade of a scalpel over sectioned material, gave a further useful insight into structure.
Another method used was the classic squash-method widely used in cytology. This simply involves using
the pad of the thumb to exert firm downward pressure on a sectional sandwich19 so as to spread the
exceptionally low, at just 0.42mg/L (7.82%). The oxidation-reduction potential was also low, at 122.18mV. The other parameters
were essentially normal, except for nitrate, which was high: 71.42S; 26.95 ◦C; pH= 7.83 ; 52.90µM NH+4 ; 61.25µM NO
−
3 ; and 0.83µM
PO3−4 . Examination of these strange objects showed them to be nothing more than a consortium of filamentous cyanobacteria similar
in type to those that make up the mats of pond 5 at the Swartkops salt-works (see Plate VII). It therefore is worth recording that when
the same pond was sampled roughly 6 months earlier (28 July 2004), dissolved oxygen was much higher (2.35mg/L or 47.04%), as
was the oxidation-reduction potential (180.75mV), despite salinity being higher, at 113.75S. At the time of this sampling there was a
bloom of Aphanotheca at the salt-works, and PO3−4 in pond 5 was below the detectable limit. The concentration of NO
−
3 was also much
lower, being 6.93µM.
19A thin section of cells between a slide and a coverslip.
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material somewhat. Preparations were mounted in immersion oil and images captured using a Carl Zeiss
Ultraphot (Axioplan) Microscope System.
Mat and Water Column Samples for Chlorophyll-a Analysis. The methods used are the same as those
that were used during the survey of the salt-works (Chapter 2, Appendix D).
3.4.1.2 Results
Benthic-Mat Chlorophyll-a. Figures 3.20 and 3.21 summarize the data on chlorophyll-a in mat-cores
from the end of each stage of Experiments 5 and 6, the two “barley straw” experiments. The data have
been plotted on the same scale to facilitate visual comparison; a more formal comparison of the two sets
of measurements has limited value because of the different pre-treatment times used (14d compared
to 52d). The starting concentrations of chlorophyll-a for the two sets of mats were similar, respectively
being 795.54mg/m2 and 676.47mg/m2. However, it should be noted that there usually is considerable
within-sample variation in the chlorophyll-a content of benthic mat samples. The two measurements
therefore provide only a very rough guide to how similar the two sets of mat-core samples initially were.
The main question of interest is whether the (total/unacidified) chlorophyll-a content of mats exposed to
activated barley straw differs significantly from that in mats that were not exposed to activated barley straw
but which otherwise were treated in the same way. One also wishes to know whether the chlorophyll-a
content of exposed and unexposed mats from stage 2 of the experiment differs significantly from each
other, and how that difference, or lack of it, came about. For instance, a significant difference detected
at stage 1 could be “corrected” to a state of no significant difference at stage 2 either by a decrease in
the chlorophyll-a content of unexposed mats or by an increase—that is, a recovery—in the chlorophyll-a
content of exposed mats. The most economical way of getting at this information is by carrying out a two
way analysis of variance on the data, allowing for interactions between the predictors Treatment and Stage
(of the experiment).
The results of Experiment 5 are considered first. Table 3.6 shows that the interaction between Treatment
and Stage is significant, with the effect of Treatment being predominant. The box-plot summaries of the
experiment (Figure 3.20) provide a convenient way of interpreting these statistics in the original units of
measurement. They show that barley-straw-treated cores at the end of stage 1 of the experiment have
significantly less chlorophyll-a than untreated mat-cores. They also show that treated and untreated
mat-cores at the end of stage 2 of the experiment do not differ significantly from each other and that
this “levelling out” has come about mainly by a decrease in the chlorophyll-a content of untreated cores.
Treated cores also appear to recover somewhat during stage 2 of the experiment, with a small increase in
chlorophyll-a content relative to stage 1. This information cannot be extracted from Table 3.6, but post-hoc
analysis shows that the increase is significant. The details of these one-degree-of-freedom tests are given in
Table 3.7 and Figure 3.22.20
The results of Experiment 6 have a different complexion (Table 3.8; Figure 3.21). Barley-straw treatment
has no effect on chlorophyll-a content, and interactions are not significant. Stage of the experiment has
borderline significance, with post-hoc analysis (Table 3.9) showing that this is due to untreated mat-cores
(p = 0.0583). There is also a treatment effect with borderline significance at stage 2, due to a decrease in the
chlorophyll-a content of untreated mats (p = 0.0545). The box-and-whisker plots, coupled with effect plots
of the interaction term (Figure 3.23), illustrate these observations.
The essential feature of the data relating this experiment, however, is that concentrations of chlorophyll-
a in the mat-cores at the end of stage 1 are substantially less than they were at the beginning of the
pretreatment stage, that is, in fresh mat-cores (Figure 3.21). This contrasts with Experiment 5, where the
chlorophyll-a content of unexposed mats did not differ significantly from that of fresh mat-cores (Figure
3.31). Chlorophyll-a concentrations also are considerably less than they were at the end of stage 1 of the
experiment in Experiment 5, being 58% and 67% of that of the fresh mats for unexposed and exposed
mats, respectively. In Experiment 5, the concentration of chlorophyll-a in unexposed mats was 95% that of
freshly-collected mats, whereas the concentration of chlorophyll-a in exposed mats was just 39%.
These facts suggest that what Experiment 6 really is showing is little more than the results of an
overriding pre-treatment effect, which affected exposed and unexposed mat-cores equally. The data on
chlorophyll-a in the water column also suggest that the activated straw used in the experiment had lost
20It needs to be borne in mind that the method of measuring benthic chlorophyll-a that was used sacrifices the mat-core, so that
the cores assayed at the end of stage 1 of the experiment are different from those assayed at the end of stage 2.s
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Table 3.6: Analysis of Variance of the Factors Influencing Chlorophyll-a in Benthic Mat-Cores
During Experiment 5 (6 June 2005).
d.f. PartialSS MS F P-value
Treatment 1 2.523 2.523 8.16 0.0213
Treatment (Factor+Higher Order Factors) 2 2.627 1.313 4.25 0.0553
All Interactions 1 1.970 1.970 6.37 0.0356
Stage 1 0.335 0.335 1.08 0.3286
Stage (Factor+Higher Order Factors) 2 2.316 1.158 3.75 0.0711
All Interactions 1 1.970 1.970 6.37 0.0356
Treatment × Stage 1 1.970 1.970 6.37 0.0356
Treatment × Stage (Factor+Higher Order Factors) 1 1.970 1.970 6.37 0.0356
TOTAL 3 3.047 1.016 3.29 0.0793
ERROR 8 2.473 0.309
Note:—The logtrans function in package MASS (Venables and Ripley, 2002) was used to estimate a
normalizing log-transformation parameter for chlorophyll-a. The model fitted therefore has the form
log(Chla_Tot+ alpha) ∼ Treatment ∗ Stage, where alpha (= −270) is the transformation parameter.
This model was further “robustified” by bootstrapping the covariance matrix (50 000 replications) and
calculating parameter estimates and related statistics using the bootstrapped data.
Table 3.7: Contrast Analysis of Hypotheses of Interest for the Model Summarized in Table 3.6 (Experiment
5, 6 June 2005).
Effect Tested Conditioning Level Contrast SE Lower Upper t Pr(> |t|)
No straw vs Straw Stage 1 2.34 0.81 0.46 4.22 2.86 0.0210
No straw vs Straw Stage 2 −0.23 0.68 −1.79 1.33 −0.34 0.7419
Stage 1 vs Stage 2 No straw 0.80 0.77 −0.97 2.57 1.05 0.3256
Stage 1 vs Stage 2 Straw −1.76 0.72 −3.43 −0.10 −2.44 0.0406
No straw vs Straw(† Stage 1 vs Stage 2 0.57 0.81 −1.29 2.43 0.71 0.4979
(† This compares the chlorophyll-a content of exposed cores at the end of stage 2 of the experiment with unex-
posed cores at the end of stage 1 of the experiment. It represents a more stringent test of the recovery of barley-
straw-treated mat-cores than the test reported in the second row of the table, which simply tests the mean values
of exposed and unexposed mat-cores at the end of stage 2 of the experiment. The chlorophyll-a content of unex-
posed cores at the end of stage 1 is not significantly different from that of freshly-collected mat-cores (Figure 3.20).
much, perhaps all, of its potency, except perhaps in one experimental unit, where the concentration of
chlorophyll-a in the water column at the end of stage 1 was just 201µg/L. Chlorophyll-a concentration in
the other two units was 6–7 times greater than this (Figure 3.26-a).
Although the concentration of chlorophyll-a in the water column of experimental units was not assayed
at the end of stage 1 of Experiment 5, a set of measurements of water-column chlorophyll-a was in fact
made, and these may be relevant. They were made on the water columns of two experimental units
containing autoclaved mat-cores that had been exposed to activated barley straw. The idea was that this
would indicate whether the barley straw used in the experiment was in fact “active,” since the active
compounds are not known and therefore cannot be tested for directly. Finding “no effect” in exposed mats
would therefore be impossible to interpret. The concentration of chlorophyll-a in the water column of these
units ranged from 29.62µg/L to 32.55µg/L. The rationale of this approach was the observation that the
water columns of experimental units containing autoclaved mat-cores very quickly develop a foul-smelling
“algal soup.”
Water-Column Chlorophyll-a. Monitoring the concentration of chlorophyll-a in the water column was not
part of the original conception of the experiment. However, the finding21 that the filamentous component
of barley-straw-treated mat-cores appears to desert the mat for the water column, led to measurements
21Roughly mid-way through stage 2 of Experiment 5 (6 June 2005).
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Figure 3.22: Trellis display of the effects tested in Table 3.7 (Experiment 5, 6 June 2005). The data have been
back-transformed to show effects in the original units of measurement. In calculating effects, the method of
analysis used absorbs lower order effects, i.e. main effects, and the strategy for “safe” prediction described
in Hastie (1992: §7.3.3) is used.
Note:—The two plots differ only in the conditioning variable used: Stage (left) and Treatment (right).
Table 3.8: Analysis of Variance of the Factors Influencing Chlorophyll-a in Benthic Mat-Cores
During Experiment 6 (29 June 2005).
d.f. PartialSS MS F P-value
Treatment 1 0.046 0.046 1.31 0.2849
Treatment (Factor+Higher Order Factors) 2 0.210 0.105 3.01 0.1061
All Interactions 1 0.069 0.069 1.97 0.1979
Stage 1 0.170 0.170 4.87 0.0583
Stage (Factor+Higher Order Factors) 2 0.174 0.087 2.49 0.1447
All Interactions 1 0.069 0.069 1.97 0.1979
Treatment × Stage 1 0.069 0.069 1.97 0.1979
Treatment × Stage (Factor+Higher Order Factors) 1 0.069 0.069 1.97 0.1979
TOTAL 3 0.515 0.172 4.91 0.0320
ERROR 8 0.280 0.035
Note:—The logtrans function in package MASS (Venables and Ripley, 2002) was used to estimate a
normalizing log-transformation parameter for chlorophyll-a. The model fitted therefore has the form
log(Chla_Tot+ alpha) ∼ Treatment ∗ Stage, where alpha (= +40) is the transformation parameter.
This model was further “robustified” by bootstrapping the covariance matrix (50 000 replications) and
calculating parameter estimates and related statistics using the bootstrapped data.
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Table 3.9: Contrast Analysis of Hypotheses of Interest for the Model Summarized in Table 3.8
(Experiment 6, 29 June 2005).
Effect Tested Conditioning Level Contrast SE Lower Upper t Pr(> |t|)
No straw vs Straw Stage 1 −0.13 0.12 −0.40 0.13 −1.14 0.2880
No straw vs Straw Stage 2 −0.43 0.19 −0.87 0.01 −2.25 0.0545
Stage 1 vs Stage 2 No straw 0.27 0.12 −0.01 0.56 2.20 0.0588
Stage 1 vs Stage 2 Straw −0.02 0.18 −0.45 0.40 −0.12 0.9070
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Figure 3.23: Trellis display of the effects tested in Table 3.8 (Experiment 6, 29 June 2005). The data have
been back-transformed to show effects in the original units of measurement. In calculating effects, the
method of analysis used absorbs lower order effects, i.e. main effects, and the strategy for “safe” prediction
described in Hastie (1992: §7.3.3) is used.
Note:—The two plots differ only in the conditioning variable used: Stage (left) and Treatment (right).
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Figure 3.24: Tukey-style multiple comparison of means following an analysis for each experiment of the
unacidified (total) chlorophyll-a content of freshly-collected mat-cores and that of barley-straw treated
and untreated mat-cores at the end of Stage 1 of each experiment. Each analysis uses a bootstrapped
covariance matrix for parameter estimation (50 000 replications). The model analysed has the following
form: ChlaTot ∼ Treatment, where Treatment has levels Fresh, No straw, Straw, with chlorophyll-a content
for the last two levels being measured at the end of Stage 1.
of chlorophyll-a in the water column being made at the end of stage 2 of Experiment 5, and at the end
of stages 1 and 2 of Experiment 6. The results of these assays are presented below (§3.4.1.2), where they
are used to bolster a notion tacitly developed there. This is that when stressed, some mat-components
leave the mat to continue the “business of living” in the water column. This is little more than a rough-cut
idea, based on the behaviour of the filamentous component of the mat conditional on exposure to activated
barley straw. However, there is another set of observations that supports it. This is that there were three
strong blooms of a filamentous cyanobacterium in the water column in brine of high salinity during the
survey of the salt-works. All three occurred after large-scale system-change. The first was at the beginning
of the study, following the over-spillage of crystallizer brine into other ponds of the system, when there
was a strong bloom in pond 3 (Figures 2.38, Chapter 2). The second was in pond 4 at the end of 2003, when
brine shrimp disappeared from the pond following a drop in salinity (Figure 2.38 and Plate V, Chapter 2).
The third was in pond 5 at the beginning of 2004, also following a drop in salinity and changes to range
of other parameters of the pond (see §2.12.2, Chapter 2). There are also the curious happenings at the
Missionvale salt-works at the beginning of 2005 to consider, when filamentous types similar to those that
form the mats of pond 5 at Swartkops formed thousands of floating, mushroom-shaped, colonies in one of
the ponds, when dissolved oxygen in the water column was just 0.42mg/L or 7.82% (see footnote 18 and
Plate VII).
Structural Analysis of Treated and Untreated Mat-cores. At the end of stage 1 of each experiment, 3
experimental units from exposed and unexposed treatment-types (i.e. 3× 2 mat-cores per treatment) were
sacrificed to carry out a qualitative analysis of mat structure. Mat-cores that had been autoclaved some
hours before beginning the pre-treatment stage, and which were then carried through pre-treatment along
with the other experimental units, were also examined.
Plate VIII summarizes the results of the analysis. The essential features to note are that mat-cores that
were exposed to activated barley straw largely lose the filamentous component, as well as a large coccoid
component, giving a mat with an essentially uniform structure, consisting almost exclusively in terms of
the visible elements of a small coccoid component sized ≈ 3–6µm (top row of Plate VIII). Unexposed mats,
in contrast, are richly textured, being characterized by a prominent filamentous component and large and
small coccoid forms, together with coccoid forms of intermediate size (middle row of Plate VIII). The large
coccoid form is ≈ 15–22µm; the small coccoid form has a diameter of ≈ 3–6µm , the same size as the
coccoid component that remains behind in the mats of straw-treated units. Several filamentous types occur,
but a thick type and a thin type predominate. The two types are shown in greater detail in Plate IX, where
the water-column component of units treated with barley straw is also shown at an enlarged scale.
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(a) “Surface” features of the smear. (b) Transmission through the smear.
Plate VII: Two views of a surface smear of one of the mushroom shaped objects collected from pond 5 of
the Missionvale salt-works at the end of January 2005, when dissolved oxygen in the water column was
just 0.42mg/L (7.82%) and the oxidation-reduction potential was 122.18mV. Scale bar= 20µm.
Examination of the water column of the assayed units revealed that the water columns of units whose
mat-cores had been exposed to activated barley straw contained very many filamentous elements. These
were of the same type as occur in the unexposed mats (centre and bottom-right panels of the bottom row
of Plate VIII). The water columns of units whose mats had not been exposed to barley-straw treatment
were essentially clear. Autoclaved mat-cores “behave” in much the same way as mat-cores exposed to
activated barely straw. Structurally they consist only of a small coccoid component with the same shape
and dimensions as that of the barley-straw treated cores (bottom-left panel of Plate VIII). Their water
columns also contain very many filamentous elements.
A complete analysis of the chlorophyll-a content of the respective water columns was unfortunately not
carried out, but the laboratory notes make reference to the somewhat coloured appearance of the water
column of the experimental units whose mats had been exposed to activated barley straw compared to the
bright, clear appearance of the units whose mats had not been exposed to activated barley straw.22 In fact,
this “bright and clear” appearance of mat-containing units that had not been exposed to activated barley
straw was something of a feature of these experiments. Although anecdotal, it is worth recording that the
water columns of mat-containing experimental units that had not been exposed to activated barley straw,
and which had been left untouched on the work space, became exceptionally clear and remained that way
for the time they were kept, some of them for many months. The water columns of the treated units, in
contrast, had already become putridly foul smelling by the end of the experiment, and quickly developed a
thick, pea-green colour.
Although incomplete, the results of the analyses of chlorophyll-a content in the water column of
mat-cores that were and were not exposed to activated barley straw are worth reporting. They suggest
that even though exposed mats appear to recover from exposure to activated straw—at least as far as their
chlorophyll-a content is concerned—, some aspects of mat function have been altered or are impaired, and
that all is not right with them. The results of the three analyses are shown graphically in Figures 3.25 and
3.26. All three indicate greater growth in the water column in units whose mat-cores have been exposed to
barley-straw treatment. Only the first analysis is statistically significant; however, the data are not sufficient
to allow firm conclusions to be drawn, especially given the considerable within-treatment variation in the
straw-treated units. This variation, when contrasted with that of the near constancy of the unexposed
mats, is itself a result of some interest. When set beside the evidence on the type of structural change that
exposure to activated barley straw triggers, viz migration of the filamentous component of the mat into
22It was this observation that initially led to the water column being examined; for an active straw compound should have
prevented growth. Although the growth of some algae is enhanced by exposure to activated barley straw, the basic stopping point is
that little or no growth should occur.
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A1 (x200)
B1 (x200)
C (x200)
A2 (x200)
B2 (x200)
D1 (x200)
A3 (x400)
B3 (x400)
D2 (x400)
Plate VIII: A1–3. Section (A1: 6µm thick, mat top facing left) and surface smears (A2–3) of barley-straw
treated mats. B1–3. Section (B1: 6µm thick, mat top facing left) and surface smears (B2–3) of untreated
mats. C. Surface smear of an autoclaved mat; note the similarity of the structure and composition of this
mat to that of the barley straw treated mat (A2). D1–2. Water column components of barley-straw treated
mats, showing how the filamentous components, which are a conspicuous element of untreated mats,
desert the mat following straw treatment. Autoclaved mats behave in a similar, but more extreme, manner.
the water column, the results suggest that here lies an interesting and perhaps fruitful avenue for further
exploration.
Finally, there can be little doubt that the coccoid form that occurs in the water column of experimental
units whose mat-cores have been exposed to activated barley straw (bottom-right panel of Plate VIII) is
the same taxon as the large coccoid form that is present in unexposed mats (centre and centre-right panel
of Plate VIII) (also see Plate IX). It therefore is tempting to conclude that its kidney-bean like appearance,
a feature that was never observed in the unexposed mats, is a physical manifestation of a “straw-effect.”
However, such conjecture, suggestive as the (circumstantial) evidence might, would need to be supported
by a very much more thorough investigation of mat-structure than that undertaken here to make anything
further of it.
Nutrient Conversion/Uptake. Figures 3.27 and 3.28 summarize the results from stage 2 of the two
experiments, i.e. the post pre-treatment behaviour of exposed and unexposed mat-cores for experiments 5
and 6 following dosing with NH+4 (and PO
3−
4 in Experiment 6). Wald statistics from a more formal set of
analyses for NH+4 and NO
−
3 for Experiment 5 and NH
+
4 for Experiment 6 are given in the complements
to this section. Detailed results for NO−2 are not presented since the run charts provide an adequate
summary of the data. Furthermore, for this nutrient, barley-straw treatment appears to have no affect
on mat behaviour (see below), the behaviour of the mat-containing treatments being essentially the same
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x400
(a) Smear of a mat-core from an unexposed unit.
x400
(b) Water-column component of a barley-straw treated unit.
Plate IX: Display sample showing the correspondence between water-column components from experi-
mental units that were subjected to barley-straw pretreatment and mat-components from experimental
units that were not subjected to barley-straw pretreatment. Scale bar= 20µm.
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Figure 3.25: Graphical summary of a one-way analysis of variance of chlorophyll-a (µg/L) in the water
column versus mat-core treatment type for the end of Stage 2 of Experiment 5 (6 June 2005).
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as in the preceding experiments. Here partial results from a set of contrast analyses are presented, after
first briefly reviewing the overall result of each experiment. For these analyses a bootstrap repeated
measurements approach due to Harrell23 was used to model observed nutrient concentrations as a function
of treatment-type and time of observation.
For Experiment 5 the response curve for NH+4 in the treatments with mats that were not exposed to
activated barley straw is much the same as it was in the earlier experiments, in which a pre-treatment
step was not used (Figure 3.27). The comparatively poor performance (in the “uptake” of NH+4 ) of the
treatments containing mat-cores that were exposed to activated barley straw may therefore be attributed
to straw-treatment per se rather than to some more general effect of the pre-treatment stage. Supporting
this contention is the fact that the chlorophyll-a content of pre-treated mats that were not exposed to
activated barley straw did not differ significantly from that of fresh mats, i.e. mats collected at the same
time as the mats used in the experiment, and sacrificed before pre-treatment to get a reference value of the
chlorophyll-a content of the experimental mats (see Figures 3.20 and 3.24-a).
The data on nutrient sequestration in Experiment 6 have several interesting aspects. On the whole,
there are scant differences between the performance of mat-cores that were exposed to activated barley
straw and mat-cores that were not. Nevertheless, it is clear that mats that were not exposed to barley-straw
treatment perform better overall. This is despite the fact that they appear to have been more severely
affected by pre-treatment conditions than barley-straw treated mat-cores, judging by the chlorophyll-a
content of the mat (Figures 3.21 and 3.23). The box-percentile plots of Figure 3.28 clearly show this superior
performance for NH+4 , with the median-marker of unexposed mat-cores aligning with the lower hinge of
the box-percentile of exposed mat-cores.
The results of the repeated measures contrast analysis for both experiments are shown in Figures
3.29 and 3.30. The run charts, which show nonparametric bootstrapped 95% confidence limits, provide
more than adequate evidence that there is a significant “mat effect” for both types of mat—that is, that
mat-containing units sequester nutrients from the water column, regardless of whether they were or were
not exposed to activated barley. The reference treatment for this comparison is the Ctr1 units, since they
do not contain mat-cores (also see Figure 3.32). The greater interest here is whether treatment units
with unexposed mat-cores outperform treatment units with exposed mat-cores, and by how much they
outperform them.
The first set of plots (Figure 3.29) shows the superior performance of unexposed mat-cores in sequester-
ing NH+4 from the water column during the first 96h of Experiment 5. It also shows that the early-phase
release of NO−3 from straw-treated mats, which is figured in the run charts, is significant. This result is of
special interest in view of the similar behaviour of autoclaved mat-cores (see Figure 3.16)24 and the fact
that the structure of straw-treated mat-cores is essentially the same as that of autoclaved mat-cores. Further,
it is shown that there are no differences between exposed and unexposed mat-cores in the release of NO−2 .
The second set of plots (3.30) shows the results for Experiment 6. They confirm that unexposed mat-cores
outperform exposed mat-cores in the sequestration of NH+4 ; however, the performance difference is greatly
reduced compared to Experiment 5 and the effect is short-lived. Unexposed mat-cores also outperform
exposed mat-cores in the sequestration of PO3−4 . The effect is comparatively minor and is relatively
short-lived. Since the response of mat-cores to the addition of PO3−4 was not studied in Experiment 5, more
than this cannot be said. This also means that one cannot exclude the possibility that the more moderate
uptake of NH+4 by mat-cores in Experiment 6 is due to a PO
3−
4 -effect.
An overview of the “nutrient-uptake” results of these two experiments is presented in Figure 3.31. The
two plots give effective summaries of the two analyses, clearly showing the superior performance of the
unexposed mat-core treatments (i.e. No straw) of Experiment 5. For both analyses, the zero controls (Ctr0)
were excluded. A further useful set of summary plots, which help to tie the different experiments together,
are given in Figures 3.32 and 3.33. They show the results for NH+4 , NO
−
2 , and NO
−
3 for all experiments in
which mat-cores from pond 5 of the Swartkops salt-works were used.
23See Harrell (2008b, sub rm.boot) and Alzolla and Harrell (2006, §7.2) for discussion.
24It is clear, beginning with Experiment 2 (Figure 3.3), that the response pattern for NO−3 of experimental units containing
mat-cores that have not been tampered with (by autoclaving or by exposure to activated barley straw) is the same as that of units that
do not contain mat-cores. An interesting exception is pond 6, where this is not so, the response pattern of mat-containing units being
very different from that of units that do not contain mat-cores (Figure 3.3). It would be interesting to see if the mats from pond 6
have a filamentous component, or whether, like the autoclaved mat and the barley-straw-treated mat, they possess only of a coccoid
component. Sørensen et al. (2005, see also Oren et al. 1995) report that filamentous cyanobacteria are less abundant mat components
at high salinity than at lower salinity.
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Figure 3.27: Summary plots of the light- and oxygen-deprivation stage (stage 2) of Experiment 5 (6th June
2005) . All units except the zero control (Ctr0) were dosed with 140µM NH+4 at the beginning of the stage.
Neither of the control units (Ctr0, Ctr1) contain mat-cores. To improve the legibility of the run chart for
NO−3 the trace for Ctr0 has been omitted. Flanking traces show pointwise nonparametric bootstrapped
95% confidence limits on the mean value (20 000 resamplings).
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Figure 3.28: Summary plots of the light- and oxygen-deprivation stage (stage 2) of Experiment 6 (29th
June 2005) . All units except the zero control (Ctr0) were dosed with 140µM NH+4 and 40µM PO
3−
4 at
the beginning of the stage. Neither of the control units (Ctr0, Ctr1) contain mat-cores. Data for Ctr0 not
shown for PO3−4 . Flanking traces show pointwise nonparametric bootstrapped 95% confidence limits on
the mean value (20 000 resamplings).
3.4.1.3 Discussion
There are clear signs that the pre-treatment stage of Experiment 6 was too long. This is illustrated in Figure
3.24-a (also see Figure 3.20), where the chlorophyll-a content of unexposed mat-cores at the end of the
pre-treatment stage is shown to be significantly less than that of freshly collected mat-cores. This was not
so in Experiment 5, where the chlorophyll-a content of unexposed mat-cores at the end of the pre-treatment
stage is essentially the same as that of the freshly collected mat-cores (Figures 3.24-b and 3.21).25 It would
therefore be prudent to base provisional conclusions relating to the effect of exposing benthic mats to
activated barley straw on the results of Experiment 5. This represents a “worst-case scenario” in terms of
the experiments that were done. There is some indication that the activated barley straw used in the second
set of experiments was not particularly active (except for one set of experimental units), so it would be
25This was a further flaw in the design of the experiment: There can be very considerable differences in the chlorophyll-a content
and general condition of mat-cores, even when the cores are collected from right next to each other. This is illustrated in Figure 3.11-a,
where replicate 3 simply does not perform. During the survey of the salt-works it was frequently found that one of the mats had
appreciably more, or appreciably less, chlorophyll-a than the other two mats. Although it would involve a further manipulation of
the mat-cores, taking a reading of the chlorophyll-a content of each core to be used in the experiment using a fluorescence-based
chlorophyll-a sensor before beginning pre-treatment would provide useful information for interpretation.
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Figure 3.29: Semi- to non-parametric repeated measures contrasts for the nutrients assayed in Experiment 5 (6 June
2005). The y-axis shows differences between the performance (or effect) of the two types of mat-cores used in the
experiment, i.e. mat-cores exposed to activated barley straw (Straw) and mat-cores that were not exposed to activated
straw (No straw). Units on the y-axis are µMs. The reference line at zero shows the point of no difference between
treatment effects. Confidence bands are based on 5000 bootstrap resamplings. Light cross-hatching gives a 99% CI;
dark cross-hatching gives a 95% CI; and the central (clear) band gives a 90% CI.
For NO−3 :—Note that although the difference in performance might seem small, the maximum concentration of
NO−3 + NO
−
2 in the water column in pond 5 of the Swartkops salt-works during 2003–2004 was never greater than
5µM (see Figure 2.7, Chapter 2).
Note:—The analysis was carried out using the rm.boot function in the Hmisc package (Harrell, 2008b; also see Alzola
and Harrell 2006, §7.2).
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Figure 3.30: Semi- to nonparametric repeated measures contrasts for the nutrients assayed in Experiment
6 (29 June 2005). The y-axis shows differences between the performance (or effect) of the two types of
mat-cores used in the experiment, i.e. mat-cores exposed to activated barley straw (Straw) and mat-cores
that were not exposed to activated straw (No straw). Units shown on the y-axis are µMs. See Figure 3.29
for further details.
better to leave to one side the question of whether a longer exposure time leads to greater disruption of
mat structure and function.
Overall, there can be no doubt that exposing the benthic mat to activated barley straw compromises its
structure and function. The filamentous component of the mat deserts the mat for the water column, as
does a large coccoid component. The remaining visible element of the mat is a small coccoid component,
which is all that is left of the mat after autoclaving it. Mat-cores that were exposed to activated barley straw
are also much less effective at sequestering NH+4 (and to some extent PO
3−
4 ) from the water column than
mat-cores that were not exposed. Further, there is a short-term release of NO−3 from exposed mat-cores.
This does not occur in unexposed mat-cores and is a further sign that physiological processes within the
mat have been disrupted by straw-exposure. There are also signs that mat-cores that were exposed to
activated straw “bounce back” once the straw-treatment is removed and a new water column put in place.
This apparent effect needs to be confirmed by further experiments.
How important these effects would be in a functioning pond-system is not clear and cannot be answered
by the present data set. A first-level conclusion is that it would be unwise to use activated straw at the
salt-works (except perhaps in the two first two ponds of the system) until more detailed studies have been
completed. The indications from this study are that its use will lead to a less productive mat system26,
which would be less likely to survive a range of stresses intact. One example of such stress would be the
physical stress of wind-driven turbulence. Following straw-exposure, and the structural changes that it
leads to, such turbulence would be more likely to cause the mat to break up, leading to a considerable
disruption of pond-life.
That said, one of the ideas developed in this chapter is that certain mat-components desert the mat to
live in the water column as part of their normal behaviour when environmentally stressed. The changed
structure of the mat following straw-treatment could therefore simply reflect this fact. Using activated
barley straw might therefore simply simulate one of a number of stresses to which the mat-system is
normally subjected. In each case the typical mat-response is the same: the filamentous component, together
with some other components, desert the mat to live in the water column. Once the stress-causing condition
has been removed, these components return to the mat and mat-life continues as before. Such ideas need
to be more thoroughly explored, but there is intriguing circumstantial evidence that such surmising could
be close to the proverbial mark.
Finally, the results reported here show that the compounds released by decomposing barley straw retain
their algistatic property, at least for some types of cyanobacteria, at high salinity, up to 200S.
26Here one might add that production per unit mass of benthic mats rivals that of rain forests (Visscher and Stolz, 2005).
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Figure 3.33: Box-density summaries of the concentration of NO−2 and NO
−
3 in the water column for all the experiments
in which brine and mat-cores from pond 5 were used. Data for the first 96h of each experiment are shown. The data
were aligned on a common scale by correcting for differences in the initial concentrations of the two nutrients. See
Figure 3.32 for further details.
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3.5 Chapter Summary and Conclusions
The experiments that were carried out show that exposing mat-cores to activated barley straw results
in several potentially important changes to the structure and function of the cores. The filamentous
component, together with a large coccoid component, leave the mat for the water column. At the maximum
magnification used in the study (×400), the residual structural element of treated mat-cores is a small
coccoid component. This has the same appearance and dimensions as the residual component of mat-cores
that have been autoclaved. The loss of mat-components was clearly associated with a significant decrease in
the chlorophyll-a concentration of treated mat-cores in one of the “barley straw” experiments (Experiment
5). The associated increase in chlorophyll-a concentration in the water column of exposed units logically is
a consequence of this redistribution of mat-elements. This would, however, need to be verified by further
experimentation. Finally, treated mat-cores exhibit a reduced capacity to sequester NH+4 and PO
3−
4 from
the water column; they also have a significantly altered NO−3 -response pattern.
The following conclusion may be drawn from these facts. Although the experiments that were carried
out were largely exploratory in nature, the results are sufficiently well-founded to caution against using
decomposing barley straw to control macroalgal growth in the innermost of the two target ponds (pond 4)
at the Swartkops salt-works. The risk that still-active compounds will flow into pond 5, and there cause the
kind of structural and functional changes that were shown to occur in the present experiments, is simply
too high. The safe way forwards would be a set of longer-term mesocosm-type experiments carried out
in tanks in the laboratory using materials from pond 5. This would allow the structure of the mat to be
observed over a longer period of time, following a longer period of exposure to barley-straw compounds.
A useful first step, with a more limited goal, would be a set of experiments aimed at establishing whether
the filamentous component re-enters the mat once barley straw compounds have been removed from the
water column. These would be carried out without depriving experimental units of light and oxygen. They
would have a structural focus and would not need to be supported by a nutrient analysis.
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Appendix A
Ancillary Material Related to Chapter 1
A.1 “Exceptional” Sampling of 5 December 2002
The most noteworthy aspect of this sampling is the information it provides on the Motherwell Canal as a
point source of nutrients (also see Scharler et al. 1998, §4.4.2.2). Nitrate in the canal-water is exceptionally
high and phosphate is exceptionally low. The sample was taken at the point where the canal discharges
into the estuary. Also interesting is that nutrient concentrations on the other side of the main channel
of the estuary, i.e. the “Opposite Motherwell Canal” site, bear “no” relationship to concentrations in the
canal-water.
A.2 Note on Sites Sampled
The sites sampled during the pilot-study (3–5th December 2002) were proposed by Danes Schoombee,
Manager of the salt-works at Swartkops and Missionvale. After considering the results of that study we
decided to concentrate our efforts on four sites, viz a site close to the mouth of the estuary, a site at the
mouth of the inlet that feeds the pump-house site, the pump-house site itself, and a site at Redhouse
slipway. This study was begun in mid-April 2003, and ended at the end of May 2003. It constitutes the
“Autumn” data set. Sites were sampled once a week, at alternating spring and neap tides, with each
sampling trip covering 6h of the tidal cycle (see Figure 1.27 and Table 1.1).
In October 2003 the results of that study were presented to the Board of Directors of the salt-works at
their Annual General Meeting. Some Board-members—notably Mr. Schoombee Senior—were keen to know
about water quality at the site of the former intake of the Swartkops Power-Station. To accomplish this, and
still keep a roughly 2-hour time-span between resampling a site, the site at Redhouse was dropped from
the sampling protocol. This, essentially supplementary, survey was begun on 25th November 2004 and
ended on 10th December 2004. Together with the pilot study, and an exceptional “one-off” sampling two
days after the pilot study (5thDecember 2002; see Table A.1), it constitutes the “Summer” data set.
Table A.1: Exceptional Sampling of the Swartkops Estuary at Dead Low Water(a on 5 December 2002.
Time Salinity t NH+4 NO
−
3 PO
3−
4
Site h : m S ◦C µM µM µM
Opposite Swartkops Yacht Club(b 10:10 34.0 25.0 6.12 ±0.38 5.42 ±0.41 7.97 ±0.74
Inlet(c 10:20 34.0 24.5 11.68 ±2.41 4.15 ±0.16 9.46 ±0.74
Opposite Motherwell Canal 11:15 30.2 24.9 5.86 ±2.00 4.01 ±0.43 12.72 ±0.33
Motherwell Canal 11:15 n.d. n.d. 18.00 ±2.41 178.83 ±17.05 0.31 ±0.16
Between Motherwell Canal and Redhouse 11:40 28.7 25.7 5.51 ±1.86 3.02 ±0.36 12.94 ±0.67
Redhouse Yacht Club 12:30 26.8 27.0 5.62 ±0.53 2.69 ±0.14 14.84 ±1.24
Bar None 12:45 23.7 26.7 6.18 ±1.04 2.03 ±0.22 17.13 ±0.97
Nutrients concentrations given as x¯± SD. (a Low tide at 10:02 (0.24m); high tide at 16:13 (2.05m).
(b About 200m upstream from the Power-Station site. (c The same site as that used in the main study. See Figure
1.46 for the relevant rainfall-data.
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A.3. Schematic Box-percentile Plot
Such inconsistent sampling1 leads to an unbalanced data set and complicates the analysis. For instance,
if replicates are combined then there are 101/74 ebb-tide/flood-tide readings and 60/115 neap-tide/spring-
tide readings. Together with the fat-tailed nature of the data, such imbalance makes the data set unsuitable
for analysis using standard methods, such as the analysis of variance.
A partial solution to this problem is to analyse the data for each season separately. Another is to use
rank-based methods, or some other method able to cope with unbalanced designs and extreme distributions.
Amongst the best of these are tree-type methods, such as CART® (Hastie et al., 2001) and conditional
inference trees (ctree: see Hothorn et al., 2006b), and spin-offs such as gradient boosted models (gbm: see
Ridgeway, 2008) and RuleFit™ (Friedman, 2001; Friedman and Popescu, 2005), both of which are robust
to outliers in both the x- and y-directions. The best overall replacement for the analysis of variance is
the (generalized) linear mixed model (McCulloch and Searle, 2001; Pinheiro et al., 2008). This copes with
unbalanced data, and allows one to model heteroskedasticity and auto-correlation, up to a point. Its
“downside” is its complexity; for the most part a rank-based approach has been preferred.
A.3 Schematic Box-percentile Plot
See Figure A.1.
A.4 On Using a Nomogram to Predict
The nomograms presented in §1.5.3 are read as follows. Each factor level or variable value has a score
associated with it. This is read off from the Points scale at the top of the nomogram. Individual scores are
added up to give a total score for the set of conditions one wishes to predict at. Total scores are indexed
on the Total Points scale, in the middle of the nomogram. After locating the total score on this scale,
one projects orthogonally from it onto the scales for the Mean or the Median, giving an estimate of the
concentration of the nutrient being predicted.
Consider a concrete example. Say one wishes to know what the concentration of PO3−4 is likely to
be at the Inlet site (≈ 21 points) during summer (≈ 16 points) at a salinity of 32S (≈ 66 points). These
conditions have a total score of 103 points (Figure 1.63-b). Locate this value on the Total Points scale and
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Figure A.1: Annotated example of the type of box-percentile plot used in Chapter 1 and elsewhere in this document
(see Esty and Banfield 1992 for details).
1Two planned neap tide samplings were also cancelled, one because of inclement weather, the other because of logistical difficulties.
This meant that a spring-neap-spring sequence rather than the planned neap-spring-neap sampling sequence was used.
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project from there onto the scales for the Mean and the Median. This gives values of ≈ 14µM and ≈ 10µM,
respectively. If this is done for a slightly lower salinity, say ≈ 29S, then ≈ 80 points rather than ≈ 66 points
need to be added, giving much higher predicted values (≈ 27µM and ≈ 25µM, respectively). The position
in autumn (= 0 points) appears to be much better; however, it should be remembered that salinity in the
estuary is considerably lower in autumn than it is in summer.
A.5 The Art of the Taylor Diagram
A Taylor diagram (Taylor, 2000, 2001) is a useful device for comparing a reference set of values—usually a
set of observed values—with another set of values, usually those derived from a model aimed at describing
or predicting the reference set of values. More generally, it can be used to compare any two sets of values.
It brings together in one diagram three key statistics that summarize how closely the two sets of values
match each other, viz Pearson’s correlation coefficient, the standard deviation of each set of values, and the
centred root mean square error (of the match), also known as the root mean square deviation.
The reason it is possible to display these three statistics simultaneously in two dimensions in a
meaningful way is that they are united by the following relationship:
E′2 = σ2m + σ2r − 2σmσrR,
where E′2 is the centred root mean square difference (i.e. root mean square error), σ2m and σ2r are the
variances of the model and reference distributions, and R is the (Pearson) correlation coefficient of the
match. The diagram, generally known as a Taylor diagram, is based on this relationship and on the Law of
Cosines:
c2 = a2 + b2 − 2ab cos φ,
where a, b, and c are the lengths of the sides of a triangle, and φ is the angle opposite side c. The correlation
(R) is therefore given by the cosine of the azimuthal angle, i.e. φ. The geometrical relationship between
these entities is shown in Figure A.2.
A.6 Supplementary Analyses Related to the Prediction of Brine Quality (and to
Outwelling)
cos
−1
R
σr ( = b)
σm ( = a)
E
′ ( = c)
Figure A.2: Geometrical relationship between Pearson’s correlation coefficient (R), the root mean square error of the
comparison (E′), and the standard deviations of the reference (σr) and model (σm) distributions. Redrawn from Taylor
(2000).
255
A.6. Supplementary Analyses Related to the Prediction of Brine Quality (and to Outwelling)
Sp
ea
rm
an
 
ρ2
 
 
 
 
R
es
po
ns
e:
Sa
lin
ity
Ad
jus
te
d 
ρ2
0.
0
0.
2
0.
4
0.
6
0.
8 3
12
 2
 
31
2 
1
 
31
2 
2
 
31
2 
2
 
31
2 
2
 
31
2 
2
 
31
2 
2
 
31
2 
3
 
31
2 
1
 
31
2 
3
 
31
2 
3
 
N
  d
f
Ti
da
lR
an
ge
.F
  
Ti
da
lT
yp
e 
 
Fl
ow
R
at
e1
1 
 
R
ai
n.
P7
  
R
ai
n.
U1
1 
 
R
ai
n.
P1
1 
 
R
ai
n.
U7
  
Ti
da
lH
ei
gh
t.F
  
Ti
da
lP
ha
se
  
Ti
de
Co
de
  
Si
te
  
Sp
ea
rm
an
 
ρ2
 
 
 
 
R
es
po
ns
e:
N
H
4
Ad
jus
te
d 
ρ2
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
 
31
2 
1
 
31
2 
2
 
31
2 
2
 
31
2 
2
 
31
2 
2
 
31
2 
2
 
31
2 
2
 
31
2 
3
 
31
2 
1
 
31
2 
3
 
31
2 
2
 
31
2 
3
 
N
  d
f
Ti
da
lT
yp
e 
 
Fl
ow
R
at
e1
1 
 
R
ai
n.
U1
1 
 
R
ai
n.
P1
1 
 
Ti
da
lR
an
ge
.F
  
R
ai
n.
U7
  
R
ai
n.
P7
  
Ti
da
lH
ei
gh
t.F
  
Ti
da
lP
ha
se
  
Ti
de
Co
de
  
Sa
lin
ity
  
Si
te
  
Sp
ea
rm
an
 
ρ2
 
 
 
 
R
es
po
ns
e:
N
O
3
Ad
jus
te
d 
ρ2
0.
1
0.
2
0.
3
0.
4
0.
5
 
31
2 
2
 
31
2 
1
 
31
2 
2
 
31
2 
2
 
31
2 
3
 
31
2 
3
 
31
2 
1
 
31
2 
2
 
31
2 
2
 
31
2 
2
 
31
2 
3
 
31
2 
2
 
N
  d
f
Fl
ow
R
at
e1
1 
 
Ti
da
lT
yp
e 
 
R
ai
n.
P1
1 
 
Ti
da
lR
an
ge
.F
  
Ti
da
lH
ei
gh
t.F
  
Ti
de
Co
de
  
Ti
da
lP
ha
se
  
R
ai
n.
U1
1 
 
R
ai
n.
U7
  
R
ai
n.
P7
  
Si
te
  
Sa
lin
ity
  
Sp
ea
rm
an
 
ρ2
 
 
 
 
R
es
po
ns
e:
PO
4
Ad
jus
te
d 
ρ2
0.
0
0.
2
0.
4
0.
6
0.
8
 
31
2 
1
 
31
2 
2
 
31
2 
2
 
31
2 
2
 
31
2 
2
 
31
2 
2
 
31
2 
3
 
31
2 
2
 
31
2 
3
 
31
2 
1
 
31
2 
3
 
31
2 
2
 
N
  d
f
Ti
da
lT
yp
e 
 
R
ai
n.
P7
  
Ti
da
lR
an
ge
.F
  
R
ai
n.
P1
1 
 
R
ai
n.
U7
  
Fl
ow
R
at
e1
1 
 
Ti
da
lH
ei
gh
t.F
  
R
ai
n.
U1
1 
 
Ti
de
Co
de
  
Ti
da
lP
ha
se
  
Si
te
  
Sa
lin
ity
  
(a
)
A
ut
um
n
da
ta
se
t
Sp
ea
rm
an
 
ρ2
 
 
 
 
R
es
po
ns
e:
Sa
lin
ity
Ad
jus
te
d 
ρ2
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5 2
13
 1
 
21
3 
2
 
21
3 
3
 
21
3 
3
 
21
3 
1
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
5
 
N
  d
f
Ti
da
lT
yp
e 
 
Ti
da
lR
an
ge
.F
  
Ti
da
lH
ei
gh
t.F
  
Ti
de
Co
de
  
Ti
da
lP
ha
se
  
R
ai
n.
P7
  
R
ai
n.
U7
  
R
ai
n.
P1
1 
 
Fl
ow
R
at
e1
1 
 
R
ai
n.
U1
1 
 
Si
te
  
Sp
ea
rm
an
 
ρ2
 
 
 
 
R
es
po
ns
e:
N
H
4
Ad
jus
te
d 
ρ2
0.
00
0.
10
0.
20
0.
30
 
21
3 
1
 
21
3 
1
 
21
3 
3
 
21
3 
3
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
5
 
N
  d
f
Ti
da
lT
yp
e 
 
Ti
da
lP
ha
se
  
Ti
de
Co
de
  
Ti
da
lH
ei
gh
t.F
  
R
ai
n.
P1
1 
 
Ti
da
lR
an
ge
.F
  
Sa
lin
ity
  
Fl
ow
R
at
e1
1 
 
R
ai
n.
U1
1 
 
R
ai
n.
P7
  
R
ai
n.
U7
  
Si
te
  
Sp
ea
rm
an
 
ρ2
 
 
 
 
R
es
po
ns
e:
N
O
3
Ad
jus
te
d 
ρ2
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7 21
3 
2
 
21
3 
1
 
21
3 
3
 
21
3 
1
 
21
3 
3
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
5
 
21
3 
2
 
N
  d
f
Ti
da
lR
an
ge
.F
  
Ti
da
lT
yp
e 
 
Ti
da
lH
ei
gh
t.F
  
Ti
da
lP
ha
se
  
Ti
de
Co
de
  
R
ai
n.
U7
  
R
ai
n.
P7
  
R
ai
n.
P1
1 
 
Fl
ow
R
at
e1
1 
 
R
ai
n.
U1
1 
 
Si
te
  
Sa
lin
ity
  
Sp
ea
rm
an
 
ρ2
 
 
 
 
R
es
po
ns
e:
PO
4
Ad
jus
te
d 
ρ2
0.
2
0.
4
0.
6
0.
8
 
21
3 
1
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
2
 
21
3 
3
 
21
3 
1
 
21
3 
3
 
21
3 
2
 
21
3 
2
 
21
3 
5
 
21
3 
2
 
N
  d
f
Ti
da
lT
yp
e 
 
Ti
da
lR
an
ge
.F
  
R
ai
n.
P1
1 
 
R
ai
n.
P7
  
R
ai
n.
U7
  
Ti
de
Co
de
  
Ti
da
lP
ha
se
  
Ti
da
lH
ei
gh
t.F
  
R
ai
n.
U1
1 
 
Fl
ow
R
at
e1
1 
 
Si
te
  
Sa
lin
ity
  
(b
)
Su
m
m
er
da
ta
se
t
Fi
gu
re
A
.3
:S
tr
en
gt
h
of
m
ar
gi
na
lr
el
at
io
ns
hi
ps
be
tw
ee
n
pr
ed
ic
to
rs
an
d
re
sp
on
se
va
ri
ab
le
s,
as
de
te
rm
in
ed
by
a
ge
ne
ra
liz
at
io
n
of
Sp
ea
rm
an
’s
ρ
.T
he
st
at
is
tic
re
po
rt
ed
on
th
e
x-
ax
is
is
ad
ju
st
ed
fo
r
th
e
co
m
pl
ex
ity
of
th
e
pr
ed
ic
to
r
va
ri
ab
le
an
d
is
ba
se
d
on
a
fo
rm
of
ρ
th
at
is
se
ns
iti
ve
to
no
n-
m
on
ot
on
ic
re
la
tio
ns
hi
ps
.
Th
e
an
al
ys
is
w
as
ca
rr
ie
d
ou
t
us
in
g
th
e
sp
ea
rm
an
2
fu
nc
ti
on
in
th
e
Hm
is
c
pa
ck
ag
e
(H
ar
re
ll,
20
08
b)
.S
ee
§1
.5
.1
fo
r
fu
rt
he
r
de
ta
ils
an
d
fo
r
a
se
t
of
ge
ne
ra
lly
si
m
ila
r
m
od
el
s
ba
se
d
on
th
e
R
ul
eF
it
™
pr
og
ra
m
.
256
A.6. Supplementary Analyses Related to the Prediction of Brine Quality (and to Outwelling)
Ti
da
lT
yp
e
Ti
da
lP
ha
se
R
ai
n.
U7
R
ai
n.
P7
Fl
ow
R
at
e1
1
Pr
ed
ict
or
s 
of
 S
al
in
ity
, 
Si
te
=
M
o
u
th
re
la
tiv
e 
im
po
rta
nc
e 
of
 p
re
di
ct
or
, 
cu
m
u
la
tiv
e 
%
0
50
100
150
200
qu
an
tile
ta
u=
0.
10
ta
u=
0.
25
ta
u=
0.
50
ta
u=
0.
60
ta
u=
0.
75
ta
u=
0.
90
(a
)
A
ut
um
n
da
ta
se
t
Ti
da
lT
yp
e
Ti
da
lP
ha
se
R
ai
n.
U7
R
ai
n.
P7
Fl
ow
R
at
e1
1
Pr
ed
ict
or
s 
of
 S
al
in
ity
, 
Si
te
=
M
o
u
th
re
la
tiv
e 
im
po
rta
nc
e 
of
 p
re
di
ct
or
, 
cu
m
u
la
tiv
e 
%
0
50
100
150
200
250
300
qu
an
tile
ta
u=
0.
10
ta
u=
0.
25
ta
u=
0.
50
ta
u=
0.
60
ta
u=
0.
75
ta
u=
0.
90
(b
)
Su
m
m
er
da
ta
se
t
Se
as
on
Ti
de
Co
de
Ti
da
lTy
pe
Ti
da
lP
ha
se
R
ai
n.
U7
R
ai
n.
P7
Ti
da
lR
an
ge
.
F
Ti
da
lH
ei
gh
t.F
Fl
ow
R
at
e1
1
Pr
ed
ict
or
s 
of
 S
al
in
ity
, 
Si
te
=
M
o
u
th
re
la
tiv
e
 im
po
rta
nc
e 
of
 p
re
di
ct
or
, 
cu
m
u
la
tiv
e
 %
0
20
40
60
80
100
120
140
qu
an
tile
ta
u=
0.
10
ta
u=
0.
25
ta
u=
0.
50
ta
u=
0.
60
ta
u=
0.
75
ta
u=
0.
90
(c
)
C
om
bi
ne
d
da
ta
se
t
Fi
gu
re
A
.4
:G
en
er
al
iz
ed
bo
os
te
d
m
od
el
s
of
th
e
m
ai
n
pr
ed
ic
to
rs
of
sa
lin
ity
at
th
e
M
ou
th
si
te
.T
he
y-
ax
is
sh
ow
s
th
e
re
la
tiv
e
im
po
rt
an
ce
of
ea
ch
pr
ed
ic
to
r
as
a
cu
m
ul
at
iv
e
pe
rc
en
ta
ge
.T
he
an
al
ys
is
w
as
ca
rr
ie
d
ou
tu
si
ng
th
e
gb
m
pa
ck
ag
e
(R
id
ge
w
ay
,2
00
8)
.S
ee
§1
.5
.2
.1
fo
r
fu
rt
he
r
de
ta
ils
an
d
§1
.4
.6
fo
r
di
sc
us
si
on
of
th
e
“O
ut
w
el
lin
g”
hy
po
th
es
is
,t
o
w
hi
ch
th
es
e
da
ta
ar
e
al
so
re
le
va
nt
.
257
Appendix B
Ancillary Material Related to Chapter 2
B.1 On Reading Ternary Diagrams, with Comments on Compositional Data
Analysis, Correspondence Analysis, and Relative Variation Biplots
Jackson (1997)—noting that correspondence analysis is at bottom an analysis of proportions (or of the
homogeneity of the row [and column] profiles of a data table)—has argued that some of the problems that
are associated with compositional analysis may be by-passed by using correspondence analysis instead
(for further insights see: Greenacre and Hastie 1987; Greenacre 2002; Jolliffe 2002, §5.4, 13.1, and 14.2
and references therein; Cuadras et al. 2005). This is a useful approach, especially if the composition has
more than three parts (when ternary diagrams may be more informative) and the data table has zeros or
small values. The primary purpose of this appendix is to illustrate the concordance between these two
approaches—that is, between the compositional approach and the correspondence-analysis approach—and
to provide notes on how to interpret key aspects of the ternary diagram, notably the so-called isoportion
and isoproportion lines, using a small artificial data set (Table B.1).
Table B.1: Contrived Data Set Showing a Three-part Composition.(a
Component/Column Ratio
Case/Row X1 X2 X3 Totals X1/X2 X1/X3 X2/X3
1 10
(0.06)
60
(0.38)
90
(0.56)
160
(0.11)
0.17 0.11 0.67
2 40
(0.21)
60
(0.32)
90
(0.47)
190
(0.13)
0.67 0.44 0.67
3 60
(0.29)
60
(0.29)
90
(0.43)
210
(0.15)
1.00 0.67 0.67
4 85
(0.36)
60
(0.26)
90
(0.38)
235
(0.16)
1.42 0.94 0.67
5 110
(0.41)
60
(0.22)
100
(0.37)
270
(0.19)
1.83 1.10 0.60
6 200
(0.56)
60
(0.17)
100
(0.28)
360
(0.25)
3.33 2.00 0.60
Totals 505
(0.35)
360
(0.25)
560
(0.39)
1425
(a Row profiles are underset, enclosed in parentheses, i.e. row frequencies as a proportion of row
totals. For the totals the undersets represent weights or masses, i.e. row and column totals as a
proportion of the grand total. The “inset” table shows the component-ratios.
The Ternary Diagram and the Method of Compositional Analysis. Figure B.1 shows the results of
plotting the data given in the Table B.1 after they have been converted to compositional form by re-
expressing each row as a proportion of the row total—that is, with each row being constrained to sum to
one. (The proportions are given in brackets as an underset in each cell of the table.) The plots are identical,
except for the grid or axis-scale: (a) uses isoportion lines, (b) uses isoproportion lines. There are three
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(a) Isoportion lines: lines showing constant proportions.
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(b) Isoproportion lines: lines showing constant ratios.
Figure B.1: Ternary plots of the data given in Table B.1 after converting them to compositional form (given in
parentheses as an underset). The overlaid curves show the first and second components (PC1/PC2) of a principal
component analysis of the covariance matrix of the centred-log-ratio transformed data. The analysis was carried out
using the compositions package (van den Boogaart et al. 2006).
sets of each type, one for each component. Each component occupies a vertex, the point at which the
composition consists only of that component or element.1 The isoportion lines are parallel lines associated
with one of the vertices, and mark out regular intervals from the base opposite the vertex up to the vertex
itself. Points or subsets of points that lie on or parallel to any of the isoportion lines represent rows in the
table or matrix being analyzed in which the proportion of the component associated with the isoportion
line (given by the vertex) is constant. The example data set does not demonstrate this; however, it is easy
to imagine a set of points laying on the first horizontal isoportion line associated with X3—that is, on the
isoportion line parallel to the base of the triangle, the endpoints of which are defined by X1 and X2. All
such points would have a constant proportion (of 0.2) of component X3. Equally, the isoportion lines mark
out a scale along which the proportion of a component increases. The example data set does show this,
namely an increase in the proportion of component X1.
The isoproportion lines show trajectories of constant ratio of two components and are of especial
importance in compositional analysis. They fan out from a vertex to the opposite base, on which they mark
out an isoproportion scale. The endpoints of this scale are the components whose ratio is being metred
out. This is illustrated by the example, where an essentially constant ratio of ≈ 0.6 of components X3 to X2
is given by the isoproportion line along which the data points lie. An important property of the ratio is
that it is invariant to the inclusion or exclusion of other components or elements of a composition. This
sets it apart from proportions, which must change when components are added to or excluded from a
composition.
A point of necessary digression is the central role played by the logarithmic transformation in composi-
tional data analysis. One of its functions is to ensure that the numerical value of a ratio of two elements in
a composition is invariant to the choice of divisor. Clearly the ratio 1/2 is not the same as the ratio 2/1.
However, loge[xi/xj] is the same as loge[xj/xi], except for a change in the sign of the quotient. Its other
function is more fundamental: logarithms are used in a set of log-ratio-based transformations to convert
the simplicial space or geometry into Euclidean space by giving the vectors in the composition unbounded
properties so that they can take on values from −∞ to +∞. That is, it removes the constraint that the
1It is customary to label the vertex of the diagram. However, in the French School of analysis the axis of the isoline is labelled
instead. This tradition has been followed in the main text. For expository purposes here it is easier to follow “convention” and label
the vertices.
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(a) Row-preserving RV biplot.
 d = 0.5 
 Relative variation biplot 
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(b) Column-preserving RV biplot.
 d = 0.2 
 Correspondence analysis "biplot" 
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(c) CA symmetric scaling “biplot.”
Figure B.2: Subplots (a) and (b) show biplots from a principal component analysis of the covariance matrix of the data
given in Table B.1 after converting them to compositional form and then transforming them using the centred-log-ratio
transformation. Subplot (c) shows a factorial map, or “biplot,” derived from a correspondence analysis of the raw data
given in Table B.1. Case 6 is hidden by the label for X1.
composition must sum to one, or to some other constant, thus allowing the analysis to continue using
standard statistical tools. The main problem with analyzing compositional data without taking account of
the sum-to-some-constant constraint is that correlations and covariances are incorrectly determined, having
a strongly negative bias, as Pearson (1897) noted more than a century ago. This means that almost all
standard statistical methods will return misleading or downright wrong results. As “compositionalists” are
keen to note, this fact goes unheeded by nearly all and sundry.
Two other lines are shown in each plot of Figure B.2. These are the first and second principal components
derived from a principal component analysis of the covariance matrix of the data, after they have been
converted to compositional form (i.e. expressed as proportions of the row total) and after they have been
taken out of the simplex by carrying out a centred-log-ratio (clr) transformation. As described above,
this puts the data in Euclidean space and the principal components may be computed in the usual way
using the singular value decomposition of the matrix, or by using an eigendecomposition method. The clr
transformation is calculated on a row-wise basis as the logarithm of the proportion (or percentage) of a
component divided by the geometric mean of row. This puts the origin of a principal component analysis
at the geometric mean of the data, not at the arithmetic mean, as would occur if the analysis had been done
on raw or non clr-transformed data. In Figure B.2, the point where the two principal components intersect
is therefore the geometric mean of the data set.
The method of analysis is based largely on the insights of Aitchison (1982; 1983; 1986), but is under
active theoretical developed, notably by the Spanish School of applied mathematicians at the University of
Girona. A concise introduction to the method, with coverage of some of the more recent developments,
may be found in Pawlowsky-Glahn and Egozcue (2006) and Egozcue and Pawlowsky-Glahn (2006). A
more comprehensive introduction is given by Aitchison (2005, CoDaWork’05) and is propounded in a set
of lecture notes by Pawlowsky-Glahn et al. (2007). The method is most widely used in the geosciences
and in some of the other physical sciences. Examples of its application in the field of hydrology, to the
analysis of nutrient transformations, and to aquatic systems in general may be found in Buccianti et al.
(2003); Buccianti and Pawlowsky-Glahn (2005); Otero et al. (2005).
Correspondence Analysis and the Relative Variation Biplot. The relative variation (RV) biplot was
devised by Aitchison and Greenacre (2002) for displaying the results of a principal component analysis
of compositional data, following a centred log-ratio transformation (also see Aitchison 1990; Aitchison
and Ng 2005; Greenacre and Lewi 2005). Interpretation differs in some key respects from the classical
biplot. Here it is the “links” between the apices of the vectors (which represent the components or parts
of the composition), and the orientation of the different links, that provide the basis for interpretation.
Orthogonal links between pairs of components mean that the two sets of ratios are uncorrelated, or change
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independently. A short link means that there is little variation in the ratio of the linked components2;
however, this fact can only be extracted from the biplot if column-preserving scaling is used, which leads to
other “problems,” as noted below. A further point is that the cases or samples (the rows of the data matrix)
represent the logarithms of the components of each case relative to their geometric mean. In summary:
the RV biplot is equivalent to analyzing all the pairwise log-ratios or to analyzing the logarithms of the
components of each sample relative to their geometric mean.
If the vectors shown in Figure B.2 (a) were to be multiplied by some constant so that X3 and X2 came to
lie above and below the point representing case 1, the correspondence (after a small anti-clockwise rotation
of the ternary diagram) between the row-preserving RV biplot and the ternary diagram becomes plainly
evident. The presence of isoproportion lines in the second ternary diagram means that the ternary diagram
is superior to the RV biplot in presenting the key information in the data set—namely high variance in
component X1 and constant ratio of components X2 and X3—when the composition has just three parts.3
This information is given in the RV biplots, but one needs to work to get it. The column-preserving RV
biplot shows the constant ratio of components X2 and X3, but then the scatter of cases in the second
dimension of the ordination gives the impression of a variation that does not exist (though one should
be aware of this from studying the eigenvalues). Only the column-preserving biplot shows the collinear
structure of the data.
What the artificial data set does not show is the important case of orthogonality between links, i.e. links
that cross at right angles. This is where the column-preserving RV biplot becomes a superior tool if there
are more than three components in the composition and the solution is not essentially one-dimensional,
as in the present example. As Aitchison and Ng (2005) have noted, the “four” components involved in
any “cross-link” analysis need not be mutually exclusive. In such a case, the occurrence of independent
changes in the ratios of one component with two other components—say, using an expanded example, A1
with B1 and A1 with B3—would present as a set of right-angled links, with the common component of the
comparison at the join.
Correspondence analysis “biplots” may be drawn using a variety of scalings, only some of which
produce true biplots (Gabriel 1971; Greenacre and Hastie 1987). The type shown here uses symmetric
scaling, and so is not a true biplot; in general it is the most useful scaling and the most widely used.
Although not an exact match to the correct solution—the origin, for instance, no longer lies at the geometric
mean, but rather at the barycentre or centroid of the data set—there is a close approximation, with the
essential features of the data set being well displayed. The “biplot” combines the best features of the
two types of RV biplot, providing a low dimensional visualization of deviations of cases and components
from the average profile, given by the origin. Equivalently, it shows χ2 residuals from an interaction or
dependence model between the rows and columns of the data table—that is, deviations of observed values
from expected values from a form of contingency table analysis (Greenacre and Hastie 1987; Jackson 1997;
Cuadras et al. 2005). It might be emphasized that the analysis was carried out using the raw frequencies
given in Table B.1; that is, a conventional correspondence-analysis was carried out. A further useful aspect
of the correspondence analysis approach relates to a plot-method that is especially good at extracting the
essential features of the data if most of the variance lies in the first dimension. This uses a double-linear-
regression method (based on centroid scaling) that has its origins in the insights of Hirschfeld (1935). An
example, with detailed notes on the main aspects of its interpretation, is given in Figure B.3.
B.2 On Constrained Table Matching
Principal component analysis with respect to instrumental variables (PCAIV), or redundancy analysis as it
is also called, was first described by Rao (1964) as an extension of principal component analysis with a very
particular purpose: to “relate” two data sets, either by maximizing the relationship between them or by
orthogonalizing it.4 Chessel et al. (2003b, §3) consider it to be “. . . peut-être la plus complexe et la plus
nuancée. . . ” of all the methods aimed at finding meaningful relationships between two sets of variables
2Technically, the squared lengths of the links represent an estimate of the relative variation of the two components joined by the
link: σˆ{loge(xi/xj)}.
3And the principle of sub-compositional coherence means that even complex compositions can be decomposed to three-part
compositions and be analyzed this way.
4The extent to which Rao was influenced by the notions of Philip Wright, or perhaps by those of his son Sewall Wright (the great
American geneticist, who invented Path analysis), is not clear (see Stock and Trebbi 2003).
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X1
X2
X3
11 22 33 44 55 66
(a) Ranked scores.
X1
X2
X3
11 22 33 44 55 66
(b) Original scores.
Figure B.3: Regression/Contingency-table plot of the first dimension of a correspondence analysis of the data given
in Table B.1. See Figure B.2 (c) for the “biplot,” showing both dimensions. The superiority of the unaltered- or
original-scores approach in (b) is plain to see. This uses the scores from the correspondence analysis to establish the
grid of the “table” on which the data are displayed. The rank-based approach ranks the scores and the subplot for it
illustrates how much of the important information is thrown away. In the unaltered- or original-scores representation,
the middle group of points, viz 2–5, which one also sees in the ternary diagrams, is clearly identified, as are the nearly
identical profiles across cases of components X2 and X3; that is, the fact that the ratio of the two variables is nearly
constant is clearly shown. The changing ratio of component X1 with components X2 and X3, shown by the extent
to which it is separated from them (a χ2 distance), is more clearly shown than in the isoproportion ternary diagram
(Figure B.1b). The offset position of X3 relative to X2 reflects the fact that its values increase slightly relative to those
of X2 (so in the direction of the X3-increase) in cases 5 and 6. That is, its slightly offset position relative to X2 has
nothing to do with the fact that its real values are closer overall to those of X1; it has to do with the fact that the ratio of
X2/X3 decreases slightly. Without this change in the ratio, the squares of X3 would overlie and obscure those of X2
(because the real values are larger). The added squares provide supplementary information not directly related to the
correspondence analysis: the size of each square indexes the values shown in Table B.1 relative to the grand total of the
table (i.e. divided by it). Note that the “table” plot has been transposed, and needs to be rotated clockwise through
90 ◦, and the columns reordered, to make the comparison with the original table. The added regression lines use
score-weighted averages in calculating the centroids or means (solid circles). In effect, they represent linear regressions
using first rows and then columns as predictors of the other (Chessel 2006; de Leeuw and Mair 2008). Both regressions
pass through the origin and their slopes are reciprocal. The segments associated with each mean represent standard
error. The less steeply angled of the two trend lines shows the regression of components on cases. It clearly shows how
the proportion of X1 increases as a function of case, which is also well illustrated by square size. The other regression
line is less useful in this case, but effectively shows those cases where the change-point occurs, with component X1
coming to dominate. A general description and summary is that the classification or ordering of the full scores plot
(i.e. subplot b) is done as follows: components are classified according to column profiles across cases (so, in terms of
component ratios); cases are classified according to case profiles across components, so that cases that are similar will
be placed next to, or on top of, each other.
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(also see Lebreton et al. 1991). The eigenanalysis equation for the method is
(SYXS−1XXS
′
YX − αkI) uk = 0. (B.1)
It is difficult to grasp exactly what the method does to the data, and how the different parts of the analysis
relate to each other, which makes it difficult to understand in detail (Legendre and Legendre 1998, §11.1).
From a practical standpoint, it can be viewed most simply as a principal component analysis of the
predictions obtained from regressing a matrix of Y variables, the response variables, on a matrix of X
variables, the predictors, or explanatory instruments. A more intuitive description is that it corresponds to
a dissection of the data got by projecting the variables in matrix Y onto a subspace set up or determined by
the variables in matrix X, the instrumental variables. A principal component analysis is then conducted
on the projected data in order to reduce the dimensionality of the solution. The aim of the method is to
capture only that part the variance in Y that is related to X, and to elucidate relationships between the two
sets of data.
In the process, new axes, known as constrained principal components, or explanatory components,
are formed. These maximally explain the variance in the response or target matrix Y that is related to
the explanatory instruments, the variables in matrix X. They account for less variance than the principal
components obtained from analyzing the response-variable matrix Y by itself would do because they
have been constrained to fit the subspace defined by the variables in matrix X, i.e. by the relationships
specified by the variables in X. In the case of a strongly-related set of X variables, the ratio of the variance
explained by the new axes would be high and the two sets of components would closely resemble each
other, the resemblance becoming exact as the explanatory variables became a perfect match for those
in Y. Equation B.1 would then reduce to (SYY − αkI) uk = 0, which is simply the equation for principal
component analysis (Legendre and Legendre 1998, loc. cit.).
The constrained axes represent, and so may also be expressed as, linear combinations of the regression
coefficients of the variables in X, based on the regression step. The coefficients give the loadings of the
predictor or X variables on the new axes. They are therefore associated with a coefficient of determination
(the multiple correlation coefficient, R2), which allows one to assess the strength of the relationship on each
axis. An ANOVA, coupled with a post-hoc analysis if desired, may usefully be carried out to examine the
loadings in greater detail—that is, to examine the extent to which the different variables in X contribute to
the new axes. In some implementations, a non-parametric test of the overall significance of the relationship
between the two set of variables is available, based on Monte-Carlo methods.
Representing the Matched Matrices. In a full analysis, three ordinations are produced: (1) an ordination
in the space of the response variables Y, giving so-called “site scores”; (2) an ordination in the space
of the predictor variables X, giving so-called “fitted site scores”; and (3) an ordination of the residuals
from the multiple regression stage (see Legendre and Legendre 1998, loc. cit.). Different components
from these ordinations may be displayed in a variety of combinations using biplots. Here the following
relationships have been emphasized: (1) the loadings of the predictor variables X on the constrained
principal components (loadings plot, showing the regression coefficients); (2) the correlation of the predictor
variables X with the constrained principal components (correlation plot); (3) the extent to which the
normalized eigenvectors from an unconstrained principal component analysis of the Y-variables and those
from the constrained analysis (= normalized canonical eigenvectors or pseudo principal axes) match up
(inertia axes); (4) descriptors of the constrained analysis, the normalized canonical eigenvectors (= the
pseudo-principal axes, used in the projection of the response variables) (variables plot)5; and (5) the manner
in which relationships with the variables in X influence the variables in Y (scores and predictions). The
vectors in the last-mentioned plot are anchored to the fitted site scores, i.e. to the predicted scores, and
extend to the site scores. The type of contrasts used when carrying out the analysis affects plots 1 and 2
(the main regression-related displays) but not the other plots.
Orthogonalization. The residuals from such an analysis (i.e. an orthogonalizing PCAIV) are orthogonal to
or uncorrelated with the variables in matrix X, the matrix of instrumental variables. This opens up several
avenues for further analysis. The most interesting of these is that in which one wishes to study the effect of
5These are central to the analysis and are calculated as follows: the fitted values from the regression of matrix Y on matrix X are
subjected to a principal component analysis. The eigenvectors (loadings) from this analysis are the normalized eigenvectors of the
constrained analysis.
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a variable once the effect or effects of other variables have been removed or controlled for. The analysis is
essentially the same as that described above, but involves two steps. The first step is the orthogonalization
step, in which effects are removed and the residuals from the analysis retained. The second step entails a
new instrumental variables analysis. This uses the residuals from the first step as the Y variables—so the
original Y variables cleansed of the effect(s) of the original predictors, i.e. the “nuisance” variables—and a
new set of X variables, i.e. the new predictors whose effects are of primary interest. Predictors whose effects
are to be removed may be either continuous or categorical or both. Categorical variables are converted to
dummy variables during the regression step and differences between the different factor-levels removed,
an average within-group structure generally being used. The type of dummy variable formed depends
on the contrasts used in the regression. As in standard linear regression changing these changes the
parametrization of the model but not the overall result. For the analyses presented here treatment (a.k.a.
Dunnett) contrasts were used, with pond 5 and year 2002 being taken as the reference levels. This means
that the intercept represents the state of pond 5 in 2002.
B.3 Some Characteristics of Solar Salt-works
See Tables B.2, B.3, and B.4.
Table B.2: Some Characteristics of Solar Salt-works: Benthic Chlorophyll-a and POM.(a
Saltern Chl-a wc Chl-a benthic POC PON POP Nutrient status Reference
µg/L mg/m2 mg/L mg/L mg/L
Kliphoek (6 7.52–1320.39 10.81–78.32 18.10–139.35 0.11–15.54 0.01–4.82 Eutrophic Du Toit 2001
Velddrif (6 0.35–98.00 0–180.33 3.60–37.27 0.03–3.68 0.03–1.43 Eutrophic Du Toit 2001
Missionvale (7 3.52–245.80 20–291.33 4.54–177.57 0.03–5.04 0.04–1.90 Eutrophic Du Toit 2001
Swartkops (7 1.70–106.95 20–105.67 3.50–109.05 0.01–3.32 0.02–2.94 Eutrophic Du Toit 2001
Missionvale (7 2.49–140.36 4.47–122.15 2.35–44.61 nd 0.05–0.37 Eutrophic This study
Swartkops (7 0.01–77.42 1.47–755.53 0.59–99.63 0.05–7.32 0.00–0.86 Eutrophic This study
Swartkops (7, 8 1.15–77.42 33.95–755.53 0.59–39.15 0.07–7.32 Eutrophic This study
(a Adapted and enlarged from Tables 1.1 and 13.1 of Javor (1989); also see Table 1 of Javor (2002) and the annotation to
Table B.4 relating to the present study’s samplings of Missionvale. (6 Western Cape, SA. (7 Eastern Cape, SA.
(8 Excluding 2002; range unchanged from row above if field is empty.
Table B.3: Some Characteristics of Solar Salt-works: Physico-Chemical Characters.(a
Saltern t pH DO ORP Nutrient status Reference
◦C mg/L mV
Kliphoek (6 Eutrophic Du Toit 2001
Velddrif (6 Eutrophic Du Toit 2001
Missionvale (7 Eutrophic Du Toit 2001
Swartkops (7 12.00–29.40 6.83–8.61 Eutrophic Du Toit 2001
Missionvale (7 14.7–27.0 7.32–9.46 nd nd Eutrophic This study
Swartkops (7,8 12.56–35.81 7.18–8.70 0.52–11.77 103.13–236.64 Eutrophic This study
(a Adapted and enlarged from Tables 1.1 and 13.1 of Javor (1989); also see Table 1 of Javor (2002) and the
annotation to Table B.4 relating to the present study’s samplings of Missionvale. (6 Western Cape, SA.
(7 Eastern Cape, SA. (8 Excluding 2002.
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Appendix C
Ancillary Material Related to Chapter 3
C.1 Experiment 4 (2 March 2005)
Table C.1: Ammonium by Treatment(†, Experiment 4 (2 March 2005) N=99, 9 Missing
No mat No mat AWC Living mat ZnAc mat Autoclaved mat
N NH+4 , µM NH
+
4 , µM N NH
+
4 , µM NH
+
4 , µM NH
+
4 , µM
Time (h)
0 3 176.3 181.2 183.6 197.5 201.6 205.3 3 184.3 186.1 187.2 137.6 144.8 150.7 227.8 229.2 230.6
8 3 176.4 181.4 187.8 179.5 203.6 221.0 3 106.7 132.3 167.8 131.4 142.5 156.2 186.8 215.6 235.2
24 3 192.9 205.4 219.3 204.0 218.6 228.3 3 147.2 186.5 214.6 154.9 165.5 175.3 263.1 294.4 320.7
48 3 197.3 207.2 216.7 217.3 220.3 222.9 3 258.3 319.2 353.1 212.0 232.6 249.9 485.7 510.0 534.1
120 3 186.2 205.1 216.0 191.0 208.8 218.7 3 669.3 777.5 836.5 252.2 279.1 295.0 403.5 808.0 1098.8
360 0 3 751.4 781.5 834.9 160.1 255.8 335.1 568.8 752.6 856.4
Overall
15 188.7 196.1 203.8 203.5 210.6 217.0 18 275.4 397.2 529.5 175.1 203.4 233.8 347.9 468.3 601.7
(† Ctr0 omitted from the table. All treatments dosed with 140µM NH+4 at the start of the experiment. N repres-
ents the number of replicates per treatment.
(1 a b c represent the mean b, and the lower a, and upper c, nonparametric bootstrapped 95% confidence
intervals (10 000 reps).
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Appendix D
General Methods
D.1 Statistical Analysis and Thesis Production
All analyses were carried out using R, a freely available set of functions and contributed packages that
the maintainers of the software describe as a “language and environment for statistical computing” (R
Development Core Team, 2008). Many of the analyses use functions that are part of base or core R or that
were specifically written using routines and language elements that are part of R. Where particular types of
analyses were carried out that relied on functions in a contributed package, mention of the author(s) of
the package has been made. An attempt was made to present most results graphically. More often than
not, R’s base graphical routines were used for this purpose. Some results were presented using Trellis
graphics, which in R is implemented in the lattice package (Sarkar, 2008). The thesis was typeset using
LATEX 2ε, a freely available set of macros by Leslie Lamport (1994), built on Donald Knuth’s (1986) TEX
language, also freely available.1 Peter Wilson’s (2008) memoir class was used as a “stylesheet;” units were
typeset with Danie Els’s (2008) SIstyle package. Ritter (2003) was followed for the capitalization of sectional
and table titling. Many of the tables were prepared for use with LATEX 2ε from within R, using functions
available in Frank Harrell’s (2008a; 2008b) Design and Hmisc contributed packages for R. JabRef, another
freely available software, built on Patashnik and Lamport’s (1988) BibTEX system, was used to manage the
bibliography. An invaluable part of this system are Hàn Thê´ Thành’s (2000) pdfTEX micro-typographical
extensions of TEX, coupled with the hyperref package of Sebastian Rahtz and Heiko Oberdiek (2008).
Together these allow for the production of a fully hyperlinked document, extending to back-references in
the bibliography.
D.2 Inorganic Nutrients
The methods used for determining dissolved inorganic nutrients follow those that have routinely been used
in the Department of Botany at NMMU over the years (excluding sulphate, which usually is not measured).
They largely follow the protocols of Strickland and Parsons (Strickland and Parsons 1972; Parsons et al.
1984) and have been found to give reliable results. The same methods were used by Du Toit (2001). Halfway
through the study, the method used for determining dissolved inorganic phosphorus was changed to the
protocol given by Koroleff (1983). The two methods use the same reagents, but made up differently. This
was a time-saving innovation. Tests run on parallel analyses showed no significant differences between the
results of the two methods. Samples were filtered through pre-ignited Schleicher & Schüll GF/C glass-fiber
filters before conducting the analyses, which were done on the day of collection or the day after. All
three methods use colorimetry to measure concentrations, by matching against appropriately determined
standard series.
1Knuth wrote TEX because he was unhappy with the galley proofs of the 2nd edition of volume one of his magnum opus The Art
of Computer Programming. Professor Knuth is a magnificently idiosyncratic individual, known for permanently abandoning email in
1990, for offering a reward check worth “one hexadecimal dollar” (256 pennies) for any errors found in his books, and for defining the
fundamental unit of length as the thickness of MAD magazine #26 and the fundamental unit of force as “whatmeworry.” Now in its
fourth volume (several more are works in progress), The Art of Computer Programming was included by American Scientist amongst the
twelve best physical-science monographs of the twentieth century. TEX and the macros built on it are considered by many to be the only
way to produce high-quality digital typesetting of text and mathematical, chemical, or physical formulae. Publishers of quality scientific
literature such as Addison-Wesley, Elsevier, Springer, and the University Presses of Oxford and Cambridge rely on it, as do many
scientific journals. See the articles at http://en.wikipedia.org/wiki/Donald_Knuth and http://en.wikipedia.org/wiki/TeX for
further details.
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Ammonium. Ammonium was measured according to the methods of Strickland and Parsons (1972, op.
cit.), but using smaller quantities of reagents. Koroleff (Grasshoff et al. 1983, 1999) recommended such a
change, and this practice has been followed in the department for some time. To 2.5mL of sample, 0.1mL
of a 10% solution of phenol (made up in 95% ethanol), followed by 0.1mL of a 0.5% solution of sodium
nitroprusside, are added within minutes of each other. A quantity (0.25mL) of freshly prepared oxidizing
solution consisting of an alkaline reagent and a strong oxidant (10–14% Analar grade sodium hypochlorite)
is then added. Readings were taken after allowing colour to develop overnight. Samples from the high
salinity ponds 5-C were diluted with distilled water to compensate for a strong salt effect (quenching) in
the measurement of NH3/NH+4 .
Nitrate (+ Nitrite). The method used is a modification of the widely-used copper-cadmium method,
adapted for use with small-sample amounts by Bate and Heelas (1975). A small amount (≈ the size of
the small finger-nail) of copper-coated cadmium is used to reduce the NO−3 in 3mL of sample to NO
−
2
in an alkaline buffer solution. The reactant is stained using an azo-dye and the quantity determined
colorometrically against a standard series. The method therefore measures NO−3 + NO
−
2 , and it is this
combined quantity that is routinely reported in the tables as NO−3 . Nitrite was determined using the same
method, by omitting the reduction-step. Readings were taken after allowing colour to develop for 30m.
Where NO−3 sensu stricto is reported, as for the experiments described in Chapter 3, the value reported was
determined by subtraction (of a measurement of NO−2 determined from the same sample).
Phosphorus. The two solutions made up in the method due to Koroleff (1983) are (1) a mixed solution
(stable for many months) of ammonium heptamolybdate and potassium antimony tartrate in a 4.5mol/L
solution of sulphuric acid and (2) an ascorbic acid-sulphuric acid solution. Following Koroleff, the latter
solution may be used so long as it remains clear (usually a couple of weeks). The practice followed here
was to make up a fresh solution for each analysis, except if analyses were being made over consecutive
days. Readings were taken after allowing colour to develop for 1h.
Sulphate. Sulphate was determined gravimetrically, following the method described in Grasshoff et al.
(1983, 1999), but with a modification to the manner in which the precipitate was collected. A perspex
filtration set to which gentle suction was applied was used, the material being collected on acid-washed
ashless, hard-finish, filter papers. The method consists of precipitating sulphate as barium sulphate in
an hydrochloric acid medium by the addition of barium chloride. The solution was digested at 90 ◦C for
6h and the precipitate filtered and washed down with hot water until free of chloride (tested using silver
nitrate-nitric acid). Filter papers containing the filtrand were transferred to clean, pre-ignited crucibles,
and ignited in a muffle furnace at 800 ◦C for 1h. After cooling in a desiccator, quantities were weighed as
BaSO4, with sulphate being calculated as mg/L SO2−4 =
mg BaSO4×411.5
mL sample .
D.3 Particulate Organic Matter
The methods used here follow those used by Du Toit (2001). Samples of particulate matter for the analysis
of POC, PON, and POP were collected on 4.25 cm Schleicher & Schüll GF/C glass-fiber filters that had been
pre-ignited at 550 ◦C for 16h. Volumes filtered varied from pond to pond (usually 100–250mL). An effort
was made to keep the amount of material filtered per pond roughly constant between samplings by colour
matching with a duplicate set of filters from the first sampling. Filters was dried in a desiccator in the dark
and stored in a cold room at ≈ 4 ◦C in acid-stripped, pre-ignited glass petri dishes until analysed (within
several days). Particulate organic nitrogen and POP were determined using Kjeldahl digests, following
standard procedures: (1) For PON, distillation to NH3 followed by back-titration; (2) by colorimetry for POP.
Particulate organic carbon was determined by wet oxidation using the acid dichromate method, followed
by colorimetry. All glassware used for analysis was scrupulously cleaned by autoclaving, acid stripping,
and pre-ignition in a muffle furnace.
Elemental Ratios of the Particulate Forms. Ratios of the different forms of particulate organic matter in
the water column represent atomic ratios.
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D.4. Chlorophyll-a
D.4 Chlorophyll-a
The methods and quantities of reagents used follow those used by Du Toit (2001). These adhere to the
recommendations of Nusch (1980, also see Wasmund et al., 2006), with some modification for benthic
samples due to Rodriguez (1993).
Water Column. All manipulations were carried out in subdued light. Samples were filtered through
Schleicher & Schüll GF/C glass-fiber filters and extracted overnight in a cold room at ≈ 4 ◦C in 10mL of
95% ethanol. Samples were re-filtered under gentle suction and readings made at 665nm using a GBC
spectrophotometer. Samples were acidified with 3drops of 0.1N HCl after the initial reading, mixed, and
reread once absorbance had stabilized (≈ 90 s) to get an estimate of phaeophytin pigments. Fluorescence-
based readings were also made in ponds 1–4 using a YSI 650/6920 sonde fitted with a 6025 chlorophyll-a
fluorescence sensor.
Benthic Layer. Replicate samples (n ≥ 3) 2.3 cm in diameter×1 cm deep were collected from ponds 1–6
using a perspex corer. They were transferred to reaction vials containing 10mL 95% ethanol and kept on ice
in a cooler-box until transferred to the laboratory. There they were transferred to new vials and the volume
made up to 30mL, following the recommendations of Rodriguez (1993). Thereafter the procedure follows
that described for determining chlorophyll-a in the water column. Samples from the high salinity ponds 5
and 6 took ≈ 2–3× longer than the other samples to settle following acidification for the determination of
phaeo-pigments.
D.5 Benthic Organic Matter and Moisture Content
Samples extending to a depth of ≈ 5 cm from the surface, but excluding the top 1 cm—so as not to overlap
with the benthic chlorophyll-a analysis—, were collected from ponds 1–6 and placed in screw-top plastic
bottles. They were kept in a cold room at ≈ 4 ◦C until analyzed, which usually was within two days.
Standard protocols from the field of agronomy were followed (Black et al. 1965). Replicate samples (n ≥ 3)
were weighed out in crucibles that had been cleaned by pre-ignition at 800 ◦C for 8h. They were then dried
in an oven at 80 ◦C for 48h. Samples were allowed to cool in a desiccator and were reweighed to give an
estimate of moisture content. The dried samples were then transferred to a muffle furnace and ignited
at 800 ◦C for 14h. They were again transferred to a desiccator and once cool were weighed anew, giving
an estimate of organic content as the difference in weight between the oven-dried samples and the ashed
samples.
D.6 Salinity
Salinity was measured in the field using brineometers2 supplied by Marina Sea-Salt and converted to units
of S, with adjustment for temperature. Measurements up to 100S were also made in the field using an
Atago hand-held S/Mill-E refractometer and a YSI 650/6920 sonde. “Accurate” measurements of salinity
were therefore made at salt concentrations of ≤ 100S. For the upper salinity range the measurement (in
terms of S) is less accurate, but here there is greater tolerance and values correct to within 5–10 units of
S, with perhaps even greater lee-way than that, are adequate for the questions being addressed. A scale
for converting brineometer readings to units of S was constructed by diluting brine from the high-salinity
ponds to below 100S and making readings using the Atago refractometer and the YSI instrument or a
similar CTD across a range of temperatures.
Regression statistics from the working out of one such scale (for 19 ◦C) using brine from the high
salinity ponds diluted with distilled water are given in Table D.1. The fitted curve is shown in Figure D.1
(a). Field measurements of salinity in ponds 1–4 made using either the Atago or the YSI instrument and
those calculated from brineometer readings using such a scale and made at the same time correlate well
(Pearson’s r = 0.9558; t = 23.8945, df = 54, p-value < 2.2e− 16). A calibration of the model is shown in
Figure D.1 (b). Whether the same degree of accuracy extends to the upper salinity-range is a moot point and
cannot be assessed using these methods. However, since the same set of scales and the same brineometers
were used throughout the study, this is of little consequence. For instance, the five-number summary of
2Salt-brine hydrometer, giving saturation of salt in water at 15.6 ◦C.
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Table D.1: Analysis of Variance Table and Regression Statistics Summarizing the Relationship at
19 ◦C Between Densitometry Readings and Salinity Measured with a Refractometer in Crystallizer
Brine Diluted with Distilled Water to < 100S.(† See Figure D.1.
R2 0.9946
R2adjusted 0.9942
Std. Error 2.3414
N 15
DF Sum Sq Mean Sq F value p-Value
Regression 1 13173.57 13173.57 2403.01 < 0.0001
Residuals 13 71.27 5.48
Total 14 13244.83
Coefficients Std. Error t p (>|t|) Lower 95% CI Upper95% CI
Intercept 4.3489 0.920 4.728 0.0003 2.36 6.34
Salinity 0.2956 0.006 49.021 < 0.0001 0.28 0.31
(† The range of salinity covered by the dilution was 3–305S with approximately even spacing
(≈ 20S).
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Figure D.1: Subplot (a): Example of an analysis aimed at establishing a scale for converting brineometer readings to
salinity in units of S. Dashed bands on the trend line show 95% confidence limits. See Table D.1 for further details.
Subplot (b): Example of the bias of this model in that part of the salinity range where independent measurements
of salinity (using a refractometer or YSI-type instrument) could be made, i.e. at ≤ 100S. There is a tendency to very
slightly underestimate salinity at ≈ 45–60S (x- and y-scales are in units of S).
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D.7. Other Physico-chemical Parameters
salinity in the crystallizer pond used for the study was 274.1 : 302.1 : ` = 313.1 : 320.0 : 342.7 S, which
corresponds well with the range of salinities one would expect to find and with the values reported by
Du Toit (2001) for Swartkops (` = 320 S; range: 180–360S).
D.7 Other Physico-chemical Parameters
Secchi depth was measured using standard procedures. The readings from ponds 1–5 correlate closely
with chlorophyll-a in the water column.3 Temperature, pH, DO (dissolved oxygen), and ORP (oxidation-
reduction potential) were measured using a YSI 650/6920 sonde. Twenty readings were made, the average
value being used. Temperature was also measured using a mercury thermometer; this reading was used
when converting salinity measured using densitometers to salinity in units of S.
D.8 Floating Macroalgae
A visual reckoning of percentage cover was made. In ponds 5–C (C = crystallizer) this is a dead accurate
method, because salinity is too high for macroalgae to grow. In ponds 1–4 the method is considered to give
a reasonable estimate of % cover for comparative purposes. The same method was used by Du Toit (2001).
D.9 Brine Shrimp
Collection and Preservation. A single tow covering ≈ 20m of each pond was made using a meso-
zooplankton net with a mesh-size of 200µm and a mouth-diameter of 40 cm. This gives an estimated
volume of brine filtered at each tow of 2514L. The catch was washed down, transferred to a 500mL
collection vessel, and preserved in ≈ 4% buffered formalin by adding 20mL of full-strength formalin4 and
7.5mL of a saturated solution of sodium borate (Steedman, 1976; Sournia, 1978; Gibbons, 1997).
Counts. Settled volumes were determined by decanting samples into measuring cylinders and allowing
them to settle for 24h before recording volumes. Separate records of individual components often were
also possible, due to the simple trophic systems and the different densities of the organisms involved.
Individual samples were filtered through a 200µm sieve and washed into a container containing a volume
of filtered sea water ≈ 10× that of the settled volume of the sample. The suspension was mixed well and 5
sub-samples of 5mL were removed with a wide-bore pipette. Counts of the organisms in each sub-sample
were made against a background grid using a binocular microscope (Sournia, 1978; Gibbons, 1997).
Caveat. Although the counts determined by this method provide reliable estimates of abundance, the
accuracy of the overall method lies somewhere between quasi-quantitative and fully quantitative, not only
because of the reputed patchiness of the distribution of Artemia, but because it is impossible to be sure of
the volume of brine filtered each time. Were the estimated volume filtered to be close to that truly filtered,
and were an essentially constant volume to be filtered each time (or more often than not), then clearly the
method would deliver what would be close to a quantitative estimate. Much therefore lies in the care,
expertise, and adeptness of the collector.
3Ponds 1–5: ρ = −0.91, τ = −0.78, r = −0.84, p-value = 0.0000; Ponds 1-C: ρ = −0.52, τ = −0.44, r = −0.57, p-value = 0.0000.
4That is, a saturated aqueous solution of formaldehyde (≈ 40% by mass).
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Appendix E
Recommendations to Management
The results of this study suggest the following management-strategy for the salt-works at Swartkops. The
bedrock of the recommendations is that the only operating parameters that were changed during the study
were pond-depth and the salinity of pond 5. Much of the change that occurred can therefore be attributed
with reasonable confidence to the changed depth of the ponds.
Extracting Brine from the Swartkops Estuary. A casual approach to extracting brine from the estuary
would be to pump brine as follows, in order of preference and of decreasing brine quality (Figure 1.60):—
• Pump only during spring flood tide;
• The above, plus pump during neap flood tide;
• Both of the above, plus pump during neap ebb tide.
Brine should only be pumped during spring ebb tide if absolutely necessary. In particular, pumping during
spring ebb tide within seven days of heavy rainfall at Port Elizabeth or Uitenhage should be avoided. It
would then also be wise to reduce pumping to flood tide only (the first two options). An indication of the
quality of brine that one is likely to obtain by following such a recommendation may be worked out from
the data provided in Tables E.1 and E.2.
A more determined approach to brine-extraction would to use the salinity-based prediction tools
presented in §1.5.3 to check brine quality in the estuary (especially at spring ebb tide) by making a
measurement of salinity. On the whole, it would be unwise to pump brine having a concentration of PO3−4
of ' 8µM into the salt-works. This is roughly equivalent to the maximum value of the nutrient measured
in pond 1 during the second and third years of the study (Figure 2.8).
Operating Parameters at the Salt-works.
• The ponds should be kept as shallow as possible.
• At worst, ponds should not be deeper than they were during the period described in Chapters 1 and
2.
• One pond should be designated as a nursery pond for the brine shrimp, Artemia salina. This should
have a salinity of 150–175S. A lower salinity—but not lower than 120S—might be adequate. However,
since this strays far from the level of salinity maintained during most of the study the long-term
result is uncertain. The main concern at the lower end of this range of salinity is protection from
predators, notably Corixidae (water boatman).
• Sudden (and large-scale) changes in salinity should be avoided; in particular they should be avoided
in the “brine-shrimp” nursery and in the other ponds close to the middle of the system, that is, in
ponds 4–6/7.
The preferred option would be to have two ponds of high salinity at the middle of the system. Were this to
be done, the first pond (pond 4) should have a salinity of ≥ 80S, but preferably 100S. Pond 5 could then
be fixed firmly at 140–150S. It may be the case that back-pumping to pond 4 so that it has a salinity of
100S would set salinity in pond 5 to a sufficiently high level that back-pumping to it would be unnecessary,
or only rarely necessary, yet still give brine shrimp the protection they require.
A related option (but more risky because more disruptive) would be to steer high-salinity brine through
pond 3 on a periodic basis, while maintaining pond 5 at high salinity (140–150S). This design partly
replicates the conditions at the beginning of the study, when overspilled high-salinity brine in pond 2
passed through ponds 3 and 4 and then into pond 5. The results reported here show that this is a viable
alternative. The idea of this approach is to “flush out” ponds 3 and 4 on a periodic basis, say every 3–6
months. A high-salinity pond in the middle of the system would always need to be maintained.
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Concluding Remarks
I
t usually is at this point that one finally says bluntly to oneself, “Well, was it really worth it?” An
initial response must surely be, “How can it have been?” Nothing comes to nothing, but so too does
everything, eventually. So judgements, if they are to hold their place as a force for reckoning need
to be relative. What, then, did this study achieve on the relative scale of contributing to the bioremediation
of a local solar salt-works, and to the world of science in general? What were its main findings? What did
it show that is worth hanging on to or that is worth exploring further?
At the top of this list would be the finding that the filamentous component of mat-cores treated with
activated barley straw desert the mat for the water column. This change in mat-structure is associated
with a decrease in the chlorophyll-a content of the mat and with a reduced ability to sequester NH+4 and
PO3−4 from the water column. This is an interesting scientific finding; it also is one that has great relevance
to a salt-works desiring to use the algistatic power of decomposing barley straw to control macroalgal
growth. It means that using activated straw is likely to compromise the structure and function of the
mat in those ponds in which it is used, and probably also in the next pond downstream. Naturally, this
would depend upon how quickly brine is moved from pond to pond. From the scientific standpoint, the
interesting questions are whether this is a general response of mat-systems to environmental stress, and,
more especially, whether the filamentous components return to the mat once the stress has been removed.
These are topics that are worthy of further exploration. Other topics of interest are whether the oxidizing
power of the mat changes, and the extent to which mat-productivity is affected. Some simple experiments
using silver strips to test the depth of the reducing layer would make a good start.1
Next on the list would be the demonstration that it is possible to improve the condition of the Swartkops
salt-works by careful brine management. Put differently, the study shows that a classic salt-works can
be engineered despite high nutrient inputs. Probably this applies to salt-works in general, given their
particular nature. These statements concerning the development of an improved condition cover a cluster
of more or less noteworthy changes that are linked to how the system was managed during the course of
the study. Here an important first step was demonstrating that nutrient inputs to the system were hardly
different from the time that Du Toit (2001) studied it. This means that the changes that occurred were due
to changes that were made during the study: To reducing the depth of the ponds, to increasing the salinity
of a middle pond of the system, and to (management) ensuring that excess phosphate and perhaps other
nutrients did not enter the system along with low-salinity brine.
The “standout” changes are the improvement in the benthic layer of the system, the increase in the
abundance of brine-shrimp, and the decrease in the concentration of particulate organic carbon in the
water column. The first and the last of these were system-wide changes. Since other factors may largely be
excluded (§2.4, Chapter 2), and since the introduction of high salinity only affected pond 5 and maybe the
downstream ponds, this leaves little doubt that depth-reduction played an important part in shifting the
system to a new order. The new order is shown in Figures 2.53 and 2.54 (Chapter 2).
Authorities on salt-works (e.g. Davis, 2000, 2006; Javor, 2002) stress that the concentrator ponds should
be kept shallow, no deeper than ≈ 40–70 cm. Yet it is hard to find the hard facts with which to bolster this
recommendation. A priori, the logical arguments are that shallower ponds have less inertia, that they turn
over more quickly, and that more energy reaches the benthic layer. This seems right, but is it truly known
that this is what occurs, and that these are the factors that matter? What is the primary “driver,” assuming
there is one, that sets in train the other changes? What starts the first domino falling? Is it input-energy to
the benthic layer, i.e. light, as one suspects? The present study leaves no doubt that profound changes do
occur following depth-reduction. The system now needs to be broken down, simplified, so that processes
can be examined experimentally, using tanks having different brine-depths. This is another avenue that is
worth exploring further.
1This approach was used by Cornée et al. (1992) in their experiments on the mats of the salt-pans at Salin-de-Giraud.
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At the beginning of the study it was never imagined that a benthic mat as luxurious as the one that
developed in pond 5 would develop there. The purpose of establishing a high-salinity pond was to provide
a haven for the survival and reproduction of brine shrimp, to test the hypothesis that it was low, fluctuating
salinity that was the cause of their low abundance, rather than something else. Testing whether mats would
develop at such a salinity was not the objective. The literature on the subject states that cyanobacterial mats
of this type do not develop, or do not develop well, at salinities greater than ≈ 160–180S.2 García-Pichel
et al. (1999), for instance, point to a salinity-dependent limitation on productivity as the likely reason why
benthic communities become restricted at salinities greater than 180S, even though some cyanobacteria
grow well in culture well above this concentration. Why the mats at Swartkops did so well at a median
salinity of 184S is, perhaps, little more than an interesting question. Answering it might, however, turn up
data of considerable interest related to mat-function and to mat-performance at high salinity. Productivity
was never measured, but this was a highly productive mat, judging by the myriad of bubbles present on
the surface of the mat during those samplings when the water was still enough to see clearly.
The brine shrimp experiment was a notable success. However, it tells one little that could not be gleaned
from a review of the literature. What it did show—and this is the main part of the “little” in the phrase—,
is that the low abundance of brine shrimp at the salt-works in the years leading up to the present study
was due to what would loosely be called low salinity in the system. More pointedly, it was because none
of the ponds had the right salt concentration for seeding the system; that is, for the reproduction and
continued survival of brine shrimp. Either salinity was too low, which allows reproduction but not survival,
because of predators, or it was too high, which allows survival but not reproduction. It is important to
have a “permanent” seed population in the system, and the further upstream this is the better. To be
reasonably sure of having one at Swartkops, the salt-works needs to have a pond in the system with a
salinity of ≈ 140–160S. A pond with a salinity of 176S, the median salinity of pond 5 during the study (of
the salt-works), would ensure it, based on the results presented here.
The rest of the “little” that could not be gleaned from the literature relates to the behaviour of brine
shrimp at extreme salinity, above ≈ 260S (the median salinity of pond 6 during the study was ≈ 281S). Is
the population at this and higher salinity simply “wash-down,” or do its members actively feed? Once
again, there is no hard evidence in the literature one way or the other.3 Although based on field-data, where
there were a range of complicating factors, the analyses carried out in §2.11 and 2.12 clearly indicate that
feeding by brine shrimp at high salinity—that is, in the extremophile ponds—has a significant impact of the
concentration of particulate organic matter in the water column. A set of simple tank experiments should
emphatically answer this question, and would be close to the top of the list of any enquiring experimenter
wanting some quick and easy answers.
Third, and last, on the list would be a finding related to the study of the estuary. This is that salinity is
the main predictor of the concentration of inorganic nutrients in the estuary. The axis of salt, which tidal
forcing sets up (except during times of exceptional flooding), therefore marks out a scale running from the
mouth of the estuary to the tidal reach. On it brine quality may be roughly determined at any point by
measuring salinity. This is the “Golden Rule” of brine quality for the estuary: Salt is told, and nutrients
concentrations are foretold at much better than a good guess. Part of this finding is that river flow rate
provides very little indication of what nutrient concentrations in the estuary are likely to be at any one time.
Phosphate, in particular, which is the only inorganic nutrient that is strongly linked to the same riverine
input as flow rate, is very poorly predicted (Figure 1.56).
The evidence on the main inputs of inorganic nitrogen is that they lie within the ambit of the estuary,
meaning that they do not enter the system from the headwaters (this study and elsewhere, e.g., Scharler
et al., 1998). The key to understanding the performance of flow rate as a “predictor,” and to how the system
works generally, is given by the prediction of NO−3 in the RuleFit
™ models (Figures 1.49 and 1.51). Low
river inflow and heavy rainfall at Port Elizabeth (but not Uitenhage) both predict high concentrations of
NO−3 . This means that high river inflow is associated with a flushing or “cleansing” of the estuary of its
local or “estuarine” nutrient inputs. This flushing action, except at times of exceptional river flooding, is
however much better done by the tide, as the example data from the tidal time-scale analysis show (§1.4.3,
Chapter 1), especially the sampling of 10 December 2004 (Figure 1.23).
2The five-number summary for the full set of samples, including those taken during the barley-straw experiments, is: 127.4 :
165.4 :` = 183.5 : 201.3 : 212.0 S. The average was 179.7S.
3In experiments using layered brine of different salinity, Walsby et al. (1983) have demonstrated that adult brine shrimp swim
freely through brine having a salinity of ≈ 220S for at least 24h. Even nauplii swim freely through brine having a salinity of ≈ 190S.
Feeding in the different salinity-zones seems not, however, to have been studied.
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