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AUC area under the ROC curve podrocˇje pod krivuljo ROC
KNN k nearest neighbours k najbljizˇjih sosedov
NMR nuclear magnetic resonance jedrska magnetna resonanca
PDB protein data bank podatkovna baza proteinov
PSSM position specific scoring matrix matrika ocen posameznih pozicij
RBD RNA-binding domains RNA-vezavne domene
RBP RNA-binding proteins RNA-vezavni protein
RNA ribonucleic acid ribonukleinska kislina
ROC receiver operating characteristic karakteristika sprejemnika
SVM support vector machine metoda podpornih vektorjev

Povzetek
Interakcije med proteini in RNA imajo pomembno vlogo pri uravnavanju
genske ekspresije in posledicˇno na delovanje celic. Napake v interakcijah so
pogosto povezane z nastankom bolezni, kot so nevropatije, rak, itd. Pozna-
vanje mest interakcij je tako nujno za razumevanje, odkrivanje, uravnavanje
genske ekspresije in zdravljenje omenjenih bolezni.
V magistrskem delu smo se osredotocˇili na modeliranje mesta interakcije
proteinov z RNA na osnovi simuliranih podatkov metode RBDmap, ki je
nadaljevanje sˇtudije Castella in sodelavcev, objavljene leta 2012. Podatke
RBDmap smo simulirani na podlagi zbirke PDB, ki hrani strukture 3D kom-
pleksov proteinov in RNA. Za napovedovanje posameznih aminokislin ozi-
roma krajˇsih zaporedij v fragmentih smo preizkusili vrsto metod strojnega
ucˇenja, kot so metoda podpornih vektorjev, klasifikacijska drevesa, naivni
Bayesov klasifikator in K-najblizˇjih sosedov. Razvili smo tudi metodo, ki
dolocˇi aminokisline v interakciji z RNA na podlagi lastnosti fragmentov ami-
nokislin in celotnega proteina. Uspesˇnost metode je primerljiva s trenutno
obstojecˇimi metodami (AUC 0,783). V nasprotju s pricˇakovanji, opisovanje
fragmentov v splosˇnem ni pripomoglo k izboljˇsanju napovednih modelov.
Kljucˇne besede




Interactions between proteins and RNA play an important role in the reg-
ulation of gene expression and therefore in the functioning of cells. Errors
in interactions are often related to the development of diseases, such as neu-
ropathy, cancer, etc. To this end, knowing the locations of interactions is
crucial for understanding, discovering and managing gene expression and for
treating those diseases.
The master’s thesis focuses on modeling the amino acids interacting with
RNA based on simulated data on RBDmap experiments, which is the con-
tinuation of the study by Castello et al. from 2012. RBDmap was simulated
using the PDB database on 3D structures of ribonucleoprotein complexes.
A number of methods of machine learning, such as support vector machines,
classification tree, naive Bayes classifier and k-nearest neighbours were eval-
uated for predicting individual amino acids and fragments of amino acids in-
teracting with RNA. Moreover, a method was developed to determine amino
acids interacting with RNA, which considers the characteristics of fragments
of amino acids and the entire protein. The method achieved good results
(AUC 0.783), which is comparable with current methods. Including features
on fragments did not improve the predictive model.
Keywords





Interakcije med proteini in RNA igrajo glavno vlogo v vecˇini celicˇnih proce-
sov. Prav tako so napake v interakciji vzrok veliko boleznim od nevrolosˇkih
motenj do raka. Razumevanje interakcij med proteini in RNA je eden glavnih
izzivov strukturne biologije, saj je dolocˇanje interakcije s kristalografijo in ma-
sno spektrometrijo (NMR) zahtevno. Kot alternativa se nam ponuja uporaba
racˇunalniˇskih metod za napovedovanje interakcij. Cˇeprav so manj natancˇne,
lahko podajo dovolj zanesljive hipoteze in tako vodijo eksperimente. Za napo-
vedovanje interakcije trenutno uporabljajo zapredja ali uporabijo strukturo
3D proteinov in RNA [8, 28].
Za modeliranje in napovedovanje smo simulirali nov tip eksperimentalnih
podatkov, imenovanih RBDmap, ker le-ti sˇe niso prosto dostopni. Podatke
smo simulirali s podatkovne zbirke PDB, ki hrani strukture 3D proteinov
in nanje vezanih RNA. Z uporabo omenjenih podatkov protein navidezno
razdelimo na t. i. fragmente. S pomocˇjo fragmentov in podatkov, ki jih
opisujejo, smo poskusˇali pridobiti vecˇ informacij o interakcijah. Interakcije
se najvecˇkrat zgodijo na aminokislinah, ki so blizu skupaj, nato pa jih lahko
nekaj fragmentov ni. V magistrskem delu smo gradili napovedne modele,
ki temeljijo na zaporedjih. Za napovedovanje smo uporabili znane metode
strojnega ucˇenja, kot so naivni Bayesov klasifikator, K-najblizˇjih sosedov,
klasifikacijska drevesa in metoda podpornih vektorjev. Tezˇave pri napove-
1
2 POGLAVJE 1. UVOD
dovanju so nam povzrocˇali tudi neuravnotezˇeni podatki. V posameznem
proteinu se v vecˇini primerov nahaja do najvecˇ nekaj deset mest v interakciji
z RNA, dolzˇina proteina pa lahko presega 400 aminokislin.
V magistrskem delu smo implementirali metodo strojnega ucˇenja, ki te-
melji na novem tipu simuliranih eksperimentalnih podatkov RBDmap. S
precˇnim preverjanjem smo metodo ovrednotili in primerjali uspesˇnost z ob-
stojecˇimi resˇitvami. Graficˇno prikazˇemo rezultate modela na izbranih pri-
merih. Analiziramo tudi nekatere statisticˇne podatke o ucˇni mnozˇici in o
pridobljenih rezultatih. Cilji magistrskega dela so naslednji:
• simulacija podatkov eksperimentalne metode RBDmap z uporabo po-
datkovne zbirke PDB,
• izgradnja modelov za napovedovanje aminokislin in napovedovanje fra-
gmentov, ki vstopajo v interakcijo med proteini in RNA,
• primerjava uspesˇnosti modelov z obstojecˇimi resˇitvami na tem podrocˇju.
V drugem poglavju smo pregledali podrocˇje trenutnih pristopov k napove-
dovanju interakcije med proteini in RNA. Predstavimo trenutne metode in
njihove uspesˇnosti. Predstavimo tudi nekatere metode za delo z neurav-
notezˇenimi podatki. V tretjem poglavju predstavimo metodo RBDmap in
podatkovno zbirko PDB. Opiˇsemo, katere proteine iz PDB smo izbrali in kako
smo simulirali podatke RBDmap. V cˇetrtem poglavju pregledamo atribute
in predlagamo nacˇine za gradnjo novih atributov. Predstavimo, kako smo
gradili napovedne modele in katere metode nad neuravnotezˇenimi podatki
smo uporabili. V petem poglavju podamo statistiko napovedi, vpliv sˇuma
na uspesˇnost, vpliv dolzˇine fragmenta, rezultate ter primerjavo razlicˇnih na-
povednih modelov, opiˇsemo kako smo ocenjevali uspesˇnost napovedi in pred-
stavimo vzorce interakcije med proteini in RNA. V zadnjem poglavju izpo-
stavimo cilje ter povzamemo ugotovitve magstrskega dela in predstavimo





V poglavju opiˇsemo podrocˇje, metode za napovedovanje, ki temeljijo na za-
poredjih, in metode, ki temeljijo na strukturi proteina. Opredelimo, kaksˇna
je njihova uspesˇnost in na katerih metodah strojnega ucˇenja temeljijo. Po-
glavje vkljucˇuje tudi podrocˇje o neuravnotezˇenih podatkih in ucˇenju iz njih.
Predstavljene so nekatere resˇitve s tega podrocˇja [7, 19].
Trenutne metode za napovedovanje mesta interakcije se delijo na dve
vecˇji skupini. Prva skupina temelji na napovedih sekundarne strukture in na
opisovanju obogatenih, evolucijsko ohranjenih in eksperimentalno dokazanih
zaporedjih aminokislin oziroma proteinskih domen v proteinu, ki vstopajo v
stik z RNA. V to skupino spadajo sistemi, kot so PiRaNhA [24], BindN+ [30]
in PPRINT [20]. Druge metode uporabljajo informacije o strukturi proteina
in na ta nacˇin izlocˇijo podrocˇja, kjer je stik nemogocˇ. Programske resˇitve v
tej skupini so KYG [16], DRNA [32] in OPRA [27].
Na podrocˇju neuravnotezˇenih podatkov smo pregledali metode za ucˇenje
in izbiro atributov. V vecˇini primerov se metode pokazˇejo kot ucˇinkovite in
uporabne. V nasˇem primeru imamo veliko neuravnotezˇenost znotraj posa-
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meznih proteinov. Pregledali smo metode izbora primerov, kot so nakljucˇno
dodajanje, nakljucˇno izbiranje, vodeno vzorcˇenje, SMOTE in Tomekove po-
vezave.
2.1 Napovedovanje iz zaporedja proteina
Napovedovanje navadno izvajamo na zaporedjih proteinov, za katere bi radi
ocenili, ali so v interakciji z RNA. Metode se vecˇinoma opirajo na uporabo
metod strojnega ucˇenja, kot so nevronske mrezˇe, skriti Markovi modeli in
metode podpornih vektorjev. Vecˇina uveljavljenih metod iz te skupine upo-
rablja metodo podpornih vektorjev. Algoritmi le-teh pa tipicˇno temeljijo na
fizikalno kemicˇnih lastnostih aminokislin. Uporabljajo tudi lokalni kontekst
sekvence [27].
2.1.1 PiRaNhA
Spletni strezˇnik PiRaNha je namenjen napovedovanju mest interakcije med
RNA in proteinom. Sistem uporablja metodo podpornih vektorjev in ma-
trike PSSM in sˇe nekatere druge lastnosti. Matrika ocen posameznih pozicij
(PSSM) je namenjena predstavitvi motivov ali vzorcev v biolosˇkih zaporedjih.
Matrika obicˇajno izhaja iz poravnanih zaporedij, ki naj bi bila po funkcio-
nalnosti povezana. Predstavljena je bila leta 1982 s strani Garya Stormoa.
Strezˇnik omogocˇa oddajo do desetih zaporedij proteinov. Rezultat napovedi
lahko pridobimo na spletni strani ali po elektronski posˇti [27, 24].
2.1.2 BindN+
Orodje kot vhod sprejme zaporedje aminokislin in napove interakcije z RNA
ali DNK. Uporablja metodo podpornih vektorjev. Podatki o povezovanju
proteinov so bili vzeti iz podatkovne zbirke PDB. Napovedni model uporablja
tri lastnosti zaporedij, in sicer mesto interakcije, indeks hidrofobnosti (angl.
hydrophobicity) in molekularna masa aminokisline. Obcˇutljivost metode je









Tabela 2.1: AUC pregledanih metod za napovedovanje interakcije.
66,28% [27], specificˇnost je 69,84% [27, 29].
2.1.3 PPRINT
Uporablja metodo podpornih vektorjev, naucˇeno z matrikami ocen posame-
znih pozicij (PSSM) in generirano z uporabo PSI-BLAST na neredundantni
podatkovni mnozˇici zaporedij. Podobnost zaporedij v proteinu je manjˇsa od
70%. PPRINT deluje s tocˇnostjo 76% [27, 30].
2.1.4 Meta-predictor
Metoda Meta-predictor je bila razvita skozi sˇtudijo, opisano v [27]. Uporablja
tri najboljˇse napovedne metode iz raziskave, in sicer PiRaNhA, BindN+ in
PPRInt. Za posamezno dano zaporedje proteina se izvedejo navedene tri me-
tode. Nato se za posamezno aminokislino izracˇuna utezˇeno povprecˇje (angl.
weighted mean) napovedi sorazmerno s predhodno dosezˇenimi AUC metod.
Meja za dolocˇanje interakcije je definirana s pomocˇjo krivulje ROC [27, 21].
V tabeli 2.1 je prikazana uspesˇnost trenutno obstojecˇih metod za napo-
vedovanje aminokislin, ki vstopajo v interakcijo z RNA. Za najuspesˇnejˇso se
je izkazala metoda Meta-predictor [27].
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2.2 Ucˇenje iz neuravnotezˇenih podatkov
Vecˇina standardnih metod strojnega ucˇenja pricˇakuje uravnotezˇeno distribu-
cijo glede na razred [13, 31]. Primer neuravnotezˇene mnozˇice podatkov lahko
povzamemo iz cˇlanka [13]. Avtorji so uporabili aplikacijo iz biomedicine, kjer
se klasifikatorji na podlagi slike odlocˇajo ali je pacient zdrav ali ima raka. Gre
za klasifikacijo v dva razreda. Negativni primeri predstavljajo zdrave paci-
ente, medtem ko pozitivni primeri predstavljajo paciente z rakom. Podatki
vsebujejo 10.923 negativnih primerov, ki nam predstavljajo vecˇinski razred
in 260 pozitivnih primerov. V takih primerih nam klasifikacijska tocˇnost
klasifikatorjev ne odrazˇa dejanskega stanja, zato za vrednotenje klasifika-
torja uporabljamo mero AUC. Podobne neuravnotezˇenosti imamo tudi pri
sistemih za detektiranje vdorov, goljufij itd [13]. Za resˇevanje omenjenega
problema uporabljamo metode vzorcˇenja in s tem zagotovimo enakomerno
porazdelitev primerov glede na razred. Metode vzorcˇenja v vecˇini primerov
pripomorejo k izgradnji boljˇsega klasifikatorja [2, 12, 18, 22].
2.2.1 Nakljucˇno dodajanje
Z nakljucˇnim dodajanjem (angl. random oversampling) nakljucˇno izberemo
primere iz manjˇsinskega razreda in jih podvojimo v originalni mnozˇici. Tako
dosezˇemo, da podatkovna mnozˇica vsebuje enako sˇtevilo primerov pozitiv-
nega in negativnega razreda [13]. V naslednjih podpoglavjih opiˇsemo posa-
mezne metode za uravnotezˇevanje podatkov.
2.2.2 Nakljucˇno izbiranje
Nakljucˇno izbiranje odstrani podatke iz mnozˇice (angl. random undersam-
pling). V praksi to pomeni, da nakljucˇno izberemo podmnozˇico vecˇinskega
razreda in te primere odstranimo iz ucˇne mnozˇice. S tem prav tako dosezˇemo
uravnotezˇenost mnozˇic [13].
Na prvi pogled se obe omenjeni metodi zdita ekvivalentni, saj obe urav-
notezˇita zacˇetno mnozˇico. Vsaka od metod ima svoje tezˇave, ki lahko za-
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vedejo klasifikator. Pri nakljucˇnem izbiranju je problem ocˇiten, ker lahko
iz mnozˇice odstranimo primere, ki hranijo pomembne informacije o razredu.
Nakljucˇno dodajanje pa s podvajanjem primerov lahko vodi v pretirano pri-
lagoditev [13].
2.2.3 Vodeno vzorcˇenje
Dva primera teh metod sta predstavljena v algoritmih EasyEnsemble in Ba-
lanceCascade [13]. Cilj teh dveh algoritmov je odpraviti izgubo informacij,
predstavljenih pri tradicionalnem nakljucˇnem izbiranju. Implementacija Ea-
syEnsemble je naslednja: algoritem razvije ucˇni sistem tako, da neodvisno
izbere nekaj podmnozˇic vecˇinskega razreda in nato zgradi vecˇ klasifikator-
jev. Klasifikatorji bazirajo na kombinacijah vsake izbrane podmnozˇice in
manjˇsinskega razreda. Glede na to je lahko EasyEnsemble obravnavan kot
algoritem nenadzorovanega ucˇenja, ki preiskuje vecˇinski razred z uporabo
neodvisnega nakljucˇnega izbiranja z zamenjavami. Nasprotno, algoritem Ba-
lanceCascade spada v skupino nadzorovanega ucˇenja, saj razvije mnozˇico
klasifikatorjev za sistematicˇno izbiro, primerov iz vecˇinskega razreda [13].
Za vodeno vzorcˇenje lahko uporabimo tudi prilagojen klasifikator K-naj-
blizˇjih sosedov. Glede na distribucijo in katakteristike podatkov locˇimo
sˇtiri metode tipa podvzorcˇenja K-najblizˇjih sosedov (angl. KNN undersam-
pling). Metode so poimenovane “NearMiss-1”, “NearMiss-2”, “NearMiss-3”
in “most distant”. Metoda “NearMiss-1” izbere tiste primere vecˇinskega ra-
zreda, do katerih je povprecˇna razdalja do najblizˇjih treh primerov manjˇsin-
skega razreda najmanjˇsa. “NearMiss-2” izbere primere vecˇinskega razreda,
katerih povprecˇna razdalja do treh najbolj oddaljenih primerov manjˇsinskega
razreda je najmanjˇsa. “NearMiss-3” izbere dolocˇeno sˇtevilo najblizˇjih pri-
merov vecˇinskega razreda za vsak primer manjˇsinskega razreda. To nam
zagotavlja, da je vsak primer manjˇsinskega razreda obkrozˇen z nekaj primeri
vecˇinskega razreda. Metoda “most distance” izbere primere vecˇinskega ra-
zreda, katerih povprecˇna razdalja do treh najblizˇjih primerov manjˇsinskega
razreda je najvecˇja [13].
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2.2.4 Metoda SMOTE
SMOTE (angl. synthetic minority oversampling technique) je ucˇinkovita me-
toda dodajanja primerov manjˇsinskega razreda. To se je izkazalo tudi v ne-
katerih aplikacijah, ki so v uporabi. Algoritem generira umetne podatke,
ki bazirajo na podobnosti med obstojecˇimi primeri manjˇsinskega razreda.
Z uporabo KNN najprej nakljucˇno izberemo enega izmed k-najblizˇjih sose-
dov in tako pripadajocˇ vektor lastnosti pomnozˇimo z nakljucˇnim sˇtevilom
na intervalu med 0 in 1. Nato dodamo vektor primeru manjˇsinskega ra-
zreda [6, 13]:
xnew = xi + (x
′
i − xi) ∗ δ,
kjer xi predstavlja primer manjˇsinskega razreda, x
′
i enega izmed KNN sosedov
in δ nakljucˇno sˇtevilo (δ ∈ [0, 1]).
2.2.5 Tomekova povezava
Tomekova povezava (angl. Tomek links) je tehnika odstranjevanja prekri-
vajocˇih se primerov. Lahko jo definiramo kot minimalno razdaljo najblizˇjih
sosedov nasprotnega razreda, cˇe imamo podan par (xi, xj), kjer je xi pri-
mer iz manjˇsinskega razreda in xj primer vecˇinskega razreda in je razdalja
med njima d(xi, xj). Par (xi, xj) je Tomekova povezava, cˇe velja, da ne ob-
staja primer xk in velja d(xi, xk) < d(xi, xj) ali d(xj, xk) < d(xi, xj). Cˇe
primera tvorita Tomekovo povezavo, je verjetno eden od primerov sˇum ali pa
sta primera blizu meja med razredoma. Z odstranjevanjem prekrivajocˇih se




V poglavju predstavimo podatke. Najprej opiˇsemo poskus RBDmap. Poskus
za ugotavljanje interakcije med proteini in RNA zahteva uporabo razlicˇnih
proteaz s katermi protein razdeli na manjˇse enote fragmente. S pomocˇjo
masne spektrometrije dolocˇimo prisotnost peptidov, ki nam pomagajo pri
napovedovanju dejanskega mesta interakcije s pomocˇjo statisticˇnih metod.
Sledi opis podatkov uporabljene podatkovne zbirke o strukturah 3D (PDB),
kaksˇna je struktura zapisa in nekaj osnovne statistike izbrane mnozˇice podat-
kov. V pripravi opiˇsemo simulacijo podatkov RBDmap iz podatkovne zbirke
PDB.
3.1 RBDmap
Raziskovalci so ugotovili, da veliko RNA-vezavnih proteinov (RBP) vstopa
v interakcijo z RNA preko RNA-vezavnih domen (RBD) [27]. RNA-vezavni
protein predstavlja proteine, ki vstopajo v interakcijo z RNA. RNA-vezavna
domena oznacˇuje motive oziroma proteinske domene, ki se velikokrat po-
javljajo v interakciji. Znane domene vkljucˇujejo RNA recognition motif
(RRM), domeno K-homology (KH), zinc fingers (Znf) itd.
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RBDmap [4, 5] je bil razvit z namenom za natancˇno eksperimentalno
identifikacijo RNA-vezavnih domen. Potek poskusa je prikazan na sliki 3.1.
RNA-vezavne proteine so identificiral v zˇivih celicah tako, da so zdruzˇili za-
jemanje mRNA z zaporedno proteoliticˇno razgradnjo (angl. sequential prote-
olytic digestion), masno spektrometrijo in napredno statisticˇno podatkovno
analizo [5].
S pomocˇjo ultravijolicˇne svetlobe vzpostavimo trajno interakcijo med pro-
teini in RNA, glej sliko 3.1. Cˇrna barva predstavlja zaporedje aminokislin
v proteinu in oznacˇena mesta navideznega rezanja proteina. Zelena barva
predstavlja ostanek RNA na proteinu, ko jih ponovno locˇimo. Z rdecˇo barvo
je oznacˇeno mesto interakcije na proteinu. Proteine razdelimo po izbrani
aminokislini oziroma izbranem encimu, ki zna cepiti po dolocˇeni aminoki-
slini. Encimom, ki cepijo proteine, pravimo proteaze. V nasˇem primeru smo
uporabili lizin, ki ga oznacˇujemo s cˇrko K. Po prvi proteazi sledi izlocˇevanje
teh krajˇsih zaporedij, na katerih se je zgodila interakcija. Ta zaporedja ime-
nujemo fragmenti. V naslednjem koraku sledi dodatno rezanje. Raziskovalci
uporabijo proteazo za aminokislino, ki je drugacˇna od tiste v prvem koraku.
Tako ta krajˇsa zaporedja razdelimo sˇe na manjˇse kose oziroma zaporedja,
ki vsebujejo po nekaj aminokislin. Te krajˇse fragmente razdelimo na fra-
gmente, ki vstopajo v interakcijo, in fragmente, ki ne vstopajo v interakcijo.
Fragmente nato locˇeno posˇljemo skozi masno spektrometrijo. Masna spek-
trometrija je pomembna metoda za karakterizacijo proteinov. Peptidi gredo
skozi masni spektrometer, kjer se identificira masni odtis peptida (angl. pep-
tide mass fingerprinting). Nato se naredi analiza z uporabo time-of-flight
(TOF) MS ali s Fourierjevo transformacijo ion cycloton resonance (FT-ICR).
Raziskovalci lahko kot rezultat masne spektrometrije pridobijo tudi krajˇsa
zaporedja peptidov. Peptid je lahko celoten fragment ali kosˇcˇek le-tega. S
pomocˇjo peptida ugotovijo interakcijo. Cˇe je velikost peptida enaka velikosti
fragmenta, potem je interakcija v enem od sosednjih fragmentov. Cˇe pa je
peptid krajˇsi, je interakcija zelo verjetno v fragmentu ali v enem od sosednjih
fragmentov [4, 5].
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Slika 3.1: Potek poskusa RBDmap.
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3.2 PDB
Uporabili smo podatke, pridobljene iz podatkovne zbirke PDB. Zbirka vse-
buje informacije o strukturah 3D, molekulah, vkljucˇno s proteini in nuklein-
skimi kislinami. Podatki v omenjeni zbirki so tipicˇno pridobljeni z rentgensko
kristalografijo ali jedrsko resonancˇno spektrometrijo (NMR) in so prosto do-
stopni. Objavljajo jih biologi in biokemiki z vsega sveta [3].
Pridobili smo podatke o 2582 proteinskih zaporedjih, nekateri zapisi so
identicˇni po sekvenci, a hkrati razlicˇnih po mestih interakcije ali kateri drugi
informaciji o samem zaporedju. Vsak protein je zapisan v svoji datoteki
formata FASTA. Ostale lastnosti o proteinu so zapisane v razlicˇnih tekstovnih
datotekah. Datoteka, iz katere pridobimo razred, vsebuje podatke o mestih
interakcije proteinov. Za vsak protein so mesta interakcije zapisana v eni
vrstici. Ostale datoteke predstavljajo lastnosti, kot so informacije o strukturi
proteina, naboju posameznih aminokislin v proteinu, polariteti posameznih
aminokislin v proteinu in mnoge druge lastnosti. Vecˇina lastnosti je zapisanih
z znakoma + in - oziroma drugacˇe povedano z binarnimi vrednostmi.
3.3 Priprava
Iz podatkovne zbirke PDB smo simulirali podatke RBDmap. Posamezna za-
poredja proteinov, predstavljajo osnovno enoto, smo razdelili na fragmente.
Fragment je zaporedje aminokislin, ki se zacˇne z aminokislino in se koncˇa
z aminokislino, po kateri cepimo oziroma navidezno razdelimo protein. V
nasˇem primeru smo za rezanje uporabili proteazo za aminokislino K. Za pri-
mer, glej sliko 3.1. Iz podatkov je bilo treba pridobiti zaporedje proteina, ki
je zapisano v formatu FASTA. Na tem zaporedju smo simulirali prebavo s
proteazo, ki rezˇe v smeri verige, za aminokislino K. To smo realizirali tako,
da smo v zaporedjih iskali omenjeno aminokislino in si oznacˇevali fragmente.
Vsakicˇ, ko se pojavi aminokislina K, je naslednja aminokislina zacˇetek novega
fragmenta. Za posamezen fragment je bilo treba tudi dolocˇiti, ali vstopa v
interakcijo. Interakcijo fragmenta smo simulirali tako, da smo za posamezen
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fragment pogledali, ali je kaksˇna od aminokislin v fragmentu v interakciji z
RNA. Omenjeno lastnost o tem, ali fragment vstopa v interakcijo ali ne, smo
uporabili za oznacˇbo razreda. Posamezen fragment smo opisali z atributi, kot
so kateremu proteinu pripada, ali vstopa v interakcijo, in identificirali njegova
dva soseda. Prvi in zadnji fragment nimata enega od sosedov. Fragmentu
definiramo tudi lastnosti, ki jih kasneje uporabimo pri gradnji in testiranju
napovednih modelov. S tem smo poskusˇali pridobiti dodatne informacije o
interakcijah med proteini in RNA, saj se interakcije nacˇeloma pojavljajo blizu
skupaj. Drugacˇe povedano, obstajajo podrocˇja, kjer je veliko interakcij, in
podrocˇja, kjer interakcije ni [4, 5].
Pregledali smo tudi delezˇe aminokislin v interakciji. Na podlagi tega smo
izlocˇili nekatere proteine. Slika 3.2 prikazuje absolutno sˇtevilo interakcij za
proteine. Iz histograma lahko razberemo, da ima vecˇina podatkovne mnozˇice
do 50 mest v interakciji na protein. Najvecˇ proteinov vstopa v interakcijo do
dvajsetkrat. Uposˇtevati je treba, da so proteini prikazani na grafu, razlicˇnih
dolzˇin. Zato smo pregledali tudi delezˇe interakcij v proteinu [11].
Algorithm 1 Psevdokoda izbire primerov
1: N ← 20
2: M ← 40
3: InitExamples()← inicializiraj primere
4: for all primer do
5: if delezˇ interakcij v primeru vecˇji od N then
6: countinue
7: end if





Izlocˇili smo delezˇ proteinov, ki imajo veliko sˇtevilo mest v interakciji. Delezˇ
odstranjenih proteinov smo izlocˇili glede na podatke v histogramu. Iz unika-
tnih proteinov na sliki 3.4 smo izlocˇili proteine, ki imajo vecˇ kot 20% mest
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Slika 3.2: Absolutno sˇtevilo interakciji na vseh proteinih.
v interakciji. Na enak nacˇin smo izlocˇili tudi proteine, ki imajo vecˇ kot 40
absolutnih mest v interakciji, na sliki 3.2. Podatke smo izbrali na tak nacˇin
zato, ker smo zˇeleli odstraniti osamelce in tako pridobiti splosˇen klasifikator,
ki dobro deluje na vecˇini primerov in ni tako obcˇutljiv na ekstremne primere.
V nasˇem primeru smo za rezanje uporabili graf 3.4, saj smo najprej izlocˇili
unikatne proteine in jih nato dodatno filtrirali po prej omenjenih kriterijih.
V tabeli 3.1 je prikazana statistika fragmentov. V podatkovni mnozˇici
se skupno nahaja 37.066 fragmentov, ki izhajajo iz 2582 proteinov. Ugoto-
vimo, da je povprecˇno sˇtevilo fragmentov na protein 14,36. Ko smo proteine
razdelili na fragmente, smo ugotovili, da se veliko fragmentov pojavlja v vecˇ
proteinih. Iz pridobljenih rezultatov lahko sklepamo, da glede na izbrano
proteazo pridobimo fragmente, ki imajo enake znacˇilnosti, tj. fragmente,
ki imajo enako zaporedje aminokislin in vstopajo v interakcijo na enakih
mestih. Rezultati tega so tudi znane vezavne domene RNA, ki pogosto vsto-
pajo v interakcijo. Ker imamo mnozˇici fragmentov v interakciji in brez nje
v relativno uravnotezˇenem stanju, se nismo odlocˇili za uporabo metod nad
neuravnotezˇenimi podatki.
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Slika 3.3: Delezˇi interakcije za vse proteine.
Slika 3.4: Delezˇi interakcije za unikatne proteine.
16 POGLAVJE 3. PODATKI O INTERAKCIJAH PROTEINOV IN RNA
oznaka #
sˇt. vseh fragmentov 37.066
sˇt. fragmentov v interakciji 15.837
sˇt. fragmentov brez interakcije 21.229
sˇt. unikatnih fragmentov 5.404
sˇt. unikatnih fragmentov v interakciji 2.705
sˇt. unikatnih fragmentov brez interakcije 2.699




V poglavju opiˇsemo, kako smo modelirali interakcije. Opiˇsemo atribute, ki
smo jih uporabili za opisovanje fragmentov aminokislin v interakciji in atri-
bute za opisovanje posameznih aminokislin v interakciji. V poglavju je opisan
postopek gradnje napovednih modelov za razlicˇne metode strojnega ucˇenja,
nacˇini implementacije in vrednotenje napovednih modelov.
4.1 Atributni opis interakcij
Na model napovedovanja mocˇno vpliva izbira atributov. Iz podatkovne zbirke
PDB smo zˇe pridobili 40 atributov. Toda tezˇava vecˇine teh atributov je, da
opisujejo posamezno aminokislino in ne na dejanski protein. Drugacˇe pove-
dano, posamezna aminokislina ima ob veliki vecˇini pojavitev vecˇinoma enake
atribute. V naslednjem koraku smo se odlocˇili, da preverimo blizˇnjo sosesˇcˇino
in tako zdruzˇimo atribute. Tu se je pojavila tezˇava, da je ob zajemu nekaj so-
sedov zaloga vrednosti posameznih atributov mocˇno narasla. Tako za vecˇino
primerov v testni mnozˇici nekateri atributi niso imeli primera v ucˇni mnozˇici.
Resˇitev, ki se nam je ponudila, je bila, da smo vzorce atributa zdruzˇili v nekaj
vrednostni atribut. Za zdruzˇitev v tri vrednostni atribut smo izbrali nekaj
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zaporedij atributa, ki se pojavi najvecˇkrat v interakciji, nekaj zaporedij, ki se
pojavijo najmanjkrat, ostali so predstavljali tretjo vrednost. Tudi ta resˇitev
se ni izkazala za najbolj ucˇinkovito, saj je tezˇko dolocˇiti katere vrednosti
zdruzˇiti. Nato smo uporabili idejo avtorjev metode BindN [30], ki opisuje
sosesˇcˇino nekoliko drugacˇe. Uporabili smo okno in tako atribut razdelili na
vecˇ atributov, ki imajo oznacˇeno mesto. Podrobnejˇsi opis sledi v nadaljeva-
nju. Za samo izbiro in vrednotenje atributov smo uporabili programski paket
Orange [10] in uporabili mere kvalitete atributov kot so gain, gain ratio, relief
in gini indeks.
Za opis atributov v interakciji smo uporabili pripadnost aminokislin ra-
znim skupinam. Primer skupin in njihov pomen sta podana v nadaljevanju.
Pomembne informacije za napovedovanje interakcije so prikazane v tabeli 4.1.
Tabela prikazuje skupine aminokisline.
Skupina aliphatic pove ali aminokislina pripada skupini nepolarnih in hi-
drifobnih aminokislin. Hidrofobnost narasˇcˇa s povecˇevanjem ogljikovih
atomov v hidrokarbonski verigi. Te aminokisline raje ostanejo znotraj
proteina.
Skupina aromatic predstavlja aminokisline, ki so vecˇinoma nepolarne. Vse
aminokisline v tej skupini absorbirajo ultravijolicˇno svetlobo.
Skupina charge pripadnost tej skupini je dolocˇena na podlagi pKa-ja ami-
nokisline. Vrednost pKa aminokisline igra pomembno vlogo pri defini-
ranju pH-ja. Aminokisline imajo lahko pozitiven ali negativen naboj.
Atribut je binaren in pove ali aminokislina vsebuje naboj.
Skupina hydrophobic vsebuje aminokisline, ki se ne-rade povezujejo z
vodo. Zaradi tega so aminokisline s hidrofobnim jedrom zakopane v
jedru proteina.
Skupina methylation tipicˇno v proteinu predstavljata aminokislini argi-
nin in lizin.
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ime skupine pripadajocˇe aminokisline
grp polar N, Q, S, T, Y, C
grp nonpolar A, C, F, G, I, L, M, P, V, W
grp charge D, E, K, H, R
grp positive H, K, R
grp negative D, E
grp double N, Q
grp sulfurcontaining C, M
grp aromatic F, W, Y
grp aliphatic A, G, I, V
grp hydrophobic A, I, L, M, V
grp structural breaker P, G
grp small G, A
grp coord metal ions H, C
grp phosphorylation T, S, Y
grp methylation R, K
grp neutralH A, C, F, G, H, I, L, M, N, P, Q, S, T, V, W, Y
grp neutral A, C, F, G, I, L, M, N, P, Q, S, T, V, W, Y
Tabela 4.1: Skupine aminokislin.
Skupina polarnih aminokislin oznacˇuje ali je aminokislina polarna ali
ne. Tovrstne aminokisline najvecˇkrat najdemo na povrsˇju proteina.
Pri napovedovanju fragmenta v interakciji smo zgradili atribut, ki opisuje
fragment glede na delezˇ posameznih aminokislin v fragmentu. Prav tako
smo uposˇtevali delezˇe atributov v posameznem fragmentu.
Atribute smo testirali z uporabo knjizˇnice Orange. Najprej smo iz opi-
sanih podatkov pridobili fragmente in njihove lastnosti. Nato smo definirali
datoteke, ki so primerne za omenjeno knjizˇnico. Za posamezne lastnosti smo
izracˇunali informacijski prispevek, indeks gini in relieff [10].
Ker se omenjeni atributi niso izkazali za najbolj informativne, smo upo-
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rabili metodo, predstavljeno v cˇlanku [30]. Posamezno mesto smo opisali v
kontekstu sosesˇcˇine. Za opis i-te aminokisline smo uporabili okno N sosednjih
aminokislin. Cˇe uporabimo, npr. okno dolzˇine 5, smo aminokislino opisali
z dvema aminokislinam levo in dvema aminokislinama desno skupaj s pri-
padajocˇimi lastnostmi aminokislin, ki smo jih omenili prej. Ko smo gradili
atribute za izbrane proteine, smo uporabili samo fragmente, ki so v interak-
ciji. Iz proteina smo izlocˇili prvi in zadnji fragment, ker nimata dveh sosedov.
Cˇe je okno vecˇje od sˇtevila aminokislin v npr. prvem fragmentu, izlocˇimo
tudi drugi fragment. S tem si zagotovimo, da lahko opiˇsemo sosesˇcˇino ami-
nokisline.
4.1.1 Opisovanje fragmentov aminokislin v interakciji
Fragment smo v osnovi opisali z atributi, kot so njegova dolzˇina in delezˇ po-
sameznih aminokislin v fragmentu. Fragmentom smo nato dodajali atribute,
ki so opisovali delezˇe ostalih lastnosti.
Na fragmentih smo tudi iskali motive. Za njihovo iskanje smo uporabili
programski paket MEME [1]. MEME (Multiple EM for Motif Elicitation)
je orodje za odkrivanje motivov in skupin, ki so povezani z zaporedji DNA
ali zaporedji proteinov. Motiv je vzorec, ki se pogosto pojavlja v skupini.
Orodje predstavlja motive s PSSM, ki opisujejo verjetnosti za vsako cˇrko na
vsakem mestu v vzorcu. Posamezni motivi so povezane celote oziroma so za-
poredne pozicije. Kot vhod MEME podamo zaporedja in kot izhod dobimo
sˇtevilo motivov, ki jih navedemo za parameter. Z uporabo statisticˇnih mode-
lirnih tehnik avtomaticˇno izbere najboljˇso velikost, sˇtevilo pojavitev in opis
za posamezen motiv. Delovanje algoritma lahko razumemo iz dveh perspek-
tiv. Z biolosˇkega vidika orodje identificira in karakterizira skupne motive v
neporavnani mnozˇici zaporedij. Cˇe orodje pogledamo z racˇunalniˇskega vi-
dika, pa poiˇscˇe mnozˇico neprekrivajocˇih, priblizˇno se ujemajocˇih podnizov
glede na podano zacˇetno mnozˇico. Dobljene motive smo nato uporabili kot
atribute.
Model smo izboljˇsali na enak nacˇin kot model za napovedovanje aminoki-
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slin. Vkljucˇili smo sosednja fragmenta in njune lastnosti. Ker so interakcije
na zacˇetku ali koncu proteina zelo redke, smo se odlocˇili, da zacˇetne in koncˇne
fragmente izpustimo. Tako smo vzeli drugi fragment v proteinu in zgradili
primer. Ta fragment nam je predstavljal centralno tocˇko in oznacˇili smo ga z
indeksom 0. Nato smo vzeli predhodni fragment in vse njegove lastnosti in ga
dodali k primeru kot soseda. Ker se ta fragment nahaja eno mesto pred cen-
tralnim, smo mu dodelili negativni indeks. V tem primeru, ko vkljucˇujemo
samo enega soseda z leve, je ta indeks -1. Enako smo storili tudi s sosedom na
desni. Njegov indeks smo oznacˇili s +1, kar nam predstavlja prvi fragment
desno od centralnega.
4.1.2 Opisovanje posameznih aminokislin v interakciji
Kot smo povedali v uvodu tega poglavja, smo najprej preskusili in ovrednotili
atribute, ki smo jih pridobili iz podatkovne zbirke PDB. Iz podanih atributov
smo zgradil tudi nekaj lastnih atributov, ki smo jih uporabili pri napovedo-
vanju. Zgradili smo atribute, kot so sosedne aminokisline, trojke posameznih
lastnosti in razlicˇne kombinacije lastnosti.
Sosednje aminokisline uporabili smo nekaj aminokislin v sosesˇcˇini (npr.
AL, ACYT...). Zaradi velike mnozˇice kombinaciji smo poskusˇali sose-
dnje aminokisline razbiti tako, da smo cˇetvorke aminokislin grupirali v
skupine.
Kombinacije lastnosti smo izvedli tako, da smo trojke posameznih atri-
butov predstavili z zaporedjem znakov + in -. Na primer, cˇe smo vzeli
naboj aminokisline, smo pogledali sˇe naboje njenih sosedov in prido-
bili na primer -+-. Razlicˇne kombinacije lastnosti smo gradili tako, da
smo zdruzˇevali po dve in dve lastnosti. Kot je zˇe omenjeno v uvodu
tega poglavja, smo si s tem nacˇinom zelo razsˇirili prostor posameznih
atributov. Saj zˇe pri binarnih atributih z zdruzˇitvijo v trojko prei-
demo z dveh vrednosti na osem. Razlike postanejo sˇe bolj opazne, ko
zdruzˇujemo atribute, ki so vecˇvrednostni. Primer takega atributa so
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aminokisline, ki predstavljajo 20-vrednostni atribut. Zaradi kombina-
toricˇne eksplozije se pojavi tezˇava, saj se del kombinacij, ki nastopajo
v testnih primerih, sploh ne pojavi v ucˇnih primerih.
Skupine kombinacij smo predstavili tako, da smo kombinacije preobliko-
vali tako, da smo na ucˇni mnozˇici presˇtevali pojavitve le-teh pri inte-
rakciji. Nato smo preprosto izbrali N najboljˇsih in M najslabsˇih. Tako
smo vecˇvrednostni atribut razdelili na atribut s tremi vrednostmi. Za
ucˇinkovitost takih atributov, je potrebno dobro izbrati meje N in M
za najboljˇse in najslabsˇe primere. Tudi s temi atributi nismo pridobili
veliko pri napovedovanju interakcije.
Pregled sosesˇcˇine je nekako razsˇiritev, kar smo pocˇeli v prejˇsnjih korakih,
kjer smo na nek nacˇin zˇe pogledovali sosesˇcˇino. Na podlagi obstojecˇih
resˇitev smo priˇsli do ugotovitve, da je veliko lazˇje sosesˇcˇino opisati z
vecˇ atributi in ne z zdruzˇevanjem. Tako smo ohranili atribute nekaj
vrednostne in atribute oznacˇili z indeksom glede na mesto, ki ga napo-
vedujemo.
4.2 Modeliranje
Osnovna enota (primer) pri gradnji napovednih modelov je protein. Proteine
smo izlocˇali oziroma izbirali na treh razlicˇnih nivojih. Kot je zˇe omenjeno
smo proteine najprej izbrali glede na njihovo ustreznost. To pomeni, da imajo
zadostno sˇtevilo mest interakcije glede na dolzˇino in hkrati tudi ne prevecˇ
mest interakcij. Izbrali smo samo unikatna zaporedja proteinov. V drugem
koraku smo proteine razdelili na testno in ucˇno mnozˇico, na podlagi katerih
smo nato izvajali precˇno preverjanje. Z notranjim precˇnim preverjanjem smo
tudi ovrednotili atribute in izbrali najbolj informativne. V tretjem koraku
smo proteine izbrali glede na neuravnotezˇenost podatkov.
Izbrane proteine smo razdelili na fragmente. Ker se v podatkih pojavlja
veliko enakih fragmentov, smo izmed teh ohranili le po en primer (unikat).
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Slika 4.1: Dolocˇanje interakcije.
Duplikat je fragment, ki je enake dolzˇine, ima enako zaporedje aminokislin
in interakcijo na enakih mestih, kot nek drug zˇe obravnavan fragment. Iz
izbranih fragmentov smo nato napovedovali fragmente v interakciji in inte-
rakcije znotraj fragmenta. Ker smo za izbiro parametrov in atributov upora-
bili notranje precˇno preverjanje, smo morali proteine iz ucˇne mnozˇice razbiti
na fragmente na tem nivoju. V nasprotnem primeru bi lahko v notranjem
precˇnem preverjanju imeli v testni in ucˇni mnozˇici fragmente, ki pripadajo
istemu proteinu in bi tako lahko prenesli del informacije v testno mnozˇico.
Pri gradnji modelov smo morali uposˇtevati veliko neuravnotezˇenost po-
datkov, saj je veliko vecˇ mest, kjer interakcije ni. To se zgodi v primeru, ko
napovedujemo interakcijo znotraj fragmenta. Pri napovedovanju fragmenta,
ki vstopa v interakcijo, pa moramo uposˇtevati sosednje fragmente. Interak-
cija na podatkih RBDmap se lahko nahaja v enem od sosednjih fragmentov
ali pa v podanem fragmentu. V primeru, da je podan peptid enak dolzˇini
fragmenta, imamo interakcijo v enemu izmed sosednjih fragmentov. Ko pa
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je peptid krajˇsi od fragmenta, je lahko interakcija tudi znotraj fragmenta.
4.3 Implementacija in vrednotenje
klasifikatorjev
Pri gradnji in testiranju modelov smo uporabili samo unikatne proteine. Za
posamezen klasifikator smo najprej izbrali primerne atribute. Nato smo iz-
brali proteine, ki pripadajo testni, in proteine, ki pripadajo ucˇni mnozˇici.
Za izbrani mnozˇici primerov smo definirali fragmente s pripadajocˇimi la-
stnostmi in jih zapisali v formatu, ki je primeren za knjizˇnico Orange. Nato
smo s pomocˇjo ucˇne mnozˇice izbrali ucˇinkovitejˇsi klasifikator in ga shranili.
V naslednjem koraku smo gradili model za napovedovanje posameznih ami-
nokislin. Najprej smo iz izbranih lastnosti definirali datoteko .tab, nato s
pomocˇjo knjizˇnice Orange definirali klasifikator in ga na enak nacˇin kot za
napovedovanje fragmentov shranili.
Podobno smo naredili na testni mnozˇici. Najprej smo za izbran primer
definirali fragmente in njegove lastnosti. Tukaj smo uposˇtevali vse fragmente,
saj moramo podati napovedi za celoten protein. Nato smo s pomocˇjo zgraje-
nega modela pridobili napoved. Zatem smo napovedali posamezne aminoki-
sline v primeru. Za vsako aminokislino iz primera smo definirali vse potrebne
lastnosti in s pomocˇjo zgrajenega klasifikatorja dolocˇili verjetnosti. Dobljene
podatke smo uporabili za graficˇni prikaz interakcije in za izracˇun oziroma
izris ostalih rezultatov.
Implementirali smo vecˇ modelov, kjer smo pri izbiri primerov uporabili
nekatere metode za ucˇenje na neuravnotezˇenih podatkih. Za samo implemen-
tacijo smo uporabili paket UnbalancedDataset [33]. Metode so implementi-
rane s strani Fernanda M. F. Nogueire. Programski paket vsebuje metode za
podvzorcˇenje (angl. under-sampling), nadvzorcˇenje (angl. over-sampling)
in ansambelske metode. Za ta korak smo se odlocˇili zato, ker se vecˇina kla-
sifikacijskih algoritmov dobro obnese v primerih, ko imamo priblizˇno enako
primerov obeh razredov. Mnozˇice vzorcˇimo tako, da ne vzamemo vseh prime-
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rov vecˇinskega razreda. Tej tehniki vzorcˇenja pravimo podvzorcˇenje. Druga
vrsta vzorcˇenja je t. i. nadvzorcˇenje, kjer z generiranjem primerov oz.
vecˇinskim izborom uravnotezˇimo mnozˇice [25].
Kot je omenjeno zˇe v uvodnih poglavjih, lahko nakljucˇno nadvzorcˇenje
povecˇa mozˇnost pretirane prilagoditve (angl. overfitting). Nasprotno na-
kljucˇno podvzorcˇenje lahko povzrocˇi izgubo potencialno uporabnih podatkov,
ki bi bili pomembni za napovedovanje. Ko uporabljamo ostale metode, je do-
bro predstaviti sˇtiri vrste negativnih primerov, in sicer primere, ki povzrocˇajo
sˇum, mejne, redundantne in varne primere. Mejni primeri niso zˇeleni, saj
lahko malo sˇuma povzrocˇi, da se pojavijo na napacˇni strani meje. Za odstra-
nitev sˇumnih in mejnih primerov se uporablja Tomekova povezava [23, 31].
SMOTE je tehnika, kjer formiramo nove primere manjˇsinskega razreda z
interpolacijo med primeri manjˇsinskega razreda, ki so blizu skupaj. Problem
tehnike je, da lahko predstavi umeten primer manjˇsinskega razreda prevecˇ
globoko v prostoru vecˇinskega razreda. Kombinacija tehnik SMOTE in To-
mek links nam ponudi mozˇnost, da ustvarimo umetne primere in nato iz
celotne mnozˇice odstranimo primere ter tako locˇimo med razredoma.
Modul UnbalancedDataset [33] vsebuje naslednje metode:
1. Podvzorcˇenje (angl. Under-sampling)
(a) Nakljucˇno podvzorcˇenje manjˇsinskega razreda z zamenjavami
(b) Podvzorcˇenje z uporabo centroidov grucˇ
(c) NearMiss - (1, 2, 3)
(d) Condensend Nearest Neighbour
(e) One-Side Selection
(f) Neighboorhood Cleaning Rule
2. Nadvzorcˇenje (angl. Over-sampling)
(a) Nakljucˇno nadvzorcˇenje manjˇsinskega razreda z zamenjavami
(b) SMOTE
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(c) Borderline SMOTE, tipa 1 in 2
(d) SVM SMOTE
3. Nadvzorcˇenje za katerim izvedemo podvzorcˇenje (angl. Over-sampling
followed by under-sampling)
(a) SMOTE + Tomek links
(b) SMOTE + ENN
4. Ansambelsko vzorcˇenje (angl. Ensemble sampling)
(a) EasyEnsemble
(b) BalancedCascade
Izmed omenjenih metod smo izbrali podmnozˇico metod, za katere smo oce-
nili, da so primerne za nasˇ problem. Vecˇ o prednostih in slabostih za nasˇ
primer navajamo v naslednjem poglavju.
4.4 Mere uspesˇnosti
Za merjenje ucˇinkovitosti algoritmov strojnega ucˇenja je najvecˇkrat upora-
bljena matrika zamenjav 4.2 (angl. confusion matrix ). Stolpci so napovedani
razredi in vrstice so dejanski razredi. V matriki zamenjav nam TN (angl. true
negative) predstavlja sˇtevilo negativnih primerov, ki so bili pravilno napo-
vedani. FP (angl. false positive) je sˇtevilo negativnih primerov, ki so bili
klasificirani kot pozitivni. FN (angl. false negative) je sˇtevilo pozitivnih pri-
merov, ki so bili klasificirani kot negativni. TP (angl. true pozitive) je sˇtevilo
pozitivnih primerov in so tudi bili klasificirani kot pozitivni [6, 17].
Napovedna tocˇnost je mera, povezana s strojnim ucˇenjem, in je definirana
s tocˇnostjo (angl. accuracy) = (TP + TN) / (TP + TF + TN + FN). V
primeru, da imamo uravnotezˇene mnozˇice podatkov je sprejemljivo uporabiti
delezˇ napak (angl. error rate) kot metriko. Delezˇ napak je definiran kot
1 − tocˇnost. Za mnozˇico podatkov, kjer imamo neuravnotezˇene razrede, je
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Negativne napovedi Pozitivne napovedi
Dejansko negativni TN FP
Dejansko pozitivni FN TP
Tabela 4.2: Matrika zamenjav.
bolj pravilno uporabiti krivuljo ROC ali drugo podobno mero, kot je na
primer AUC. Idealna tocˇka na krivulji ROC je (0, 100%), kar pomeni, da
so vsi pozitivni primeri napovedani pravilno in ni bilo negativnih primerov,
ki bi bili klasificirani kot pozitivni. AUC je uporabna mera za merjenje
diskriminativnosti klasifikatorjev in njihovo primerjavo [6, 17].
Uposˇtevati je treba, da so bili AUC napovednih modelov predstavljeni v
tabeli 2.1 ovrednoteni na enakih mnozˇicah. V nasˇem primeru smo uporabili
enako podatkovno zbirko, vendar ne enakih mnozˇic. Tako je primerjava
rezultatov uspesˇnosti posameznih modelov priblizˇna.
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V poglavju predstavimo, kako smo pridobili rezultate, kaksˇna je uspesˇnost
posameznih napovednih modelov in kako so primerljivi z obstojecˇimi meto-
dami na tem podrocˇju. Predstavimo tudi tipicˇne odkrite vzorce interakcije
med proteini in RNA. Podani so dobljeni rezultati za zgrajene napovedne
modele in interpretacija le-teh. Preverili smo tudi, kako razlicˇni dejavniki
vplivajo na napovedno tocˇnost. Simulirali smo vpliv simuliranega sˇuma v
podatkih o pripadnosti razredu na uspesˇnost zgrajenih napovednih modelov.
Drugi dejavnik je neuravnotezˇenost razredov. Analizirali smo vpliv neurav-
notezˇenosti na posamezne metode strojnega ucˇenja. Zanimalo nas je tudi
ali dolzˇina fragmenta vpliva na uspesˇnost zgrajenih napovednih modelov.
S pomocˇjo te informacije lahko izlocˇimo primere, ki so manj pomembni za
uspesˇno ucˇenje. Porocˇamo o uspesˇnosti napovedovanja, kar smo merili z
absolutno napako, korelacijo in AUC.
5.1 Uspesˇnost napovednih modelov
Uspesˇnosti napovednih modelov z razlicˇnimi parametri so predstavljene v
tabelah. Tabele prikazujejo uspesˇnosti modelov za napovedovanje amino-
kislin, ki vstopajo v interakcijo z RNA, fragmentov, v katerih se zgodi vsaj
ena interakcija, in uspesˇnost napovedovanja kombinacije modelov. Porocˇamo
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metoda okno=3 okno=5 okno=7 okno=9 okno=11
naivni Bayes 0,518 0,607 0,540 0,513 0,630
kNN 0,571 0,603 0,509 0,538 0,612
drevo 0,599 0,677 0,550 0,572 0,645
nakljucˇni gozdovi 0,619 0,709 0,562 0,586 0,711
SVM 0,500 0,500 0,500 0,500 0,500
Tabela 5.1: AUCmetod za napovedovanje aminokislin v interakciji, razlicˇne
velikosti okna.
vplivu uravnotezˇenosti ucˇne mnozˇice na uspesˇnost napovednih modelov. V
tabeli 5.4 so prikazane uspesˇnosti za modele, ki napovedujejo aminokisline v
interakciji z RNA. Tabela 5.6 prikazuje uspesˇnost modelov za napovedovanje
fragmentov v interakciji z RNA. Pri pregledu podrocˇja smo predstavili tudi
nekatere resˇitve, katerih uspesˇnost napovedovanja posameznih aminokislin,
ki vstopajo v interakcijo z RNA, navajamo v tabeli 2.1.
Pri gradnji modelov smo preverili in dolocˇili velikost okna (sˇtevilo so-
sedov), ki jih je potrebno uposˇtevati v napovednem modelu. Modeli za
napovedovanje aminokislin, ki vstopajo v interakcijo z RNA, uporabljajo
okno velikosti 11. Modeli za napovedovanje fragmentov v interakciji z RNA
uporabljajo okno velikosti 3. Velikost okna smo izbirali na podmnozˇici 100
primerov. Rezultati za razlicˇne velikosti okna za modele, ki napovedujejo
aminokisline v interakciji z RNA, so podani v tabelah 5.1 in 5.2. Velikost
okna za napovedovanje fragmentov v interakciji smo izbrali na enak nacˇin
kot za napovedovanje aminokislin v interakciji z RNA. Rezultati so prikazani
v tabeli 5.3.
Pri modelu za napovedovanje aminokislin v interakciji, ki uporablja naivni
Bayesov klasifikator, je vrednost parametra m nastavljena na 0. Parameter
k pri modelu, ki temelji na algoritmu KNN, smo nastavili na kvadratni koren
sˇtevila vseh uporabljenih primerov. Drevesa smo gradili tako, da smo za
razdelitev uporabili mero gain ratio in nismo uporabili binarizacije atributov.
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metoda okno=13 okno=15 okno=17 okno=19 okno=21
naivni Bayes 0,559 0,552 0,567 0,512 0,468
kNN 0,458 0,549 0,580 0,537 0,622
drevo 0,576 0,548 0,540 0,499 0,524
nakljucˇni gozdovi 0,577 0,573 0,613 0,551 0,683
SVM 0,500 0,500 0,500 0,500 0,500
Tabela 5.2: AUC metod za napovedovanje aminokislin v interakciji z RNA,
razlicˇne velikosti okna.
metoda okno=3 okno=5 okno=7
naivni Bayes 0,614 0,545 0,553
kNN 0,596 0,563 0,552
drevo 0,515 0,503 0,515
nakljucˇni gozdovi 0,621 0,565 0,552
SVM 0,571 0,541 0,542
Tabela 5.3: AUC metod za napovedovanje fragmentov v interakciji z RNA,
razlicˇne velikosti okna.














Tabela 5.5: AUC metod za napovedovanje aminokislin v interakciji z RNA,
uravnotezˇene ucˇne mnozˇice podatkov.
Pri uporabi nakljucˇnih gozdov smo zgradili 100 dreves. Parametri metode
podpornih vektorjev so bili naslednji: jedro RBF, C = 1, nu = 0, 5, p = 0, 1,
gamma = 0, 0 in degree = 3. Atribute smo tudi skalirali na obseg med 0 in
1. Najuspesˇnejˇsa metoda za napovedovanje aminokislin je metoda, ki temelji
na nakljucˇnih gozdovih.
Napovedni modeli, ki smo jih zgradili, so po tocˇnosti slabsˇi od najboljˇsih
modelov predstavljenih v pregledu podrocˇja 2.1. Ena od zˇe omenjenih tezˇav
je uporaba razlicˇne zacˇetne mnozˇice podatkov. S pomocˇjo napovedovanja
fragmentov smo poskusˇali dosecˇi boljˇse rezultate napovedi posameznih ami-
nokislin od obstojecˇih metod, vendar nam to ni uspelo. Tezˇava se skriva v
atributih, ki opisujejo posamezne fragmente.







Tabela 5.6: AUC metod za napovedovanje fragmentov v interakciji z RNA.
5.2 Vpliv sˇuma na napovedno tocˇnost
Kot v vsakih podatkih, tudi v nasˇih podatkih je prisoten sˇum. Zanimalo nas
je, kako se spreminja AUC posameznega klasifikatorja glede na stopnjo sˇuma.
Stopnja sˇuma je definirana kot delezˇ aminokislin v proteinu z napacˇnim (spre-
menjenim) binarnim razredom (interakcija z RNA ali ne). Ugotovili smo, da
delezˇ sˇuma v podatkih sorazmerno vpliva na vse napovedne modele. Vecˇja
vsebovanost sˇuma zmanjˇsuje tocˇnost napovednih modelov. Na sliki 5.1 je
prikazan vpliv sˇuma na uspesˇnost modelov za napovedovanje fragmentov v
interakciji z RNA. Vpliv sˇuma na uspesˇnost napovedovanja aminokislin v
interakciji z RNA je prikazan na sliki 5.2.
5.3 Vpliv neuravnotezˇenosti na tocˇnost
modelov
Kot zˇe omenjeno, smo imeli neuravnotezˇeno mnozˇico podatkov. Nad primeri
iz podatkovne mnozˇice smo izvedli analizo. Ugotavljali smo, kako neurav-
notezˇenost vpliva na uspesˇnost klasifikatorjev. Uporabili smo vecˇ metod za
delo z neuravnotezˇenimi mnozˇicami. Metode so predstavljene v prejˇsnjem
poglavju. S pomocˇjo precˇnega preverjanja smo izracˇunali AUC in standar-
dni odklon za posamezne metode strojnega ucˇenja. Rezultati so prikazani
na sliki v nadaljevanju 5.3. Postopek smo ponovili za razlicˇno uravnotezˇene
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Slika 5.1: AUC metod za napovedovanje fragmentov v interakciji z RNA,
razlicˇne stopnje sˇuma.
zacˇetne mnozˇice [9]. Zacˇeli smo s povsem neuravnotezˇeno mnozˇico prime-
rov. Nato smo glede na izbrano metodo mnozˇice vse bolj uravnotezˇili. Vsaka
od tocˇk na x-osi predstavlja 10% vecˇjo uravnotezˇenost. Uporablili smo me-
todo nakljucˇnega podvzorcˇenja. Rdecˇa barva predstavlja metodo nakljucˇnih
gozdov, modra predstavlja drevesa in rumena metodo k-najblizˇjih sosedov.
Najbolj primeren za prikaz rezultatov je sˇkatlasti diagram. Risali smo s
pomocˇjo knjizˇnice matplotlib [14, 15].
Na zmanjˇsani mnozˇici primerov, smo pridobili uspesˇnosti modelov glede
nauravnotezˇenost med razredoma. Z uravnotezˇevanjem med razredoma ni-
smo pridobili na uspesˇnosti napovednih modelov. Rezultati prikazan v ta-
beli 5.7 je vezan tudi na manjˇso zacˇetno mnozˇico primerov.
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Slika 5.2: AUC metod za napovedovanje aminokislin v interakciji z RNA,
razlicˇne stopnje sˇuma.
5.4 Vpliv dolzˇine fragmenta na tocˇnost
modelov
Ker smo imeli med podatki razlicˇne dolzˇine fragmentov, smo se odlocˇili preve-
riti, ali dolzˇina fragmenta vpliva na uspesˇnost posameznih metod. V podat-
kih se je nahajalo veliko kratkih fragmentov. To so fragmenti, ki vsebujejo
le nekaj aminokislin. Seveda je sama dolzˇina fragmentov tudi odvisna od
uporabljene proteaze. Fragmente smo razdelili v skupine razlicˇnih dolzˇin
in s pomocˇjo precˇnega preverjanja preverili uspesˇnost. Kot je razvidno s
slik, lahko sklepamo, da dolzˇina fragmenta ne vpliva na uspesˇnost modelov.
Analizo smo izvedli z namenom, da bi ugotovili, ali bi modeli delovali bo-
lje, cˇe bi iz ucˇne mnozˇice odstranili kratke fragmente. Z njeno pomocˇjo bi
lahko dolocˇili mejo, katere dolzˇine fragmentov so sprejemljive za ucˇenje. Pri
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Slika 5.3: Vpliv nakljucˇnega podvzorcˇenja na AUC modelov.
metoda SMOTE+ENN nakljucˇno nadvzorcˇenje
naivni Bayes 0,523 0,509
kNN 0,645 0,581
drevo 0,731 0,600
nakljucˇni gozdovi 0,765 0,660
SVM 0,520 0,534
Tabela 5.7: AUC metod za napovedovanje interakcij, razlicˇni metodi za
neuravnotezˇene podatke.
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Slika 5.4: Vpliv dolzˇine fragmenta na AUC naivnega Bayesovega klasifika-
torja.
dolocˇanju taksˇne meje moramo paziti na prenasicˇenost (angl. overfitting)
napovednih modelov.
5.5 Statistika napovedi
Za iskanje dobrih in slabih primerov smo uporabili AUC za posamezen pri-
mer. Racˇunali smo ga s pomocˇjo modula scikit-learn [26]. Scikit-learn
je orodje za podatkovno rudarjenje in analizo. Zgrajeno je na knjizˇnicah
NumPy, SciPy in matplotlib. Je prosto dostopno in komercialno uporabno
pod licenco BSD. Za iskanje boljˇsih atributov smo uporabili rezultate prido-
bljene z MAE (angl. mean absolute error) in Spearmanovim korelacijskim
koeficientom [26].
MAE smo racˇunali tako, da smo za posamezno aminokislino v primeru
gledali absolutno razliko verjetnosti med dejansko yi in napovedano verjetno-
stjo fi. Vsoto dobljenih vrednosti smo nato delili z dolzˇino primera (sˇtevilo
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Slika 5.5: Vpliv dolzˇine fragmenta na AUC metode KNN.
Slika 5.6: Vpliv dolzˇine fragmenta na AUC klasifikacijskega drevesa.
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Slika 5.7: Vpliv dolzˇine fragmenta na AUC metode SVM.
Slika 5.8: Vpliv dolzˇine fragmenta na AUC metode nakljucˇnega gozda.
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Na sliki 5.9 ugotovimo, da je delezˇ napake na posameznih proteinih pri na-
povednem modelu za napovedovanje aminokislin vecˇji kot pri modelu za na-
povedovanje fragmentov in kombiniranem modelu. Razlog je vecˇja mnozˇica
primerov pri napovedovanju aminokislin v primerjavi z napovedovanjem fra-
gmentov in tudi vecˇja neuravnotezˇenost med razredoma.
Korelacija je neparametricˇna mera, ki predstavlja relacijo med dvema
nakljucˇnima spremenljivkama (recimo, x in y). Spearmanova korelacija za
razliko od Pearsonove ne predpostavlja, da sta obe spremenljivki normalno
porazdeljeni. Kot ostali korelacijski koeficienti je tudi ta definiran med -1 in
+1. Vrednost korelacije 0 pomeni, da spremenljivki nista linearno odvisni.
Pozitivna korelacija nam pove, da cˇe narasˇcˇa vrednost ene spremenljivke,
narasˇcˇa tudi vrednost druge. V primeru negativne korelacije izvemo, da cˇe
narasˇcˇa vrednost ene spremenljivke, potem pada vrednost druge. MAE in
Spearmanov korelacijski koeficient smo izracˇunali za vse tri napovedi, tj. za
napoved posameznih aminokislin, fragmentov in kombinacije. V nasprotju z
mero MAE na sliki 5.9 ugotovimo, da, s korelacijo napovedanih in pravih ra-
zredov na sliki 5.10, ne moremo zaznati razlik med pristopom napovedovanja
posameznih aminokislin, pristopom napovedovanja fragmentov in kombini-
ranim pristopom.
Spearmanov korelacijski koeficient smo racˇunali s pomocˇjo knjizˇnice scipy
in pripadajocˇe funkcije spearmanr. Funkciji smo kot argumente podali se-
znama. Prvi seznam je vseboval napovedane verjetnosti, drugi prave interak-
cije. Cˇe je na mestu interakcija, imamo vrednost 1 v nasprotnem primeru 0.
V analizi smo ugotovili, da cˇe imamo v nasˇem primeruinterakcijo je tudi nasˇa
napovedna verjetnost v pozitivni korelaciji. Formula za izracˇun Spearmanove
korelacije je sledecˇa [26]:




Na sliki 5.11 so prikazane uspesˇnosti (AUC) za posamezne proteine. Za
vsak protein smo izracˇunali AUC in ga prikazali na histogramu. Rezultati
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Slika 5.9: Absolutna napaka za posamezne proteine.
Slika 5.10: Spearmanov korelacijski koeficient za posamezne proteine.
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Slika 5.11: AUC napovedovanja posameznih proteinov v interakciji z RNA.
vseh prikazanih modelov so priblizˇno normalno porazdeljeni. Pricˇakovana
vrednost je uspesˇnost modela za napovedovanje interakcij med proteini in
RNA.
5.6 Uspesˇnost napovedovanja interakcij
Na sliki 5.12 je za vsako posamezno aminokislino prikazano, kaksˇna je napo-
vedana verjetnost interakcije in na katerih mestih je dejanska interakcija. Za
vsako aminokislino so prikazane tri verjetnosti, in sicer kaksˇno verjetnost je
dal model za napovedovanje fragmentov, aminokisline in kombinirana verje-
tnost. Kombinirana verjetnost je zmnozˇek obeh omenjenih napovedi. Ker so
lahko napovedane verjetnosti zelo nizke, smo izdelali tudi prikaz skaliranih
vrednosti posameznih napovedi, glej sliki 5.13 in 5.14. Izmejujocˇi pasovi bele
in svetlo sive barve oznacˇujejo posamezne fragmente.
Za posamezen primer izvajamo tudi rangiranje, kjer izpiˇsemo, koliko mest
z najvecˇjo verjetnostjo interakcije med N izbranimi je dejansko v interakciji,
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Slika 5.12: Napovedi obeh modelov in zdruzˇena napoved.
Slika 5.13: Skalirane napovedi obeh modelov in zdruzˇen rezultat.
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Slika 5.14: Skalirane zdruzˇene napovedi.
Slika 5.15: Tocˇnost napovedi najbolj verjetnih mest v interakciji (top N).
glej sliko 5.15. Odlocˇitev za to metodo sledi iz dejstva, da je ugotavljanje
interakcij med proteini in RNA dolgotrajen in drag proces. V primeru vi-
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soke uspesˇnosti napovedi najbolj verjetnih aminokislin bi raziskovalci hitreje
eksperimentalno potrdili aminokisline, ki vstopajo v interakcijo. Glede na
dobljene rezultate smo ugotovili, da modeli za tako vrsto napovedovanja ne
delujejo ucˇinkovito.
5.7 Vzorci interakcij med proteini in RNA
Vzorci oziroma lastnosti interakcije med proteini in RNA so predstavljene
zˇe v pregledu podrocˇja. Interakcije se pojavljajo v znanih RNA-vezavnih
domenah (RBD). To so podrocˇja, kjer proteini pogosteje vstopajo v stik z
RNA. Bolj znane domene, ki vstopajo v interakcijo, so RNA recognition motif
(RRM), domena K-homology (KH), domena zinc fingers (Znf).
Atribute smo rangirani na podlagi vseh podatkov. Za pomocˇ smo upora-
bili orodje Orange [10]. Rezultati za napovedovanje aminokislin v interakciji
so prikazani v tabeli 5.8. Ker se atribut v posameznem primeru pojavlja
vecˇkrat, smo atribute oznacˇili s predpono P in sˇtevilko. P predstavlja oznako
za mesto oziroma polozˇaj. Sˇtevilka predstavlja relativni polozˇaj opisane ami-
nokisline, glede na polozˇaj aminokisline, ki jo napovedujemo. Negativne
sˇtevilke predstavljajo predhodne, pozitivne pa naslednje aminokisline.
Enako analizo smo izvedli tudi pri modelih za napovedovanje fragmentov.
Atribute smo prav tako oznacˇili pozicijsko. V tem primeru smo uporabili kot
predpono cˇrko f, ki predstavlja celoten fragment in ne posamezne aminoki-
sline. Rezultati so prikazani v tabeli 5.9.
Pomembnosti atributov v modelu, ki temelji na nakljucˇnih gozdovih, so
prikazani v tabeli 5.10. Zelo izpostavljen je attribut “PSSpred”, in njegove
lastnosti v okolici aminokisline, katero napovedujemo.
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atribut reflief inf. prispevek gain ratio gini
P-3str proximity 0,4169 0,0011 0,0006 0,0002
P-2triplets grp aromatic 0,4076 0,0023 0,0019 0,0003
P-2grp aromatic.txt-
grp coord metal ions
0,4012 0,0007 0,0011 0,0001
P-2str proximity 0,3836 0,0009 0,0005 0,0001
P4triplets grp negative 0,3798 0,0049 0,0031 0,0008
P5grp negative 0,3577 0,0020 0,0038 0,0003
P-2grp coord metal ions.txt-
grp double
0,3343 0,0000 0,0000 0,0000
P-3grp aromatic.txt-
grp hydrophobic
0,3329 0,0004 0,0003 0,0000
P5grp coord metal ions.txt-
grp negative
0,3327 0,0021 0,0028 0,0004
P-3grp double.txt-
grp hydrophobic
0,3276 0,0003 0,0002 0,0000
Tabela 5.8: Atributi aminokislin in njihov prispevek, razlicˇne mere.
atribut reflief inf. prispevek gain ratio gini
f-1R 0,0204 0,0010 0,0005 0,0003
f0Y 0,0194 0,0148 0,0097 0,0049
f-1G 0,0187 0,0015 0,0008 0,0005
f0grp aromatic 0,0177 0,0173 0,0089 0,0056
f-1grp structural breaker 0,0144 0,0003 0,0001 0,0001
f-1Q 0,0122 0,0017 0,0011 0,0006
f0F 0,0119 0,0211 0,0128 0,0070
f-1grp negative 0,0116 0,0011 0,0006 0,0004
f1V 0,0100 0,0001 0,0000 0,0000
f1grp polar 0,0085 0,0008 0,0004 0,0002
Tabela 5.9: Atributi fragmentov in njihov prispevek, razlicˇne mere.
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atribut prispevek
P-5str PSSpred sec 0,1246
P0str PSSpred sec 0,1083
P-2str PSSpred sec 0,1050
P-1str PSSpred sec 0,0892
P5str PSSpred sec 0,0435
P-4str PSSpred sec 0,0339
P4str PSSpred sec 0,0327
P1str PSSpred sec 0,0265
P-3grp double.txt-grp methylation 0,0245
P-3str PSSpred sec 0,0245
Tabela 5.10: Prispevki atributov, s pomocˇjo nakljucˇnih gozdov.
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Poglavje 6
Sklep
Izdelali smo sistem za napovedovanje interakcij na posameznih aminokisli-
nah. Zdruzˇili smo dva najboljˇsa napovedna modela. Enega iz skupine za
napovedovanje fragmentov v interakciji z RNA, in drugega iz skupine za na-
povedovanje aminokislin v interakciji z RNA. Za zadovoljivo napovedovanje
aminokislin, ki vstopajo v interakcijo z RNA, je kljucˇnega pomena kontekst
oziroma sosednje aminokisline. Uposˇtevati je treba aminokisline, ki se na-
hajajo v okolici aminokisline, ki jo napovedujemo, in njihove pripadajocˇe
lastnosti. Cilj je bil pridobiti dodatno informacijo iz fragmentov in se tako
priblizˇati uspesˇnosti sedanjim modelom za napovedovanje interakcije med
proteini in RNA. Z dodatno informacijo o fragmentih nismo pridobili toliko,
kot smo pricˇakovali. Verjetno na to vpliva ne najboljˇsa izbira atributov za
opis posameznega fragmenta. Zagotovo se nekaj informacije skriva tudi v
posameznih fragmentih, ki jih ne smemo povsem zanemariti. Model za na-
povedovanje fragmentov, ki vstopajo v interakcijo z RNA, dosega uspesˇnost
AUC 0,621 (glej tabelo 5.6). Napovedovanje aminokislin, ki vstopajo v inte-
rakcijo z RNA, temelji na nakljucˇnih gozdovih. Njihova napovedna uspesˇnost
je AUC 0,783 (glej tabelo 5.4). Opravili smo tudi primerjavo z obstojecˇimi
modeli za napovedovanje aminokislin, ki vstopajo v interakcijo z RNA. Nasˇi
rezultati so slabsˇi od najboljˇsih dosedanjih metod. Vzrok je, da smo uporabili
drugacˇno, bolj obsezˇno mnozˇico podatkov.
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Odprtih je precej mozˇnosti za nadaljnje delo. V napovedne modele bi
lahko vkljucˇili tudi matrike PSSM ali gensko ontologijo (angl. gene ontology).
Genska ontologija je iniciativa v bioinformatiki, ki se zavzema za zdruzˇitev
genov glede na razlicˇne vrste. Projekt vzdrzˇuje in razvija besednjak za gene
in pripadajocˇe atribute, s katerimi oznacˇujejo funkcijo genov.
V magistrskem delu smo najboljˇsi napovedni model za napovedovanje
aminokislin zdruzˇili z najboljˇsim napovednim modelom za napovedovanje
fragmentov. Zdruzˇili smo ju kot zmnozˇek obeh verjetnosti za posamezno ami-
nokislino v proteinu. Izdelano metodo bi lahko izboljˇsali z drugimi, utezˇenimi
nacˇini zdruzˇevanje obeh napovedi. Model za napovedovanje fragmentov bi
lahko izboljˇsali z dodatnimi atributi, ki bi opisovali sosesˇcˇino aminokislin v
interakciji z RNA.
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