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Abstract 
Mobile robots are widely used in many applications in industrial fields as well as in academic 
and research fields. The robot path planning problem is a key problem in making truly 
autonomous robots. It is one of the most important aspects in mobile robot research and plays 
a major role in their applications but is a complex problem. The role of path planning of 
mobile robot can be described as finding a collision free path in a working environment 
enriched with obstacles from a specified starting point to a desired destination position called 
the goal. Additional characteristic of path planning in known environments is to satisfy some 
certain optimization criteria. Most of the traditional path planning approaches such as 
visibility graphs, cell decomposition, voronoi diagram, etc. are designed and functioning well 
in static known environments. However the real environments are consisting of both the 
stationary and moving obstacles. Artificial potential field based methods can be applicable 
for both the static and dynamic environments as well as for the known or unknown 
environments. Because of the analytical complexity of the dynamic environments, research 
on path planning in dynamic environments is limited but there are hundreds of research work 
have been reported on path planning in static known environments.  
Because of the mathematical simplicity, easy implementation and real time applicability of 
artificial potential field, it has become popular in robot path planning. However, the potential 
field based path planning shows some inherit shortcomings such as dead-lock. Recently, in 
the field mobile robotics, some different techniques have been proposed to overcome the 
dead-lock issue associated with the artificial potential field based path planning. Most of 
these research work targeted only a specified situation where the dead-lock can happen.  
In this research, we proposed a method for avoiding robot from dead-lock caused in different 
situations of mobile robot path planning using artificial potential field. In the proposed 
method we have introduced a new repulsive force component which is depended on the 
robot’s heading direction. The proposed method is evaluated for different conditions which 
create dead-lock for traditional artificial potential field method. The simulations of the 
proposed approach have indicated that it has a capability of avoiding dead-locking associated 
with the traditional method, and is simpler and easier to implement. However in real 
implementation it is required to extract the geometric features of the environment such as 
walls and corners for our consideration in structured environments. Consequently, we have 
discussed a segmentation and feature extraction adaptive algorithm for structured 
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environments. In this study, several adaptive techniques proposed in literature for 
segmentation of laser range data have been implemented and tested in different environments 
to compare the performances of them with the proposed technique. The experimental results 
have shown that the proposed method is superior to other adaptive techniques. Further 
discussion is continued to analyze the implementation issues of the artificial potential field 
approach in geometrical structured environments. The segmented features of the walls are 
used to generate the potential force for robot navigation. These segmented features are 
matched with the pre-observed features to extend or merge them together to generate a map 
of the environment and this map is used in potential force generation process. Combining the 
segmentation and representation of geometrical obstacles for artificial potential field 
generation in robot path planning, simulation experiments were done and performances are 
compared for the traditional and the proposed approach.  
Based on the simulation results from various case studies, we have concluded that the 
proposed artificial potential field method for mobile robot path planning is able to solve the 
dead-lock problems that are with traditional method. The segmentation and feature extraction 
algorithm proposed in this thesis has shown better performances than the existing methods by 
experimental results. Geometrical representation of the structured environment is used to 
implement the artificial potential field based path planning on the robot and implementation 
barriers are discussed.  
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CHAPTER 1 
Introduction 
As we have seen in the science fiction movies many people expect robot to be human-like in 
appearance and perform tasks because of the way robots have been pictured. Robots’ motions 
in those movies appear to navigate with effortless precision. But in fact what a robot looks 
like is more related to the tasks it should perform, and those tasks may not be the same as that 
of people’s. Robot navigation to perform a specified task is a difficult challenge that 
researchers have faced. Indeed, navigating a robot in an environment is a big challenge which 
will bring us to answer a simple question “where am I?” first. We use the term localization to 
refer to this process of finding the robot’s position in the environment with respect to a global 
reference. To answer this problem, environmental information is extracted from the external 
sensors. If we could find a satisfactory answer for this question, we have to answer the 
second question “where am I going?”, which gives a proper knowledge about the robot’s 
position and the goal position where the robot reaches. To reach the goal robot should decide 
its path. There will be a lot of barriers when robot is reaching the goal. To accomplish this 
task, robot has to find the solution for the question “how do I get there?”.  
For example, let’s imagine that we are walking in a city road to find a place where we have to 
go. The city will be filled with various objects called obstacles, such as people, buildings, 
vehicles, etc. Some obstacles may be movable things and some of them are stationary, for 
example, buildings. If we want to go to one of our destinations (goal position) with closed 
eyes we will most probably be in difficulty to find our way to the goal position. Fortunately, 
eyes help us to find our way to the goal and at every position for every movement we make 
our eyes tell us where we are in the world. They will inform us where the movement brought 
us in the world. This continuously does prediction, determination and correction of our 
motion.      
As we are walking down on a virtual straight line with open eyes it does not cause many 
serious problems. From the information we get from the eyes and other senses of our body, 
we constantly can get an idea of where we are in the world. We use this idea to decide the 
next step we should take, for example where to go next and how to go.  
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We are not able to realize the inaccuracy of our motion that we make until we try to walk on 
a straight line with eyes closed. We may walk in a different line which is going away from 
the straight line or in a curvature path or irregular path; even though we think that we are 
making the steps on a straight line.  Sometimes we will probably feel like we are moving 
away from the line, but when we try to stay walking on a line we will lose our balance.  
In robotics path planning, robots that have to move freely in the world have the similar 
problems as humans when they are walking. If humans do not interact with the environment 
while they are walking, they will get lost in their path and location because of imperfection of 
their moving mechanism. As humans decide the path to go without hitting the obstacles on 
the way making proper avoidance mechanism with the sense of the environment, robot has to 
detect the environment using sensors, making correct decision for its path to reach the goal.  
Our research has focused on providing this capability using laser range finder for the robots 
moving in structured environments. This chapter reviews several topics that are related to 
path planning, localization and mapping. 
1.1 Basic introduction to robotics 
A famous Czech playwright Karel Capek (1890-1938) introduced the word ‘robot’ first 
which was derived from the Czech word ‘Robota’ meaning servitude, forced laborer, 
drudgery or serf. The use of the word ‘robot’ was introduced into his play R.U.R. (Rossum’s 
Universal Robots) which opened in Prague in January 1921 [1] . The word ‘robotics’ was 
first used in a short story named Runaround written by Isaac Asimov in 1942 [2].   
Nowadays, the word robot is often used for many devices that have the ability to work 
automatically or can be controlled remotely, especially a machine that can be programmed 
programed to perform the tasks which are normally done by people.  According to the Robot 
institute of America (1979) a robot is defined as A reprogrammable, multifunctional 
manipulator designed to move material, parts, tools, or specialized devices through various 
programmed motions for the performance of a variety of tasks [3]. In the dictionary, a robot 
is defined as “a machine that can perform a complicated series of tasks automatically, 
especially one programmable by a computer”. Another definition for robot is “a mechanical 
device that sometimes resembles a human and is capable of performing a variety of often 
complex human tasks on command or by being programmed in advance”. A robot is defined 
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as “an active, artificial agent whose environment is the physical world” [4]. Simply we can 
define “Mobile Robots” as the vehicles with the ability to change their locations. These 
robots can move on grounds, on the surface of water, under water and in the air.  
Over the past couple of decades, an increasing interest in robotic systems has become popular 
in several engineering fields. Robots in the early days were mainly used in industrial settings, 
and the usage of robots nowadays can be seen in a wider perspective. Robotic systems have 
proven to be crucial in the fields such as manufacturing automation, space and deep sea 
exploration that are difficult for humans to explore, dangerous and hazardous mission (e.g. 
rescue, police and military missions). Another application area is in the entertainment sector 
such as humanoid robots and life-like new toys that talk and respond similar to real lives. A 
couple of examples should be better provided to give an idea of the wide applicability of 
autonomous robotic systems.   
One of the best examples of such humanoid and toy robot is ASIMO (Advanced Step in 
Innovative Mobility) developed by Honda company [5]. Honda has worked on an interactive, 
walking robot since 1989, aiming to improve the quality of life. Their first version of ASIMO 
designed both to function in a human environment and also incorporate predicted motion 
control, hence it shows a more natural walking movement. The newest version of ASIMO 
was designed to operate in real world environments including multi-functional mobile 
assistant, with the ability of walking and running on two feet at speed up to 6 km/h. With the 
aspiration of helping those who lack of full mobility, ASIMO is frequently used in 
demonstration to encourage the study of science and mathematics.  
Another field of application of robots is in space and deep sea explorations specially for 
scientific purposes. Spirit and Opportunity are identical twin robotic rovers developed by 
NASA for Mars exploration rover mission [6]. These rovers are designed for the NASA’s 
Mars Exploration program, a long-term, multi-mission effort to understand Mars as a 
potential place for past or present life, to seek signs of life, and to prepare for human 
exploration. ATHLETE lunar rover is a six-legged robotic under development by the NASA-
JPL to be used on moon as a testbed for systems and the first prototype was developed in 
2005 [7], [8]. This robot uses its wheels for efficient driving over stable, gently rolling terrain.  
Its 6-DOF legs allow more capabilities than other robotic systems such as Mars exploration 
rovers.  
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A different application area in which autonomous robot can be used is in underwater 
explorations. An autonomous underwater vehicle (AUV) is a robot which has the ability to 
travel underwater without any assistance from an operator. These vehicles can explore the 
seafloor, pipe inspection, and study marine creatures while chasing fish to get new scientific 
information. Tuna-Sand is an AUV developed by the University of Tokyo aiming for 
searching the abundant marine resources such as methane hydrate energy resources, and 
natural creatures [9]. Commercially, AUVs have demand in the oil and gas industries to make 
detail maps of the seafloor before they start the constructions. In the research study, scientists 
use AUVs to study lakes, the ocean, and the ocean floor.  
Industrial robots are on the verge of revolution in manufacturing as they become smarter, 
faster and cheaper. They are enriched with more ‘human’ capabilities and facilities such as 
sensing, skills, memory and trainability. As a result, they are taking more jobs and continuing 
the work for a long time accurately. Industrial robots have been employed in applications 
such as manufacturing, military applications and goods transformation. Robots offer specific 
benefits to workers and industrial robot can improve the quality of life by freeing workers 
from dirty, boring, dangerous and heavy labor jobs, and this will benefit industries to improve 
the management control, productivity and consistently high quality products.  KUKA is one 
of the industrial robots used in automotive industries for 30 years [10]. It is an all-rounder 
enriched with multi-talents which perform a vast range of tasks no matter what the task is – 
welding, foundry operation, laser applications or palletizing, as well as painting and 
assembling in the production chain. 
Robots in the goods transportation in industries applications is one of the growing research 
areas where autonomous robots are designed, in which AGV (Automated Guided Vehicle) 
plays a big role. AGV identifies driverless fork-trucks which are used in industrial 
applications to carry objects or materials from/to programmed position to/from destination 
position. AGVs can be employed for towing objects behind them in trailers to move the raw 
materials of finished products, for storing the objects on a bed and for goods transportation 
such as food, textiles, etc. AGVs are employed nearly in every industry, including, paper, 
metals, newspaper, and most of the general manufacturing.  
Robots can be categorized into different types by locomotion and kinematics as stationary 
robots, wheeled robots, legged robots, swimming robots, flying robots, etc. One big class of 
robots that includes some of the categories mentioned above has attracted special attention in 
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that of “Mobile robot”. It can be defined as “a robot vehicle capable of self-propulsion and 
(pre)programmed locomotion under automatic control in order to perform a certain task” [11]. 
The classification can be summarized as in Figure 1-1. 
Mobile Robots
Guided
(AGV)
Non-Guided
(Free ranging)
Air/Space Land Underwater
Tracked WheeledLegged
 
Figure 1-1: Categorization of mobile robots 
As the largest category, mobile robot covers a broad range of potential applications, such as 
the material handling and transportation of objects in industries, warehouses, airports, harbors, 
offices etc. The service robots are employed to vacuum and clean the apartments and the 
inspection robots operate in hazardous environments, space exploration and reconnaissance 
actions in military or extraterrestrial environments. Although the demand for these robotic 
applications is increasing, the limitations of the existing robots in the real world, as well as 
their high cost, have become a big barrier in practical utilization. The bottleneck in this 
research effort is targeting the problems of wheeled mobile robots’ path planning and 
navigation in structured environments, and the lack of required flexibility and adaptation in 
different unknown structured environments and setups. 
1.2 Autonomous mobile robots 
Future robots are required to be more autonomous than present robotic systems. One 
important area of robotics is to enable the robot to cope with its working environment which 
can be land, underwater, in air, underground or in space. The robot requires several 
capabilities to be autonomous and be able to operate in an intelligent. To a robot to be fully 
autonomous, it should have a capability of gaining information about the environment, work 
for an extended period without human assistance, move itself in its operating environment 
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and avoid the obstacles and situations that are harmful to people. These capabilities fall into 
three categories: Robot sensing, path/trajectory planning and control [12]. 
Robotic sensing:  
Exteroception is the sensing things in the working environment. It is a branch of 
robotic science intended to give robot sensing capabilities, so that the robot can be 
more like a human. Sensing process mainly provides the facilities for the robot to see, 
touch, hear and move and inbuilt algorithms will use these environmental feedbacks. 
Robot needs to gather the information about its surrounding environment by using 
different types of sensing devices. Autonomous robots should have a range of sensors 
to those information to perform their tasks and the raw sensory data needs to be 
analyzed and transformed into an analytical form that represents the environment. 
Path/Trajectory planning:  
Motion planning is used to execute a given task such as robot navigation in an 
environment to move from one position (start position) to another position (goal 
position). Motion planning of mobile robots allows the robot to decide how to reach a 
given goal position (achieve a given task). It is sufficient for the user to provide an 
activity for the robot, and then the robot determines its own actions to achieve it. 
Motion planning problem is as old as robots are; however, most of the revolutionary 
research work were conducted during the 1980s [13]. Motion planning problems can 
be divided into two which are called path planning and trajectory planning [14].  
Planning the motion of the robot requires the generation of an executable trajectory. 
There is an important distinction between path planning and trajectory planning. Path 
planning refers to create a series of collision free positions and the geometric 
configuration of the robot (position and orientation) wherein the dynamics of the 
robots are neglected; while trajectory planning refers to create the time profile of the 
path including the linear and angular velocities to track the path. Typically trajectory 
planning includes a step for path generation followed by a step for time profile 
generation, as it is usually easier to create the path first and then assign the velocity at 
each step along the path. Once the trajectory is created, it can be executed by the 
robot’s control subsystem.  
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Control:  
It’s a low-level control required to execute each planned task. This provides the 
sequence of controlling command for the actuators to perform the required motion of 
the robot while tracking its motion following the generated path or trajectory. 
Robots that are enriched with such capabilities have the ability of autonomous planning and 
execute different tasks successfully. The sensing capability gives the sense about the 
environment for the robot. This allows the robot to find the answers for the first question, 
“Where am I?” repetitively. Then the robot’s path planning gives the answer for the next 
question of “Where should I go?”.  This capability allows robot’s brain to plan how to reach 
the goal location safely avoiding the obstacles answering the third question, “How do I go 
there?”. Finally, the control capabilities are responsible for executing the motion of the robot 
by tracking its path for the planned subtasks. 
1.2.1 Mobility 
The mobility of robot is defined as the degree of freedom that the robots can move freely in 
the environment. The first type of practical robot was in industrial settings named as 
‘Unimate’ which is a robot manipulator [15]. These robots have been used in manufacturing 
sites and they are programmed in such a way to perform a repeatedly executing sequence of 
actions over and over again, faster, cheaper, and more accurate than that of humans.  
1.2.2 Autonomy  
Autonomy or autonomous behavior is contentious in robotics because of the definition how a 
robot be autonomous. It is a quality of a robot which is rather abstract in nature and rather 
difficult to measure parametrically. There is a clear distinct between the automatic and 
autonomous where the automatic means that the robot will do as we programmed and 
autonomous means that the robot has an ability to make a choice free from outside influence.  
Autonomy of a robot depends on a priori knowledge or information from the environment to 
achieve the assigned tasks. Based on autonomy ability, robots can be categorized into three 
autonomy classes of non-autonomous, semi-autonomous and fully-autonomous robots.   
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Non-autonomous robots: 
These robots are completely remotely controlled manually by a human operator. It 
needs to be told what to do, how to do, and when to do. These types of robots do not 
have capability to learn or think for themselves. The intelligence involved in these 
roots consists of understanding the commands received from human controllers. 
Semi-autonomous:  
A semiautonomous robot is controlled by its program and is restricted to what its 
program tells it.  
Fully-autonomous:  
Fully autonomous robot has complete control over its actions and it can think for itself 
in any environment. It has the capability to learn and adapt to the world without any 
external guidance very much like human beings, and suitable for performing 
intelligence motion actions. Therefore, the robots do not require any human 
interaction to fulfill their tasks.  
Requirement for the robot to be autonomous or not is decided depending on the situation 
where it is used. For robot manipulators in industrial settings, it is not a problem robots being 
non-autonomous or semi-autonomous. In fact, in manufacturing industries probably do not 
want let the robot to do things by themselves, but those robots do what they are asked to do. 
Besides this, non-autonomous (automated) robots that can perform the same sequence of 
actions over and over again are less expensive and more reliable than manpower.  
On the other hand, when using autonomous robots to perform tasks of which we do not know 
each and every step of the process to be taken, we do not want to specify each and every 
action. It is enough to specify some general goal that the robot has to achieve, and it will 
complete the task by determining itself how to get to this goal. Therefore the robot for such 
applications should be semi or fully-autonomous.  
1.3 Wheeled mobile robot 
Wheeled Mobile Robots (WMRs) can be defined as wheeled vehicles that can move in its 
environment with or without external guidance. They become autonomous WMRs if the 
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robots can move autonomously without any assistance of an external operator.  A WMR is 
enriched with a set of motorized actuators and controllers, and a set of various sensors, which 
helps robot to perform a useful task. Controlling the motion of the robot is done by an 
onboard computer which gathers the information by the sensors and makes the decision based 
on requirements of the assigned task. The WMR has a distinct feature to move around freely 
within its working environment to perform an assigned task unlike the industrial robots that 
are allowed to move within a fixed specific workspace. 
The ever increasing demand and applications of WMRs justify the research needs and 
potentials of this very fascinating topic. We should expect WMR in the future to have 
stronger autonomous capabilities and higher agility, be able to self-learn and reliable for 
continuous operation regardless of time and environment. 
1.4 Robot navigation 
In each of the mentioned application areas in section 1.1, the autonomous robot requires 
autonomy and mobility in order to achieve its tasks. In such conditions it needs to move 
through some environments which can be known or unknown. This moving of the robot 
around its environment is known as robot navigation. 
Navigation of mobile robot is a broad research area which covers a large spectrum of 
different technologies and applications. The key different between the human and robot 
navigation is quantum difference in perceptual capability [16], [17]. Human can detect, 
classify, and identify environmental features under different environmental conditions. The 
current robots, even with the stationary obstacles, have limited perceptual and decisional 
capabilities in detection and avoidance while moving in obstacle environments.  
Robot navigation means the ability of mobile robot to determine its own position in its frame 
of reference and plan a path towards the goal position.  While navigating a robot safely from 
one location (start point) to another (goal point), the robot has to solve three significant 
questions [18]. 
1) Where am I? – Localization:  
Localization is the process of finding where the robot is, relative to some environment. 
The robot has to know its own position in order to make useful decisions. The robot 
localization finds the solution for this question. 
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2) Where am I going? – Mapping: 
While the robot is moving, it has to sense the environment, identify key features 
which will allow the robot to register information around its environment.  In order to 
fulfill the task the robot should know where it is going. It has to identify a goal and 
the direction to move. 
3) How do I get there? – Path Planning: 
Once the robot gets to know where it is and where it has to go in its working space, it 
has to decide how to get there by satisfying the given constraints such as avoiding 
obstacles, etc. Finding a way to get to the goal location is known as path planning. 
For any mobile robot, the ability to navigate in its environment is more important. But the 
navigation task seems difficult due to the complexity of problems. Avoiding the dangerous 
situations such as collisions with the objects, and unsafe conditions such as temperature, 
radiation, exposure, etc. comes first in navigation.   
In mobile robot navigation, there are some challenges in order to solve the above three 
questions. These are associated with object recognition and landmark detection, obstacle 
avoidance, sensor data fusion, etc. can be explained briefly as below.  
Object and landmark detection 
Robot’s fundamentally need is to recognize its environment such as objects and 
landmarks in order to be able to perform its tasks. If the environment is not known in 
advance, sensor data processing may need a lot more computational power than in 
known environment. The solutions that used in known environment may not be 
applicable for unknown environments. Whether the environment is known in advance, 
recognition of the objects will come with a significant amount of uncertainty. 
Obstacle avoidance 
In robotics, obstacle avoidance is the fundamental task that satisfies the colliding free 
motion with the obstacles in their environments. Obstacle avoidance in dynamic 
environment where there are multiple moving obstacles is a much difficult problem. 
A robot uses path planning techniques to plan a collision free path from one location 
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to another location. If the obstacles in the environment are dynamic, the path planning 
becomes a NP-hard problem (non-deterministic polynomial time hard problem). 
Multi-model sensor fusion 
Robot needs to obtain the information using the sensors and need to be processed to 
determine what is going on in the environment.  Different types of sensors can be 
used and they will give different information about the environment. Those data can 
be inconsistent or incorrect data readings, and therefore, sensor fusion is used to 
combine the data from different sensors in such a way that the estimating information 
has less error and uncertainty than when these sources are using individually.  
1.5 Mobile robot localization 
Frequently, robots find themselves asking the question “Where am I?”. This implies that the 
robot has to find its own position relative to the frame of the environment. Knowing the 
robot’s location, and being able to navigate one location to another location is extremely 
important for autonomous mobile robots.  This process of finding its location against a map 
in a defined framework which is known as localization. Localization is a key component in 
many autonomous mobile robots. If a robot does not know where it is relative to the 
environment, it will face difficulty to decide what to do.  
Complexity of localization problems is growing with the dynamics of the environment where 
the robot moving. Most of the mobile robot localization researches have been focused on 
performing localization in the static environments. In such environments, the robot is the only 
moving object and others are stationary. Obviously this is not the case in the real world. 
Dynamic environments contain other moving objects in addition to the stationary ones, and in 
these environments localization is significantly more difficult.  
1.6 Research statement, motivation and objectives 
Mobile robot path planning is one of the problems that need to be solved to achieve full robot 
autonomy; therefore, the need for a robust, adaptive, intelligent planner has become essential. 
Many approaches have been proposed, but so far, no robotic system can navigate efficiently 
in the real world without human supervision or guidance. If the environment is unknown or 
changing, the traditional path planning approaches such as Visibility graph, Voronoi diagram, 
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cell decomposition, etc. are not suitable for planning the path for mobile robot and the path 
planning problem becomes complex.  
Since the artificial potential field is one of the best methods that can be used for path 
planning in known or unknown environments as well as in static or dynamic environments, 
we have chosen it as the basic technique for our investigation. Even though it is simple in 
analysis and implementation, it is suffering local minima problem causes the dead-lock of the 
robot. Number of research papers have addressed this problem and provided some solutions 
but only for special situations only.  
The objective of this research is to propose an artificial potential field based path planning 
algorithm for solving mobile robots in structured unknown environments. This algorithm 
should consider most of the situations the dead-lock can happen. To solve this problem, 
robot’s velocity is considered to generate a new repulsive force component which forces the 
robot to move away from the dead-lock positions. In addition to the main objective of the 
thesis, we aimed to develop a segmentation and feature extraction algorithm for 2D laser 
range data; which provides the necessary information for the implementation of the path 
planning algorithm in geometrical environment.   
1.7 Structure of the thesis 
The thesis consists of six chapters. The first chapter of this work thoroughly deal with the 
autonomous robotics related definitions and applications, and mobile robot path planning and 
localization problem. In Chapter 2, we provide the necessary background to define the path 
planning problem, path planning algorithms and classification, and mathematical overview of 
the conventional Artificial Potential Field method. Existing problems of the conventional 
approaches have been deeply reviewed in this chapter. In Chapter 3, a detailed discussion of 
the proposed Artificial Potential Field based algorithm along with the performance analysis 
of the proposed method and results for the static and the dynamic environments is presented.  
The parallel implementation of line segmentation and feature extraction algorithm from 
structured environment is presented in Chapter 4. Chapter 5 introduces the implementation of 
the segmentation and feature extraction method for mobile robot path planning in geometrical 
environment. Finally, chapter 6 provides a conclusion and suggestions for future work.  
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CHAPTER 2  
Path Planning Background and Literature 
Review 
The mobile robot path planning is the task to find a collision-free path, through an 
environment with obstacles, from a specified start location to a desired goal destination. This 
chapter classifies the path planning problems and various path planning approaches in 
different ways, and gives some general information about traditional path planning methods 
in different environments such as the Visibility Graph method, Grid method, and Artificial 
Potential Field method by literature survey.  Deep mathematical explanation for artificial 
potential field and its application in path planning problems of mobile robot is discussed. 
Further, the drawbacks related to the potential field method are discussed case by case.  
2.1 Path planning problems 
Path planning (or sometimes referred as motion planning) is an essential component in 
navigation of mobile robots [19]. It is a common application of computer science and 
robotics where a path has to be found between points within an environment.  
The robot path planning (RPP) problem is also called as the collision-free path planning 
problem, where a robot attempts to search for a path without colliding with the obstacles 
along the way when moving a robot from its initial position “A” to a final destination “B”. 
RPP problem is a kind of problem, where it provides a sequence of configurations in sought 
of the collision-free path.  
The estimated path should also include the robot mobility constraints and map boundaries for 
the safety of the robot. These types of path planning algorithms are exercised in several 
robotic applications, including: finding the obstacles free path for autonomous robots, 
planning the manipulator’s movement of a stationary robot or industrial robot arms and for 
multi-agent robots motion to different locations on a map to accomplish certain goals in 
manufacturing and services applications. 
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Path planning is considered as a major problem in robotics since its complexity increases 
exponentially with the dimension of the configuration space or working environment. The 
configuration space is defined as the space that a physical system may attain with respect to 
the external and environmental constraints. The representation of the environment may be 
already known or may be discovered by localization and mapping methods for mobile robot 
path planning problems.  
Depending on the environmental information available the path planning problems can be 
classified into two categories namely static and dynamic [14]. This is basically the problem 
where the robot has to perform the task and how the environment looks like.  
1) Path planning problems in static environments  
2) Path planning problems in dynamic environments 
In the path planning problems in static environments, all the environmental information is 
known a priori the motion of the robot with no changes. This type of path planning problems 
are referred as the path planning problems in known environment; i.e. all the information 
about the objects in the working space is known. Once the path is planned before the robot 
start to move, there won’t be any changes of the determined path during the motion of the 
robot. In the case of dynamic path planning problems, no priori information about the 
environment is given or known partially, i.e. the visible parts of the obstacles. When the robot 
reaches the given goal, it plans the path based on the available information. As the robot 
follows its path it discovers more obstacle information; and this is used to update the 
environmental representation and to re-plan the path.  This process of updating the 
environmental information and the re-panning of the path is continued until the robot 
accomplishes its goal.  
Each of the above two categories could be further divided into two sub-categories based on 
how much the robot knows about the entire information of the surrounding environments. 
1) Robot path planning in a clearly known environment where the robot already knows 
the map of the environment before it starts to move.  
2) Robot path planning in a partially known or uncertain environment where the robot 
does not have the environmental knowledge. 
The following Figure 2- 1 shows this path planning problem classification in the point of 
view of the knowledge about the environment.  
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Figure 2- 1: Classification of the robot path planning problems 
1) Path Planning in a Static Known Environment 
In a known static environment, the robot should know the entire information of the 
environment before it starts to move. Therefore the robot can compute the optimal 
collision free path offline prior to the mission.  
2) Path Planning in a Dynamic Known Environment 
In this kind of environment robot has the knowledge about the other moving objects 
means that the robot is capable of getting information about their location, velocity, 
acceleration, etc. Such information can be received from each moving object or from 
a different central communication system.  
3) Path Planning in a Static Unknown Environment 
In a static and unknown environment, robot navigation is more difficult than that in 
static and known environment. This is due to the uncertainty of the information 
received from the sensors of the environment. Therefore, the optimal result cannot be 
obtained and the robot has to use local information to calculate the path while the 
motion.  
4) Path Planning in a Dynamic Unknown Environment 
Path planning problems in dynamic and unknown environment is the most 
complicated case in robot path planning. And this is said to be the most common 
situation that mobile robot will confront. In such dynamic unknown environments, the 
robot cannot use any global path planning technique and local path planning is the 
best. The global optimization is impossible to be obtained. The robot has to be 
enriched with a lot of sensors for acquiring the information of surrounding 
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environment and do online real-time path planning. The planning time for the robot 
should be short because the robot needs a sufficient time interval to adjust its 
movement in order to avoid the coming obstacles.  
In the path planning problems in known environments, the resultant path should be short, 
minimizing distance between the points and it includes the optimization of time, energy and 
smoothness. Other constraints may also be considered, such as requesting a path of sufficient 
width, avoiding walls, avoiding obstacles, safety or minimizing the number of turns. The 
travelling distance is one of the most typical optimization criterions. Shorter path between the 
starting and goal position is expected for faster travelling and to minimize the energy 
consumption; however, most of the conventional path planning approaches do not take path 
safety and path smoothness into consideration. The safety constraint is an important factor to 
both the robot and its surrounding objects. Path smoothness, on the other hand, enhances the 
energy consumption and the execution time. Smoothness is also a constraint and affects most 
mobile robots because of the bounded turning radius of the robots use steering turning 
method. Omni-directional robots which has no non-holonomic constraints and capability to 
travel in all the directions under any orientation, do not consider the smoothness of the path 
because of its capability of rotation about its center point. In a known environment path 
planning problem basically finds an optimal or near optimal path with respect to the problem 
criteria. But in dynamic or unknown environment the solution will not be optimal but it finds 
a collision-free path to reach the goal position.    
The degree of difficulty of robotics path planning varies greatly depending on a couple of 
factors as mentioned bellow. 
 Whether all the information regarding the obstacle (size, location, motion, etc.) is 
known before start to move the robot. 
 Whether these obstacles are dynamic obstacles which are moving around or static 
obstacles which stay in a place as the robot moves. 
The different scenarios of path planning problems can be described as in the following Table 
2- 1. 
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Table 2- 1: Different Scenarios of Path Planning Problems 
 Status of the obstacles 
Environmental information Static obstacles Dynamic obstacles 
Completely Known Case I Case II 
Partially Known Case III Case IV 
Completely Unknown Case V Case VI 
  
Case I is the simplest scenario and in this case all the obstacles are fixed in their position and 
all the details about the obstacles are known priori the path planning takes place. Path 
planning problems specially in this category is usually solved in the following two steps. 
 Define a graph to represent the geometry of the environment (geometric 
representation) 
 Perform a path search to find the connectivity between the nodes containing the start 
point and the goal point 
Geometric representation of the environment differs depending on which approach is used in 
the path planning problem in known static environment. There are three commonly used 
approaches in such conditions. 
 Roadmap method 
 Cell decomposition method 
 Potential field method 
These three approaches solve the basic path planning problems in case of the “Case I” and in 
case of other situations some other path planning techniques have been introduced.  There are 
three useful terms that are commonly used in graph based path planning techniques; 
configuration space (Cspace), obstacle space (Cobstacle), free space (Cfree) and free path.  
Configuration space (Cspace) concept is basically used in robot path planning in an 
environment including stationary known obstacles (Case I). Configuration space is a 
transformation of physical space where the robot and obstacle has the real size into another 
space where the robot is treated as a particle. This is achieved by shrinking the size of the 
robot to a point while expanding the obstacles by the size of the robot.  
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Free space (Cfree) is defined simply as the consist of areas which are not occupied by the 
obstacles of the configuration space. 
Obstacle space (Cobstacle) and free space are the two sub spaces in the Cspace. Cobstacle which are 
defined as a set of infeasible configuration that represents the obstacles existing in the Cspace.   
Free path is the path between the starting point and the goal point which lies completely in 
the free space and does not come into contact with any obstacle in the environment.  
2.2 Path planning approaches 
Path planning approaches for mobile robots is one of the most important aspects in robotic 
navigation. Numerous path planning approaches have been developed; some of them are 
applicable for a wide verity of path planning problems, whereas others have a limited 
applicability. In mobile robot path planning, most commonly used techniques such as; 
roadmap methods for example Visibility Graph (VG) [20], Voronoi Diagram (VD) [21], Cell 
Decomposition (CD), Artificial Potential Field (APF), Virtual Force Field (VFF), Virtual 
Force Histogram (VFH), classical Wall Following (WF), Neural Network based approached 
(NN), Fuzzy Logic (FL), Genetic Algorithm (GA) [22], [23], [24], Particle Swam 
Optimization (PSO) [25] [26] [27], Ant Colony Optimization (ACO) [28], [29], Simulated 
Annealing (SA) [30], [31] etc  have been introduced in literature [13]. These approaches are 
not necessarily mutually exclusive, and a combination of them is often used in developing a 
path planning problem.  
These path planning approaches can be categorized into two categories based on two aspects 
of completeness and the scope [19] [14] [32] [33] [34] [35] [36]. From the completeness 
point of view the approaches can be categorized as classical and heuristic methods. Classical 
methods aim to find an optimal path if exists or proves that there is no solution. Heuristic 
methods try to find a better solution (path) in a short time but do not guarantee to find a 
solution always [14] [37]. Some examples approaches for the above classification can be 
given as bellow. 
1. Classical approaches 
 Roadmap  
 Cell Decomposition (CD) 
 Artificial Potential Field (APF) 
 19 
 
 Mathematical Programming 
 Virtual Force Histogram (VFH) 
 Virtual Force Field (VFF) 
 Subgoal Network (SN) 
2. Heuristic-based approaches 
 Neural Network (NN) 
 Genetic Algorithm (GA) 
 Particle Swarm Optimization (PSO) 
 Ant Colony Optimization (ACO) 
 Simulated annealing (SA) 
2.2.1 Roadmap approach 
The roadmap approach, also known as the Retraction, Skeleton, Highway or the Freeway 
approach, is one of the earliest path planning methods [38] that have been widely employed 
to solve the shortest path problem. This approach is dependent upon the concept of 
configuration space (Cspace) and continuous path. In this approach, the Cspace is used and the 
key feature of this approach is the construction of a roadmap or a freeway. 
The roadmap method is based on capturing the connectivity if the robot’s free space in the 
form of a network of 1-D curves (straight lines). This set line straight lines which connect 
two nodes of different polygonal obstacles lie in the free space Cfree represent the roadmap. 
All the segments that connect a vertex of one obstacle to a vertex of another without entering 
the interior of any of the polygonal obstacles are drawn.  
If a continuous path can be found in the free space of the roadmap, the initial and goal points 
are then connected to this path to arrive at the final solution, a free path. If more than one 
continuous path is found and the number of nodes in the graph is relatively small, Dijkstra’s 
shortest path algorithm is often used to find the best path.   
Various types of roadmap approaches including the visibility graph, voronoi diagram [13], 
[14] , [39], the freeway net and silhouette have become more popular in robot path planning 
in known environments than the others.   
One of the oldest path planning methods is the visibility graph method which was introduced 
by N.J. Nilsson early in 1969. The visibility graph is the collection of lines in the free space 
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that connects a feature of an object to that of another. In its principal form, these features are 
vertices of polygonal obstacles. A basic example construction of visibility graph is given in 
Figure 2- 2(a). One of the disadvantages of visibility graph is that the resultant shortest paths 
touch the obstacles at the vertices or even edges and thus it is not safe. Even though such 
short comings are existing in VG method, it is still useful in the environments in which the 
obstacles can be represented as polygonal shapes.  
The Voronoi diagram is defined as the set of points that are equidistant from two or more 
object features. It is a collection of regions that divides the plane. When the edges of the 
convex obstacles are taken as features, the VD of the Cfree consists of a finite collection of 
straight line segments and parabolic curve segments. It is necessary to mention that the use of 
VD is highly dependent on the sensory range and its accuracy, because this method 
maximizes the distance between the obstacles and the robot. This has a capability of 
addressing the drawbacks of the VG. A simple VD example is given in Figure 2- 2(b). 
Start
Goal
(a) (b)
Goal
Start
 
Figure 2- 2: Roadmap based path planning: (a) Visibility graph, (b) Voronoi diagram 
The roadmap is classified as a complete approach, (i.e. it finds a free path, if one exists.) 
however, other non-complete (probabilistic) variations exist for constructing and searching 
the roadmap [40]. Probabilistic roadmaps in general, improve the speed of the algorithm. 
However, the principle disadvantages of the roadmap approaches are: 
(i) The roadmap goal is to find a free path (not an optimal path or near-optimal) 
(ii) It is complex and not suitable for dynamic environments due to the need for 
reconstructing the roadmap whenever a change occurs. 
Obstacles 
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2.2.2 Cell Decomposition (CD) approach 
Cell decomposition method is highly used in literature in path planning problems. The basic 
idea behind this approach is to find a path between the initial point and the goal point that can 
be determined by subdividing the free space of the robot’s configuration into smaller regions 
called cells. In this representation of the environment it reduces the search space or in other 
words, the Cfree is decomposed into cells. After this decomposition process, a search operator 
is used to find a sequence of collision-free cells from starting point to the goal point. This 
connectivity graph is generated according to the adjacency relationships between the cells, 
where the nodes represent the cells in the free space, and the links between the nodes show 
that the corresponding cells are adjacent to each other. From this connectivity graph, a 
continuous path or channel can be determined by simply connecting adjacent free cells from 
the initial point to the goal point.  
In the case of a cell is corrupted by containing a part of an obstacle, the corresponding cell is 
divided into two new cells and then the obstacle-free cell would be added to the collision-free 
path [41].  Steps to be followed in CD based path planning approach for mobile robot can be 
described as bellow. 
 Divide the search space to connect regions called cells. 
 Construct a graph through adjacent cells. In such a graph vertices denote cells and 
edges connect cells that have common boundary. 
 Determine goal and start cells and also provide a sequence of collision-free cells 
from start to goal cells. 
 Provide a path from the obtained cell sequence. 
Different CD techniques have been introduced [41]. 
 Exact Cell Decomposition  
 Approximate Cell Decomposition 
 Probabilistic Cell Decomposition 
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Exact cell decomposition 
The principle of exact CD approach is to first decompose the free space Cfree which is 
bounded both externally and internally by polygons, into a collection of non-overlapping 
trapezoidal and triangles, called cells. The generated cells are complicated due to their 
irregular boundaries. This is performed by simply drawing parallel line segments from each 
vertex of each interior polygon in the configuration space to the exterior boundary as shown 
in Figure 2- 3. These individual cells are numbered and represented as the nodes in the 
connectivity graph. The connectivity graph is constructed by searching the adjacency relation 
among the nodes and linking the configuration space. A path in this graph corresponds to a 
channel in free space, which is illustrated by the sequence of stripe cells. Hence this channel 
is then translated into a path in this graph by connecting the centering points of cell 
boundaries together from the initial configuration to the goal configuration. Such 
configuration results in providing unnecessary turning points in the point in the path, makes 
the motion unnatural [42]. 
The exact cell decomposition is considered complete, but this accuracy is a more difficult 
mathematical process for which the computational time is high, especially in crowded 
environments.  
Start 
Goal 
Start 
Goal 
(a) (b)
 
Figure 2- 3: Exact cell decomposition: (a) Configuration space (Cspace), (b) Path generated by connecting the 
connectivity graph in the free space (Cfree) 
 
 
Obstacles 
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Approximate cell decomposition 
This approach of cell decomposition is different from the exact CD because it uses a 
recursive method to continuous subdividing of the cells until one of the following scenarios 
occurs. 
 Each cell lies either completely in Cfree space or completely in the Cobstacle region 
 An arbitrary limit resolution is reached 
Approximate cell decomposition method is also referred as “Quadtree” decomposition and it 
effectively reduces the computational complexity. This method is recursively decomposing 
the Cspace into smaller cells by dividing a cell into four smaller identical new cells each time 
in the decomposition process (see Figure 2- 4). This decomposition continuously subdivides 
the cells until it fulfills one of the above criteria with an arbitrary resolution limit. After the 
decomposition process, the free path can be found easily through the initial point to the goal 
point by following the adjacent, decomposed cells in the Cfree.  
Both the exact and approximate cell decomposition methods have advantages and 
disadvantages. The decomposition should be guaranteed to be complete, meaning that if a 
path exists, exact cell decomposition will find the path, however, it is a more difficult 
mathematical process to get high accuracy. Approximate cell decomposition is not as 
expensive as exact cell decomposition, and can yield similar or if not exactly as the same 
results as those of the exact cell decomposition. However, cell decomposition approaches are 
not suitable for dynamic environments due to the fact that when a priori unknown object 
appears, a new decomposition must be performed. 
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Figure 2- 4: Approximate cell decomposition: (a) Configuration space (Cspace), (b) Obstacle free path after 
approximate cell decomposition 
Probabilistic cell decomposition 
Probabilistic cell decomposition (PCD) is similar to approximate CD method except the cell 
boundaries which do not have any physical meaning. PCD is a probabilistic path planning 
approach which combines two concepts of approximate cell decomposition and probabilistic 
sampling methods. PCD resembles an approximate cell decomposition method where the 
cells have a simple predefined shape. As in approximate cell decomposition methods, PCD 
divides the configuration space, Cspace into closed rectangular cells. PCD does not require an 
explicit representation of the obstacle configuration space, Cobstacle but collision avoidance 
algorithm is able to check the collision free configuration space. Therefore, it does not know 
whether a cell is entirely free or entirely occupied by the obstacles. A cell is called “possibly 
free” as long as only collision free sample has been found in the cell. Accordingly, it is called 
“possibly occupied” if all the samples that have been checked are colliding. If both collision 
free and colliding samples have been found in the same cell, it is called “mixed” and it has to 
split up into possibly free and possibly occupied cells. Even though the approximate CD and 
PCD methods have the advantages of fast implementation, they are not reliable in the 
environments in which the free space, Cfree has a small fraction of the environment. 
2.2.3 Artificial potential field approach 
The potential field method is based on a grid representation by discretizing the space into fine 
regular grid of the configuration. This method involves modeling the robot as a particle 
moving under the influence of the artificial potential field that is generated by the obstacles 
Obstacles 
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and the goal of the configuration space. The potential field method is based on the idea of 
attraction/repulsion forces; the attraction force tends to pull the robot towards the goal 
configuration, whereas the repulsion force pushes the robot away from the obstacles. At each 
step, the total potential force, generated by the potential function at the robot’s current 
location, changes the direction and moves the robot incrementally to the next configuration. 
Thus, the computed information is directly used in the robot’s path planning and no 
computational power is wasted.  
The artificial potential field concept was first introduced by Khatib [43] as a local collision 
avoidance approach, which is applicable when the robot has no a priori knowledge about the 
environment, but the robot can sense the surrounding environment during the motion 
execution. The only drawback of this method is the local minimum problem; since this 
approach is local rather than a global (i.e. the immediate best course of action is considered). 
The robot can get stuck at a local minimum of the potential field rather than its global 
minimum, which is the target destination. This is generally referred as “Dead-lock” in robot 
path planning.     
Escaping the local minimum is enabled by constructing potential field function that contains 
no local minimum or by coupling this method with some other heuristic techniques that can 
escape the local minimum [44]. The artificial potential field approach can be turned into a 
systematic motion planning approach by combining it with graph search techniques [13]. We 
have discussed more about the artificial potential field approach in Section 2.3.  
2.2.4 Other path planning approaches 
Although most conventional and graph search approaches provide a good solution (optimal 
with respect to the traveling distance criterion), they have several disadvantages, the approach 
lack the capability to cover all the mobility constraints, and cannot be directly utilized in 
dynamic environment [14].  
Mathematical programming 
Mathematical programming is another conventional path planning approach. This approach 
represents requirements by a set of inequalities for obstacle avoidance in the configuration 
space Cspace. Path planning problem is formulated as a mathematical optimization problem 
that finds a solution which defines a curve between the starting point and the goal point by 
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minimizing certain parameter quantities. Since this type of optimization problems are 
nonlinear and many inequality constraints, numerical methods are used to find a solution.  
Genetic algorithm 
Genetic algorithm was introduced by John Holland in 1960s and it mimics the process of 
biological evolution in order to solve the problems. This technique is successfully applied in 
the optimization problems such as classical traveling salesman problem, etc. Various studies 
on GA have been done in path planning problems. GA is one of the widely used algorithms in 
path planning because of its global optimization ability [45]. Path planning using GA shows 
good obstacle avoidance capability and path planning in unknown environments but it 
increases the length of individuals by adopting binary encoding and that causes low 
efficiency of the occupied memory [46].   
Particle Swarm Optimization (PSO) 
Particle swam optimization is a population based algorithm inspired from animals’ behaviors 
that is use to find the global minimum by using particles to get influence from the social and 
cognitive behaviors of swarm. In the PSO, basic particles are defined based on their position 
and their velocity in the search space. Particles get attracted towards positions in the search 
space that represent their best personal finding and the swarm’s best finding (local-best and 
global-best positions) [47]. However, the PSO has its own weaknesses in terms of  i) 
controlling parameters ii) premature convergence, and iii) lack of dynamic adjustment which 
results in the inability to hill-climb solution [48], [49], [50]. In order to overcome these 
drawbacks associated with the PSO, some modified versions of PSO have been introduced 
for path planning and mobile robot navigation. But in many studies, PSO has shown the 
performances better than GA [51], [52], [53], [54], [55].  
Ant Colony Optimization (PSO) 
Ant colony optimization method is inspired from ants’ social behaviors and imitates the 
collective behavior of ants foraging from a nest towards a food source in order to find an 
optimum in the search space [52]. Ants use a chemical substance called pheromone to mark 
the taken path and this helps them to track the path again. The quality of the path is assessed 
based on the amount of the pheromones left by the ants that passed from that route using 
factors such as Concentration and Proportion. Proportion and Concentration of the 
pheromones indicate the length of the route and the number of ants travelled through that 
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route respectively. Ants chose the routes for travelling with the highest probability of 
proportion to the concentration of the pheromone [56]. ACO uses a population of randomly 
initialized ants in the search space that forage towards the goal location to find the optimal 
path. The optimization of the path is achieved through evaluation of the amount of 
pheromones deposited by ants on the paths.  
Artificial Neural Network (ANN) 
Neural Network (NN) is the study of understanding the internal functionality of the brain. NN 
has been widely used in optimization problems, learning, and pattern recognition problems 
due to its ability to provide simple and optimal solution. NN is defined as the study of 
adaptable nodes that would be adjusted to repeatedly solve problems based on stored 
experimental knowledge gained from process of learning. The use of simple processing 
which mimics the brains neurons is the fundamental aspect of ANN. Later, these elements 
connect to each other shaping a network. The overall operational characteristics of the 
network would be defined based on the potentials and the nature of neurons’ interconnection. 
The NN-based methods can be categorized based on various factors: 
 The configuration of their layers: Single Layer, Multi Layers, Competitive Layer 
 Their training methodology: Supervised training, Unsupervised training, Fixed 
weights (No training), and Self Supervised training 
NN-based methods can also be categorized based on their pattern of neurons’ interconnection, 
the methodology they used to determine neurons’ connection weights, and also the neurons’ 
activation function. NN in robot navigation has been categorized in the three types i) 
Interpreting the sensory data, ii) Obstacle avoidance, and iii) Path planning [57]. Hybrid 
approaches of NN in combination with other artificial intelligent based methods such as 
Fuzzy logic, knowledge based systems, evolutionary approaches are more appropriate for 
addressing the robot navigation problem in real-world applications [57], [58]. 
2.3 Classification of path planning problems and approaches 
Path planning approaches again can be classified into two categories; local and global 
approaches, based on the definition of the problem and environment from the scope point of 
view. Global path planning problems have complete information about the environment, i.e., 
the map of the environment is given and the knowledge about the positions of located 
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obstacles are known. Global path planning usually generates a hazard free path for the robot 
based on a previously known map. These methods have the completeness property which 
means that they are capable to find a path if it exists. Most of these methods are convergent in 
static environments. However, they can lose the effectiveness if an unpredicted obstacle 
appears in the path as a result of not including the obstacle information in the known map. 
Hence there is no guarantee for a collision free motion. When an unforeseen obstacle blocks 
the planned path, re-planning is required and it results a computationally taxing specially in 
unknown or dynamic environments. In addition, the complexity of the environment leads the 
increase of computational time of global path planning algorithms.  
On the other hand, local path planning methods directly use local sensory data and their basic 
assumption is that the robot has no a priori knowledge about the environment or partial 
information. Since the map of the environment is not available the entire control actions are 
tightly based on the perception of the robot’s surrounding environment. These algorithms 
demand low computational effort and also the mobile robot can perceive the environmental 
change and decide the path in real time. Local methods are sometimes used as a component 
of the global planning methods or as a safety feature to avoid collision from unexpected 
obstacles. One disadvantage associated with the local path planning is the completeness 
problem. 
A basic hierarchical classification of the path planning algorithms is given in the Figure 1. 
The algorithms listed in the Figure 2- 5 are not tightly stick to the classification because this 
provides a basic categorization only; e.g. APF can also be categorized as a global path 
planning method. A fundamental comparison of some of the path planning methods is given 
in the Table 2- 2.  
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Robot Path Planning(RPP) Problem
RPP Techniques Category - I
(Based on the Completeness property)
RPP Techniques Category - II
(Based on the Scope)
Classical methods Heuristic methods Local methods Global methods
 Cell Decomposition 
(CD)
 APF
 VG
 VD
 Sub-goal network
 Mathematical 
programming
 Genetic Algorithm (GA)
 NN
 Ant Colony Optimization 
(ACO)
 Particle Swam 
Optimization (PSO)
 FL
 Simulated Annealing (SA)
 A*
 APF
 Bug
 WF
 VFF
 VFH
 Dynamic 
window
 CD
 VG
 VD
 GA
 ACO
 NN
 PSO
1. Static Path Planning Problem
2. Dynamic Path Planning Problem
 
Figure 2- 5: Taxonomy of mobile robot path planning algorithms 
 
Table 2- 2: Comparison of mobile robot path planning algorithms 
Algorithm Advantage Disadvantage 
APF Real-time, 2D or 3D, point/ rigid 
robot 
Not-complete, non-optimal, local 
minima 
CD Complete, sound, 2D and 3D, point 
or rigid robot 
Non-optimal, Heavy computation, 
time 
ECD Complete, 2D, point robot Non-optimal, Heavy computation, 
time 
ACD Low computation, 2D, point robot Not-optimal, not-complete 
VG Complete, optimal length path, 2D 
or 3D, point robot, static 
environment 
Non-optimal, heavy computation, 
time complexity, path closer to 
obstacles 
VD Complete, safer path, 2D or 
arbitrary, point robot 
Non-optimal, long range sensor for 
local path planning. 
Bug Complete, 2D, point robot Non-optimal, long path, time 
complexity 
Heuristic Less time, parallel search, point 
robot 
Not-complete, not sound 
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2.4 Artificial potential filed based approach 
In recent years, robotic applications have been shifting from industrial environments into 
some challenging scenarios like domestic applications and space/deep-sea exploration. In 
these settings, it is not possible to identify all the obstacles in the environment a priori to 
apply global path planner. Therefore, the global path planning methods are not suitable for 
this kind of applications. Instead, it is necessary to establish path planning methods which can 
handle both the discovery of new obstacle information in real-time and being fast enough to 
process this information to compute the path online. In contrast to any other local path 
planning methods, robot path planning using potential field is able to consider the problem of 
obstacle avoidance and path planning simultaneously. 
Reach to the goal while avoiding collision with the obstacles in known or unknown 
environments is the task of the path planning algorithm of mobile robot navigation. In that 
sense, in addition to the above mentioned capabilities of simultaneous path planning and 
obstacle avoidance, the attractive mathematical representation and conceptual simplicity has 
made potential fields popular in path planning. However the potential field based path 
planning algorithm exhibits inherit local minima problem where the robot can trap in another 
position away from its goal. Some methods are introduced in order to overcome this problem 
associated with the potential field based path planning and those will be discussed in details 
in the Section 2.4.6. 
In the mobile robotics, reaching a goal position without any collision with the obstacles in the 
working environment is a difficult task. Artificial potential field is one of a simple technique 
used in such problems and it provides an easy implementation for avoiding obstacles. The 
concept of potential fields is that some virtual potential fields act on the robot in order to 
control its motion [43]. A potential field shows a reactive architecture because it reacts to the 
environmental features [59]. It can be implemented as an off-line global planner, when 
complete information of a map or an environment is known specially in static environments 
or can be used as an on-line local planer using real-time sensor data. In our implementation 
we use real-time laser range data to generate the potential field for local path planning for the 
robot.  
Artificial potential field is one of commonly used path planning and obstacle avoidance 
techniques for autonomous mobile robotics. It can be treated as a landscape with several 
mountains generated by the obstacles and valleys where the lowest valley point represents the 
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goal point. In the domain of robot path planning, robot is considered as a particle that moves 
from high potential point via low potentials towards the goal.  
Artificial potential field method for the obstacle avoidance of robotics applications was first 
introduced in 1985 by Khatib [43]. This consists of two fields: attractive potential field and 
repulsive potential field. The attractive potential is produced by the goal and it pulls the robot 
towards the goal position. The repulsive potential which is produced by the detected obstacles 
within the effective region pushes the robot away from the obstacle to avoid the collision. 
When the robot immersed in the potential field, combination of both the potential fields acts 
on the robot to guide it towards the goal position. This combination of two forces is dedicated 
to control the motion of the robot in a collision free safer path.  
2.4.1 Visualizing artificial potential field method 
Artificial potential field is a collection of vectors represented geometrically as arrows in 2D 
or 3D, where the length of an arrow is the magnitude and the angle of arrows is the direction. 
This technique can be commonly seen in mobile robot path planning and obstacle avoidance 
in 2D environments [59]. To understand the fundamental phenomena of the artificial 
potential fields, consider the robot at the position (𝑥𝑟 , 𝑦𝑟). Let’s consider the obstacle (𝑥𝑜 , 𝑦𝑜) 
and the goal (𝑥𝑔, 𝑦𝑔) are known in this environment and the robot is moving towards the goal. 
Figure 2- 6 shows how the obstacle is applying force on robot. As the robot reaches the goal, 
it may come across with the effective range of the obstacle and hence the robot will be under 
repulsive force effect to move away from the obstacle. If the robot is out of the obstacle’s 
effective range it moves directly towards the goal position. 
Goal
Robot
Obstacle
 ,g gx y
 ,r rx y
 ,o ox y
 
Figure 2- 6: Obstacle avoidance concept using potential field 
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2.4.2 Types of potential fields 
In addition to the various basic attractive and repulsive potential fields, number of other types 
of potential fields have been suggested which can be combined to construct more complex 
fields [59]. By combining them, robot navigation strategy can be directed to specific 
scenarios to address different kinds of needs.  The attractive and repulsive fields, as described 
above, have characteristics to direct the robot towards the goal and away from the obstacle 
points as shown in Figure 2- 7(a) and (b). In the attractive field, the center point is applying 
an attraction force on the robot; hence the robot tries to move towards that point. In contrast, 
the repulsive field is opposite to the attractive field and it is related with obstacles and this is 
helpful to keep the robot away from obstacles. 
Sometimes there won’t be any target point given for robot navigation task, but when it is 
needed to move the robot in a specific preferred direction such as the movement of the robot 
though a corridor. In such cases, uniform potential field shown in Figure 2- 7(c) can be used 
to avoid from the drawbacks of other types of fields. A repulsive force can be generated not 
only from a point but also from a surface such as a wall. For this kind of implementation the 
perpendicular field shown in Figure 2- 7(d) can be employed. This field is useful for avoiding 
geometrical objects such as walls, or boundaries.  
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(a) Attractive Field (b) Repulsive Field
(d) Perpendicular Field(c) Uniform Field
(e) Tangential Field
(f) Selective Attractive Field
(g) Random Field
 
Figure 2- 7: Types of potential fields 
Another type of potential field is shown in Figure 2- 7(e) called tangential potential field 
which can be used to direct the robot around an obstacle and the direction can be specified. 
This field is determined by finding the magnitude and the direction in a similar way as in the 
repulsive field. But the direction of the tangent vector to the obstacle, theta (ϴ) is set to ϴ + 
90º. The selective attraction field behaves like an attractive field, but the field is generated 
within a limited selected angular sector (Figure 2- 7(f)). Random potential fields shown in 
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Figure 2- 7(g) have random direction and magnitude regardless of the position. This type of 
field is sometimes used to overcome the problems such as local minima problem associated 
with the traditional potential field. 
2.4.3 Mathematical background of potential filed method 
The artificial potential field method has become a widely used path planning algorithm for 
mobile robots due to its efficient mathematical background and simplicity. This method uses 
a function to find the obstacle free path towards the goal in the working space for the robot. 
In this section, a basic understanding about the related mathematics and generation of 
potential field is discussed. The obstacles and the goal configuration are considered as the 
sources to construct a potential field which represents the characteristics of the configuration 
space. The potential field always consists of two components, the attractive potential field 
and the repulsive potential field. In attractive potential field, a vector force is generated from 
the robot towards the goal by the goal configuration. In repulsive potential field a vector force 
is generated from the obstacles’ positions towards the robot position by the obstacles. Then 
the total potential can be described as resultant of these two vector forces. The robot’s motion 
direction or in other words the path of the robot is determined by the total potential force on 
the robot.  
The attractive and repulsive artificial force distribution on a robot by a particle obstacle and a 
goal in 2D environment is shown in Figure 2- 8. Position of the robot and the goal can be 
expressed as vectors of 𝑝𝑟 = [𝑥𝑟 , 𝑦𝑟]
𝑇  and 𝑝𝑔 = [𝑥𝑔, 𝑦𝑔]
𝑇
 respectively. Let’s consider the 
position of the 𝑘𝑡ℎ  particle obstacle as 𝑝𝑜 = [ 𝑥𝑜
𝑘 , 𝑦𝑜
𝑘 ]
𝑇
 as in Figure 2- 8 and only one 
obstacle is used for the explanation.  
 35 
 
Goal
Robot
Obstacle
Fatt
k
Frep
X-Axis
Y
-A
x
is
Ftot
Global
gd
k
od
 ,k ko ox y  ,g gx y
 ,r rx y
 
Figure 2- 8: Force distribution of the artificial potential field 
To find the potential forces (attractive and repulsive) the positions of robot, goal and 
obstacles should be known.  
Attractive potential force 
While many different attractive potential functions have been proposed in the literature, using 
the Gaussian function the attractive force that is produced by the goal can be expressed in Eq. 
(2.1). 
 𝑭𝑎𝑡𝑡 = 𝑎𝑔[1 − 𝑒𝑥𝑝(−𝑏𝑔 ∙ 𝑑𝑔
2)] ∙ 𝒆𝑔 (2. 1) 
Where the pre-defined parameter 𝑎𝑔 is the maximum value of the attractive force 𝐹𝑎𝑡𝑡  and 
𝑏𝑔 is a constant that represents the width of the distribution. The parameter 𝑑𝑔 is the 
Euclidean distance between the robot and the goal position which can be calculated as bellow. 
 
𝑑𝑔 = √(𝑥𝑟 − 𝑥𝑔)
2
+ (𝑦𝑟 − 𝑦𝑔)
2
 (2. 2) 
The unit vector towards the goal position 𝒆𝑔can be expressed as in the Eq. (2.3). 
 
𝒆𝑔 =
1
𝑑𝑔
(∆𝑥𝑔𝒊 + ∆𝑦𝑔𝒋) (2. 3) 
Where ∆𝑥𝑔 = 𝑥𝑔 − 𝑥𝑟 and ∆𝑦𝑔 = 𝑦𝑔 − 𝑦𝑟. 
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In general, the attractive potential field has the form of Figure 2- 9, where in every point of 
the working space, the force components are pointed towards the goal point. 
 
Figure 2- 9: Attractive force distribution around the goal 
 
Repulsive potential force 
Similarly to find the repulsive potential force, let [ 𝑥𝑜
𝑘 , 𝑦𝑜
𝑘 ]
𝑇
be the position of the 
 𝑘𝑡ℎ obstacle in a 2D environment. The repulsive force created by the  𝑘𝑡ℎ can be described 
by the Eq. (2.4).  
 
𝑭𝑟𝑒𝑝
𝑘 = {𝑎𝑜 ∙ 𝑒𝑥𝑝(−𝑏𝑜 ∙ 𝑑𝑜
2𝑘 ) ∙ 𝒆𝑜       𝑖𝑓 𝑑𝑜 ≤ 𝑑𝑑
𝑘  𝑘
0                                        𝑒𝑙𝑠𝑒  
 (2. 4) 
Where 𝑎𝑜 is defined as the maximum value of the repulsive force 𝐹𝑟𝑒𝑝
𝑘  generated by the 
𝑘𝑡ℎ obstcale and 𝑏𝑜 is a constant that represents the width of the distribution. The parameter 
𝑑𝑜 
𝑘 is the eculidean distance between the robot and the 𝑘𝑡ℎ detected obstacle. The parameter 
𝑑𝑑  is defined as the influence distance around the robot.  A unit vector 𝒆𝑜 
𝑘 expressed in the 
Eq. (2.5) is defined as the vector towards the robot from the detected  𝑘𝑡ℎ obstacle. 
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𝒆𝑜 
𝑘 = 
1
𝑑𝑜
𝑘 (∆ 𝑥𝑜
𝑘 𝒊 + ∆ 𝑦𝑜
𝑘 𝒋)     (2. 5) 
Where ∆ 𝑥𝑜
𝑘 = 𝑥𝑟 − 𝑥𝑜 
𝑘 and ∆ 𝑦𝑜
𝑘 = 𝑦𝑟 − 𝑦𝑜 
𝑘 . 
In fact, the total repulsive force can be defined as a summation of all the individual repulsive 
forces as in Eq. 2.6. 
 𝑭𝑟𝑒𝑝 = ∑ 𝑭𝑟𝑒𝑝
𝑘
𝑘
     
(2. 6) 
In general, repulsive potential fields are intended to generate a high potential around the 
obstacle; hence the amplitiude of the repulsive potetnial force near the obstacle has a large 
value and gradualy decreases away from the obatacle. The direction of the force vector points 
away from the obstace as shown in Figure 2- 10.  
 
Figure 2- 10: Repulsive force distribution around the goal 
Total potential force 
In robot navigation problems there will be one goal or many goals and obstacles in the 
environment. So there is a need for combining the forces generated by the two fields by the 
obstacles and goals. The total potential field is obtained by adding the repulsive potential 
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forces resulting from all the obstacles and the attractive repulsive force by the goal. This can 
be expressed as in Eq. (2.7). 
 𝑭𝑡𝑜𝑡 = 𝑭𝑎𝑡𝑡 + 𝑭𝑟𝑒𝑝    (2. 7) 
This idea of generating the total potential force distribution can be illustrated as in Figure 2- 
11. In Figure 2- 11, a circle like obstacle is located at (1, 1) with a radius of 0.5 the goal point 
is located at (-1, -1). The total potential force field vectors are pointing away from the 
obstacle but pointing towards the goal except the surrounding effective area of the obstacle.  
 
Figure 2- 11: Total potential force distribution 
 
2.4.4 Advantages of potential field approach 
Among the path planning approaches, artificial potential field has become much popular 
because of its many advantages as a general robot navigation technique.  Some of the major 
advantages can be listed down as bellow. 
 It is to implement and visualize, therefore the resulting behavior of the robot is easy 
to predict by the designer. 
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 It supports parallelism; each of the fields is independent of the others and may be 
implemented independently. 
 It can be easily parameterized and configured during the design phase or in real-time. 
 The combination process is flexible and can be tweaked with gains to reflect varying 
importance of sub-behavior.  
2.4.5 Limitations and problems with potential field method 
The potential field algorithms are popular due to their mathematical elegance, simplicity and 
easy implementation. For most of the robot path planning applications, it gives satisfactory 
results. Although the artificial potential field method can perform its behavior well in path 
planning problems, it has some fatal problems in implementing it for real time applications. 
These limitations inherent in potential field method have been addressed systematically based 
on mathematical analysis in [60]. Some of these limitations were also discussed in [61], [62], 
[63], [64], [65], [66], [67]. Here we discussed some issues and known limitations associated 
with the potential field method. 
(1). Trapping (dead-locking) the robot at local minima 
One of the main drawbacks of potential field algorithm is that a robot can be trapped in a 
position due to local minima which is in real called as deadlock. In fact, this is the best-
known most addressed problem in potential field method. This occurs when the total potential 
force acting on the robot becomes zero before it reaches the goal position.  Therefore, this 
causes trapping the robot at the local minimum. Local minima can be caused by either one 
obstacle or combination of more than one obstacle. Dead-lock can happen in different 
situations and some of them can be listed as bellow. 
I. Collinear alignment of robot-obstacle-goal 
II. Symmetrical distribution of the obstacles around the robot-goal line 
III. Obstacle nearby the goal 
Overview of the situations mentioned above can be explained using point obstacle(s) as in 
Figure 2- 12. Collinearity of the robot-obstacle-goal (Figure 2- 12(a)) allows the robot to 
move along the line connected in the case of using traditional potential field method. At some 
positions on the line robot will get stuck as the total potential force becomes zero. The 
symmetrical obstacle distribution along the line connects the robot and the goal as shown in 
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Figure 2- 12(b) and it will make the total potential force which is directed towards the goal 
only. As the robot is moving towards the goal repulsive force increases and it causes total 
potential force becomes zero before passing the obstacle if they are much closer. Therefore, 
the robot will trap at that position before reaching the goal. When an obstacle is located very 
closer to the goal point (Figure 2- 12(c)) robot will be repulsed away from the goal if the 
repulsion force is large enough to beat the attractive force. These situations make global 
minima away from the goal position and hence the robot will reach the goal position.    
Goal 
Position
Obstacle_1
Vr
Obstacle_2
(b)
Goal 
Position
Obstacle
Vr
(c)
Goal 
Position
Obstacle
Vr
(a)
 
Figure 2- 12: Trapping situation due to local minima with stationary obstacles 
The local minima problem is the most common problem, where after adding multiple 
potential fields a new vector with zero magnitude is calculated [60]. As a result the robot 
remains motionless. We examined these situations in this section. 
I. Local minima caused by a single obstacle 
First, let’s recall some of the properties that are essential for a repulsive potential field 
function that we had discussed in a previous section. The robot in the working space is 
governed by the potential force indeed the potential field created by the surrounding obstacles 
and the goal point. If the potential field created at any particular position becomes zero or not 
existing, a local minima problem will takes place. This can happen even with one obstacle. 
This situation is explained in 1-D space as in Figure 2- 13.  
In Figure 2- 13(a), the attractive force is created using the Eq. (2.1) the goal is located at 4 in 
1-D space. This attractive force is then added to the repulsive force generated using the Eq. 
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(3.4), and for the visualization of the local minima issue a particle obstacle is used. The 
resulting total potential force variation along the X-axis is shown in Figure 2- 13(c), and 
Figure 2- 13(d) together with the attractive and repulsive force variations for better 
understanding. As shown in Figure 2- 13(c), we can see that the local minimum point is 
created at x=-6 the left side of the obstacle position (x = -2) whereas the goal is located at x=4. 
In this situation, if any robot’s initial position is located at the left side of the obstacle the 
robot will not be able to reach the goal because it will trap in the local minimum position.  
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 2- 13: Visualization of local minima in 1-D space: (a) Attractive potential force, (b) Repulsive potential 
force, (c) Total potential force, (d) Total potential force with attractive and repulsive force variations 
Visualization of the local minima issue in 2-D space with a single obstacle will be much easy 
to understand and researchers have mostly examined these problems in 2-D as well as in 3-D 
environments. Figure 2- 14 shows the potential force distribution in 2-D space with geometric 
obstacle and local minima situation which causes the trapping of the robot. For this example, 
goal is located at (6, -6) and a cylindrical obstacle with a radius of 2 is located at (-5, 0). 
Attractive potential force distribution due to the goal and its contour diagram is shown in 
Figure 2- 14(a) and (b). The generated repulsive force distribution is shown in Figure 2- 14(c) 
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and (d). As shown in Figure 2- 14(e) there is a local minimum around (-7.5, 2) closer to the 
obstacle. This results the dead-lock of the robot if the robot starts to move closer to that 
position.  
 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
Figure 2- 14: Visualization of local minima in 2-D space: (a) Attractive potential force with the goal at (8, -5), 
(b) Contour plot of the attractive potential, (c) Repulsive potential force by a cylindrical obstacle at (-5, 0) with 
the radius of 1, (e) Total potential force, (f) Contour plot of the total potential force and the local minima point 
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II. Local minima caused by multi-obstacles 
Trapping or deadlock situation of the robot in the motion can also be created by various 
obstacles configurations, one such situation is that the closely spaced obstacles may create a 
symmetrical distribution along the robot-goal connecting line. This causes trapping when 
robot tries to pass in between the obstacles, as a result of the local minima issue. The 
phenomenon is explained in Figure 2- 15 for cylindrical type two obstacles. As seen in the 
Figure 2- 15, if the initial position of the robot is closer to the local minima point or if the 
obstacles are distributed symmetrically about the robot and goal connecting line, robot may 
have a possibility to trap at the local minima point.  
This kind of situation can be found in any environments as far as the robot navigation is only 
depending on the local sensor scanning data. Specially in unknown environment this kind of 
trapping may occur. In a known environment, since the map is given and the path planning is 
performed before the robot starts to move, the algorithm will capable of identifying the local 
minima positions and robot’s path will be planned avoiding those points. Another drawback 
of closely separated environmental conditions such as narrow corridors is that the robot may 
show unstable motion effected by the repulsive forces [60].  
 
(a) 
 
(b) 
Figure 2- 15: Local minima created by closely spaced two obstacles: (a) Variation of the potential force, (b) 
Contour plot of the total potential force 
III. Goal closer to an obstacle 
When there is an obstacle(s) located very closer to the goal position within the influence 
range of the obstacle, the global minima point may not be exactly at the goal position. This 
situation is called the “Goal Non-Reachable with Obstacle Nearby - GNRON” [61], [63], [66], 
[68]. This is a different scenario from the local minima issue, because the global minimum 
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has been pushed away from where it is supposed to be, to another position. This causes the 
convergence of the robot to a different position away from the goal position. The Figure 2- 16 
explains the simulation of GNRON problem. As shown in the figure there is an obstacle at 
(1.5, -1.5) with a radius of 2 closer to the goal at (4, -4). The global minima should be at (4, -
4) where the goal point is, but as shown in Figure 2- 16(f) and Figure 2- 17 it has shifted 
away from the goal opposite the obstacle side to the position of (-5, 5). This simulation study 
clearly explains the effect of the obstacle located closer to the goal point.  
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Figure 2- 16: Effect of the obstacle closer to the Goal for GNRON Problem: (a) Attractive field, (b) Contour 
plot of the attractive field, (c) Repulsive field, (d) Contour plot of the repulsive field, (e) Total potential field, (f) 
Contour plot of the total potential field 
 
Figure 2- 17: Contour plot to demonstrate the GNRON problem. The goal is located at (4, -4), and the obstacle 
with a radius of 2 is located at (1.5, -1.5) 
(2). No optimum path  
This is a well-known limitation of the potential field based approach due to its nature. This 
will find the best obstacle free possible path to travel the robot but not the optimum path 
existing. For global path planning in a known environment, potential field method can be 
combined with an optimization technique to find the best optimum path. In contrast, in an 
unknown environment it will not be possible. The immediate result of this drawback is time 
consumption and energy consumption which causes the shortage of the battery life.  
2.4.6 Related work 
After the artificial potential field was being introduced for robot path planning and obstacle 
avoidance, many researchers made through study and a number of different methods were 
introduced to overcome inherit shortcomings of local minima issues and other problems that 
have briefly been discussed in the section 3.5.  
There exist a large number of attempts and different methods were introduced for solving this 
issue in case of potential field based navigation. Wall following [69], virtual obstacles [70] 
are much common, and basic approaches that work to escape from local minima situation. 
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Another approach was introduced in which an additional force is added to avoid trapping at 
the local minima once the robot stops at local minima [71].  
We can basically divide these approaches into two prevailing categories of approaches 
depending on two technical concepts. The first is looking for a better potential field instead of 
the traditional potential fields by modifying them or deriving new potential functions 
(Modified/new APF approach). The second is the combined approach of potential fields with 
other techniques (Combined APF approach) to escape from the local minima.   
Modified/ New potential field approach 
One of the ideas is to modify the traditional potential fields in order to escape from local 
minima problem and the other is to introduce a new potential function for the robot 
navigation.  
S. S. Ge et al. [66] presented a modified repulsive potential function for path planning by 
taking into account the relative distance between the robot and the goal. The new repulsive 
force component attracts the robot towards the goal while the other component repulses the 
robot away from the obstacle. This work has confined the attention to solve the goal non-
reachability due to obstacle nearby (GNRON) problems only.  
Chen L. [72] introduced a virtual obstacle based improved APF for path planning of UUV 
(Unmanned Underwater Vehicle). First they determined that the UUV is trapped in local 
minima range, and then a virtual obstacle point was introduced. This virtual obstacle helps to 
change the magnitude and the direction of the artificial force hence to escape from the local 
minima.  
An information potential method for integrated path planning and control has been proposed 
by W. Lu et al. [73]. Their new approach uses information roadmap to escape from the local 
minima while increasing the probability of obtaining sensor measurements, subjected to the 
robot kinematics.  
Doria et al. [74] reported a method inspired by the Deterministic Annealing (DA) approach to 
avoid local minima in APF and they have introduced a temperature parameter (T) into the 
cost function of T-APF. The insertion of the T into the cost function causes an increase of 
repulsion area of the obstacle and a reduction of the attraction area of the goal. DA approach 
is employed to avoid the random movement over the cost function surface unlike simulated 
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annealing approach. When the robot gets stuck at a local minima point the value of the T 
started to increase until robot escapes from the local minima point. 
An improved APF based on regression search method to solve the local minima and 
oscillations in completely known environments has been discussed by G. Li et al. [75]. At the 
same time, algorithm finds the optimal path for the robot by connecting the sequential way 
points on straight lines. Local target points are introduced in order to avoid from oscillations.  
An online deadlock avoidance method was presented by C. Ya-Chun et al [76] for wheeled 
mobile robots with the presence of boxlike obstacles estimated using Hough transformation. 
By redefining the repulsive potential field, the local minima problem has been solved. They 
introduced multi-obstacles into one big obstacle that causes the dead-lock. This provides 
robot to escape from the deadlock. 
An obstacle avoidance algorithm in an unknown static environment using APF has been 
proposed by C. Li et al. [77]. This method was devised by combining APF with grid method 
and used to solve local minima problem and oscillations in static environment. The algorithm 
proposed herein computes the potential function value for each cell surrounding the robot cell 
and selects the cell with minimal value. When the robot is in the minimal value, the value of 
the cell is increased to escape from local minima.  
Razaee H. et al. [78] introduced an adaptive APF approach for obstacle avoidance of 
unmanned aircrafts. The proposed potential field depends on the attitude of the aircraft and its 
relative position to the obstacle. They used a rotating potential field around the obstacle and 
simulation results were shown to prove the feasibility of the proposed method.  
Random force based algorithm for local minima escape of APF approach was proposed by J. 
Lee et al. [79]. They addressed the symmetrically aligned robot-obstacle-goal situation where 
the deadlock takes place. When the robot is trapped at the local minima; the random force 
algorithm was used to escape from it. 
A path planning algorithm based on the fluid mechanics was presented by D. Gingras et al. 
[80]. This algorithm uses the finite element method to compute a velocity potential function 
free from local minima. Several streamlines were computed as a road map and the optimal 
path was selected. 
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Combined potential field approach 
Researchers have put the effort to propose verity of improvements by combining techniques 
for the imperfections of the T-APF algorithm.  
Q. Song et al. [81] proposed a modified potential field integrating the fuzzy control to 
overcome the shortcomings of the T-APF based algorithms. Repulsive force has been 
modified with two regulatory factors where one is affected by the distance and the other by 
the speed of the robot. Fuzzy control method was utilized to achieve the regulatory factor 
adjustment. One issue associated with this method is the computational time.  
An Evolutionary APF combined with genetic algorithm for optimum path planning and an 
escape-force algorithm to escape from local minima was proposed by P. Vadakkepat et al. 
[82] for real time mobile robot path planning. When a local minimum is identified under 
certain conditions defined herein, an additional escape force was introduced for the algorithm.  
A new real-time navigation approach by combining APF with interval type-2 Fuzzy logic 
system has been proposed by A. Melingui et al. [83]. In their work, orientation angle relative 
to the goal was considered to determine the probability of encountering the local minima. 
When the robot finds a trapping situation, fuzzy logic was used to escape from it.  
J.W. Choi [84] suggested a potential field called bug potential filed which is a combination of 
the potential field with bug algorithm to overcome the local minima and path inefficiency 
problem in path planning in known environments. In this method the direction of the virtual 
forces to guide the robot along the path boundaries of the obstacles are determined by 
applying the visibility graph and the collision cone. Curvature weighted Dijkstra’s shortest 
path algorithm was run on the visibility graph to find the optimum path.  
An improved tangent bug (ITB) algorithm integrated with a potential filed to avoid from local 
minima issue encountered in T-APF based real-time path planning was proposed by E.F. 
Mohamed et al. [85]. In their method, they have introduced switching and merging conditions 
to guarantee a deadlock free motion. The behavior of their algorithm is classified into two 
modes, namely, direct motion towards the goal using APF and boundary following mode 
using ITB algorithm to avoid static obstacles. Switching mechanism introduced was used to 
overcome the local minima problem and to find the shortest path in the motion. 
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CHAPTER 3 
Proposed Artificial Potential Filed Based 
Algorithm 
As we discussed in Chapter 2, there are some drawbacks associated with the traditional 
potential field based path planning often suffered from which causes trapping or dead-lock 
due to local minima and goal non reachability issues. Even though this algorithm has become 
popular these fatal problems makes some limitations of using it in path planning. Aiming 
these shortcomings of the traditional potential field based path planning methods, an 
algorithm has been proposed by integrating more information into it. We propose an artificial 
potential field based path planning method which helps the robot to perform a dead-lock free 
motion. The proposed method is developed and proved for 2D path planning which may be 
extended straight forward for 3D problems too. In the proposed method we have introduced 
an additional repulsive force component which includes the velocity information to prevent 
from local minima related issues of the traditional method. As a result, the proposed method 
will create a rotational potential field near and around the obstacles which will help the robot 
to move towards the goal without hitting the obstacles. 
3.1 Concept and visualization of proposed method 
The proposed method can be visualized easily with a single obstacle in an environment. Let’s 
consider a situation the robot, obstacle and the goal are collinear where dead-lock may 
happen with the traditional method as in Figure 3- 1(a). The traditional method generates two 
potential forces, attractive potential force and total repulsive force on the robot. These two 
forces are in opposite directions and they create the total potential force which might be zero 
for some positions of the robot. This causes trapping of the robot at the point which is known 
as dead-lock. In order to prevent from trapping in local minima an additional force 
component has been introduced in the proposed method. This new repulsive force is always 
perpendicular to the original repulsive force as shown in the Figure 3- 1(b), thus the total 
potential force never becomes zero except at the goal point.  
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The basic difference between the traditional method and the proposed method is explained in 
the Figure 3- 1. As shown in the Figure 3- 1(a), the repulsive force and the attractive force 
components are collinear but opposite, hence at some points on its way the total force can 
become zero. This happens when the robot, obstacle and the goal are in a line and the line 
divides the obstacle symmetrically. As a result, robot will not move once it has reached the 
local minima point. In such situations, there should be another force to bring the robot away 
from its local minima point and move it around the obstacle to reach the goal. As shown in 
the Figure 3- 1(b), we have introduced a force component to bring the robot away from the 
local minima it would be. Since this force is acting together with the original force not only at 
the local minima position, robot will never goes through that point. Therefore, the local 
minima situation is no need to be checked all the time in the algorithm. Even the attractive 
force and the original repulsive force make the summation zero; the new repulsive force 
component defines the total force acting on the robot which never becomes zero.  
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Figure 3- 1: Conceptual difference between the traditional and proposed potential field methods 
(a) Force distribution and local minima point for traditional method, (b) New force and non-zero total force of 
proposed method 
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As there is another repulsive force component appears on the robot, it creates a rotational 
potential force around an obstacle. This rotational force guides the robot around the obstacle 
as shown in Figure 3- 2.  Until the new force component is large enough to create a rotational 
force, robot will move directly towards the obstacle. When the robot has entered to the 
effective range of the obstacle, repulsive force and the new repulsive force component starts 
to increase and cause a rotational potential force around the obstacle. 
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Figure 3- 2: Overview of the deadlock avoidance of the proposed potential field 
 
3.2 Mathematical modelling  
To navigate the robot using potential field, it is important to calculate the potential force 
acting on the robot. The force vector gives the direction information command to move the 
robot as well as the velocity that the robot has to maintain the corresponding time period. For 
some applications of robot path planning, force information will not be used to determine the 
robot’s speed. In our study, we use the potential field to determine the direction for the 
robot’s motion.   
Derivation of the mathematical model for potential force function can be demonstrated 
simply than other kind of path planning approaches. The concept and derivation of the new 
repulsive force component also can be explained simply considering a single obstacle. As 
shown in the Figure 3- 3, potential force distribution of the proposed method consist of an 
additional force component which always appears perpendicular to the original repulsive 
force. The amplitude basically depends on the distance to the obstacle similar to the original 
repulsive force of the traditional method and also the heading angel δ to the obstacle. The 
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effect of heading angle to the obstacle (or sight angle to the obstacle) will be explained in 
details in the section 3.4.  First, let’s consider one obstacle (kth obstacle) located at [ 𝑥𝑜
𝑘 ,
𝑦𝑜
𝑘 ]
𝑇
 and the goal located at [𝑥𝑔, 𝑦𝑔]
𝑇
. As the robot is moving, it should calculate the total 
potential force each time instant to have a safe motion. It should compute the attractive force 
and total repulsive force created by each obstacle.  
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Figure 3- 3: Force distribution of the proposed potential field 
Attractive potential force 
The attractive potential force is the same which has been explained in the Chapter 2. No 
modification is done on the attractive force and for our explanation we used Gaussian 
function for potential force calculation. We can re-express the attractive potential force as in 
the Eq. (3.1) which is the same equation given in Eq. (2.1) 
 𝑭𝑎𝑡𝑡 = 𝑎𝑔[1 − 𝑒𝑥𝑝(−𝑏𝑔 ∙ 𝑑𝑔
2)] ∙ 𝒆𝑔      (3. 1) 
As we defined previously, a pre-defined parameter 𝑎𝑔 is the maximum value of the attractive 
force 𝐹𝑎𝑡𝑡   and 𝑏𝑔 is a constant that represents the width of the distribution. The parameter 
𝑑𝑔 is the Euclidean distance between the robot and the goal position which can be calculated 
as bellow. 
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𝑑𝑔 = √(𝑥𝑟 − 𝑥𝑔)
2
+ (𝑦𝑟 − 𝑦𝑔)
2
        (3. 2) 
The unit vector towards the goal position 𝒆𝑔can be expressed as in the Eq. (3.3). 
 
𝒆𝑔 =
1
𝑑𝑔
(∆𝑥𝑔𝒊 + ∆𝑦𝑔𝒋)   (3. 3) 
Where ∆𝑥𝑔 = 𝑥𝑔 − 𝑥𝑟 and ∆𝑦𝑔 = 𝑦𝑔 − 𝑦𝑟. 
There is no difference of generating the attractive force in the proposed method. The 
attractive potential field has the form of Figure 3- 4, where in every point of the working 
space, the force components pointed towards the goal point.  
 
Figure 3- 4: Attractive force distribution around the goal 
Repulsive potential force 
The major attention is given to modify the repulsive force which is acting on the robot at any 
position. It is because the local minima issue is caused by the obstacles in the environment. In 
order to prevent from the deadlock issue associated with the traditional potential field based 
path planning algorithm a new approach is proposed by modifying the repulsive force. The 
modification is done for the repulsive force taking into account the robot’s velocity direction 
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and its heading to the obstacles which we called as the front-face obstacle-velocity 
information of the robot. The new information added generates an additional controlling 
repulsive force to the path planning algorithm which is called obstacle-velocity repulsive 
force, 𝑭𝑟𝑒𝑝
𝑘   (from the 𝑘𝑡ℎ obstacle). The basic overview of the force distribution of the 
proposed modification for a single obstacle case is explained in the Figure 3- 3. 
The obstacle-velocity repulsive force has a direct relationship to the angle δ between the line 
connects the robot-obstacle and the velocity vector, besides the distance to the obstacles. This 
force component acts perpendicular to the original repulsive force and its magnitude varies 
with the angle of δ (see Figure 3- 3) not only the distance. When the robot detects an obstacle 
within its sensory range, a new repulsive force ( 𝑭𝑟𝑒𝑝
𝑘 ) appears in addition to the primary 
repulsive force. The new repulsive force component behaves to turn the robot smoothly away 
from the obstacles other than the characteristics of the original repulsive force. This behavior 
always leads the robot towards the goal direction only. This characteristic of the new 
repulsive force always assists the robot to escape from the deadlock positions (local minima) 
in the motion.  
Similarly to find the repulsive potential force generation explained in the Chapter 2, let’s 
consider a position [ 𝑥𝑜
𝑘 , 𝑦𝑜
𝑘 ]
𝑇
for the  𝑘𝑡ℎ obstacle in a 2D environment. The repulsive 
force created by the  𝑘𝑡ℎ can be described by Eq. (3.4).  
 
𝑭𝑟𝑒𝑝
𝑘 = {𝑎𝑜 ∙ 𝑒𝑥𝑝(−𝑏𝑜 ∙ 𝑑𝑜
2𝑘 ) ∙ 𝒆𝑜       𝑖𝑓 𝑑𝑜 ≤ 𝑑𝑑
𝑘  𝑘
0                          𝑒𝑙𝑠𝑒  
  (3. 4) 
Where 𝑎𝑜 is defined as the maximum value of the repulsive force 𝐹𝑟𝑒𝑝
𝑘  generated by the 
𝑘𝑡ℎ obstcale and 𝑏𝑜 is a constant that represents the width of the distribution. The parameter 
𝑑𝑜 
𝑘 is the eculidean distance between the robot and the 𝑘𝑡ℎ detected obstacle. The parameter 
𝑑𝑑  is defined as the influence distance around the robot.  A unit vector 𝒆𝑜 
𝑘 expressed in the 
Eq. (3.5) is defined as the vector towards the robot from the detected  𝑘𝑡ℎ obstacle. 
 
𝒆𝑜 
𝑘 = 
1
𝑑𝑜
𝑘 (∆ 𝑥𝑜
𝑘 𝒊 + ∆ 𝑦𝑜
𝑘 𝒋)   (3. 5) 
Where ∆ 𝑥𝑜
𝑘 = 𝑥𝑟 − 𝑥𝑜 
𝑘 and ∆ 𝑦𝑜
𝑘 = 𝑦𝑟 − 𝑦𝑜 
𝑘 . 
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New repulsive force 𝑭𝑟𝑒𝑝_𝑛𝑒𝑤
𝑘  by the 𝑘𝑡ℎ obstacle is defined as in Eq. (3.6) and 𝑭𝑟𝑒𝑝
𝑘  is 
given in Eq. (3.4). The new repulsive force consists of obstacle-velocity information 𝐾(𝛿) , 
robot turning direction towards the goal by  𝑒𝐹𝑉  and the information of the basic obstacle 
distance. The unit vector  𝑒𝐹𝑉 defined as in Eq. (3.7) represents the relationship between the 
attractive force and the robot’s velocity. This will determine the direction for 𝑭𝑟𝑒𝑝_𝑛𝑒𝑤
𝑘   to 
appear either left or right side of the robot.  
 𝑭𝑟𝑒𝑝_𝑛𝑒𝑤
𝑘 = 𝐾(𝛿) ∙ (𝑒𝐹𝑉 × 𝑭𝑟𝑒𝑝
𝑘 )        (3. 6) 
 
 
𝑒𝐹𝑉 = 
𝐹𝑎𝑡𝑡 × 𝑉𝑟
‖𝐹𝑎𝑡𝑡‖‖𝑉𝑟‖𝑠𝑖𝑛𝜃
           (3. 7) 
 
 
𝐾(𝛿) =  
𝑘𝑚𝑎𝑥
[1 + 𝑒𝑥𝑝(𝛿 𝜏⁄ )]
 
(3. 8) 
 
 
Figure 3- 5: Variation of 𝑲(𝜹) with the angle of 𝜹 
The magnitude of the new repulsive force varies not only with the distance to the obstacles, 
but also with the angle  𝛿 . The governing mathematical equation of the obstacle-velocity 
information 𝐾(𝛿)  can be expressed as in Eq. (3.8). Amplitude of the 𝐾(𝛿)  decreases 
exponentially from its maximum value of 1 to zero with the angle δ as shown in Figure 3- 5.  
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The maximum value of the angle 𝛿 can be pre-defined according to our definition of the 
information range which we expect to use. When the value of 𝛿 is zero, the value of the 
function 𝐾(𝛿) has its maximum value. When 𝛿  increases, in other words, as the robot is 
heading away from the obstacles, the value of the 𝐾(𝛿) decreases exponentially and it 
reaches zero when 𝛿 = 𝛿𝑚𝑎𝑥 which is a pre-defined value (=120º in this experiment). The 
characteristics of the function 𝐾(𝛿) depend on the parameter values of  𝑘𝑚𝑎𝑥, 𝜏 and 𝛿. Those 
values should be properly defined in order to get the proper functionality of 𝐾(𝛿).  
The total repulsive force can be defined as a summation of all the individual repulsive forces 
and the new repulsive force components as in Eq. (3.9).  
 𝑭𝑟𝑒𝑝 = ∑( 𝑭𝑟𝑒𝑝
𝑘 + 𝑭𝑟𝑒𝑝_𝑛𝑒𝑤
𝑘 )
𝑘
  
(3. 9) 
Generally the traditional repulsive potential fields are intended to generate a high potential 
around (near) the obstacle and hence the amplitude of the repulsive potential force near the 
obstacle has a large value and gradually decreases away from the obstacle. But, with the 
proposed modification the repulsive force distribution varies with the heading direction δ of 
the robot to the obstacle.  
The variation of the traditional repulsive force vectors directed away from the obstacle for the 
obstacle which is located at (0, 0) with the radius of 0.2 is shown in Figure 3- 6(a). It shows 
that the repulsive potential force of the traditional method is varying with the distance to the 
obstacle from the robot. As the robot is located far from the obstacle the repulsive force is 
getting small and small. For a cylindrical like obstacle or point obstacle the repulsive force is 
changing equally and the contour plot of the potential variation is shown in Figure 3- 6(b). 
The amplitude variation of the repulsive force for the obstacle is shown in Figure 3- 6(c) and 
it clearly shows that the amplitude is high closer to the obstacle and it is reduced when going 
away from the obstacle and becomes almost zero for much far distance. The effective range 
of the obstacle can be defined by considering the geometrical size of the robot and the sensor 
detection range.  
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(a) 
 
(b) 
 
(c) 
Figure 3- 6: Traditional repulsive force: (a) Repulsive force vectors, (b) Contour plot of the repulsive force, (c) 
repulsive potential force variation 
As we discussed above, there is an additional repulsive force component on the robot under 
some constraints. For example, let’s consider that the robot is heading to the Y-direction at all 
the locations in the environment where a cylindrical obstacle with the radius of 0.2 is located 
at (0, 0). In this situation the generated new repulsive force vector variation as shown in 
Figure 3- 7 and its effective range for the new repulsive force component is considered to be 
120º in both left and right sides or the robot. New repulsive force component is generated 
perpendicular to the original repulsive force and the amplitude is varying with the sight angle 
too.  
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(a) 
 
(b) 
 
(c) 
Figure 3- 7: New repulsive force component: (a) New repulsive force vectors, (b) Contour plot of the new 
repulsive force, (c) repulsive potential force variation 
As shown in Figure 3- 7(a) the force component created in clockwise direction and counter 
clockwise direction in the left side and right side of the obstacle to push the robot in its goal 
direction. Since the robot’s heading direction is in Y-direction, the angle to the obstacle from 
the robot’s heading direction is varying from 0º to 180º for the locations directly below the 
obstacle (-ve Y-direction) and above the obstacle. Therefore the amplitude decreases and 
becomes zero as the robot passes the obstacle. Because of this effect the new repulsive force 
variation around the obstacle is different from the original repulsive force variation as shown 
in Figure 3- 7(b). As it is shown the effect of the new repulsive force component is higher 
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when the robot is moving directly towards the obstacle, and it causes non-uniform repulsive 
potential force distribution around the obstacle as in Figure 3- 7(c).   
Combination of new repulsive force and the original repulsive force together determines the 
total repulsive force on the robot. As shown in Figure 3- 8(a) the total repulsive force is 
generated in such a way that to bring the robot towards the goal direction avoiding the 
obstacle.  
 
(a) 
 
(b) 
 
(c) 
Figure 3- 8: Total repulsive force of the proposed method: (a) Total repulsive force vectors, (b) Contour plot of 
the repulsive force, (c) repulsive potential force variation 
The effect of the new repulsive force component causes the change of the total repulsive 
force variation as shown in Figure 3- 8(b). As shown in this figure, the maximum amplitude 
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appears when the robot is below the obstacle, where directly heading towards the obstacle. 
The variation of the total repulsive force distribution becomes high when the robot is heading 
towards the goal as shown in Figure 3- 8(c). It means that when the robot is moving away 
from the obstacle the effect of the new repulsive force component becomes negligible or zero. 
Therefore the total repulsive force variation is not uniform as in the traditional method. 
Total potential force 
To navigate the robot in an environment, total potential force acting on the robot should be 
calculated. There will be many obstacles in the robot’s working environment which may be 
detected or not. In the case, if robot detects single or several obstacles in any direction 
surrounding the robot and each of them generates a new repulsive force besides the original 
repulsive force if the sight angle is enough to make an effect on the robot. The total potential 
force acting on the robot can be computed as the vector summation of all the potential forces 
which can be expressed as in Eq. (3.10). 
 
𝐹𝑡𝑜𝑡 = {
𝑭𝑎𝑡𝑡 + ∑( 𝑭𝑟𝑒𝑝
𝑘 + 𝑭𝑟𝑒𝑝_𝑛𝑒𝑤
𝑘 )
𝑘
𝑖𝑓 ( 𝑑0 ≤ 𝑑𝑔 & 𝑑0 ≤ 𝑑𝑑   
𝑘𝑘 )
𝑭𝑎𝑡𝑡 𝑒𝑙𝑠𝑒𝑖𝑓 ( 𝑑0 > 𝑑𝑔 
𝑘 )
 (3. 10) 
The proposed algorithm has been integrated with the capability of guiding the robot properly 
towards the goal when there is an obstacle closer to the goal. As shown in the Eq. (3.10), 
when the robot-goal distance 𝑑𝑔  is less than the robot-obstacle distance 𝑑0  
𝑘  within the 
obstacle detecting range 𝑑𝑑, robot considers only the attractive force for its motion. But, this 
happens when the robot is coming directly towards the goal as the obstacle is located behind 
the robot only. Otherwise repulsive force appears to bring the robot around the goal and 
obstacle which satisfies the above conditional situation.  
A basic overview explanation of the total potential force distribution of the proposed method 
is explained in Figure 3- 9 for a situation where the goal is located at (1, 1) and a cylindrical 
like obstacle is located at (-1,-1) with the radius of 0.5. It is difficult to visualize the potential 
force distribution at every location and for different orientations of the robot in the 
environment, because the repulsive force component does not only depend on the distance to 
the obstacle but also on the robot’s velocity angle to the obstacle which is named as the 
obstacle sight angle. Since the sight angle cannot be predicted early, the visualization is given 
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for a fixed robot’s velocity direction which is always heading towards the Y-direction (goal 
position).   
 
Figure 3- 9: Total potential force distribution of the proposed method 
3.3 Target problems in path planning 
In this study, four different problems are considered to solve which often make trouble in 
robot path planning. 
(i). Dead-lock due to collinearity of robot, stationary obstacle and goal 
(ii). Dead-lock caused by robot, moving obstacle and the goal 
(iii). Dead-lock due to symmetrical obstacle distribution around the line connects the robot 
and the goal 
(iv). Goal non-reachability due to obstacle nearby (GNRON) 
These problems in traditional artificial potential field based path planning have been 
discussed in details in the Section 2.3.5 of Chapter 2. Above targeted problems can be simply 
explained as in Figure 3- 10. These situations have been discussed in the Chapter 2 in details.  
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Figure 3- 10: Problem classification related to the traditional method; (a) Collinear alignment of robot-obstacle-
goal, (b) Collinear but with moving obstacle, (c) Symmetrical distribution of the obstacles around the robot goal 
line, (d) Obstacle closer to the goal 
The proposed modification for the path planning algorithm mainly target to solve the first 
three problems and the forth one is simply resolved by checking the reachability condition to 
the goal when the goal is within the robot’s effective range. The related mathematics is 
explained in the Section 3.2.   
3.4 Conceptual analysis for solving target problems 
The basic idea of solving the above discussed problems is that to introduce a new repulsive 
force component for the system to avoid that the total potential force becomes zero except at 
the goal point. The additional force component is generated such a way that it will give more 
effect on the repulsive force as the robot is moving directly toward an obstacle. As discussed 
in the Section 3.1, new force component can be appear either left side or right side of the 
robot-obstacle line depending upon the situation.  
By introducing the additional repulsive force component (by each obstacle), the variation of 
the total potential force distribution and the behavior of the robot could be changed. Dead-
lock situation which is mentioned in the problem (i) as explained in Figure 3- 11(a), does not 
depend on the orientation of the robot for the traditional method. But, by introducing the 
effect of the robot’s heading direction and the angle to the obstacle into the potential force 
generation we could move the robot by preventing dead-lock. It is clearly shown that the 
effect of the new force component makes a rotational force around the obstacle but not 
similar only to the radial force as in the traditional method.  
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Figure 3- 11 demonstrate two different situations to explain the generation and the effect of 
the new repulsive force for different orientations of the robot. Though the distance to the 
obstacle from the robot is same, the magnitude of the new repulsive force component is 
varying with different heading angles from the obstacle, i.e. for different orientations of the 
robot. This is the nature of the human beings too, because, when we walk on a street we used 
to go away much onto left or right side if we are directly walking towards an object. This is 
because we come to know that the effect of the object is much higher in such situations. But, 
if that object is located little away from our way, we will not turn that much as we did before. 
In the case of where the object is much far from the way, we will not concern about that, 
because the effect of that object for our motion is negligible. In same manner, we can think 
about a way to implement such behavior for the robot’s motion too.   
Goal 
Obstacle
Fatt
Frep_new
Frep Frep_tot
Frep_new
Fatt
Frep Frep_tot
Frep_new
Fatt
Frep Frep_tot
Vr
VrVr
Case I Case II Case III  
(a) 
Goal 
Fatt
Frep
Fatt
Frep
Fatt
Frep
Frep
Fatt
Frep_new
Vr
Vr
Vr
Vr
Case I
Case II
Case III
Case IV
Obstacle
 
(b) 
Figure 3- 11: New repulsive force at different situations: (a) Collinear with different heading angles of the robot, 
(b) With different sight angles to the obstacle. 
The effect of robot’s heading angle to the obstacle for the new repulsive force component 
with different heading angles when the robot, obstacle and the goal are collinear is shown in 
Figure 3- 11(a). It shows the amplitude variation of the new repulsive force for different 
heading angles and hence the deviation of the total repulsive force. When the heading 
direction goes away from the line connects the goal-obstacle-robot, the effect of the new 
repulsive force component becomes low. As a result, the total repulsive force vector get 
closer to the original repulsive force vector and the magnitude is getting small. This behavior 
of the repulsive force vectors creates a total potential force together with the attractive 
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potential force, which directs away from the attractive force for smaller heading angles but 
bigger amplitude. As the robot’s heading angle getting bigger and bigger the total potential 
force comes closer to the attractive force with a small amplitude.  
Similarly, for different sight angles to the obstacle, the total repulsive force shows rotational 
characteristics as shown in Figure 3- 11(b). When the sight angle is increasing as in each 
cases from Case I to Case IV, the amplitude of the new repulsive force component becomes 
small. This results a rotational total potential force vector generating around the obstacle, and 
pulling the robot towards the goal direction. The sight angle is zero, means that the robot is 
directly heading towards the obstacle as shown in the Case I of Figure 3- 11(b), maximum 
effect of the new repulsive force component appears and it creates a rotational force on the 
robot. Hence the new repulsive force component helps the robot to escape from the deadlock 
position with a smooth rotation around the obstacle. In this way the robot is always inspecting 
the sight angle to the obstacles and calculates the effect of that for the motion of the robot by 
means of the new repulsive force.  
The new force component direction is very important and it should be determined carefully. 
The direction is determined by the robots motion direction together with the directions of the 
vectors to the goal and the obstacle points so that the new force component direction 𝑒𝐹𝑉  has 
to be determined. Figure 3- 12 show an example for the selection of the direction for the new 
repulsive force component. As shown in the (a) the repulsive force has acting in the left hand 
to the traditional repulsive force (𝐹𝑟𝑒𝑝) and that always helps to the robot to reach the goal. 
The amplitude of the new repulsive force component may vary with the angle 𝛿 as explained 
above. 
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(a)                                                                            (b) 
Figure 3- 12: Concept to determine the direction for the new repulsive force component 
Another situation where the dead-lock happens as mentioned in (iii) is caused by the 
symmetrical distribution of the obstacles around the robot-goal line as shown in Figure 3- 13. 
Let’s consider that there are two point obstacles which are located far enough to move the 
robot in between them. As the robot moves towards the goal in between the obstacles, the 
effect of the new repulsive force increases positively and keep on increasing its amplitude for 
some extend and being closer to the attractive force. The figure shows two situations (left and 
right) of this process. This variation of the new force component helps the robot to reach the 
goal without dead-locking before it passes the obstacles. But in contrast, traditional potential 
filed based path planning approach may fail when the robot passes through between the 
obstacles, because the effect of the repulsive force is only in the opposite direction to the 
attractive force.  
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Figure 3- 13: New repulsive force for a symmetrical obstacle distribution around the robot-goal line 
3.5 Filed variation study for T-APF and P-APF 
The objective of this study is to understand the difference of the filed vector variations of the 
traditional APF and the proposed APF methods. For this study point obstacles were used. 
Two different simulation experiments were carried out, one is with a single point obstacle, 
and second is with multi point obstacles.  
A. Field variation with a single obstacle with T-APF 
For the simulation experiment 1, the goal was located at the (0,0.5) and the point obstacle 
was located at (0, -0.2). For this study, robot’s heading angle ϴ was varied from 0º to 360º. 
For the illustration, field variations for a selected few heading angles are used. The variation 
of the field generated by the T-APF method is shown in Figure 3- 14, the field did not show 
any changes as the heading of the robot has changed. It implies that there is no effect of the 
robot’s heading on the field generation. As it clearly shown by the red circle marked on the 
graph, the amplitude of the field vector has become zero. This location is the most critical 
position where the deadlock can happen. This will demonstrate us that the T-APF method has 
possibility to guide the robot towards the deadlock.  
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Figure 3- 14: Potential field variation for T-APF for single obstacle 
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B. Field variation with a single obstacle with P-APF 
Simulation experiment was carried under the same conditions of the previous experiment and 
the results show that the field is depended on the robot’s heading angle ϴ. For explanation we 
have selected few screen views for different heading angles as shown in Figure 3- 15. As the 
heading angle is varying the direction and the amplitude of the total potential force is varying. 
Most importantly, the concerned area marked by the red circle does not contain any zero 
magnitude vector force. It implies that there is no any possibility for happening the deadlock 
in this area as we explained for T-APF case above. As the heading angle changing the change 
of the field direction and the magnitude can be seen. The proposed method generates a force 
rotating around the obstacle point opposite to the goal side, which helps the robot to change 
its path and move around the obstacle and reach the goal.  
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Figure 3- 15: Potential field variation for P-APF for single obstacle 
C. Field variation with multi-obstacles with T-APF 
In the goal was located at the (0,0.5) and the point obstacles were located at (-0.5, 0), (-
0.3, 0),. (-0.1, 0), (0.1, 0), (0.3, 0), and (0.5, 0). For this study, as in the previous 
experiment, the robot’s heading angle ϴ was varied from 0º to 360º. For the illustration, 
field variations for a selected few heading angles are used. The variation of the field 
generated by the T-APF method is shown in Figure 3- 16, the field did not show any 
changes as the heading of the robot has changed. It implies that there is no effect of the 
robot’s heading on the field generation.  
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Figure 3- 16: Potential field variation for T-APF for Multi-point obstacle 
As it clearly shown by the red circle marked on the graph, the amplitude of the field vector 
has become zero. This area is the most critical where the deadlock can happen because the 
total potential force has reached the zero at some positions. In parallel, the force components 
have been converged to that marked area so that the robot always will sink to that critical area.   
This will demonstrate us that the T-APF method has possibility to guide the robot towards the 
deadlock. 
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D. Field variation with multi-obstacles with P-APF 
Similarly the simulation experiment was carried out for the P-APF method under the above 
conditions. In contrast to the field variation of the traditional method, the field variation of 
the P-APF method is depending on the heading angle and it shows how the field has been 
varied for a selected cases in Figure 3- 17. Compared to the concerned critical area marked 
by red circle of the T-APF, the field vectors are pointing out with the P-APF. It implies that 
the robot will not stuck in this area because the force directions are always heading outside. 
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Figure 3- 17: Potential field variation for P-APF for Multi-point obstacle 
3.6 Problem evaluation and simulation experiments 
The proposed potential filed based path planning algorithm was mathematically modeled and 
implemented in the MATLAB simulation environment. In order to realize the behavior and 
for the better comparison of the performances of the proposed method, simulations were 
studied in both the static and dynamic environments under different conditions. For a better 
comparison of the performance of the proposed method with that of the traditional method, 
same parameter values of 𝑎𝑔, 𝑎𝑜, 𝑏𝑔 and 𝑏𝑜 for APF models were used. The parameters used 
in the attractive force and the repulsive force 𝑎𝑔 and 𝑎𝑜 as in Eq. (2.1) and Eq. (2.4) were 
chosen as 5 and 8 respectively for each simulation study. The parameter 𝑏𝑔  and 𝑏𝑜  were 
selected to be equal to 0.4, in order to maintain a similar distribution for attractive and 
repulsive potential fields which vanished over 4m distance.  
The robot was considered as an Omni-directional point-robot and the speed of it was chosen 
to be 0.05 m/sec for both the static and dynamic environments. The obstacles were treated as 
the point-obstacles for easy analysis because the geometrical obstacle representation will be a 
different topic of interest. In dynamic environments, obstacles are rotating on the circles 
(radius = 4 m) at the speed of 0.07 m/sec in clockwise and counter clockwise and 0.05 m/sec 
if it has a linear motion. For the simulation, virtual LRF model was used which is mounted on 
the robot with a maximum detectable distance of 4m and the scanning range of 240º. 
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3.6.1 Problem evaluation using traditional potential field 
In this section, for easy and clear explanation, the dead-lock situation was studied with a 
single stationary obstacle which is collinear with the goal and the robot, a single moving 
obstacle which causes a backward motion of the robot, and symmetrical obstacle distribution 
around the robot-goal line for the traditional method.   
3.6.1.1 With a single stationary obstacle 
Simulation was carried out for a single obstacle which causes dead-lock as the robot-
obstacle-goal are collinear as in Figure 3- 18(a). For this simulation study, initially robot 
started to move from the point (10, 1), the goal is located at (10, 18) and there is an obstacle 
at (10, 10) on the line connects the robot and the goal. The algorithm has to determine the 
way-points of the robot’s path at each step towards the goal. At the beginning of the robot’s 
motion it has moved smoothly without any interruption by the obstacle until 6m distance in 
Y-direction. But after that position, effect of the obstacle was appeared; hence the total 
repulsive force has started to decrease as shown in Figure 3- 18(b). As the robot reaches the 
point around (10, 9) closer to the obstacle, robot has trapped as shown in the simulation 
figures. This happened when the total potential force become zero as in Figure 3- 18(b); 
hence no command was generated to move the robot towards the goal which is called 
deadlock. It shows that the total potential force has converged to zero near a distance of 9m in 
Y-direction, before the goal point. This has been proven that the robot never be able to reach 
the goal avoiding the obstacle with the traditional method.   
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(a) 
 
(b) 
Figure 3- 18: Deadlock issue of T-APF method for a static obstacle: (a) Simulation snapshot, (b) Variation of 
the total potential force with distance of Y. 
3.6.1.2 With a single moving obstacle 
Simulation study carried out with a single dynamic obstacle which is moving towards the 
robot is shown in Figure 3- 19. Initially, robot starts to move towards the goal with a constant 
speed. As the obstacle moves towards the robot, robot has started to move back away from 
the goal and it shows an oscillation of its motion. In this unexpected motion, robot has first 
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come to a local minimum position and since the obstacle is further moving towards the robot, 
the total potential force appears and it forces the robot to move backward (Figure 3- 19(a)). 
As shown in Figure 3- 19(b), total potential force becomes zero for a moment and as the 
obstacle comes closer to the robot, total potential force shows an oscillation near zero. This 
variation of total potential force towards the negative direction results the backward motion 
of the robot in Y-direction away from the goal. Therefore the robot never reached its goal 
position until the path of the obstacle was changed.  
 
(a) 
 
 
(b) 
Figure 3- 19: GNR problem of T-APF method with a moving obstacle: (a) Snapshot of the simulation, (b) 
𝑭𝒕𝒐𝒕 variation 
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3.6.1.3 With two symmetrically distributed obstacles 
Another possible situation where the deadlock can happen is explained in Figure 3- 20, which 
describes the symmetrical distribution of the obstacle around the robot-goal line. Two 
obstacles are located besides the symmetrical line with 2m distance at (9, 10) and (11, 10). 
Robot has reached around (10, 8.5) and it has trapped at that point before reaching the goal 
(Figure 3- 20(a)). Dead-lock in this situation takes place when the total potential force 
becomes zero before robot passes the obstacles. The total force has varied from its maximum 
value to zero at the trapping point as shown in Figure 3- 20(b). In such a situation, the robot 
has no way to escape from the trapping situation unless we provide external or other facilities.  
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(b) 
Figure 3- 20: Dead-lock issue of T-APF with symmetrical static obstacle distribution (a) Simulation snapshot, 
(b) 𝑭𝒕𝒐𝒕variation with distance Y. 
As we discussed above in three cases, the traditional potential field method shows trapping 
and goal non reachability issues in both the static and dynamic environments. In order to deal 
with such problems, modifications were proposed for the potential field method by 
introducing a new repulsive force component.  
3.6.2 Problems evaluation using proposed potential field 
To deal with such kind of motion in dynamic environments and dead-lock problem in static 
environments, the P-APF algorithm gives a better solution. In order to compare the 
performances of the proposed potential filed method, simulation studies were carried out with 
the same conditions as in the traditional potential field method.  
3.6.2.1 With a single stationary obstacle 
The motion of the robot in Figure 3- 21(a) shows how the robot was able to avoid the 
obstacle without dead-locking. Indeed with the proposed potential field method based path 
planning algorithm, there is no local minimum where the total potential force becomes zero 
except at the goal point which causes deadlock problem. In this simulation, the goal and the 
obstacle are located at (10, 18) and (10, 10) respectively as in the simulation done for 
traditional method. Robot has started to move from (10, 1) with a constant speed towards the 
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goal which is located at (10, 18). The effect of the repulsive force started to appear on the 
robot around (10, 6) and near the point at the distance of 9m in Y-direction, as in Figure 3- 
21(b), total force has reached its minimum value near but behind the obstacle before starting 
to increase as the robot moves further towards the obstacle. At the point (10, 6) where the 
repulsive force started to appear, the repulsive force is generated, hence the robot has started 
to make a curvature motion other than the straight motion. The effect of the secondary 
repulsive force component which is acting perpendicular to the original repulsive force is 
more important to increase the force towards the goal direction; hence the direction of the 
total potential force changes and robot has started to move around the obstacle and reached 
the goal point. 
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(b) 
Figure 3- 21: Simulation result of P-APF with a static obstacle 
3.6.2.2 With a single moving obstacle 
Figure 3- 22 shows the simulation result carried out for a single dynamic obstacle using the 
proposed potential field method. Initially, the obstacle is placed at (10, 10) in between the 
robot and the goal and its velocity towards the robot is (0, -0.05) m/sec. Robot starts to move 
towards the goal from the point (10, 1) while the obstacle moves towards the robot. When the 
robot detects the obstacle, new repulsive force component starts acting on the robot together 
with the original repulsive force and hence the robot starts to move away from the direction 
of the obstacle. As a result robot could avoid hitting with the obstacle and passed the obstacle 
safely while reaching the goal as shown in Figure 3- 22(a). It clearly shows that the total 
potential force does not come to zero unless at the goal point as in Figure 3- 22(b). In this 
way the proposed method shows the ability of escaping goal non-reachability issues 
associated with the traditional method for moving obstacles.   
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(a) 
 
(b) 
Figure 3- 22: Simulation result of P-APF with a moving obstacle 
3.6.2.3 With two symmetrically distributed obstacles 
To overcome the dead-lock problem associated with symmetrical obstacle distribution, 
simulations were carried out and results are shown in Figure 3- 23. It clearly shows the 
comparative advantage of proposed method over the traditional method. As the robot moves 
closer to the obstacles, total potential force starts to decrease but before reaching zero and 
before passing the obstacles, it starts to increase because of the new repulsive force 
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component. This happens in any condition because the new force component is acting to 
create a rotational force towards the goal direction only, and increasing until robot passes the 
obstacle (see Figure 3- 23(b)).  
 
(b) 
 
(b) 
Figure 3- 23: Simulation result of P-APF with symmetrical static obstacle distribution 
Since the robot can detect the obstacles even after it passes the obstacles, the repulsive force 
appears on the robot, but into the goal direction. Therefore the total potential force has been 
increased to a maximum value and has started to decrease because the new repulsive force 
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component disappears after some sight angle to the obstacle. Finally, the total potential force 
has become zero at the goal point.   
By this simulation case study, it is proved that the proposed method is capable of overcoming 
the drawbacks of the traditional method such as dead-lock at local minima point for different 
situations including the goal non reachability situation. For much better validation of the 
proposed method with several obstacles in the environment, we carried out the simulation for 
both the static and dynamic obstacles.  
3.6.3 Simulation study with multi-obstacles 
Furthermore, for better realization of the path planning algorithm in static and dynamic multi-
obstacle environments, both the T-APF and P-APF algorithms were studied by performing 
the simulations. In both the environments, robot starts to move from the point (10, 1) to its 
goal point at (15, 15) for all the simulations. Figure 3- 24(a) shows the navigation of the robot 
using P-APF in a static environment with many obstacles. The variation of the total potential 
force with respect to the distance in Y-direction is given in Figure 3- 24(b). This total 
potential force variation shows that its value becomes zero at the goal point only. 
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(b) 
Figure 3- 24: Simulation of P-APF method in a static environment with few obstacles 
Simulation study was performed for both the T-APF and P-APF in multi-obstacle dynamic 
environments. This study was done to verify the capability of usage of the proposed method 
in dynamic situation too. Figure 3- 25 explains the simulation results for T-APF algorithm 
and Figure 3- 26 explains the simulation for P-APF algorithm. Additionally, this study 
verifies that both the P-APF and T-APF have the capability of reaching the goal since there is 
no situation where the deadlock can happen. However, the evaluation parameters defined to 
compare and evaluate the performances of the P-APF shows good performance over the 
traditional method (see Section 3.7). 
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(a) 
 
(b) 
Figure 3- 25: Simulation of T-APF method in a dynamic environment 
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(a) 
 
(b) 
Figure 3- 26: Simulation of P-APF method in a dynamic environment 
3.6.4 Simulation study with random obstacle distributions  
Furthermore, simulation studies were done for random stationary obstacle distributions to 
validate and compare the improvement and performances of the traditional and proposed 
algorithms. For this study a number of obstacles were changed from 10 to 100 by a step of 10 
and for each selection 100 number of trials were simulated for both the traditional and 
proposed method. The result of this study is given in Figure 3- 27 as the successful rate of 
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both the methods. As shown in the variation, when the number of obstacles increase 
successful rate has decreased for both the methods but the proposed method has shown a 
higher successful rate than that of in the traditional method.  
 
Figure 3- 27: Goal reachability variation for traditional and proposed approach 
Since the obstacles are distributed in the space randomly there will be some situations where 
the goal or the starting point is covered by the obstacles. In addition, the robot may stuck at a 
point where a large number of obstacles create a big barrier for the motion of the robot. 
However, the proposed method has shown the capability of avoiding the dead-lock in 
complex environments with a large number of obstacles where the traditional one often 
results.  
3.7 Numerical analysis of the proposed and traditional methods 
The proposed path planning algorithm (P-APF algorithm) does not consist of local minimum 
which causes dead-lock problem for the mobile robot path planning. Simply, local minimum 
point exists when the alignment of the robot-obstacle-goal is collinear or when the obstacles 
are symmetrical distributed around the line which connects the robot and the goal. In those 
situations there is a probability to happen the dead-lock as the total potential becomes zero. 
The T-APF and P-APF algorithms are considered to describe the dead-lock scenario and the 
solution given by the P-APF is analyzed numerically. This analysis was done for the most 
critical situation of symmetrical distribution of the obstacles around the robot-goal axis as 
shown in Figure 3- 28. In this study, two parameters which do effect directly on dead-
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locking; 𝑏𝑔  and 𝑏𝑜  as in Eq. (3.1) and Eq. (3.4) and the distance between the two 
symmetrically distributed obstacles (obstacle gap) were considered as the variables. Initially 
robot was placed at (0, 0) while the goal was at (0, 10). And two point obstacles were placed 
at (5, 0) and (-5, 5). By changing the above considered two parameter variables of 𝑏𝑔 and 𝑏𝑜, 
and obstacle gap simulation study was done. For a selected value of the variable parameters 
within its range, the total potential force was calculated for the positions along the robot’s 
starting point to goal.  
Goal Position 
(0, 10)
Obstacle 1 Obstacle 2
Start Position
(0, 0)
Robot 
motion
Obstacle gap
[ 0.2, 10]
X = [0.1, 5]
Y = 5
X = [-0.1, -5]
Y = 5
 
Figure 3- 28: Simulation environment for the numerical study 
Case I: Total potential force variation with obstacle gap 
By changing the gap between the obstacles symmetrically about the robot-goal line along the 
Y-axis, the gap was maintained in the range of [0.2, 10]. For each obstacle gap, total potential 
force was calculated while changing the robot’s position from its starting point to goal for 
both the methods. Variation of the total repulsive force (𝐹𝑇𝑜𝑡) for both the T-APF and P-APF 
is shown in Figure 3- 29. It clearly shows that the 𝐹𝑇𝑜𝑡 never goes to zero except at the goal 
point for P-APF unlike for T-APF. In some situations where the obstacles are very closely 
situated, the 𝐹𝑇𝑜𝑡 of T-APF becomes zero (or negative) which implies the occurrence of dead-
lock. 
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Figure 3- 29: Variation of 𝑭𝑻𝒐𝒕 for different obstacle gap values 
Case II: Total potential force variation with 𝑏𝑔 and 𝑏𝑜 
The second fact of parameters 𝑏𝑔 and 𝑏𝑜 of the potential functions in Eq. (3.1) and Eq. (3.4) 
defines the potential distribution. Value of 𝑏𝑔 and 𝑏𝑜 were changed equally from 0.1 to 1 and 
variation 𝑭𝑇𝑜𝑡 for both the methods is shown in Figure 3- 30. For this study the obstacles 
were placed at the positions of (1, 5) and (-1, 5). It shows that for some values of 𝑏𝑔 and 𝑏𝑜 , 
total potential force 𝑭𝑇𝑜𝑡 has reached zero (blue lines) where the deadlock happens with T-
APF. But, in contrast P-APF shows (red lines) no such behavior for any situation.  
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Figure 3- 30: Variation of 𝑭𝑻𝒐𝒕 for different 𝒃𝒈 (=𝒃𝒐) values 
In an unstructured environment, P-APF can be used without any difficulty considering the 
geometrical parameters of the environment such as the gap between the obstacles, width of 
the corrido, etc. Attention is only given to the size of the robot, standard deviation of the 
expected potential distribution (included into the 𝑏𝑔 and 𝑏𝑜 ) and the safety distance. Overall 
analysis depicts that the performance of P-APF is better than that of T-APF. 
3.8 Results and discussion 
Simulation was carried out in different environmental settings to evaluate the performance of 
the proposed (P-APF) path planning algorithm. Evaluation was done by comparing three 
parameters: 
1. Edg: Goal reachability distance error 
2. Dmin: Minimum clearance distance to obstacle  
3. Dtrav: Total traveling distance 
The Table 3- 1 shows the result of the simulation for both the T-APF and P-APF in a static 
environment. Simulations were carried out for single obstacle environment in a situation 
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where the robot-obstacle-goal is aligned and for the two obstacles symmetrically distributed 
around the line connects the goal and the robot. But in multi-obstacles case their positions 
were chosen randomly. It is shown that, in single obstacle case, the robot has not reached the 
goal (Edg = 9.05) with T-APF while it was able to reach the goal with P-APF. Further, 
navigation using P-APF has kept a considerably a large robot-to-obstacle clearance (Dmin) in 
both the environments.  And, it has shown that the P-APF minimizes the travelling distance 
too in both the static and dynamic environments. Two obstacles distributed symmetrically 
around the robot goal axis was also considered and evaluation parameters show that the robot 
has not reached the goal for T-APF. But in contrast, P-APF has prevented the deadlock and 
guides robot towards the goal.  
 
Table 3- 1: Results of the simulations in static environment 
 Single obstacle Two obstacles Multi-obstacles 
 Edg Dmin Dtrav Edg Dmin Dtrav Edg Dmin Dtrav 
T-APF 9.05 1.05 N/A 9.0 1.41 N/A ~ 0 1.37 15.40 
P-APF ~ 0 1.28 17.78 ~ 0 1.00 17.00 ~ 0 1.41 15.35 
A comparative analysis for the evaluation parameters of the simulation for dynamic 
environment is given in Table 3- 2. In both the environments, in addition to solve the 
deadlock issue, P-APF has maintained a considerably more Dmin than in T-APF and minimum 
Dtrav all the time. When comparing the performance of both the APF approaches, P-APF 
shows the best performance over the traditional approach in static environments as well as in 
the dynamic environments. 
Table 3- 2: Results of the simulations in dynamic environment 
 Single obstacle Multi-obstacles 
 Edg Dmin Dtrav Edg Dmin Dtrav 
T-APF ~ ∞ 0.90 ~ ∞ ~ 0 0.91 17.10 
P-APF ~ 0 1.00 17.75 ~ 0 0.93 17.47 
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3.9 Advantages of the proposed method 
In path planning problems artificial potential field has become popular because it has the 
capability of planning the path in both the static and dynamic environments. This capability 
of the robot which uses APF algorithm path planning may have more flexibility to adapt to 
different kinds of environment even in known environments. Since the research work is 
basically targeting the path planning in unknown environments, static or dynamic, APF will 
be the best solution from different views such as computational cost, etc.  
The proposed method has improved the validation of the APF for path planning application 
of mobile robots by eliminating the typical drawbacks associated with it. Basically it has the 
capability of navigating the robot without any dead-locking while providing much more 
advantages by estimating the effect of the obstacle for the robot’s motion. As we already 
discussed above, the proposed method introduces an additional force if there is an obstacle 
blocking or influencing the motion of the robot and the effect of the influence is directly used 
to generate the new repulsive force.  
3.10 Limitations of the proposed method 
The proposed method does not contain the limitations which are more common in traditional 
method. Only limitations are grown with the real implementation which is common to any 
other path planning algorithm. Environmental representation, object detection and 
identification are important for the implementation of the proposed method. This information 
will be used to decide the direction of the new repulsive force hence the robot will make a 
proper motion where the goal is in geometrical environments.  
We have discussed about the segmentation, object detection and identification further in 
Chapter 4.  
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CHAPTER 4 
Feature Extraction and Landmark Detection 
This chapter provides the analysis of some data segmentation and feature extraction methods 
from the range images created by a Laser Range Finder (LRF). Most of these methods are 
valid for indoor and outdoor applications unless they have performances difference varying 
from application to application. One of the objectives of this work is to analyze these 
methods by comparing the performances. By selecting one of the best methods, performing 
the segmentation, feature extraction in a structured environment and generating a 2D line 
segment map of the environment is the another objective.  
The work presented here deals with laser range data segmentation, feature extraction and 
scan-matching which is suitable for self-localization of mobile robots. We did the necessary 
modifications on the selected method and combined other supporting techniques for 
segmentation and feature extraction algorithms to improve the performances of the process. 
4.1 Introduction  
Autonomous mobile robots need to know its own position both in a well-known and in a 
totally unknown environment. For precise localization, mobile robots require an aptitude to 
acquire the knowledge of the surrounding environment using the information collected by the 
sensors. This aptitude enables the robot to interact with the environment for making decision 
in its motion, in the case of obstacle avoidance, localization, path planning, and map 
generation. Some self-localization algorithms often use an odometry sensor system for 
localization which is known as dead reckoning. Odometry or dead reckoning leads to 
unbounded errors mainly because the error is accumulative over the time.  
Some techniques have been developed to solve this problem and some of them are based on 
natural landmarks in the surrounding environment. These landmarks are observed over the 
time and they are used for the localization. One of the fundamental methods to get the 
environmental information is the use of adaptive sensors such as ultrasonic sensors or LRFs. 
In terms of accuracy and reliability, LRFs are well suitable sensors that show much better 
performance compared to the ultrasonic sensors. Therefore, LRFs are commonly employed to 
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extract the features of the environment than the ultrasonic sensors. These features could be 
corners, vertices or straight lines representing the walls or more complex geometric entities.  
However, 2D range scan data available consist of random noise, and different features because 
of the field of view, which makes it difficult to extract the features of the environment. 
Moreover, if the mobile robot is moving in a complex environment, feature extraction process 
will be more difficult. Therefore, instead of working with raw data point cloud directly, feature 
based localization first extracts the geometric features of the environment. For example, 
features that can be extracted in indoor environment by the robot can be walls as the line 
segments and corner points in 2D space as shown in Figure 4- 1. In this section, one of the 
main objectives is to extract the line segments as shown in Figure 4- 1 and the corner points 
which are created by two walls. The extracted features will be used to generate the segment 
map of the environment.  
 
Figure 4- 1: Indoor structured environment and feature representation 
4.2 Segmentation and feature extraction 
Laser range data segmentation and feature extraction methods can be basically categorized 
into various approaches: Point-Distance Based (PDBS) [86], [87], [88], [89], [90], [91], 
Kalman Filter Based (KFBS), Hough transform method [92], and fuzzy clustering [88] 
segmentation methods. The PDBS method can be subdivided further into two categories: 
constant threshold based method and Adaptive Breakpoint Detector (ABD) [88].  
LRF 
Line Segments 
Landmarks 
 94 
 
Segmentation: is the process of transforming raw LRF measurement data into meaningful set 
of groups of segments. 
Segment: is a set of range measurement data points belonging to one single object.    
Segmentation approaches mainly aim to identify and separate set of segments related to the 
scanned data set by the LRF. Feature extraction provides more condensed, feasible and a full 
description for the special features of the objects that can be used as the landmarks in robot 
navigation.  
Data segmentation is the first process performed for the LRF scanned data set. This will give 
the line segments, best fitted line parameters for the segments, non-segmented data points that 
have to be considered in obstacle avoidance of the mobile robots. Well segmented data set is 
used to extract the features such as corner points in addition to the line segments. Split-and-
merge is one of the most suitable algorithms for line extraction because of its superior speed 
and capability for real-time SLAM applications. This method is selected for our work and the 
process can be performed in three steps: split, straight line fitting and merge.  
The flowchart of the segmentation and feature extraction algorithm is shown in Figure 4- 2. 
After processing the LRF scanned data through ADB and IEPF algorithms, data points of each 
line segment were selected properly before sending through the Best Line Fitting (BLF) 
algorithm to estimate the line segment features. In this process, the effect of the corner data 
points of the consecutive segment could be eliminated.  
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Figure 4- 2: Flowchart of the segmentation algorithm 
4.2.1 LRF raw data representation 
LRF should explore the environment before the line extraction. In one scanning cycle of LRF, 
it acquires N number of data points (P) which can be defined in polar coordinates (𝛼𝑛, 𝑟𝑛) as 
shown in Figure 4- 3(a) and Cartesian coordinates (xn, yn) as in Eq. (4.1). 
 𝑃 = {𝑝𝑛 = (
𝛼𝑛
𝑟𝑛
)} = {𝑝𝑛 = (
𝑥𝑛
𝑦𝑛
)} , 𝑛 ∈ [1, 𝑁]         (4. 1) 
Where, 𝛼𝑛 represents the beam angle and the rn is the distance to the points on the object in 
the robot’s frame work. Segments 𝑆𝑖 of the 2D point cloud can be defined in polar form using 
Hough representation as in Eq. (4.2). Figure 4- 3(b) shows the polar representation of a line 
𝑆𝑖 . In the segment matching process polar representation is used because Cartesian coordinate 
matching in point cloud will be time consuming.   
 𝑆𝑖 = {(𝜃𝑖 , 𝑑𝑖), (𝑃𝑖
𝑠, 𝑃𝑖
𝑒); | 𝑖 = 𝑙:𝑚}, 1 ≤ 𝑙 < 𝑚 < 𝑁      (4. 2) 
Where (𝜃𝑖 , 𝑑𝑖) defines the polar parameters of the line segments and (𝑃𝑖
𝑠, 𝑃𝑖
𝑒) represents the 
starting and end point of segment.  
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Figure 4- 3: Geometric representation of LRF scanned points: (a) Cartesian representation of a line, (b) Polar 
representation (Hough representation) of a line 
In our discussion we target only the PDBS methods. These methods are based on the 
Euclidean distance between the points as the break-point criteria condition. In the next sub 
section we discussed some existing PDBS methods briefly.  
4.2.2 Polyline splitting of scanned data 
This process searched the preliminary end points of all the segments. Splitting of scanned data 
is kind of data pre-processing which splits the scanned point cloud into a set of collinear 
points. In this work, we consider ABD method to find point-to-point distance threshold and 
iterative end point fitting (IEPF) methods for splitting the data points. ABD algorithm 
determines the minimum distance threshold between two consecutive points as described in 
Figure 4- 4. Breakpoint detection is a procedure of great importance for line segmentation 
algorithm because, without such a task, the line extractor will tend to connect two neighbor 
lines, even if there is a large discontinuity between them. The purpose of ABD is to check if 
there exists a discontinuity between consecutive laser range scan points, called 𝑝𝑛 and  𝑝𝑛+1.  
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Figure 4- 4: Parameter representation for break point detection using ABD method 
Simple breakpoint detector does check the distance between two consecutive points  𝑝𝑛+1  and  
𝑝𝑛, 𝐷(𝑟𝑛, 𝑟𝑛+1) = ‖ 𝑝𝑛+1 − 𝑝𝑛 ‖ with the distance threshold 𝐷𝑡ℎ𝑑
𝑛 . 
 If      𝐷(𝑟𝑛, 𝑟𝑛+1) > 𝐷𝑡ℎ𝑑
𝑛  ,      𝐵𝑟𝑒𝑎𝑘 𝑃𝑜𝑖𝑛𝑡    (4. 3) 
The main difficult task in this process is the computation of the threshold value 𝐷𝑡ℎ𝑑
𝑛 . Some 
various threshold calculation approaches have been proposed in literature and some of the 
selected methods have been summarized in the Appendix B. Among those techniques, the 
definition given for calculating the threshold distance in [93] is used as the basic equation for 
our implementation which is shown in Eq. (4.4). 
 
𝐷𝑡ℎ𝑑
𝑛 = 𝑚𝑖𝑛{𝑟𝑛, 𝑟𝑛+1} ∙
𝑠𝑖𝑛(∆𝛼)
𝑠𝑖𝑛(𝜆 − ∆𝛼)
+ 3𝜎𝑟   (4. 4) 
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Figure 4- 5: Threshold circle including laser noise 
In the segmentation process, a data point clustering which belong to the different objects is the 
fundamental requirement. An overview explanation of the importance of this process can be 
explained as in Figure 4- 6. The scanned data points will be represented by a single line 
segment because they are representing two different parts of the same wall. But in 2D space 
the wall should be represented by two segments and the data points will be clustered into two 
sets. 
 
Figure 4- 6 : Overview importance of breakpoint detection 
Wall 1 Wall 2 
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Basic scenario of the breakpoint detection algorithm is shown in Figure 4- 7. For each scanned 
data point ABD algorithm calculates the threshold distance 𝐷𝑡ℎ𝑑 for the next consecutive point 
and this value is compared with the distance between the two points. If the threshold is less 
than the actual distance, breakpoint will be detected. 
After performing the basic breakpoint detection using ABD method, IEPF algorithm was used 
to split the segments further. This process was performed for each of the basic segments and 
its principle of operation is shown in Figure 4- 8. It will first connect the two end points and 
find the maximum orthogonal distance from the point, if the distance is greater than the given 
threshold, segment will be split into two at this point.  
Break 
Points
Cluster 2
Cluster 1
1np 
np np
1np 
 
Figure 4- 7: Principle of breakpoint detection algorithm 
ip
Np
ip
m
id
1p  
Figure 4- 8: Principle of IEPF algorithm 
Before splitting After splitting 
Splitting  
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4.3 Segmentation and feature extraction algorithm 
Structured indoor environments like inside of the departments, offices, etc, where we can find 
the walls and corner points, as well as the structured outdoor environments such as the places 
where there are buildings (ex. University premises, shopping complex area) is considered as 
the target working site for this research experiment. In those sites we can find long and short 
walls, corner points, as well as the curvature walls, columns or poles, and moving things like 
human, etc. Our purpose is to extract the stationary walls and corners as the landmarks and 
generate a 2D map of the environment. This map then will be used for localization for the 
robot together with the landmark detected.  
The segmentation process is necessary to be done for all the scanning cycles. In each cycle, 
algorithm will cluster the laser range data points into a set of groups where each set represents 
one object or more groups for a same object. This is performed using the ABD technique 
expressed in Eq. (4.5) which is the modified version of the one expressed in Eq. (4.4) for our 
experiment.  
 
𝐷𝑡ℎ𝑑
𝑛 = 𝑚𝑖𝑛{𝑟𝑛, 𝑟𝑛+1}(1 − 3𝜎𝑟) ∙
𝑠𝑖𝑛(∆𝛼)
𝑠𝑖𝑛(𝜆 − ∆𝛼)
+ 3𝜎𝑟 . 𝑚𝑎𝑥{𝑟𝑛, 𝑟𝑛+1}    (4. 5) 
These data points groups are processed by the segment splitting algorithm which is known as 
Iterative End Point Fitting algorithm for the segmentation. These segmented data points are 
used for finding the wall representation by filtering the noise included in the range data and 
find the best line representation for the corresponding wall segment using the Orthogonal 
Least Square method. This best line representation is used to estimate the best corner points if 
existing and those will be used as the feature points of the environment.  
Once this process is finished for a single scanning of laser range data, robot will capture 
another set of range data at a different location of the environment and send to the algorithm 
for evaluation. After doing the same things explained above, algorithm has to do the matching 
of the features extracted by distinguishing the new features and the features already observed. 
This process is called feature matching and merging. For this matching process K-D tree 
Nearest Neighbor Search (NNS) algorithm is used because this shows the best performance as 
the number of features increase when the robot is running for a considerably long time. 
Therefore, this technique will help to increase the processing speed of the algorithm. Once the 
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matching is finished, the re-observed features to be updated; line segments will be updated by 
checking the extension of them and corner landmarks will be updated for better representation.    
4.3.1 Straight line fitting 
After the splitting of the scanned data set, the pre-processing algorithm will give set of data 
points which belong to different environmental features. Each of these data groups are 
subjected to line fitting algorithm which gives the best fitting line segment for them. 
Orthogonal least square (OLS) method is employed to find the best fitting line segments and 
corresponding estimation for scanned points. OLS, which is also known as the total least 
squares method, fits the line by minimizing the summation of the squared distance errors 
between the points and the estimated fitted line. Please see the Appendix C for the 
mathematical explanation of the OLS method for 2-Diamentional data set.  
4.3.2 Landmark detection 
All the identified edge points by the above process will not be suitable as the landmarks for 
mobile robot navigation. Landmarks must be selected carefully from these candidate features. 
To make a corner in an indoor environment, two walls have to interest hence the intersect 
points of the segments where the end points are close enough are treated as the landmarks. In 
the landmark selection algorithm, the corner points which are located very closely will be 
considered as the same corner points. Moreover, the corners which associate the line 
segments’ inner intersecting angle which is larger than 𝜃𝑡ℎ𝑑  (= 30º for this study) are 
considered as the landmarks so that the position error can be reduced.  
4.3.3 Line segmentation and merging 
Line segments that have closely similar parameters are merged into one line and the 
corresponding scanned points are then re-processed through the OLS algorithm to get the most 
fitted line. Polar parameters of the line segments, [𝜃, 𝑑] for K-D tree Nearest-Neighbor Search 
(NNS) algorithm is used to check the similarity and find the similar lines. The polar form of 
the estimated line segment can be represented as in Eq. (4.6) which is explained in Figure 4- 3. 
 𝑑𝑖 = 𝑥𝑖𝑐𝑜𝑠𝜃𝑖 + 𝑦𝑖𝑠𝑖𝑛𝜃𝑖    (4. 6) 
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Where −π < θ ≤ π is the angle between the x axis and d is the perpendicular distance to the 
line from the origin.  
Then we introduced an end-point threshold 𝐷𝑡ℎ𝑑
𝑒  for line segment merging. If the end point 
distance is less than the threshold 𝐷𝑡ℎ𝑑
𝑒 , corresponding segments will be subjected to merge 
together.  By this process we can eliminate some bad similarity calculation results of NNS 
method.  
In the real application, as the robot is moving it will scan the environment continuously and 
extract the line segments and landmarks. This segment and landmark data are stored in a 
database and newly extracted line segments should be merged with the existing data. In this 
process new data will be matched with the data history and will be extracted from the similar 
data set which represents the same objects using NNS algorithm. Newly scanned line 
segments can have different end points far from each other but closely similar polar 
parameters. Due to the different scanning views, we will have four different situations where a 
new line segment can be considered with the existing ones to merge and extend the line 
features. Figure 4- 9 shows four different scenarios for extending the line feature with newly 
extracted data. 
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Figure 4- 9: Different scenarios for extending line segments 
The blue color line (𝑝1
ℎ, 𝑝2
ℎ) represents the existing (historical) line segment and (𝑞1
𝑜 , 𝑞2
𝑜) is the 
newly observed segment while 𝑝2
𝑒𝑥 is the extended point of the historical line segment. Plot 1 
of the Figure 4- 9 shows the extension of the starting point of line, for example, detection of a 
wall in the left side of the robot when it is moving forward. End point of the segment 𝑝1
ℎ has 
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been extended to 𝑝1
𝑒𝑥 as in the plot 2. This will happen when robot detects a wall in the right 
side of it. Both the end points of the segment 𝑝1
ℎ  and 𝑝2
ℎ  has been extended to 𝑝1
𝑒𝑥 and 𝑝2
𝑒𝑥  
but to the opposite directions since the observed segment is bigger as in the plot 3. This kind 
of association arises when the features are observed while moving closer to the objects, for 
example, when the robot is moving towards a wall.  
In order to find the extending part of the line segments, we considered orthogonal projections 
of the end points of the new segments on the existing segments. By selecting the inner and 
outer projection points, the end points of the line segments were edited. We kept remaining the 
slope of the existing line segment because it was estimated correctly based on the previous 
information. The end points to be extended were selected as explained bellow. 
𝐾𝑠1 =  𝑝1
ℎ 𝑝2
ℎ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ∙ 𝑠1 𝑝2
ℎ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗            𝐾𝑠2 =  𝑝1
ℎ 𝑝2
ℎ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ∙ 𝑠2 𝑝2
ℎ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   
𝑑ℎ
2 = ‖( 𝑝1
ℎ,  𝑝2
ℎ)‖
2
 
Case 1:   𝐾𝑠1 > 0        𝑎𝑛𝑑     𝐾𝑠2 > 0 
𝐼𝑓          𝐾𝑠1 < 𝑑ℎ
2  𝑎𝑛𝑑     𝐾𝑠2 > 𝑑ℎ
2 
The point 𝑠1 is in between the historical segment end points (𝑃1
ℎ, 𝑃2
ℎ) and segment has to be 
extended from 𝑃1
ℎ to 𝑠2 direction or wise versa. But if      𝐾
𝑠1 ≷ 𝑑ℎ
2  𝑎𝑛𝑑 𝐾𝑠2 ≷ 𝑑ℎ
2 , both the 
points are in the same side, outside or inside and then no extension is performed. In case of the 
selection of 𝑠1 and 𝑠2 is reversed, the above result will not be changed.  
Case 2:   𝐾𝑠1 . 𝐾𝑠2 < 0 
𝐼𝑓     𝐾𝑠1 > 𝑑ℎ
2   
Then the point 𝑠1  and 𝑠2  both are outside the segment end points. Then the line segment 
should be extended to both the directions; 𝑃1
ℎ to 𝑠1 and 𝑃2
ℎ  to  𝑠2 directions. But if  𝐾
𝑠1 < 𝑑ℎ
2 
point s1 is inside the segment, P2
h need to be extended to  s2. 
Case 3:   𝐾𝑠1 < 0   𝑎𝑛𝑑  𝐾𝑠2 < 0 
In this situation, both the end points are outside and in the same side. Therefore, no extension 
is considered.  
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This checking process should be performed for both the points 𝑠1 and 𝑠2 and to calculate the 
extended point of the line segment, the slope of the segment m should is used. Calculation 
process of coordinates of the extended points is explained bellow.  
As shown in the plot 1 of the Figure 4- 9, the line extension can be calculated from 𝑝2
ℎ to 𝑝2
𝑒𝑥. 
When the slop of the segment 𝑚 > 1  the coordinates of the extended point 𝑝2
𝑒𝑥 can be 
calculated as bellow.  
𝑦𝑝2𝑒𝑥 = 𝑦𝑝2ℎ 
𝑥𝑝2𝑒𝑥 = 𝑓
−1(𝑦𝑝2𝑒𝑥) 
If the slope 𝑚 < 1 the line extension can be computed as bellow for the same case of plot 1 of 
Figure 4- 9.  
𝑥𝑝2𝑒𝑥 = 𝑥𝑝2ℎ 
𝑦𝑝2𝑒𝑥 = 𝑓(𝑥𝑝2𝑒𝑥) 
 
4.4 Experimental study 
Experiments in different settings were performed to extract the line segment features and the 
corner points as landmarks in a structured indoor environment. These experiments were done 
to check the accuracy of the landmark position estimation, segmentation and merging process, 
and to compare the existing ABD methods and proposed method in segmentation.  
Experiment 1: Evaluation of segmentation and landmark detection  
The first experiment was done using a created wall objects to evaluate the accuracy of 
segmentation and feature extraction process. The layout of this experimental field is shown in 
Figure 4- 10 and a laser range scanner (Hokuyo URG-04LX) is used to extract the 
environmental information.  
All the measured data captured by the LRF is used for the feature extraction algorithm and it is 
expected to detect some of the visible corner points denoted by C1~C7 while calculating the 
 105 
 
best fitting line segment parameters for the walls which are detected. LRF is capable of 
detecting 4.0 m distance with the maximum scanning range of 240º.  
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Figure 4- 10: Floor layout of the experiment 1(distances are in cm) 
Figure 4- 11 shows the raw data map of an indoor environment generated using the LRF data 
for a single scan. These data were used to estimate the line segment parameters which 
represent the walls and the corner points which are called landmarks. Estimated line segments 
and corner landmark points are shown in Figure 4- 12, and the true coordinates and the 
estimated coordinates of the corner points are given in the Table 4- 1. It clearly shows that the 
algorithm shows expected performance of estimating the corner landmark points and it is 
proved by calculating the r.m.s error of the corner points which is less than 2% and has shown 
a good estimation as the laser range measurement error is 3%.  
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Figure 4- 11: Single scanning data of the environment 
As in the Figure 4- 12 some of the edge points were not detected as the landmarks, but the 
corners which are created by intersecting two walls have been detected. Edges were not 
considered in the environment because there is no guarantee that it will make a corner all the 
time.   
 
Figure 4- 12: Results of the segmentation and feature extraction algorithm 
 
 
 
-400 -300 -200 -100 0 100 200 300 400
-100
0
100
200
300
400
X - Position(cm)
Y
 -
 P
o
s
it
io
n
(c
m
)
-400 -300 -200 -100 0 100 200 300 400
-100
0
100
200
300
400
X - Position(cm)
Y
 -
 P
o
s
it
io
n
(c
m
)
LRF 
Raw LRF scanned  
data points 
Raw LRF  
scanned  
data points 
Corner 
landmark points 
LRF 
Line segments 
C7 
C4 
C5 
C3 
 107 
 
Table 4- 1: Estimated feature points for a single scan (distances are in cm) 
Landmark 
Coordinates of the corner landmarks RMS Error % 
 True data Estimated data 
C3 (300, 271) (298.79, 268.94) 1.19 
C4 (266, 271) (266.54, 271.66) 0.43 
C5 (266, 300) (265.44, 301.50) 0.80 
C7 (-200, 20) (-199.89, 16.85) 1.58 
Experiment 2: Evaluation of segmentation and merging algorithm  
Furthermore, an experiment was carried out in a different indoor environment (in the corrido 
of the department) and environmental data were captured at three different points as shown in 
Figure 4- 13. These extracted data were processed through the segmentation and feature 
extraction algorithm and line segments and corner landmark points were estimated. Figure 4- 
14 explains the frames of the global map for each scanning measurement data at different 
positions. 
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Figure 4- 13: Floor layout of the experiment 2 (distances are in cm) 
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Figure 4- 14: Frames of the global map and detected corner landmarks 
Results of the line segment extending and merging process is shown in Figure 4- 15(b) and the 
line segment map before merging as in (a). It demonstrates that the map after the segment 
merging process is better than the map generated by using the segment only. Main objective of 
this segment merging and map representation is to minimize the total number of segments that 
can be used to generate the total map while eliminating wrong estimations of the landmarks. 
The proposed method has reduced the total number of segments of 40 before they are merged 
to 29 after merging. This provides an easy representation of the environment for the path 
planning algorithm of mobile robot in geometrical structured environment.  
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(a) 
 
(b) 
Figure 4- 15: Generated map of the environment using the algorithm; (a) Before applying segment merging 
technique, (b) After applying segment merging technique 
Table 4- 2 shows the list of detected and estimated corner landmark points for five different 
locations of LRF. Some of the landmarks were not detected in each location, but some of 
them have been detected from two different locations and estimated coordinates are very 
closer. In this process, repeatedly detected line segments are not same but slightly similar. 
After the line segments extending and merging process, best representation for the line 
segments were estimated and corner landmarks were then calculated accordingly. As shown 
in the Table 4- 2, the error percentage of the corner landmark estimated varies within 0~3% 
except for some estimations.  
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Table 4- 2: Results of landmark position estimation (distances are in m) 
Landmark Position-  
1 
Position-  
2 
Position-  
3 
Position-  
4 
Position- 
5 
Estimated 
coordinates 
Actual  
coordinates 
rms (%) 
C1 -1.389, 
0.4 
-- -- -- -- 
-1.389, 
 0.4 
-1.4, 0.45 3.4 
C2 -1.66, 
0.437 
-- -- -- -- 
-1.66, 
0.437 
-1.68, 0.47 2.2 
C3 -1.657, 
1.264 
-- -- -- -- 
-1.657, 
1.264 
-1.68, 1.27 1.1 
C4 -1.393, 
1.286 
-- -- -- -- 
-1.393, 
1.286 
-1.4, 1.29 0.4 
C5 -1.378, 
1.513 
-- -- -- -- 
-1.378, 
1.513 
-1.4, 1.54 1.6 
C6 -1.028, 
1.489 
-- -- -- -- 
-1.028, 
1.489 
-1.08, 1.54 3.2 
C7 
-- 
-1.046, 
2.242 
-- -- -- 
-1.02, 
2.243 
-1.08, 2.26 2.2 
C8 
-- 
-1.387, 
2.225 
-- -- -- 
-1.387, 
2.243 
-1.4, 2.26 0.8 
C9 
-- 
-1.659, 
3.324 
-- -- -- 
-1.659, 
3.324 
-1.68, 3.33 0.58 
C10 
-- 
-1.395, 
3.356 
-- -- -- 
-1.395, 
3.356 
-1.4, 3.33 0.73 
C11 
-- 
-1.399, 
3.783 
-- -- -- 
-1.399, 
3.783 
-1.4, 3.8 0.41 
C12 
-- 
-1.055, 
3.772 
-- -- -- 
-1.055, 
3.772 
-1.05, 3.8 0.72 
C13 
-- 
0.903, 
3.767 
-- -- -- 
0.903, 
3.767 
1.0, 3.8 2.6 
C14 
-- 
1.492, 
3.805 
-- -- -- 
1.511, 
3.806 
1.6, 3.8 0.3 
C15 
-- -- 
0.862, 
5.66 
-- -- 
0.862, 
5.654 
1.0, 5.67 2.4 
C16 
-- -- 
1.534, 
5.497 
-- -- -- -- -- 
C17 
-- -- 
2.338, 
5.167 
-- -- -- -- -- 
C18 
-- -- -- 
-1.06, 
6.499 
-- 
-1.06, 
6.499 
-1.05, 6.53 0.49 
C19 
-- -- -- 
-1.121, 
6.522 
-- 
-1.121, 
6.522 
-1.13, 6.53 0.18 
C20 
-- -- -- 
0.947, 
8.788 
-- 
0.947, 
8.788 
1.0, 8.79 0.6 
C21 
-- 
 
-- -- 
0.884, 
4.442 
0.903, 
4.442 
1.0, 4.52 2.7 
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Experiment 3: Comparison of ABD (Adaptive Breakpoint Detection) techniques  
Another experiment was done to compare the performance of the adaptive breakpoint 
detection algorithms which are discussed in the section 4.2.2. For this experiment Hokuyo 
URG30-LX laser range scanner was used. Range data of the map given in Figure 4- 16 were 
captured placing the sensor stationary at the mentioned position. The captured data was 
processed through 8 different ABD methods including the proposed method. For this 
experiment the data related to the front wall of the LRF is considered.  
250
387 123 127 123
10
50
157
123 127 123
LRF Position
Straight walls
Doors
 
Figure 4- 16: Floor layout of the experiment 3 (distances are in cm) 
The performance of the methods was compared by the Segmentation and feature extraction 
Rate (SR) and in this case the total expected segment length is about 20.35 meters. SR is 
calculated using the Eq. 4.7 shown below to evaluate the results. For this evaluation process, 
in a known environment expected segment length 𝐿𝑖
𝑒𝑥𝑝 and detected length 𝐿𝑖
𝑑𝑒𝑡 was used to 
calculate SR. 
According to the experimental study and results given in Table 4- 3 some of the existing 
methods have shown less SR value for example, method 2 has a SR value of 40% while some 
methods shows good SR rates (for example method 7 shows 82.7% of SR rate). But this 
method did not detect the walls which are little bit far from the position of the sensor. The 
proposed method which is named as the method 8 in the Table 4- 3 has shown the best SR of 
92.4% than the other existing methods and it has captured the wall segments which are far 
from the location of the sensor.  
 
𝑆𝑅 =
∑ 𝐿𝑖
𝑑𝑒𝑡𝑘
𝑖
∑ 𝐿𝑖
𝑒𝑥𝑝 𝑘𝑖
   ∙ 100%     (4. 7) 
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Table 4- 3: Comparison of ABD algorithms in segmentation 
Method Equation 
No. of 
segments 
Total 
segment 
length 
(m) 
SR(%) 
(expected length 
20.35m) 
1 
𝐷𝑡ℎ𝑑 = 𝑑 
18 16.8878 82.30 
2 
𝐷𝑡ℎ𝑑 = 𝐶0 + 𝐶1𝑚𝑖𝑛{𝑟𝑛, 𝑟𝑛+1} 
12 8.1510 40.00 
3 𝐷𝑡ℎ𝑑
= 𝐶0
+
𝐶1𝑚𝑖𝑛{𝑟𝑛, 𝑟𝑛+1}
cot𝛽[𝑐𝑜𝑠(∆𝛼 2⁄ ) − 𝑠𝑖𝑛(
∆𝛼
2⁄ )]
 
16 17.9593 88.25 
4 𝐷𝑡ℎ𝑑 = |
𝑟𝑛 − 𝑟𝑛+1
𝑟𝑛 + 𝑟𝑛+1
| 30 13.7672 67.65 
5 
𝐷𝑡ℎ𝑑 =
𝑟𝑛 ∙ sin(∆𝛼)
sin(𝜆 − ∆𝛼)
 15 14.4393 70.35 
6 
𝐷𝑡ℎ𝑑 = 𝑟𝑛 ∙
𝑠𝑖𝑛(∆𝛼)
𝑠𝑖𝑛(𝜆 − ∆𝛼)
+ 3𝜎𝑟 18 16.7031 82.10 
7 
𝐷𝑡ℎ𝑑 = 𝑚𝑖𝑛{𝑟𝑛,  𝑟𝑛+1} ∙
𝑠𝑖𝑛(∆𝛼)
𝑠𝑖𝑛(𝜆 − ∆𝛼)
+ 3𝜎𝑟 
19 16.8230 82.70 
8 𝐷𝑡ℎ𝑑 = 𝑚𝑖𝑛{𝑟𝑛,  𝑟𝑛+1}(1 − 3𝜎𝑟)
∙
𝑠𝑖𝑛(∆𝛼)
𝑠𝑖𝑛(𝜆 − ∆𝛼)
+ 3𝜎𝑟
∙ 𝑚𝑎𝑥{𝑟𝑛,  𝑟𝑛+1}  
20 18.8054 92.40 
 
4.5 Results and conclusion 
Experimental analysis of data segmentation method was carried out for different threshold 
definitions which are explained above. Simulation study was first carried out and line SR is 
calculated to evaluate the results.  
Different ABD algorithms were considered to check the performances of the segmentation 
algorithm. SR value for the modified ABD algorithm we proposed given in Eq. (4.10) has 
shown a good performance than other existing methods. The SR value was 92.4% for 20 
segments as we expected.  
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In conclusion, the proposed method has shown the best result in segmentation and landmark 
extraction. This will give faster computation in a large scale environment and best for the data 
association problems in localization algorithms such as SLAM. 
A line segmentation and corner landmark detection algorithm is presented in this paper and its 
performance was evaluated by the experiments. By comparing the evaluation factors for each 
case and the resulting line segment map the proposed algorithm works well in line 
segmentation and feature extraction in indoor environments. For continuous detection of the 
landmarks, algorithm has estimated their coordinates accurately. This algorithm uses 
stationary LRF data captured at different known locations for primary implementation and 
testing assuming that it is similar to the situation when the robot gives localization information 
correctly. The segment merging process has shown much better performance than the existing 
methods in the point of the segmentation rate. Finally, we can conclude that the proposed 
algorithm shows the expected performance and it can be used for mobile robot localization 
and navigation while extracting the feature online and to enhance the localization. 
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CHAPTER 5 
Representation of Geometric Environment and 
Implementation of P-APF  
In this chapter we mainly discuss about the implementation issues of path planning 
algorithms in real geometrical structured environments. Path planning in an unknown 
environment is a big challenge even when we do not consider the geometry of the robot. 
Taking into account the geometry of the robot and the objects in the environment makes the 
path planning problem more complex. In geometrical path planning robot environment 
modelling is very important and various types of known static models have been proposed in 
literature, namely visibility graph, voronoi diagram, cell decomposition, etc as we discussed 
in Chapter 2. Those methods use a known geometrical map of the working environment to 
generate the global free space area and obstacle area to produce the connectivity of graphs 
(free spaces) for path planning problem. Those methods have shown a successful 
implementation for real robots in simple environments [94].   
5.1 Representation of geometrical obstacles 
Continuously scanning laser range data is considered to develop a segment map and to 
represent the environmental features geometrically for path planning algorithm. In our study, 
we use 2D range data captured by LRF in a structured environment and the robot has to 
determine its path towards the goal avoiding the obstacles. Instead of using all the range data 
points at each time step, objects are represented by the segments and these segments are 
enclosed by the ellipses which are used to generate the potential force for the robot.  A simple 
explanation of range scanning and segmentation of a structured environment is shown in 
Figure 5- 1. As shown in this example, the robot will collect the range data of the walls and 
the segmentation and feature extraction algorithm (explained in Chapter 4) will extract the 
segments that represent the walls. For a single scan, the scope of the vision and knowledge of 
the robot is limited to these features. For path planning problems for mobile robots in 
unknown environments the local knowledge about the environment is not sufficient for global 
path planning. Locally robot will get the environmental information and keep them in as 
compacted manner for future usage. In this process, segmentation and feature extraction 
algorithm will estimate the line features and representation of line segments for segment 
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matching and merging algorithm. Identical segments or segments that represent the same 
features of the environment which have been observed before will be extended according to 
the current extracted features. In this manner, segmentation algorithm will maintain a 
segments map of the environment continuously and the extended segments of the detected 
segments will be used for generating the potential field in addition to the new segments 
observed.  
Walls
Robot 
with LRF
Detected wall 
segments
 
Figure 5- 1: Segment representation for a single scan 
The detected segments of the current scanning as shown in Figure 5- 1 has to be processed 
through the merging algorithm and its output segments are used for representing the 
geometrical information of the environment. Since the exact geometrical information is 
unknown for the detected features, the extracted information should be represented in a 
geometrical manner. For our implementation we are proposing a “Totally fit ellipse” 
technique as shown in Figure 5- 2 to represent the segments instead of other methods such as 
lines, rectangles, or circles. Totally fit ellipse representation of the segments enables to 
enclose the detected parts of the objects in the environment into the ellipse and it will be 
adjusted according to the change of the length of the segments.  
By this ellipse representation for the segments the information which is related to each 
segment could be distributed equally. For example, a segment can be represented by a 
number of range data points, but each data point will give different information for the robot 
since the distance and the angle from the robot is different. Therefore, it will be difficult to 
make a relationship between the range data points for each scanning cycles unless we 
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represent them by extracted features like segments. This manner of representation of the 
segments as a set of ellipses changes the potential field elliptically around the segment. A set 
of totally fit ellipses for the detected segments are shown in Figure 5- 2. The ellipse 
representation keeps much bigger distance to the robot from the segment as it is decreasing 
gradually when going to the ends of the segments.  
Wall Segments 
Fitting ellipse
 
Figure 5- 2: Representation of segments using fitting ellipses 
The totally fit ellipse can be calculated for a given set of parameters of a segment as shown in 
Figure 5- 3. The width (W) of the enclosed rectangle should be calculated initially to calculate 
the ellipse parameters while the value of A is half of the segment length. The width W is 
defined in such a way that the rectangle should include all the scanned data point so that the 
ellipse also will enclose all the scanned data points. For this study, since the LRF’s distance 
residual variance is 3%, the width is defined as the 3% of the length of the line segment.  
B
A
H
W
,
2 2
H W 
 
 
 
Figure 5- 3: Parameter defining for totally fit ellipse 
The general equation of the ellipse can be represented as in Eq. (5.1).  
 𝑥2
𝐴2
+
𝑦2
𝐵2
= 1      (5. 1) 
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As the value of W and A are known the value for the parameter B can be computed for the 
ellipse. If the ellipse is specified to a circle it should satisfy the following equation given in 
Eq. (5.2). 
 𝐴
𝐵
=
𝐻
𝑊
    (5. 2) 
By substituting the coordinates (𝐻 2⁄ ,
𝑊
2⁄ ) to the Eq. (5.1) and then to Eq. (5.2) we could 
derive the following relationships. 
 
𝐴 =
𝐻
√2
  
 
 
𝐵 =
𝑊
√2
  
For a given segment with the length of L of the parameters A and B, the radius of the ellipse 
can be calculated as (𝐿 ⁄ 2, 𝐻 ⁄ √2)   since the H is a known value. These parameters are 
corresponding to the inner most ellipse and the potential force on this ellipse should be 
maximized. As the points move away from this ellipse (Totally fit ellipse), they will be lying 
on different equipotential ellipse and the amplitude of the force should decrease. The 
representation of equi-potential ellipses are shown in Figure 5- 4. 
Equi-potential 
ellipse
Segmented Line
(Face of the 
obstacle)
Interested Segment 
Rectangle 
“Totally Fit” 
ellipse
Segment Center 
Segment 
Rectangle 
 
Figure 5- 4: Totally fit ellipse and equi-potential ellipse distribution 
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In the calculation of the repulsive force on the robot, segments are considered instead of the 
scanning range data points. The distance from the robot to the totally fitting ellipse is used by 
modifying the repulsive force computational equation in Eq. (2.4) as discussed in the Chapter 
2.  
 
𝑭𝑟𝑒𝑝
𝑘 = {𝑎𝑜 ∙ 𝑒𝑥𝑝(−𝑏𝑜 ∙ 𝑑𝑜
2𝑘 ) ∙ 𝒆𝑜       𝑖𝑓 𝑑𝑜 ≤ 𝑑𝑑
𝑘  𝑘
0                                      𝑒𝑙𝑠𝑒  
       (5. 3) 
In the above equation, instead of using 𝑑𝑜
𝑘  the distance information of each range data, the 
shortest distance to the ellipse 𝐷𝑚𝑖𝑛 as shown in Figure 5- 5 is used and the above equation 
Eq. (5.3) can be re-written as in Eq. (5.4) for the 𝑘𝑡ℎ segment.  
 
𝑭𝑟𝑒𝑝
𝑘 = 𝑎𝑜 ∙ 𝑒𝑥𝑝(−𝑏𝑜 ∙ 𝐷𝑚𝑖𝑛
2𝑘 ) ∙ 𝒆𝑜    
𝑘  (5. 4) 
Calculation of the 𝐷𝑚𝑖𝑛 is an optimization problem and its mathematical derivation and 
problem definition is given in the Appendix D. This representation of the segment and 
repulsive force calculation is a straight forward process same as the calculation done with 
point obstacles.  Even though the robot has detected a part of the segment, it will use the 
updated whole segment to compute the repulsive force components.   
“Totally Fit” 
ellipse
Segment Center 
Robot
Shortest Distance
min
D
 
Figure 5- 5: Distance measurement from the robot for potential field generation 
The equi-potential ellipses of the repulsive potential force distribution for a line segment 
using the ellipsoidal representation is shown in Figure 5- 6.  
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Figure 5- 6: Equi-potential force distribution of a segment 
The corresponding repulsive force distribution around the segment is shown in Figure 5- 7. It 
has the maximum amplitude of the repulsive force on the totally fit ellipse and gradually 
decreases radially. 
 
Figure 5- 7: Repulsive potential force distribution around the segment 
In order to generate the new repulsive force component for the robot, we have to take into 
account the coordinates of the segment centers, segment group centers and the locations of 
the robot and the goal. The direction of the new repulsive force component is determined 
based on the segment center and the segment group center. Once the direction is defined for a 
segment at the very first detection of it, the direction of the new repulsive force does not 
change unless the segment is connected to another segment or a segment group. 
Line segment 
Equi-Potential 
ellipse 
Expected  
Gaussian Potential force  
distribution 
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5.2 Implementation concept 
The path planning algorithm is maintaining a segment history and at each step in the motion 
robot uses the segments not only the detected ones but also the extended versions and 
historical segments to calculate the repulsive force. If there are more than one segments are 
connected to generate a group, robot will consider the segment group center in addition to the 
segment center. By considering the possibility of avoiding the objects which is represented by 
a set of segments, algorithm will determine the most suitable direction for the new repulsive 
force component of the proposed artificial potential field method. Figure 5- 8 shows different 
situations where the robot makes different decisions based on the segment distribution.  
 
 
 
(a) 
 
 
 
 
 
(b) 
 
 
Robot 
Decided motion 
direction 
Segment 3 
Segment 2 
Segment 1 
Segment Group 
center 
Repulsive force 
direction 
Repulsive force 
effective direction 
Decided motion 
direction 
Repulsive force 
effective direction 
Robot 
Obstacle 
Gap 
Segment 3 
Segment 2 
Segment 2 
Segment 1 
Obstacle 
Gap 
Segment Group 
center 
Case - I 
Case - II 
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(c) 
Figure 5- 8: Different situations explaining the effect of geometrical representation 
As shown in the Figure 5- 8(a), the segments 1 and 2 belong to one object. Hence the 
segment group is considered to decide the direction for the new repulsive force component. 
In this situation there is an enough gap (obstacle gap) is available in between the segment 2 
and 3. The repulsive force generated by the segments 1 and 2 forces the robot to move to the 
left direction while the segment 3 creates a force to push the robot to the right side of it. As a 
result the total force will bring the robot in between the segment space (decided motion 
direction) available towards the goal. 
If the gap available in between the segments is not enough to pass the robot as shown in 
Figure 5- 8(b), the algorithm decides the direction for the 3
rd
 segment as that of the segment 1 
and 2. Finally, all the segments in this example generate the repulsive force in the same 
direction. If there is no gap in between the segments, i.e. all the segments represent only one 
object as in Figure 5- 8(c) the new repulsive force component should appears in the same 
direction for all the segments.  
This process should be run all the time and once the direction is decided for a segment it will 
be kept in memory and used for the next iteration of the motion. The direction of the new 
force component does not change unless in special situations such as where the robot is 
locked in a room like volume or if the robot is going very far and away from the goal 
exceeding the range limitations.  
Decided motion 
direction 
Segment 2 
Robot 
Segment 3 
Segment 1 
Segment Group 
center 
Repulsive force 
effective direction 
Case - III 
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5.3 Simulation study in geometrical environment 
The proposed method of path planning algorithm with geometrical obstacles is implemented 
in a simple environment and simulation study was carried out for both the traditional and 
proposed methods. The Figure 5- 9 shows the path of the robot travelled and it shows that the 
robot has stopped at a point (10, 6.5) in front of the obstacles before going to the goal. For 
this implementation, segment center points and the segment group center points were used.  
 
Figure 5- 9: Simulation screen view of the traditional method 
For the same environment, robot path planning was implemented using the proposed artificial 
potential field method and the simulation screen view snapshot is shown in Figure 5- 10. As 
shown there the robot has safely avoided the obstacles and it has reached the goal without 
dead-locking.  
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Figure 5- 10: Simulation screen view of the proposed method 
By this simple simulation study we have shown that the proposed artificial potential field 
method can be implemented for geometrical environments with a suitable obstacle 
representation.  
5.4 Future expansion and limitations 
The proposed artificial potential field based path planning algorithm is implemented here for 
a simple structured environment. Robot has to maintain the best feature map of the 
environment and some constraints for making the decisions in a large structured environment. 
This study of implementation in geometrical environment will be continued further. Since the 
discussion given in this thesis is not covering the cyclic behavior of the robot where the robot 
is always moving to a point or moving around a point without reaching the goal, it will be 
considered at the next step of this work. 
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CHAPTER 6  
Conclusions and Future Work 
This thesis has presented a path planning algorithm based on artificial potential field for 
mobile robots in structured environments. A range of topics has been discussed including 
path planning and obstacle avoiding methods, mathematics and simulation case studies of the 
proposed path planning method, laser range segmentation and feature extraction, segment 
matching, merging and map generation, and geometrical representation of the objects for path 
planning in real environments. The main target of this research work is to introduce a path 
planning method to overcome the dead-lock problem associated to the traditional one by 
involving the robot’s motion direction into the traditional potential field method.  
In the first part of this thesis, we have studied the robot path planning methods and their 
limitations in detail. Those methods have been categorized based on different aspects and 
basic introductions are given. Among them, artificial potential field method was selected as 
the basic technique for the proposed path planning algorithm.  
We studied the mathematical background, characteristics and limitations of the traditional 
artificial potential field deeply. Dead-lock and goal-non reachability issues associated with 
the traditional potential field method were examined under different situations. Various 
simulation studies were carried out for the traditional potential field method to analyze its 
drawbacks. After a thorough study about the traditional method we have proposed a new 
repulsive force component which is cooperated with the robot’s velocity for the traditional 
artificial potential field method.  
Mathematical background and conceptual inspiration of the proposed method was discussed 
in details. A comparison study of the traditional method and proposed method is given for 
different cases. By this simulation study, we have proven that the proposed method has a 
capability of overcoming the dead-lock issues in traditional method. The study was further 
done for randomly distributed multiple point obstacles by varying the number of obstacles, 
100 trials for each selection, and the proposed method has shown the better performance than 
the traditional one. In addition to the simulation case study we have given a comparative 
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numerical analysis for proving that the proposed method has capability of guiding the robot 
without having dead-lock.   
Segmentation and feature extraction algorithm for 2D laser range data is proposed. The main 
objective of this study is to represent a structured environment by segments for the 
implementation of the proposed path planning algorithm in real environment. In this section 
different adaptive techniques proposed in literature have been studied and analyzed their 
limitations and drawbacks. A comparative study of all the methods was carried out in a 
simulation environment as well as in a real environment. Among all, the proposed method 
has shown the best performance over 94% of segmentation rate for both the simulation and 
real environments. The proposed segmentation and merging algorithm has generated a map 
of the environment and it has estimated the corner landmarks with an error less than 3% 
which is the standard residual distance variance of the laser range measurements. Finally, 
practical implementation method with geometrical obstacle and issues are discussed. For this 
implementation, the segmented features of the structured environments were used and the 
implementation strategies were explained.   
As the future implementations, the proposed method will be integrated with robot’s memory 
maintaining and thinking capabilities in the implementation for a real robot. The experiments 
will be carried out to test the performances of the proposed method compared to the 
traditional one. Since the localization technique is not introduced at this stage, simultaneous 
localization and mapping (SLAM) technique will be used.  
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APPENDIX – A 
Filed Variation Study Results of the T-APF 
and P-APF 
 
Here we have summarized the results of the field variation study carried out for both the 
traditional APF and proposed APF methods. Initially, a single point obstacle and point goal is 
considered for the comparison. All the cases the heading angle of the robot was changed from 
0º to 360º. In this appendix we have provided the results for a selected set of values of the 
heading angle, which is defined as:  ϴ = 0º, 30º, 60º, 90º, 120º, 150º, 180º, 210º, 240º, 270º, 
300º, 330º, 360º. 
1. Field variation for single point obstacle  
For this study the goal is located at (0, 0.5) and a fix point obstacle is located at (0, -0.2).  
1.1 Simulation results with Traditional APF 
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ϴ=240º 
 
ϴ=270º 
 
ϴ=300º 
 
ϴ=330º 
 
ϴ=360º 
 
Figure A- 1: Field variation for the T-APF 
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1.2 Simulation results with Proposed APF 
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Figure A- 2: Filed variation for P-APF 
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2. Field variation for multi-point obstacle  
For this study the goal is located at (0, 0.8) and there are six number of point obstacles 
located at (-0.5, 0), (-0.3, 0), (-0.1, 0), (0.1, 0), (0.3, 0) and (0.5, 0). 
 
2.1 Simulation results with Traditional APF 
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Figure A- 3: Field variation for T-APF with multi-obstacles 
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2.2 Simulation results with Proposed APF 
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Figure A- 4: Field variation for P-APF with multi-obstacles 
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APPENDIX – B 
Adaptive Breakpoint Detection Methods 
In this appendix, some selected adaptive breakpoint detection (ABD) methods have been 
discussed. These methods belong to the point-distance-based-segmentation (PDBS) category. 
The main difficult task in this process is the computation of the threshold value 𝐷𝑡ℎ𝑑. Some 
various threshold calculation approaches have been proposed in literature.  
The algorithms considered under this category have to calculate the Euclidean distance 
between two consecutive scanned points 𝐷(𝑟𝑛, 𝑟𝑛+1) and the threshold condition 𝐷𝑡ℎ𝑑
𝑛 . The 
distance between the points 𝑝𝑛  and  𝑝𝑛+1 , 𝐷(𝑟𝑛, 𝑟𝑛+1) can be calculated by the following 
equation Eq. (B.1).  
 
𝐷(𝑟𝑛, 𝑟𝑛+1) = √𝑟𝑛2 + 𝑟𝑛+1
2 − 2𝑟𝑛𝑟𝑛+1𝑐𝑜𝑠∆𝛼       (B. 1) 
The most fundamental constrain is to introduce a fixed threshold value 𝐷𝑡ℎ𝑑 to find the 
breaking point. This is not an adaptive method for detecting the breakpoint because the 
threshold value is fixed and independent from the distance readings and inclined angle of the 
object wall to the laser beams.   
URG
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Figure B- 1: Geometrical parameter for Fixed threshold method 
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A common approximation in the calculation of the Euclidean distance as shown in Eq (B.1) 
can be expressed by the formula as below. 
 𝐷(𝑟𝑛, 𝑟𝑛+1) ≅ |𝑟𝑛 − 𝑟𝑛+1|         (B. 2) 
Adaptive break point detection methods are the most suitable approach than the use of fixed 
threshold value. A very simple adaptive method to calculate the threshold distance using the 
distance values of the laser range data has been proposed in [95].  The threshold value 𝐷𝑡ℎ𝑑
𝑛  for 
the  𝑛𝑡ℎ laser scanned point can be defined as in Eq. (B.3). This approach can be explained 
graphically and the parameters  𝑟𝑛   and 𝑟𝑛+1  are the scanned distances of the consecutive 
points as shown in the Figure B- 2.  
 𝐷𝑡ℎ𝑑
𝑛 = |
𝑟𝑛 − 𝑟𝑛+1
𝑟𝑛 + 𝑟𝑛+1
|     (B. 3) 
 
URG
HOKUYO
Y
X
LRF
1np 
np
1np 
1nr 
nr
 
Figure B- 2: Geometrical parameter for ABD method given in [95] 
The next method we have selected here is a well-known method proposed in [96], and the  
𝐷𝑡ℎ𝑑 is defined in this method can be expressed as in Eq. (B.3) and it can be explained as in 
Figure B- 3.  
 𝐷𝑡ℎ𝑑
𝑛 = 𝐶0 + 𝐶1𝑚𝑖𝑛{𝑟𝑛, 𝑟𝑛+1}  (B. 4) 
 
 141 
 
Where 𝐶0  is a constant parameters and 𝐶1  can be expressed as 𝐶1 = √2(1 − 𝑐𝑜𝑠∆𝛼) =
𝐷(𝑟𝑛, 𝑟𝑛+1)/𝑟𝑛.  
URG
HOKUYO
Y
X
1nr 
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1 min.C r
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Figure B- 3: Geometrical parameter representation for ABD method [96] and [97]  
A modified version of the above method has been proposed in [97] by including a new 
parameter 𝛽  as sown in Figure B- 3 to reduce the dependency of the segmentation. The 
proposed threshold condition can be expressed as:  
 
𝐷𝑡ℎ𝑑
𝑛 = 𝐶0 +
𝐶1𝑚𝑖𝑛{𝑟𝑛, 𝑟𝑛+1}
𝑐𝑜𝑡 𝛽[𝑐𝑜𝑠(∆𝛼 2⁄ ) − 𝑠𝑖𝑛(
∆𝛼
2⁄ )]
     (B. 5) 
The methodology explained in Figure B- 4 considers the range scan distance  rn  in the 
threshold computation process. In this approach a virtual line passing through the point 𝑝𝑛 
has been introduced, which represents the extremum case where an environment line can be 
detected reliably. The angle 𝜆 is the minimum angle that the virtual line inclines with the 
laser beam direction. Under this constrains, as explained in [88], threshold distance at the 
point  𝑝𝑛 can be calculated as bellow.  
 𝐷𝑡ℎ𝑑
𝑛 ∙ 𝑠𝑖𝑛(𝜆 − ∆𝛼) = 𝑟𝑛 ∙ 𝑠𝑖𝑛(∆𝛼)    
𝐷𝑡ℎ𝑑
𝑛 =
𝑟𝑛 ∙ 𝑠𝑖𝑛(∆𝛼)
𝑠𝑖𝑛(𝜆 − ∆𝛼)
     
(B. 6) 
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However the above method of defining the distance threshold does not consider the noise 
associated to  𝑟𝑛+1 . Therefore, this test will fail if the obstacles are closer to the sensor since 
the 𝑟𝑛 is small. To accompany with the sensor noise on the measured data, a parameter 𝜎𝑟 with 
the residual variance of the LRF is added to the threshold calculation. Then the threshold can 
be re-written as; 
 
𝐷𝑡ℎ𝑑
𝑛 = 𝑟𝑛 ∙
𝑠𝑖𝑛(∆𝛼)
𝑠𝑖𝑛(𝜆 − ∆𝛼)
+ 3𝜎𝑟  (B. 7) 
Intuitively, the parameter 𝜆 represents the worst case of incidence angle of the laser rays with 
respect to the line to which the scanning data points are belonging. The value for 𝜆 is 
determined with the user experience, and in our study we set the value of 10º. Thus, the 
breakpoint detector generates a threshold circle with a radius of  𝐷𝑡ℎ𝑑  including the 3𝜎𝑟 noise 
as shown in Figure B- 4.  
URG
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Figure B- 4: Threshold circle including laser noise 
Some other techniques to calculate the threshold distance 𝐷𝑡ℎ𝑑
𝑛  have been proposed.  In the 
experiment, break point detection using Eq. (B.7) showed good results, but the threshold 
distance 𝐷𝑡ℎ𝑑
𝑛  is proportional to the 𝑟𝑛  and it will not give a proper adaptive threshold 
calculation. By considering 𝑟𝑛 and 𝑟𝑛+1, with a little modification of Eq. (B.7), in [93] the 
utilization of an adaptive threshold 𝐷𝑡ℎ𝑑 is proposed as shown in Eq. (B.8).  
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𝐷𝑡ℎ𝑑
𝑛 = 𝑚𝑖𝑛{𝑟𝑛, 𝑟𝑛+1} ∙
𝑠𝑖𝑛(∆𝛼)
𝑠𝑖𝑛(𝜆 − ∆𝛼)
+ 3𝜎𝑟   (B. 8) 
If the measurement data 𝑝n are considered to iterate in 𝑛 = 1 → 𝑁 direction, a different result 
will be obtained than in 𝑛 = 𝑁 → 1.  
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APPENDIX - C 
Orthogonal Linear Least Square (OLS) 
Method for Two-Dimensional Plan 
Orthogonal least square is an attractive technique used for data fitting through an optimal 
equation in the wide field of regression analysis. This method minimizes the summation of 
square distance from set of points to a line or a curve in 𝑅𝑛 [98]. 
1. Definition of the problem 
Let’s suppose we have two observed variables, 𝑥 and 𝑦, each made of 𝑘 observations: 
𝑥 = {𝑥1, 𝑥2, … . 𝑥𝑘} and 𝑦 = {𝑦1, 𝑦2, … . 𝑦𝑘} 
We want to find the linear equation 
 𝑙: 𝑦 = 𝑚𝑥 + 𝑐  (C. 1) 
Such that the sum of the squared distances from each point, 𝑃(𝑥𝑖 , 𝑦𝑖) , to the line, 𝑙 , is 
minimized. 
As the first step, we need to find the linear equation orthogonal to 𝑙  and passing through 𝑃, 
which is defined as; 
 
𝑠: 𝑦 = −
1
𝑚
(𝑥 − 𝑥𝑖) + 𝑦𝑖  (C. 2) 
In order to find the distance of 𝑃 from 𝑙, we find the intersection point 𝑄 between lines 𝑙 and 
𝑠.  
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   
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Figure C- 1: Orthogonal intersecting point of two lines 
Variables: 
 
{
𝑙: 𝑦 = 𝑚𝑥 + 𝑐 
𝑠: 𝑦 = −
1
𝑚
(𝑥 − 𝑥𝑖) + 𝑦𝑖
  
(C. 3) 
By solving we get coordinates for 𝑄 = (𝑥∗, 𝑦∗) 
𝑥∗ =
𝑥𝑖+𝑚(𝑦𝑖−𝑐)
(𝑚2+1)
  and 𝑦∗ =
𝑚𝑥𝑖+𝑚
2𝑦𝑖+𝑐
(𝑚2+1)
 
So that the orthogonal intersecting point can be expressed as in Eq. (C.4)  
 
𝑄 (
𝑥𝑖 +𝑚(𝑦𝑖 − 𝑐)
(𝑚2 + 1)
,
𝑚𝑥𝑖 +𝑚
2𝑦𝑖 + 𝑐
(𝑚2 + 1)
)  (C. 4) 
The general expression of the distance between point 𝑃 and 𝑄. 
𝑑𝑃𝑄 = √∆𝑥𝑃𝑄
2 + ∆𝑦𝑃𝑄
2  
∆𝑥𝑃𝑄 =
𝑥𝑖 +𝑚(𝑦𝑖 − 𝑐)
(𝑚2 + 1)
− 𝑥𝑖 =
𝑚(𝑦𝑖 − 𝑐)−𝑚
2𝑥𝑖
(𝑚2 + 1)
 
∆𝑦𝑃𝑄 =
𝑚𝑥𝑖 +𝑚
2𝑦𝑖 + 𝑐
(𝑚2 + 1)
− 𝑦𝑖 =
𝑚𝑥𝑖 + 𝑐 − 𝑦𝑖
(𝑚2 + 1)
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𝑑𝑃𝑄 = √[
𝑚(𝑦𝑖 − 𝑐)−𝑚2𝑥𝑖
(𝑚2 + 1)
]
2
+ [
𝑚𝑥𝑖 + 𝑐 − 𝑦𝑖
(𝑚2 + 1)
]
2
 
𝑑𝑃𝑄 =
|𝑚𝑥𝑖 + 𝑐 − 𝑦𝑖|
√(𝑚2 + 1)
 
Since we have 𝑘  number of points, our problem consists of finding those values of the 
parameters 𝑐 and 𝑚 such that the sum of the squared distance results are minimized. 
 
𝑃:𝑚𝑖𝑛𝑆(𝑐,𝑚; 𝒙, 𝒚) =∑
(𝑚𝑥𝑖 + 𝑐 − 𝑦𝑖)
2
(𝑚2 + 1)
𝑘
𝑖=1
     (C. 5) 
 
Y-
A
xi
s
X-Axis
 
Figure C- 2: Overview or OLS technique for best line fitting 
 
2. Solution of the problem 
In order to solve the minimization problem given in Eq. (C.4), we need to find the solution of 
the system of derivations. 
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{
𝜕𝑆
𝜕𝑐
(𝑐,𝑚; 𝒙, 𝒚) = 0
𝜕𝑆
𝜕𝑚
(𝑐,𝑚; 𝒙, 𝒚) = 0
 
This can be expressed as below.  
{
 
 
 
 𝜕𝑆
𝜕𝑐
(𝑐,𝑚; 𝒙, 𝒚) = 2∑
(𝑚𝑥𝑖 + 𝑐 − 𝑦𝑖)
2
(𝑚2 + 1)
𝑘
𝑖=1
= 0
𝜕𝑆
𝜕𝑚
(𝑐,𝑚; 𝒙, 𝒚) =∑
2𝑥𝑖(𝑚𝑥𝑖 + 𝑐 − 𝑦𝑖)(𝑚
2 + 1) − 2𝑚(𝑚𝑥𝑖 + 𝑐 − 𝑦𝑖)
2
(𝑚2 + 1)
𝑘
𝑖=1
= 0
 
And, we can further reduce the above set of equations to a simple form. 
{
 
 
 
 𝑚∑𝑥𝑖 + 𝑘𝑐 −∑𝑦𝑖
𝑘
𝑖=1
= 0
𝑘
𝑖=1
∑[𝑥𝑖(𝑚𝑥𝑖 + 𝑐 − 𝑦𝑖)(𝑚
2 + 1) − 𝑚(𝑚𝑥𝑖 + 𝑐 − 𝑦𝑖)
2]
𝑘
𝑖=1
= 0
 
 
∑[𝑥𝑖(𝑚𝑥𝑖 + 𝑐 − 𝑦𝑖)(𝑚
2 + 1) − 𝑚(𝑚𝑥𝑖 + 𝑐 − 𝑦𝑖)
2]
𝑘
𝑖=1
 
= 𝑚(∑𝑥𝑖
2 −∑𝑦𝑖
2
𝑘
𝑖=1
𝑘
𝑖=1
) − 𝑐𝑚2∑𝑥𝑖
𝑘
𝑖=1
+ 𝑐∑𝑥𝑖
𝑘
𝑖=1
+𝑚2∑𝑥𝑖𝑦𝑖
𝑘
𝑖=1
−∑𝑥𝑖𝑦𝑖
𝑘
𝑖=1
+ 2𝑐𝑚∑𝑦𝑖
𝑘
𝑖=1
−∑𝑐2𝑚
𝑘
𝑖=1
 
By posing: 
𝜇𝑥 =
∑ 𝑥𝑖
𝑘
𝑖=1
𝑘
,  𝜇𝑦 =
∑ 𝑦𝑖
𝑘
𝑖=1
𝑘
 , 𝜇𝑥𝑦 =
∑ 𝑥𝑖𝑦𝑖
𝑘
𝑖=1
𝑘
, 𝜇𝑥2 =
∑ 𝑥𝑖
2𝑘
𝑖=1
𝑘
, 𝜇𝑦2 =
∑ 𝑦𝑖
2𝑘
𝑖=1
𝑘
 
Then we can rewrite the whole system as: 
{
𝑐 = 𝜇𝑦 −𝑚𝜇𝑥
𝑚(𝜇𝑥2 − 𝜇𝑦2) − 𝑐𝑚
2𝜇𝑥 + 𝑐𝜇𝑥 +𝑚
2𝜇𝑥𝑦 − 𝜇𝑥𝑦 + 2𝑐𝑚𝜇𝑦 − 𝑐
2𝑚 = 0
 
By solving these two equations 
(𝜇𝑥2 − 𝜇𝑦2)𝑚
2 + (𝜇𝑥2 − 𝜇𝑦2 − 𝜇𝑥
2 + 𝜇𝑦
2)𝑚 + 𝜇𝑥𝜇𝑦 − 𝜇𝑥𝑦 = 0 
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By posing: 
𝛼 = (𝜇𝑥2 − 𝜇𝑦2), 𝛽 = (𝜇𝑥2 − 𝜇𝑦2 − 𝜇𝑥
2 + 𝜇𝑦
2),  𝛾 = 𝜇𝑥𝜇𝑦 − 𝜇𝑥𝑦 
Then we can obtain a second order equation as  
𝛼𝑚2 + 𝛽𝑚 + 𝛾 = 0 
The solution is 
𝑚1,2
∗ =
−𝛽 ± √𝛽2 − 4𝛼𝛾
2𝛼
 
Consequently 
𝑐1,2
∗ = 𝜇𝑦 − 𝜇𝑥𝑚1,2
∗  
The two solutions (𝑚1
∗ , 𝑐1
∗)  and (𝑚2
∗ , 𝑐2
∗)  we keep the one, (𝑚∗, 𝑐∗) , which gives the 
summation of the squared distances is actually minimized. 
In order to find the best solution we should calculate the sum of the distances 
𝑑1 =
(𝑚1𝒙 + 𝑐1 − 𝒚)
2
(𝑚1
2 + 1)
 
𝑑2 =
(𝑚2𝒙 + 𝑐2 − 𝒚)
2
(𝑚2
2 + 1)
 
If  𝑑1 ≤ 𝑑2 
 Then 𝑚∗ = 𝑚1  and  𝑐
∗ = 𝑐1 
Else 
Then 𝑚∗ = 𝑚2  and  𝑐
∗ = 𝑐2 
Then the equation of the best fitting line is: 
𝑦 = 𝑚∗𝑥 + 𝑐∗ 
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APPENDIX - D 
Minimum Distance from a Point to an 
Ellipse 
Let us consider a centered ellipse with its axes along the 𝑥 and 𝑦 axes. The parametric 
equation a point (𝑥𝑒 , 𝑦𝑒) on the ellipse with radiuses 𝑎 and 𝑏 can be expressed as below.  
 𝑦𝑒 = 𝑏 . sin ∅  
𝑦𝑒 = 𝑏 . sin ∅ 
(D. 1) 
Where the  𝑎 and 𝑏  are the semi-major and semi-minor axis of the ellipse and the angle ∅ is 
defined as in the Figure D- 1. 
Y
X
b.sin
a.cos
e e eP (x ,y )
p p pP (x ,y )
a
b

pD(P , )
minD
 
Figure D- 1: Geometry of the centered ellipse 
The distance 𝐷(𝑃𝑝, ∅ ) of a given point 𝑃𝑝(𝑥𝑝, 𝑦𝑝) to a point on the ellipse 𝑃𝑒(𝑥𝑒 , 𝑦𝑒) can be 
calculated as in the equation Eq. (D.2). 
 
𝐷(𝑃𝑝, ∅ ) = √(𝑥𝑝 − 𝑥𝑒)
2
+ (𝑦𝑝 − 𝑦𝑒)
2
  (D. 2) 
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This distance is a function of ∅ and will get different values for different positions of 𝑃𝑝 . The 
distance from the point 𝑃𝑝 to the ellipse is the minimum value of 𝐷(𝑃𝑝, ∅ ) which is the 𝐷𝑚𝑖𝑛 , 
which can be calculated finding the value of ∅  such that is satisfies the following condition. 
 𝑑𝐷(𝑃𝑝, ∅ )
𝑑∅
= 0    (D. 3) 
The derivation of the Eq. (D.2) can be expressed as in Eq. (D.4). 
 𝑥𝑝. 𝑎. 𝑠𝑖𝑛∅ − 𝑦𝑝. 𝑏. 𝑐𝑜𝑠∅ = (𝑎
2 − 𝑏2)𝑠𝑖𝑛∅. 𝑐𝑜𝑠∅   
(D. 4) 
By solving this equation of  ∅ will give the value of  ∅ for which the distance is minimum. 
Once ∅  is found, the distance from the point 𝑃𝑝(𝑥𝑝, 𝑦𝑝) can be calculated by the Eq. (D.5). 
 
𝐷𝑚𝑖𝑛 = √(𝑥𝑝 − 𝑎. 𝑐𝑜𝑠∅)
2
+ (𝑦𝑝 − 𝑏. 𝑠𝑖𝑛∅)
2
  (D. 5) 
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