In hot non-Abelian gauge theories, processes characterized by the momentum scale g 2 T (such as electroweak baryon number violation in the very early universe) are non-perturbative. An effective theory for the soft (|p| ∼ g 2 T ) field modes is obtained by integrating out momenta larger than g 2 T . Starting from the hard thermal loop effective theory, which is the result of integrating out the scale T , it is shown how to integrate out the scale gT in an expansion in the gauge coupling g. At leading order in g, one obtains Vlasov-Boltzmann equations for the soft field modes, which contain a Gaussian noise and a collision term. The 2-point function of the noise and the collision term are explicitly calculated in a leading logarithmic approximation. In this approximation the Boltzmann equation is solved. The resulting effective theory for the soft field modes is described by a Langevin equation. It determines the parametric form of the hot baryon number violation rate as Γ = κg 10 log(1/g)T 4 , and it allows for a calculation of κ on the lattice.
Introduction
Due to the chiral anomaly, baryon number is not conserved in the standard electroweak theory [1] . At zero temperature, the rate for baryon number changing processes is exponentially small. It becomes unsuppressed when T is of order of the electroweak phase transition or cross-over temperature T c ∼ 100 GeV [2] . Knowledge of this rate is a prerequisite for any attempt to understand the baryon asymmetry of the universe [3] .
Baryon number changing processes are due to topology changing transitions of the weak SU(2) gauge fields. In the high temperature phase (T > ∼ T c ) these transitions are unsuppressed only when the participating gauge fields are transverse and have a wavelength of order (g 2 T ) −1 [4] , where g is the weak gauge coupling. This is the scale at which finite temperature perturbation theory for non-Abelian gauge theories breaks down [5, 6] . Therefore, the rate in the high temperature phase, the so-called hot sphaleron rate, cannot be computed using weak coupling methods.
Close to thermal equilibrium, the rate for topology changing transitions can be written in terms of a different-time correlation function of the form
where · · · denotes the average over a thermal ensemble [7] . The operator O(t) is a gauge invariant function of the gauge fields A µ (t, x) at time t. Computing such correlation functions non-perturbatively is a difficult task. Euclidean lattice simulation are of no use because this is a problem with real (Minkowski) time.
In this paper it is shown that correlation functions like (1.1) are determined by an effective classical field theory which is described by Eqs. (9.45) and (9.49).
The great advantage classical field theories have over quantum field theories at finite temperature is that one can treat them non-perturbatively, like, e.g. on a lattice. The use of classical field theory for computing the hot sphaleron rate was suggested more than ten years ago [8] . The "soft" field modes, i.e. modes with spatial momenta of order g 2 T , are classical because they contain a large number of quanta as can be estimated from the Bose distribution function
However, not all field modes which are relevant to the problem are classical. The "hard" (p ∼ T ) modes have occupation number of order 1 and they strongly affect the non-perturbative gauge field dynamics by Landau damping which was realized by Arnold, Son, and Yaffe [9] .
In order to be able to use the classical field approximation, one has to integrate out the hard modes which can be done in perturbation theory. At leading order one obtains the well known hard thermal loops [10] . Time independent problems can be described in the imaginary time formalism. Then, the only effect of hard thermal loops is the Debye screening of electric interactions on 2 For spatial vectors I use the notation p = |p|. Four-vectors are denoted by capitals, P µ = (p 0 , p) and I use the metric P 2 = p 2 0 − p 2 .
the length scale (gT ) −1 . For time dependent problems hard thermal loops affect both electric (longitudinal) and magnetic (transverse) degrees of freedom. The Landau damping (or dynamical screening) is described by a discontinuity of the hard thermal loop resummed propagator for space-like momenta. In Ref. [11] , it was realized that hard thermal loop induced interactions between soft and "semi-hard" (p ∼ gT ) modes have an effect on the soft dynamics which is even stronger than Landau damping by a logarithm of 1/g. These interactions determine the characteristic time scale associated with the soft non-perturbative dynamics as t ∼ 1 g 4 T log(1/g) .
3)
The hard thermal loop effective theory describes field modes with p ≪ T and should therefore be classical. Nevertheless, it is difficult to use for nonperturbative lattice calculations. Like any classical field theory at finite temperature it is plagued with Rayleigh-Jeans UV divergences which are the same as in classical finite temperature Yang-Mills theory. For equal-time correlation functions the hard thermal loop effective theory reduces to a 3-dimensional Euclidean field theory which corresponds to dimensional reduction at lowest order. In this case, the divergences can be removed by local counter-terms. For different-time correlation functions this is not possible. There are linear divergences which are non-local in space and time and on the lattice they even break rotational invariance [12, 13] . 3 This is in sharp contrast with Euclidean lattice theories, where rotational non-invariant terms vanish in the limit of small lattice spacing. 4 Fortunately, one can also integrate out the momentum scale gT in perturbation theory. In this way one obtains an effective theory for the soft field modes only. Since the dynamics of the soft modes is strongly damped, this effective theory has a much better UV behaviour than classical Yang-Mills theory. In a leading logarithmic approximation [11] it is even UV finite [14] . It has recently been used for a lattice calculation of the hot sphaleron rate by Moore [15] .
The most direct approach to integrating out the scale gT is to compute loop 3 This problem does not arise in scalar φ 4 theory [17, 18] where the ultraviolet divergences in different time correlation functions are the same as in dimensional reduction. 4 There are proposals for using the hard thermal loop effective theory for lattice simulations [12, 19] . In [20] , the method suggested in [19] was used to compute the hot sphaleron rate [20] and the sphaleron rate in the symmetry broken phase [21] . One has to use a large numerical value of the Debye mass such that the physical hard thermal loops dominate over the UV divergences. This means that one cannot take the continuum limit at fixed Debye mass. diagrams within the hard thermal loop effective theory with soft external momenta and semi-hard loop momenta. This has been done at one loop level in Ref. [16] . However, the one loop approximation is not sufficient for obtaining the correct effective theory for the soft field modes. Computing higher loop diagrams in the hard thermal loop effective theory is quite tedious. It turns out to be much more efficient to use the formulation of hard thermal loop effective theory in terms of kinetic equations, which is the subject of this paper.
The main results of this paper and a brief description of the method employed have been presented in Ref. [11] (for a brief review, see [22] ). Here, the calculation is described in detail with emphasis on the accuracy of the various approximations. An argument which was used in [11] when solving the (leading log) Boltzmann equation (9.27) was not rigorous. This is improved upon in Sec. 9.4, while the result of [11] is not affected. An alternative (and also rigorous) method for solving (9.27) has been presented by Arnold, Son, and Yaffe [23] . In [14] these authors have described a simple physical picture for the results of Ref. [11] , using the concept of color conductivity [24, 25] . Recently, the Boltzmann equation was also obtained in [14] , [26, 27] . A recent detailed derivation of the Boltzmann equation can be found in [28] .
The paper is organized as follows. The starting point is the hard thermal loop effective theory for gauge field modes with momenta small compared with the temperature. It can be conveniently formulated in terms of kinetic equations derived by Blaizot and Iancu and independently by Nair, which are briefly reviewed in Sec. 2. In order to integrate out the scale gT , the fields in the kinetic equations are decomposed into soft and semi-hard components (Sec. 3). The effect of the semi-hard fields is described by the term ξ in the equations of motion for the soft fields, Eq. (3.10). The calculation of ξ is the subject of Sects. 4-8. First, the equations of motion for the semi-hard fields are formally solved in Sec. 4. There are two types of approximations which will be made, these are qualitatively described in Sec. 5. The first type of approximation is discussed in Sec. 6 for a scalar toy model. For the second approximation one needs to know the characteristic amplitudes of the soft fields (Sec. 7). Then, the perturbative expansion of ξ is discussed in Sec. 8. At leading order in g, the equation of motion for the soft fields is described by Vlasov-Boltzmann equations containing a Gaussian noise and a collision term. In Sec. 9 the 2-point function of the noise and the collision term are explicitly calculated in a leading logarithmic approximation. In this approximation the Boltzmann equation is solved, and one obtains a Langevin equation for the soft gauge fields. It determines the (leading log) parametric form of the hot sphaleron rate (Sec. 10).
Hard thermal loops
The first step towards an effective classical theory for the soft gauge fields is to integrate out the hard field modes. Since the hard modes are weakly interacting, this can be done in the one-loop approximation. The dominant contributions are obtained when one momentum in the loop is on shell, Q 2 = 0.
5 For the remaining propagators one can use the large energy (or eikonal) approximation
where P is some linear combination of the external momenta and v = Q/q. In this way one obtains the so called hard thermal loops [10] .
In Abelian theories, there is only a hard thermal loop 2-point function, while there are hard thermal n-point functions for any n in non-Abelian theories. This point is essential for the calculation in this paper. In [11, 16] it was shown that at one-loop order in the hard thermal loop effective theory the dominant contribution to the effective theory for the soft modes is due to hard thermal loop vertices.
The hard thermal loop effective theory is an effective theory for momenta p small compared with T . Therefore, it can be described by classical equations of motion. For the present problem this leads to an enormous simplification compared with the diagrammatic approach in Ref. [16] . However, the hard thermal loop equations of motion [29] are non-local, which is caused by the term 1/v ·P in the eikonal propagator (2.1). The non-locality is due to the fact that the hard particles, which are the quanta of the hard modes, can move undisturbed over distances as large as the typical size of the low momentum fields.
Fortunately, there is a local formulation of the hard thermal loop equations of motion which was obtained by Blaizot and Iancu and by Nair [30] - [33] (see also [34] ). It is the non-Abelian generalization of the linearized Vlasov equations for an electro-magnetic plasma (see e.g. [35] ). In addition to the gauge fields, these equations contain fields W a (x, v) describing the fluctuations of the phase space density of hard particles; v is the 3-velocity of the particles with v 2 = 1. The W a transform under the adjoint representation of the gauge group. The first equation is the Maxwell equation for the gauge fields
where 
ab . All fields coupling to the gauge fields contribute to the hard thermal loops in the same functional form. In a SU(N) gauge theory with n f chiral fermions (or 2n f Dirac fermions) and N s scalars in the fundamental representation, one has m
. The rhs of (2.2) is the current due to the hard particles. The integral in Eq.(2.2) is over the directions of the unit vector v. The equation of motion for W reads 
3 Separating soft and semi-hard degrees of freedom
The fields in the kinetic equations (2.2) and (2.3) contain Fourier components with momenta of order gT and g 2 T . The goal of this paper is to obtain equations of motion for the soft fields only. We introduce a separation scale µ such that
The fields A, E and W are decomposed into soft and semi-hard modes,
The soft fields 6 A, E, and W contain the spatial Fourier components with p < µ while the semi-hard ones a, e, and w consist of those with k > µ. Both W and w describe fluctuations of the hard particle distribution. W (w) is the long (short) wavelength part this distribution varying on length scale greater (less) than 1/µ. A word on notation: below, soft momenta will always be denoted by P , while semi-hard momenta will be referred to by K.
In order to obtain a gauge invariant effective theory for the soft fields, the separation has to be done in a way which does not break gauge invariance. In this paper the precise form of the effective theory will be calculated explicitly only in a leading logarithmic approximation. For this purpose it is sufficient to keep only those terms which depend logarithmically on the separation scale. For these terms it is irrelevant how the cutoff is realized exactly.
In the following, we will obtain two sets of kinetic equations, one for the soft fields and one for the semi-hard ones. Due to the non-linear terms these are coupled. Then, the semi-hard fields will be eliminated and one obtains equations of motion containing only the soft fields.
After the decomposition (3.2), the field strength tensor becomes
where
The term F µν on the rhs of Eq. (3.3) and the covariant derivatives in Eq. (3.4) contain only the soft gauge fields. The lhs of the Maxwell equation (2.2) becomes
Inspecting one-loop diagrams in the hard thermal loop effective theory [16] one can see that in order to integrate out the semi-hard modes only hard thermal loop vertices are relevant at leading order and that diagrams containing tree level vertices are suppressed by a factor g (see Fig. 1 ). In the present calculation The hard modes dynamically screen the soft and semi-hard fields. The relevant hard-semi-hard interaction is small angle scattering which exchanges color charge between hard particles (see Sec. 9). Soft-semi-hard interactions in the full quantum field theory can be neglected. Therefore, the relevant interactions within the hard thermal loop effective theory are due to hard thermal loop vertices.
tree level vertices correspond to interaction terms in Eq. (3.5) . Therefore, at leading order in g, one can drop all interaction terms in (3.5) which contain semi-hard fields, i.e. all but the first two terms. In addition, the covariant derivatives in the second term can be replaced by ordinary derivatives.
The lhs of Eq. (2.3) becomes
The last term on the rhs contains a product of two semi-hard fields. Therefore, it contains both semi-hard and soft Fourier components. The latter will turn out to be essential for the equations of motion for the soft fields.
Assuming that the scales gT and g 2 T are well separated, the decomposition (3.2) is invariant under the infinitesimal gauge transformation
when the gauge parameter ω(x) has only soft Fourier components. Under (3.7), the other fields transform in the adjoint representation,
The equations of motion for the soft fields
Dropping the self-interactions of the semi-hard fields, the soft momentum part of the Maxwell equation (2.2) becomes
The semi-hard fields enter the equation of motion for W ,
where ξ is defined as
The subscript "soft" indicates that only spatial Fourier components with p < µ are included. Under the gauge transformation (3.7), ξ transforms as the fields in Eq. (3.8). Therefore, Eqs. (3.9) and (3.10) are covariant under (3.7).
The equations of motion for the semi-hard fields
Since the semi-hard fields are perturbative, one can neglect their self-interactions. Then, the equations of motion for the semi-hard fields become linear in a and w,
In the next Section these equations will formally be solved. For that purpose it is necessary to separate the free parts in (3.13) from interaction terms. We rewrite (3.13) as 14) where the interaction terms have been collected in
Eqs. (3.12) and (3.14) will be used to write ξ in terms of the soft fields only. In (3.12), (3.14) covariance under the gauge transformation (3.7) is not manifest. Only if ξ is consistently expanded in powers of g, gauge covariance will be recovered.
"Solving" the equations of motion for the semi-hard fields
In this Section we will obtain an expansion of the semi-hard fields in powers of the soft fields starting from the equations of motion in Sec. 3.2. This expansion is only a formal solution to the equations of motion since the soft fields themselves depend on the semi-hard ones. The use of this expansion will become apparent in the Sec. 6. Our method will first be illustrated with a scalar toy model. The extension to the gauge theory case will be straightforward. We will restrict ourselves to the transverse semi-hard fields because the longitudinal fields do not contribute in the leading logarithmic approximation in Sec. 9.
Consider a scalar field which is split into soft and semi-hard Fourier components Φ and φ. For the equation of motion for φ, corresponding to (3.12) and (3.14), we write
where D is some linear differential operator acting on x. We will also assume that φ enters the equation of motion for Φ in analogy with (3.10). The form of the equation of motion for Φ is not relevant to the present discussion.
Eq. (4.1) is equivalent to
where φ 0 is a solution to the free equation of motion Dφ 0 = 0. The propagator ∆ satisfies
. Both φ 0 and the propagator ∆ are fixed by imposing initial conditions for φ. We will work in momentum space, where Eq. (4.2) reads
where k ∼ gT and p ∼ g 2 T . By iterating Eq. (4.3) one obtains a series
Each φ n is linear in φ 0 . Furthermore, φ n contains n powers of gΦ. If the soft field Φ was a fixed background field, Eq. (4.4) would be a solution to the equation of motion. However, this is not the case here. Φ itself depends on φ because the latter enters the equation of motion for Φ.
The gauge theory case can be treated in full analogy with the above example. We consider only the transverse gauge fields. In the leading logarithmic approximation of Sec. 9 only these will be required. In spatial momentum space, the transverse field is defined as
where the transverse projector is
For notational simplicity, the semi-hard gauge fields will be written without the subscript "t" in the following. The equations of motion in spatial momentum space are then
The equations of motion can be solved by Laplace transformation. 7 The Laplace transform of a function f (t) is
It defines an analytic function in the upper half of the complex k 0 -plane. Taking the Laplace transform of Eqs. (4.8) and (4.9) one obtains (cf. Appendix A)
where the subscript "in" denotes the initial values at t = 0. Eqs. (4.11) and (4.12) can be "solved" analogous to Eq. (4.3). For this purpose, it is convenient to write them in the form
with
First, one solves Eq. (4.14) for w. Inserting the result in (4.13), the latter can be solved for a which gives
Then one can determine w,
The propagators in (4.17) and (4.18) are defined as
Here ∆ t (K) denotes the hard thermal loop resummed propagator for the transverse gauge fields
with the transverse hard thermal loop self-energy
is the delta-function on the two dimensional unit sphere, 
This is the gauge theory analogue of Eq. (4.3). a 0 and w 0 are the solutions to the equations of motion for h = 0, i.e. without the soft "background". They only depend on the initial values at t = 0,
In Sec. 9 we will need the 2-point functions of a 0 and w 0 ; the results are listed in Appendix B.
By iterating Eqs. (4.26) and (4.27) one obtains an expansion
where for n ≥ 1
The term h n contains the Laplace transform of a product of fields. Using Eq. (A.2) it can be written as
Each term in (4.34) contains only the free solutions a 0 and w 0 together with the full A and W . Since the equations of motion (3.12) and (3.13) are linear in a and w, the a n and w n are linear in a 0 and w 0 .
Inserting the expansion of a and w into Eq. (3.11), one obtains an expansion for ξ,
Each term in (4.35) is bilinear in the free fields a 0 and w 0 . The term ξ n is of n-th order in the soft fields. Furthermore, it is of (n+1)-th order in the coupling g. This does does not yet tell anything about the actual magnitude of ξ n which obviously depends on the amplitudes of the soft fields.
The approximations for ξ
In Sec. 3.1 we have seen that the effect of the semi-hard modes can be described by the term ξ in the equations of motion for the soft fields. In Sec. 4 we have obtained an expansion of ξ. In the following, it will be shown that one can make two types of approximations for ξ which both correspond to an expansion in g.
(1) The first type of approximation, which will be discussed in Sec. 6, is the factorization of the thermal averages over initial conditions for the semi-hard fields. The reason why this factorization holds is that the correlation lengths and times of the semi-hard fields are much smaller than the corresponding ones for the soft fields. (2) The second approximation which will be made is the truncation of the series expansion (4.35). The accuracy of this approximation is controlled by the characteristic amplitudes of the soft fields which will be discussed in Sec. 7. In Sec. 8 it will be shown that at leading order in g only the first two terms in (4.35) need to be kept.
It should be noted that in order to go beyond leading order in g, one would have to take into account terms which were already dropped in Sec. 3 and which are not included in the expansion (4.35). In addition, one would have to consider corrections to the hard thermal loop approximation for the hard modes.
Factorization
In order to understand the approximation (i), it is instructive to go back to the scalar field example which was discussed in the beginning of Sec. 4. This will simplify the notation significantly and the extension to the gauge theory case will again be straightforward. In analogy with (3.11) we consider
For the thermal average over initial conditions for φ 0 we write
instead of (B.9)-(B.11). 8 We will further assume that the characteristic frequency of φ is of order gT .
The expansion of φ in Eq. (4.5) yields an expansion of ξ analogous to (4.35) . The first term in this expansion is
The next term contains one soft field and one additional power of the coupling,
Note that in (6.3), (6.4) , and all higher ξ n the field φ 0 always appears in the combination
where K is semi-hard while P and P ′ are soft. After solving the complete equations of motion for φ and Φ, the solution will contain products of arbitrarily many factors of χ. In order to compute correlation functions like (1.1), one has to perform the thermal average over initial conditions. The key simplification which can be made is the following: it turns out that in general, thermal averages of products of χ's can be approximated by disconnected parts,
But since the χ i already appear in the equation of motion for Φ, it does not make a difference whether one first solves the complete equations of motion and then uses (6.6), or whether one replaces
already in the equations of motion for Φ. With the replacement (6.7) one eliminates the semi-hard fields from the equations of motion for the soft fields. In this way one "integrates out" the semi-hard fields in the present framework.
The approximation (6.7) is similar in spirit to the derivation of kinetic equations by Klimontovich [37] . 9 The sum of soft and semi-hard fields corresponds to "microscopic" and the soft field corresponds to "macroscopic" degrees of freedom. The soft fields can be considered as a spatial (not statistical) average of the sum of soft and semi-hard fields. Using this analogy, the Boltzmann equation (9.27) has been recently obtained in Refs. [26, 27] . Now let us see why (6.6) holds. Let us first estimate the thermal average of one single χ,
In the final result for a non-perturbative correlation function of soft fields, χ will be integrated over the soft momenta P and P ′ . The delta-function in (6.8) eats up one of these integrals. Therefore, we can estimate
where p 0 is the characteristic frequency associated with Φ. In∆(K − P ) we can neglect the soft momentum p relative to k which is semi-hard. As long as p 0 < ∼ gT , we have k 0 − p 0 ∼ gT so that the only mass scale appearing iñ ∆(K −P ) is gT . Since∆ has mass dimension −3, we can estimate∆(K −P ) ∼ (gT ) −3 . In Sec. 9 we will see that the integration over semi-hard momenta gives a logarithmic dependence on the separation scale µ. Here we will ignore these logarithms, the results of this Section are valid beyond the leading logarithmic order considered in Sec. 9. Thus, we have
This expression has to be compared with the connected 2-point function of two χ's,
which contains only one delta-function of soft momenta only. Proceeding as for Eq. (6.10), we estimate
Therefore, the connected part is suppressed relative to the disconnected part, 9 See also §51 of Ref. [35] .
The form of this suppression is easy to understand. The connected 2-point function of χ 1 χ 2 contains only one delta-function for soft momenta, while the disconnected part has two. The latter has one additional integration over semi-hard momenta d 4 k ∼ (gT ) 4 . Thus, the suppression factor is
The same suppression occurs in higher correlation functions
14)
The result of this consideration is that, in general, one can approximate
where ξ n is defined as ξ n with χ replaced by its thermal average.
There is one qualitative difference between the scalar model discussed in this Section and the gauge theory. In the gauge theory case the replacement (6.7) gives zero due to the anti-symmetry of the structure constants. Therefore, ξ 0 is approximately determined by its connected 2-point function and the discussion of ξ 0 will be postponed to Sec. 8.1. Instead, consider the term ξ 1 . After the replacement (6.7) it becomes
Assuming that p 0 ≪ gT , one can neglect P in the integral which then becomes a dimensionless constant (∆(K) and∆(K) have mass dimension −1 and −3, respectively). The accuracy of this approximation is of order g. Then ξ 1 takes the form 17) or, in coordinate space,
Proceeding similarly for n ≥ 2, one finds that ξ n (x) is proportional to (Φ(x)) n . Furthermore, ξ n contains n + 1 powers of g and one factor T due to Eq. (6.8). To get the correct dimension, there must be 1 − n powers of gT which is the only scale available. Thus ξ n (x) is of the form
Obviously, the expansion parameter in the expansion of ξ depends on the amplitude of the soft field (or fields in the gauge theory case). This will be the subject of the following Section.
The characteristic amplitudes and frequencies of the soft fields
In this Section we will estimate the typical amplitudes of the soft fields, both in coordinate and in momentum space. Since the separation (3.2) was defined in terms of spatial momenta, the various soft fields can and do have different characteristic frequencies. In Sec. 8 these estimates will be used to determine when the series (4.35) can be truncated. Strictly speaking, some estimates can be made only a posteriori when the effective theory for the soft dynamics is known. Then, one can go back and check the consistency of the approximations. Some of these estimates, together with instructive illustrations can be found in Ref. [9] .
Any estimate for the amplitude of A is gauge dependent. However, as long as one works with a gauge fixing parameter which does not contain inverse powers of the coupling, the amplitude of the soft gauge field at a fixed time can be estimated from the tree level propagator of the transverse gauge field which is unscreened. This gives
Non-linear contributions to the propagator cannot be neglected, but they do not change the order of magnitude of (7.1). Thus, from (7.1) one concludes that
Consequently, the two terms in the covariant derivative ∂ i − igA i are of the same order of magnitude, ∂ i ∼ gA i , which makes perturbation theory for the soft gauge fields impossible. In spatial momentum space (7.2) corresponds to Table 1 Order of magnitude estimates for the amplitudes of the Laplace transformed soft fields.
The amplitude of the field W can be estimated from Eq. (B.2), where now the momenta are of order g 2 T . This gives
so that
Thus, we find that in position space
Now we consider the frequency spectrum of the soft fields. When p 0 ∼ gT , one can use perturbation theory to compute A(P ) and W (P ) from their initial values. Consequently, A(P ) and W (P ) can be estimated from the solution to the linearized kinetic equations (see Sec. 4). For p 0 ∼ g 2 T , perturbation theory breaks down. Still, the solutions to the linearized kinetic equations give the correct order of magnitude estimates. The results are listed in Table 1 .
Inspecting Table 1 , one can see that the difference δA(t, p) = A(t, p)−A(0, p), which can be estimated as p 0 A(P ), is small compared with A(0, p), as long as
In order to obtain large values of δA(t, p), one has to consider smaller frequencies. In Ref. [9] the frequency scale associated with large δA(t, p) ∼ A(0, p) was estimated as
again by considering the linearized kinetic equations. Later on, we will see that there is a logarithmic correction to this estimate. In this Section, we are only concerned about powers of the coupling and we can use (7.7). The gauge fields are saturated at these small frequencies. Therefore we have
The small frequency part of W cannot be estimated from the linearized kinetic equations. Therefore, one has to jump ahead and use the result from the effective theory for the soft field modes (see Sec. 9.6). One finds
Note that this is smaller than A(P ) by two powers of the gauge coupling. From Table 1 , one can see that the frequency spectra of A and W are qualitatively different. The main contribution to A(t) ∼ dp 0 A(p 0 ) comes from p 0 ∼ g 4 T , while W (t) receives its main contributions from p 0 of order gT and g 2 T .
The perturbative expansion of ξ
Compared with the scalar model discussed in Sec. 6, the gauge theory case is complicated by the following circumstances.
(1) There are several soft fields that can play the role of Φ (see Eq. (3.15)).
(2) The various soft fields have different characteristic frequencies. The gauge field is "slow" in the sense that A(t) is saturated by frequencies of order g 4 T . In contrast, W (t) is "fast" since W (t) is mainly determined by frequencies of order gT and g 2 T . If the equations of motion were linear, this would not be a problem. Then, only the low frequency tail of W would be relevant to the dynamics of the gauge fields. However, due to the non-linearities, the high frequency parts of W might sneak into the low frequency parts of the equations of motion. (3) For the term ξ 0 the replacement (6.7) gives zero due to the anti-symmetry of the structure constants of the gauge group. Therefore, one has to keep the term ξ 0 in the equations of motion for the soft fields. Due to the factorization property (6.6), correlators of ξ 0 can be approximated by 2-point functions. In other words, ξ 0 acts on the soft fields as a Gaussian noise.
The term ξ 0
We are now ready to discuss the first term in the expansion (4.35),
In momentum space, it reads (cf. Eq. (A.2))
In Sec. 6 we have argued that one can approximate the product a 0 w 0 by its thermal expectation value. However, this replacement gives zero for ξ 0 , because a b 0 w c 0 is proportional to δ bc which is contracted with the anti-symmetric structure constant f abc . Therefore, we have to leave ξ 0 in Eq. (3.10) as it stands and the solution to the equations of motion for the soft fields will contain products of ξ 0 's. However, the thermal averages of these products can be approximated by a product of 2-point functions,
which means that ξ 0 acts as a Gaussian noise.
For the following it will be important to know the characteristic amplitude of ξ 0 . Since ξ 0 vanishes and because the leading order contribution is determined by its 2-point function, the amplitude of ξ 0 is determined by
Inspecting Eq. (8.1) one sees that ξ 0 (P ) is of the form
where χ is a product of semi-hard fields analogous to (6.5). Therefore, one can apply the arguments of Sec. 6,
where we have used Eq. (6.13) in the second step. The characteristic amplitude of χ was determined in Eq. (6.10). Inserting the result gives
so that we finally obtain
For the characteristic frequency of the soft non-perturbative dynamics (7.7) this gives
We will now determine the expansion parameter which controls the accuracy of the Gaussian approximation (8.3) for ξ 0 . By using (8.3) one neglects the contribution due to the 3-point function
For the rhs can one can use the arguments of Sec. 6,
Comparing this to Eq. (8.8), we find
For the frequency (7.7) this gives
Thus, we find that the Gaussian approximation (8.3) for ξ 0 neglects terms which are suppressed by one power of g.
The term ξ 1
Now consider the second term in the expansion (4.35) of ξ,
The parametric form of ξ 1 was determined in Sec. 6, the result was Eq. (6.17). Now we have two soft fields, W and A, which can play the role of Φ. A nonzero contribution due to A would spoil the gauge covariance of the equation of motion for the soft fields (3.10). However, as we have argued in Sec. 3, ξ transforms covariantly under soft gauge transformations and such a non-covariant term cannot occur (for an illustration of how these contributions drop out, see Appendix C). Thus, at leading order in g we have
Taking into account the dependence on v, the most general form linear in W is
The amplitude of ξ 1 for the frequency scale p 0 ∼ g 4 T is of order (cf. Tab. 1)
Thus, we find that ξ 0 (P, v) and ξ 1 (P, v) are of the same order of magnitude when p 0 is the characteristic frequency of the soft gauge fields (7.7).
In Sec. 6 it was argued that the leading order contribution to ξ 1 is given by
while higher correlation functions can be neglected. Here the situation is slightly more complicated because we have several soft fields and these have different characteristic amplitudes. In particular, the leading order contribution to ξ 1 found above is relatively small because W is smaller than A. In addition, the soft fields have different characteristic frequencies. Thus, the frequency in the estimate (6.9) may be different from p 0 ∼ g 4 T .
Still, one can use the arguments of Sec. 6 to show that corrections to (8.18) are negligible. Since A(P ) is larger than W (P ) for any p 0 (see Tab. 1), one can simply ignore W and apply the arguments of Sec. 6 to the field A only. This simplifies the discussion because A is dominated by small frequencies of order g 4 T . Imagine that A gives a non-vanishing contribution to ξ 1 . This would be of order
The largest possible contribution (gauge covariant or not) to the connected 2-point function of ξ 1 can then be estimated using (6.13), 20) which implies that
Comparing this with Eq. (8.17) we find
Thus, by using the approximation (8.18) one neglects contributions to ξ 1 which are suppressed by at least a factor g.
ξ n for n ≥ 2
In this Section it is shown that ξ n does not contribute to the equations of motion for the soft fields at leading order in g when n ≥ 2 . The estimates made in this Section are not meant to be exact. Instead, they are to be understood as upper limits.
Let us first consider the term ξ n . The largest term which is allowed by gauge covariance is
In momentum space it is of the form (ignoring the dependence on v)
Note that not only the small frequency (p 0 ∼ g 4 T ) piece of W contributes to this integral. We can estimate d 25) which shows that ξ n (P ) for n ≥ 2 is in fact negligible relative to ξ 0 and ξ 1 .
Estimates for connected correlation functions of ξ n can be obtained in the same way as for ξ 1 in Sec. 8.2. First, we estimate the amplitude of the wouldbe contribution of A to ξ n . Proceeding as for W , we find
The connected 2-point function of ξ n can now be estimated using Eq. (6.13). 28) which is smaller than ξ 0 and ξ 1 by at least a factor g 2 when n ≥ 2.
The Boltzmann equation for the soft fields
To summarize this Section, we have found that at leading order in the gauge coupling, the equation of motion for the soft fields (3.10) can be approximated as
Here ξ 0 is a Gaussian noise due to Eq. (8.3). Since the expectation value of ξ 0 vanishes, we also had to keep the second term of the expansion (4.35), which can be approximated as in (6.15) . The terms ξ n with n ≥ 2 can be neglected. The form of ξ 1 is given by (8.16) , so that Eq. (8.29) can be written as
This equation has the form of a linearized Boltzmann equation for W , which contains a Gaussian noise term. The third term on the rhs plays the role of a collision term (for a detailed discussion of this equations see Sec. 9.3).
The leading log approximation
The noise and the collision term in (8.30) contain contributions which are logarithmically sensitive to the separation scale µ in Eq. (3.1). These contributions will be calculated in this Section. They are due to the transverse semi-hard gauge fields. Therefore, one can use the expressions for a 0 and w 0 which were obtained in Sec. 4 and ignore the longitudinal fields. Then, it will be argued that, in order to obtain the effective theory for the soft field modes at leading logarithmic order, the logarithm can be replaced by log(1/g). In this approximation the Boltzmann equation can be solved. This determines the current on the rhs of the Maxwell equation (3.9) . For the non-perturbative dynamics of the soft modes, the kinetic term in (3.9) can be neglected which then leads to the Langevin equation (9.49). 
where the subscript "in" denotes the initial value at t = 0. To evaluate the rhs of (9.1) one needs the correlations of a 0 and w 0 with the corresponding initial values; these are listed in Eqs. (B.3)-(B.5). One obtains
where J is the integral
After neglecting the soft momentum P , this integral is logarithmically divergent for k → 0 (see below). Since we are integrating out only fields with k > µ, we will find a contribution proportional to log(1/µ). The integral is convergent in the ultraviolet, so that the only other scale in (9.3) is m D ∼ gT . Therefore, the µ dependent part of (9.3) will be proportional to log(gT /µ). Here, we will only compute this logarithmic contribution to (9.3).
To see how one obtains the logarithmic contribution to (9.3), consider the transverse propagator (4.23). For |k 0 | ∼ k, the transverse self-energy (4.24) is of order m 2 D and there is no infrared divergence. Therefore, we must consider |k 0 | ≪ k. In this limit, the self-energy (4.24) can be approximated by
Then, the hard thermal loop resummed propagator (4.23) becomes
Thus, for |k 0 | < ∼ γ k the transverse propagator is of order 1/k 2 , which means that it is unscreened. The infrared divergence occurs only in the transverse sector. The longitudinal hard thermal loop self-energy stays of order m 
The k 0 integration contour can be closed in the lower half plane picking up the poles at k 0 = v 1 · k and k 0 = −iγ k . Note that this is consistent only as long as
Only then we have γ k ≪ k, which is required for |k 0 | ≪ k. Then, we can neglect p 0 and p in Eq. (9.7) except for the imaginary part of p 0 . We can thus set p 0 → iǫ. Proceeding similarly for the second term in Eq. (9.3), we find
The first integral in (9.8) is
Here, the upper limit for the k integration was chosen as gT which is where the low frequency approximation (9.5) ceases to be valid. For the second integral we choose v 1 as the 3-axis. The 1-axis is chosen such that v lies in the 1-3 plane. As in Eq. (9.9), the integral over the polar angle is saturated at small y = cos(θ). Then, we have v t · v 1,t ≃ v · v 1 . For the integral over the azimuthal angle ϕ of k one obtains
The remaining integral over the polar angle gives
Both in (9.10) and (9.11) the angular integration is saturated at v · k ∼ v ′ · k ∼ γ k , which means that the approximation (9.5) was consistent. Again, the integral over k gives a logarithm log(gT /µ), so that we finally obtain
The 2-point function of ξ 0 can therefore be written as
In configuration space, this corresponds to
The collision term ξ 1
In this Section we approximate ξ 1 according to Eq. (6.15), i.e. we replace the products of the free semi-hard fields a 0 and w 0 by their expectation values. We only need to take into account the piece of ξ 1 which contains the field W . The contributions due to A vanish after the replacement (6.15) (see Sec. 8.2 and Appendix C). Then we have
Using the results for the 2-point functions of a 0 and w 0 in (B.9) and (B.10) we find
The terms in the curly bracket which do not depend on P vanish because for them the k 0 -integration contour can be moved to +i∞ without hitting any cut or pole. The remaining terms in the curly bracket do not depend on P 1 . Therefore, the p 0 1 -contour can be closed in the upper half plane which gives a contribution due to the pole at p
Then we obtain 19) where J(P, v, v 1 ) is precisely the integral (9.3) we encountered in the previous Subsection. With the approximations discussed there, we finally find
The Boltzmann equation
With the results obtained above we can write Eq. (8.30) as
Eq. (9.21) is a Boltzmann equation for the soft fluctuations of the particle distribution W . The term ξ 0 is independent of the fields and therefore acts as a stochastic force. The third term on the rhs of Eq. (9.21) has the form of a collision term. It is due to the interactions with the semi-hard fields.
Let us see whether Eq. (9.21) is consistent with the Maxwell equation (3.9) for the soft fields. This requires that the current
is covariantly conserved. Integrating Eq. (9.21) over the direction of v, the third term on the rhs drops out due to 23) and one obtains
That is, the current appears not to be conserved. However, we have argued that only the 2-point function of ξ 0 should be relevant to the leading order behaviour of the soft gauge fields. But the 2-point function of ξ 0 (x 1 , v 1 ) with the rhs of Eq. (9.24) vanishes, 25) due to Eq. (9.23). Thus, we can replace 26) so that the current is covariantly conserved within the present approximation.
Due to the term ξ 0 , Eq. (9.21) looks as if it was not gauge covariant. However, the 2-point function of ξ 0 , Eq. (9.15), is invariant under gauge transformations of ξ 0 . Therefore, a gauge invariant correlation function computed using Eq. (9.21) will not depend on the choice of a gauge after the average over ξ 0 has been performed.
The only spatial momentum scales which are left in the problem are µ and g 2 T . The field modes we are ultimately interested in are the ones which have only momenta of order g 2 T . The cutoff dependence on the rhs must drop out after solving the equations of motion for the fields with spatial momenta smaller than µ. Thus, after the µ-dependence has cancelled, the logarithm in (9.15) must turn into log(gT /(g 2 T )) = log(1/g). Therefore, at leading logarithmic order the soft fields satisfy the Boltzmann equation
A collision term similar to the one in (9.27), has been obtained previously by Selikhov and Gyulassy [24] . It did not contain the second term in (9.13) which, as we have seen above, is necessary for the current (9.22) to be conserved. The collision term is larger by two powers of the coupling than the collision term in an Abelian plasma. This reflects the fact that collisions in Abelian and nonAbelian plasmas are qualitatively different, which was realized by Selikhov and Gyulassy [24] . The collision term in (9.27) is dominated by small angle scattering. In a non-Abelian plasma, even a single small angle scattering event can change the color charge of the hard particles, which is what is "seen" by the soft fields. 
Solving the Boltzmann equation
In the previous Subsection we have obtained a Boltzmann equation valid for the soft field modes at leading order in log(1/g) when the momenta in W (x, v) are strictly of order g 2 T . It will now be shown that one can neglect the lhs of Eq. (9.27) up to terms which are suppressed by a factor (log(1/g)) −1 . This is an enormous simplification since it turns (9.27) into a relatively simple integral equation. It can then be solved for W , which determines the current on the rhs of the Maxwell equation (3.9) for the soft gauge fields.
It is convenient to use a representation of the field W (x, v) in which the collision term is diagonal. Since the second term in (9.13) depends only on v 1 · v 2 , the collision term commutes with rotations of the velocity variable v. Thus, the eigenfunctions of the collision term are the spherical harmonics Y lm and its eigenvalues (see Appendix D) only depend on l.
The l = 1 projection of the Boltzmann equation is obtained by multiplying Eq. (9.27) by v i and integrating over Ω v . In A 0 = 0 gauge one obtains
Here, 31) contain the l = 0, 1, 2 components of W (x, v), respectively. Similarly,
is the l = 1 projection of ξ 0 (x, v).
It is easy to see that the first two terms on the lhs of Eq. (9.28) can be neglected. The first term contains a time derivative. We are only interested in the low frequency part of (9.28), for which this term is very small. It should be noted that the first term can be neglected only if one is interested in the dynamics of the gauge fields, since W (x, v) is mainly determined by frequencies larger than g 4 T . Now consider the second term in Eq. (9.28). Using the Gauß law 33) it can be estimated as 34) which is small compared with the term E i on the rhs.
In the following, it will become clear that the third term on the lhs of (9.28) can be neglected as well. Therefore, (9.28) can be trivially solved for W i , and one obtains 35) which is the result of [11] . It should be noted (and will be explained below) that the argument which was used in [11] to justify this approximation was not rigorous.
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Before discussing this point more carefully, let us first solve Eq. (9.27) for the higher l projections of W (x, v) which is simpler. For this purpose it is convenient to expand W (x, v) and ξ 0 (x, v) in spherical harmonics,
Consider the (l, m) projection of Eq. (9.21) for l ≥ 2,
Here λ l are the eigenvalues of the integral kernel (9.13). For l ≥ 2 they are all non-zero (see Appendix D). The lhs is of order g 2 T W l±1,m±1 , while the rhs is larger by a factor log(1/g). Thus, to leading logarithmic accuracy the solution to (9.38) is
Eq. (9.38) shows that all W lm are of the same order of magnitude when l ≥ 2.
Now we return to the discussion of Eq. (9.28). In [11] it was argued that the term ∝ log(1/g)W i is large compared with the lhs because it is logarithmically enhanced. This argument is correct for the transverse projections of W i , but it is not correct for the longitudinal part. In [23] , the longitudinal projection W i L was defined as the part of
L enters the l = 0 projection of (9.27), which is the equation for current conservation discussed in Sec. 9.3. In terms of the fields in (9.28) it reads 
where the damping coefficient (or color conductivity, see [14] ) is given by
The Gaussian white noise ζ i is proportional to ξ i 0 ,
The 2-point function of ζ i can be obtained from Eqs. (9.15) and (D.3),
The equation of motion (9.42) describes an over-damped system. To see this, let us estimate the second term on the lhs. It contains two covariant derivatives of the gauge fields. Each derivative is of order g 2 T . Thus, this term can be estimated as
For the damping term on the rhs we have
where t is the characteristic time scale associated with the soft gauge fields. Comparing (9.46) and (9.47), we find
Therefore, the second time derivative in (9.42) is negligible and the dynamics of the soft modes is correctly described by the Langevin equation
The approximation of dropping the termÄ has an important effect. The effective theory described by Eqs. (9.45) and (9.49) is no longer sensitive to an UV cutoff [14] . In other words, this theory is UV finite (aside from the "vacuum energy" which does not affect correlation functions like (1.1)). It is equivalent to the stochastic quantization [39, 40] of Yang-Mills theory in 3 Euclidean dimensions (in contrast to the usual stochastic quantization, the time variable in (9.49) is the physical time). Zinn-Justin and Zwanziger [38] have shown that both equal-time and different-time correlation functions are renormalized by the same counter-terms as the static theory, except for a possible renormalization of the damping coefficient γ. But 3-dimensional YangMills theory is UV finite and even the coefficient γ is not renormalized in 3+1 dimensions.
It is remarkable that within the present approximation the effect of the high momentum (k ≫ g 2 T ) modes can be simply described by a local damping term and a Gaussian white noise. The hard modes affect the soft dynamics by Landau damping which, in general, is a non-local effect. The modes with g 2 T log(1/g) < ∼ k < ∼ gT are responsible for interactions between the hard
Fig . 2 . The soft gauge fields correspond to extended field configurations (shaded) with a typical size R of order (g 2 T ) −1 . Since the soft fields are changing in time, they are associated with a long wavelength electric field. The hard modes act like almost free particles moving on light-like trajectories (thick lines). They absorb energy from the long wavelength electric field which leads to the damping of the soft dynamics. The semi-hard field modes (thin lines) are responsible for color changing small angle scattering of the hard particles. In the leading log approximation, the typical distance between these scattering events is small compared with R, so that the damping becomes effectively local.
particles such that their mean free path is of order (g 2 T log(1/g)) −1 . In the limit of very weak coupling, this mean free path is much smaller than the size R ∼ (g 2 T ) −1 of a soft gauge field configuration. Consequently, the soft modes are damped on a relatively small length scale which means that the damping is effectively local (see Fig. 2 ). This effect is characteristic for non-Abelian theories, even though the mean free path (or lifetime) of hard particles has the same parametric form in Abelian and non-Abelian theories [41] . However, the mean free path is determined by small angle scattering which hardly changes the momenta of the hard particles. It is the exchange of color charge which makes the damping local (see also the discussion at the end of Sec. 9.3).
The characteristic amplitudes and frequencies of the soft fields revisited
Now that we know the effective theory for the soft modes, at least at leading logarithmic order, we can complete the estimates made in Sec. 7. As in Sec. 7, we will not be concerned about logarithms. Eq. (9.48) shows that the estimate (7.7) is indeed correct. From this, one immediately obtains the estimate for the amplitude of A(P ) in Eq. (7.8). The amplitude of W (P, v) can be estimated from the results of Sec. 9.4,
where Eq. (8.9) has been used in the second step.
The hot sphaleron rate
The rate for electroweak baryon number violation is proportional to the number of topology changing transitions per unit time and unit volume [3] . These transitions are unsuppressed only if the participating gauge fields have a typical spatial momentum of order g 2 T [4] . Furthermore, they require that the gauge fields change by an amount as large as the field itself, δA ∼ A. This is the dynamics which is described by Eqs. (9.45) and (9.49).
Since this effective theory has no dependence on the UV cutoff [14] , there is only one length scale R ∼ (g 2 T ) −1 , and only one time scale t ∼ (g 4 log(1/g)T )
−1 left in the problem. Consequently, the hot sphaleron rate can be estimated as where κ is a non-perturbative coefficient which does not depend on the gauge coupling and which has been determined by solving (9.49) on the lattice by Moore [15] . where the subscript "in" denotes the initial values at t = 0.
Appendix B
In the calculation of ξ 1 and of the 2-point function of the noise ξ 0 in Sec. 9 one encounters correlation functions of the transverse free semi-hard fields. This Appendix describes how these correlation functions are obtained from the solutions to the free equations of motion (4.28), (4.29) , and the Hamiltonian (2.4).
The correlation functions of the initial values a in and w in are obtained by thermal average using the Hamiltonian (2.4). Since we are only interested in lowest order perturbation theory, the Hamiltonian can be linearized. The 2-point function of the transverse gauge fields is the 3-dimensional gauge field propagator Since the integral kernel of the collision term is proportional to I(v, v ′ ) in Eq. (9.13), we consider the eigenvalue equation
Eq. (9.23) implies that λ 0 = 0, which is necessary for the current (9.22) to be conserved. To determine λ l for l ≥ 1 it is sufficient to consider the eigenvalue equation for Y l0 (cos θ), which is proportional to the Legendre polynomial P l (cos θ). Thus the eigenvalues of the kernel I are determined by
It is also sufficient to consider one special value for v, a convenient choice is v =ẑ. Then, we simply have P l (ẑ · v) = P l (1) = 1, so that
For odd l we have λ l = −1, because in this case the second term in (D.3) vanishes. For even l ≥ 2 the integral in (D.3) is always smaller than 1, due to P l (x) ≤ 1. Thus all λ l are non-zero and negative when l ≥ 1.
