Recently, the percentage of people with hypertension is increasing, and this phenomenon is widely concerned. At the same time, wireless home Blood Pressure (BP) monitors become accessible in people's life. Since machine learning methods have made important contributions in different fields, many researchers have tried to employ them in dealing with medical problems. However, the existing studies for BP prediction are all based on clinical data with short time ranges. Besides, there do not exist works which can jointly make use of historical measurement data (e.g. BP and heart rate) and contextual data (e.g. age, gender, BMI and altitude). Recurrent Neural Networks (RNNs), especially those using Long Short-Term Memory (LSTM) units, can capture long range dependencies, so they are effective in modeling variable-length sequences. In this paper, we propose a novel model named recurrent models with contextual layer, which can model the sequential measurement data and contextual data simultaneously to predict the trend of users' BP. We conduct our experiments on the BP data set collected from a type of wireless home BP monitors, and experimental results show that the proposed models outperform several competitive compared methods.
INTRODUCTION
In recent years, the population of people with hypertension is rising, and this phenomenon becomes a major global public health issue. According to World Health Organization (WHO) [27] , more than 20% adults worldwide have hypertension till 2015. Latest studies have shown that patients with hypertension have a high risk of many diseases, such as stroke, heart failure, damage to eyes, etc [5, 8] . It is necessary for patients to continuously observate their blood pressure (BP). Hypertension guidelines [18] have recommended the application of self-monitoring of BP in clinical practice. Right now, about 70% of patients with hypertension regularly monitor their BP at home using the self-monitoring devices [24] . Home BP monitoring is widely regarded as an important complement of conventional office BP monitoring in the hypertension management [25] . Conventional office BP is usually measured by the physician clinically. Compared to office BP monitoring, home BP monitoring can provide more controlled and more regular supervision. The use of home BP monitoring has been shown to improve patients' compliance [3] and avoid some biases including white-coat hypertension [33] . By connecting to smart phones, it provides a large amount of measurement data, reflecting users' recent physical condition. The data can be used to model the variation of users' BP and make the prediction of future BP.
The data set used in this paper is collected from a type of wireless home BP monitors. The workflow of the device is shown as Figure 1 . The monitors synchronize the measurement data to the cloud server via smart phones, and the server trains the BP prediction model with the historical data. Users can get results of prediction made by the server in real time. On the cloud platform, it is easy to access a great amount of users' measurement data, which is suitable to be analyzed by machine learning methods.
Recently, machine learning methods have been employed in dealing with numerous medical problems. Some researchers use machine learning methods to predict the risk of stroke [9] , coronary heart disease [34] with office BP measurement data. However, none of them take advantage of sequential information. Some works [35] make prediction of BP based on contextual information of users (e.g. BMI, age, smoke level). Other works [30] use continuous BP measurements in the Intensive Care Unit (ICU) to predict BP. But all these works on BP prediction have difficulty in modeling contextual information and sequential measurements simultaneously. Moreover, none of these works use the data from home BP monitoring.
Support Vector Regression (SVR) [31] , Gradient Boosted Regression Tree (GBRT) [10] , Factorization Machine (FM) [29] and Multilayer Perceptron (MLP) are all classic regression models, and can be applied to BP prediction problem. Though they perform numerical prediction efficiently, they have two limitations. One is that they must use fixed-length features; the other is that they cannot take full advantage of the sequential dependency. Hidden Markov Model (HMM) is a probabilistic graphical model. It is often used for sequential prediction. However, this method can only combine several most recent components. To solve this problem, Recurrent Neural Network (RNN) and its variants, LSTM [17] and GRU [6] have been successfully employed to model temporal dependency for different applications, such as speech recognition [15] , video modeling [4] , sequential click prediction [36] , location prediction [23] and recommendation system [22] . They can capture long time dependency and nonlinear dynamics. RNNs led to much improvement in all the tasks above.
In this paper, to predict the blood pressure, we propose recurrent models with contextual layer, called RNN with Contextual Layer (RNN-CL) and LSTM with Contextual Layer (LSTM-CL). Users' historical measurement data (e.g. heart rate, BP) is arranged in chronological order. This type of data is used as the input of the hidden layer in the recurrent structure. In this way, the dependency among blood pressure measurements will be embedded into the recurrent structure. Besides, contextual data (e.g. age, gender, BMI and altitude) is helpful for making more personalized and accurate prediction of BP. For example, a user with a high Body Mass Index (BMI) value tends to have high BP [5] . Therefore, we add an extra layer to deal with contextual data before the output layer. The activation function of the extra layer is Rectified Linear Unit (ReLU), which can avoid vanishing gradient problem. Finally, we combine the features extracted from sequential measurement data with contextual data to achieve a joint representation as the final users' BP condition. This representation is used to make prediction of the accurate BP value. For the situation that the users' contextual data are vacant, we fill up the vacant ones by several imputation strategies. The learning algorithm of our models is a variant of back propagation through time algorithm. It is used to learn parameters. Our contributions are listed as follows:
• We introduce the recurrent models with contextual layer to make numerical prediction of users' BP. The recurrent structure processes variable-length sequences of users' historical measurements, and an extra layer extracts the features from contextual data. We combine these two structures for better inferring users' future BP.
• We conduct experiments on a data set based on the data collected from a type of wireless BP monitors. The experiments reveal that our model can significantly improve the accuracy of BP prediction. Moreover, the results show that KNN is the most suitable method to fill up missing contextual data.
The rest of the paper is organized as follows. In section 2, we review some related work on numerical prediction models and machine learning applications for medical problems. Section 3 details the recurrent models with contextual layer and the learning algorithm. In section 4 we introduce the data we use in our experiments and the imputation strategies for filling up the missing data. In section 5, we report and analyze experimental results. Section 6 concludes our work and discusses future research.
RELATED WORKS
In this section, we briefly review several related works on classic regression and sequential prediction methods. Then we introduce some applications of machine learning for medical treatment, especially the works on BP.
Numerical Prediction Models
Linear Regression is the basic regression model. Its loss is calculated by the difference between the output from the model and the target. Only when the output is exactly equivalent to the target can the loss be equal to zero. Support Vector Regression (SVR) [31] is the application of Support Vector Machine (SVM) for the case of regression. It is efficient and well-performed, and is usually considered as a baseline. Gradient Boosted Regression Trees (GBRT) [10] is typically used with decision trees of a fixed size as base learners and optimized by a boosting technique. GBRT is an accurate and effective off-the-shelf procedure, so it is often used in a variety of areas such as web search ranking and click through rate prediction. Multilayer Perceptron (MLP), which usually consists of three layers, is the most basic artificial neural network. If the output layer of MLP is linear regression, it can make numerical prediction. However, since the input of these methods must be fixed-length and they don't have sequential structure, these methods have difficulty in capturing the sequential dependency of the variablelength data.
Considering the limitation of the methods above, some methods based on sequential structure are more suitable for our task. Hidden Markov Model (HMM), which is known for the application in speech recognition [28] , is designed for sequential prediction. However, this model can only predict the result with the latest several inputs. Recurrent Neural Network (RNN) is an effective approach to sequential prediction. Unlike the feedforward neural network, RNN can use their memory information to process sequences of inputs. Now many studies leverage RNN to model the temporal dependency within the data, and most of them get the state-ofthe-art results on many practical tasks. For example, RNN language model [26] take full advantage of long-span sequential information to handle the massive language corpus, and they achieve a better results than traditional neural networks language model. Moreover, RNN also brings much improvement in speech recognition [20] , and machine translation [1] . LSTM is a variation of RNN. It replaces the activation function with the LSTM unit, which can process time series with very long time lags of unknown size between important events. It outperforms traditional RNN in numerous applications, such as handwriting recognition [14] and speech recognition [15] .
Machine Learning for Medical Data
In the recent works, various machine learning methods are applied for the medical problems. Aleks et al. use dynamic Bayesian network to remove the data artifacts [11] . Somanchi et al. make early prediction of cardiac arrest with SVM [32] . Recently neural networks have also been employed in this field. Dabek et al. use artificial neural network to predict psychological conditions such as anxiety, behavioral disorders and depression [7] . Hammerla et al. assess Parkinson's disease with deep belief network based on data collected in naturalistic settings [16] . Lipton et al. use LSTM to diagnose with clinical medical data [21] . They recognize patterns in variable-length time series of clinical measurements to make the multilabel classification of diagnoses.
Furthermore, some researchers have tried to take full advantage of BP measurement data. They employ the machine learning and statistics methods to analyze this data on many tasks, for instance, assessing the risk of stroke with logistic regression model [9] , predicting coronary heart disease with cox proportional hazards regression model [34] , etc. Researchers also attempt to predict accurate BP value based on decision tree [13] and neural network model [35] . Sideris et al. predict BP with recurrent neural network using measurement data from patients in ICU [30] . However, these works are all based on office BP monitoring data, and none of them jointly use the measurement data and contextual data to make the prediction.
RECURRENT MODELS WITH CONTEX-TUAL LAYER
In this section, we introduce our proposed recurrent models with contextual layer. Firstly we introduce the notations, then present the proposed models thoroughly, and finally demonstrate the process of training the models.
Problem Formation
The parameter t represents the time step in the sequence. In our data set, at time t for each user the measurement instance (e.g. BP and heart rate) is denoted by x(t) and user's contextual data (e.g. age, gender, BMI and altitude) denoted by u(t). Given the measurement instances in time order and user's contextual data, we can train the models to predict the user's next BP measurement y. The overall notations are shown in the Table 1.
Recurrent Neural Network (RNN)
Recurrent neural network (RNN) is a kind of artificial neural network. Unlike feedforward neural network, its connections between units form a directed cycle. Specifically, RNN trains one input vector at a time. In time step t, the hidden layer h1(t − 1) in time step t − 1 will be combined with the input x(t), and then they jointly connect to the hidden layer h1(t). The formulation of each hidden layer in the input of LSTM cell c(t) the current state of LSTM cell h1(t), h2(t) the first and the second hidden layer eo(t), e h the gradient of output layer and h2(t) V(t), T(t), P(t) the weights of output layer, h2(t) and h1(t) α the learning rate RNN is:
where P and W are the weights of the recurrent structure. This recurrent structure enables RNN to use their internal memory to process inputs with arbitrary lengths. However, because of the vanishing gradient problem, the range of input that can be in practice accessed by standard RNN is quite limited.
Long Short-Term Memory (LSTM)
Unlike traditional RNN, Long Short-Term Memory (LSTM) replaces the activation function of the neurons to a unit with an ingenious inner structure called LSTM [17] . LSTM doesn't have the vanishing gradient problem, and can store the memory of input thousands of discrete time steps before. The LSTM unit in our paper uses memory cells with forget gates [12] . The following equations represent the process of parameter update.
In these equations, σ represents the sigmoid function. h1(t− 1) stands for the previous output of LSTM unit. We denote the input, forget, output gates respectively as i, f , o, and c in is the input of the LSTM cell. tanh is the activation function of c in. The cell's state transition is shown in the Formula (6), and the current state is c(t) that is calculated by the previous state c(t − 1) and the gates in the LSTM unit. h1(t) in the Formula (7) is the output of LSTM unit at the current time step t.
Recurrent Models with Contextual Layer
Our proposed recurrent models with contextual layer simultaneously utilize both the historical measurement data and contextual data to make the prediction of users' BP. In traditonal sequential prediction methods, all the inputs are sequential and can be arranged in time order. However, in our BP data set, the contextual data is mostly filled by users themselves, and it will be constant since then. Therefore, we view this data as a supplement to our results. We add an extra layer to process the contextual data individually. The recurrent structure models the features of sequential data, and then the recurrent structure is combined with contextual layer to form a joint representation. With this representation, we can make the prediction of the future BP value.
Figure 2: Overview of our LSTM-CL model. Figure 2 , in our proposed model, we add an extra hidden layer h2(t) after the general hidden layer h1(t) to process the contextual data. This model is named LSTM with Contextual Layer (LSTM-CL). Contextual data are combined with the output of hidden layer h1(t) collectively as input connecting to the other hidden layer h2(t). In Figure 2 , the full line represents the process of feedforward, and the dotted line stands for the backpropagation through time. RNN-CL is similar to LSTM-CL, just replacing the LSTM unit with the tanh function.
RNN/LSTM with Contextual Layer. As shown in
In LSTM-CL, we take features h1(t) extracted from the historical measurement data by the first hidden layer and contextual data u(t) together as the input of the next hidden layer h2(t). The description of this process is
where ReLU (x) = max(0, x) is the ReLU function that we use for non-linear activation. We choose ReLU because if we choose tanh or sigmoid, the vanishing gradient problem [19] will stymie the gradient propagating from the second hidden layer to the first hidden layer. h2(t) is the joint representation of contextual data and measurement data. Then we apply linear regression to get the result of predictionŷ(t). y(t) is calculated asŷ
where V is the parameters of linear regression and b is the bias. Note that, we add L2 penalty of weights V to the model in the practical experiments. In this way, the formulas above will be modified slightly to avoid overfitting. Loss function. In the last layer of our model, we choose linear regression to accomplish numeric prediction. The loss function we use is quadratic loss function, whose main idea is to minimize the error between the target and the output of the model.
The 1/2 in the formula above is to simplify the process of taking partial derivation of the loss.
Learning Algorithm
In this section, we introduce the learning process of our proposed RNN-CL and LSTM-CL models with Back Propagation Through Time (BPTT).
The main idea of BPTT is that the state of hidden layer from previous time step is simply regarded as an additional input. In this way, we can unfold the network to a deep neural network, and then backpropagation can be applied to train this model. Figure 2 shows the deep neural network unfolded through time.
The learning process is shown as follows. First we need to calculate the errors of the output layer. From the loss function we proposed before, we can compute the errors of the linear regression as
and eo(t) is what we need to propagate to other layers to modify parameters. Then the weights V between the output and the second hidden layer can be updated as
where α in the formula above is the learning rate. Then we can get errors propagated from the output layer to the second hidden layer as
where * is the element-wise product, and 1 is the vector that all elements equal to one. After calculating the e h2 (t), we can easily modify the weights Q as
where u represents the contextual data. After computing the weights Q, we can update weights T between the two hidden layers. This process is similar to updating Q as
Finally, we can get gradients of errors propagated from the output layer to the first hidden layer as e h1 (t) = e h2 (t)T(t), (16) and the following process is same as traditional BPTT.
4. DATA
Data Description
As shown in Figure 1 , our data is collected from the cloud server of the wireless home BP monitors. The data is composed of two parts: contextual data including users' profile initialized by users when they register the accounts, and locations recorded by GPS; measurement data, including BP, heart rate and so on, collected by the BP monitors. There are 6 variables we can obtain in contextual data: BMI, gender, age, altitude, longitude and latitude of a user u. Measurement data consists of 5 variables: systolic BP, diastolic BP, heart rate, time of the measurement, whether taking drugs or not. We also add a feature about the interval between two measurements. Details of data is provided in Table 2 .
The basic statistics of our data are summarized as follows. 50.4% users are between 44 and 54 years old. 59.3% users are male. As for the BP measurement, 52% users tend to measure their BP from 6 a.m. to 8 a.m. and from 7 p.m. to 10 p.m.. User's condition on BP is divided into six categories, which is listed in Table 3 . We find that the largest proportion of users are in stage 1 hypertension. Patients with stage 1 hypertension care most about their BP condition. By predicting the trend of BP, we can help them control their BP.
We also analyse the relationship between BMI and BP. We divide users by their BMI, and then we calculate the average BP in each group. The results are shown in Figure  3 . From Figure 3 we can see, it is an obvious tendency that BP rises with the increasing of BMI. As a result, BMI is an important feature in predicting users' BP. 
Dealing with Missing data
In our task, when users register their accounts, they will also fill their contextual data. However, some users are not willing to share their personal information to the Internet, so their contextual data is vacant. In statistics, imputation is a common approach to deal with missing data. Imputation is that missing data is replaced with substituted values. Once all missing values have been imputed, the dataset can then be analysed with standard methods for complete data. Mean imputation, regression imputation and KNN imputation [2] are applied in our paper.
Mean imputation is that any missing value is replaced with the mean of that features in all other cases. This is one of the simplest imputation methods.
Regression imputation is that the missing value is predicted by a regression model. The regression model is employed to predict a feature based on other features. In our paper, the input instance of the regression model is a ninedimentional vector m which consists of the systolic BP, diastolic BP and heart rate in the last three months. We can get the approximate contextual dataû by the following formula:
where R is the parameter to be learned by gradient descent during the training process. KNN imputation is the use of K Nearest Neighbour (KNN) algorithm to estimate missing data. The main idea of KNN is to find the k nearest samples in feature space.
The input instance of KNN imputation is the same as regression imputation. We choose the k closest users who have complete contextual data in the feature space as neighbors, and then we fill the user's contextual data with the most common neighbor among them. The distance metric we use is Euclidean distance, which can be computed as
where xi, yi represent the features, and smaller distance indicates higher similarity.
In experiments section, we will compare the performances of these strategies in our data set.
EXPERIMENTS
In this section, first we introduce the settings of our experiments, and then report the experiment results with further analysis.
Data Preprocessing
To avoid some biases caused by irrelevant factors, it is necessary to preprocess the data.
First, since BP value can be affected by numerous factors, single measurement cannot represent the condition of one's BP. So we treat the average of the BP values of a month as a measurement value of this user.
Second, we choose the users with long measuring time spans. Since hypertension is a chronic disease, users always measure their BP as a routine. With just several measurements, the measurement data of the user may not reflect the real pattern of his BP. In this paper, users who use the monitor within a short time range will be neglected. We select users who measure their BP for more than five months.
Third, values of all features should be normalized to the same range. Normalization is a fundamental job in data processing. After adjusting values on different scales to a notionally common scale, the effect of the magnitude of numerical values in different features would be eliminated, only leaving the fluctuation trends of these features. Min-Max or Z-score normalization are commonly used. In this paper, we adopt Min-Max to rescale the data by using the following formula:
Finally, because some users don't measure their BP every month, we use the twelve-dimentional one-hot vectors to represent the respective month in a year. The interval between this observation and the previous observation is also an effective feature. Furthermore, we transform the height and weight information of the user to a general index named Body Mass Index (BMI), which can reflect the level of obesity of the user. Some medical studies [5] show that obesity plays an important role in affecting people's BP.
Experiment Settings
The measuring time of our data ranges from January 1st in 2015 to July 31st in 2016. We set the BP of last month in the data set as the target. The data before the target month is the training set. The training process is that we predict the BP of last month in training set with the data before this month, which is to modify the parameters of the models. The whole data set is the testing set. The testing process is that we predict the target with the data before target month, which is to test the performance of the models.
We select the users whose measuring time spans are more than five months. The number of these users is 12671, but only 5894 of them have complete users' contextual data. In order to confirm the validity of contextual data and compare different strategies of filling up the missing data, we divide the whole data into two data sets:
• dataset 1 All 5894 users in this data set have complete contextual data. We conduct our experiments on this data set to compare our model with other models.
• dataset 2 Measuring time spans of 12671 users in this data set are more than five months. Part of these users have approximate contextual data. We compare different strategies of filling up the missing data based on this data set. (See Sec 5.5.2)
Because the RNN-CL and LSTM-CL models are proposed for sequential BP prediction, we can also use our models to predict the users' BP value in the second or third month after the last month in training set. To test its feasibility, we try to expand the interval between the target month and training months by dropping the last one or two months in training data. In this way, we can get three data sets. The description of these three data sets are as follows:
• The next month The target month is the next month after the last month in training set.
• The second month By dropping the last month in training set, the target month is the second month after the new training set.
• the third month By dropping the last one and two months in training set, the target month is the third month after the new training set.
Compared Methods
We compare our RNN-CL and LSTM-CL with six comparative methods of different categories.
• SVR is a classic regression model based on SVM. We use LibSVM 1 to implement the method.
• GBRT is a boosted method whose base learners are decision trees. We use the GradientBoostingRegressor API in the scikit-learn 2 .
• FM is also a regression model based on matrix factorization. We implement it with LibFM 3 .
• MLP is a basic neural network containing one hidden layer, and the output layer is linear regression model.
• RNN is an improvement of ANN, whose hidden layer can directly become the input of the next time step. The inputs of the models above can only be fixed length, but RNN and the following model, LSTM, can use variable-length inputs.
• LSTM replaces the activation function to an LSTM unit, and this unit can better record the historical memory than RNN. The implementation of this model is based on Tensorflow 4 .
Evaluation Metrics
To measure the performance of these methods in predicting the BP value, we choose the most popular metrics, Root Mean Square Error (RMSE) and Mean Average Precision (MAE):
where Ωtest is the denotation of the testing set and ntest is the denotation of the total number of the users in the testing set. In these two metrics, the smaller value represents the better performance. Table 4 illustrates the performance on dataset 1 and dataset 2 with MAE and RMSE. We make predictions of diastolic BP and systolic BP respectively. In order to better display our model's effectiveness, we do experiments on datasets the next month, the second month and the third month respectively.
Analysis of Results

Comparison of Prediction Performance
According to the results in Table 4 , we get the following conclusions:
First, sequential prediction models outperform all the nonsequential models. For example, on dataset 1, LSTM improves the MAE of predicting diastolic BP in the next month by 6.53%, 6.60%, 4.34% and 4.99% compared to GBRT, FM, SVR and MLP. For RMSE, the improvements are 5.94%, 6.35%, 4.66% and 4.93%. The similar results have been shown in other experiment settings. From that we can draw the conclusion that sequential information is effective in the prediction of BP values.
Second, our proposed LSTM-CL achieves the best performance on all settings. RNN-CL also outperforms RNN on all settings. To demonstrate the effectiveness of using contextual layer, we compare RNN with RNN-CL, and LSTM with LSTM-CL. Taking the results of predicting diastolic BP in the next month on dataset 2 for example, LSTM-CL improves the MAE and RMSE by 1.06% and 1.13% compared to LSTM, and the improvements of RNN-CL are 0.556% and 0.614% compared to RNN. From all above we can see, contextual layer is able to improve the accuracy of the BP prediction.
Third, when we consider the situation of making further prediction, we can see that the performances of sequential prediction models are still far exceed the non-sequential models, and LSTM-CL still obtains the best performance. It shows that the accuracy of our proposed model can be stably better than other methods over different experiment settings.
Finally, systolic BP and diastolic BP predictions have the same increasing trend on each dataset. Besides, MAE and RMSE of systolic BP prediction are all always much larger than the corresponding values of diastolic BP prediction, which means that it is more difficult and challenging to predict accurate systolic BP. 
Comparison of Imputation Strategies
In this section, we investigate three imputation strategies of filling up the missing data and compare their performance. We use dataset 2 predicting the next month in the experiments. The baseline is the dataset 1 in the same experiment setting.
According to the results in Table 5 , we get the following conclusions:
KNN imputation achieves the best result. It improves the MAE and RMSE of baseline by 0.820% and 0.656%. Mean imputation outperforms the baseline by 0.151% and 0.114%. However, the results of regression imputation are worse than baseline. We infer that regression model is overfitting during the training process. This phenomenon may be another source of bias. These results demonstrate that KNN is the best method to fill up the missing data.
Moveover, the trends in diastolic BP and systolic BP are similar, so these strategies can be applied in both diastolic BP data and systolic BP data.
Dimensionality Analysis
Dimensionality analysis is shown in Figure 4 . We compare the performance with different dimensionalities (3, 5, 10, 20, 30, 40 and 50). We compare six comparative models with varying dimensionality. From Figure 4 we can see, LSTM-CL achieves the best results in any dimensionality. Different methods have similar trend on MAE and RMSE. MLP is much stable with the poorest performance. Moreover, the best results of RNN and RNN-CL are on d = 10; LSTM and LSTM-CL are on d = 5. We infer that these models can hardly learn the parameters well when the dimensionality is big and the collecting data is not very large. Both LSTM and LSTM-CL are overfitting if the dimensionality becomes too large. Since the LSTM contains more parameters than RNN, the dimensionality of LSTM should be smaller than RNN.
CONCLUSION
In this paper, we propose the recurrent models with contextual layer to predict users' BP values. It extracts features from sequential measurement data and contextual data respectively by using the hidden layers of recurrent structure and add a contextual layer. Then this two kinds of data can be jointly processed to make the prediction. Given the condition that a part of users' contextual data is vacant, we use three strategies to fill up the missing data. In experiments, the results show that our models lead to great improvement over the existing models. Moveover, the experiments prove that KNN is the most suitable approach to fill up the missing contextual data.
In the future, we will further investigate the following directions. First, we can extend our model to deal with other medical problems. RNN-CL and LSTM-CL can also be universal models to deal with similar problems like predicting blood sugar and estimating the risk of stroke. Second, we need to find a method to jointly use the home BP monitoring data and office BP monitoring data. However, these two kinds of data have different features. So how to combine these features is the main challenge.
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