In this paper, we investigate the embedding of a copyright watermark in four non-overlapping regions of a standard image after partitioning the image into four equal parts (sub images). The entropy of the LH and HL detail components in each sub image is calculated and the maximum of the two components' (LH and HL) is chosen for embedding the watermark.
Introduction
Advances in Technology and the Internet has made the generation and distribution of digital images not only more possible but also very world wide spread giving rise to the urgency for protection of the copyrights of image owners [1] . Watermarking has been used for ownership protection, authentication, content integrity verification, and preserving of intellectual property [2] . In general, watermarking can be done in the spatial or the frequency domain. Spatial domain methods alter the original pixels of the image while the frequency techniques alter coefficients of an image after some transformation [3] . Many researchers embed watermarks in the frequency domain such as Digital Wavelet Transform (DWT) or the Discrete Cosine Transform (DCT) for more robust watermarking [4, 5] .
DWT has good time frequency features and good matching with human visual system directives [6] . Also, DWT is preferred over other transforms such as DCT since it's more secure and computationally simpler in addition to its locality of frequency and space. DWT achieves high robustness by embedding data often in the high frequency components but also low frequency components can be used for inserting the watermark. In this paper we use the simple Haar wavelet for analysis. The mother wavelet function of the Haar wavelet is:
While the scaling function is given by: Robustness, measured by PSNR, is a primary property of invisible watermarking and it means that the image is highly resistive against various intentional or non intentional image processing operations (attacks); but robustness should not affect the visibility of the original image when watermarked [7] .
Therefore, many researchers have resorted to incorporating the Human Visual System (HVS) with transform methods to determine where and how to modify some coefficients while embedding the watermark inside images in order to achieve a highly transparent imperceptible visual perception of images. The HVS relates the psychological phenomena (contrast and brightness etc.) to physical phenomena (light sensitivity, spatial frequency and wavelength etc.) and the majority of HVS models in image processing make use of three basic properties of the human vision: frequency sensitivity, luminance sensitivity and masking effects [8] . HVS watermarking techniques use the knowledge that the human eye is not sensitive to all the details (texture) it views and several techniques [9] have used this knowledge for an imperceptible and robust watermarking. The HVS is less sensitive to distortions around edges and in textured areas; meaning less sensitive textured regions than homogenous areas. The DWT works well with HVS since it models accurately aspects of HVS as compared to other transforms such as DCT. In this paper, entropy is calculated for two detail bands (HL and LH) to determine where to embed the watermark.
Entropy is a measure of information in the signal, the more active or noisy a region is, the greater the entropy. Active regions, non-regular and highly changing luminance regions, are able to mask other signals (watermarks) [10] . The human eye is less sensitive to changes in high entropy areas of an image because of higher complexity and uncertainty which exist in these regions [11] . A good watermarking algorithm should produce a robust and imperceptible image.
Attacks can be classified as: removal attacks, geometrical attacks, cryptographic attacks and protocol attacks. Removal attacks objective is to remove the watermark from the watermarked image; there are various types of these attacks: denoising, compression, quantization, collusion and averaging attacks. Geometrical attacks distort the watermarked image through spatial or temporal alterations in a way that the detection process is not synchronized with the watermark signal embedded. Geometric attacks such as rotation and translation can lead to totally unrecognizable extracted watermark [12] .
The paper is organized as follows. Section 2 presents some related literature; section 3 presents the proposed method of watermarking technique including the embedding and the extraction flowcharts and procedural steps. Experimental results of embedding and extraction even after attacks are presented in Sections 4; respectively. Finally, Section 5 gives the concluding remarks.
Literature Review
Ching-Sheng and Shu-Fen Tu [13] embedded the watermark in the HL3 and LH3 of the wavelet transformed image and used the modular operation in the embedding phase. They demonstrated the robustness of the method to various attacks. Franco A. Del Colle and Juan Gomez [14] implemented a robust adaptive wavelet watermarking scheme.
They assessed the attacked watermarked image by JPEG compression and resizing using newly designed degradation factor fidelity metric and demonstrated a good subjective assessment correlation. John N. Ellinas and Panagiotis Kenterlis [15] embedded the watermark in selected wavelet coefficients of the detail sub bands based the Contrast Sensitivity Function (CSF). They examined their approach against attacks of filtering, cropping, and compression. Shang ling Hsieh et al. [16] developed a secret sharing with DWT color image watermarking by encoding the watermark before embedding. The scaling factor was calculated automatically owing to good robustness against various attacks. Xia et al. [17] selected large coefficients of the DWT in the medium frequency band for embedding the watermark. Zolghadrasli and S. Rezazadeh [18] used the DWT and the HVS characteristics to design a robust and imperceptible watermarking scheme. The noise Gaussian sequence watermark was embedded in selected coefficients of selected sub bands. Then the normalized correlation function was used to extract the original watermark from the watermarked image. Shiva Zaboli et. al. [19] used entropy the HVS characteristics to design a non-blind DWT watermarking of gray images and demonstrated their robustness against attacks. Akhbari, B. and Ghaemmaghami, S. [20] proposed an image adaptive digital watermarking algorithm in wavelet transform domain. The method exploits human visual system (HVS) characteristics and entropy masking to determine image adaptive thresholds for selection of perceptually significant coefficients. The watermark mark was embedded in the coefficients of all subbands including the LL subband. The authors claims that a significant improvement of watermarking performance over the well known P&Z algorithm in the terms of invisibility and robustness was achieved when attacked by compression and additive Gaussian noise. Mohammad Ali Akhaee et al. [21] embedded the watermark in the low frequency coefficients adaptively to local properties of the host image. The employment of the Maximum Likelhood (ML) decoder was made possible by the channel side information. They demonstrated the method's robustness to attacks. S. Al Zahir and W. Islam Md [22] embedded the watermark, which is a pseudo number (PN) sequence from Gaussian distribution, in two subbands (HL and LH) of the DWT after image decomposition with the Daubechies wavelet. They demonstrated the DWT robustness against Gaussian-noise, resizing, and low pass filtering attacks.
Proposed Method
The proposed technique assumes that the texture and activities within the cover image are not uniform (heterogeneous). Thus, a dyadic (2 x2 ) size cover image is chosen and partitioned into four equal sub images; then each sub image is one level decomposed into four sub-bands LL, HL, LH, and HH using the Haar wavelet. Subsequently, the entropy values of the horizontal (HL) and vertical (LH) sub-bands are computed and the maximum of the two is selected for embedding. This method assumes that different regions in the image have different entropy with varying edges and texture owing to treating different divisions of the image in a different embedding fashion. The HH and LL component are not modified since the HH contains edge related data while the LL component contains the larger coefficients of the image. Finally, a watermarked image is obtained by combining all the sub bands for all four portions. In extracting the watermark, the watermarked image (J), is partitioned and each part is DWT transformed. Then a random PN-sequence is generated and correlated with the sub band where the watermark is supposed to exist. Figure 1 and Figure 2 show the embedding and extraction processes, respectively. But, it is well known that conventional quality metrics, such as MSE, SNR and PSNR do not always correlate with image visual quality [23, 24] . In other words, two differently distorted images having the same PSNR with respect to the same original image, may give significantly different visual impact.
Another way to evaluate differences between two images is by using perceptual image quality assessment methods, which attempt to simulate the functionality of the relevant early human visual system (HVS) components. These methods usually involve preprocessing steps that may include image alignment, point-wise nonlinear transform, low-pass filtering that simulates eye optics, and color space transformation, a channel decomposition process that transforms the image signals into different spatial frequency as well as orientation selective subbands, an error normalization process that weights the error signal in each subband by incorporating the variation of visual sensitivity in different subbands, and the variation of visual error sensitivity caused by intra-or inter-channel neighboring transform coefficients, and an error pooling process that combines the error signals in different subbands into a single quality/distortion value [25] . In this work we have used the modified structural similarity (SSIM) index called MSSIM for analysis of the watermarked image in addition to PSNR. The MSSIM includes several peculiarities of HVS and has a range from 0 to 1 (larger values of MSSIM relate to a better visual quality). The structural similarity image quality paradigm is based on the assumption that the human visual system is highly adapted for extracting structural information from the scene, and therefore a measure of structural similarity can provide a good approximation to perceived image quality [25] .
To measure the similarity between the original and extracted watermarks, the correlation coefficient was used. The correlation coefficient measures the similarities and differences between the original image and the watermarked image or between the original watermark and the extracted watermark. The coefficient has a value between 0 and 1. A value of 1 means an exact or highly close match between the two images. The correlation coefficient is given by: …………..eq3 [26] Where N is the number of pixels in the watermark, wi it the original watermark, and wi' is the extracted watermark. Three standard grey images (Lena, Baboon, and Goldhill each of size 512x512 at 8bits/pixel) and one binary watermark image of size 20x50 were chosen for analysis shown in Figure 3 . The gain factor was set to 2 for higher transparency of the watermarked image and good robustness. Higher values can be used for better robustness but on the expense of imperceptibility of the watermarked image. The embedding and extraction procedures described earlier were followed. The procedures were implemented in MatLab 7.4. Figure 4 shows the watermarked image, the weighted extracted watermark, and the calculated (PSNR, MSSIM, Corr.) values. A majority weight for each extracted pixels was taken (>2) meant a detection of a watermark pixel. The average PSNR value for the watermarked image was about 28.0 db, which is very comparable to the average value of 29.0 db obtained in [8] when embedding a single watermark image in the cover image. The extracted watermark had an average PSNR value of about 82 db and a correlation of above 90% between the extracted and the original watermark, which is a superior value when compared with the results obtained in [6] that used a single watermark embedding.
Experimental Results

Read Cover image ( )
Lena.tif (512x512) Baboon.tif (512x512) In order to check the robustness of the technique, a series of attacks were inflicted on the watermarked images and the extraction procedure was followed. Figure 5 shows the results of attacking the GoldHill image with various attacks: Gaussian noise, salt & pepper noise, cropping, wiener filtering, intensity adjustment, Gaussian filtering, and sharpening. The figure also shows the PSNR and the correlation coefficient between the original and extracted watermark. Higher PSNR and correlation means better robustness to attacks. The attacks were also inflicted on Lena and Baboon images but the results are not shown here for lack of space. The method is shown to have high robustness since the correlation coefficient for all attacks had a high PSNR range of 61 to 91 db, which is a better value in comparison to embedding a single watermark; the extracted watermarks from all attacks are very visible. First, the watermarked images were attacked with Gaussian noise (mean = 0; variance =0.1) and the extracted watermark had a PSNR average value among all the images tested of 60 db and average correlation of about 0.80. Second, in attacking the watermarked images with salt & pepper noise (noise density (D) = 0.01), the extracted watermark had a PSNR average value of 63 db and an average correlation coefficient of 0.86. Third, in cropping the watermarked images with a middle square at pixel locations (100:328, 100:328), the extracted watermark had a PSNR average value of 63 db and average correlation coefficient of 0.86. Fourth, the wiener filter attack had the worst affect on the watermarked images; the extracted watermark had an average PSNR value of about 57 db and correlation of 0.63. Fifth, the extracted watermark after adjusting the intensity from range [0. Figure 6 shows a graphical view of the average PSNR value of the extracted watermark under all the above attacks while figure 7 shows the graph of average correlation coefficient value under various attacks. 
Conclusion
This paper presents a robust wavelet domain watermarking by hiding the watermark in multi regions of the cover image using the maximum entropy value from HL or LH components. The extraction from each sub image was done by correlating the same embedding random sequence with the detail sub band after partitioning the image. Finally, a majority weight of pixels was taken as a detected pixel. Experimental results show that the method withstood various attacks; especially attacks that affect only part of the image such as cropping and filtering in a region of the image. Also, the visual quality is shown to have a comparable high PSNR value in comparison with single watermark embedding.
The watermarked image's perceptual transparency is better when the watermark is smaller in size. The PSNR, p values will slightly depend on the watermark chosen for embedding.
Future research directions will adaptively embed a watermark in selected parts of a cover image depending on various details, texture, and activities of the cover image. 
