Abstract: Random discrete distributions, say F, known as species sampling models, represent a rich class of models for classification and clustering, in Bayesian statistics and machine learning. They also arise in various areas of probability and its applications. Pitman [30] , within the species sampling context, shows that mixed Poisson processes may be interpreted as the sample size up till a given time or in terms of waiting times of appearance of individuals to be classified. He notes connections to some recent work in the Bayesian statistic/machine learning literature, with some more classical results, and their interpretation within a species sampling context. Armed with the interpretations and results in [30], we let F := F α,θ , be a Pitman-Yor process for α ∈ (0, 1), and θ > −α, with α-diversity equivalent in distribution to S −α α,θ , where S α,0 := Sα is a stable random variable, with density fα(t) and E[e −λSα ] = e −λ α , and let (N S α,θ (λ), λ ≥ 0) denote a mixed Poisson process with rate S α,θ . In this paper we derive explicit stick-breaking representations of F α,θ given N S α,θ (λ) = m, for each fixed m = 0, 1, 2, 3, . . . . More precisely, if (P ℓ ) ∼ PD(α, θ), denotes a ranked sequence following the two parameter Poisson-Dirichlet distribution, we obtain explicit representations of the sized biased permutation of (P ℓ )|N S α,θ (λ) = m. Due to distributional results we shall develop in a more general context, it suffices to consider the stable case F α,0 |N Sα (λ) = m. Notably, since Sα|N Sα (λ) = 0, has density e λ α e −λt fα(t), it follows that F α,0 |N Sα (λ) = 0, is equivalent in distribution to the popular normalized generalized gamma process. Hence, we obtain explicit stick-breaking representations for the generalized gamma class recovering a not well known result in the unpublished manuscript of James [18] .
Introduction
Consider random discrete distribution functions F (y) = ∞ k=1 P k I {U k ≤y}, where we can assume the (P ℓ ) := (P ℓ , ℓ ≥ 1) are placed in ranked order, and (U ℓ ), independent of (P ℓ ), are a collection of iid Uniform[0, 1] random variables. Formally we can say (P ℓ ) ∈ P ∞ = {s = (s 1 , s 2 , . . .) : s 1 ≥ s 2 ≥ · · · ≥ 0 and ∞ i=1 s i = 1}, where P ∞ denotes the space of ranked mass partitions summing to 1. As discussed in [3, 20, 29, 32] , there has been considerable interest in the laws and interpretation of objects in P ∞ , within probability, statistics and related areas. The two most notable laws are the Poisson-Dirichlet law, say PD(θ) := PD(0, θ) with parameter θ > 0, see [20, 7, 26] ,and its two-parameter extension,PD(α, θ) with parameters 0 ≤ α < 1 and θ > −α. The latter, for 0 < α < 1, was developed, see [2, 31, 24, 26, 32, 29] , where (P ℓ ) ∼ PD(α, θ) may be interpreted within the context of ranked lengths of excursions of Brownian motion and more general Bessel processes of dimension 2 − 2α.
Since the early work of Ferguson [12] on the Dirichlet process,F (y), and byproducts arising from sampling from such distributions, have served as major components in Bayesian nonparametric statisics and machine learning applications. When (P ℓ ) ∼ PD(0, θ) F (y) := F 0,θ (y) is a Dirichlet process. F (y) := F α,θ (y), with (P ℓ ) ∼ PD(α, θ), is often referred to as a Pitman-Yor process. However, due to the generality intractability of (P ℓ ) ∼ PD(α, θ), the (P ℓ ) are rarely used directly in statistical applications. Instead, other remarkable properties of F 0,θ and F α,θ , including generalized Chinese restaurant processes and tractable stick-breaking representations (arising from the size biased sampling re-arrangement of (P ℓ )), are employed,(see [4, 14, 15, 26, 33] ). These can be described within the context of species sampling (sequential capturing and tagging animals appearing in an eco-system) or in effect sampling (Y 1 , . . . , Y n ) conditionally iid from F α,θ . Our goal in this paper is to provide interpretation and derive explicit stick-breaking representations for F α,θ conditioned on the number of animals that have appeared up to a time λ, where this number is modeled by a mixed Poisson process. These interpretations are obtained from an unpublished mansucript of Pitman [30] . Details will be explained below. As a by-product we obtain an explicit stick-breaking representation, in terms of tractable random variables, for the popular F (y) following a normalized generalized gamma process, see [22] , which equates to the case of F α,0 given that m = 0 animals have been trapped up till some time λ. This representaton in the normalized generalized gamma case, without the conditional interpretation with respect to F α,0 was first given in the unpublished work of [18] . Subsequent stick-breaking representations for the normalized generalized gamma process, that is m = 0, for general α, appear in [10, 9, 21] . See also [11] for a description of α = 1/2, m = 0 corresponding to the Normalized Inverse Gaussian process. In Section 4.5 of this paper we shall present results for α = 1/2 and general m = 0, 1, 2, . . . , based on the results of [1, 24] as discussed in [28, 29] . Remark 1.1. See [28, Section 5, 2] for the work of McCloskey [23] on the (normalized) generalized gamma process within a species sampling context. We first recount some aspects of species sampling models, and random distribution functions based on [26] , (see also [3, 14, 15, 24, 28, 29, 31, 32] ). Let F 0,θ , for θ > 0, denote a random discrete distribution following a Dirichlet process law as in Ferguson [12] . Pitman [26] , starting from a Bayesian viewpoint of the Blackwell-MacQueen Polya urn and its relation to conditionally iid sam-pling (Y 1 , . . . , Y n ) from F 0,θ , presents a broad view of Fisher's model for species sampling, whereby within an eco-system animals/individuals are trapped and tagged/classified, one by one in a sequential fashion over time. The first n individuals are classified into K n ≤ n species with iid unique tags (Y * 1 , . . . , Y * Kn ) and membership, in order of appearance, denoted by the set {C 1 , . . . , C Kn }, with C j := {i : Y i = Y * j } having random multiplicities |C j | := N j,n , constituting a random partition of the integers [n] := {1, . . . , n}. In the case of F 0,θ , the law of {C 1 , . . . , C Kn }, corresponds to the one parameter Chinese restaurant process with law denoted as CRP(θ) := CRP(0, θ). Furthermore the relative frequencies (N j,n /n) placed in ranked order converge to (P ℓ ) ∈ P ∞ = {s = (s 1 , s 2 , . . .) :
having a Poisson-Dirichlet law, denoted as (P ℓ ) ∼ PD(θ). While (P ℓ ) has a fairly intractable distributional form, the limit of the relative frequencies (N j,n /n) converge to the size biased re-arrangement of (P ℓ ), described as (
where (W i ) are iid Beta(θ, 1), andP 1 = 1 − W 1 is the first size biased pick from (P ℓ ). (P ℓ ) is said to have a GEM(θ) := GEM(0, θ) distribution [7] , and leads to the tractable stick-breaking representation of F 0,θ , in particular, for (U ℓ ), (Ũ ℓ ) iid Uniform[0, 1] independent of (P ℓ ), (P ℓ ),
(1.1) [26] shows that one may extend the framework above by replacing F 0,θ with general F defined as in (1.1) by placing more general distributions on (P ℓ ) ∈ P ∞ and hence (P ℓ ). Of particular interest to us, as highlighted in [26] , is the case where (P ℓ ) ∼ PD(α, θ), where PD(α, θ) denotes a two parameter Poisson Dirichlet distribution, for 0 ≤ α < 1, θ > −α, with PD(0, θ) = PD(θ), with origins and applications to for instance excursion thoeory, random tree and graph models as described in [3, 24, 32, 29] . Its size-biased permutation (P ℓ ) :
is such that the W i are now independent Beta(θ + iα, 1 − α), for i = 1, 2, . . . . One may express this distribution as (P ℓ ) ∼ GEM(α, θ). Conversely Rank((P ℓ )) ∼ PD(α, θ), where Rank(·) denotes the ranked rearrangement of the sequence into P ∞ .
Remarkably, the two-parameter family PD(α, θ) is the only case where its size-biased permutation consists of independent (W i ), [25, 26] . The corresponding F := F α,θ , is now commonly referred to as the Pitman-Yor process, as named in [14] , and is regularly employed in complex applications in Bayesian statistics and machine learning with particular utility in cases involving power law behavior. Remark 1.2. In relation to the above statements, one can construct many F, such that its mass probabilities are of the form [6, 8, 16] for the case of F (y) = ∞ 0
Species sampling waiting times and counts
Hidden from the species sampling schemes above, are random mechanisms describing the time of appearance of individuals, or the sample size up till a given time. Pitman [30] points out that the early work of Fisher [13] , McCloskey [23] and other authors, already provide a rich mixed Poisson process framework to describe such mechanisms in a species sampling context. [30] , offers a fresh exposition on mixed Poisson models within this context which points out links to this older work and more recent works in the literature, in particular the recent appearance of mixed Poisson models in Bayesian non-parametric statistics and machine learning. This, for instance connects to recent work on frequency of frequency (FoF) distributions [34] , where the population size is modelled by mixed Poisson random variables, as well as gives an interpretation of conditioning on latent mixed gamma variables, (T r ) described below, as employed in [19] and elsewhere, in terms of waiting/arrival times.
The following descriptions, including section 1.2, can be read from [30] . The distributional expressions below are based on elementary conditioning arguments. Let A := ∞ k=1 A k , denote a non-negative almost surely finite (random)sum, such that one may set (P k := A k /A) ∈ P ∞ . For r = 1, 2 . . . , let G r := r j=1 e j := G r−1 + e r denote increasing sums of independent standard exponential variables. For A independent of the sequence (G r ), define, for each r, T r = G r /A, whence (T r ) may be interpreted as the sequence of waiting times of a mixed Poisson process (N A (t); t ≥ 0) defined as
That is, T r = inf {t : N A (t) = r}, for r = 1, 2, . . .. Within the species sampling context, A has the interpretation as the total species abundance, with (A k ) corresponding to abundance of type. N A (t) is number of animals/individuals appearing up till time t, and for each n = 1, 2, 3, . . . T n represents the time of appearance/trapping of the n-th individual. There is the following description of the conditional distribution of A given N A (λ) = 0, that is to say given that no individuals have been observed up till time λ ≥ 0,
where (1.2) corresponds to that of a random variable A 0 (λ) formed by exponential tilting the distribution of A and for m = 1, 2, . . . , and λ > 0
Denote a random variable specified by (1.2) and (1.3) as A m (λ). Furthermore, for brevity set γ (1−e −λs )ρ(s)ds, and ρ(s) is a Lévy density which we further assume satisfies ∞ 0 ρ(s)ds = ∞. Then, as defined in [28, Definition 3] (see also [20] ), (P ℓ ) has the law of a Poisson-Kingman distribution with Levy density ρ, denoted PK(ρ). Furthermore, the law of (P ℓ )|A = t, is denoted a PK(ρ|t), and for a probability distribution γ(dt) on (0, ∞),
where PK(ρ, γ) is a said to be a Poisson-Kingman distribution with Lévy density ρ and mixing distribution γ. Although one may create an infinite number of distributions over P ∞ , it is not obvious how to interpret the meaning of (P ℓ ) with respect to γ. However, in the present setting, since the law of N A depends on (P ℓ ) only through A, the law of (P ℓ )|A = t, N A = m is equivalent to that of
λ ). The above species sampling framework then allows one to interpret these laws.
−λs ρ(s).
Remark 1.4. General descriptions of the sized biased permutations of
λ ), can be obtained by employing the results of [24] .
Distributional results for
We now describe a randomization relationship between general ̺ biased random variables, and hence corresponding (P ℓ ). The results shows that one needs to only consider the cases m = 0, 1, 2, . . . , and a suitable randomization to recover all possible laws.
Proposition 1.1. Suppose that for a real number ̺, A ̺ (λ) is a positive random variable with density
.
imsart-generic ver. 2007/12/10 file: Arxivstickbreaking2019.tex date: August 21, 2019 Proof. The density of Y ̺2,̺1 (λ) can be expressed as
. Hence PD(α, 0) := PK(ρ α ). The law of (P ℓ )|S α = t is denoted as PD(α|t) := PK(ρ α |t),
α ] corresponds to the density of the random variable S α,θ . It follows that for (P ℓ ) ∼ PD(α, θ), the law of (P ℓ )|N S α,θ (λ) = m, can be expressed as
where
, and ,for m = 1, 2, . . . there is the equivalence,
and otherwise for each m = 0, 1, 2, . . . , has the density
for θ > −α. Set, ̺ := m − θ which can be any real number, and let S α,̺ (λ) denote a random variable with density (2.2). S α,̺ (λ) is well defined for all λ ≥ 0 and ̺ = −θ < α, with S α,−θ (0) = S α,θ , and otherwise defined for any ̺ and λ > 0. A special case of Proposition 1.1 leads to the next result.
As special cases, set
α (λ). Throughout, let (τ α (y) : y ≥ 0) denote a generalized gamma subordinator, such that the density of S α,0 (λ)
α (t|λ) = e λ α e −λt f α (t), and a normalized generalized gamma process can be expressed as
where (P
α (λ). Furthermore setting ρ α,λ (s) = e −λs ρ α (s), there is the dual representation
The generalized gamma process and its normalized version appear in many applications. While (τ α (y) : y ≥ 0) is known to arise from the operation of exponentially tilting a stable subordinator, we see that within the species sampling context it arises from conditioning a (P ℓ ) ∼ PD(α, n) on the event N Sα,n (λ) = n, for each n = 0, 1, 2, . . .
Remark 2.1. Random variables having the distribution of S
/λ can be generated by the methods in [5] .
Special properties of the
As in, [29, pages 64-66 ], see also [27] , let K m for m = 1, 2, . . . , denote the number of blocks in a random partition of [m] = {1, 2, . . . , m} under a PD(α, 0) Chinese restaurant process scheme. Its probability mass function can be expressed as, 
It is known through the relation between cumulants and moments of a generalized gamma variable that 5) which is the m-th size biased density of τ α (λ α )/λ. Furthermore there is the representation of the corresponding random variable
where K m (λ) is the discrete random variable corresponding to the conditional distribution of K m |N Sα (λ) = m, which has probability mass function
We close with an expression for the density of Y m,m−k (λ)/λ which will play a role in the description of the size biased ordering of ( In the next sections we will describe results for the size biased re-arrangement of (P ℓ )|N Sα = m, where (P ℓ ) ∼ PD(α, 0). Applications of Corollary 2.1 will allow for representations in the general cases. We focus on the case of m = 0, corresponding to a normalized generalized gamma process, in Section 3.3. The case of m = 1 in Section 3.4 and general m in Section 4.
Stick-breaking representations for (P
Suppose that (P ℓ ) ∼ GEM(α, θ), then F α,θ (y) := ∞ k=1P ℓ I {Ũ ℓ ≤y} is a PitmanYor process with parameters (α, θ). The result in [24, 26, 32] lead to the following exact decomposition
where F α,θ+α (y) = ∞ k=2 (P ℓ /W 1 )I {Ũ ℓ ≤y} , and (P ℓ /W 1 , ℓ ≥ 2) ∼ GEM(α, θ+α), independent of the first size biased pick (1 − W 1 ) ∼ Beta(1 − α, θ + α). Furthermore Rank((P ℓ /W 1 , ℓ ≥ 2)) ∼ PD(α, θ + α). This operation of size biased deletion and ranking the normalized components is described in [32, Chap 6] . Repeated application of this procedure leads to a collection of mass partitions with laws (PD(α, θ + (k − 1)α)), k ≥ 1). It suffices to focus on the PD(α, 0) case where θ = 0. These facts, as established in [24] , may be derived from the corresponding sequence of random variables (S α,(k−1)α , k ≥ 1), forming a Markov Chain satisfying W k = S α,kα /S α,(k−1)α and where for any n, (W 1 , . . . , W n ) is independent of S α,nα , with S α := S α,0 = S α,nα / n j=1 W i . In other words the joint law of (W 1 , . . . , W n , S α,nα ) is given by,
where f B k denotes the density of a Beta(kα, 1 − α) variable, and f α,nα (s) =
] is the density of S α,nα . Precisely (3.2) can be written as (3.2) . Then for each m = 0, 1, 2, . . . ,
be expressed as, for each n ≥ 1,
Proof. This is a consequence of the results in [24] , and the extension of those results to the Poisson Kingman distributions with mixing, in the α-stable case, as described in [28] . Where the mixing distribution is q m (t|λ)f α (t) = f Otherwise, the inhomogeneous Markovian structure of S α,kα |S α,(k−1)α = s for k = 1, 2, . . . , as established in [24] , leads to a description of (W 1 , . . . , W n , S α,nα )|S α = s, N Sα (λ) = m, which just depends on S α = s. The result is realized by then mixing over f [m] α (s|λ), which is the density of S α |N Sα (λ) = m. (R 1 (λ) , . . . , R n (λ), n ≥ 2) Throughout, let (e i ) denote a sequence of independent exponential (1) variables.
The variables
The next result provides an important component to the stick-breaking representation and analysis. The proof follows from elementary conditioning arguments and is omitted.
Lemma 3.2. Let for k ≥ 1, R k := R k (λ) be random variables described in (3.5) , then given any λ > 0
α (λ),the normalized generalized gamma case
In the case where
α (λ), having the law of the normalized jumps of a generalized gamma process, the joint density of (W 1 , . . . , W n , S α,nα )|N Sα (λ) = 0, can be expressed as,
The key to obtaining a simple description of the (W i ) in terms of random variables is facilitated by the following identity. 
Descriptions of
The joint density of (W 1 , . . . , W n )|N Sα (λ) = 0, can be expressed as
in (3.6) with the integral in Proposition 3.1. Integrate with respect to f α (s) and rearrange terms.
α (λ), corresponding in distribution to the ranked masses in P ∞ of the normalized jumps of a generalized gamma subordinator . Then the joint distribution of (P ℓ (λ)), the size biased rearrangement of (P [0] ℓ (λ)), can be expressed as
for (β (3.5) and Lemma 3.2. imsart-generic ver. 2007/12/10 file: Arxivstickbreaking2019.tex date: August 21, 2019 Proof. Augmenting the integral expression in Lemma 3.3 shows that the W 1 , . . . , W n |R 1 (λ) = r 1 , . . . , R n (λ) = r n , N Sα (λ) = 0 has joint density
for r i < w i < 1, i = 1, . . . , n. Which leads to the description in (3.7). 
with W 0 := 1, and (P ℓ,0 (λ), ℓ ≥ 1)
α (λ). Proof. This follows from the description of the (W k , R k (λ)) in Theorem 3.1, which leads to (P ℓ,
Recovering the Pitman-Yor-PD(α, θ) case for θ ≥ 0
We now show how to recover the stick-breaking result in the (Pitman-Yor) PD(α, θ) case for θ ≥ 0, in terms of (R k ).
The corresponding,
are now collections of independent beta distributed variables where one can set,
and are independent. Recall that PD(α, 0) = P α (0), in this case R 1 (0) = 0, and
Proof. Since P 
For (P ℓ ) ∼ PD(α, 0) recall that (P ℓ )|N Sα (λ) = 1 or equivalently (P ℓ )|G 1 /S α = λ, has the law of a mass partition (P [1] ℓ (λ)) ∼ P [1] α (λ), where
Since it is known that Y 1,0 (0) :
1 , it follows that (P α (λ) can be expressed in terms of P [1] α , in general
Statements [(ii)] and [(iii)] are equivalent and follow from Corollary 2.1 since
, then the sequence (P ℓ (λ)), obtained by size-biased sampling from (P 
0 < r < w < 1.
Proof. The result follows as an immediate consequence of the forthcoming Lemma 4.1 in the case of m = 1. 
with W 0 := 1. Furthermore,
α (λ). Proof. Proof follows from the structure of (W k , R k (λ)) in Theorem 3.2. The relation to P
[0] (λ) follows from Porposition 3.2.
We now show how to recover the stick-breaking result in the PD(α, θ) case for θ > −α, in terms of (R k ). The next result follows from Corollary 2.1 using
Corollary 3.4. There are the following results for θ > −α.
(iii) Hence,
a ratio of independent Gamma(1 − α, 1) and Gamma(θ + kα, 1) variables. Hence the variables W k in (3.8) are independent with distribution,
in [32] . See in particular [32, Theorem 15] . [32, Chap 6 ].
This equates to the PD(α, θ) Markov Chain on the space of mass partitions by the action of size biased deletion as described in

Stick-breaking for (P
We now discuss the case where m = 1, 2, 3, . . . is a general positive integer, corresponding to (P ℓ )|N Sα (λ) = m, when (P ℓ ) ∼ PD(α, 0). The joint density of (W 1 , . . . , W n , S α,nα )|N Sα (λ) = m, as described in Lemma 3.1, can be expressed as 
An augmentation and arrangement of terms leads to the indicated joint density.
Setting m = 1, in Lemma 4.1 verifies the results in Theorem 3.2.
which is the same as
This identifies the normalizing constants in Lemma 4.1 leading to further descriptions of the (W 1 , . . . , W n ) and (R 1,m , . . . , R n,m ).
Description of the random vector
. . , R n,m ) denote the joint vector of random variables appearing in Lemma 4.1. It then follows from (4.2) , that the joint density can be expressed as
where, f R1,...,Rn (r n ) is as in Lemma 3.2 f R1,...,Rn (r n ) = α n λ nα e 
Proof. The description is a consequence of Lemma 4.1,Lemma 2.1 and the density of Y m,m−k (λ)/λ in (2.8). These can be used to verify calculations of integrals and normalizing constants above. The results then follow from standard augmentation arguments.
, denote for fixed (x j ) a collection of independent random variables having the same marginal distribution as N (j)
m (x j ) as described in Proposition 4.1. In addition let (Y (j) m,ℓ (x j ), ℓ = 0, . . . , m− 1, j = 1, 2, . . .) denote a collection of independent random variables such that j = 2, 3, . . . , then one may set
for j = 1, . . . , n.
Description of
Hereafter, for j = 1, 2, . . . , set 
for r ℓ < w ℓ < 1, not depending on λ. 
with density, for r < w < 1,
(iii) Hence, the (W ℓ ) are generally dependent random variables represented as
Proof. These results follow from Lemma 4.1 and the descriptions in Proposition 4.1. 
Recovering GEM(α, θ)
The GEM(α, θ) distribution is recovered by mixing with respect to the distri-
θ/α+Km , which has density, for y > 0,
It follows from Corollary 4.2 that (N ℓ,m (G m+θ /S α,θ ), ℓ ≥ 1), are independent with respective probability mass functions for each ℓ ≥ 1,
where W ℓ ∼ Beta(θ+ℓα, 1−α), see also [25] .
It is interesting to highlight the distribution of (R ℓ,m (G m+θ /S α,θ ), ℓ ≥ 1), which we don't believe is well known even in this ideal setting. denote Brownian motion at time 1, which has a standard Normal distribution. Then (P ℓ )|L 1 = s has the same distribution as (P ℓ )|S 1/2 = s −2 /2 which is PD(1/2|s −2 /2). Although perhaps not well known in the statistical literature, the result of Aldous and Pitman [1, Corollary 5] leads to an explicit description of the sequence which we denote as (P ℓ (s), ℓ ≥ 1), which is the size biased ordering of a mass partition with distribution PD(1/2|s −2 /2). In particular the first size biased pickP 1 (s), satisfieŝ where Q 0 = 0, and Q ℓ = ℓ i=1 X i for X i independent with common distribution equivalent to B 2 1 . The representations in (4.11) lead easily to representations of the size biased ordering of any Poisson Kingman distribution with mixing derived from the case of a 1/2-stable subordinator, see [28] . Our relevant result takes the form described below. 
