Bifurcations d'ordre supérieur, cycles limites et intégrabilité by Gentes, Mathieu
Bifurcations d’ordre supe´rieur, cycles limites et
inte´grabilite´
Mathieu Gentes
To cite this version:
Mathieu Gentes. Bifurcations d’ordre supe´rieur, cycles limites et inte´grabilite´. Mathe´matiques
[math]. Universite´ Pierre et Marie Curie - Paris VI, 2009. Franc¸ais. <tel-00437848>
HAL Id: tel-00437848
https://tel.archives-ouvertes.fr/tel-00437848
Submitted on 1 Dec 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Universite´ Pierre et Marie Curie – Paris 6 Laboratoire Jacques-Louis Lions – UMR 7598
Bifurcations d’ordre supe´rieur,
cycles limites et inte´grabilite´
THE`SE DE DOCTORAT
pre´sente´e et soutenue publiquement le 14 novembre 2009
pour l’obtention du
Doctorat de l’universite´ Pierre et Marie Curie – Paris 6
Spe´cialite´ Mathe´matiques Fondamentales
par
Mathieu Gentes
Composition du jury
Rapporteurs : Lubomir Gavrilov
Robert Roussarie
Examinateurs : Jean-Pierre Franc¸oise Directeur de the`se
Jaume Llibre
Reinhard Scha¨fke
E´cole Doctorale de Sciences Mathe´matiques de Paris Centre UFR 929 - Mathe´matiques

iRemerciements
Je remercie tout d’abord Jean-Pierre Franc¸oise de m’avoir guide´ avec autant d’e´coute et de
spontane´ite´ vers un sujet de recherche qui corresponde a` mes attentes. La confiance qu’il m’a
imme´diatement accorde´e ainsi que sa naturelle bienveillance m’ont permis d’initier et mener mes
travaux de recherche plus sereinement.
Je remercie vivement Lubomir Gavrilov et Robert Roussarie d’avoir accepte´ d’eˆtre rappor-
teurs de ce me´moire et de l’avoir enrichi de leurs rectifications et pre´cisions bibliographiques.
Merci aux autres membres du jury, Jaume Llibre et Reinhard Scha¨fke, qui me font l’honneur de
leur pre´sence en ce jour de Saturne.
Mes remerciements vont e´galement aux membres du Laboratoire Jacques-Louis Lions avec
lesquels j’ai cultive´ d’agre´ables moments d’e´changes tant mathe´matiques que verbaux, tant cu-
linaires que musicaux, tant sportifs qu’amicaux...
Je les adresse en premier lieu a` Evelyne, voisine et amie, avec qui j’ai eu le privile`ge de parta-
ger l’inte´gralite´ de ces trois anne´es de the`se. Je pense a` nos repas de la rue Louis Morard, a` son
soutien en toutes circonstances, pour des relectures, pre´parations d’expose´s, tracasseries admi-
nistratives ou simplement lorsque s’invite la me´lancolie. Merci aux autres occupants du bureau
3D23, the best one : Alexis et ses de´licieux muffins, Jean-Marie et ses aides providentielles en
mathematica, Pierre, Benjamin, Mouna, et tout dernie`rement Marianne, premie`re d’une longue
liste de docteurs e`s poussette-canne.
Je ne vous oublie pas, vous autres que le sort a rele´gue´ dans les pie`ces voisines... plus parti-
culie`rement Alexandra, dans son boudoir, digne tenancie`re du gtt et a` qui je dois entre autres la
splendide mise en page de ce manuscrit, Rachida et ses histoires rocambolesques, Maya, Sepideh,
Matthieu, Giacomo, Etienne, Nicolas.
L’Alsace, expatrie´e, peut compter sur sa sœur Lorraine : merci Benjamin pour ta sagesse
et nos discussions enrichissantes, Fre´de´ric pour ta ge´ne´rosite´ et ton e´ternelle bonne humeur, et
tous les deux pour nos agre´ables soire´es musicales.
Merci enfin a` Edwige Godlewski et Yvon Maday, Laurent Boudin, Nicolas Seguin ainsi que
Danielle Boulic et Liliane Ruprecht pour leur chaleureux accueil au sein du laboratoire Jacques-
Louis Lions.
De cette suite nominale probablement non exhaustive, je ne peux omettre mes amis probabi-
listes qui partagent presque suˆrement les bureaux du meˆme plateau et dont la pre´sence a toujours
e´te´ d’un grand soutien : Vincent pour ses relectures attentives, ses conseils avise´s en tout genre,
ses soire´es poker a` la cachanaise, et Sophie pour nos multiples conversations et cellules de crises
tenues dans les couloirs, nos obsessions de macarons et leurs ultimes concre´tisations, non sans
l’aide pre´cieuse de... Sophie !
A ces remerciements j’associe tous mes amis the´sards ou assimile´s. Je pense a` Nicolas, a`
l’ope´ra qu’il m’a fait de´couvrir et a` nos coups de gueule en tout genre, a` Alain, Bertrand,
Etienne, Renaud, ainsi qu’a` tous les anciens du magiste`re et de l’Universite´ de Strasbourg.
Ces trois anne´es de recherche ont fortement e´te´ enrichies par la de´couverte de l’enseignement,
auquel je me destine, et qui s’est re´ve´le´ eˆtre de manie`re parfaitement inattendue le point de de´part
de deux formidables aventures musicales et humaines : Brassage Musique et Musiques en Seine.
Un immense merci a` Damien et Mathias.
ii
C’est dans l’Harmonie Brassage, me´lant rouge et noir, amateurs et jeunes talents, que j’ai
eu l’opportunite´ de me lancer dans un orchestre en tant que bassoniste, syste`me franc¸ais... Je ne
peux m’empeˆcher de repenser a` ces intenses week-ends passe´s a` la Sire`ne, a` nos interminables
soire´es de concerts aux Batignolles.
Quant a` la naissance fabuleuse de Musiques en Seine, elle marque certes mes premiers
pas clarinettistiques dans ce monde passionnant de la musique symphonique mais surtout la
gene`se d’une e´pope´e a` la fois musicale et amicale. Une pense´e inde´le´bile pour Hermance ma
Coconacienne-Neufmontoise pre´fe´re´e, ma fide`le et enjoue´e copupitre Claire, mon ami suisse Jo-
hannes, non par diplomatie a` la “belge n’ayant pas trouve´ la Suisse”, Florence et Laurence du
clan des “ence”, Ben, Anna, Te´le´chat, Carine, le couple pre´sidentiel Durand-Tarrade, les Belin,
les Marcy, Christine, Pierre-Etienne, Danielalala, Charles, Ana¨ıs, Lucile, Gabi, Martine, Paula,
Aure´lia, Brandon, Agne`s, Mathyld, Sandrine, sans oublier Constantin, notre empereur musical
ainsi que tous ceux qu’on a vu naˆıtre et mourir pour la paix, pour nos re´pe´titions et post-
re´pe´titions au Rota, nos superbes concerts, nos week-ends inoubliables au Martroy, nos parties
de cache-cache, nos pyramides, nos piques-niques parisiens, les mariages et leurs animations, nos
improbables escapades andalouse, bulgare, lombarde et je l’espe`re bientoˆt sicilienne, sans oublier
la le´gendaire danse du ventre de Dvorˇa´k... et tout ce qui compte sans conter.
Merci a` nos fide`les spectateurs : Cle´ova, Emilie, Arnaud, Isabelle mon bonheur et Ge´sabelle...
Ces anne´es doctorales parisiennes ne m’ont toutefois pas e´loigne´ de mes amis de plus longue
date : les irremplac¸ables quetsches strasbourgeoises, mon Cmin, Laurent, Romain le maˆıˆıˆıtre en
LATEX, Antoine, Choubinou, Vanessa et Thierry, Sonia et Etienne, Claire et Olivier, Isabelle et
Gre´goire, Alexandra et Nicolas, Laurence et Manu, Laure et Henri, Claire et Je´re´my, Pauline
et Etienne, Annso et Yves, Vincent, Se´verine, Delphine, He´le`ne, Carole, Sylvanie, Yves, Laura,
Sidonie et les bienheureuses victimes de ma me´moire de´faillante.
Pour finir, je remercie de tout cœur ma famille : mes deux adorables sœurs Ce´line et Emilie,
mon (beau-)fre`re David, Arnaud, mon neveu Marceau et surtout mes chers parents. Vous avez
toujours su soutenir le petit dernier avec la ge´ne´rosite´ et l’amour que je vous connais. Ces
quelques pages, d’atroces calculs me direz-vous, vous sont modestement de´die´es.
“Sempre libera degg’io,
Folleggiar di gioia in gioia,...”
Violetta, la Traviata.
iv
Table des matie`res
Introduction et pre´sentation des re´sultats 1
1 Syste`mes diffe´rentiels polynoˆmiaux - Inte´grabilite´ . . . . . . . . . . . . . . . . . . 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Inte´grabilite´ des syste`mes diffe´rentiels . . . . . . . . . . . . . . . . . . . . 1
1.3 Syste`mes diffe´rentiels a` centres . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3.1 Cas line´aire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3.2 Cas quadratique . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3.3 Lien avec l’inte´grabilite´ . . . . . . . . . . . . . . . . . . . . . . . 3
2 Le 16e proble`me de Hilbert - Proble`me du centre . . . . . . . . . . . . . . . . . . 4
2.1 Ge´ne´ralite´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Perturbation des syste`mes diffe´rentiels . . . . . . . . . . . . . . . . . . . . 4
2.3 Application de premier retour . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.4 Algorithme de Franc¸oise . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3 Les re´sultats obtenus dans cette the`se . . . . . . . . . . . . . . . . . . . . . . . . 6
3.1 Chapitre I : Un syste`me diffe´rentiel de Lie´nard . . . . . . . . . . . . . . . 7
3.2 Chapitre II : Perturbation quadratique d’un secteur elliptique . . . . . . . 7
3.3 Chapitre III : Une famille de syste`mes diffe´rentiels avec domaines elliptiques 8
I Un syste`me diffe´rentiel de Lie´nard 11
1 Introduction et notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.1 Le syste`me diffe´rentiel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Inte´grales premie`res et facteurs inte´grants . . . . . . . . . . . . . . . . . . 11
1.3 Etude des singularite´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4 Perturbation et recherche de cycles limites . . . . . . . . . . . . . . . . . . 14
1.5 Place dans la classification des syste`mes quadratiques a` centre . . . . . . 15
2 Premie`re fonction de Melnikov . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1 Premie`re approche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Seconde approche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Recherche des ze´ros de M1 . . . . . . . . . . . . . . . . . . . . . . . . . . 22
v
vi Table des matie`res
2.3.1 Cas A et B de meˆme signe, A ou B e´ventuellement nul . . . . . 22
2.3.2 Cas A et B de signe oppose´, A et B non nuls . . . . . . . . . . . 23
2.3.3 Un re´sultat d’unicite´ . . . . . . . . . . . . . . . . . . . . . . . . . 29
3 Seconde fonction de Melnikov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1 Cas b20 = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Cas b20 6= 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4 Troisie`me fonction de Melnikov . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.1 Cas a11 = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2 Cas a11 6= 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5 Fonctions de Melnikov d’ordre supe´rieur . . . . . . . . . . . . . . . . . . . . . . . 44
5.1 Cas a11 = 0 et b00 = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.1.1 Quatrie`me fonction de Melnikov . . . . . . . . . . . . . . . . . . 44
5.1.2 Cinquie`me fonction de Melnikov . . . . . . . . . . . . . . . . . . 47
5.1.3 Nature de la singularite´ . . . . . . . . . . . . . . . . . . . . . . . 50
5.2 Cas a10 + a11 = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.3 Cas a10 = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.3.1 Recherche d’une inte´grale premie`re . . . . . . . . . . . . . . . . . 55
5.3.2 Nature du centre . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6 Synthe`se des re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
II Perturbation quadratique d’un secteur elliptique 61
1 L’e´quation de Liouville . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
1.1 Introduction et notations . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
1.2 Une inte´grale premie`re . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2 Etude du syste`me diffe´rentiel de Lie´nard associe´ . . . . . . . . . . . . . . . . . . 64
2.1 Inte´grale premie`re et facteur inte´grant . . . . . . . . . . . . . . . . . . . . 65
2.1.1 Formules ge´ne´rales . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.1.2 Le cas particulier α = 1/2 . . . . . . . . . . . . . . . . . . . . . . 66
3 Etude des singularite´s du syste`me (4) . . . . . . . . . . . . . . . . . . . . . . . . 67
3.1 Les singularite´s du syste`me (4) . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2 Singularite´s sur la sphe`re de Poincare´ . . . . . . . . . . . . . . . . . . . . 68
3.2.1 Proce´de´ d’e´tude des singularite´s a` l’infini . . . . . . . . . . . . . 68
3.2.2 Cas du syste`me de Lie´nard conside´re´ . . . . . . . . . . . . . . . 70
4 Forme normale du “syste`me a` l’infini” . . . . . . . . . . . . . . . . . . . . . . . . 72
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2 Premie`re e´tape de perturbation : de´formation en un centre . . . . . . . . 75
4.3 Place dans la classification des syste`mes quadratiques re´versibles . . . . . 76
vii
5 Seconde e´tape de perturbation : recherche de cycles limites . . . . . . . . . . . . 77
5.1 Premie`re fonction de Melnikov . . . . . . . . . . . . . . . . . . . . . . . . 78
5.2 Seconde fonction de Melnikov . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2.1 De´composition de g˜1dR˜1 . . . . . . . . . . . . . . . . . . . . . . 84
5.2.2 De´composition de g˜1dRˆ1 . . . . . . . . . . . . . . . . . . . . . . 87
5.2.3 De´composition de gˆ1dR˜1 . . . . . . . . . . . . . . . . . . . . . . 88
5.2.4 De´composition de gˆ1dRˆ1 . . . . . . . . . . . . . . . . . . . . . . 89
5.3 Troisie`me fonction de Melnikov . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3.1 Cas c0 = c1 = b10 = 0 . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3.2 Cas c1 = c4 = a11 = 0 . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3.3 Cas c0 = c1 = c4 − ηa11 = 0 . . . . . . . . . . . . . . . . . . . . . 93
5.3.4 Cas c1 = a11 = 3b10 + 2ηc0 = 0 . . . . . . . . . . . . . . . . . . . 98
5.3.5 Cas c0 = a02 = 3b10(c4 − ηa11) + 2c1(2c3 + ηc2) = 0 . . . . . . . 101
5.4 Fonctions de Melnikov d’ordre supe´rieur . . . . . . . . . . . . . . . . . . . 105
5.4.1 Cas c0 = c1 = b10 = 0 . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4.2 Cas c1 = c4 = a11 = 0 . . . . . . . . . . . . . . . . . . . . . . . . 106
5.4.3 Cas c0 = c1 = c4 − ηa11 = 0 . . . . . . . . . . . . . . . . . . . . . 108
5.4.4 Cas c1 = a11 = 3b10 + 2ηc0 = 0 . . . . . . . . . . . . . . . . . . . 112
5.4.5 Cas c0 = a02 = 3b10(c4 − ηa11) + 2c1(2c3 + ηc2) = 0 . . . . . . . 112
5.5 Synthe`se des re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.5.1 Un re´sultat alge´brique . . . . . . . . . . . . . . . . . . . . . . . . 112
5.5.2 Synthe`se des re´sultats . . . . . . . . . . . . . . . . . . . . . . . . 116
IIIUne famille de syste`mes diffe´rentiels avec domaines elliptiques 119
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
1.1 Inte´grabilite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
1.2 Recherche des singularite´s . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
1.2.1 Le cas ge´ne´ral λ 6= 1 . . . . . . . . . . . . . . . . . . . . . . . . . 120
1.2.2 Le cas particulier λ = 1 . . . . . . . . . . . . . . . . . . . . . . . 120
2 Premie`re e´tape : de´formation ge´ne´rant deux centres . . . . . . . . . . . . . . . . 121
2.1 Le cas ge´ne´ral λ 6= 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
2.2 Le cas particulier λ = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3 Seconde e´tape : recherche de cycles limites . . . . . . . . . . . . . . . . . . . . . . 125
3.1 Les premie`res fonctions de Melnikov . . . . . . . . . . . . . . . . . . . . . 125
3.2 Les secondes fonctions de Melnikov . . . . . . . . . . . . . . . . . . . . . . 129
3.2.1 Calcul de ˜˜N2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
3.2.2 Calcul de ˆ˜N2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
viii Table des matie`res
3.2.3 Calcul de
˜ˆ
N2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
3.2.4 Calcul de
ˆˆ
N2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
Table des figures 135
Bibliographie 137
Re´sume´ 139
Abstract 141
Introduction et pre´sentation des
re´sultats
Une composante de la recherche mathe´matique dans le domaine des syste`mes diffe´rentiels
est historiquement motive´e par le 16e proble`me de Hilbert. Il pose la question du nombre et de
la disposition de trajectoires pe´riodiques isole´es pour des syste`mes diffe´rentiels polynoˆmiaux du
plan de degre´ donne´.
Ce proble`me fait partie d’une liste de vingt-trois proble`mes, jusqu’alors non re´solus, recense´s
par D. Hilbert lors d’un congre`s international tenu a` Paris en 1900. A l’heure actuelle, cinq de
ces proble`mes, parmis lesquels figure le 16e, demeurent partiellement ouverts.
Les re´sultats rassemble´s dans ce document concernent le cas des syste`mes diffe´rentiels qua-
dratiques pour lesquels on ne connaˆıt toujours pas de borne au nombre de trajectoires pe´riodiques
isole´es.
1 Syste`mes diffe´rentiels polynoˆmiaux - Inte´grabilite´
1.1 Introduction
On conside`re des syste`mes diffe´rentiels de la forme
(Sd)
{
x˙ = P (x, y),
y˙ = Q(x, y),
(1)
ou` P et Q sont des polynoˆmes a` coefficients re´els de degre´ d.
On note
ω0 = P (x, y)dy −Q(x, y)dx
la 1-forme associe´e au syste`me (1). Il y a correspondance entre les solutions du syste`me (1) et
les solutions de l’e´quation ω0 = 0.
1.2 Inte´grabilite´ des syste`mes diffe´rentiels
Soient U un ouvert du plan et t 7→ (x(t), y(t)) une solution du syste`me (1). On note
∆U(x,y) = {t ∈ R | (x(t), y(t)) ∈ U}.
De´finition 1.1. L’application H : U −→ R est appele´e inte´grale premie`re du syste`me sur U si
elle est constante sur les courbes solutions (x(t), y(t)) du syste`me (1) contenue dans U , ie si
H(x(t), y(t)) = cste, ∀t ∈ ∆U(x,y).
1
2 Introduction et pre´sentation des re´sultats
De´finition 1.2. On dit que le syste`me diffe´rentiel (1) est inte´grable sur un ouvert U du plan,
s’il admet une inte´grale premie`re sur U .
De´finition 1.3. On appelle facteur inte´grant du syste`me (1) sur U associe´ a` une inte´grale
premie`re H, l’application ψ : U −→ R rendant la 1-forme ω exacte et e´gale a` dH, ie
ψω = dH.
1.3 Syste`mes diffe´rentiels a` centres
Nous travaillerons avec des syste`mes diffe´rentiels pre´sentant une singularite´ de type centre.
Quitte a` effectuer une translation, on peut supposer que cette singularite´ se situe a` l’origine.
De´finition 1.4. L’origine est un centre pour le syste`me diffe´rentiel (Sd) s’il existe un voisinage
e´pointe´ de l’origine dans lequel toute courbe solution est ferme´e et entoure l’origine.
Pour des syste`mes diffe´rentiels line´aires et quadratiques, il existe des conditions ne´cessaires
et suffisantes sur les polynoˆmes P et Q pour que l’origine soit un centre. Nous les e´nonc¸ons dans
la suite de ce paragraphe. Dans le cas ge´ne´ral, ce proble`me n’est pas re´solu.
1.3.1 Cas line´aire
Dans ce cas (d = 1), le syste`me s’e´crit{
x˙ = ax+ by,
y˙ = cx+ dy,
ou` a, b, c, d sont des constantes re´elles, ou encore sous forme matricielle
X˙ = LX, avec L =
(
a b
c d
)
et X =
(
x
y
)
. (2)
The´ore`me 1.5. Le syste`me (2) pre´sente une singularite´ de type centre en l’origine si et seule-
ment si la matrice L a des valeurs propres imaginaires pures conjugue´es.
1.3.2 Cas quadratique
Une condition ne´cessaire pour qu’un syste`me quadratique posse`de un centre est donne´e par
le the´ore`me de Poincare´.
The´ore`me 1.6 (Poincare´, [5]). Si le syste`me (1) admet un centre a` l’origine, alors la matrice
L du syste`me line´arise´ est soit singulie`re, soit non nulle avec des valeurs propres imaginaires
pures.
Les conditions ne´cessaires et suffisantes ne sont connues que depuis le de´but du sie`cle dernier.
On distingue cinq classes de centres possibles. En e´crivant le syste`me diffe´rentiel sous forme
complexe (z = x+ iy), on peut exprimer n’importe quel syste`me dont les valeurs propres de la
matrice associe´e au syste`me line´arise´ sont imaginaires pures, sous la forme
z˙ = iz +Az2 +B|z|2 + Cz¯2, (3)
ou` A, B et C sont des nombres complexes.
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The´ore`me 1.7 (Dulac et Kapteyn, [21]). L’origine est un centre si et seulement si l’une des
conditions suivantes est satisfaite
QLV3 : B = 0,
QH3 : 2A+ B¯ = 0,
QR3 : Im(AB) = Im(B¯3C) = Im(A3C) = 0,
Q4 : A− 2B¯ = |C| − |B| = 0.
On parle respectivement de centre de type Lotka-Volterra ge´ne´ralise´ (QLV3 ), de centre Hamil-
tonien (QH3 ), re´versible (QR3 ) ou de codimension 4 (Q4).
Il existe une classification qui lui est e´quivalente et que nous utiliserons aussi par la suite [14] :
The´ore`me 1.8. L’origine est un centre si et seulement si le syste`me diffe´rentiel peut s’e´crire
sous l’une des formes suivantes :
z˙ = −iz − z2 + 2|z|2 + (b+ ic)z¯2, Hamiltonien (QH3 )
z˙ = −iz + az2 + 2|z|2 + bz¯2, re´versible (QR3 )
z˙ = −iz + 4z2 + 2|z|2 + (b+ ic)z¯2, |b+ ic| = 2, codimension 4 (Q4)
z˙ = −iz + z2 + (b+ ic)z¯2, Lotka-Volterra ge´ne´ralise´ (QLV3 )
z˙ = −iz + z¯2, triangle Hamiltonien
ou` a, b et c sont des constantes re´elles.
Les cas QH3 , Q4, QLV3 avec c = 0 et triangle Hamiltonien sont e´galement re´versibles.
De´finition 1.9. On appelle varie´te´ du centre l’espace des syste`mes quadratiques (3) ayant un
centre a` l’origine.
1.3.3 Lien avec l’inte´grabilite´
Dans le cas d’un champ de vecteurs polynoˆmial quelconque, on dispose d’une condition
ne´cessaire et suffisante reposant sur l’inte´grabilite´ du syste`me. Soient P2 et Q2 des polynoˆmes
de valuation 2 en les variables x et y. Le syste`me (1) s’e´crit sous la forme{
x˙ = ax+ by + P2(x, y),
y˙ = cx+ dy +Q2(x, y),
(4)
ou` a, b, c et d sont des nombres re´els.
The´ore`me 1.10 (Poincare´, Lyapounov, [5]). Supposons que pour le syste`me (4), la matrice du
syste`me line´arise´ a des valeurs propres imaginaires pures non nulles (ie a+d = 0 et ad−bc > 0).
Alors le syste`me pre´sente un centre a` l’origine si et seulement s’il posse`de une inte´grale
premie`re re´elle non constante analytique au voisinage de l’origine.
Ce the´ore`me admet une reformulation en terme de facteur inte´grant.
The´ore`me 1.11. Supposons que pour le syste`me (4), la matrice du syste`me line´arise´ a des
valeurs propres imaginaires pures non nulles (ie a+ d = 0 et ad− bc > 0).
Alors le syste`me pre´sente un centre a` l’origine si et seulement s’il posse`de un facteur inte´grant
non identiquement nul analytique au voisinage de l’origine.
En particulier, un syste`me quadratique avec centre est inte´grable en son voisinage.
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2 Le 16e proble`me de Hilbert - Proble`me du centre
Une singularite´ de type centre est caracte´rise´e par un continuum d’orbites pe´riodiques qui
l’entoure. Plus ge´ne´ralement, on s’inte´resse a` l’existence de solutions pe´riodiques isole´es pour
des syste`mes diffe´rentiels polynoˆmiaux de type (Sd). Cette recherche est motive´e par le 16
e
proble`me de Hilbert.
2.1 Ge´ne´ralite´s
De´finition 2.1. On appelle cycle limite toute trajectoire pe´riodique qui est isole´e dans l’ensemble
des trajectoires pe´riodiques.
Le 16 e proble`me de Hilbert consiste en la recherche d’une borne uniforme N(d) au nombre
de cycles limites apparaissant dans la classe des syste`mes (Sd) ainsi qu’en l’e´tude de leurs confi-
gurations.
Pour les syste`mes diffe´rentiels quadratiques (d = 2), il a re´cemment e´te´ prouve´ que :
The´ore`me 2.2 ([So]). N(2) ≥ 4.
Les re´sultats rassemble´s dans ce document concernent uniquement le cas de syste`mes diffe´-
rentiels quadratiques.
2.2 Perturbation des syste`mes diffe´rentiels
Une technique usuelle pour obtenir un syste`me diffe´rentiel avec cycles limites est de conside´rer
un syste`me diffe´rentiel polynoˆmial de type (1), posse´dant une singularite´ de type centre, et de
ce fait inte´grable. On appelle H une inte´grale premie`re et ψ son facteur inte´grant associe´. On
perturbe ce syste`me par des polynoˆmes f et g de meˆmes degre´s que P et Q.
Le syste`me diffe´rentiel obtenu s’e´crit
{
x˙ = P (x, y) + εf(x, y),
y˙ = Q(x, y) + εg(x, y),
ou` ε est un petit parame`tre positif.
L’objectif est de rompre le continuum d’orbites pe´riodiques en espe´rant toutefois qu’il reste
des solutions ferme´es, qui seront isole´es.
Dans notre cas, tous les polynoˆmes sont de degre´ deux et on pose
{
f(x, y) = a00 + a10x+ a01y + a20x
2 + a11xy + a02y
2,
g(x, y) = b00 + b10x+ b01y + b20x
2 + b11xy + b02y
2,
avec
∀1 ≤ i, j ≤ 2, ai,j ∈ R et bi,j ∈ R.
Un autre proble`me, appele´ proble`me du centre, consiste a` de´crire les conditions ne´cessaires et
suffisantes portant sur les coefficients des fonctions de perturbation f et g pour que le champ de
vecteurs ait toutes ses orbites pe´riodiques dans un voisinage de l’origine. Pour les exemples que
nous traiterons, nous ne serons en mesure de re´soudre que partiellement ce proble`me du centre.
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2.3 Application de premier retour
Pour traiter ces deux proble`mes, on fait appel a` une application de premier retour dont
l’existence est assure´e par le the´ore`me suivant :
The´ore`me 2.3. Pour ε suffisamment petit, il existe une application de premier retour Lε de´finie
sur une section transverse Σ.
Fig. 1 – Section transverse au voisinage d’un centre (ε = 0).
Cette section transverse peut eˆtre parame´tre´e par l’inte´grale premie`re H elle-meˆme et Lε
admet un de´veloppement en se´rie entie`re en ε de la forme :
Lε(h) = h+ εM1(h) + ...+ ε
kMk(h) +O(εk+1),
ou` les fonctions (Mi)i≥1, de´finies sur Σ, sont couramment appele´es fonctions de Melnikov.
Fig. 2 – Application de premier retour (ε > 0).
6 Introduction et pre´sentation des re´sultats
Les connexions existantes et bien connues entre ces fonctions et la re´solution des deux pro-
ble`mes e´nonce´s sont les suivantes :
(i) le nombre de cycles limites qui se de´forment continuˆment en des ovales de l’inte´grale
premie`re H lorsque ε tend vers ze´ro, est donne´ par le nombre de ze´ros isole´s re´els de la
premie`re fonction de Melnikov non identiquement nulle.
(ii) l’origine est un centre si et seulement si l’application de premier retrour est l’application
identite´ en son voisinage, ou encore si toutes les fonctions de Melnikov sont identiquement
nulles.
Tout repose sur la possibilite´ de connaˆıtre une expression de ces fonctions, ce que propose
l’algorithme de Franc¸oise [9].
2.4 Algorithme de Franc¸oise
L’expression de la premie`re fonction de Melnikov est donne´e par la formule de H. Poincare´
∂Lε
∂ε
|ε=0=M1(h) = −
∫
H=h
ω,
ou` ω est la 1-forme
ω = ψ(fdy − gdx).
On dit que l’inte´grale premie`re H ve´rifie la condition (⋆) si et seulement si pour toute 1-forme
diffe´rentielle ω¯ :∮
H=h
ω¯ ≡ 0 ⇐⇒ il existe des fonctions analytiques g et R tels que ω¯ = gdH + dR.
L’algorithme de calcul des de´rive´es successives dans le cas inte´grable s’e´nonce sous la forme
The´ore`me 2.4 (J.-P. Franc¸oise, [9]). On suppose que H satisfait la condition (⋆) et on conside`re
les solutions de l’e´quation diffe´rentielle ωε = 1/ψ(H + εω) = 0. On appelle Lε l’application de
premier retour associe´e a` une section transverse Σ. Supposons M1(h) ≡ · · · ≡Mk(h) ≡ 0.
Alors il existe des fonctions analytiques g1, . . . gk, R1, . . . , Rk telles que
ω = g1dH + dR1, g1ω = g2dH + dR2, . . . , gk−1ω = gkdH + dRk,
et la (k + 1)e`me de´rive´e de Lε,
dk+1Lε
dεk+1
|ε=0=Mk+1(h) = −
∮
H=h
gkω.
3 Les re´sultats obtenus dans cette the`se
Dans ma the`se, je me suis interesse´ au cas de trois syste`mes diffe´rentiels ou famille de syste`mes
diffe´rentiels particuliers.
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3.1 Chapitre I : Un syste`me diffe´rentiel de Lie´nard
On s’inte´resse tout d’abord a` un syste`me diffe´rentiel de type Lie´nard :
{
x˙ = y,
y˙ = −x+ xy. (5)
Il s’agit en fait d’un exemple de syste`me inte´grable simple avec une singularite´ de type centre,
plus complexe que le cas classique {
x˙ = y,
y˙ = −x,
pour lequel
H(x, y) =
1
2
(x2 + y2)
est un Hamiltonien. Son comportement sous une perturbation quadratique est comple`tement
connu.
Ce syste`me correspond a` l’e´quation de Lie´nard syme´trique de plus bas degre´, e´tudie´e dans
diffe´rents contextes. Il joue un roˆle crucial dans la the´orie des syste`mes lents-rapides, pour l’e´tude
de l’e´quation de Van der Pol et de ses ge´ne´ralisation [7].
Pour cet exemple (5), on peut montrer que la premie`re fonction de Melnikov admet un unique
ze´ro re´el isole´. Cela assure que le syste`me perturbe´ peut pre´senter au moins un cycle limite. On
calculera e´galement dans certains cas les fonctions d’ordre supe´rieur. On en de´duira notamment
des conditions sur les coefficients pour lesquelles la singularite´ reste un centre.
Proposition (cf. Proposition 6.2). Etant donne´es des fonctions de perturbation f impaire et g
paire en la variable x, {
f(x, y) = a10x+ a11xy,
g(x, y) = b00 + b01y + b20x
2 + b02y
2,
on dispose de conditions pour lesquelles le syste`me reste a` centre :

a10 + b00 + b01 = 0,
a10 − b02 = 0,
b20 = 0,
a11 = b00 = 0, ou a10 + a11 = 0, ou a10 = 0,
soit encore,
{
a11 = b00 = b20 = 0,
a10 = −b01 = b02,
ou


b20 = 0,
a10 = −a11 = b02,
a10 + b00 + b01 = 0,
ou
{
a10 = b20 = b02 = 0,
b00 + b01 = 0.
3.2 Chapitre II : Perturbation quadratique d’un secteur elliptique
Cette partie de´bute par l’e´tude de l’inte´grabilite´ d’une e´quation diffe´rentielle du premier
ordre introduite par Liouville [16]. L’e´tude des singularite´s a` l’infini re´ve`le l’existence d’une
singularite´ non hyperbolique pre´sentant un secteur elliptique.
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Fig. 3 – Singularite´ avec domaine elliptique.
On e´tudie la forme normale associe´e a` cette singularite´ (voir aussi [13]) que l’on perturbe
une premie`re fois de manie`re inte´grable afin de de´former la singularite´ avec domaine elliptique
en un centre : {
x˙ = y − 2x2 − η,
y˙ = −2xy, (6)
ou` η est un petit parame`tre strictement positif.
On perturbe ensuite le syste`me ainsi obtenu en vue de faire apparaˆıtre des cycles limites. Dans
cet exemple, il est possible de calculer explicitement les trois premie`res fonctions de Melnikov.
The´ore`me (cf. The´ore`me 5.45). La premie`re fonction de MelnikovM1 a au plus deux ze´ros dans
l’intervalle ]− 1/2η, 0[, en tenant compte de leurs e´ventuelles multiplicite´s. Si M1 ≡ 0, alors la
seconde fonction de Melnikov M2 a au plus deux ze´ros sur ce meˆme intervalle. Si M2 ≡ 0, alors
la troisie`me fonction de Melnikov M3 a au plus deux ze´ros.
Pour des raisons de complexite´, on ne calcule pas les fonctions de Melnikov d’ordre supe´rieur
mais on en donne la nature alge´brique. On de´couvre e´galement certains cas inte´grables.
The´ore`me (cf. The´ore`me 5.46). Les fonctions de Melnikov (Mk(h))k≥1 appartiennent au module
de type fini engendre´ par Π1(
√−h) et Π2(
√−h) sur Ra,b = R[ai,j , bi,j , 0 ≤ i, j ≤ 2], avec
Π1(X) = 1−
√
2ηX, Π2(X) = 1− 2ηX2 = (1−
√
2ηX)(1 +
√
2ηX).
3.3 Chapitre III : Une famille de syste`mes diffe´rentiels avec domaines ellip-
tiques
Dans ce chapitre on conside`re la famille de syste`mes diffe´rentiels suivants
(Eλ)
{
x˙ = y − 2x2 + λ(y2 − y),
y˙ = −2xy,
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ou` λ est un nombre re´el strictement positif.
Le cas λ = 0 a e´te´ traite´ dans la partie pre´ce´dente.
Les portaits de phase font apparaˆıtre un centre et une singularite´ avec domaine elliptique
lorsque λ 6= 1, une singularite´ avec deux domaines elliptiques lorsque λ = 1. On perturbe tout
d’abord le syste`me diffe´rentiel pour faire apparaˆıtre deux centres, l’un dans le demi-plan {y < 0},
l’autre dans le demi-plan {y > 0} :{
x˙ = y − 2x2 + λ(y2 − y)− η,
y˙ = −2xy,
ou` η est un petit parame`tre strictement positif.
On perturbe ensuite le syste`me obtenu en vue de ge´ne´rer des cycles limites de part et d’autre.
On espe`re ainsi trouver un exemple de syste`me diffe´rentiel quadratique pour lequel le portrait
de phase laisse entrevoir quatre centres imbrique´s deux a` deux.
Fig. 4 – Les deux composantes connexes de l’inte´grale premie`re.
Dans cette famille de syste`mes diffe´rentiels, les lignes de niveau de l’inte´grale premie`re ont
deux composantes connexes, chacune entourant l’un des deux centres. L’e´tude des syste`mes dif-
fe´rentiels ne´cessitera l’introduction de deux applications de premier retour L−ε et L
+
ε admettant
des de´veloppements en se´rie entie`re en ε de la forme :
L−ε (h) = h+ εM
−
1 (h) + ε
2M−2 (h) +O(ε3) et L+ε (h) = h+ εM+1 (h) + ε2M+2 (h) +O(ε3).
Nous n’accederons pas au re´sultat souhaite´, mais nous serons en mesure de donner des
coefficients des fonctions de perturbation pour lesquels M+1 a deux ze´ros isole´s et M
−
1 en a un.
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Chapitre I
Un syste`me diffe´rentiel de Lie´nard
1 Introduction et notations
1.1 Le syste`me diffe´rentiel
On conside`re le syste`me diffe´rentiel de type Lie´nard suivant
{
x˙ = y,
y˙ = −x+ xy, (1)
auquel est associe´e la 1-forme diffe´rentielle
ω0 = ydy + x(1− y)dx.
Les solutions de ω0 = 0 sont en correspondance avec les solutions du syste`me (1).
Son feuilletage prend la forme d’une e´quation diffe´rentielle a` variables se´pare´es :
dy
dx
= x
(
1− 1
y
)
,
que l’on peut inte´grer.
1.2 Inte´grales premie`res et facteurs inte´grants
Par inte´gration, nous de´duisons une premie`re famille d’inte´grales premie`res :
Hc(x, y) = −1
2
x2 + y + ln(|1− y|) + c, c ∈ R, (x, y) ∈ R× R− {1}.
Pour la suite, posons
H(x, y) := H0(x, y) = −1
2
x2 + y + ln(|1− y|), y 6= 1.
Lemme 1.1. Le facteur inte´grant ψ associe´ a` l’inte´grale premie`re H sur le demi-plan {y < 1}
vaut
ψ(y) =
1
y − 1 .
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Preuve. On part de la relation liant l’inte´grale premie`re a` son facteur inte´grant,
ψω0 = dH,
d’ou`
ψydy + ψx(1− y)dx = ∂H
∂x
dx+
∂H
∂y
dy ⇐⇒


ψy =
∂H
∂y
,
ψx(1− y) = ∂H
∂x
.
En se plac¸ant sur le demi-plan {y < 1}, on trouve

ψy = 1−
1
1− y ,
ψx(1− y) = −x,
soit
ψ =
1
y − 1 .

Le syste`me initial peut alors e´galement s’e´crire sous la forme

x˙ =
1
ψ
∂H
∂y
,
y˙ = − 1
ψ
∂H
∂x
.
A partir de H, nous pouvons former d’autres inte´grales premie`res en composant par exemple
H par des fonctions, ou en lui ajoutant des constantes. On trouve ainsi l’inte´grale premie`re
suivante :
Hˆ(x, y) =
e
x2
2
−y
|1− y| − 1, y 6= 1,
dont le de´veloppement limite´ au voisinage de l’origine est
Hˆ(x, y) =
1
2
(x2 + y2) + o(||(x, y)||2),
ou` ||.|| est une norme quelconque sur R2.
Lorsqu’on se rapproche de l’origine, les lignes de niveau de Hˆ prennent la forme de cercles
centre´s en l’origine. Nous sommes en pre´sence d’une singularite´ de type centre, ce que nous
montrerons par la suite.
Le facteur inte´grant ψˆ associe´ a` l’inte´grale premie`re Hˆ sur le demi-plan {y < 1} vaut
ψˆ(x, y) =
1
1− y
(
Hˆ(x, y) + 1
)
.
On travaillera plutoˆt avec l’inte´grale premie`re H, dont le facteur inte´grant sur le demi-plan
d’e´tude {y < 1} ne de´pend que de la variable y.
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1.3 Etude des singularite´s
L’origine est la seule singularite´ du syste`me (1). L’e´tude peut eˆtre limite´e au demi-plan
{y < 1}. On recherche tout d’abord les valeurs du parame`tre h pour lesquelles les lignes de
niveau Ch = {(x, y) ∈ R2 | H(x, y) = h} existent.
Lemme 1.2. Les lignes de niveau Ch existent pour tout h re´el positif.
Preuve. On proce`de par analyse.
H(x, y) = h ⇐⇒ x2 = 2 [y + ln(1− y) + ln(1 + h)] .
Notons
Xh(y) = y + ln(1− y) + ln(1 + h), y < 1,
et e´tudions le signe de cette fonction. On a
X ′h(y) =
y
y − 1 , y < 1,
si bien que
∀ y ∈ R∗− X ′h(y) > 0, et ∀ y ∈ ]0, 1[ X ′h(y) < 0.
La fonction Xh croˆıt sur R
∗
−, de´croˆıt sur ]0, 1[ : elle atteint son maximum en ze´ro. La ligne
de niveau Ch existe uniquement pour les valeurs de h telles que
Xh(0) = ln(1 + h) ≥ 0, soit h ≥ 0,
d’ou` le domaine de de´finition annonce´. 
Dans la suite, on travaille avec h dans l’ensemble des re´els positifs. La ligne de niveau C0
correspond a` l’origine. Pour h > 0, on note α(h) et β(h) les valeurs de y pour lesquelles
Xh(α(h)) = Xh(β(h)) = 0, α(h) < 0 < β(h) < 1.
Xh est alors bien de´finie sur le segment [α(h), β(h)].
Fig. 1 – Lignes de niveau de H.
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Lemme 1.3. L’origine est un centre pour le syste`me (1).
Preuve. Pour tout re´el positif h, on a
H(x, y) = h⇐⇒ x = ±xh(y), y ∈ [α(h), β(h)],
avec
xh(y) =
√
2Xh(y) =
√
2 [y + ln(1− y) + ln(1 + h)]1/2 , y ∈ [α(h), β(h)].
En particulier, on a
x(α(h)) = x(β(h)) = 0.
Les lignes de niveau de H sont obtenues comme re´union de deux courbes γ−h et γ
+
h , de´finies
par :
γ−h = {(y,−xh(y)), y ∈ [α(h), β(h)]},
γ+h = {(y, xh(y)), y ∈ [α(h), β(h)]},
qui sont respectivement les graphes des fonctions y 7→ −xh(y) et y 7→ xh(y).
Ces deux courbes e´tant syme´triques l’une de l’autre par rapport a` l’axe des ordonne´es, les
lignes de niveau de H sont ferme´es et centre´es en l’origine, d’ou` la nature de cette singularite´. 
1.4 Perturbation et recherche de cycles limites
Conside´rons la perturbation du syste`me (1){
x˙ = y + εf(x, y),
y˙ = −x+ xy + εg(x, y), (2)
ou` f et g sont des polynoˆmes de degre´ deux donne´s par{
f(x, y) = a00 + a10x+ a01y + a20x
2 + a11xy + a02y
2,
g(x, y) = b00 + b10x+ b01y + b20x
2 + b11xy + b02y
2,
et ε est un petit parame`tre strictement positif.
Notons ωε la 1-forme diffe´rentielle associe´e et posons
ω = ψ(fdy − gdx).
On a
ωε = (y + εf)dy − (−x+ xy + εg)dx
=
(
1
ψ
∂H
∂y
+ εf
)
dy +
(
1
ψ
∂H
∂x
− εg
)
dx
=
1
ψ
dH + ε(fdy − gdx)
=
1
ψ
(dH + εω) .
Avant de rechercher le nombre de ze´ros de la premie`re fonction de Melnikov non identique-
ment nulle, on s’inte´resse a` la nature du centre dans la classification des syste`mes quadratiques
a` centre.
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1.5 Place dans la classification des syste`mes quadratiques a` centre
Ce syste`me occupe en effet une place assez particulie`re dans cette classification.
Proposition 1.4. L’origine du syste`me (1) est un centre de type QLV3 ∩QR3 .
Preuve. On se re´fe`re a` la classification propose´e dans [14]. En posant z = x+ iy, on trouve
z˙ = x˙+ iy˙ = y − ix− ixy = −iz − ixy.
D’autre part, il est clair que
xy =
1
4
(z2 − z¯2),
si bien que
z˙ = −iz + 1
4
(z2 − z¯2).
Un changement de variable de la forme Z = −4z donne
Z˙ = −iZ + Z2 − Z¯2,
ce qui correspond au cas b = −1 et c = 0 des centres de type Lotka-Volterra ge´ne´ralise´ de la
classification de [14] (cf. Introduction, The´ore`me 1.8). D’ou` le re´sultat. 
Le centre conside´re´ appartient donc a` l’intersection de deux strates affines. Dans la suite, nous
exhiberons des familles de perturbations, dont les de´formations interviennent dans la direction
des centres de type Lotka-Volterra.
En fait, ce centre appartient a` QLV3 ∩ QR3 \ QH3 . Comme le signalent [14] et [21], il s’agit
d’une situation de´ge´ne´re´e dans laquelle la premie`re fonction de Melnikov M1 ne donnera pas le
nombre maximum de ze´ros de la quantite´
d(h, ε) = |Lε(h)− h|,
pour la classe des perturbations f et g quadratiques. Etant e´galement re´versibles, ces cas de´ge´ne´-
re´s admettent des syme´tries supple´mentaires, d’ou` un nombre moindre de ze´ros pour la fonction
M1 que celui attendu.
Dans le cas ou` le syste`me non perturbe´ posse`de deux ou trois lignes invariantes on a ne´an-
moins le re´sultat suivant [21] :
The´ore`me 1.5. (i) Le nombre maximal de ze´ros de la premie`re fonction de Melnikov est de
2 dans QLV3 \ QR3 , 1 dans QLV3 ∩QR3 \ QH3 et 0 dans QLV3 ∩QR3 ∩QH3 .
(ii) Une perturbation quadratique d’un syste`me de type QLV3 \ QH3 posse´dant deux lignes inva-
riantes peut ge´ne´rer 0, 1 ou 2 cycles limites.
Le cas (b, c) = (−1, 0) n’entre toutefois pas dans les hypothe`ses de ce the´ore`me. Conside´rons
Γ2 (resp. Γ∞) la courbe de l’espace des parame`tres (b, c) pour lesquels le syste`me non perturbe´
a un point critique double (resp. a` l’infini). Ces courbes admettent pour e´quations (cf. [14]) :
Γ2 :
(
b2 + c2 − 1
3
)2
+
4
27
(2b− 1) = 0,
Γ∞ : b2 + c2 − 1 = 0.
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On remarque que le point (−1, 0) occupe une place particulie`re dans cet espace de para-
me`tres : c’est l’unique point d’intersection de Γ2 et Γ∞.
Fig. 2 – Place du syste`me de Lie´nard dans le diagramme de bifurcation de QLV3 (figure issue
de [14]).
Nous allons de´sormais rechercher le nombre de ze´ros de la premie`re fonction de Melnikov
non identiquement nulle en s’attendant toutefois a` ce que le nombre de cycles limites que l’on
peut obtenir par perturbation quadratique lui soit supe´rieur.
2 Premie`re fonction de Melnikov
2.1 Premie`re approche
On rappelle l’expression de la premie`re fonction de Melnikov M1 :
M1(h) = −
∮
H=h
ψ(fdy − gdx) = −
∮
H=h
ω.
Dans le cas e´tudie´, la syme´trie va permettre d’exprimer M1 a` l’aide d’une inte´grale simple.
Proposition 2.1. Soient F et G deux fonctions telles que F est impaire et G est paire en la
variable x. Alors ∮
H=h
Fdx+Gdy ≡ 0.
Preuve. L’inte´grale curviligne peut eˆtre de´compose´e en deux inte´grales simples correspondant
au calcul de la 1-forme conside´re´e le long des deux courbes γ−h et γ
+
h formant la ligne de niveau
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{H = h}. On a
∮
H=h
Fdx+Gdy =
∫ β(h)
α(h)
F (xh(y), y).x
′
h(y)dy +G(xh(y), y)dy
+
∫ α(h)
β(h)
F (−xh(y), y).(−x′h(y))dy +G(−xh(y), y)dy,
soit encore∮
H=h
Fdx+Gdy =
∫ β(h)
α(h)
[F (xh(y), y) + F (−xh(y), y)]dx+ [G(xh(y), y)−G(−xh(y), y)]dy.
D’apre`s les parite´s de F et G en x, on trouve finalement∮
H=h
Fdx+Gdy ≡ 0.

En particulier, on a le corollaire suivant :
Corollaire 2.2. Si on note fix (resp. gpx) la partie impaire (resp. paire) en x de la fonction f
(resp. g), M1 s’e´crit
M1(h) = −
∮
H=h
ψ(fixdy − gpxdx) = 2
∫ β(h)
α(h)
1
1− y
[
fix(x, y) +
y
(1− y)xgpx(x, y)
]
dy.
L’e´tude de la premie`re fonction de Melnikov M1 peut donc se limiter au cas de fonctions de
perturbations f et g telles que
fpx ≡ 0, gix ≡ 0,
soit {
f(x, y) = a10x+ a11xy,
g(x, y) = b00 + b01y + b20x
2 + b02y
2.
Par line´arite´ de l’inte´grale, on trouve
M1(h) = 2
[
a10
∫ β(h)
α(h)
x
1− ydy + a11
∫ β(h)
α(h)
xy
1− ydy + b00
∫ β(h)
α(h)
y
(1− y)2xdy
+b01
∫ β(h)
α(h)
y2
(1− y)2xdy + b20
∫ β(h)
α(h)
xy
(1− y)2dy + b02
∫ β(h)
α(h)
y3
(1− y)2xdy
]
. (3)
Les re´sultats qui suivent permettront de simplifier l’e´criture de M1.
Lemme 2.3. On a l’identite´ :
∀ k ∈ N ∪ {−1},
∫ β(h)
α(h)
xky
1− ydy = 0.
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Preuve. En effet il suffit de remarquer que pour k ≥ −1,
∫ β(h)
α(h)
xky
1− ydy =−
∫ β(h)
α(h)
xk+1h (y)x
′
h(y)dy
=−
[
1
k + 2
xk+2h (y)
]β(h)
α(h)
=
1
k + 2
[
xk+2h (α(h))− xk+2h (β(h))
]
= 0.

D’autre part,
Lemme 2.4. On a les identite´s suivantes
1.
∫ β(h)
α(h)
y
(1− y)2xdy =
∫ β(h)
α(h)
x
(1− y)2dy,
2.
∫ β(h)
α(h)
y2
(1− y)2xdy =
∫ β(h)
α(h)
x
(1− y)2dy,
3.
∫ β(h)
α(h)
y3
(1− y)2xdy =
∫ β(h)
α(h)
xy
(1− y)2dy =
∫ β(h)
α(h)
x
(1− y)2dy −
∫ β(h)
α(h)
x
(1− y)dy
=
1
3
∫ β(h)
α(h)
x3
(1− y)2dy =
1
3
∫ β(h)
α(h)
x3dy.
Preuve. Ces re´sultats se montrent a` l’aide d’inte´grations par parties en faisant apparaˆıtre la
de´rive´e en y de xh(y). Les fonctions y 7→ 1y−1 et y 7→ yy−1 ayant meˆmes de´rive´es, il n’est pas
e´tonnant de trouver un re´sulat identique pour 1. et 2.
1.
∫ β(h)
α(h)
y
(1− y)2xdy =
∫ β(h)
α(h)
−x′h(y)
1
1− ydy =
∫ β(h)
α(h)
x
(1− y)2dy,
2.
∫ β(h)
α(h)
y2
(1− y)2xdy =
∫ β(h)
α(h)
−x′h(y)
y
1− ydy =
∫ β(h)
α(h)
x
(1− y)2dy,
3.
∫ β(h)
α(h)
y
(1− y)2xdy =
∫ β(h)
α(h)
−x′h(y)
y2
1− ydy =
∫ β(h)
α(h)
xy
(1− y)2dy +
∫ β(h)
α(h)
xy
1− ydy
=
∫ β(h)
α(h)
xy
(1− y)2dy =
∫ β(h)
α(h)
x
(1− y)2dy −
∫ β(h)
α(h)
x
1− ydy,∫ β(h)
α(h)
xy
(1− y)2dy =
∫ β(h)
α(h)
x′h(y)x
2
h(y)
−1
1− ydy =
1
3
∫ β(h)
α(h)
x3
(1− y)2dy,∫ β(h)
α(h)
x3
(1− y)2dy =
∫ β(h)
α(h)
x3dy +
∫ β(h)
α(h)
x3y
1− ydy =
∫ β(h)
α(h)
x3dy.

On en de´duit plusieurs expressions de la premie`re fonction de Melnikov M1 :
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Corollaire 2.5. La premie`re fonction de Melnikov M1 peut s’e´crire sous les formes suivantes,
M1(h) =
∮
H=h
P (x)
(1− y)2dy
= A
∮
H=h
x
(1− y)2dy +B
∮
H=h
xy
(1− y)2dy
= C
∮
H=h
x
(1− y)2dy −B
∮
H=h
x
1− ydy
ou`
A = a10 + b00 + b01, B = b20 + b02 − a10, C = A+B = b00 + b01 + b20 + b02,
et P est le polynoˆme
P (X) = X ·
(
B
3
X2 +A
)
.
Ces expressions montrent tre`s clairement que les re´sultats vont de´pendre de deux parame`tres
inde´pendants.
Preuve. On combine les re´sultats des deux lemmes pre´ce´dents avec l’expression de M1 obtenue
en (3) et on obtient
M1(h) = 2
∫ β(h)
α(h)
x
(1− y)2
[
(a10 + b00 + b01) +
1
3
(b20 + b02 − a10)x2
]
dy
= 2
∫ β(h)
α(h)
x
(1− y)2 [(a10 + b00 + b01) + (b20 + b02 − a10)y] dy
= 2(b00 + b01 + b20 + b02)
∫ β(h)
α(h)
x
(1− y)2dy + 2(a10 − b20 − b02)
∫ β(h)
α(h)
x
1− ydy.
Soit encore
M1(h) = 2
∫ β(h)
α(h)
P (x)
(1− y)2dy
= 2A
∫ β(h)
α(h)
x
(1− y)2dy + 2B
∫ β(h)
α(h)
xy
(1− y)2dy
= 2C
∫ β(h)
α(h)
x
(1− y)2dy − 2B
∫ β(h)
α(h)
x
1− ydy, (4)
d’ou` le re´sultat. 
2.2 Seconde approche
Dans cette partie, on reprend l’e´tude de la premie`re fonction de Melnikov en adoptant le
point de vue des formes diffe´rentielles expose´ dans l’article [2]. Cette seconde approche repose
sur la re´duction d’une 1-forme dans la cohomologie relative, c’est a` dire a` l’aide de la diffe´rentielle
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dH et des formes exactes (cf. [10]). On rappelle les expressions de l’inte´grale premie`re H et son
facteur inte´grant associe´ ψ :
H(x, y) = −1
2
x2 + y + ln(1− y), y < 1,
ψ(x, y) =
1
y − 1 .
Pour de´composer la 1-forme
ω = ψ(fdy − gdx),
on introduit les 1-formes diffe´rentielles e´le´mentaires
ωij =
xiyj
y − 1dx et δij =
xiyj
y − 1dy, 0 ≤ i+ j ≤ 2,
qui sont telles que la forme ω se de´compose comme suit
ω =
∑
0≤i+j≤2
aijδij − bijωij . (5)
On exprime ces 1-formes a` l’aide de la diffe´rentielle dH, de diffe´rentielles de fonctions ainsi
que des 1-formes ω00 et δ10.
Lemme 2.6. On a les identite´s suivantes
δ00 = d[ln(1− y)], δ01 = d[y + ln(1− y)],
δ20 = 2 ln(1− y)dH + d[2(1−H) ln(1− y) + 2y + ln2(1− y)],
δ11 = xdH + d
[
x3
3
]
, δ02 = d
[
y2
2
+ y + ln(1− y)
]
,
ω10 = − 1
y − 1dH + d
[
ln(1− y)− 1
y − 1
]
, ω01 = dx+ ω00,
ω20 = − x
y − 1dH − d
[
x
y − 1
]
+ δ10 + ω00, ω11 = − y
y − 1dH + d
[
y + 2 ln(1− y)− 1
y − 1
]
,
ω02 = −xdH + d
[
x+ xy − x
3
3
]
+ δ10 + ω00.
Preuve. Certaines de ces identite´s sont imme´diates, pour les autres, on se sert des expressions
de H et de sa diffe´rentielle
dH = −xdx+ y
y − 1dy.
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On trouve
δ20 =− 2 H
y − 1 + 2
y
y − 1 + 2
ln(1− y)
y − 1
=− 2d[H ln(1− y)] + 2 ln(1− y)dH + 2δ01 + d[ln2(1− y)],
δ11 = x (dH + xdx) = xdH + d
[
x3
3
]
,
δ02 =
(
y + 1 +
1
y − 1
)
dy = d
[
y2
2
+ y + ln(1− y)
]
,
ω10 =
1
y − 1
(
−dH + dy + 1
y − 1dy
)
,
ω20 =
x
y − 1d
[
x2
2
]
= − x
y − 1dH + δ10 +
x
(y − 1)2dy
=− x
y − 1dH + δ10 + ω00 − d
[
x
y − 1
]
,
ω11 =
y
y − 1
[
−dH + y
y − 1dy
]
= − y
y − 1dH +
(
1 +
2
y − 1 +
1
(y − 1)2
)
dy,
ω02 = ydx+ dx+ ω00 = d[xy]− xdy + dx+ ω00 = d[xy]− xdH − x2dx+ δ10 + dx+ ω00.

En combinant ces identite´s avec (5), on obtient la de´composition suivante pour ω :
Proposition 2.7. ω peut s’e´crire sous la forme
ω = g1dH + dR1 +N1, (6)
ou`
g1(x, y) = (a11 + b02)x+
b10 + b20x+ b11y
y − 1 + 2a20 ln(1− y),
R1(x, y,H) = (a01 + 2a20 + a02 − b11)y − (b01 + b02)x+−b02xy + a02y2 + (a11 + b02)x
3
3
+
(b10 + b11) + b20x
y − 1 + (a00 + a01 + 2a20 + a02 − b10 − 2b11) ln(1− y)
+ 2a20 ln
2(1− y)− 2a20H ln(1− y),
N1 =−Bδ10 − Cω00.
Cette de´composition (6) permet de donner une expression de M1.
Corollaire 2.8. On a
M1(h) = C
∮
H=h
x
(1− y)2dy −B
∮
H=h
x
y − 1dy.
Preuve. Par de´finition, M1 vaut
M1(h) = −
∮
H=h
ω = −
∮
H=h
g1dH −
∮
H=h
dR1 −
∮
H=h
N1.
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Il est clair que la premie`re inte´grale est identiquement nulle∮
H=h
g1dH = 0.
Par ailleurs,
α(h) < 0 < β(h) < 1, pour h ∈ R+.
Les lignes de niveau {H = h} sont donc contenues dans le demi-plan {y < 1}. R1 e´tant
analytique sur ce demi-plan, on a e´galement∮
H=h
dR1 = 0.
Si bien que
M1(h) =−
∮
H=h
N1
= B
∮
H=h
x
y − 1dy + C
∮
H=h
1
y − 1dx
= C
∮
H=h
y
(1− y)2xdy −B
∮
H=h
x
1− ydy,
car
dx =
y
(y − 1)xdy.
Or, d’apre`s le Lemme 2.4,∮
H=h
y
(1− y)2xdy =
∮
H=h
x
(1− y)2dy,
d’ou` l’expression de M1. 
On retrouve bien la meˆme expression pour la premie`re fonction de Melnikov M1 que dans le
Corollaire 2.5.
2.3 Recherche des ze´ros de M1
2.3.1 Cas A et B de meˆme signe, A ou B e´ventuellement nul
Lemme 2.9. Si A et B sont de meˆme signe, A ou B e´ventuellement nul, alors la premie`re
fonction de Melnikov garde un signe constant sur R∗+, celui donne´ par A et B.
Preuve. On a montre´ dans le Corollaire 2.5 que M1 peut s’e´crire sous la forme
M1(h) = 2
∫ β(h)
α(h)
P (x)
(1− y)2dy.
Pour h un re´el strictement positif fixe´, la fonction y 7→ xh(y) est positive sur [α(h), β(h)].
D’autre part, le polynoˆme P garde un signe constant sur R+, celui donne´ par les constantes A
et B. Si ce signe est positif (resp. ne´gatif), alors l’inte´grant est strictement positif (resp. ne´gatif)
sur l’intervalle ouvert d’inte´gration, d’ou` le re´sultat. 
Pour de telles valeurs des coefficients A et B, le portrait de phase ne pre´sente a priori aucun
cycle limite.
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2.3.2 Cas A et B de signe oppose´, A et B non nuls
On peut supposer sans perte de ge´ne´ralite´ que A > 0 et B < 0. La discussion fera intervenir
le signe du parame`tre C = A+B.
Sous de telles hypothe`ses, le polynoˆme P est scinde´ a` racines simples
P (X) =
B
3
X(X − x0)(X + x0), avec x20 = −
3A
B
.
Son signe sur R+ est positif sur [0, x0] et ne´gatif sinon.
Le maximum de la fonction y 7→ xh(y) croˆıt lorsque h croˆıt. On appelle h0 la valeur critique
a` partir de laquelle ce maximum est supe´rieur a` x0. On a :
x0 = max{xh0(y), y ∈ [α(h0), β(h0)]} =
√
2 ln(1 + h0),
soit
h0 = e
x2
0
/2 − 1.
Fig. 3 – Ligne de niveau critique Ch0 : y 7→ xh0(y).
Pour h ≤ h0, on a
0 ≤ xh(y) ≤ x0,
d’ou`
P (x) ≥ 0 et M1(h) ≥ 0.
En fait M1 est meˆme strictement positive pour les valeurs du parame`tre h telles que h < h0.
On a le re´sultat suivant :
Proposition 2.10. On suppose que A > 0 et B < 0. Alors, on a
lim
h→+∞
M1(h) = −∞⇐⇒ C < 0.
Afin de de´montrer cette proposition, nous e´tablissons quelques re´sultats pre´liminaires.
Lemme 2.11. Pour tout re´el positif h, la fonction y 7→ xh(y) est concave sur [α(h), β(h)].
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Preuve. La fonction y 7→ xh(y) est au moins deux fois de´rivable sur ]α(h), β(h)[ et on a
x′h(y) = −
y
(1− y)xh(y) ,
et donc
x′′h(y) = −
y2 + xh(y)
2
(1− y)2xh(y)3 ≤ 0,
car
xh(y) > 0 pour y ∈]α(h), β(h)[ et y ≤ β(h) < 1,
d’ou` le re´sultat. 
Lemme 2.12. Au voisinage de l’infini, on a les de´veloppements asymptotiques :
(i) α(h) = − lnh+ o∞(lnh),
(ii) β(h) = 1− 1
eh
+ o∞
(
1
h
)
.
Preuve. On utilise comme point de de´part les relations suivantes
α(h) < 0 < β(h) < 1, (7a)
α(h) + ln(1− α(h)) + ln(1 + h) = 0, (7b)
β(h) + ln(1− β(h)) + ln(1 + h) = 0. (7c)
Lorsque h tend vers l’infini, l’e´quation (7b) est toujours ve´rifie´e, si bien que l’on a
lim
h→+∞
α(h) = −∞ ou lim
h→+∞
ln(1− α(h)) = −∞,
soit encore
lim
h→+∞
α(h) = −∞ ou lim
h→+∞
α(h) = 1.
De meˆme pour β, l’e´quation (7c) e´tant vraie pour tout h,
lim
h→+∞
β(h) = −∞ ou lim
h→+∞
β(h) = 1.
La relation (7a) impose finalement
lim
h→+∞
α(h) = −∞ et lim
h→+∞
β(h) = 1.
De´veloppement limite´ pour α : en divisant par α(h) dans (7b), on trouve
1 +
ln(1− α(h))
α(h)
+
ln(1 + h)
α(h)
= 0,
ou encore
1 +
ln(1− α(h))
α(h)
+
ln(1 + h)
lnh
· lnh
α(h)
= 0.
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De plus, par relation de comparaison
lim
h→+∞
ln(1− α(h))
α(h)
= 0,
si bien que
α(h) ∼∞ − lnh,
et donc
α(h) = − lnh+ o∞(lnh).
De´veloppement limite´ pour β : on pose
β(h) = 1 + β˜(h), avec lim
h→+∞
β˜(h) = 0.
L’e´quation (7c) devient
1 + β˜(h) + ln(−β˜(h)) + ln(1 + h) = 0,
⇐⇒ 1 + β˜(h) + ln(−hβ˜(h)) + ln
(
1 +
1
h
)
= 0.
On en de´duit
lim
h→+∞
ln(−hβ˜(h)) = −1, soit lim
h→+∞
hβ˜(h) = −1
e
,
d’ou`
β˜(h) = − 1
eh
+ o∞
(
1
h
)
et β(h) = 1− 1
eh
+ o∞
(
1
h
)
.

Preuve de la Proposition 2.10. M1 est combinaison line´aire de deux inte´grales inde´pen-
dantes. Le me´thode standard pour e´tudier son comportement, en l’infini notamment, consiste
en l’e´tude du rapport de ces deux inte´grales. Dans notre cas, cela n’a pas abouti au re´sultat
attendu.
On part alors de l’expression (4)
M1(h) = 2C
∫ β(h)
α(h)
x
(1− y)2dy − 2B
∫ β(h)
α(h)
x
1− ydy.
 Si C ≥ 0, alors M1 est de´compose´e comme une somme de deux inte´grales positives, dont
l’une strictement (on a suppose´ B < 0), d’ou` l’impossibilite´ de s’annuler. Il n’y a pas de ze´ros
dans ce cas.
 Si C < 0, alors M1 est de´compose´e comme une somme d’une inte´grale positive et d’une
inte´grale ne´gative. Nous allons voir que pour des valeurs de h suffisamment grandes, l’inte´grale
ne´gative va donner son signe a` M1 et meˆme que
lim
h→+∞
M1(h) = −∞.
Pour cela, on cherche a` majorer la quantite´ M1(h). D’apre`s le Lemme 2.12,
∃ h1 ≥ 0 | ∀h ≥ h1, β(h) ≥ 1− 2
eh
.
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On de´coupe chaque inte´grale en deux sous-inte´grales :
M1(h) = 2C
∫ 1−2/eh
α(h)
x
(1− y)2dy − 2B
∫ 1−2/eh
α(h)
x
1− ydy
+2C
∫ β(h)
1−2/eh
x
(1− y)2dy − 2B
∫ β(h)
1−2/eh
x
1− ydy
≤ 2
[
C
1− α(h) −B
] ∫ 1−2/eh
α(h)
x
1− ydy + [Ceh− 2B]
∫ β(h)
1−2/eh
x
1− ydy.
De plus,
lim
h→+∞
C
1− α(h) −B = −B > 0,
et lim
h→+∞
Ceh− 2B = −∞,
d’ou` l’existence de h2 ≥ h1 tel que
∀h ≥ h2, C
1− α(h) −B > 0, et Ceh− 2B < 0.
La valeur du parame`tre h tendant vers l’infini, on peut supposer que h ≥ h2.
Majoration de la premie`re inte´grale :
Etant donne´ que
x ≤ max{xh(y), y ∈ [α(h), β(h)]} =
√
2 ln(1 + h),
on a
∫ 1−2/eh
α(h)
x
1− ydy ≤
√
2 ln(1 + h)
∫ 1−2/eh
α(h)
dy
1− y
≤
√
2 ln(1 + h) · [ ln(1− α(h)) + lnh+ 1− ln 2].
Minoration de la seconde inte´grale :
∫ β(h)
1−2/eh
x
1− ydy ≥
eh
2
∫ β(h)
1−2/eh
xdy.
Il reste a` minorer cette nouvelle inte´grale qui correspond a` l’aire sous la courbe de la fonction
y 7→ xh(y) sur l’intervalle [1− 2/eh, β(h)]. Pour cela, on utilise la concavite´ de y 7→ xh(y).
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Fig. 4 – Minoration de l’aire par concavite´.
Il en re´sulte que :
∫ β(h)
1−2/eh
x
1− ydy ≥
eh
2
x
(
1− 2
eh
)
× 1
2
[
β(h)− 1 + 2
eh
]
≥ eh
2
√
2
√
ln 2− 2
eh
+ ln
(
1 +
1
h
)
×
[
1
eh
+ o∞(
1
h
)
]
≥ 1
2
√
2
√
ln 2− 2
eh
+ ln
(
1 +
1
h
)
× [1 + o∞(1)] .
Finalement,
M1(h) ≤ E1(h) + E2(h),
avec
E1(h) = 2
[
C
1− α(h) −B
]√
2 ln(1 + h)× [ ln(1− α(h)) + lnh+ 1− ln 2],
E2(h) =
1
2
√
2
[Ceh− 2B]
√
ln 2− 2
eh
+ ln
(
1 +
1
h
)
× [1 + o∞(1)] .
Au voisinage de l’infini, on a les e´quivalents suivants pour E1(h) et E2(h) :
E1(h) = 2
[
C
1 + lnh+ o∞(lnh)
−B
]√
2 ln(1 + h)
× [ ln(1 + lnh+ o∞(lnh)) + lnh+ 1− ln(2)],
soit
E1(h) ∼∞ − 2B
√
2 lnh× lnh = −2
√
2B ln3/2 h,
E2(h) ∼∞ Ce
2
√
ln 2
2
h.
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Par relation de comparaison, on a clairement
E1(h) = o∞(E2(h)),
et donc
M1(h) ∼∞ Ce
2
√
ln 2
2
h −→ −∞, quand h→ +∞,
d’ou` le re´sultat. 
A titre d’illustration, on donne l’allure de M1 pour deux valeurs des parame`tres A et B
correspondant respectivement aux cas C = A+B ≥ 0 et C < 0 :
Fig. 5 – A = 1.05, B = −1, C = 0, 05. Fig. 6 – A = 0.95, B = −1, C = −0.05.
Dans le cas A < 0 et B > 0, la premie`re fonction de Melnikov M1 est strictement ne´gative
sur l’intervalle ]0, h0[ et la Proposition 2.10 devient :
lim
h→+∞
M1(h) = +∞⇐⇒ C > 0.
Corollaire 2.13. La premie`re fonction de Melnikov M1 s’annule en au moins un point si et
seulement si AB < 0 et AC < 0.
Preuve. Ces deux conditions donnent lieu a` deux cas.
Cas A > 0, B < 0 et C < 0 : on est dans le cadre de la Proposition 2.10, a` savoir que
∀ h ∈]0, h0[, M1(h) > 0 et lim
h→+∞
M1(h) = −∞.
Cas A < 0, B > 0 et C > 0 : on est dans le cas syme´trique, a` savoir que
∀ h ∈]0, h0[, M1(h) < 0 et lim
h→+∞
M1(h) = +∞,
Cela assure l’existence d’un ze´ro pour la premie`re fonction de Melnikov M1 et donc d’un
cycle limite. D’autre part, on a vu pre´ce´demment que dans les autres cas, M1 garde un signe
constant, ce qui ache`ve la preuve. 
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M1 peut s’annuler pour des valeurs du parame`tre h arbitrairement grandes. En effet, le cycle
limite n’apparaˆıt pas au voisinage de l’origine. Comme le sugge`re les portaits de phase suivants,
plus les parame`tres A, B et C, C < 0 sont proches du cas critique C = 0, plus la valeur de
h pour laquelle M1 s’annule est grande, et de ce fait, plus le cycle limite s’e´loigne de l’origine
(xmax =
√
2 ln(1 + h)).
Fig. 7 – A = 3, B = −11, C = −8. Fig. 8 – A = 1, B = −1, 0005, C = −0, 0005.
On a donne´ une condition ne´cessaire et suffisante pour l’apparition d’au moins un cycle. En
fait, on se rend compte nume´riquement qu’il ne semble pas possible d’en voir e´merger d’autres.
2.3.3 Un re´sultat d’unicite´
Une autre de´monstration donne a` la fois l’existence et l’unicite´ d’un ze´ro pour la premie`re
fonction de Melnikov du syste`me perturbe´ e´tudie´.
Lemme 2.14. Le syste`me de Lie´nard initial (1) perturbe´ comme suit
{
x˙ = y + εf(x),
y˙ = −x+ xy + εg(x),
avec
f(x) = Ax+B
x3
3
= P (x) et g(x) = Ax2 +B
x4
3
= xP (x),
est tel que sa premie`re fonction de Melnikov M˜1 ve´rifie
M˜1(h) =
∮
H=h
P (x)
(1− y)2dy =M1(h).
Preuve. Les fonctions perturbatrices f et g conside´re´es ne sont cette fois-ci plus quadratiques.
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La premie`re fonction de Melnikov M˜1 s’e´crit
M˜1(h) =−
∮
H=h
ψ(fdy − gdx)
=
∮
H=h
f(x)
1− ydy −
g(x)
1− ydx
=
∮
H=h
f(x, y)
1− y +
yg(x, y)
(1− y)2xdy
=
∮
H=h
xf(x, y)− g(x, y)
(1− y)x +
g(x, y)
(1− y)2xdy.
Or, les fonctions f et g ve´rifient clairement
xf(x)− g(x) = 0 et g(x) = xP (x),
soit
M˜1(h) =
∮
H=h
g(x)
(1− y)2xdy =
∮
H=h
Ax+Bx3/3
(1− y)2 dy =M1(h),
d’ou` le re´sultat. 
Le nouveau syste`me obtenu est encore de type Lie´nard. Son e´quation diffe´rentielle du second
degre´ associe´e est
x¨ = y˙ + εAx˙+ εBx2x˙
=− x+ x
(
x˙− εAx− εBx
3
3
)
+ ε
(
Ax2 +B
x4
3
)
+ εAx˙+ εBx2x˙
=− x+ xx˙+ εAx˙+ εBx2x˙,
ou encore
x¨− (εBx2 + x+ εA)x˙+ x = 0.
On peut enfin e´crire cette e´quation diffe´rentielle de Lie´nard sous forme d’un autre syste`me
diffe´rentiel qui lui est e´quivalent : {
x˙ = y − F (x),
y˙ = −x, (8)
avec
F (x) =
∫ x
0
−(εBt2 + t+ εA)dt = −εB
3
x3 − 1
2
x2 − εAx.
On note XF le champ de vecteurs associe´ au syste`me diffe´rentiel (8), avec F s’e´crivant
F (x) = a3x
3 + a2x
2 + a1x.
Dans l’article [15], le re´sultat suivant est e´tabli :
The´ore`me 2.15. On a les diffe´rentes possibilite´s :
(i) Si a1a3 > 0 et (a1, a3) 6= (0, 0), alors XF n’a aucune orbite ferme´e.
(ii) Si a1a3 < 0, alors XF a une unique orbite ferme´e.
(iii) Si a1 = a3 = 0, l’origine est un centre.
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Dans notre situation, on a bien affaire a` un champ de vecteurs de typeXF avec les coefficients
a1 = −εA et a3 = −εB
3
, soit a1a3 =
ε2
3
AB,
et dont le signe de´pend de celui de AB.
On en de´duit les deux corollaires :
Corollaire 2.16. Si AB < 0, alors le syste`me diffe´rentiel de Lie´nard (8) admet un unique cycle
limite.
Corollaire 2.17. La premie`re fonction de Melnikov M1 associe´e au syste`me perturbe´ (2) admet
un unique ze´ro si et seulement si AB < 0 et AC < 0.
Preuve. On sait d’ores et de´ja` que M1 a au moins un ze´ro si seulement si AB < 0 et AC < 0.
Les premie`res fonctions de Melnikov de (2) et (8) e´tant d’autre part les meˆmes, le Corollaire
2.16 assure que M1 ne pourra s’annuler au plus qu’une fois. D’ou` le re´sultat. 
3 Seconde fonction de Melnikov
Les deux inte´grales de´finissant M1 sont inde´pendantes (on peut en tout cas s’en persuader
nume´riquement) . On a donc
M1 ≡ 0⇐⇒ A = B = 0,
et par conse´quent
C = 0,
soit encore
a10 + b00 + b01 = 0, (9)
b20 + b02 − a10 = 0. (10)
Dans ce cas, le comportement du syste`me perturbe´ sera donne´ par la premie`re fonction de
Melnikov d’ordre supe´rieur non identiquement nulle.
La de´composition donne´e dans la seconde approche de la partie pre´ce´dente permet de pour-
suivre la recherche des fonctions de Melnikov d’ordre supe´rieur de manie`re ite´rative. Pour notre
syste`me diffe´rentiel, les calculs s’ave`rent fastidieux de`s la seconde e´tape. En revanche, on utilisera
cette me´thode pour traiter l’exemple e´tudie´ dans le chapitre suivant.
Ainsi, on ne va rechercher les fonctions de Melnikov d’ordre supe´rieur que dans quelques cas
particuliers, qui vont ne´anmoins pre´senter des comportements varie´s. Comme pour le calcul de
M1, on se limite au cas de polynoˆmes quadratiques f impair et g pair en la variable x. Les autres
coefficients n’e´taient pas intervenus pour des raisons de parite´s. Ces conditions permettent une
simplification de l’e´tude, dans la mesure ou` les de´compositions utilise´es ne feront intervenir que
des fonctions polynoˆmes.
Pour calculer la seconde fonction de Melnikov M2, et par la suite les fonctions de Melnikov
d’ordre supe´rieur, on utilise l’adaptation aux syste`mes inte´grables de l’algorithme de Franc¸oise
pour les syte`mes Hamiltoniens (cf. Introduction, The´ore`me 2.4).
32 Chapitre I. Un syste`me diffe´rentiel de Lie´nard
3.1 Cas b20 = 0
La condition (10) devient b02 = a10 et on e´crit le syste`me a` l’aide des parame`tres a10, a11 et
b00 : {
x˙ = y + εx (a10 + a11y) ,
y˙ = −x+ xy + ε(b00 − (a10 + b00)y + a10y2),
soit finalement {
x˙ = y + ε (a10x+ a11xy) ,
y˙ = (y − 1)(x+ ε(a10y − b00)).
Dans ce cas particulier, la de´composition de ω ne fait intervenir que des polynoˆmes.
Proposition 3.1. Il existe des polynoˆmes g1 et R1 tels que
ω = g1dH + dR1, (11)
avec
g1(x, y) = (a10 + a11)x,
R1(x, y) =
1
3
(a10 + a11)x
3 − a10xy + b00x+ C1, C1 ∈ R.
Remarque 3.2. D’avance, on peut montrer sans calculer les fonctions g1 et R1 que
M2(h) ≡ 0.
Cela repose sur la parite´ des fonctions f et g en x. En effet, f e´tant impaire en x et g paire en
x, on a
f(−x, y)dy − g(−x, y)d(−x) = g1(−x, y)dH(−x, y) + dR1(−x, y),
⇐⇒ −(f(x, y)dy − g(x, y)dx) = g1(−x, y)dH(x, y) + dR1(−x, y),
⇐⇒ −g1dH − dR1 = g1(−x, y)dH + dR1(−x, y).
Cette dernie`re e´galite´ sugge`re que g1 est impaire en x, si bien que
M2(h) = −
∮
H=h
g1ω = −
∮
H=h
ψ(g1fdy − g1gdx) ≡ 0,
d’apre`s la Proposition 2.1.
L’expression de g1 est toutefois ne´cessaire afin de poursuivre l’algorithme de calcul des fonc-
tions d’ordre supe´rieur.
Cette remarque reposant sur la parite´ des fonctions inte´gre´es vaut e´galement pour le calcul
de toutes les fonctions de Melnikov paires d’ordre supe´rieur.
Preuve. Cette de´composition peut s’obtenir directement en annulant les coefficients concerne´s
dans la de´composition de ω annonce´e dans la Proposition 2.7. On se propose cependant de
proce´der par analyse. Cette me´thode, que nous emploierons dans la suite de ce chapitre, conduit
a` la re´solution d’une e´quation aux de´rive´es partielles dont les solutions sont polynoˆmiales. On
rappelle que
H = −1
2
x2 + y + ln (1− y) , y < 1,
ψ =
1
y − 1 ,
3. Seconde fonction de Melnikov 33
d’ou`
dH = −x dx+ y
y − 1 dy.
En diffe´renciant l’e´quation (11), on trouve une condition ne´cessaire que doit ve´rifier le poly-
noˆme g1 :
dω = dg1 ∧ dH
⇐⇒ ψd(fdy − gdy) + dψ ∧ (fdy − gdy) = dg1 ∧ dH
⇐⇒ ψ
(
∂f
∂x
+
∂g
∂y
)
+ f
∂ψ
∂x
+ g
∂ψ
∂y
= x
∂g1
∂y
+
y
y − 1
∂g1
∂x
.
Or,
ψ
(
∂f
∂x
+
∂g
∂y
)
+ f
∂ψ
∂x
+ g
∂ψ
∂y
=
1
y − 1 (a10 + a11y + b01 + 2a10y)−
1
(y − 1)2
(
b00 + b01y + a10y
2
)
=
1
(y − 1)2
(− (a10 + b00 + b01) + (a10 − a11 − 2a10)y + (a10 + a11)y2)
=
1
(y − 1)(a10 + a11)y,
d’ou` l’e´quation
x(y − 1)∂g1
∂y
+ y
∂g1
∂x
= (a10 + a11)y.
On voit clairement que
g1(x, y) = (a10 + a11)x+ c1, c1 ∈ R,
convient. Il faut maintenant s’assurer de l’existence d’un polynoˆme R1 dont la diffe´rentielle vaut :
ω − g1 dH = a10x+ a11xy
y − 1 dy − (a10y − b00)dx−
(
(a10 + a11)x+ c1
)(−x dx+ y
y − 1 dy
)
=
(
a10 + a11)x
2 + c1x− a10y + b00
)
dx+
1
y − 1
(
a10x(1− y) + c1y
)
dy.
S’agissant de la diffe´rentielle d’un polynoˆme, il faut ne´cessairement c1 = 0. Par conse´quent,
g1(x, y) = (a10 + a11)x,
et on trouve
ω − g1 dH =
(
(a10 + a11)x
2 − a10y + b00
)
dx− a10xdy = dR1,
avec
R1(x, y) =
1
3
(a10 + a11)x
3 − a10xy + b00x+ C1, C1 ∈ R.

On peut alors montrer le re´sultat suivant
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Corollaire 3.3. La seconde fonction de Melnikov est identiquement nulle
M2(h) ≡ 0.
Preuve. La proposition pre´ce´dente fournit une expression de g1. D’apre`s l’algorithme de Fran-
c¸oise, on a
M2(h) =−
∮
H=h
g1ω
=−
∮
H=h
(a10 + a11)x
y − 1
(
(a10x+ a11xy)dy − (y − 1)(a10y − b00)dx
)
=− (a10 + a11)
∮
H=h
x2(a10 + a11y)
y − 1 dy + (a10 + a11)
∮
H=h
a10y − b00dx
= 0,
d’apre`s la re´duction relative a` la parite´ en x des fonctions inte´gre´es du Corollaire 2.2. 
3.2 Cas b20 6= 0
Dans ce cas, on peut quand meˆme adapter la me´thode pre´ce´dente en recherchant cette fois-ci
une de´composition de ω sous une autre forme :
Proposition 3.4. Il existe des polynoˆmes g˜1 et R˜1 tels que
ω = ψg˜1dH + d
(
ψR˜1
)
, (12)
avec
g˜1(x, y) = (a10 + a11)x(y − 1) + b20x,
R˜1(x, y) =
(
1
3
(a10 + a11)x
3 − a10xy − b00x+ C˜1
)
(y − 1) + b20x, C˜1 ∈ R.
Preuve. A nouveau, on pourrait obtenir cette de´composition directement en annulant les coef-
ficients concerne´s dans la de´composition de ω annonce´e dans la Proposition 2.7. On proce`de par
analyse en diffe´renciant l’e´quation (12), et on trouve une condition ne´cessaire que doit ve´rifier
le polynoˆme g˜1 :
dω = d (ψg˜1dH)
⇐⇒ ψd(fdy − gdy) + dψ ∧ (fdy − gdy) = g˜1dψ ∧ dH + ψdg˜1 ∧ dH
⇐⇒ ψ
(
∂f
∂x
+
∂g
∂y
)
+ f
∂ψ
∂x
+ g
∂ψ
∂y
= −ψ2xg˜1 + ψx∂g˜1
∂y
+ ψ2y
∂g˜1
∂x
.
Or,
ψ
(
∂f
∂x
+
∂g
∂y
)
+ f
∂ψ
∂x
+ g
∂ψ
∂y
= ψ2
[(
b20 − (a10 + a11)
)
y + (a10 + a11)y
2 − b20x2
]
,
d’ou` l’e´quation
x(y − 1)∂g˜1
∂y
+ y
∂g˜1
∂x
− xg˜1 =
(
b20 − (a10 + a11)
)
y + (a10 + a11)y
2 − b20x2. (13)
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On cherche g˜1 sous la forme d’un polynoˆme de degre´ deux :
g˜1(x, y) = αx
2 + βxy + γy2 + λx+ µy + ν.
L’e´quation diffe´rentielle (13) est alors e´quivalente a` l’e´quation
−αx3+γxy2−(β+λ)x2+βy2+2(α−γ)xy−(µ+ν)x+βy = (b20−(a10+a11))y+(a10+a11)y2−b20x2,
d’ou` le syste`me compatible

α = γ = 0,
β + λ = b20,
β = a10 + a11,
µ+ ν = 0,
λ = b20 − (a10 + a11),
⇐⇒


α = γ = 0,
β = a10 + a11,
λ = b20 − (a10 + a11),
µ = −ν,
et
g˜1(x, y) = (a10 + a11)xy +
(
b20 − (a10 + a11)
)
x+ µ(y − 1)
= (a10 + a11 + µ)x(y − 1) + b20x, µ ∈ R.
Le coefficient µ e´tant quelconque, on le choisit nul.
Il faut maintenant s’assurer de l’existence d’un polynoˆme R˜1 dont la diffe´rentielle vaut :
ω − ψg˜1 dH = ψ
(
(a10x+ a11xy)dy − (b00 + b01y + b02y2 + b20x2)dx
)
− ψ((a11 + b02)x(y − 1) + b20x)
(
−x dx+ y
y − 1 dy
)
= ψ
(− b00 − b01y − b02y2 + (a11 + b02)x2(y − 1))dx
+ ψ
(
a10x− b02xy − b20xy
y − 1
)
dy
=
(
(a11 + b02)x
2 − b01 − b02(y + 1) + b20
y − 1
)
dx+
(
−b02x− b20
(y − 1)2
)
dy
= P (x, y)dx+Q(x, y)dy.
On a
∂P
∂y
= −b02 − b20
(y − 1)2 =
∂Q
∂x
.
Ainsi, la forme ω−ψg˜1 dH est ferme´e sur le demi-plan {y < 1}, qui est simplement connexe.
Elle est donc exacte par le lemme de Poincare´. Par conse´quent, il existe R˜1 ve´rifiant le syste`me

∂(ψR˜1)
∂x
= P (x, y) = (a11 + b02)x
2 − b01 − b02(y + 1) + b20
y + 1
,
∂(ψR˜1)
∂y
= Q(x, y) = −b02x− b20
(y − 1)2 .
On trouve
R˜1(x, y) =
1
ψ
(
1
3
(a11 + b02)x
3 − b02xy − (b01 + b02)x+ b20x
y − 1 + C˜1
)
=
(
1
3
(a11 + b02)x
3 − b02xy − (b01 + b02)x+ C˜1
)
(y − 1) + b20x, C˜1 ∈ R.

Pour b20 = 0, on retrouve bien les polynoˆmes g1 et R1 du cas pre´ce´dent.
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On peut alors montrer le corollaire suivant :
Corollaire 3.5. La seconde fonction de Melnikov est identiquement nulle
M2(h) ≡ 0.
Preuve. La proposition pre´ce´dente fournit une expression de g˜1. D’apre`s l’algorithme de Fran-
c¸oise, on a
M2(h) =−
∮
H=h
g˜1ω
=−
∮
H=h
(
(a11 + b02)x+
b20x
y − 1
)(
(a10x+ a11xy)dy − (b00 + b01y + b02y2 + b20x2)dx
)
= 0,
d’apre`s la re´duction relative a` la parite´ en x des fonctions inte´gre´es du Corollaire 2.2. 
4 Troisie`me fonction de Melnikov
On se place de´sormais dans le cas ou` b20 = 0. La de´composition de la seconde fonction de
Melnikov e´tant identiquement nulle, on cherche a` calculer la troisie`me fonction de Melnikov M3.
Pour cela, on exhibe une de´composition pour g1ω.
Proposition 4.1. Il existe des polynoˆmes g2 et R2 tels que
g1ω = g2dH + dR2, (14)
avec
g2(x, y) = (a10 + a11)
2x2 − a10(a10 + a11)(y − 1),
R2(x, y) = (a10 + a11)
[
(a10 + a11)
x4
4
− a10x2y + (a10 + b00)x
2
2
+ a10
y2
2
]
+ C2, C2 ∈ R.
Preuve. En diffe´renciant l’e´quation (14), on trouve une condition ne´cessaire que doit ve´rifier le
polynoˆme g2 :
d (g1ω) = dg2 ∧ dH
⇐⇒ ψg1d(fdy − gdy) + d(ψg1) ∧ (fdy − gdy) = dg2 ∧ dH
⇐⇒ ψg1
(
∂f
∂x
+
∂g
∂y
)
+ fψ
∂g1
∂x
+ gg1
∂ψ
∂y
= x
∂g2
∂y
+
y
y − 1
∂g2
∂x
.
Or,
ψg1
(
∂f
∂x
+
∂g
∂y
)
+ fψ
∂g1
∂x
+ gg1
∂ψ
∂y
= (a10 + a11)
(
(2a10 + a11)xy − b00x
y − 1 +
f
y − 1 −
xg
(y − 1)2
)
=
a10 + a11
(y − 1)
(
(2a10 + a11)xy − b00x+ (a10x+ a11xy)− x(a10y − b00)
)
=
a10 + a11
(y − 1)
(
a10x+ (a10 + 2a11)xy
)
,
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d’ou` l’e´quation
x(y − 1)∂g2
∂y
+ y
∂g2
∂x
= (a10 + a11)
(
a10x+ (a10 + 2a11)xy
)
. (15)
On recherche g2 sous la forme d’un polynoˆme de degre´ infe´rieur ou e´gal a` deux
g2(x, y) = αx
2 + βxy + γy2 + λx+ µy + ν.
L’e´quation diffe´rentielle (15) est e´quivalente a`
(xy − x)(βx+ 2γy + µ) + y(2αx+ βy + λ) = (a10 + a11)
(
a10x+ (a10 + 2a11)xy
)
,
soit encore
βx2y + 2γxy2 − βx2 + (µ+ 2α− 2γ)xy + βy2 − µx+ λy
= (a10 + a11)
(
a10x+ (a10 + 2a11)xy
)
,
que l’on e´crit aussi sous forme de syste`me

β = γ = λ = 0,
µ+ 2α− 2γ = (a10 + a11)(a10 + 2a11),
−µ = a10(a10 + a11),
⇐⇒


β = γ = λ = 0,
α = (a10 + a11)
2,
µ = −a10(a10 + a11).
Apre`s identification, les seuls polynoˆmes qui conviennent sont de la forme :
g2(x, y) = (a10 + a11)
2x2 − a10(a10 + a11)y + ν, ν ∈ R.
Il faut maintenant s’assurer de l’existence d’un polynoˆme R2 dont la diffe´rentielle vaut
g1ω − g2 dH = a10 + a11
y − 1 (a10x
2 + a11x
2y)dy − (a10 + a11)x(a10y − b00)dx
− ((a10 + a11)2x2 − a10(a10 + a11)y + ν)
(
−x dx+ y
y − 1 dy
)
=
(
a10 + a11)x(a10y − b00) + (a10 + a11)2x3 − a10(a10 + a11)xy + νx
)
dx
+ ψ
(
a10(a10 + a11)x
2 + a11(a10 + a11)x
2y
− (a10 + a11)2x2y + a10(a10 + a11)y2 − νy
)
dy
=
(
(a10 + a11)
2x3 − 2a10(a10 + a11)xy + b00(a10 + a11)x+ νx
)
dx
+
(
−a10(a10 + a11)x2 + a10(a10 + a11)y
2 − νy
y − 1
)
dy.
S’agissant de la diffe´rentielle d’un polynoˆme, il faut ne´cessairement
ν = a10(a10 + a11).
Par conse´quent,
g2(x, y) = (a10 + a11)
(
(a10 + a11)x
2 − a10(y − 1)
)
,
et on trouve
g1ω − g2 dH = (a10 + a11)
(
(a10 + a11)x
3 − 2a10xy + (a10 + b00)xdx+ a10(y − x2)dy
)
= dR2,
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avec
R2(x, y) = (a10 + a11)
(
(a10 + a11)
x4
4
− a10x2y + (a10 + b00)x
2
2
+ a10
y2
2
)
+ C2, C2 ∈ R,
d’ou` la de´composition annonce´e. 
Corollaire 4.2. La troisie`me fonction de Melnikov peut s’e´crire sous la forme
M3(h) = a10(a10 + a11)
∮
H=h
x
(a11
3
x2 − b00
)
dy.
Au pre´alable, on montre un lemme.
Lemme 4.3. On a les e´galite´s :
1.
∮
H=h
xk
y − 1dy = −
∮
H=h
xkdy, k ∈ N,
2.
∮
H=h
xy2
y − 1dy =
∮
H=h
xydy = −1
3
∮
H=h
x3dy,
3.
∮
H=h
xydy = −1
3
∮
H=h
x3dy,
4.
∮
H=h
y2
x
dy =
∮
H=h
xdy − 2
∮
H=h
xydy =
2
3
∮
H=h
x3dy +
∮
H=h
xdy,
5.
∮
H=h
y
x
dy = −
∮
H=h
xdy.
Preuve. Ces re´sultats se montrent a` l’aide d’inte´grations par parties et du Lemme 2.3.
1.
∮
H=h
xk
y − 1dy = 2
∫ β(h)
α(h)
xk
y − 1dy = 2
∫ β(h)
α(h)
xky
y − 1dy − 2
∫ β(h)
α(h)
xkdy
=− 2
∫ β(h)
α(h)
xkdy = −
∮
H=h
xkdy,
2.
∮
H=h
xy2
y − 1dy = 2
∫ β(h)
α(h)
xy2
y − 1dy = 2
∫ β(h)
α(h)
xydy + 2
∫ β(h)
α(h)
xy
y − 1dy =
∮
H=h
xydy,
3.
∮
H=h
xydy = 2
∫ β(h)
α(h)
xydy = 2
∫ β(h)
α(h)
x2(y)x′(y)(y − 1)dy
= 2
[
x3
3
(y − 1)
]β(h)
α(h)
− 2
3
∫ β(h)
α(h)
x3dy = −1
3
∮
H=h
x3dy,
4.
∮
H=h
y2
x
dy = 2
∫ β(h)
α(h)
y2
x
dy = 2
∫ β(h)
α(h)
y3
x(y − 1)dy − 2
∫ β(h)
α(h)
y2
x(y − 1)dy
= 2
∫ β(h)
α(h)
x′(y)y2dy − 2
∫ β(h)
α(h)
x′(y)ydy
= 2
[
xy2
]β(h)
α(h)
− 4
∫ β(h)
α(h)
xydy − 2 [xy]β(h)α(h) + 2
∫ β(h)
α(h)
xdy
= − 4
∫ β(h)
α(h)
xydy + 2
∫ β(h)
α(h)
xdy = −2
∮
H=h
xydy +
∮
H=h
xdy,
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5.
∮
H=h
y
x
dy = 2
∫ β(h)
α(h)
y
x
dy = 2
∫ β(h)
α(h)
y2
x(y − 1)dy − 2
∫ β(h)
α(h)
y
x(y − 1)dy
= 2
∫ β(h)
α(h)
x′(y)ydy − 2
∫ β(h)
α(h)
x′(y)dy = 2 [xy]β(h)α(h) − 2
∫ β(h)
α(h)
xdy − 2 [x]β(h)α(h)
=− 2
∫ β(h)
α(h)
xdy = −
∮
H=h
xdy.
On ge´ne´ralisera plus loin ces re´sultats dans le Lemme 5.5. 
Preuve du Corollaire 4.2. D’apre`s l’algorithme de Franc¸oise,
M3(h) =−
∮
H=h
g2ω
=− (a10 + a11)2
∮
H=h
x2
y − 1 [(a10x+ a11xy)dy − (y − 1)(a10y − b00)dx]
+ a10(a10 + a11)
∮
H=h
(a10x+ a11xy)dy − (y − 1)(a10y − b00)dx
=− (a10 + a11)2
∮
H=h
x2
y − 1
[
a10x+ a11xy − y
x
(a10y − b00)dy
]
+ a10(a10 + a11)
∫
H=h
a10x+ a11xy − y
x
(a10y − b00)dy
=− (a10 + a11)2
[
a10
∮
H=h
x3
y − 1dy + a11
∮
H=h
x3y
y − 1dy
−a10
∮
H=h
xy2
y − 1dy + b00
∮
H=h
xy
y − 1dy
]
+ a10(a10 + a11)
[
a10
∮
H=h
xdy + a11
∮
H=h
xydy − a10
∮
H=h
y2
x
+ b00
∮
H=h
y
x
dx
]
.
Par les Lemmes 2.3 et 4.3, on en conclut que :
M3(h) =− (a10 + a11)2
[
−a10
∮
H=h
x3dy +
1
3
a10
∫
H=h
x3dy
]
+ a10(a10 + a11)
[
a10
∮
H=h
xdy
−1
3
a11
∮
H=h
x3dy − 2
3
a10
∮
H=h
x3dy − a10
∮
H=h
xdy − b00
∮
H=h
xdy
]
= a10(a10 + a11)
[
1
3
a11
∮
H=h
x3dy − b00
∫
H=h
xdy
]
,
d’ou`
M3(h) = a10(a10 + a11)
∮
H=h
x
(
1
3
a11x
2 − b00
)
dy.

Les inte´grales ∮
H=h
xdy et
∮
H=h
x3dy
e´tant inde´pendantes, il faut se placer sous les hypothe`ses
a10 6= 0, a10 + a11 6= 0 et (a11, b00) 6= (0, 0),
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pour que cette fonction de Melnikov soit non nulle.
On recherche le nombre maximum de ze´ros que l’on peut obtenir en faisant varier les diffe´rents
parame`tres. Nous allons montrer que dans certains cas cette inte´grale s’annule au moins pour
une valeur de h. Nume´riquement, il semble que dans ces cas la`, elle ne s’annule au plus qu’une
seule fois.
4.1 Cas a11 = 0
On a
M3(h) = −a210b00
∮
H=h
xdy.
L’inte´grale curviligne ∮
H=h
xdy
repre´sente l’aire de la surface engendre´e par la ligne de niveau ferme´e {H = h}, si bien que M3
garde un signe constant, toujours ne´gatif.
4.2 Cas a11 6= 0
On peut e´crire la troisie`me fonction de Melnikov sous la forme
M3(h) = R
∮
H=h
x3 − Sxdy = 2R
∫ β(h)
α(h)
x3 − Sxdy,
avec
R =
1
3
a10a11(a10 + a11) et S = 3
b00
a11
.
Proposition 4.4. La troisie`me fonction de MelnikovM3 admet au moins un ze´ro si et seulement
si S > 0.
Preuve.
cas S ≤ 0 : soit h fixe´ dans R∗+, la fonction y 7→ x(y) est strictement positive sur l’intervalle
]α(h), β(h)[. D’autre part, le polynoˆme x 7→ x(x2 − S) n’a pas de racines strictement positives.
Par conse´quent, M3 sera de signe constant, donne´ par R.
cas S > 0 : on peut sans perte de ge´ne´ralite´ supposer R > 0 et poser S = s2, s > 0.
Le contour d’inte´gration {H = h} est de classe C1 et de´finit un compact Dh sur lequel la
diffe´rentielle inte´gre´e, elle-meˆme de classe C1 sur son domaine de de´finition, est bien de´finie.
Dans ces conditions, la formule de Green-Riemann pour les inte´grales curvilignes assure que
M3(h) = R
∫∫
Dh
3x2 − s2dxdy.
On voit que pour
0 < x <
s√
3
,
ce qui est le cas pour h assez petit, l’inte´grant est strictement ne´gatif et M3 aussi.
On s’inte´resse de´sormais au comportement de M3 a` l’infini. Pour h assez grand, on appelle
u(h) et v(h) les coordonne´es pour lesquelles
x(u(h)) = x(v(h)) =
xmax√
2
=
√
ln(1 + h).
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u(h) et v(h) sont les solutions de :
y + ln(1− y) +
1
2
ln(1 + h) = 0,
u(h) < 0 < v(h) < 1.
Ces informations permettent d’obtenir un de´veloppement asymptotique des fonctions u et v.
Lemme 4.5. Au voisinage de l’infini,
(i) u(h) = −1
2
lnh+ o∞(lnh),
(ii) v(h) = 1− 1
e
√
h
+ o∞(
1√
h
).
Preuve. On proce`de de manie`re analogue au Lemme 2.12 en utilisant comme point de de´part
les relations suivantes
u(h) < 0 < v(h) < 1, (16a)
u(h) + ln(1− u(h)) + 1
2
ln(1 + h) = 0, (16b)
v(h) + ln(1− v(h)) + 1
2
ln(1 + h) = 0. (16c)
Lorsque h tend vers l’infini, les e´quations (16b) et (16c) sont toujours ve´rifie´es. Si bien que
l’on a
lim
h→+∞
u(h) = −∞ ou lim
h→+∞
ln(1− u(h)) = −∞,
soit encore
lim
h→+∞
u(h) = −∞ ou lim
h→+∞
u(h) = 1,
et de meˆme pour v
lim
h→+∞
v(h) = −∞ ou lim
h→+∞
v(h) = 1.
La relation (16a) impose finalement
lim
h→+∞
u(h) = −∞ et lim
h→+∞
v(h) = 1.
De´veloppement limite´ pour u : en divisant par u(h) dans (16b), on trouve
1 +
ln(1− u(h))
u(h)
+
ln(1 + h)
2u(h)
= 0.
De plus, par relation de comparaison
lim
h→+∞
ln(1− α(h))
α(h)
= 0,
si bien que
α(h) ∼∞ 1
2
lnh,
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et donc
α(h) = −1
2
lnh+ o∞(lnh).
De´veloppement limite´ pour v : on pose
v(h) = 1 + v˜(h), avec lim
h→+∞
v˜(h) = 0.
L’e´quation (16c) devient
1 + v˜(h) + ln(−v˜(h)) + 1
2
ln(1 + h) = 0
⇐⇒ 1 + v˜(h) + ln(−
√
hv˜(h)) +
1
2
ln
(
1 +
1
h
)
= 0.
On en de´duit
lim
h→+∞
ln(−
√
hv˜(h)) = −1, soit lim
h→+∞
√
hv˜(h) = −1
e
,
d’ou`
v˜(h) = − 1
e
√
h
+ o∞
(
1√
h
)
et v(h) = 1− 1
e
√
h
+ o∞
(
1√
h
)
.

On montre le re´sultat suivant :
Lemme 4.6. Si R > 0, alors
lim
h→+∞
M3(h) = +∞.
Preuve.
Fig. 9 – Rectangles d’inte´gration.
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On part de l’expression deM3 obtenue par la formule de Green-Riemann, que l’on minore par
la somme de deux inte´grales doubles sur des domaines rectangulaires R− et R+ ou` l’inte´grant
est respectivement ne´gatif et positif.
M3(h) = R
∫∫
Dh
3x2 − s2dxdy
≥ R
∫∫
R−
3x2 − s2dxdy +R
∫∫
R+
3x2 − s2dxdy
≥ 2R
∫ β(h)
α(h)
dy
∫ s/√3
0
3x2 − s2dx+ 2R
∫ v(h)
u(h)
dy
∫ √ln(1+h)
s/
√
3
3x2 − s2dx
≥ 2R(β(h)− α(h)) [x3 − s2x]s/√3
0
+ 2R
(
v(h)− u(h)) [x3 − s2x]√ln(1+h)
s/
√
3
≥ 4R
3
√
3
s3
(
α(h)− u(h))+ 4R
3
√
3
s3
(
v(h)− β(h))
+ 2R
(
v(h)− u(h)) [ln3/2(1 + h)− s2 ln1/2(1 + h)] .
On a donc l’ine´galite´
M3(h) ≥ m(h), (17)
avec
m(h) =
4R
3
√
3
s3
(
α(h)− u(h))+ 4R
3
√
3
s3
(
v(h)− β(h))
+ 2R
(
v(h)− u(h)) [ln3/2(1 + h)− s2 ln1/2(1 + h)] .
En notant que
ln1/2(1 + h) = ln1/2 h+ o∞(ln1/2 h),
ln3/2(1 + h) = ln3/2 h+ o∞(ln3/2 h),
et en utilisant les de´veloppements limite´s fournis par les Lemmes 2.12 et 4.5, on trouve
m(h) =− 2R
3
√
3
s3 lnh+ o∞(lnh) +R
(
lnh+ o∞(lnh)
)(
ln3/2 h+ o∞(ln3/2 h)
)
= R ln5/2 h+ o∞(ln5/2 h).
Ceci prouve bien que
lim
h→+∞
m(h) = +∞,
soit, par l’ine´galite´ (17), que
lim
h→+∞
M3(h) = +∞.

Ce re´sultat, associe´ au fait que M3 est strictement ne´gative pour h voisin de ze´ro, assure que
la troisie`me fonction de Melnikov M3 s’annule au moins une fois. Ceci ache`ve la de´monstration
de la Proposition 4.4. 
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Corollaire 4.7. La troisie`me fonction de Melnikov M3 admet au moins une racine si et seule-
ment si
a11b00 > 0.
Preuve. En effet cette condition est e´quivalente aux conditions
a11 6= 0, b00 6= 0 et a11 et b00 sont de meˆme signe,
ou encore
a11 6= 0 et S > 0.
On conclut a` l’aide de la Proposition 4.4. 
5 Fonctions de Melnikov d’ordre supe´rieur
Si M3 est identiquement nulle, on doit regarder les fonctions de Melnikov d’ordre supe´rieur.
Ce cas se produit lorsque l’une des conditions est ve´rifie´e :
(i) a11 = 0 et b00 = 0,
(ii) a10 + a11 = 0,
(iii) a10 = 0.
Pour chacun de ces cas, nous verrons que la singularite´ du syste`me perturbe´ demeure un
centre pour ε assez petit.
5.1 Cas a11 = 0 et b00 = 0
Le syste`me perturbe´ s’e´crit
{
x˙ = y + εa10x,
y˙ = −x+ xy + εa10y(y − 1).
(18)
5.1.1 Quatrie`me fonction de Melnikov
Afin d’effectuer ce calcul, on cherche une de´composition de g2ω et on trouve :
Proposition 5.1. Il existe des polynoˆmes g3 et R3 tels que
g2ω = g3dH + dR3, (19)
avec
g3(x, y) = a
3
10x
(
x2 − 2(y − 1)),
R3(x, y) = a
3
10x
(
x4
5
− x2y + 2x
2
3
+ y2 − y
)
+ C3, C3 ∈ R.
5. Fonctions de Melnikov d’ordre supe´rieur 45
Preuve. En diffe´renciant l’e´quation (19), on trouve une condition ne´cessaire que doit ve´rifier le
polynoˆme g3 :
d (g2ω) = dg3 ∧ dH
⇐⇒ ψg2d(fdy − gdy) + g2dψ ∧ (fdy − gdy) + ψdg2 ∧ (fdy − gdy) = dg3 ∧ dH
⇐⇒ ψg2
(
∂f
∂x
+
∂g
∂y
)
+ fψ
∂g2
∂x
+ gg2
∂ψ
∂y
+ gψ
∂g2
∂y
= x
∂g3
∂y
+
y
y − 1
∂g3
∂x
⇐⇒ ψg2
(
∂f
∂x
+
∂g
∂y
)
+ fψ
∂g2
∂x
+ gψ
(
∂g2
∂y
− ψg2
)
= x
∂g3
∂y
+
y
y − 1
∂g3
∂x
.
On rappelle que
g2(x, y) = a
2
10
(
x2 − (y − 1)) ,
et on a
ψg2
(
∂f
∂x
+
∂g
∂y
)
+ fψ
∂g2
∂x
+ gψ
(
∂g2
∂y
− ψg2
)
= ψ
[
a210(x
2 − (y − 1))× 2a10y + 2a210x× a10x+ a10y(y − 1)
(
−a210 −
a210(x
2 − (y − 1))
y − 1
)]
= ψ
[
2a310y(x
2 − y + 1) + 2a310x2 − a310y(y − 1)− a310y(x2 − y + 1)
]
= a310ψ
(
x2y + 2x2 − 2y2 + 2y) ,
d’ou` l’e´quation aux de´rive´es partielles
x(y − 1)∂g3
∂y
+ y
∂g3
∂x
= a310(x
2y + 2x2 − 2y2 + 2y). (20)
On recherche g3 sous forme de polynoˆme de degre´ infe´rieur ou e´gal a` trois
g3(x, y) =
∑
0≤i,j≤3
λi,jx
iyj .
L’e´quation (20) s’e´crit
λ2,1x
3y + 2λ1,2x
2y2 + 3λ0,3xy
3 + (λ1,1 − 2λ1,2 + 3λ3,0)x2y + (2λ0,2 − 3λ0,3 + 2λ2,1)xy2
+ (λ0,1 − 2λ0,2 + 2λ2,0)xy − λ2,1x3 − λ1,1x2 − λ0,1x+ λ1,2y3 + λ1,1y2 + λ1,0y
= a310(x
2y + 2x2 − 2y2 + 2y),
soit, apre`s identification, 

λ2,1 = λ1,2 = λ0,3 = λ0,1 = 0,
λ1,1 − 2λ1,2 + 3λ3,0 = a10,
2λ0,2 − 3λ0,3 + 2λ2,1 = 0,
λ0,1 − 2λ0,2 + 2λ2,0 = 0,
λ1,1 = −2a10,
λ1,0 = 2a10.
On trouve
g3(x, y) = a
3
10(x
3 − 2xy + 2x+ λ0,0), λ0,0 ∈ R.
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La constante λ0,0 e´tant re´elle quelconque, on la choisit nulle :
g3(x, y) = a
3
10x
(
x2 − 2(y − 1)).
Il faut maintenant s’assurer de l’existence d’un polynoˆme R3 dont la diffe´rentielle vaut
g2ω − g3 dH = 1
y − 1
[
a210
(
x2 − (y − 1))(a10xdy − a10y(y − 1)dx)
−a310x
(
x2 − 2(y − 1))(− x(y − 1)dx+ ydy)]
= a310
[
(x4 − 3x2y + 2x2 + y2 − y)dx+ (−x3 + 2xy − x)dy] ,
si bien qu’on est amene´ a` re´soudre le syste`me diffe´rentiel :
g2ω − g3 dH = dR3 ⇐⇒


∂R3
∂x
= a310(x
4 − 3x2y + 2x2 + y2 − y),
∂R3
∂y
= a310(−x3 + 2xy − x).
Les solutions de ce syste`me sont de la forme
R3(x, y) = a
3
10x
(
x4
5
− x2y + 2x
2
3
+ y2 − y
)
+ C3, C3 ∈ R,
d’ou` la de´composition souhaite´e. 
Cette de´composition permet de calculer la quatrie`me fonction de Melnikov M4.
Corollaire 5.2. La quatrie`me fonction de Melnikov ve´rifie
M4(h) ≡ 0.
Preuve. D’apre`s l’algorithme de Franc¸oise,
M4(h) =−
∮
H=h
g3ω
=−
∮
H=h
a310x
y − 1
(
x2 − 2(y − 1))a10(xdy − y(y − 1)dx)
≡ 0.
En effet, M4 s’e´crit sous la forme
M4(h) = −
∮
H=h
ψ(P4(x, y)dx+Q4(x, y)dy),
ou` P4 est un polynoˆme impair et Q4 est un polynoˆme pair en la variable x. D’apre`s le Corollaire
2.2, cette inte´grale curviligne est identiquement nulle. 
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5.1.2 Cinquie`me fonction de Melnikov
La quatrie`me fonction de Melnikov e´tant identiquement nulle, on recherche la cinquie`me
fonction de Melnikov. On a la de´composition :
Proposition 5.3. Il existe un polynoˆme g4 et une fonction R4 analytique sur le demi-plan
{y < 1} tels que
g3ω = g4dH + dR4, (21)
avec
g4(x, y) = a
4
10(x
4 − 3x2y + x2 + y2 − 2y),
R4(x, y) = a
4
10
(
x6
6
− x4y + 3x
4
4
+
3xy2
2
− 2x2y + y2 − y − ln(1− y)
)
+ C4, C4 ∈ R.
Preuve. En diffe´renciant l’e´quation (21), on trouve une condition ne´cessaire que doit ve´rifier le
polynoˆme g4 :
d (g3ω) = dg4 ∧ dH
⇐⇒ ψg3
(
∂f
∂x
+
∂g
∂y
)
+ fψ
∂g3
∂x
+ gψ
(
∂g3
∂y
− ψg3
)
= x
∂g4
∂y
+
y
y − 1
∂g4
∂x
.
On a
ψg3
(
∂f
∂x
+
∂g
∂y
)
+ fψ
∂g3
∂x
+ gψ
(
∂g3
∂y
− ψg3
)
= ψ
[
a310x
(
x2 − 2(y − 1))× 2a10y + (3x2 − 2(y − 1))a310 × a10
+ a10y(y − 1)
(
−2a310x−
a310x
(
x2 − 2(y − 1))
y − 1
)]
= ψ
(
2a410xy(x
2 − 2y + 2) + a410x(3x2 − 2y + 2)− 2a410xy(y − 1)− a410xy(x2 − 2y + 2)
)
= a410ψ
(
x3y + 3x3 − 4xy2 + 2xy + 2x) ,
d’ou` l’e´quation aux de´rive´es partielles
x(y − 1)∂g4
∂y
+ y
∂g4
∂x
= a410(x
3y + 3x3 − 4xy2 + 2xy + 2x). (22)
On recherche g4 sous forme de polynoˆme de degre´ infe´rieur ou e´gal a` quatre
g4(x, y) =
∑
0≤i,j≤4
λi,jx
iyj .
L’e´quation (22) s’e´crit
λ3,1x
4y + 2λ2,2x
3y2 + 3λ1,3xy
3 + 4λ04xy
4 + (λ2,1 − 2λ2,2 + 4λ4,0)x3y
+ (2λ1,2 − 3λ1,3 + 3λ3,1)x2y2 + (3λ0,3 − 4λ0,4 + 2λ2,2)xy3 + (λ1,1 − 2λ1,2 + 3λ3,0)x2y
+ (2λ0, 2− 3λ0,3 + 2λ2,1)xy2 + (λ0,1 − 2λ0,2 + 2λ2,0)xy − λ3,1x4 − λ2, 1x3 − λ1,1x2
− λ0,1x+ λ1,3y4 + λ1,2y3 + λ1,1y2 + λ1,0y = a410(x3y + 3x3 − 4xy2 + 2xy + 2x),
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soit, apre`s identification,

λ3,1 = λ2,2 = λ1,3 = λ0,4 = λ1,0 = λ1,1 = λ1,2 = 0,
λ2,1 − 2λ2,2 + 4λ4,0 = a10,
2λ1,2 − 3λ1,3 + 3λ3,1 = 0,
3λ0,3 − 4λ0,4 + 2λ2,2 = 0,
λ1,1 − 2λ1,2 + 3λ3,0 = 0,
2λ0, 2− 3λ0,3 + 2λ2,1 = −4a10,
λ0,1 − 2λ0,2 + 2λ2,0 = 2a10,
λ2,1 = 3a10,
−λ0,1 = 2a10.
On trouve
g4(x, y) = a
4
10(x
4 − 3x2y + 3x2 + y2 − 2y + λ0,0), λ0,0 ∈ R.
La constante λ0,0 e´tant re´elle quelconque, on la choisit nulle :
g4(x, y) = a
4
10
(
x4 − 3x2y + 3x2 + y2 − 2y) .
Il faut maintenant s’assurer de l’existence d’un polynoˆme R4 dont la diffe´rentielle vaut :
g3ω − g4 dH = 1
y − 1
[
a310x
(
x2 − 2(y − 1))a10(xdy − y(y − 1)dx)
− a410
(
x4 − 3x2y + 3x2 + y2 − 2y)(− x(y − 1)dx+ ydy)]
= a410
[
(x5 − 4x3y + x3 + 3xy2 − 4xy)dx+
(
−x4 + 3xy2 − 2x2 + y(y − 2)
y − 1
)
dy
]
,
si bien que
g3ω − g4 dH = dR4 ⇐⇒


∂R4
∂x
= a410(x
5 − 4x3y + 3x3 + 3xy2 − 4xy),
∂R4
∂y
= a410
(
−x4 + 3x2y − 2x2 + y(y − 2)
y − 1
)
,
⇐⇒


∂R4
∂x
= a410(x
5 − 4x3y + 3x3 + 3xy2 − 4xy),
∂R4
∂y
= a410
(
−x4 + 3x2y − 2x2 + y − 1− 1
y − 1
)
.
Les solutions de ce syste`me sont de la forme
R4(x, y) = a
4
10
(
x6
6
− x4y + 3x
4
4
+
3xy2
2
− 2x2y + y2 − y − ln(1− y)
)
+ C4, C4 ∈ R,
d’ou` la de´composition annonce´e. 
Corollaire 5.4. La cinquie`me fonction de Melnikov ve´rifie
M5(h) ≡ 0.
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On montre au pre´alable le lemme suivant :
Lemme 5.5. On pose
Im,n =
∮
H=h
xmyndy et Jm,n =
∮
H=h
xmyn
y − 1 dy, m, n ∈ Z.
On a les relations suivantes
0. Im,n = 0 et Jm,n = 0, si m est pair.
1. Jm,n = − n− 1
m+ 2
Im+2,n−2, m ≥ −1, n ≥ 1.
2. Im,n =
n− 1
m+ 2
Im+2,n−2 − n
m+ 2
Im+2,n−1, m ≥ −1, n ≥ 1.
3. Jm,n = Im,n−1 + Jm,n−1, m ≥ −1, n ≥ 1.
Preuve. On signale que certaines de ces relations ont de´ja` e´te´ prouve´es dans le Lemme 4.3 pour
des valeurs particulie`res de m et n.
0. C’est une conse´quence imme´diate de la Proposition 2.1 relative a` la parite´ en x des fonc-
tions inte´gre´es.
1. Pour n = 1, c’est le Lemme 2.3. Pour n > 1, on effectue une inte´gration par parties
Jm,n =
∮
H=h
xmyn
y − 1 dy = 2
∫ β(h)
α(h)
xmyn
y − 1 dy = 2
∫ β(h)
α(h)
xm+1x′(y)yn−1dy
= 2
[
xm+2
m+ 2
yn−1
]β(h)
α(h)
− 2 n− 1
m+ 2
∫ β(h)
α(h)
xm+2yn−2dy
=− n− 1
m+ 2
Im+2,n−2.
2. Le re´sultat est obtenu en inte´grant par parties,
Im,n =
∮
H=h
xmyndy = 2
∫ β(h)
α(h)
xmyndy = 2
∫ β(h)
α(h)
x′(y)xm+1(y)yn−1(y − 1)dy
=
[
xm+2
m+ 2
yn−1(y − 1)
]β(h)
α(h)
− 2
m+ 2
∫ β(h)
α(h)
xm+2
[
nyn−1 − (n− 1)yn−2] dy
= 2
n− 1
m+ 2
∫ β(h)
α(h)
xm+2yn−2dy − 2n
m+ 2
∫ β(h)
α(h)
xm+2yn−1dy
=
n− 1
m+ 2
∮
H=h
xm+2yn−2dy − n
m+ 2
∮
H=h
xm+2yn−1dy
=
n− 1
m+ 2
Im+2,n−2 − n
m+ 2
Im+2,n−1.
3. Cette relation est obtenue en combinant 1. et 2. On la retrouve aussi directement en
remarquant que
Jm,n =
∮
H=h
xmyn
y − 1 dy =
∮
H=h
xmyn−1(y − 1)
y − 1 +
xmyn−1
y − 1 dy = Im,n−1 + Jm,n−1.

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Preuve du Corollaire 5.4. La de´composition de g3ω permet de calculer M5,
M5(h) =−
∮
H=h
g4ω
=−
∮
H=h
a410
y − 1(x
4 − 3x2y + 3x2 + y2 − 2y)a10(xdy − y(y − 1)dx)
=− a510
∮
H=h
1
y − 1(x
5 − 3x3y + 3x3 + xy2 − 2xy)dy
+ a510
∮
H=h
1
y − 1
(
x3y2 − 3xy3 + 3xy2 + y
4
x
− 2y
3
x
)
dy
= a510
(− J5,0 + J3,2 + 3I3,0 − 3J1,3 + 2J1,2 + 2J1,1 + J−1,4 − 2J−1,3).
D’apre`s le Lemme 5.5, on a de plus les identite´s suivantes :
J5,0 = −I5,0,
J3,2 = I3,1 + J3,1 = I3,1 = −1
5
I5,0,
J1,3 = I1,2 + J1,2 =
1
3
I3,0 +
2
15
I5,0 + I1,1 + J1,1 =
2
15
I5,0,
J1,2 = I1,1 + J1,1 = −1
3
I3,0,
J−1,4 = −3I1,2,
J−1,3 = −2I1,1 = 2
3
I3,0,
I1,2 =
1
3
I3,0 − 2
3
I3,1 =
1
3
I3,0 +
2
15
I5,0.
Finalement, on trouve bien
M5(h) = a
5
10
[
I5,0 − 1
5
I5,0 + 3I3,0 − 2
5
I5,0 − 2
3
I3,0 −
(
I3,0 +
2
5
I5,0
)
− 4
3
I3,0
]
≡ 0.

5.1.3 Nature de la singularite´
Les re´sultats pre´ce´dents semblent sugge´rer que toutes les fonctions de Melnikov sont nulles.
On ne peut toutefois pas formuler de re´currence sur les (gk)k≥1 et (Rk)k≥1. Ne´anmoins, il est
possible de montrer que le syste`me (18) pre´sente un centre pour ε assez petit, ce qui assure
la nullite´ des fonctions de Melnikov d’ordre supe´rieur. La connaissance des (gk)k≥1 et (Rk)k≥1
aurait permis de de´terminer des expressions de l’inte´grale premie`re et de son facteur inte´grant.
Dans la suite, nous e´tudierons un cas pour lequel ces calculs peuvent eˆtre effectue´s.
Lemme 5.6. Pour ε assez petit, l’origine est un centre de type QLV3 pour le syste`me (18).
Preuve. Dans le syste`me (18), on pose
y˜ = −y − εa10x,
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et le syste`me s’e´crit{
x˙ = −y˜,
˙˜y = (1− ε2a210)x+ εa10(1− ε2a210)x2 + (1− 2ε2a210)xy˜ − εa10y˜2.
Pour ε assez petit, on effectue le nouveau changement de variables

X = x,
Y =
y˜√
1− ε2a210
,
τ =
√
1− ε2a210t,
pour e´crire finalement le syste`me (18) sous la forme

dX
dτ
= −Y,
dY
dτ
= X + εa10X
2 +
1− 2ε2a210√
1− ε2a210
XY − εa10Y 2.
En posant Z = X + iY , ce dernier est e´quivalent a` l’e´quation diffe´rentielle
Z˙ = iZ + κZ2 − κ¯Z¯2,
ou`
κ =
1
2
(
a10 + i
1− 2ε2a210√
1− ε2a210
)
.
L’origine est bien un centre de type QLV3 d’apre`s la classification e´nonce´e dans le The´ore`me 1.7
de l’Introduction. 
Dans ce cas, on s’est restreint a` des de´formations dans la direction des centres de type
Lotka-Volterra.
5.2 Cas a10 + a11 = 0
Le syste`me perturbe´ s’e´crit{
x˙ = y − εa10x(y − 1),
y˙ = −x+ xy + ε(y − 1)(a10y − b00).
Les calculs pre´ce´dents montrent que
dω = d [−a10xdy − (a10y − b00)dx] = 0.
La 1-forme diffe´rentielle ω est de ce fait ferme´e sur un domaine simplement connexe, et par
conse´quent exacte :
ω = dR0,
ou` R0 est le polynoˆme
R0(x, y) = −a10xy + b00x+ C0, C0 ∈ R.
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D’autre part,
ωε =
1
ψ
(dH + εω) =
1
ψ
(dH + εdR0) =
1
ψ
d(H + εR0),
si bien que dans ce cas, le syste`me perturbe´ est inte´grable, d’inte´grale premie`re H + εR0 et de
facteur inte´grant ψ.
Pour ε assez petit, le the´ore`me de Poincare´-Lyapounov (cf. Introduction, The´ore`me 1.10)
assure que le point singulier conside´re´ est un centre. On peut en fait perturber le syste`me
inte´grable initial continuˆment en ε, sans modifier localement la nature du portrait de phase. On
remarque toutefois que lorsque ε de´passe un certain seuil, il n’y a plus de centre.
Dans ce cas, le proble`me de la nature du centre n’a pas e´te´ e´lucide´. Il se pourrait que les
de´formations interviennent cette fois-ci dans la direction des centres re´versibles.
Fig. 10 – ε = 0, 38. Fig. 11 – ε = 0, 45.
5.3 Cas a10 = 0
L’e´quation (9) donne
b00 + b01 = 0,
et la condition a10 + a11 6= 0 devient a11 6= 0. La nullite´ de la constante b20 entraine par (10)
celle de b02.
Dans ce cas, le syste`me devient{
x˙ = y + εa11xy,
y˙ = −x+ xy + εb00(1− y),
(23)
d’ou`
ω = b00dx+ a11
xy
y − 1dy,
et l’expression de g2 donne´e dans la Proposition 4.1 est
g2(x, y) = (a11x)
2.
On poursuit l’algorithme en recherchant une nouvelle fois une de´composition pour g2ω.
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Proposition 5.7. Il existe des polynoˆmes g3 et R3 tels que
g2ω = g3dH + dR3, (24)
avec
g3(x, y) = (a11x)
3,
R3(x, y) = a
2
11x
3
(
1
3
b00 +
1
5
a11x
2
)
.
Preuve. On proce`de par analyse en diffe´renciant (24), et on trouve
dg3 ∧ dH = d(g2ω) = dg2 ∧ ω + g2dω
= 2a211xdx ∧
(
b00dx+ a11
xy
y − 1dy
)
+ a211x
2 a11y
y − 1dx ∧ dy
=
3a311x
2y
y − 1 dx ∧ dy.
Or,
dg3 ∧ dH = x∂g3
∂y
+
y
y − 1
∂g3
∂x
,
d’ou` l’e´quation aux de´rive´es partielles
x(y − 1)∂g3
∂y
+ y
∂g3
∂x
= 3a311x
2y.
On remarque que
g3(x, y) = (a11x)
3
convient et qu’on peut lui associer un polynoˆme R3 tel que l’on ait (24). En effet,
g2ω − g3dH = (a11x)2
(
b00dx+ a11
xy
y − 1dy
)
− (a11x)3
[
−xdx+ y
y − 1dy
]
= (a11x)
2(b00 + a11x
2)dx+ 0 dy
= dR3,
avec
R3(x, y) = a
2
11x
3
(
1
3
b00 +
1
5
a11x
2
)
,
d’ou` le re´sultat. 
On en conclut que
Corollaire 5.8. La quatrie`me fonction de Melnikov M4 ve´rifie,
M4 ≡ 0.
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Preuve. L’expression de M4 est donne´e par l’algorithme de Franc¸oise,
M4(h) =−
∮
H=h
g3ω = −
∮
H=h
(a11x)
3
(
b00dx+ a11
xy
y − 1dy
)
= a411
∮
H=h
x4y
y − 1dy + a
3
11b00
∮
H=h
x3dx
= 0,
d’apre`s le Lemme 2.3. 
Plus ge´ne´ralement, on dispose des de´compositions suivantes :
Proposition 5.9. Pour tout entier naturel n non nul, on a
gn−1ω = gndH + dRn,
avec
gn(x, y) = (a11x)
n,
Rn(x, y) = (a11)
n−1xn
(
1
n
b00 +
1
n+ 2
a11x
2
)
.
Preuve. Ce re´sultat se montre par re´currence sur l’entier n. On a vu qu’il est vrai pour n =
1, 2, 3. Assurons-nous de l’he´re´dite´ de cette proprie´te´ en supposant le re´sultat vrai a` l’e´tape n−1
et en recherchant par analyse des polynoˆmes gn et Rn tels que
gn−1ω = gndH + dRn.
En diffe´renciant, on trouve :
dgn ∧ dH = d(gn−1ω) = dgn−1 ∧ ω + gn−1dω
= (n− 1)an−111 xn−2dx ∧
(
b00dx+ a11
xy
y − 1dy
)
+ (a11x)
n−1 a11y
y − 1dx ∧ dy
=
n(a11)
nxn−1y
y − 1 dx ∧ dy,
d’ou` l’e´quation aux de´rive´es partielles
x(y − 1)∂gn
∂y
+ y
∂gn
∂x
= n(a11)
nxn−1y,
dont une solution particulie`re e´vidente est
gn(x, y) = (a11x)
n.
Il ne reste plus qu’a` s’assurer que l’on peut lui associer un polynoˆme Rn tel que l’on ait la
de´composition souhaite´e. On trouve
gn−1ω − gndH = (a11x)n−1
(
b00dx+ a11
xy
y − 1dy
)
− (a11x)n
[
−xdx+ y
y − 1dy
]
= (a11x)
n−1(b00 + a11x2)dx+ 0 dy
= dRn,
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avec
Rn(x, y) = (a11)
n−1xn
(
1
n
b00 +
1
n+ 2
a11x
2
)
,
d’ou` le re´sultat. 
On en conclut que :
Corollaire 5.10. Pour tout entier naturel n non nul, on a
Mn(h) ≡ 0.
Preuve. On sait d’ores et de´ja` que pour n = 1, 2, 3 on a
Mn(h) ≡ 0.
Pour n ≥ 4, l’algorithme de Franc¸oise assure que
Mn(h) =−
∮
H=h
gn−1ω = −
∮
H=h
(a11x)
n−1
(
b00dx+ a11
xy
y − 1dy
)
=− (a11)n+1
∮
H=h
xny
y − 1dy − (a11)
n−1b00
∮
H=h
xn−1dx
≡ 0,
d’ou` le re´sultat, toujours d’apre`s le Lemme 2.3. 
5.3.1 Recherche d’une inte´grale premie`re
La connaissance a` tout ordre des fonctions (gn)n≥1 et (Rn)n≥1 intervenant dans les de´com-
positions successives permet le calcul d’une inte´grale premie`re et son facteur inte´grant pour le
syste`me (23) conside´re´. On utilise pour cela la de´marche de [11].
Proposition 5.11. Le syte`me (23) est inte´grable. Pour
|x| < 1
εa11
,
une inte´grale premie`re Hε et son facteur inte´grant ψε sont de la forme
Hε = y − x
εa11
+ ln(1− y) +
(
b00
a11
+
1
(εa11)2
)
ln(1 + εa11x),
ψε =
1
(y − 1)(1 + εa11x) .
Preuve. On a trouve´ (gn)n≥1 et (Rn)n≥1 ve´rifiant
ω = g1dH + dR1 et gn−1ω = gndH + dRn, ∀n ≥ 2.
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On multiplie la premie`re e´quation par ε, les autres par (−1)nεn. En sommant, on trouve
l’e´galite´
εω − εg1dH +
+∞∑
n=2
(
(−1)nεngndH + (−1)n−1εn−1gn−1(εω)
)
= εdR1 +
+∞∑
n=2
(−1)n+1εndRn
⇐⇒
(
+∞∑
n=1
(−1)nεngn
)
dH +
(
1 +
+∞∑
n=1
(−1)nεngn
)
εω = d
[
+∞∑
n=1
(−1)n+1εnRn
]
⇐⇒
(
1 +
+∞∑
n=1
(−1)nεngn
)
(dH + εω) = d
[
H +
+∞∑
n=1
(−1)n+1εnRn
]
,
soit finalement,
ψ
(
1 +
∞∑
n=1
(−1)nεngn
)(
1
ψ
(dH + εω)
)
= d
(
H +
∞∑
n=1
(−1)n+1εnRn
)
,
ou`
1
ψ
(dH + εω)
est la 1-forme associe´e au syste`me perturbe´ (23).
Par de´finition, on a directement les expressions d’une inte´grale premie`re Hε et de son facteur
inte´grant associe´ ψε sous forme de de´veloppements en se´ries entie`res du parame`tre de perturba-
tion ε :
Hε = H +
∞∑
n=1
(−1)n+1εnRn,
ψε = ψ
(
1 +
∞∑
n=1
(−1)nεngn
)
.
Ces se´ries entie`res de la variable x ont un rayon de convergence
Rc =
1
εa11
,
et leurs sommes s’expriment a` l’aide de fonctions e´le´mentaires :
Hε = H +
∞∑
n=1
(−1)n+1εnRn
= H + b00
∞∑
n=1
(−1)n+1εnan−111
xn
n
+
∞∑
n=1
(−1)n+1εnan11
xn+2
n+ 2
= H +
b00
a11
ln(1 + εa11x) +
1
(εa11)2
∞∑
n=3
(−1)n+1 (εa11x)
n
n
= H +
b00
a11
ln(1 + εa11x) +
1
(εa11)2
[
ln(1 + εa11x)− εa11x+ 1
2
(εa11x)
2
]
= y − x
εa11
+ ln(1− y) +
[
b00
a11
+
1
(εa11)2
]
ln(1 + εa11x),
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et
ψε = ψ
(
1 +
∞∑
n=1
(−1)nεngn
)
= ψ
(
1 +
∞∑
n=1
(−1)n(εa11x)n
)
=
ψ
1 + εa11x
=
1
(y − 1)(1 + εa11x) ,
ce qui ache`ve la de´monstration. 
On ve´rifie que ces expressions tendent bien respectivement vers H et ψ lorsque ε tend vers
0.
Pour ε assez petit, le the´ore`me de Poincare´-Lyapounov (cf. Introduction, The´ore`me 1.10)
assure que l’inte´grabilite´ au voisinage du point singulier suffit pour reconnaˆıtre une singularite´
de type centre, dont on peut, dans ce cas particulier, pre´ciser la nature.
5.3.2 Nature du centre
Proposition 5.12. Le point singulier du syste`me diffe´rentiel (23) est un centre de type QLV3 .
Preuve. Le syste`me s’e´crit {
x˙ = y + εa11xy,
y˙ = −x+ xy + εb00(1− y) = 0.
La recherche des points singuliers donne
{
y(1 + εa11x) = 0,
(y − 1)(x− εb00) = 0,
⇐⇒


x = εb00 et y = 0,
x = − 1
εa11
et y = 1.
On ne s’inte´resse qu’au point singulier (εb00, 0), l’autre apparaissant au voisinage de l’infini.
On translate cette singularite´ en l’origine par changement de variables et on obtient le syste`me{
x˙ = y(1 + ε2a11b00) + εa11xy,
y˙ = −x+ xy.
Dans le cas
1 + ε2a11b00 ≥ 0,
qui est ve´rifie´ pour ε assez petit, on effectue le changement de variables

X = x,
Y = −√1 + ε2a11b00y,
τ =
√
1 + ε2a11b00t,
et on trouve 

dX
dτ
= −Y − κXY,
dY
dτ
= X −XY,
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ou`
κ =
εa11
1 + ε2a11b00
.
En posant Z = X + iY , le syste`me pre´ce´dent est e´quivalent a` l’e´quation diffe´rentielle
dZ
dτ
= iZ − (κ+ i)XY = iZ + 1
4
(κ+ i)
(
Z¯2 − Z2).
Le point singulier e´tudie´ est bien un centre de type QLV3 d’apre`s la classification e´nonce´e
dans le The´ore`me 1.7 de l’Introduction. 
Fig. 12 – Portrait de phase pour ε = 0, 38.
A nouveau, les de´formations s’ope`rent dans la direction des centres de type Lotka-Volterra.
6 Synthe`se des re´sultats
Les diffe´rents cas de perturbations e´tudie´es ont permis d’obtenir les re´sultats suivants :
Proposition 6.1. Il existe des coefficients des fonctions de perturbation f et g pour lesquels le
syste`me perturbe´ admet au moins un cycle limite.
Proposition 6.2. Etant donne´es des fonctions de perturbation f impaire et g paire en la variable
x, {
f(x, y) = a10x+ a11xy,
g(x, y) = b00 + b01y + b20x
2 + b02y
2,
on dispose de conditions pour lesquelles le syste`me reste a` centre :

a10 + b00 + b01 = 0,
a10 − b02 = 0,
b20 = 0,
a11 = b00 = 0, ou a10 + a11 = 0, ou a10 = 0,
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soit encore,
{
a11 = b00 = b20 = 0,
a10 = −b01 = b02,
ou


b20 = 0,
a10 = −a11 = b02,
a10 + b00 + b01 = 0,
ou
{
a10 = b20 = b02 = 0,
b00 + b01 = 0.
On re´sume les re´sultats obtenus dans le diagramme suivant :
M1 a un unique ze´ro
a10 + b00 + b01 = b20 + b02 − a10 = 0
M2 ≡ 0
b00a11 ≤ 0
M3 n’a aucun ze´ro
b00a11 > 0
M3 a au moins un ze´ro
a11 = b00 = 0
∀k ≥ 1, Mk ≡ 0
a10 + a11 = 0
∀k ≥ 1, Mk ≡ 0
a10 = 0
∀k ≥ 1, Mk ≡ 0
M1 ≡ 0
M2 ≡ 0
M3 ≡ 0
f impaire, g paire en x
b20 = 0
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Chapitre II
Perturbation quadratique d’un
secteur elliptique
1 L’e´quation de Liouville
1.1 Introduction et notations
Dans la revue Acta mathematica [16], Liouville mentionne une e´quation d’Abel particulie`re.
Cette e´quation, que nous nommerons dans la suite e´quation de Liouville, est donne´e sous la
forme initiale suivante :
y′ + (3mx2 + 4m2x+m1)y3 + 3xy2 = 0, (1)
ou` m et m1 sont des constantes re´elles quelconques.
Cette e´quation, a` deux parame`tres a priori, peut dans certains cas s’e´crire sous forme d’une
e´quation a` parame`tre unique α [3] :
y′ = 2(x2 − α2)y3 + 2(x+ 1)y2, α ≥ 0. (2)
On a effectivement :
Lemme 1.1. Pour m 6= 0 et 1− 3m1
4m3
≥ 0, les e´quations (1) et (2) sont e´quivalentes.
Preuve. On effectue dans l’e´quation (1), pour m non nul, le changement de variables :


x = −2m
3
(x˜+ 1),
y = − 3
2m2
y˜,
et on trouve
dy˜
dx˜
= 2
[
x˜2 −
(
1− 3m1
4m3
)]
y˜3 + 2(x˜+ 1)y˜2.
Pour
1− 3m1
4m3
≥ 0,
on pose
α2 = 1− 3m1
4m3
,
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et y˜ ve´rifie bien l’e´quation (2) :
dy˜
dx˜
= 2
(
x˜2 − α2) y˜3 + 2(x˜+ 1)y˜2, α ≥ 0,
d’ou` le re´sultat. 
1.2 Une inte´grale premie`re
Liouville propose une me´thode permettant d’obtenir une inte´grale premie`re de son e´quation
diffe´rentielle prise sous sa forme originelle. Cette me´thode peut e´galement eˆtre applique´e a` la
forme (2) et donne :
Proposition 1.2. Sur le domaine Dα =
{
(x, y) | x2 + 1/y − α2 ≥ 0}, l’e´quation (2) est inte´-
grable, d’inte´grale premie`re
HLα (x, y) =
(α+ x)Iα(v) + vIα+1(v)
(α+ x)Kα(v)− vKα+1(v) ,
ou`
v =
√
x2 +
1
y
− α2,
et Iα, Kα, Iα+1, Kα+1 sont les fonctions Bessel modifie´es de premie`re et seconde espe`ces d’indices
α et α+ 1.
Preuve. On appelle Y une primitive de y vue comme une fonction de la variable x. On a
y =
dY
dx
,
et en remplac¸ant dans (2) :
d2Y
dx2
= 2(x2 − α2)
(
dY
dx
)3
+ 2(x+ 1)
(
dY
dx
)2
⇐⇒
(
dx
dY
)3 d2Y
dx2
= 2(x2 − α2) + 2(x+ 1) dx
dY
.
En remarquant que formellement
d2x
dY 2
=
d
dY
[
dx
dY
]
=
dx
dY
d
dx
[
1
dY/dx
]
=
dx
dY
(
− 1
(dY/dx)2
)
d2Y
dx2
=−
(
dx
dY
)3 d2Y
dx2
,
on obtient l’e´quation diffe´rentielle
d2x
dY 2
+ 2(x+ 1)
dx
dY
+ 2(x2 − α2) = 0,
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qui se pre´sente e´galement sous la forme factorise´e
d
dY
[
dx
dY
+ x2
]
+ 2
(
dx
dY
+ x2
)
= 2α2,
ce qui conduit a` l’e´quation diffe´rentielle line´aire du premier ordre avec second membre :
df
dY
+ 2f = 2α2, avec f =
dx
dY
+ x2.
On en de´duit une nouvelle e´quation ve´rifie´e par x et Y :
dx
dY
+ x2 = Ae−2Y + α2, (3)
ou` A est une constante re´elle quelconque.
Sur le domaine Dα, A est positif et on pose
v =
√
Ae−Y et x =
d(log u)
dY
.
L’e´quation (3) donne
v =
√
x2 +
1
y
− α2.
On l’exprime formellement a` l’aide des nouvelles variables u et v, en remarquant que
x =
d(log u)
dY
=
d(log u)
du
du
dv
dv
dY
= −v
u
du
dv
,
et
dx
dY
=
dx
dv
dv
dY
= −vdx
dv
=− v d
dv
[
−v
u
du
dv
]
=
v
u
du
dv
−
(
v
u
du
dv
)2
+
v2
u
d2u
dv2
.
Par conse´quent, (3) prend la forme d’une e´quation de Bessel modifie´e,
v2
d2u
dv2
+ v
du
dv
− u(v2 + α2) = 0,
dont les solutions sont des combinaisons line´aires des fonctions de Bessel modifie´es de premie`re
et seconde espe`ces d’indice α,
u(v) = λIα(v) + µKα(v), λ, µ ∈ R.
On obtient ensuite une inte´grale premie`re en utilisant la relation liant x et u,
x = −v
u
du
dv
= −v · λI
′
α(v) + µK
′
α(v)
λIα(v) + µKα(v)
.
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Les formules de connexions des fonctions de Bessels modifie´es [20] assurent que
vI ′α(v) = αIα(v) + vIα+1(v),
vK ′α(v) = αKα(v)− vKα+1(v),
d’ou`
x = −λ(αIα(v) + vIα+1(v)) + µ(αKα(v)− vKα+1(v))
λIα(v) + µKα(v)
⇐⇒ λ(x+ α)Iα(v) + µ(x+ α)Kα(v) + λvIα+1 − µvKα+1 = 0
⇐⇒ (α+ x)Iα(v) + vIα+1(v)
(α+ x)Kα(v)− vKα+1(v) = −
µ
λ
.
Par conse´quent, on dispose bien pour l’e´quation de Liouville d’une inte´grale premie`re de la
forme
HLα (x, y) =
(α+ x)Iα(v) + vIα+1(v)
(α+ x)Kα(v)− vKα+1(v) .

Cette inte´grale premie`re est de´finie par des fonctions transcendantes, on montrera cependant
que pour le cas particulier α = 1/2, elle s’exprime uniquement a` l’aide des fonctions usuelles.
2 Etude du syste`me diffe´rentiel de Lie´nard associe´
L’e´tude de l’e´quation de Liouville, vue comme e´quation d’Abel, se rame`ne a` celle d’un syste`me
diffe´rentiel de Lie´nard obtenu par le changement de variable usuel en 1/y :
dy
dx
= −2(x
2 − α2) + 2(x+ 1)y
y
.
On conside`re le champ de vecteurs de´fini par le syste`me diffe´rentiel associe´ a` cette nouvelle
e´quation : {
x˙ = −y,
y˙ = 2(x2 − α2) + 2(x+ 1)y. (4)
Les lignes de champ sont en correspondance avec les solutions de l’e´quation ωα = 0, ou` ωα
est la 1-forme diffe´rentielle
ωα = −ydy − 2
(
(x2 − α2) + (x+ 1)y)dx.
Le syste`me (4) appartient a` la famille de Bogdanov-Takens que l’on peut e´crire sous la forme
propose´e dans [8] : {
x˙ = y,
y˙ = µ1 + µ2x+ x
2 ± xy,
ou` µ1 et µ2 sont des constantes re´elles.
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2.1 Inte´grale premie`re et facteur inte´grant
2.1.1 Formules ge´ne´rales
Ce syste`me est inte´grable car l’e´quation de Liouville l’est. On en donne une inte´grale premie`re
dans la proposition suivante.
Proposition 2.1. Sur le domaine D′α =
{
(x, y) | x2 + y − α2 ≥ 0}, une inte´grale premie`re Hα
du syste`me diffe´rentiel (4) et son facteur inte´grant associe´ ψα sont donne´s par
Hα(x, y) =
Nα(x, y)
Dα(x, y)
et ψα =
1
2w2D2α
=
Hα
2w2NαDα
,
avec
Nα(x, y) = (α+ x)Iα(w) + wIα+1(w), Dα(x, y) = (α+ x)Kα(w)− wKα+1(w),
et
w =
√
x2 + y − α2.
Preuve. Le syste`me diffe´rentiel (4) e´tant obtenu a` partir de l’e´quation diffe´rentielle (2) par un
changement de variables de type 1/y, on en de´duit
Hα(x, y) = H
L
α (x, 1/y)
=
(α+ x)Iα(w) + wIα+1(w)
(α+ x)Kα(w)− wKα+1(w)
=
Nα(x, y)
Dα(x, y)
.
On appelle ψα le facteur inte´grant associe´ a` l’inte´grale premie`re Hα. Il ve´rifie
ψαωα = dHα,
et de ce fait,
−ψαy = ∂Hα
∂y
.
Avant d’effectuer ce calcul, on rappelle diffe´rentes formules de connexions pour les fonctions
de Bessel modifie´es [20] :
(i) wI ′α(w) = αIα(w) + wIα+1(w),
(ii) wK ′α(w) = αKα(w)− wKα+1(w),
(iii) wI ′α+1(w) = wIα(w)− (α+ 1)Iα+1(w),
(iv) wK ′α(w) = −wKα(w)− (α+ 1)Kα+1(w),
(v) Iα(w)Kα+1(w) + Iα+1(w)Kα(w) =
1
w
.
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Ainsi,
∂Hα
∂y
=
∂w
∂y
1
Dα
[
(α+ x)I ′α + Iα+1 + wI
′
α+1
]− ∂w
∂y
N
D2α
[
(α+ x)K ′α −Kα+1 − wK ′α+1
]
=
1
2w
1
Dα
[α
w
{(α+ x)Iα − wIα+1 + (α+ x)Iα+1 + wIα}
]
− 1
2w
Nα
D2α
[α
w
{(α+ x)Kα + wKα+1 − (α+ x)Kα+1 + wKα}
]
=
1
2wD2α
(Iα+1Kα + IαKα+1)[(α+ x)
2 − 2α(α+ x)− w2]
=− y
2wD2α
· 1
w
.
Par conse´quent, le facteur inte´grant est bien de la forme
ψα =
1
2w2D2α
=
Hα
2w2NαDα
.

2.1.2 Le cas particulier α = 1/2
Dans ce cas, on dispose d’une inte´grale premie`re dont l’expression fait intervenir des fonctions
usuelles uniquement. En effet,
Proposition 2.2. Sur D′α, le syste`me diffe´rentiel (4) avec α = 1/2 admet pour inte´grale premie`re
et facteur inte´grant associe´
H˜1/2(x,w) =
e2w(x+ w − 1/2) + 1
x− w − 1/2 et ψ˜1/2(x,w) =
e2w
w(x− w − 1/2)2 ,
avec
w =
√
x2 + y − α2.
Preuve. On a les expressions suivantes [20]
I1/2(w) =
ew − e−w√
2πw
, K1/2(w) =
√
π
2w
e−w,
I3/2(w) =
1√
2πw
[
ew
(
1− 1
w
)
+ e−w
(
1 +
1
w
)]
, K3/2(w) =
√
π
2w
e−w
(
1 +
1
w
)
.
En remplac¸ant ces relations dans l’expression de H1/2 obtenue dans la Proposition 2.1, on
trouve
N1/2(x,w) =
(
x+
1
2
)
I1/2(w) + wI3/2(w) =
ew√
2πw
(
x+ w − 1
2
)
− e
−w
√
2πw
(
x− w − 1
2
)
,
D1/2(x,w) =
(
x+
1
2
)
K1/2(w)− wK3/2(w) =
√
π
2w
e−w
(
x− w − 1
2
)
.
Par conse´quent,
H1/2(x,w) =
1
π
[
e2w
x+ w − 1/2
x− w − 1/2 − 1
]
,
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si bien que H˜1/2 est e´galement une inte´grale premie`re pour le syste`me conside´re´. Son facteur
inte´grant associe´ ve´rifie
yψ˜1/2 = −
∂H˜1/2
∂y
= −π∂H1/2
∂y
= πyψ1/2,
d’ou` l’expression annonce´e pour ψ˜1/2 :
ψ˜1/2(x,w) =
π
2w2D21/2(x, y)
=
e2w
w(x− w − 1/2)2 .

3 Etude des singularite´s du syste`me (4)
3.1 Les singularite´s du syste`me (4)
On voit clairement que les points singuliers de ce syste`me sont (−α, 0) et (α, 0). La matrice
jacobienne associe´e au syste`me est de la forme :
Jac =
(
0 −1
4x+ 2y 2(x+ 1)
)
.
Lemme 3.1. Le point (−α, 0) est un col si α > 0, un nœud-col si α = 0.
Preuve. ∣∣∣∣ −X −1−4α 2(1− α)−X
∣∣∣∣ = X2 − 2(1− α)X − 4α.
∆ = (1 + α)2 > 0.
Les valeurs propres de la matrice jacobienne en ce point sont 2 et −2α.
• Pour α > 0, il s’agit d’un col.
• Pour α = 0, cette singularite´ est de´ge´ne´re´e. On utilise les notations de la classification
des points critiques non hyperboliques de [17]. En effectuant un changement d’e´chelle de temps
(τ = 2t), le syste`me s’e´crit sous la forme{
x˙ = p2(x, y),
y˙ = y + q2(x, y),
avec
p2(x, y) = −1
2
y et q2(x, y) = x
2 + xy.
Au voisinage de l’origine, l’e´quation
y + q2(x, y) = 0
admet pour solution
y = φ(x) = − x
2
1 + x
.
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D’autre part, la fonction
ψ(x) = p2(x, φ(x)) =
x2
2(1 + x)
admet en l’origine un de´veloppement de la forme
ψ(x) = amx
m + o(xm),
avec m = 2, si bien que la singularite´ e´tudie´e est un nœud-col. 
Lemme 3.2. Le point (α, 0) est un nœud impropre instable si 0 < α < 1 et α > 1, un nœud-
de´ge´ne´re´ si α = 1.
Preuve. ∣∣∣∣ −X −14α 2(α+ 1)−X
∣∣∣∣ = X2 − 2(α+ 1)X + 4α.
∆ = (α− 1)2 ≥ 0.
Dans le cas α 6= 1 les deux valeurs propres sont 2 et 2α. Pour α = 1, la valeur propre 2 est
double. Par conse´quent, la singularite´ est
• un nœud impropre instable si 1 < α,
• un nœud de´ge´ne´re´ si α = 1,
• un nœud impropre instable si 0 < α < 1.
Le cas α = 0 a de´ja` e´te´ traite´ dans le lemme pre´ce´dent. 
Fig. 1 – Portrait de phase pour α = 1. Fig. 2 – Portrait de phase pour α = 1/2.
3.2 Singularite´s sur la sphe`re de Poincare´
3.2.1 Proce´de´ d’e´tude des singularite´s a` l’infini
On utilise dans [17] le proce´de´ de recherche des singularite´s a` l’infini d’un syste`me de la
forme : {
x˙ = P (x, y),
y˙ = Q(x, y),
(5)
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ou` P et Q sont des polynoˆmes.
Dans l’espace de coordonne´es (X,Y, Z), posons :
S2 = {(X,Y, Z) ∈ R | X2 + Y 2 + Z2 = 1},
S2+ = S2 ∩ {Z > 0}.
On introduit les applications suivantes,
Φ : S2+ −→ R2
(X,Y, Z) 7−→
(
X
Z
,
Y
Z
)
,
Ψ : R2 −→ S2+
(x, y) 7−→
(
x√
x2 + y2 + 1
,
y√
x2 + y2 + 1
,
1√
x2 + y2 + 1
)
.
Les applications Φ et Ψ sont de classe C1 et de plus,
Φ ◦Ψ = idR2 et Ψ ◦ Φ = idS2
+
.
Φ re´alise un C1-diffe´omorphisme de S2+ sur le plan. Il se prolonge en un C1-diffe´omorphisme
de la demie-sphe`re supe´rieure sur le compactifie´ d’Alexandroff de R2.
Etant donne´es les applications Φ et Ψ, on a
dx =
−XdZ + ZdX
Z2
et dy =
−Y dZ + ZdY
Z2
.
On note m = max(doP, doQ) et on pose
P˜ (X,Y, Z) = ZmP
(
X
Z
,
Y
Z
)
,
Q˜(X,Y, Z) = ZmQ
(
X
Z
,
Y
Z
)
.
Remarquons que P˜ et Q˜ sont des polynoˆmes en les inde´termine´es X,Y, Z. On en de´duit
P (x, y)dy −Q(x, y)dx = 0
⇐⇒ P
(
X
Z
,
Y
Z
)
· −XdZ + ZdX
Z2
−Q
(
X
Z
,
Y
Z
)
· −Y dZ + ZdY
Z2
= 0
⇐⇒ Q˜dX − P˜ dY + (P˜ Y − Q˜X)dZ = 0
⇐⇒
∣∣∣∣∣∣
dX dY dZ
X Y Z
P˜ Q˜ 0
∣∣∣∣∣∣ = 0.
L’e´tude des singularite´s au niveau de l’e´quateur donnera les singularite´s a` l’infini du syste`me
initial (5) et leur nature. Ces points critiques sont les racines de l’e´quation polynoˆmiale
P˜ Y − Q˜X = 0.
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3.2.2 Cas du syste`me de Lie´nard conside´re´
On rappelle que le syste`me de Lie´nard conside´re´ est de la forme{
x˙ = −y,
y˙ = 2(x2 − α2) + 2(x+ 1)y.
En effectuant les transformations mentionne´es pre´ce´demment, on obtient
2
(
(X2−α2Z2)+Y (X+Z))ZdX+Z2Y dY +[−Y 2Z−2X(X2−α2Z2)+Y (X+Z))]dZ = 0. (6)
Les points critiques au niveau de l’e´quateur (Z = 0) sont alors les solutions de
X2(X + Y ) = 0, (X,Y ) ∈ S1,
soit
(i) X = 0 et Y = ±1,
(ii) X = −Y avec X2 + Y 2 = 1, soit encore X = ± 1√
2
.
Dans la repre´sentation de Poincare´, le caracte`re syme´trique au niveau de l’e´quateur assure
qu’il suffit d’e´tudier la nature des points (0, 1) et
(
1/
√
2,−1/√2). Dans la suite, on ne s’inte´resse
toutefois qu’a` la singularite´ (0, 1).
En projetant sur l’axe Y = 1, la 1-forme diffe´rentielle devient(
2(X2 − α2Z2) + 2(X + Z))]ZdX + (− Z − 2X(X2 − α2Z2)− 2X(X + Z))dZ,
qu’on e´crit e´galement sous forme de syste`me diffe´rentiel :{
X˙ = Z + 2X(X + Z +X2 − α2Z2),
Z˙ = 2Z(X + Z +X2 − α2Z2). (7)
On e´tudie la singularite´ en l’origine de ce nouveau syste`me.
Proposition 3.3. Le syste`me (7) admet en (0, 0) une singularite´ avec un domaine elliptique.
Preuve. La matrice jacobienne en ce point est(
0 1
0 0
)
.
Les deux valeurs propres e´tant nulles, on a affaire a` un point critique non classique. On pose{
x = X,
z = Z + 2X(X2 − α2Z2) + 2X(X + Z),
et on trouve {
x˙ = z,
z˙ = Z˙(1− 4α2xZ + 2x) + x˙(4x+ 2Z + 6x2 − 2α2Z2),
d’ou`

x˙ = z,
z˙ = 2Z(x+ Z + 3x2 + 2xZ − α2Z2 + 2x3 − 4α2x2Z − 6α2xZ2 − 4α2x3Z + 4α3xZ3)
+(Z + 2x3 − 2αxZ2 + 2x2 + 2xZ)(4x+ 2Z + 6x2 − 2α2Z2).
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On en de´duit l’existence de deux polynoˆmes g1 et h1 en l’inde´termine´e x et un polynoˆme R1
en les inde´termine´es x et Z, tels que
z˙ = 8x3 + x3g1(x) + 6xZ + xZh1(x) + Z
2R1(x, Z). (8)
On cherche maintenant a` exprimer Z en fonction de x et z. Ces variables sont lie´es par
l’e´quation
(2α2x)Z2 − (2x+ 1)Z + z − 2x2(x+ 1) = 0.
On trouve
∆ = 1 + 4x+ 4x2 − 8α2xz + 16α2x3 + 16α2x4 > 0 au voisinage de (0, 0),
puis
√
∆ = 1 + 2x− 4α2xz + 8α2x3 + 8α2x2z + (10− 8α2)x4 − 24α2x3z − 8α2x2z2 + o(||(x, z)||4).
On en de´duit une expression de Z en fonction de x et z,
Z =
2x+ 1−√∆
4α2x
=
1
4α2x
[
4α2xz − 8α2x3 − 8α2x2z − (10− 8α2)x4 + 24α2x3z + 8α2x2z2 + o(||(x, z)||4)]
= z − 2x2 − 2xz +
(
2− 5
2α2
)
x3 + 6x2z + 2α2xz2 + o(||(x, z)||3)
= z − 2x2 + x2g2(x) + xzR2(x, z),
ou` g2 et R2 sont des polynoˆmes.
On a e´galement
Z2 = 4x4 + x4g3(x) + xzh3(x) + z
2R3(x, y),
ou` g3, h3 et R3 sont des polynoˆmes.
Par conse´quent, en remplac¸ant dans (8),
z˙ = 8x3 + x3g1(x) + 6x(z − 2x2 + x2g2(x) + xzR2(x, z))
+ x(z − 2x2 + x2g2(x) + xzR2(x, z))h1(x)
+ (4x4 + x4g3(x) + xzh3(x) + z
2R(x, y))R1(x, Z)
=− 4x3(1 + g(x)) + 6xz(1 + h(x)) + z2R(x, z),
ou` g, h et R sont des polynoˆmes.
Ainsi, z˙ est de la forme
z˙ = a2m+1x
2m+1(1 + h(x)) + bnx
nz(1 + g(x)) + z2R(x, z),
avec
m = n = 1, a3 = −4 < 0, b1 = 6 > 0 et λ = b21 + 4(m+ 1)a3 = 4 ≥ 0.
D’apre`s la classification des points critiques non hyperboliques donne´e dans [17], le syste`me
pre´sente en (0, 0) une singularite´ avec domaine elliptique. 
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Fig. 3 – Portrait de phase au voisinage du point singulier avec domaine elliptique en (0, 0).
4 Forme normale du “syste`me a` l’infini”
Les travaux qui suivent ont fait l’objet de la publication [13].
4.1 Introduction
On conside`re le syste`me diffe´rentiel{
x˙ = y − 2x2,
y˙ = −2xy. (9)
pour lequel on a le re´sultat suivant :
Proposition 4.1. Le syste`me (9) est une forme normale du syste`me (4) a` l’infini, au voisinage
de la singularite´ avec domaine elliptique.
Preuve. Dans la de´monstration, on utilise la the´orie des formes normales explique´e dans [17].
En posant X = (X,Z), on e´crit le syste`me (7) sous la forme
X˙ = JX+ F2(X) +O(|X|),
avec
J =
(
0 1
0 0
)
et F2(X) = 2
(
X(X + Z)
Z(X + Z)
)
.
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Graˆce a` un changement de coordonne´es analytique de type
X = x+ h(x), x = (x, z),
la the´orie des formes normales permet de simplifier la partie non line´aire du syste`me (7).
Le nouveau syste`me s’exprime comme suit :
x˙ = Jx+ F˜2(x) +O(|x3|),
ou`
F˜2 = Jh2(x)−Dh2(x)Jx+ F2(x), (10)
et
h(x) = h2(x) +O(|x3|).
On recherche une transformation h pour laquelle F˜2 est le plus simple possible. En substituant
dans (10) la fonction
h2(x) =
(
a20x
2 + a11xz + a02z
2
b20x
2 + b11xz + b02z
2
)
,
on obtient l’expression suivante de F˜2 :
F˜2(x) =
(
(b20 + 2)x
2 + (b11 − 2a20 + 2)xz + (b02 − a11)z2
2(1− b20)xz + (2− b11)z2
)
.
En choisissant
b20 = 0, a20 = b11 = 2, et a11 = b02,
on trouve
F˜2 =
(
2x2
2xz
)
,
et donc {
x˙ = z + 2x2,
z˙ = 2xz.
Finalement, le changement de variables x˜ = −x, z˜ = −z, permet de retrouver le syste`me (9).

Cette forme normale n’admet que l’origine pour point critique. Il s’agit d’un point critique
avec domaine elliptique. On peut a` nouveau s’en persuader en remarquant que ce syste`me est
inte´grable et en calculant son inte´grale premie`re.
On a
˙(x
y
)
=
x˙y − xy˙
y2
= 1,
soit
x = ty + c0 et y˙ = −2xy = −2(t+ c0)y2, c0 ∈ R,
d’ou` la parame´trisation 

x = ty + c0,
1
y
= t2 + 2c0t+
1
y0
, c0 ∈ R, y0 ∈ R∗.
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De cette parame´trisation, on de´termine une e´quation carte´sienne des courbes invariantes :
1
y
= t2 + 2c0t+
1
y0
, c0 ∈ R, y0 ∈ R∗ ⇐⇒ 1
y
= (t+ c0)
2 − c20 +
1
y0
, c0 ∈ R, y0 ∈ R∗,
⇐⇒ 1
y
=
(
x
y
)2
+ a, a ∈ R,
⇐⇒ y = x2 + 2ay2, a ∈ R.
Les courbes inte´grales obtenues sont des coniques. Plus pre´cise´ment, il s’agit :
• d’hyperboles pour a < 0,
• d’une parabole pour a = 0,
• d’ellipses pour a > 0.
Fig. 4 – Portrait de phase de la forme normale.
On en de´duit des expressions de l’inte´grale premie`re de la forme normale conside´re´e et son
facteur inte´grant, que l’on note respectivement H et ψ :
H(x, y) =
x2 − y
y2
, (11)
ψ(x, y) =
1
y3
, (x, y) ∈ R× R∗.
Signalons que les bifurcations de polycycles passant par le point singulier elliptique syme´-
trique du syste`me (9) ont fait l’objet d’une e´tude dans [18]. D’autre part, les de´formations
ge´ne´riques de points nilpotents de codimension 3, et en particulier de type elliptiques mais non
syme´triques, ont fait l’objet d’une e´tude dans [8].
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4.2 Premie`re e´tape de perturbation : de´formation en un centre
On souhaiterait de´former la singularite´ avec domaine elliptique en un centre. Pour cela, on
perturbe la forme normale de la manie`re suivante :
{
x˙ = y − 2x2 + ηc,
y˙ = −2xy, (12)
ou` η est un petit parame`tre strictement positif et c est un signe, c ∈ {−1, 1}.
Notons ωη la 1-forme associe´e au systeme perturbe´ (12),
ωη =
1
ψ
dH − ηdy = 1
ψ
(
dH − η
y3
dy
)
.
En tenant compte de la nature de ψ, on peut exprimer ωη ainsi :
ωη =
1
ψ
d
[
H +
η
2y2
]
.
Cela assure l’inte´grabilite´ du syste`me (12) et fournit par la meˆme occasion une inte´grale
premie`re
Hη =
x2 − y − ηc/2
y2
,
associe´e au meˆme facteur inte´grant ψ que pre´ce´demment.
L’analyse des points critiques naissant par cette perturbation donne :
• si c = 1, alors le syste`me (12) a trois points singuliers : (0,−η),
(
−
√
η
2 , 0
)
et
(√
η
2 , 0
)
. Il s’agit
respectivement d’un col, d’un nœud attractif et d’un nœud re´pulsif.
• si c = −1, alors (0, η) est l’unique point singulier du syste`me (12).
Proposition 4.2. Supposons c = −1. Le point singulier (0, η) du syste`me (12) est un centre.
Preuve. Dans un voisinage du point singulier (0, η), les lignes de niveau {Hη = h}, pour h fixe´
dans l’intervalle ]−1/2η, 0[, sont ferme´es et l’union de deux courbes syme´triques par rapport a`
l’axe des ordonne´es,
xh(y) = ±
√
hy2 + y − η/2, y ∈ [α(h), β(h)],
ou`
α(h) =
−1 +√∆
2h
, β(h) =
−1−√∆
2h
et ∆ = 1 + 2ηh.
D’autre part, la ligne de niveau {Hη = −1/2η} correspond au point singulier lui-meˆme. 
A partir de maintenant on suppose que c est ne´gatif (c = −1).
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Fig. 5 – Portrait de phase de la forme normale apre`s la premie`re perturbation.
4.3 Place dans la classification des syste`mes quadratiques re´versibles
On s’inte´resse desormais a` la nature de ce centre dans la classification des syste`mes quadra-
tiques re´versibles.
Proposition 4.3. Le syste`me (12) est de type QR3 .
Preuve. On effectue un changement d’origine. En posant y˜ = y − η, on a{
x˙ = y˜ − 2x2,
˙˜y = −2xy˜ − 2ηx.
Le changement de variables
x˜ =
√
2ηx , τ = −
√
2ηt,
entraˆıne 

dx˜
dτ
= −y˜ + 1
η
x˜2,
dy˜
dτ
= x˜+
1
η
x˜y˜.
En posant
z = x˜+ iy˜,
le syte`me s’e´crit sous la forme
dz
dτ
= iz +Az2 +B|z|2 + Cz¯2, (13)
5. Seconde e´tape de perturbation : recherche de cycles limites 77
avec
A =
1
2η
, B =
1
2η
et C = 0.
D’apre`s le The´ore`me 1.7 de l’Introduction, les coefficients e´tant re´els, la singularite´ est un
centre re´versible. 
La singularite´ e´tudie´e pre´ce´demment est en fait un centre re´versible isochrone. La valeur
des coefficients de l’e´quation diffe´rentielle (13) en la variable z qui lui est associe´e, permet de
positionner la forme normale de la singularite´ a` l’infini du syste`me de Liouville dans le diagramme
de bifurcation de QR3 tel qu’il apparaˆıt dans l’article d’Iliev [14].
En effet, en posant Z = −B/2 z et en inversant l’e´chelle des temps, on trouve
dZ
dτ
= − iZ + 2A
B
Z2 + 2|Z|2 + 2C
B
Z¯2
= − iZ + 2Z2 + 2|Z|2,
ce qui correspond au couple (a, b) = (2, 0).
Fig. 6 – Place de la forme normale dans le diagramme de bifurcation de QR3 (Figure issue
de [14]). Les points S2, S3 et S4 correspondent aux centres isochrones.
5 Seconde e´tape de perturbation : recherche de cycles limites
Dans cette partie, on suppose que η est fixe´ et on perturbe le syste`me (12) de fac¸on quadra-
tique avec un coefficient de pertubation strictement positif ε d’un ordre de grandeur plus petit
que η (ε≪ η). On e´tudie le syste`me{
x˙ = y − 2x2 − η + εf(x, y),
y˙ = −2xy + εg(x, y), (14)
ou` f et g sont des polynoˆmes de degre´ deux d’expressions :{
f(x, y) = a00 + a10x+ a01y + a20x
2 + a11xy + a02y
2,
g(x, y) = b00 + b10x+ b01y + b20x
2 + b11xy + b02y
2.
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On appelle ωε la 1-forme associe´e au syste`me (14) :
ωε =
1
ψ
dHη + ε(fdy − gdx) = ωη + ε(fdy − gdx).
Pour e´tudier l’apparition d’e´ventuels cycles limites, on calcule les fonctions de Melnikov
successives du syste`me (14). De l’annulation de ces fonctions, on de´duira des informations sur
le nombre de cycles limites apparaissant par de´formation des lignes de niveau de Hη ainsi que
certaines conditions pour lesquelles le syste`me reste a` centre.
Un tel syste`me a de´ja` fait l’objet d’une e´tude dans [4], dans laquelle la the´orie de Bautin
permet de montrer que la cyclicite´ de ce centre est 2.
5.1 Premie`re fonction de Melnikov
On introduit la 1-forme
ω = ψ(fdy − gdx),
telle que
ωε =
1
ψ
(Hη + ω).
On introduit e´galement les 1-formes diffe´rentielles e´le´mentaires implique´es dans l’expression
de ω
ωij =
xiyj
y3
dx et δij =
xiyj
y3
dy, 0 ≤ i+ j ≤ 2,
telles que
ω =
∑
0≤i+j≤2
aijδij − bijωij .
On commence par exprimer ces 1-formes a` l’aide de diffe´rentielles de fonctions et de la
diffe´rentielle dHη.
Lemme 5.1. On a les identite´s suivantes
δ00 = d
[
− 1
2y2
]
, δ10 =
x
y
dHη + d
[
− 2x
3y2
− 2x
3y
Hη
]
+
η
3
ω00,
δ01 = d
[
−1
y
]
, δ20 = − ln ydHη + d
[
Hη ln y − 1
y
+
η
4y2
]
,
δ11 = d
[
−x
y
]
+ ω02, δ02 = d[ln y],
ω10 =
3
2y
dHη + d
[
− 1
4y2
− 1
y
Hη
]
, ω01 =
2x
y
dHη + d
[
− x
3y2
− 4x
3y
Hη
]
+
2η
3
ω00,
ω20 =
2x
y
dHη + d
[
− 1
3y
− 4
3
x
y
Hη
]
+
η
6
ω00 +Hηω02,
ω11 =
(
1
2
− ln y
)
dHη + d
[
− 1
2y
+Hη ln y
]
.
Preuve : Certaines de ces relations sont imme´diates, pour les autres, on fait appel a` l’expression
de l’inte´grale premie`re Hη et celle de sa diffe´rentielle
Hη =
x2 − y + η/2
y2
,
dHη =
2x
y2
dx+
−2x2 + y − η
y3
dy =
2x
y2
dx− 1
y
(
2Hη +
1
y
)
dy,
5. Seconde e´tape de perturbation : recherche de cycles limites 79
et on trouve
δ10 = d
[
− x
2y2
]
+
1
2
ω01,
δ20 = d
[
−1
y
− εc
4y2
]
+Hεd[ln y] = − ln ydHε + d
[
Hε ln y − 1
y
− εc
4y2
]
,
ω10 =
1
2y
dHε + d
[
1
4y2
+
ε
6y3
]
+ d
[
− x
2
3y3
]
+
2
3
ω10,
ω20 =
(
1
y
Hε +
1
y2
+
εc
2y2
)
,
ω11 = d
[
x2
2y2
]
+ δ20.
Pour trouver l’expression de ω01, on part des identite´s
ω01 = d
[
x
y2
]
+
2x
y3
dy,
et ω00 = d
[
x
y3
]
+
3x
y4
dy,
d’ou`
ω01 − 2η
3
ω00 = d
[
x
y2
− 2ηx
3y3
]
+
2x
y
(
1
y2
− η
y3
)
dy
= d
[
x
y2
− 2ηx
3y3
]
+
2x
y
(
dHη − 2x
y2
dx+
2x2
y3
dy
)
=
2x
y
dHη + d
[
x
y2
− 2ηx
3y3
− 4x
3
3y3
]
=
2x
y
dHη + d
[
x
y
(
1
y
− 2η
3y2
− 4x
2
3y2
)]
=
2x
y
dHη + d
[
x
y
(
− 1
3y
− 4
3
Hη
)]
.

Ces de´compositions e´le´metaires fournissent une de´composition de ω :
Lemme 5.2. ω peut se de´composer sous la forme
ω = g1dHη + dR1 +N1,
ou`
g1(y) = −b11
2
+ c0 ln y − 3
2
b10
1
y
+ c1
x
y
,
R1(x, y,Hη) = c2
1
y
+ c3
1
y2
+ a02 ln y − a11x
y
+ c4
x
y2
+ b10
1
y
Hη − c0 ln yHη − 2
3
c1
x
y
Hη,
N1(x, y,Hη) = A1ω00 + (B1 + C1Hη)ω02,
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avec
c0 = b11 − a20, c1 = a10 − 2b01 − 2b20, c2 = 1
2
b11 − a01 − a20,
c3 =
1
4
(b10 − 2a00 + ηa20), c4 = −a10
2
− c1
6
,
A1 = −b00 + η
6
(3b20 + 2c1), B1 = a11 − b02, C1 = −b20.
Cette de´composition permet un calcul effectif de la premie`re fonction de Melnikov M1. Dans
cette optique, on montre au pre´alable le lemme suivant :
Lemme 5.3. Notons
Ik(h) =
∫ β(h)
α(h)
dx
yk
, k ≥ 1, h ∈
]
− 1
2η
, 0
[
,
on a
I1(h) =
π√
2η
Π1(
√
−h) et I3(h) = 3π
2
√
2η5/2
Π2(
√
−h),
avec
Π1(X) = 1−
√
2ηX et Π2(X) = 1− 2ηX2 = (1−
√
2ηX)(1 +
√
2ηX).
Preuve. Pour h fixe´ dans ]−1/2η, 0[ et y dans le segment [α(h), β(h)], x s’e´crit comme une
fonction de la variable y :
x(y) =
√
hy2 + y − η
2
, y ∈ [α(h), β(h)],
d’ou`
x′(y) =
2hy + 1
2
√
hy2 + y − η
2
, y ∈]α(h), β(h)[, h ∈
]
− 1
2η
, 0
[
.
Ces inte´grales curvilignes s’e´crivent comme des inte´grales ordinaires en la variable y unique-
ment
Ik(h) =
1
2
∫ β(h)
α(h)
2hy + 1
yk
√
hy2 + 2− η
2
dy, k ≥ 1.
On e´crit le trinoˆme hy2 + 2 − η
2
sous forme canonique pour en de´duire un changement de
variable ad hoc
hy2 + 2− η
2
= h
[(
y +
1
2h
)2
− ∆
4h2
]
= −∆
4h
[
1− 4h
2
∆
(
y +
1
2h
)2]
,
avec
∆ = 1 + 2ηh.
On introduit la variable
Y =
−2h√
∆
(
y +
1
2h
)
,
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pour laquelle on a les e´quivalences
y = α(h) ⇐⇒ Y = −1,
y = β(h) ⇐⇒ Y = 1.
Par conse´quent,
Ik(h) = −
√
−h∆(−2h)k−1
∫ 1
−1
Y
(
√
∆Y + 1)k
√
1− Y 2dY
= −
√
−h∆(−2h)k−1Jk(h), k ≥ 1,
ou` les inte´grales (Jk)k=1,3 peuvent eˆtre calcule´es par un changement de variable de type Y =
sinu :
J1(h) =
π(
√−2ηh− 1)√
∆
√−2ηh et J3(h) = −
3π
√
∆
2(−2ηh)5/2 ,
d’ou`
I1(h) =
π√
2η
(1−√2η√−h) et I3(h) = 6π∆
(2η)5/2
.

Proposition 5.4. La premie`re fonction de Melnikov M1 s’exprime sous forme d’un polynoˆme
de degre´ 3 en
√−h
M1(h) = P1(
√
−h),
ou`
P1(X) =
π√
2η5/2
(1−
√
2ηX)Q1(X),
et
Q1(X) = 2η
2C1X
2 − 3
√
2ηA1X − (3A1 + 2η2B1).
Preuve. Par de´finition, la premie`re fonction de Melnikov s’e´crit
M1(h) =−
∮
Hη=h
ω
=−
∮
Hη=h
g1dHη −
∮
Hη=h
dR1 −
∮
Hη=h
N1,
Il est clair que la premie`re inte´grale est identiquement nulle∮
Hη=h
g1dHη = 0.
Par ailleurs, pour η > 0 et h ∈]− 1/2η, 0[,
α(h) =
−1 +√1 + 2ηh
2h
=
1−√1 + 2ηh
−2h > 0,
si bien que les lignes de niveau {Hη = h} sont contenues dans le demi-plan {y > 0}. R1 e´tant
analytique sur ce demi-plan, on a e´galement∮
Hη=h
dR1 = 0.
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D’ou`
M1(h) =−
∮
Hη=h
N1
=−
∮
Hη=h
1
y3
[A1 +B1y
2 + C1hy
2]dx
=− 2
∫ β(h)
α(h)
1
y3
[A1 +B1y
2 + C1hy
2]dx
=− 2
[
A1
∫ β(h)
α(h)
dx
y3
+ (B1 + C1h)
∫ β(h)
α(h)
dx
y
]
=− 2[A1I3(h) + (B1 + C1h)I1(h)].
Finalement, le Lemme 5.3 assure que
M1(h) =− 2π
(2η)5/2
(1−
√
2η
√
−h)[4η2(B1 + C1h) + 6A1(1 +
√
2η
√
−h)]
=
π√
2η5/2
(1−
√
2η
√
−h)[2η2C1(
√
−h)2 − 3
√
2ηA1
√
−h− (3A1 + 2η2B1)],
ce qui ache`ve la preuve. 
Corollaire 5.5. M1 a au plus deux ze´ros dans l’intervalle ouvert ]−1/2η, 0[. Cette borne est
atteinte pour certains coefficients des fonctions f et g de la perturbation.
Preuve. La Proposition 5.4 fournit une expression de M1 comme polynoˆme de degre´ trois dont
−1/2η est une racine e´vidente. Par conse´quent, M1 a au plus deux ze´ros isole´s dans l’intervalle
ouvert ]−1/2η, 0[. En outre, les coefficients de Q1 sont clairement inde´pendants, ce qui assure
l’existence de fonctions de perturbation f et g pour lesquelles M1 a exactement deux ze´ros dis-
tincts. 
En d’autres termes, il existe des perturbations ge´ne´rant exactement deux cycles limites.
Exemple 5.6. Posons η = 0.1, ε = 0.01 et conside´rons les fonctions de perturbation suivantes
{
f(x, y) = 2x− 15.5xy,
g(x, y) = −0.105 + 1.9y − 2.5x2,
Nume´riquement, on s’aperc¸oit bien que la premie`re fonction de Melnikov M1 pre´sente deux
ze´ros isole´s dans l’intervalle ouvert ]−5, 0[.
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Fig. 7 – La premie`re fonction de Melnikov M1.
Le champ de vecteurs pre´sente ainsi deux cycles limites.
Fig. 8 – Le cycle limite attractif. Fig. 9 – Existence d’un cycle limite re´pulsif.
5.2 Seconde fonction de Melnikov
Si M1 est identiquement nulle, il faut e´tudier la seconde fonction de Melnikov M2. Ce cas de
figure se produit si et seulement si les conditions suivantes sont satisfaites

C1 = 0,
A1 = 0,
3A1 + 2η
2B1 = 0,
⇐⇒ A1 = B1 = C1 = 0.
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Dans ce cas, les coefficients des fonctions de perturbation f et g satisfont le syste`me

−6b00 + η(3b20 + 2c1) = 0,
a11 − b02 = 0,
b20 = 0,
⇐⇒


3b00 + η(2b01 − a10) = 0,
a11 = b02,
b20 = 0.
D’apre`s l’algorithme de Franc¸oise, la seconde fonction de Melnikov M2 s’e´crit
M2(h) = −
∮
Hη=h
g1ω.
Afin d’estimer M2, on de´compose la 1-forme g1ω en cherchant des fonctions analytiques g2,
R2 sur le demi-plan {y > 0} et une 1-forme diffe´rentielle N2 telles que
g1ω = g2dHη + dR2 +N2.
Faisant appel a` la de´composition de ω obtenue dans le Lemme 5.2 et le fait que
A1 = B1 = C1 = 0,
on a
g1ω = g
2
1dHε + g1dR1 + g1N1,
avec
N1 ≡ 0.
Le terme g21 contribue uniquement a` la fonction g2. Par conse´quent, il suffit d’e´tudier le
second terme. On le de´compose comme suit
g1dR1 = d
[
−b11
2
R1
]
+ g˜1dR˜1 + g˜1dRˆ1 + gˆ1dR˜1 + gˆ1dRˆ1,
avec
g˜1(y) = c0 ln y − 3
2
b10
1
y
, R˜1(y,Hη) = c2
1
y
+ c3
1
y2
+ a02 ln y + b10
1
y
Hη − c0 ln yHη,
gˆ1(x, y) = c1
x
y
, Rˆ1(x, y) = −a11x
y
+ c4
x
y2
− 2
3
c1
x
y
Hη.
5.2.1 De´composition de g˜1dR˜1
g˜1dR˜1 = F1(y) + F2(y,Hη),
ou`
F1(y) =
(
c0 ln y − 3
2
b10
1
y
)
d
[
c2
1
y
+ c3
1
y2
+ a02 ln y
]
,
F2(y,Hη) =
(
c0 ln y − 3
2
b10
1
y
)
d
[
b10
1
y
Hη − c0 ln yHη
]
,
On pose
Lm,n(y) =
lnm y
yn
, m, n ∈ N,
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et
θk,l,m,n =
lnm y
yn
d
[
Hε
lnky
yl
]
,
= Lm,nd [HεLk,l] , k, l,m, n ∈ N.
F1 et F2 s’e´crivent alors
F1(y) =
[
c0 (a02L1,1 − c1L1,2 − 2c2L1,3) + 3
2
b10 (−a02L0,2 + c1L0,3 + 2c2L0,4)
]
dy,
F2(y,Hη) = c0 (b10θ0,1,1,0 − c0θ1,0,1,0)− 3
2
b10 (b10θ0,1,0,1 − c0θ1,0,0,1) .
On a les lemmes suivants :
Lemme 5.7. Soient m,n ∈ N, il existe des coefficients (λi,n)0≤i≤m, tels que
Lm,n(y)dy =


d
[
lnm+1 y
m+ 1
]
= dLm+1,0(y), si n = 1,
d
[
1
yn−1
m∑
i=0
λi,n ln
i y
]
= d
[
m∑
i=0
λi,nLi,n−1(y)
]
, sinon.
Preuve. Le cas n = 1 est imme´diat. Le second se de´montre aise´ment par re´currence sur l’entier
m. En effet, on a
lnm
yn
dy = d
[ −1
n− 1
lnm y
yn−1
]
+
m
n− 1
lnm−1
yn
dy.

De ce fait, tous les termes de F1 sont de type Li,j pour 0 ≤ i ≤ 1 et 1 ≤ j ≤ 4. Ils s’inte`grent
sous forme de fonctions Li,j pour 0 ≤ i ≤ 2 et 0 ≤ j ≤ 3. Leurs contributions n’apparaˆıssent que
dans la fonction R2.
Dans la suite, on pose
σi,j = HεLi,jdy, µi,j = Li,jdHε et νi,j = d [HεLi,j ] , pour i, j ∈ N.
Remarquons que l’on a
µi,j = θ0,0,i,j et νi,j = θi,j,0,0.
Lemme 5.8. Soient (p, q) ∈ N×N∗, la 1-forme σp,q s’exprime a` l’aide de combinaisons line´aires
des 1-formes µi,j et νi,j, avec
0 ≤ i ≤ p et j = q − 1, si q > 1,
i = p+ 1 et j = 0, si q = 1.
Preuve. On utilise le lemme pre´ce´dent.
Si q = 1 :
σp,1 = Hεd
[
lnp+1
p+ 1
]
= d
[
Hε
lnp+1 y
p+ 1
]
− ln
p+1 y
p+ 1
dHε
=
νp+1,0
p+ 1
− µp+1,0
p+ 1
.
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Si q 6= 1 : il existe des coefficients (λi,q)0≤i≤p pour lesquels
σp,q = Hεd
[
1
yq−1
p∑
i=0
λi,q ln
i y
]
=
p∑
i=0
λi,qHεd
[
lni y
yq−1
]
=
p∑
i=0
λi,q
(
d
[
Hε
lni y
yq−1
]
− ln
i y
yq−1
dHε
)
=
p∑
i=0
λi,q (µi,q−1 − νi,q−1) ,
d’ou` le re´sultat. 
Lemme 5.9. Soient k, l,m, n ∈ N, la 1-forme θk,l,m,n s’exprime a` l’aide de combinaisons li-
ne´aires des 1-formes µi,j et νi,j, pour 0 ≤ i ≤ m+ k et j = n+ l.
Preuve. On observe que
θk,l,m,n =
lnm+k y
yn+l
dHε + kHε
lnm+k−1 y
yn+l+1
dy − lHε ln
m+k y
yn+l+1
dy
= µm+k,n+l + k σm+k−1,n+l+1 − l σm+k,n+l+1.
• Si n = l = 0, alors le lemme pre´ce´dent pour “q = n+ l + 1 = 1” donne
θk,0,m,0 = µm+k,0 + kσm+k−1,1 =
1
m+ k
(mµm+k,0 + kνm+k,0) .
• Si n + l ≥ 1, alors n + l + 1 > 1, et on conclut en faisant appel au cas “q > 1” du lemme
pre´ce´dent. 
Corollaire 5.10. On a les identite´s suivantes
θ0,1,1,0 = ln yd
[
Hη
y
]
= −1
y
dHη + d
[
ln y
y
Hη +
Hη
y
]
,
θ1,0,0,1 =
1
y
d [ln yHη] =
(
1
y
+
ln y
y
)
dHη + d
[
−Hη
y
]
,
θ1,0,1,0 = ln yd [ln yHη] =
1
2
ln2 ydHη + d
[
1
2
ln2 yHη
]
,
θ0,1,0,1 =
1
y
d
[
Hη
y
]
=
1
2y2
dHη + d
[
Hη
2y2
]
.
Par conse´quent,
F2(y,Hη) =
[
1
2
b10c0
1
y
+
3
2
b10c0
ln y
y
− 1
2
c20 ln
2 y − 3
4
b210
1
y2
]
dHη
+ d
[
b10c0
Hη
y
(
ln y − 1
2
)
− 1
2
c20Hη ln
2 y − 3
4
b210
Hη
y2
]
,
et
g˜1dR˜1 =
[
1
2
b10c0
1
y
+
3
2
b10c0
ln y
y
− 1
2
c20 ln
2 y − 3
4
b210
1
y2
]
dHη + d [ ] , (15)
ou` d[ ] est la diffe´rentielle d’une fonction analytique sur le demi-plan {y > 0} dont l’expression
importe peu pour les calculs ulte´rieurs. Dans la suite, on adoptera de`s que possible cette notation
pour alle´ger les expressions.
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5.2.2 De´composition de g˜1dRˆ1
g˜1dRˆ1 =
(
c0 ln y − 3
2
b10
1
y
)
d
[
−a11x
y
+ c4
x
y2
− 2
3
c1
x
y
Hη.
]
= − a11c0 ln yd
[
x
y
]
+ c0c4 ln yd
[
x
y2
]
− 2
3
c0c1 ln yd
[
x
y
Hη
]
+
3
2
a11b10
1
y
d
[
x
y
]
− 3
2
b10c4
1
y
d
[
x
y2
]
+ b10c1
1
y
d
[
x
y
Hη
]
.
Le traitement de g˜1dRˆ1 de´coule du re´sultat suivant.
Lemme 5.11. On a les identite´s
ln y d
[
x
y
]
= d
[
x
y
(ln y + 1)
]
− ω02,
ln y d
[
x
y2
]
= −x
y
dHη + d
[
x
y2
(
ln y +
2
3
)
+
2x
3y
Hη
]
− η
3
ω00,
1
y
d
[
x
y
]
=
x
y
dHη + d
[
x
3y2
− 2x
3y
Hη
]
+
η
3
ω00,
1
y
d
[
x
y2
]
= d
[
2x
3y3
]
+
1
3
ω00.
Preuve. On utilise la formule de la diffe´rentielle d’un produit de fonctions et on trouve
ln y d
[
x
y
]
= d
[
x
y
ln y
]
− δ11,
ln y d
[
x
y2
]
= d
[
x
y2
ln y
]
− δ10,
1
y
d
[
x
y
]
= d
[
x
y2
]
+ δ10,
et
1
y
d
[
x
y2
]
=
1
y3
dx− 2x
y4
dy =
2
3
d
[
x
y3
]
+
1
3
ω00.

En utilisant ce lemme, on obtient
g˜1dRˆ1 =
(
−2
3
c0c1
x
y
ln y + b10c1
x
y2
)
dHη −
(
a11c0 +
2
3
c0c1Hη
)(
d
[
x
y
(ln y + 1)
]
− ω02
)
+ c0c4
(
−x
y
dHη + d
[
x
y2
(
ln y +
2
3
)
+
2x
3y
Hη
]
− η
3
ω00
)
+
(
3
2
a11b10 + b10c1Hη
)(
x
y
dHη + d
[
x
3y2
− 2x
3y
Hη
]
+
η
3
ω00
)
− 3
2
b10c4
(
d
[
2x
3y3
]
+
1
3
ω00
)
,
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g˜1dRˆ1 =
(
−2
3
c0c1
x
y
ln y + b10c1
x
y2
)
dHη + d
[
−
(
a11c0 +
2
3
c0c1Hη
)
x
y
(ln y + 1)
]
+
2
3
c0c1
x
y
(ln y + 1)dHη +
(
a11c0 +
2
3
c0c1Hη
)
ω02
− c0c4x
y
dHη + d
[
c0c4
x
y2
(
ln y +
2
3
)
+
2
3
c0c4
x
y
Hη
]
− η
3
c0c4ω00
+
(
3
2
a11b10 + b10c1Hη
)
x
y
dHη + d
[(
3
2
a11b10 + b10c1Hη
)(
x
3y2
− 2x
3y
Hη
)]
− b10c1
(
x
3y2
− 2x
3y
Hη
)
dHη +
(
3
2
a11b10 + b10c1Hη
)
η
3
ω00
+ d
[
−b10c4 x
y3
]
− 1
2
b10c4ω00,
g˜1dRˆ1 =
[(
2
3
c0c1 − c0c4 + 3
2
a11b10
)
x
y
+
5
3
b10c1Hη
x
y
+
2
3
b10c1
x
y2
]
dHη + d [ ]
+
(
−η
3
c0c4 +
η
2
a11b10 − 1
2
b10c4 +
η
3
b10c1Hη
)
ω00 +
(
a11c0 +
2
3
c0c1Hη
)
ω02. (16)
5.2.3 De´composition de gˆ1dR˜1
gˆ1dR˜1 = c1
x
y
d
[
c2
1
y
+ c3
1
y2
+ a02 ln y + b10
1
y
Hη − c0 ln yHη
]
=
(
b10c1
x
y2
− c0c1x
y
ln y
)
dHη + (c1c2 + b10c1Hη)
x
y
d
[
1
y
]
+ (a02c1 − c0c1Hη) x
y
d [ln y] + c1c3
x
y
d
[
1
y2
]
.
Lemme 5.12. On a les identite´s
x
y
d
[
1
y
]
= −δ10 = −x
y
dHη + d
[
2x
3y2
+
2x
3y
Hη
]
− η
3
ω00,
x
y
d [ln y] = δ11 = d
[
−x
y
]
+ ω02,
x
y
d
[
1
y2
]
= d
[
2x
3y3
]
− 2
3
ω00.
D’ou`
gˆ1dR˜1 =
(
b10c1
x
y2
− c0c1x
y
ln y
)
dHη − (c1c2 + b10c1Hη) x
y
dHη
+ d
[
(c1c2 + b10c1Hη)
(
2x
3y2
+
2x
3y
Hη
)]
− b10c1
(
2x
3y2
+
2x
3y
Hη
)
dHη
− η
3
(c1c2 + b10c1Hη)ω00
+ d
[
− (a02c1 − c0c1Hη) x
y
]
− c0c1x
y
dHη + (a02c1 − c0c1Hη)ω02
+ d
[
2
3
c1c3
x
y3
]
− 2
3
c1c3ω00,
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gˆ1dR˜1 =
[
(−c0c1 − c1c2)x
y
− 5
3
b10c1Hη
x
y
− c0c1x
y
ln y +
1
3
b10c1
x
y2
]
dHη + d [ ]
+
(
−η
3
c1c2 − 2
3
c1c3 − η
3
b10c1Hη
)
ω00 + (a02c1 − c0c1Hη)ω02. (17)
5.2.4 De´composition de gˆ1dRˆ1
gˆ1dRˆ1 = c1
x
y
d
[
−a11x
y
+ c4
x
y2
− 2
3
c1
x
y
Hη
]
=− 2
3
c21
x2
y2
dHη +
(
−a11c1 − 2
3
c21Hη
)
x
y
d
[
x
y
]
+ c1c4
x
y
d
[
x
y2
]
.
Lemme 5.13. On a les identite´s
x
y
d
[
x
y
]
= d
[
x2
2y2
]
,
x
y
d
[
x
y2
]
= − 1
2y
dHη + d
[
3
4y2
− η
3y3
+
Hη
y
]
.
D’ou`
gˆ1dRˆ1 =− 2
3
c21
x2
y2
dHη + d
[(
−a11c1 − 2
3
c21Hη
)
x2
2y2
]
+
1
3
c21
x2
y2
dHη − 1
2
c1c4
1
y
dHη
+ d
[
c1c4
(
3
4y2
− η
3y3
+
Hη
y
)]
,
soit
gˆ1dRˆ1 =
(
−1
3
c21
x2
y2
− 1
2
c1c4
1
y
)
dHη + d [ ] . (18)
Finalement, on trouve la de´composition souhaite´e de g1ω :
Lemme 5.14. La 1-forme g1ω peut se de´composer sous la forme
g1ω = g2dHη + dR2 +N2,
ou`
g2(y) =
b211
4
+
1
2
(3b10b11 + b10c0 − c1c4) 1
y
+
3
2
b210
1
y2
− b11c0 ln y − 3
2
b10c0
ln y
y
+
1
2
c20 ln
2 y
+
(
−c0c1 − c1c2 − c0c4 + 3
2
a11b10 − b11c1
)
x
y
+ c0c1
x
y
ln y − 2b10c1 x
y2
+
2
3
c21
x2
y2
,
R2 est une fonction analytique de x, y et Hη sur le demi-plan {y > 0},
N2 = A2ω00 + (B2 + C2Hη)ω02,
avec
A2 = −η
3
c0c4 +
η
2
a11b10 − 1
2
b10c4 − η
3
c1c2 − 2
3
c1c3,
B2 = a11c0 + a02c1, C2 = −1
3
c0c1.
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Preuve. En tenant compte des re´sultats pre´ce´dents, on a
g2 = g
2
1 + g¯2,
ou` g¯2 provient de la contribution de g1dR1 :
g¯2(x, y) =
1
2
(b10c0 − c1c4) 1
y
− 3
4
b210
1
y2
+
3
2
b10c0
ln y
y
− 1
2
c20 ln
2 y
+
(
−c0c1 − c1c2 − c0c4 + 3
2
a11b10
)
x
y
− c0c1x
y
ln y + b10c1
x
y2
− 1
3
c21
x2
y2
,
et
g21(y) =
b211
4
+
3
2
b10b11
1
y
+
9
4
b210
1
y2
− b11c0 ln y − 3b10c0 ln y
y
+ c20 ln
2 y
− b11c1x
y
+ 2c0c1
x
y
ln y − 3b10c1 x
y2
+ c21
x2
y2
.
Pour calculer N2, on utilise les de´compositions de g˜1dR˜1, g˜1dRˆ1, gˆ1dR˜1 et gˆ1dRˆ1 calcule´es
en (15), (16), (17) et (18) respectivement. 
En utilisant l’expression de N2 du Lemme 5.14,
M2(h) =−
∮
Hη=h
N2
=− 2
∫ β(h)
α(h)
1
y3
[A2 +B2y
2 + C2hy
2]dx
=− 2[A2I3(h) + (B2 + C2h)I1(h)],
avec
I1(h) =
π√
2η
(1−√2η√−h) et I3(h) = 3π
2
√
2η5/2
(1 + 2ηh).
On en de´duit :
Proposition 5.15. La seconde fonction de MelnikovM2 s’exprime comme un polynoˆme de degre´
3 en
√−h
M2(h) = P2(
√
−h),
ou`
P2(X) =
π√
2η5/2
(1−
√
2ηX)Q2(X),
et
Q2(X) = 2η
2C2X
2 − 3
√
2ηA2X − (3A2 + 2η2B2).
De cette proposition re´sulte le corollaire suivant, dont la preuve est analogue a` celle du
Corollaire 5.5.
Corollaire 5.16. M2 a au plus deux ze´ros dans l’intervalle ouvert ]−1/2η, 0[. Cette borne est
atteinte pour certains coefficients des fonctions de la perturbation.
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5.3 Troisie`me fonction de Melnikov
La seconde fonction de Melnikov est identiquement nulle si et seulement si

C2 = 0,
A2 = 0,
3A2 + 2η
2B2 = 0,
⇐⇒ A2 = B2 = C2 = 0,
ce qui se traduit par le syste`me de conditions portant sur les coefficients des fonctions f et g de
la perturbation : 

−η
3
c0c4 +
η
2
a11b10 − 1
2
b10c4 − η
3
c1c2 − 2
3
c1c3 = 0,
a11c0 + a02c1 = 0,
−1
3
c0c1 = 0,
⇐⇒


2ηc0c4 − 3ηa11b10 + 3b10c4 + 2ηc1c2 + 4c1c3 = 0,
a11c0 + a02c1 = 0,
c0c1 = 0.
Les deux dernie`res e´quations de ce syste`me engendrent trois cas :
Si c0 = c1 = 0, la premie`re e´quation est e´quivalente a`
b10(c4 − ηa11) = 0.
Si c0 = a02 = 0, elle est e´quivalente a`
3b10(c4 − ηa11) + 2c1(2c3 + ηc2) = 0.
Si c1 = a11 = 0, elle est e´quivalente a`
a10(3b10 + 2ηc0) = 0.
Finalement, on est amene´ a` conside´rer cinq cas :
(i) c0 = c1 = b10 = 0,
(ii) c1 = c4 = a11 = 0,
(iii) c0 = c1 = c4 − ηa11 = 0,
(iv) c1 = a11 = 3b10 + 2ηc0 = 0,
(v) c0 = a02 = 3b10(c4 − ηa11) + 2c1(2c3 + ηc2) = 0.
5.3.1 Cas c0 = c1 = b10 = 0
D’apre`s le Lemme 5.2,
g1 = −b11
2
,
soit
ω = d
[
−b11
2
Hη +R1
]
, and ωε =
1
ψ
d
[(
1− b11
2
ε
)
Hη + εR1
]
,
si bien que le syste`me perturbe´ (14) est lui meˆme inte´grable, d’inte´grale premie`re
Hε =
(
1− b11
2
ε
)
Hη + εR1,
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et de facteur inte´grant associe´ ψ. Pour de telles perturbations, le the´ore`me de Poincare´-Lyapounov
(cf. Introduction, The´ore`me 1.10) assure que la singularite´ demeure un centre pour des valeurs
du parame`tre ε assez petites. Il s’en suit la nullite´ de la troisie`me fonction de Melnikov
M3 ≡ 0,
et meˆme la nullite´ de toutes les fonctions de Melnikov :
∀ k ≥ 2, Mk ≡ 0,
ce que nous montrerons dans la suite.
Pour les autres cas, nous avons besoin de l’expression de la troisie`me fonction de Melni-
kov M3 :
M3(h) = −
∮
Hη=h
g2ω.
Pour calculer cette inte´grale curviligne, nous recherchons une de´composition de g2ω sous la
forme
g2ω = g3dHη + dR3 +N3,
ou` g3, R3 sont des fonctions analytiques sur le demi-plan {y > 0} et N3 est une 1-forme.
Donc l’expression de M3 se re´duit a` nouveau a`
M3(h) = −
∮
Hη=h
N3.
En faisant appel a` la de´composition de ω obtenue dans le Lemme 5.2, on trouve
g2ω = g1g2dHη + g2dR1 + g2N1.
Dans la mesure ou`
N1 ≡ 0,
il suffit d’e´tudier le terme g2dR1.
5.3.2 Cas c1 = c4 = a11 = 0
Les fonctions g2 et R1 de´pendent uniquement de y et Hη,
g2(y) =
b211
4
+
1
2
(3b10b11 + b10c0)
1
y
+
3
2
b210
1
y2
− b11c0 ln y − 3
2
b10c0
ln y
y
+
1
2
c20 ln
2 y,
R1(y,Hη) = c2
1
y
+ c3
1
y2
+ a02 ln y + b10
1
y
Hη − c0 ln yHη.
Par conse´quent, la de´composition de g2ω n’apporte aucune contribution a` N3, si bien que
N3 ≡ 0,
et par voie de conse´quence
M3 ≡ 0.
En fait, nous montrerons par la suite que lorsque de telles conditions sur c1, c4 et a11 sont
satisfaites, toutes les fonctions de Melnikov d’ordre supe´rieur sont identiquement nulles.
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5.3.3 Cas c0 = c1 = c4 − ηa11 = 0
Les fonctions g2 et R1 s’e´crivent
g2(x, y) =
b211
4
+
3
2
b10b11
1
y
+
3
2
b210
1
y2
+
3
2
a11b10
x
y
,
R1(x, y,Hη) = c2
1
y
+ c3
1
y2
+ a02 ln y − a11x
y
+ ηa11
x
y2
+ b10
1
y
Hη.
On pose
g2dR1 = d
[
b211
2
R1
]
+ g˜2dR˜1 + g˜2dRˆ1 + gˆ2dR˜1 + gˆ2dRˆ1,
avec
g˜2(y) =
3
2
b10
(
b11
1
y
+ b10
1
y2
)
, R˜2(y,Hη) = c2
1
y
+ c3
1
y2
+ a02 ln y + b10
1
y
Hη,
gˆ2(x, y) =
3
2
a11b10
x
y
, Rˆ2(x, y) = −a11x
y
+ ηa11
x
y2
.
(a) De´composition de g˜2dR˜1
g˜2dR˜1 = G
1
1(y) +G
1
2(y,Hη),
avec
G11(y) =
3
2
b10
(
b11
1
y
+ b10
1
y2
)
d
[
c2
1
y
+ c3
1
y2
+ a02 ln y
]
,
G12(y,Hη) =
3
2
b10
(
b11
1
y
+ b10
1
y2
)
d
[
b10
1
y
Hη
]
.
Il est clair que G11 peut s’e´crire comme la diffe´rentielle d’une fonction, de meˆme que F1
pre´ce´demment. La seule contribution a` g3 et N3 est apporte´e par G
1
2 :
G12(y,Hη) =
3
2
b210 (b11θ0,1,0,1 + b10θ0,1,0,2) .
Lemme 5.17. On a les identite´s suivantes
θ0,1,0,1 =
1
2y2
dHη + d
[
Hη
2y2
]
,
θ0,1,0,2 =
2
3y3
dHη + d
[
Hη
3y3
]
.
D’ou`
G12(y,Hη) =
3
2
b210
(
b11
2
1
y2
dHη + b11d
[
Hη
2y2
]
+
2b10
3
1
y3
dHη + b10d
[
Hη
3y3
])
,
= b210
(
3
4
b11
1
y2
+ b10
1
y3
)
dHη + d
[
b210Hη
(
3
4
b11
1
y2
+
b10
2
1
y3
)]
,
et
g˜2dR˜1 = b
2
10
(
3
4
b11
1
y2
+ b10
1
y3
)
dHη + d [ ] . (19)
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(b) De´composition de g˜2dRˆ1
g˜2dRˆ1 =
3
2
b10
(
b11
1
y
+ b10
1
y2
)
d
[
−a11x
y
+ ηa11
x
y2
]
=
3
2
b10a11
(
−b11 1
y
d
[
x
y
]
+ ηb11
1
y
d
[
x
y2
]
− b10 1
y2
d
[
x
y
]
+ ηb10
1
y2
d
[
x
y2
])
.
Lemme 5.18. On a les identite´s suivantes
1
y2
d
[
x
y
]
= d
[
x
3y3
]
+
2
3
ω00,
1
y2
d
[
x
y2
]
= d
[
x
2y4
]
+
dx
2y4
,
η
dx
y4
=
(
− 5x
3y2
+
10x
3y
Hη
)
dHη + d
[
x
3y3
+
2x
3y2
Hη − 4x
3y
H2η
]
+
1
3
(5 + 2ηHη)ω00.
Preuve.
1
y2
d
[
x
y
]
= ω00 − x
y4
dy = ω00 + d
[
x
3y3
]
− 1
3
ω00,
1
y2
d
[
x
y2
]
=
dx
y4
− 2x
y5
dy =
dx
y4
+ d
[
x
2y4
]
− dx
2y4
.
Pour l’expression de
dx
y4
, on a
dx
y4
= d
[
x
y4
]
+
4x
y5
dy,
ω00 = d
[
x
y3
]
+
3x
y4
dy,
soit
3η
dx
y4
− 4ω00 = d
[
3η
x
y4
− 4 x
y3
]
+ 12
x
y2
(
η
y3
− 1
y2
)
dy
= d
[
3η
x
y4
− 4 x
y3
]
+ 12
x
y2
(
−dHη + 2x
y2
dx− 2x
2
y3
dy
)
= d
[
3η
x
y4
− 4 x
y3
]
− 12 x
y2
dHη + 24
x2
y4
dx− 24x
3
y5
dy.
D’autre part,
d
[
x3
y4
]
=
3x2
y4
dx− 4x
3
y5
dy,
x2
y4
dx =
x
2y2
× 2x
y2
dx =
x
2y2
dHη +Hηδ10 +
x
2y4
dy
=
x
2y2
dHη +
x
y
HηdHη + d
[
− 2x
3y2
Hη − 2x
3y
H2η
]
+
(
2x
3y2
+
2x
3y
Hη
)
dHη
+
η
3
Hηω00 +
1
6
ω00 + d
[
− x
6y3
]
=
(
7x
6y2
+
5x
3y
Hη
)
dHη + d
[
− x
6y3
− 2x
3y2
Hη − 2x
3y
H2η
]
+
η
3
Hηω00 +
1
6
ω00,
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si bien que
3η
dx
y4
− 4ω00 = d
[
3η
x
y4
− 4 x
y3
]
− 12 x
y2
dHη + 6
x2
y4
dx+ d
[
6x3
y4
]
=
(
−5x
y2
+
10x
y
Hη
)
dHη + d
[
3η
x
y4
− 5x
y3
+
6x3
y4
− 4x
y2
Hη − 4x
y
H2η
]
+ (1 + 2ηHη)ω00.
Au final,
3η
x
y4
− 5x
y3
+
6x3
y4
− 4x
y2
Hη − 4x
y
H2η = 3η
x
y4
− 5x
y3
+
6x
y2
(
Hη +
1
y
− η
2y2
)
− 4x
y2
Hη − 4x
y
H2η
=
x
y3
+
2x
y2
Hη − 4x
y
H2η ,
d’ou` le re´sultat. 
D’apre`s les Lemmes 5.11 et 5.18, on a
g˜2dRˆ1 =
3
2
b10a11
[
−b11
(
x
y
dHη +
η
3
ω00
)
+
η
3
b11ω00
−2
3
b10ω00 +
b10
2
(
− 5x
3y2
+
10x
3y
Hη
)
dHη +
b10
6
(5 + 2ηHη)ω00
]
+ d [ ] ,
soit
g˜2dRˆ1 =
3
2
b10a11
(
−b11x
y
− 5
6
b10
x
y2
+
5
3
b10
x
y
Hη
)
dHη +
1
4
a11b
2
10 (1 + 2ηHη)ω00 + d [ ] . (20)
(c) De´composition de gˆ2dR˜1
gˆ2dR˜1 =
3
2
a11b10
x
y
d
[
c2
1
y
+ c3
1
y2
+ a02 ln y + b10
1
y
Hη
]
=
3
2
a11b10
(
b10
x
y2
dHη + (c2 + b10Hη)
x
y
d
[
1
y
]
+ c3
x
y
d
[
1
y2
]
+ a02
x
y
d [ln y]
)
.
Lemme 5.19. On a les identite´s
x
y
d [ln y] = d
[
−x
y
]
+ ω02,
x
y
d
[
1
y
]
= −x
y
dHη + d
[
2x
3y2
+
2x
3y
Hη
]
− η
3
ω00,
x
y
d
[
1
y2
]
= d
[
2x
3y3
]
− 2
3
ω00.
Preuve. Il suffit juste de remarquer que :
x
y
d [ln y] = δ11,
x
y
d
[
1
y
]
= −δ10,
x
y
d
[
1
y2
]
= −2x
y4
dy = d
[
2x
3y3
]
− 2
3y3
dx.

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Ainsi,
gˆ2dR˜1 =
3
2
a11b10
{
b10
x
y2
dHη − (c2 + b10Hη)x
y
dHη
+ d
[
(c2 + b10Hη)
(
2x
3y2
+
2x
3y
Hη
)]
− b10
(
2x
3y2
+
2x
3y
Hη
)
dHη
−(c2 + b10Hη)η
3
ω00 + d
[
c3
2x
3y3
]
− 2
3
c3ω00 + d
[
−a02x
y
]
+ a02ω02
}
,
gˆ2dR˜1 =
1
2
a11b10
(
−3c2x
y
+ b10
x
y2
− 5b10x
y
Hη
)
dHη + d [ ]
− a11b10
(
c3 +
η
2
c2 +
η
2
b10Hη
)
ω00 +
3
2
a11a02b10ω02. (21)
(d) De´composition de gˆ2dRˆ1
gˆ2dRˆ1 =
3
2
a11b10
x
y
d
[
−a11x
y
+ ηa11
x
y2
]
=
3
2
a211b10
(
−x
y
d
[
x
y
]
+ η
x
y
d
[
x
y2
])
.
Lemme 5.20. On a les identite´s
x
y
d
[
x
y
]
= d
[
x2
2y2
]
,
x
y
d
[
x
y2
]
= − 1
2y
dHη + d
[
3
4y2
− η
3y3
+
1
y
Hη
]
.
Preuve. La premie`re est e´vidente. Pour la seconde, on trouve
x
y
d
[
x
y2
]
= ω10 − 2x
y4
dy = ω10 + d
[
2x2
3y3
]
− 4
3
ω10
=− 1
3
ω10 + d
[
2
3y
(
Hη +
1
y
− η
2y2
)]
=− 1
2y
dHη + d
[
3
4y2
− η
3y3
+
1
y
Hη
]
.

Par conse´quent,
gˆ2dRˆ1 = −3
4
a211b10
1
y
dHη + d [ ] . (22)
Finalement, on trouve la de´composition de g2ω suivante :
Lemme 5.21. La 1-forme g2ω peut se de´composer sous la forme
g2ω = g3dHη + dR3 +N3,
avec
g3(x, y) = −b
3
11
8
+
d1
y
+
d2
y2
+
d3
y3
+ d4
x
y
+ d5
x
y2
,
R3 est une fonction analytique sur le demi-plan {y > 0},
N3 = A
1
3ω00 +B
1
3ω02,
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et
d1 = −3
8
b10(2a
2
11 + 3b
2
11), d2 = −
9
4
b210b11, d3 = −
5
4
b310,
d4 = −3
4
a11b10(3b11 + 2c2), d5 = −3a11b210,
A13 =
1
4
a11b10(b10 − 2ηc2 − 4c3), B13 =
3
2
a11a02b10.
Preuve. On a
g3 = g1g2 + g¯3,
ou` g¯3 est la contribution de g˜2dR˜1, g˜2dRˆ1, gˆ2dR˜1 et gˆ2dRˆ1 :
g3 =
(
−b11
2
− 3
2
b10
1
y
)(
b211
4
+
3
2
b10b11
1
y
+
3
2
b210
1
y2
+
3
2
a11b10
x
y
)
+ b210
(
3
4
b11
1
y2
+ b10
1
y3
)
+
3
2
b10a11
(
−b11x
y
− 3
2
b10
x
y2
+ b10Hη
x
y
)
− 3
2
a11b10c2
x
y
+
1
2
a11b
2
10
x
y2
− 5
2
a11b
2
10Hη
x
y
− 3
4
a211b10
1
y
=− b
3
11
8
− 3
8
b10(2a
2
11 + 3b
2
11)
1
y
− 9
4
b210b11
1
y2
− 5
4
b310
1
y3
− 3
4
a11b10(3b11 + 2c2)
x
y
− 3a11b210
x
y2
.
L’expression de N3 est obtenue a` partir des de´compositions (19), (20), (21) et (22). 
En utilisant l’expression de N3,
M3(h) =−
∮
Hη=h
N3
=− 2
∫ β(h)
α(h)
1
y3
[A13 +B
1
3y
2]dx
=− 2[A13I3(h) +B13I1(h)],
on en de´duit la proposition suivante et son corollaire :
Proposition 5.22. La troisie`me fonction de Melnikov M3 s’exprime comme un polynoˆme de
degre´ 2 en
√−h
M3(h) = P
1
3 (
√
−h),
ou`
P 13 (X) =
π√
2η5/2
(1−
√
2ηX)Q13(X),
et
Q13(X) = −3
√
2ηA13X − (3A13 + 2η2B13).
Corollaire 5.23. M3 a au plus un ze´ro dans l’intervalle ouvert ]−1/2η, 0[. Cette borne est
atteinte pour certains coefficients des fonctions de la perturbation.
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5.3.4 Cas c1 = a11 = 3b10 + 2ηc0 = 0
Les fonctions g2 et R1 valent alors
g2(x, y) =
b211
4
− η
3
c0(3b11 + c0)
1
y
+
2
3
η2c20
1
y2
− b11c0 ln y + ηc20
ln y
y
+
1
2
c20 ln
2 y − c0c4x
y
,
R1(x, y,Hη) = c2
1
y
+ c3
1
y2
+ a02 ln y − 2
3
ηc0Hη
1
y
− c0Hη ln y + c4 x
y2
.
Posons
g2dR1 = d
[
b211
4
R1
]
+ g˜2dR˜1 + g˜2dRˆ1 + gˆ2dR˜1 + gˆ2dRˆ1,
avec
g˜2(y) = −η
3
c0(3b11 + c0)
1
y
+
2
3
η2c20
1
y2
− b11c0 ln y + ηc20
ln y
y
+
1
2
c20 ln
2 y, gˆ2(x, y) = −c0c4x
y
,
R˜1(y,Hη) = c2
1
y
+ c3
1
y2
+ a02 ln y − 2
3
ηc0Hη
1
y
− c0Hη ln y, Rˆ1(x, y) = c4 x
y2
.
On ne s’inte´resse ici qu’aux contributions de ces termes pour la 1-forme N3. On appelle
˜˜N3,
ˆ˜N3,
˜ˆ
N3 et
ˆˆ
N3 les contributions respectives de g˜2dR˜1, g˜2dRˆ1, gˆ2dR˜1 et gˆ2dRˆ1.
(a) Calcul de ˜˜N3
g˜2dR˜1 = G
2
1(y) +G
2
2(y,Hη),
avec
G21(y) = g˜2 d
[
c2
1
y
+ c3
1
y2
+ a02 ln y
]
,
G22(y,Hη) = g˜2 d
[
−2
3
ηc0Hη
1
y
− c0Hη ln y
]
.
Il est clair que G21 peut s’e´crire comme la diffe´rentielle d’une fonction. Par ailleurs, G
2
2 e´tant
combinaison line´aire des 1-formes θi,j,k,l, il vient :
˜˜N3 ≡ 0.
(b) Calcul de ˆ˜N3
g˜2dRˆ1 =
(
−η
3
c0(3b11 + c0)
1
y
+
2
3
η2c20
1
y2
− b11c0 ln y + ηc20
ln y
y
+
1
2
c20 ln
2 y
)
d
[
c4
x
y2
]
= c0c4
{
−η
3
(3b11 + c0)
1
y
d
[
x
y2
]
+
2
3
η2c0
1
y2
d
[
x
y2
]
−b11 ln yd
[
x
y2
]
+ ηc0
ln y
y
d
[
x
y2
]
+
1
2
c0 ln
2 yd
[
x
y2
]}
.
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Lemme 5.24. On a les identite´s
1
y
d
[
x
y2
]
= d [ ] +
1
3
ω00,
1
y2
d
[
x
y2
]
= ( ) dHη + d [ ] +
1
6η
(5 + 2ηHη)ω00,
ln y d
[
x
y2
]
= ( )dHη + d [ ]− η
3
ω00,
ln y
y
d
[
x
y2
]
= d [ ]− 2
9
ω00 +
1
3
ln y ω00,
ln2 y d
[
x
y2
]
= ( )dHη + d [ ]− 4η
9
ω00 − 2η
3
ln y ω00 − 4
3
Hηω02.
Preuve. Les trois premie`res identite´s ont de´ja` e´te´ de´montre´es dans les Lemmes 5.11 et 5.18.
Pour les deux dernie`res, on trouve :
ln y
y
d
[
x
y2
]
=
ln y
y3
dx− 2x
y4
ln ydy
=
ln y
y3
dx+ d
[
2x
9y3
(3 ln y + 1)
]
− 2
9y3
(3 ln y + 1)dx
= d [ ]− 2
9
ω00 +
1
3
ln y ω00,
et
ln2 y d
[
x
y2
]
=
ln2 y
y2
dx− 2x
y3
ln2 ydy
=
ln2 y
y2
dx+ d
[
x
2y2
(
2 ln2 y + 2 ln y + 1
)]− ln2 y
y2
dx− ln y
y2
dx− 1
2y2
dx
= d[ ]−
(
ln y +
1
2
)
ω01
= ( )dHη + d[ ]− ln yd
[
− x
3y2
− 4x
3y
Hη
]
− η
3
ω00 − 2η
3
ln y ω00
= ( )dHη + d[ ] +
1
3
ln yd
[
x
y2
]
+
4
3
Hη ln yd
[
x
y
]
− η
3
ω00 − 2η
3
ln y ω00
= ( )dHη + d[ ]− 4η
9
ω00 − 2η
3
ln y ω00 − 4
3
Hηω02,
d’apre`s le Lemme 5.11. 
Ainsi,
ˆ˜N3 = c0c4
[
−η
3
(3b11 + c0)× 1
3
ω00 +
2
3
η2c0 × 1
6η
(5 + 2ηHη)ω00 − b11 ×
(
−η
3
)
ω00
+ηc0 ×
(
−2
9
ω00 +
1
3
ln y ω00
)
+
1
2
c0 ×
(
−4η
9
ω00 − 2η
3
ln y ω00 − 4
3
Hηω02
)]
=
2
9
c20c4Hη
(
η2ω00 − 3ω02
)
.
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(c) Calcul de
˜ˆ
N3
gˆ2dR˜1 =− c0c4x
y
d
[
c2
1
y
+ c3
1
y2
+ a02 ln y − 2
3
ηc0Hη
1
y
− c0Hη ln y
]
=− c0c4
{(
c2 − 2
3
ηc0Hη
)
x
y
d
[
1
y
]
+ c3
x
y
d
[
1
y2
]
+ (a02 − c0Hη)x
y
d[ln y]
−c0
(
2ηx
3y2
+
x
y
ln y
)
dHη
}
.
D’apre`s le Lemme 5.19, on a
˜ˆ
N3 =− c0c4
[(
c2 − 2
3
ηHη
)
×
(
−η
3
)
ω00 + c3 ×
(
−2
3
)
ω00 + (a02 − c0Hη)ω02
]
=− c0c4
[(
−η
3
c2 − 2
3
c3 +
2
9
η2c0Hη
)
ω00 + (a02 − c0Hη)ω02
]
.
(d) Calcul de
ˆˆ
N3
gˆ2dRˆ1 = −c0c4x
y
d
[
c4
x
y2
]
= −c0c24
x
y
d
[
x
y2
]
.
D’apre`s le Lemme 5.20,
ˆˆ
N3 ≡ 0.
Finalement,
N3 =
˜˜N3 +
ˆ˜N3 +
˜ˆ
N3 +
ˆˆ
N3,
et les calculs pre´ce´dents fournissent la de´composition de g2ω :
Lemme 5.25. La 1-forme g2ω peut se de´composer sous la forme
g2ω = g3dHη + dR3 +N3,
ou` g3 et R3 sont des fonctions analytiques sur le demi-plan {y > 0} et
N3 = A
2
3ω00 + (B
2
3 + C
2
3Hη)ω02,
avec
A23 =
c0c4
3
(ηc2 + 2c3), B
2
3 = −a02c0c4, C23 =
c20c4
3
.
On en de´duit la proposition suivante et son corollaire :
Proposition 5.26. La troisie`me fonction de Melnikov M3 s’exprime comme un polynoˆme de
degre´ 3 en
√−h
M3(h) = P
2
3 (
√
−h),
ou`
P 23 (X) =
π√
2η5/2
(1−
√
2ηX)Q23(X),
et
Q23(X) = 2η
2C23X
2 − 3
√
2ηA23X − (3A23 + 2η2B23).
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Preuve. On utilise l’expression de M3 ainsi que celle de N3 fournie par le lemme pre´ce´dent :
M3(h) =−
∮
Hη=h
N3
=− 2
∫ β(h)
α(h)
1
y3
[A23 + (B
2
3 + C
2
3Hη)y
2]dx
=− 2[A23I3(h) + (B23 + C23h)I1(h)],
avec
I1(h) =
π√
2η
(1−√2η√−h) et I3(h) = 3π
2
√
2η5/2
(1 + 2ηh),
d’ou` l’expression annonce´e pour M3. 
Corollaire 5.27. M3 a au plus deux ze´ros dans l’intervalle ouvert ]−1/2η, 0[. Cette borne est
atteinte pour certains coefficients des fonctions de la perturbation.
5.3.5 Cas c0 = a02 = 3b10(c4 − ηa11) + 2c1(2c3 + ηc2) = 0
Dans ce cas, les fonctions g2 et R1 s’e´crivent
g2(x, y) =
b211
4
+
2
3
c21Hη +
(
3
2
b10b11 − 1
2
c1c4 +
2
3
c21
)
1
y
+
(
3
2
b210 −
η
3
c21
)
1
y2
+
(
−c1c2 + 3
2
a11b10 − b11c1
)
x
y
− 2b10c1 x
y2
,
R1(x, y,Hη) = c2
1
y
+ c3
1
y2
− a11x
y
+ c4
x
y2
+ b10Hη
1
y
− 2
3
c1Hη
x
y
.
Posons
g2dR1 = d
[(
b211
4
+
2
3
c21Hη
)
R1
]
− 2
3
c21R1dHη + g˜2dR˜1 + g˜2dRˆ1 + gˆ2dR˜1 + gˆ2dRˆ1,
avec
g˜2(y) = d1
1
y
+ d2
1
y2
, gˆ2(x, y) = d3
x
y
+ d4
x
y2
,
R˜1(y,Hη) = c2
1
y
+ c3
1
y2
+ b10Hη
1
y
, Rˆ1(x, y) = −a11x
y
+ c4
x
y2
− 2
3
c1Hη
x
y
,
ou`
d1 =
3
2
b10b11 − 1
2
c1c4 +
2
3
c21, d2 =
3
2
b210 −
η
3
c21,
d3 = −c1c2 + 3
2
a11b10 − b11c1, d4 = −2b10c1.
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(a) De´composition de g˜2dR˜1
g˜2dR˜1 = G
3
1(y) +G
3
2(y,Hη).
G31 s’e´crit comme la diffe´rentielle d’une fonction. L’autre terme se traite comme suit :
G32(y,Hη) =
(
d1
1
y
+ d2
1
y2
)
d
[
b10Hη
1
y
]
= b10
(
d1
1
y2
+ d2
1
y3
)
dHη − b10Hη
(
d1
y3
+
d2
y4
)
dy
= b10
(
d1
1
y2
+ d2
1
y3
)
dHη + d [ ]− b10
(
d1
2y2
+
d2
3y3
)
dHη
= b10
(
d1
2y2
+
2d2
3y3
)
dHη + d[ ],
d’ou`
g˜2dR˜1 = b10
(
d1
2y2
+
2d2
3y3
)
dHη + d[ ].
(b) De´composition de g˜2dRˆ1
g˜2dRˆ1 =
(
d1
1
y
+ d2
1
y2
)
d
[
−a11x
y
+ c4
x
y2
− 2
3
c1Hη
x
y
]
=− d1
(
a11 +
2
3
c1Hη
)
1
y
d
[
x
y
]
+ c4d1
1
y
d
[
x
y2
]
− d2
(
a11 +
2
3
c1Hη
)
1
y2
d
[
x
y
]
+ c4d2
1
y2
d
[
x
y2
]
− 2
3
c1
x
y
(
d1
1
y
+ d2
1
y2
)
dHη
=− d1
(
a11 +
2
3
c1Hη
)
x
y
dHη + d[ ] +
2
3
c1d1
(
x
3y2
− 2x
3y
Hη
)
dHη
− d1
(
a11 +
2
3
c1Hη
)
× η
3
ω00 + c4d1 × 1
3
ω00 +
2
3
c1d2
x
3y3
dHη
− d2
(
a11 +
2
3
c1Hη
)
× 2
3
ω00 + c4d2
1
2η
(
− 5x
3y2
+
10x
3y
Hη
)
dHη
+ c4d2
1
6η
(5 + 2ηHη)ω00 − 2
3
c1
(
d1
x
y2
+ d2
x
y3
)
dHη
=
(
−a11d1x
y
− 10
9
c1d1
x
y
Hη − 4
9
c1d1
x
y2
+
5
3η
c4d2
x
y
Hη − 5
6η
c4d2
x
y2
− 4
9
c1d2
x
y3
)
dHη
+ d[ ] +
[
1
6η
(−2a11d1η2 + 2ηc4d1 − 4ηa11d2 + 5c4d2)
+
1
9
(−2ηc1d1 − 4c1d2 + 3c4d2)Hη
]
ω00,
d’apre`s les Lemmes 5.11 et 5.18.
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(c) De´composition de gˆ2dR˜1
gˆ2dR˜1 =
(
d3
x
y
+ d4
x
y2
)
d
[
c2
1
y
+ c3
1
y2
+ b10Hη
1
y
]
= d3(c2 + b10Hη)
x
y
d
[
1
y
]
+ c3d3
x
y
d
[
1
y2
]
+ d4(c2 + b10Hη)
x
y2
d
[
1
y
]
+ c3d4
x
y2
d
[
1
y2
]
+ b10
(
d3
x
y2
+ d4
x
y3
)
dHη.
Lemme 5.28. On a les identite´s
x
y2
d
[
1
y
]
= d
[
x
3y3
]
− 1
3
ω00,
x
y2
d
[
1
y2
]
= d
[
x
2y4
]
− 1
2
dx
y4
.
Les Lemmes 5.18, 5.19 et 5.28 assurent que
gˆ2dR˜1 =− d3(c2 + b10Hη)x
y
dHη + d[ ]− b10d3
(
2x
3y2
+
2x
3y
Hη
)
dHη
+ d3(c2 + b10Hη)×
(
−η
3
ω00
)
+ c3d3 ×
(
−2
3
ω00
)
− 1
3
b10d4
x
y3
dHη
+ d4(c2 + b10Hη)×
(
−1
3
ω00
)
+ c3d4
(
5
6η
x
y2
− 5
3η
x
y
Hη
)
dHη
− 1
6η
c3d4(5 + 2ηHη)ω00 + b10
(
d3
x
y2
+ d4
x
y3
)
dHη
=
(
−c2d3x
y
− 5
3
b10d3
x
y
Hη +
1
3
b10d3
x
y2
− 5
3η
c3d4
x
y
Hη +
5
6η
c3d4
x
y2
+
2
3
b10d4
x
y3
)
dHη
+ d[ ] +
[(
−η
3
c2d3 − 2
3
c3d3 − 1
3
c2d4 − 5
6η
c3d4
)
+
(
−η
3
b10d3 − 1
3
b10d4 − 1
3
c3d4
)
Hη
]
ω00.
(d) De´composition de gˆ2dRˆ1
gˆ2dRˆ1 =
(
d3
x
y
+ d4
x
y2
)
d
[
−a11x
y
+ c4
x
y2
− 2
3
c1Hη
x
y
]
=− d3
(
a11 +
2
3
c1Hη
)
x
y
d
[
x
y
]
+ c4d3
x
y
d
[
x
y2
]
− d4
(
a11 +
2
3
c1Hη
)
x
y2
d
[
x
y
]
+ c4d4
x
y2
d
[
x
y2
]
− 2
3
c1
(
d3
x2
y2
+ d4
x2
y3
)
dHη.
Lemme 5.29. On a les identite´s
x
y2
d
[
x
y
]
=
1
2y
dHη + d
[
1
4y2
− η
6y3
]
,
x
y2
d
[
x
y2
]
= d
[
x2
2y4
]
.
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Preuve.
x
y2
d
[
x
y
]
=
x
y3
dy − x
2
y4
dy =
1
2y
(
2x
y2
dx− 2x
y3
dy
)
=
1
2y
(
dHη − 1
y2
dy +
η
y3
dy
)
=
1
2y
dHη − 1
2y3
dy +
η
2y4
dy
=
1
2y
dHη + d
[
1
4y2
− η
6y3
]
.
La seconde est imme´diate. 
On trouve alors
gˆ2dRˆ1 = d[ ] +
2
3
c1d3
x2
2y2
dHη − 1
2
c4d3
1
y
dHη − 1
2
d4
(
a11 +
2
3
c1Hη
)
1
y
dHη
+
2
3
c1d4
(
1
4y2
− η
6y3
)
dHη − 2
3
c1
(
d3
x2
y2
+ d4
x2
y3
)
dHη
=
(
−1
2
c4d3
1
y
− 1
2
a11d4
1
y
− c1d4Hη 1
y
+
5
6
c1d4
1
y2
− 4η
9
c1d4
1
y3
− 1
3
c1d3
x2
y2
)
dHη + d[ ].
Ces re´sultats permettent d’obtenir la de´composition de g2ω :
Lemme 5.30. La 1-forme g2ω peut se de´composer sous la forme
g2ω = g3dHη + dR3 +N3,
ou` g3 et R3 sont des fonctions analytiques sur le demi-plan {y > 0} et
N3 = A
3
3ω00,
avec
A33 =
1
4η
b10c4(b10 − 2ηc2 − 4c3) + 1
18η
(ηc1c4 + 6b10c3)(3ηa11 − c1 − 3c4).
Preuve. Les calculs pre´ce´dents montrent que
N3 =
[
1
6η
(−2η2a11d1 + 2ηc4d1 − 4a11d2 + 5c4d2 − 2η2c2d3 − 2ηc2d4 − 4c3d3 − 5c3d4)
+
1
9
(−2ηc1d1 − 4c1d2 + 3c4d2 − 3ηb10d3 − 3b10d4 − 3c3d4)Hη
]
ω00.
D’autre part, si on remplace les coefficients d1, d2, d3 et d4 par leurs expressions respectives,
il vient :
− 2ηc1d1 − 4c1d2 + 3c4d2 − 3ηb10d3 − 3b10d4 − 3c3d4
=− 2ηc1
(
3
2
b10b11 − 1
2
c1c4 +
2
3
c21
)
+ (3c4 − 4c1)
(
3
2
b210 −
η
3
c21
)
− 3ηb10
(
−c1c2 + 3
2
a11b10 − b11c1
)
− 3(b10 + c3)(−2b10c1)
=− 3ηb10b11c1 + ηc21c4 −
4
3
ηc31 − 6b210c1 +
4
3
ηc31 +
9
2
b210 − ηc21c4
+ 3ηb10c1c2 − 9
2
ηb210a11 + 3ηb10b11c1 + 6b
2
10c1 + 6b10c1c3
=
3
2
b10 [3b10(c4 − ηa11) + 2c1(2c3 + ηc2)] = 0,
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et
− 2η2a11d1 + 2ηc4d1 − 4a11d2 + 5c4d2 − 2η2c2d3 − 2ηc2d4 − 4c3d3 − 5c3d4
= 2η(c4 − ηa11)(d1 + 2d2) + c4d2 − 2(2c3 + ηc2)(ηd3 + d4)− c3d4
=
(
3b10(c4 − ηa11) + 2c1(2c3 + ηc2)
)
(ηb11 + 2b10 + ηc2)
− 3ηb10c2c4 + 3
2
b210c4 + 2b10c1c3 + η
2a11c1c4 − ηc1c24 −
η
3
c21c4 − 6ηa11b10c3
=
3
2
b10c4(b10 − 2ηc2) + 2b10c3(c1 − 3ηa11) + η
3
c1c4(3ηa11 − c1 − 3c4)
=
3
2
b10c4(b10 − 2ηc2 − 4c3) + 1
3
(ηc1c4 + 6b10c3)(3ηa11 − c1 − 3c4),
d’ou` le re´sultat annonce´. 
On en de´duit :
Proposition 5.31. La troisie`me fonction de Melnikov M3 s’exprime comme un polynoˆme de
degre´ 1 en h
M3(h) = P
3
3 (h),
ou`
P 33 (X) =
3A33π√
2η5/2
(1 + 2ηX),
Corollaire 5.32. M3 n’a aucun ze´ro dans l’intervalle ouvert ]−1/2η, 0[.
5.4 Fonctions de Melnikov d’ordre supe´rieur
5.4.1 Cas c0 = c1 = b10 = 0
Dans ce cas, il est possible de montrer que toutes les fonctions d’ordre supe´rieur sont iden-
tiquement nulles.
Proposition 5.33. Supposons que
(i) la premie`re fonction de Melnikov s’annule identiquement,
(ii) c0 = c1 = b10 = 0.
Alors, pour tout entier k ≥ 1, on a les de´compositions successives :
gkω = gk+1dHη + dRk+1 +Nk+1,
ou`
gk+1 = g
k+1
1 =
(
−b11
2
)k+1
,
Rk+1 est une fonction analytique sur le demi-plan {y > 0},
Nk+1 ≡ 0.
Preuve. On raisonne par re´currence sur l’entier k, k ≥ 1. Pour k = 1, le re´sultat est une
conse´quence imme´diate des hypothe`ses de la proposition et de la de´composition trouve´e dans le
Lemme 5.14.
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On suppose le re´sultat vrai au rang k, k ≥ 1. Par de´finition de gk+1, Rk+1 et Nk+1, on a la
relation
gk+1dHη + dRk+1 +Nk+1 = gkω = g1gkdHη + gkdR1 + gkN1.
D’apre`s l’hypothe`se au rang k pour gk et l’hypothe`se au rang un pour N1, on trouve
gkω = g1gkdHη + d [gkR1] ,
si bien que
gk+1 = g1gk = g
k+1
1 et Nk+1 ≡ 0,
d’ou` le re´sultat. 
On en de´duit le corollaire suivant sur l’annulation des fonctions de Melnikov :
Corollaire 5.34. Supposons que,
(i) la premie`re fonction de Melnikov s’annule identiquement,
(ii) c0 = c1 = b10 = 0.
Alors, toutes les fonctions de Melnikov s’annulent identiquement :
∀ k ≥ 1, Mk ≡ 0.
Preuve. Pour k ≥ 1, l’algorithme de Franc¸oise fournit l’expression de Mk+1 sous la forme,
Mk+1(h) = −
∮
Hη=h
gkω.
En y substituant la de´composition pre´ce´dente de gkω (k ≥ 1) , on trouve le re´sultat souhaite´,
a` savoir
Mk+1(h) = −
∮
Hη=h
Nk+1 ≡ 0, ∀ k ≥ 1.

5.4.2 Cas c1 = c4 = a11 = 0
Dans ce cas, il est e´galement possible de montrer que toutes les fonctions d’ordre supe´rieur
sont identiquement nulles.
Proposition 5.35. Supposons que
(i) la premie`re fonction de Melnikov est identiquement nulle,
(ii) c1 = c4 = a11 = 0.
Alors, pour tout entier k ≥ 1, on a les de´compositions successives :
gkω = gk+1dHη + dRk+1 +Nk+1,
ou`
gk+1 est une fonction de la variable y uniquement et s’exprime comme combinaison
line´aire des fonctions (Li,j)0≤i+j≤k+1,
Rk+1 est une fonction analytique sur le demi-plan {y > 0},
Nk+1 ≡ 0.
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Preuve. On raisonne par re´currence sur l’entier k, k ≥ 1. Le re´sultat est imme´diat pour g2. De
plus, par hypothe`se,
c1 = c4 = a11 = 0,
ce qui assure l’annulation de M2 et de fait celle des coefficients A2, B2 et C2 apparaissant dans
la de´composition obtenue dans le Lemme 5.14. D’ou`
N2 ≡ 0.
On suppose le re´sultat vrai au rang k, k ≥ 1. Par de´finition de gk+1, Rk+1 et Nk+1, on a la
relation
gk+1dHη + dRk+1 +Nk+1 = gkω = g1gkdHη + gkdR1 + gkN1.
Le terme g1gk contribue uniquement a` gk+1 et ne contient que des fonctions de type (Li,j)0≤i+j≤k+1.
D’autre part, l’hypothe`se
M1 ≡ 0
assure que
N1 ≡ 0.
Il ne reste plus qu’a` e´tudier gkdR1. En tenant compte des contraintes d’annulation des
coefficients c1, c4 et a11, R1 ne de´pend plus de la variable x :
R1(y,Hη) = c2
1
y
+ c3
1
y2
+ a02 ln y + b10
1
y
Hη − c0 ln yHη.
En outre, l’hypothe`se de re´currence sur k assure que gk est combinaison line´aire des fonctions
(Lm,n)0≤m+n≤k. Ainsi, par line´arite´, il suffit de traiter le cas d’une seule fonction Lm,n :
Lm,ndR1 =− c2Lm,n+2dy − 2c3Lm,n+3dy + a02Lm,n+1dy + b10θ0,1,m,n − c0θ1,0,m,n
=(a02Lm,n+1 − c2Lm,n+2 − 2c3Lm,n+3) dy + b10θ0,1,m,n − c0θ1,0,m,n,
ou`
(a02Lm,n+1 − c2Lm,n+2 − 2c3Lm,n+3) dy
s’exprime comme la diffe´rentielle d’une combinaison line´aire de fonctions Li,j et contribue a` la
diffe´rentielle dRk+1 (Lemme 5.7).
D’apre`s le Lemme 5.9, θ0,1,m,n s’exprime comme combinaison line´aire des 1-formes µi,j et νi,j
pour 0 ≤ i ≤ m et j = n+ 1, soit
0 ≤ i+ j ≤ m+ n+ 1 ≤ k + 1,
et θ1,0,m,n s’exprime comme combinaison line´aire des 1-formes µi,j et νi,j pour 0 ≤ i ≤ m+ 1 et
j = n, soit
0 ≤ i+ j ≤ m+ 1 + n ≤ k + 1.
Tous ces termes ne contribuent qu’aux expressions des fonctions gk+1 et Rk+1 de la de´com-
position souhaite´e. Par conse´quent,
Nk+1 ≡ 0,
ce qui termine la de´monstration. 
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Corollaire 5.36. Supposons que,
(i) la premie`re fonction de Melnikov est identiquement nulle,
(ii) c1 = c4 = a11 = 0.
Alors toutes les fonctions de Melnikov s’annulent identiquement :
∀ k ≥ 1, Mk ≡ 0.
Sous les hypothe`ses du the´ore`me, la singularite´ demeure un centre pour le syste`me perturbe´
qui est de ce fait inte´grable (cf. Introduction, The´ore`me 1.10). On ne peut ne´anmoins pas en
donner une inte´grale premie`re.
5.4.3 Cas c0 = c1 = c4 − ηa11 = 0
Lemme 5.37. La troisie`me fonction de Melnikov M3 s’annule identiquement si et seulement si
l’une des conditions est satisfaite :
a11 = 0 ou b10 = 0 ou a02 = b10 − 2ηc2 − c4 = 0.
Preuve. D’apre`s la Proposition 5.22, M3 s’annule identiquement si et seulement si
A13 = B
1
3 = 0,
d’ou` les trois cas annonce´s. 
Cas a11 = 0 : En combinant cette condition avec les pre´ce´dentes, on obtient
c1 = c4 = a11 = 0,
cas que nous venons juste de traiter et pour lequel toutes les fonctions de Melnikov d’ordre
supe´rieur s’annulent identiquement.
Cas b10 = 0 : On a
c0 = c1 = b10 = 0,
cas pour lequel nous avons montre´ pre´ce´demment que le syste`me perturbe´ est inte´grable, d’in-
te´grale premie`re
Hε =
(
1− b11
2
ε
)
Hη + εR1
et de facteur inte´grant ψ.
Cas a02 = b10 − 2ηc2 − c4 = 0 :
g3 = −b
3
11
8
+
d1
y
+
d2
y2
+
d3
y3
+ d4
x
y
+ d5
x
y5
,
R1 =
c2
y
+
1
4
(b10 − 2ηc2) 1
y2
+ b10Hη
1
y
− a11x
y
+ ηa11
x
y2
,
avec
d1 = −3
8
b10(2a
2
11 + 3b
2
11), d2 = −
9
4
b210b11, d3 = −
5
4
b310,
d4 = −3
4
a11b10(3b11 + 2c2), d5 = −3a11b210.
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Posons
g3dR1 = d
[−b311
8
R1
]
+ g˜3dR˜1 + g˜3dRˆ1 + gˆ3dR˜1 + gˆ3dRˆ1,
avec
g˜3(y) =
d1
y
+
d2
y2
+
d3
y3
, gˆ3(x, y) = d4
x
y
+ d5
x
y2
,
R˜1(y,Hη) =
c2
y
+
1
4
(b10 − 2ηc2) 1
y2
+ b10Hη
1
y
, Rˆ1(x, y) = −a11x
y
+ ηa11
x
y2
.
Dans ce cas, on recherche l’expression de la 1-forme N4. On appelle
˜˜N4,
ˆ˜N4,
˜ˆ
N4 et
ˆˆ
N4 les
contributions respectives de g˜3dR˜1, g˜3dRˆ1, gˆ3dR˜1 et gˆ3dRˆ1.
(a) Calcul de ˜˜N4 On sait d’ores et de´ja` que
˜˜N4 ≡ 0.
(b) Calcul de ˆ˜N4
g˜3dRˆ1 =
(
d1
y
+
d2
y2
+
d3
y3
)
d
[
−a11x
y
+ ηa11
x
y2
]
= a11
{
−d1 1
y
d
[
x
y
]
− d2 1
y2
d
[
x
y
]
− d3 1
y3
d
[
x
y
]
+ηd1
1
y
d
[
x
y2
]
+ ηd2
1
y2
d
[
x
y2
]
+ ηd3
1
y3
d
[
x
y2
]}
.
Lemme 5.38. On a les identite´s
1
y3
d
[
x
y
]
= d
[
x
4y4
]
+
3
4
dx
y4
,
1
y3
d
[
x
y2
]
= d
[
2x
5y5
]
+
3
5
dx
y5
,
η
dx
y5
= − 5x
3y3
dHη + d[ ] +
7
4
dx
y4
+
4
3
Hηω00.
Preuve. On utilise le meˆme proce´de´ que dans le Lemme 5.18 :
1
y3
d
[
x
y
]
=
dx
y4
− x
y5
dy = d
[
x
4y4
]
+
3
4
dx
y4
,
1
y3
d
[
x
y2
]
=
dx
y5
− 2x
y6
dy = d
[
2x
5y5
]
+
3
5
dx
y5
.
Pour trouver l’expression de
dx
y5
, on e´crit
dx
y5
= d
[
x
y5
]
+
5x
y6
dy,
dx
y4
= d
[
x
y4
]
+
4x
y5
dy,
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soit
4η
dx
y5
− 5dx
y4
= d [ ] +
20x
y3
(
η
y3
− 1
y2
)
dy
= d [ ] +
20x
y3
(
−dHη + 2x
y2
dx− 2x
2
y3
dy
)
=− 20x
y3
dHη + d [ ] +
40x2
y5
dx− 40x
3
y6
dy.
D’autre part,
d
[
x3
y5
]
=
3x2
y5
dx− 5x
3
y6
dy,
x2
y5
dx =
x
2y3
× 2x
y2
dx =
x
2y3
dHη +
x
y4
Hηdy +
x
2y5
dy
=
x
2y3
dHη + d[ ] +
x
3y3
dHη +
1
3
Hηω00 +
dx
8y4
=
5x
6y3
dHη + d[ ] +
1
3
Hηω00 +
dx
8y4
,
si bien que
4η
dx
y5
− 5dx
y4
=− 20x
y2
dHη + d [ ] + 16× x
2
y5
dx
=− 20x
3y3
dHη + d [ ] +
16
3
Hηω00 + 2
dx
y4
,
d’ou` le re´sultat annonce´. 
En faisant appel aux Lemmes 5.11, 5.18 et 5.38, on trouve
ˆ˜N4 = a11
[
−d1 × η
3
ω00 − d2 × 2
3
ω00 − d3 × 1
4η
(5 + 2ηHη)ω00 + ηd1 × 1
3
ω00
+ηd2 × 1
6η
(5 + 2ηHη)ω00 + ηd3 × 3
5η
(
7
12η
(5 + 2ηHη)ω00 +
4
3
Hηω00
)]
= a11
[(
d2
6
+
d3
2η
)
+
(η
3
d2 + d3
)
Hη
]
ω00
=
a11
6η
(ηd2 + 3d3)(1 + 2ηHη)ω00.
(c) Calcul de
˜ˆ
N4
gˆ3dR˜1 =
(
d4
x
y
+ d5
x
y2
)
d
[
c2
y
+
1
4
(b10 − 2ηc2) 1
y2
+ b10Hη
1
y
]
= d4
(
(c2 + b10Hη)
x
y
d
[
1
y
]
+
1
4
(b10 − 2ηc2)x
y
d
[
1
y2
])
+ d5
(
(c2 + b10Hη)
x
y2
d
[
1
y
]
+
1
4
(b10 − 2ηc2) x
y2
d
[
1
y2
])
+ ( )dHη + d[ ].
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Les Lemmes 5.19 et 5.28 assurent alors que
˜ˆ
N4 = d4
[
(c2 + b10Hη)×
(
−η
3
ω00
)
+
1
4
(b10 − 2ηc2)×
(
−2
3
ω00
)]
+ d5
[
(c2 + b10Hη)×
(
−1
3
ω00
)
+
1
4
(b10 − 2ηc2)×
(
− 1
6η
(5 + 2ηHη)ω00
)]
=
[(
−η
3
c2d4 − 1
6
b10d4 +
η
3
c2d4 − 1
3
c2d5 − 5
24η
b10d5 +
5
12
c2d5
)
+
(
−η
3
b10d4 − 1
3
b10d5 − 1
12
b10d5 +
η
6
c2d5
)
Hη
]
ω00
=
1
24η
(2ηc2d5 − 4ηb10d4 − 5b10d5) (1 + 2ηHη)ω00.
(d) Calcul de
ˆˆ
N4
gˆ3dRˆ1 = (d4 + d5Hη)
x
y
d
[
−a11x
y
+ ηa11
x
y2
]
= a11(d4 + d5Hη)
(
−x
y
d
[
x
y
]
+ η
x
y
d
[
x
y2
])
= ( )dHη + d[ ],
d’apre`s le Lemme 5.20.
D’ou`
ˆˆ
N4 ≡ 0.
Par conse´quent,
N4 =
ˆ˜N4 +
˜ˆ
N4,
=
1
24η
[4a11(ηd2 + 3d3) + (2ηc2d5 − 4ηb10d4 − 5b10d5)] (1 + 2ηHη)ω00,
=
1
24η
[
4a11
(
−9
4
ηb210b11 + 3×
(
−5
4
)
b310
)
+ 2ηc2(−3a11b210)
−4ηb10
(
−3
4
a11b10(3b11 + 2c2)
)
− 5b10 × (−3a11b210)
]
(1 + 2ηHη)ω00,
= 0.
Ces calculs fournissent une de´composition de g3ω :
Lemme 5.39. La 1-forme g3ω peut se de´composer sous la forme
g3ω = g4dHη + dR4,
ou` g4 et R4 sont des fonctions analytiques sur le demi-plan {y > 0}.
On en de´duit imme´diatement :
Proposition 5.40. La quatrie`me fonction de Melnikov M4 est identiquement nulle :
M4(h) ≡ 0.
Le calcul des fonctions de Melnikov d’ordre supe´rieur devient fastidieux. Dans la prochaine
partie on donne ne´anmoins la nature alge´brique des 1-formes (Nk+1)k≥3 et de ce fait celle des
fonctions de Melnikov en ge´ne´ral.
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5.4.4 Cas c1 = a11 = 3b10 + 2ηc0 = 0
D’apre`s la Proposition 5.26, la troisie`me fonction de Melnikov M3 s’annule identiquement si
et seulement si
A23 = B
2
3 = C
2
3 = 0 ⇐⇒ c0c4 = 0 ⇐⇒ c0 = 0 ou c4 = 0.
Si c0 = 0, on a affaire au cas inte´grable c0 = c1 = b10 = 0.
Si c4 = 0, on est dans la situation ou` c1 = c4 = a11 = 0, pour laquelle on a montre´ que toutes
les fonctions de Melnikov d’ordre supe´rieur s’annulent identiquement.
5.4.5 Cas c0 = a02 = 3b10(c4 − ηa11) + 2c1(2c3 + ηc2) = 0
La condition d’annulation de M3
9b10c4(b10 − 2ηc2 − 4c3) + 2(ηc1c4 + 6b10c3)(3ηa11 − c1 − 3c4) = 0
n’est pas tre`s maniable. Par conse´quent, on ne poursuit pas le calcul des fonctions de Melnikov
d’ordre supe´rieur.
5.5 Synthe`se des re´sultats
5.5.1 Un re´sultat alge´brique
Dans les cas
c0 = c1 = c4 − ηa11 = a02 = b10 − 2ηc2 − c4 = 0, (23)
et
c0 = a02 = 3b10(c4 − ηa11) + 2c1(2c3 + ηc2)
= 9b10c4(b10 − 2ηc2 − 4c3) + 2(ηc1c4 + 6b10c3)(3ηa11 − c1 − 3c4) = 0, (24)
nous avons mis un terme au calcul des fonctions de Melnikov d’ordre supe´rieur. Afin de de´termi-
ner la forme ge´ne´rale de ces dernie`res, on introduit les fonctions (rm,n)m,n≥0 et (sm,n)m≥0,n≥1,
ainsi que les 1-formes diffe´rentielles (τk)k≥1 comme suit :
rm,n(y,Hη) =
1
yn
Hmη ,
sm,n(x, y,Hη) =
x
yn
Hmη = x rm,n(y,Hη),
τk =
dx
yk
.
Signalons que par de´finition :
τ1 = ω02, τ2 = ω01 et τ3 = ω00.
Lemme 5.41. Pour tout entier k, k ≥ 3, on a l’identite´
ητk+1 = −k + 1
k − 1s0,k−1dHη + d[ ] +
2k − 1
k
τk +
2(k − 2)
k − 1 Hητk−1.
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Preuve. Nous avons d’ores et de´ja` montre´ ce re´sultat pour les cas k = 3 et k = 4 dans les
Lemmes 5.18 et 5.38. La preuve pour k ≥ 5 suit le meˆme sche´ma.
On e´crit
τk+1 = d
[
x
yk+1
]
+ (k + 1)
x
yk+2
dy,
τk = d
[
x
yk
]
+ k
x
yk+1
dy,
soit
kητk+1 − (k + 1)τk = d [ ] + k(k + 1) x
yk−1
(
η
y3
− 1
y2
)
dy
= d [ ] + k(k + 1)
x
yk−1
(
−dHη + 2x
y2
dx− 2x
2
y3
dy
)
=− k(k + 1)s0,k−1dHη + d [ ] + 2k(k + 1) x
2
yk+1
dx− 2k(k + 1) x
3
yk+2
dy.
D’autre part,
d
[
x3
yk+1
]
=
3x2
yk+1
dx− (k + 1) x
3
yk+2
dy,
x2
yk+1
dx =
x
2yk−1
× 2x
y2
dx =
1
2
s0,k−1dHη +
x
yk
Hηdy +
x
2yk+1
dy
=
1
2
s0,k−1dHη + d[ ] +
1
k − 1s0,k−1dHη +
Hη
k − 1τk−1 +
1
2k
τk
=
k + 1
2(k − 1)s0,k−1dHη + d[ ] +
Hη
k − 1τk−1 +
1
2k
τk,
si bien que
kητk+1 − (k + 1)τk = −k(k + 1)
k − 1 s0,k−1dHη + d [ ] +
2k(k − 2)
k − 1 Hητk−1 + (k − 2)τk,
d’ou` le re´sultat. 
Corollaire 5.42. Pour tout entier k, k ≥ 3, il existe un polynoˆme Tk tel que
τk = ( )dHη + d[ ] + Tk(Hη)ω00.
Preuve. Les cas k = 3 et k = 4 on e´te´ traite´s dans les Lemmes 5.18 et 5.38. Pour k ≥ 5, c’est
une conse´quence imme´diate du Lemme 5.41. 
Proposition 5.43. Conside´rons les deux cas (23) et (24). Pour tout entier k, k ≥ 1, on a les
de´compositions suivantes
gkω = gk+1dHη + dRk+1 +Nk+1,
ou` gk+1 est une combinaison line´aire de fonctions (rm,n)m,n≥0 et (sm,n)m≥0,n≥1,
Rk+1 est une fonction analytique du demi-plan {y > 0} et
Nk+1 = Sk+1(Hη)ω00
avec Sk+1 un polynoˆme dont les coefficients de´pendent uniquement de ceux de la perturbation.
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Preuve. On raisonne par re´currence sur l’entier k, k ≥ 1. Le re´sultat est imme´diat pour g2 (et
meˆme pour g1). De plus, dans les deux cas on a
M1 ≡ 0 et M2 ≡ 0,
ce qui est e´quivalent a` l’annulation des 1-formes N1 et N2.
On suppose le re´sultat vrai pour un entier k ≥ 1. Par de´finition de gk+1, Rk+1 et Nk+1, on
a la relation
gk+1dHη + dRk+1 +Nk+1 = gkω = g1gkdHη + gkdR1 + gkN1.
g1gk contribue a` gk+1 ne contient que des fonctions de type (rm,n)m,n≥0 et (sm,n)m≥0,n≥1.
En effet, conside´rons des entiers m,n, i, j, on a clairement les identite´s suivantes :
rm,nri,j = rm+i,n+j ,
rm,nsi,j = sm+i,n+j ,
sm,nsi,j = x
2rm+i,n+j = rm+i+1,n+j−2 + rm+i,n+j−1 − η
2
rm+i,n+j (n, j ≥ 1),
d’apre`s la relation fournie par l’inte´grale premie`re :
x2
y2
= Hη +
1
y
− η
2y2
.
D’autre part, l’hypothe`se M1 ≡ 0 entraˆıne N1 ≡ 0.
Il ne reste qu’a` e´tudier le terme gkdR1. En tenant compte des contraintes d’annulation des
coefficients a02 et c0, R1 s’exprime comme combinaison line´aire des fonctions r0,1, r0,2, r1,1, s0,1,
s0,2 et s1,1 :
R1 ∈ V ect(r0,1, r0,2, r1,1, s0,1, s0,2, s1,1).
Considerons deux entiers m et n d’une part et un couple d’entiers
(i, j) ∈ {(0, 1), (0, 2), (1, 1)}
d’autre part. Il nous faut e´tudier diffe´rents cas.
Tout d’abord,
rm,ndri,j = irm+i−1,n+jdHη − jrm+i,n+j+1dy
= irm+i−1,n+jdHη + d
[
j
j + n
rm+i,n+j
]
− j(m+ i)
j + n
rm+i−1,n+jdHη
=
in−mj
n+ j
rm+i−1,n+jdHη + d
[
j
j + n
rm+i,n+j
]
.
Aucune contribution n’est apporte´e a` Nk+1.
Conside´rons j ≥ 1,
rm,ndsi,j = rm,nd(x ri,j) = rm+i,n+jdx+ sm,ndri,j
= Hm+iη τn+j + sm,ndri,j .
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Le premier terme peut eˆtre traite´ graˆce au Lemme 5.41. Sa contribution a` l’expression de
Nk+1 prend la forme
Sm,n,i,jk+1 (Hη)ω00,
ou` Sm,n,i,jk+1 est un polynoˆme qui de´pend des entiers m,n, i, j.
Conside´rons n ≥ 1,
sm,ndri,j = ism+i−1,n+jdHη − jsm+i,n+j+1dy
= ism+i−1,n+jdHη + d
[
j
j + n
sm+i,n+j
]
− j
j + n
Hm+iη τj+n
− j(m+ i)
j + n
sm+i−1,n+jdHη
=
in−mj
n+ j
sm+i−1,n+jdHη + d[ ]− j
j + n
Hm+iη τn+j .
Conside´rons n, j ≥ 1,
sm,ndsi,j = x
2rm,ndri,j + xrm+i,n+jdx
= x2rm,ndri,j − x
2
2
drm+i,n+j + d[ ].
Pour conclure, il suffit d’e´tudier le terme suivant :
x2rm,ndri,j =
(
y2Hη + y − η
2
)( in−mj
n+ j
rm+i−1,n+jdHη + d
[
j
j + n
rm+i,n+j
])
=
in−mj
n+ j
(rm+i,n+j−2 + rm+i−1,n+j−1 − η
2
rm+i−1,n+j)dHη + d[ ]
− j
j + n
rm+i,n+j((2yHη + 1)dy + y
2dHη),
ce qui ache`ve la de´monstration. 
Par conse´quent, nous avons les re´sultats alge´briques suivants :
The´ore`me 5.44. Les 1-formes (Nk)k≥1 appartiennent au module de type fini engendre´ par ω00
et ω02 sur Ra,b[Hη], ou` Ra,b = R[ai,j , bi,j , 0 ≤ i, j ≤ 2].
Preuve. Les de´compositions pre´ce´dentes de ω, g1ω et g2ω, obtenues dans les Lemmes 5.2, 5.14,
5.21, 5.25 et 5.30, fournissent de telles expressions pour N1, N2 et N3. Pour k ≥ 4, nous avons
essentiellement rencontre´ quatre cas :
• le cas c0 = c1 = b10 = 0, pour lequel nous avons prouve´ dans la Proposition 5.33 que
∀ k ≥ 4, Nk ≡ 0,
• le cas c1 = c4 = a11 = 0, pour lequel la Proposition 5.35 assure e´galement l’annulation des
1-formes (Nk)k≥4,
• les cas (23) et (24), pour lesquels la nature des 1-formes (Nk)k≥4 vient juste d’eˆtre e´tudie´e
dans la Proposition 5.43. 
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5.5.2 Synthe`se des re´sultats
Nous reprenons dans cette partie les re´sultats trouve´s sur les fonctions de Melnikov sous
forme de deux the´ore`mes :
The´ore`me 5.45. La premie`re fonction de Melnikov
M1 : h ∈]− 1/2η, 0[ 7−→ −
∮
Hη=h
ψ(fdy − gdx)
a au plus deux ze´ros dans l’intervalle ] − 1/2η, 0[, en tenant compte de leurs e´ventuelles multi-
plicite´s.
Si M1 ≡ 0, alors la seconde fonction de Melnikov M2 a au plus deux ze´ros sur ce meˆme
intervalle.
Si M2 ≡ 0, alors la troisie`me fonction de Melnikov M3 a au plus deux ze´ros.
Nous avons arreˆte´ les calculs des fonctions de Melnikov successives a` l’ordre 4. Il est cependant
possible d’en donner la nature :
The´ore`me 5.46. Les fonctions de Melnikov (Mk(h))k≥1 appartiennent au module de type fini
engendre´ par Π1(
√−h) et Π2(
√−h) sur Ra,b[
√−h], ou` Ra,b = R[ai,j , bi,j , 0 ≤ i, j ≤ 2], avec
Π1(X) = 1−
√
2ηX, et Π2(X) = 1− 2ηX2 = (1−
√
2ηX)(1 +
√
2ηX).
Preuve. Il s’agit d’une conse´quence du The´ore`me 5.44 sur la nature des 1-formes diffe´rentielles
(Nk)k≥1. Pour k ≥ 1, on appelle Uk et Vk les deux polynoˆmes a` coefficients dans Ra,b pour
lesquels
Nk = Uk(Hη)ω00 + Vk(Hη)ω02.
Ainsi,
Mk(h) =−
∫
Hη=h
Nk
=− Uk(h)
∫
Hη=h
ω00 − Vk(h)
∫
Hη=h
ω02
=− 2(Uk(h)I3(h) + Vk(h)I1(h))
=− 2
(
Uk(h)
3π
2
√
2η5/2
(1 + 2ηh) + Vk(h)
π√
2η
(1−
√
2η
√
−h)
)
=− 3π√
2η5/2
Uk(h)Π2(
√
−h)− π
√
2
η
Vk(h)Π1(
√
−h),
d’ou` le re´sultat. 
Toutes les fonctions de Melnikov (Mk)k≥1 peuvent ainsi s’e´crire comme des polynoˆmes en√−h.
Enfin, nous donnons dans la proposition suivante des conditions suffisantes sur les coefficients
de la perturbation pour que la singularite´ du syste`me perturbe´ reste un centre.
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Proposition 5.47. On suppose que les coefficients (ai,j)0≤i,j≤2 et (bi,j)0≤i,j≤2 des fonctions de
perturbation ve´rifient les conditions d’annulation de la premie`re fonction de Melnikov M1, a`
savoir 

b20 = 0,
b02 = a11,
3b00 + η(2b01 − a10) = 0.
Si d’autre part l’une des deux conditions est satisfaite
c0 = c1 = b10 = 0, (25)
c1 = c4 = a11 = 0, (26)
alors, pour des valeurs du parame`tre de perturbation ε assez petites, la singularite´ du syste`me
perturbe´ demeure un centre.
Preuve. On suppose que M1 est nulle. Les Corollaires 5.34 et 5.36 assurent que pour chacune
des conditions (25) et (26), toutes les fonctions de Melnikov d’ordre supe´rieur ou e´gal a` deux
s’annulent. Le the´ore`me de Poincare´-Lyapounov (cf. Introduction, The´ore`me 1.10) montre que
dans ces cas la`, la singularite´ du syste`me perturbe´ est alors bien un centre. 
On re´sume les re´sultats obtenus sur les fonctions de Melnikov dans le diagramme suivant.
M1 a au plus deux ze´ros
b20 = 0, b02 = a11, 3b00 + η(2b01 − a10) = 0
M2 a au plus deux ze´ros
c0 = c1 = b10 = 0
∀k ≥ 1, Mk ≡ 0
c1 = c4 = a11 = 0
∀k ≥ 1, Mk ≡ 0
c0 = c1 = c4 − ηa11 = 0
M3 a au plus un ze´ro
c1 = a11 = 3b10 + 2ηc0 = 0
M3 a au plus deux ze´ros
c0 = a02 = 3b10(c4 − ηa11) + 2c(2c3 + ηc2) = 0
M3 n’a aucun ze´ro
a02 = b10 − 2ηc2 − c4 = 0
M4 ≡ 0
a11 = 0
∀k ≥ 1, Mk ≡ 0
b10 = 0
∀k ≥ 1, Mk ≡ 0
c0 = 0
∀k ≥ 1, Mk ≡ 0
c4 = 0
∀k ≥ 1, Mk ≡ 0
2(ηc1c4 + 6b10c3)(3ηa11 − c1 − 3c4)
+9b10c4(b10 − 2ηc2 − 4c3) = 0
M4 ?
M1 ≡ 0
M2 ≡ 0
M3 ≡ 0
Chapitre III
Une famille de syste`mes diffe´rentiels
avec domaines elliptiques
1 Introduction
On conside`re la famille de syte`mes diffe´rentiels (Eλ) suivante
(Eλ)
{
x˙ = y − 2x2 + λ(y2 − y),
y˙ = −2xy,
ou` λ est un nombre re´el strictement positif.
On signale que pour λ = 0, il s’agit de la forme normale e´tudie´e dans le Chapitre II.
1.1 Inte´grabilite´
La 1-forme ωλ associe´e est
ωλ =
1
ψ
dH + λ(y2 − y)dy
=
1
ψ
[
dH + λ
(
1
y
− 1
y2
dy
)]
=
1
ψ
d
[
H + λ
(
ln |y|+ 1
y
)]
,
ou` H est l’inte´grale premie`re de cette forme normale, dont on rappelle l’expression :
H(x, y) =
x2
y2
− 1
y
.
De tels syste`mes sont inte´grables, d’inte´grale premie`re
Hλ(x, y) = H(x, y) + λ
(
ln |y|+ 1
y
)
=
x2
y2
+
λ− 1
y
+ λ ln |y|
et de facteur inte´grant associe´
ψ(y) =
1
y3
.
1.2 Recherche des singularite´s
La recherche des singularite´s donne :
x = 0 et y
(
λy + (1− λ)) = 0.
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Si λ 6= 1, alors les singularite´s sont en l’origine et en
(
0,
λ− 1
λ
)
.
Si λ = 1, alors l’origine est la seule singularite´.
Dans la suite de ce chapitre, on distingue tout d’abord le cas ge´ne´ral λ 6= 1 du cas particulier
λ = 1.
1.2.1 Le cas ge´ne´ral λ 6= 1
Les portaits de phases font apparaˆıtre une singularite´ de type centre et une singularite´ non
hyperbolique avec domaine elliptique.
D’autre part, si λ > 1, le centre se situe dans le demi-plan {y > 0} et l’origine est une
singularite´ avec domaine elliptique oriente´ dans le demi-plan{y < 0}.
Si 0 < λ < 1, le centre se situe dans le demi-plan {y < 0} et l’origine est une singularite´ avec
domaine elliptique oriente´ dans le demi-plan{y > 0}.
Fig. 1 – Cas λ > 1. Fig. 2 – Cas 0 < λ < 1.
1.2.2 Le cas particulier λ = 1
Dans ce cas particulier, on a le syste`me (E1) :{
x˙ = y2 − 2x2,
y˙ = −2xy, (1)
pour lequel l’inte´grale premie`re se simplifie et vaut
H1(x, y) =
x2
y2
+ ln |y|.
Ce syste`me posse`de en outre une syme´trie supple´mentaire par rapport a` l’axe des abscisses.
Il pre´sente en l’origine une unique singularite´, non hyperbolique, avec deux domaines elliptiques.
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Fig. 3 – Portait de phase du syste`me (1).
2 Premie`re e´tape : de´formation ge´ne´rant deux centres
2.1 Le cas ge´ne´ral λ 6= 1
On souhaite de´former la singularite´ avec domaine elliptique en une autre singularite´ de type
centre. Plus pre´cise´ment, on perturbe le syste`me (Eλ) de manie`re analogue au cas λ = 0 du
Chapitre II : {
x˙ = y − 2x2 + λ(y2 − y)− η,
y˙ = −2xy, (2)
ou` η est un parame`tre re´el strictement positif.
On appelle ωη la 1-forme associe´e au syste`me perturbe´ (2)
ωη =
1
ψ
dHλ − ηdy,
qui s’exprime encore sous la forme
ωη =
1
ψ
d
[
Hλ +
η
2y2
]
.
Cela assure l’inte´grabilite´ du syste`me (2) et fournit l’expression d’une inte´grale premie`re que
l’on note Hλη :
Hλη (x, y) =
1
y2
(
x2 +
η
2
)
+
λ− 1
y
+ λ ln |y|,
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dont le facteur inte´grant associe´ est encore ψ.
Avant de de´terminer la nature des points singuliers obtenus, on recherche des conditions
d’existence sur le parame`tre h des lignes de niveau Cλh = {(x, y) ∈ R2 | Hλη (x, y) = h}.
Lemme 2.1. Il existe un re´el h0 tel que les lignes de niveau Cλh existent pour tout h supe´rieur
ou e´gal a` h0.
Preuve. On proce`de par analyse, pour y non nul :
Hλη (x, y) = h ⇐⇒ x2 = y2(h− λ ln |y|)− (λ− 1)y −
η
2
. (3)
En notant
Xλh (y) = y
2(h− λ ln |y|)− (λ− 1)y − η
2
,
l’e´quation obtenue en (3) s’e´crit
xλh(y) = ±
√
Xλh (y).
La fonction Xλh est de classe C∞ sur R∗. Elle l’est meˆme sur R tout entier en prolongeant
par continuite´ a` gauche et a` droite de 0, graˆce a` la relation de comparaison
lim
y→0
y ln |y| = 0.
Pour tout re´el y non nul, on a
(Xλh )
′(y) = 2y(h− λ ln |y|)− λy + 1− λ, y ∈ R,
(Xλh )
′′(y) = 2(h− λ ln |y|)− 3λ, y ∈ R∗,
si bien que
(Xλh )
′′(y) ≥ 0 ⇐⇒ 2λ ln |y| ≤ 2h− 3λ ⇐⇒ |y| ≤ y0, avec y0 = exp
(
h
λ
− 3
2
)
.
On en de´duit les variations de (Xλh )
′ (voir tableau de variations ci-apre`s).
Pour connaˆıtre le signe de (Xλh )
′ il suffit de regarder les valeurs que cette fonction prend en
−y0 et y0. En remarquant que
(Xλh )
′′(y0) = 0 ⇐⇒ 2(h− λ ln |y0|)− 3λ = 0,
on obtient
(Xλh )
′(−y0) = −y0
(
2(h− λ ln |y0|)− λ
)
+ 1− λ = −2λy0 + 1− λ,
(Xλh )
′(y0) = y0
(
2(h− λ ln |y0|)− λ
)
+ 1− λ = 2λy0 + 1− λ.
Par de´finition de y0,
lim
h→+∞
y0(h) = +∞,
si bien que l’on peut choisir h assez grand pour que l’on ait a` la fois
(Xλh )
′(−y0) < 0 et (Xλh )′(y0) > 0.
Le the´ore`me des valeurs interme´diaires confirme dans ce cas l’existence de trois re´els y1, y2
et y3 en lesquels (X
λ
h )
′ s’annule et tels que
y1 < −y0 < 0 < y2 < y0 < y3 pour λ > 1,
et y1 < −y0 < y2 < 0 < y0 < y3 pour 0 < λ < 1.
On en de´duit le tableau de variations de Xλh , pour λ > 1 :
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h −∞ y1 −y0 0 y2 y0 y3 +∞
(Xλh )
′′(y) − 0 ++ 0 −
(Xλh )
′
❅
❅
❅
❅
❅
❅
❅❘ ✚
✚
✚
✚
✚
✚✚
✚
✚✚❃ ❅
❅
❅
❅
❅
❅
❅❘
0
0 0
(Xλh )
′(y) + 0 − 0 + 0 −
Xλh
✁
✁
✁
✁
✁
✁✁✕
❩
❩
❩
❩
❩
❩
❩
❩❩⑦ ✡
✡
✡
✡
✡
✡
✡✣ ❆
❆
❆
❆
❆
❆❯
0 0 0 0
h µ(h) ν(h) α(h) β(h)
On a
lim
y→±∞
Xλh (y) = −∞,
Xλh (−y0) = y20(h− λ ln |y0|)− (1− λ)y0 −
η
2
=
3
2
λy20 + (λ− 1)y0 −
η
2
,
Xλh (0) = −
η
2
< 0,
Xλh (y0) = y
2
0(h− λ ln |y0|) + (1− λ)y0 −
η
2
=
3
2
λy20 + (1− λ)y0 −
η
2
.
Pour y0 assez grand, soit encore pour h plus grand qu’un certain h0, les deux dernie`res
quantite´s sont positives strictement et les lignes de niveaux Cλh ont un sens pour h ≥ h0. En
effet, il existe dans ce cas des fonctions α, β, µ et ν en lesquelles Xλh s’annule et telles que
µ(h) < y1 < −y0 < ν(h) < 0 < α(h) < y0 < y3 < β(h).
La fonction xλh est alors bien de´finie sur [µ(h), ν(h)] ∪ [α(h), β(h)]. 
Ce re´sultat reste valable dans le cas λ = 1.
L’analyse des points singuliers du syste`me (2) fournit deux candidats : (0, y−) et (0, y+), ou`
y− (resp. y+) est la racine strictement ne´gative (resp. positive) de l’e´quation du second degre´
λy2 + (1− λ)y − η = 0.
En effet, η et λ e´tant strictement positifs, le produit des racines de cette e´quation est stric-
tement ne´gatif.
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Proposition 2.2. Les points singuliers (0, y−) et (0, y+) du syste`me (2) sont des centres.
Preuve. Au voisinage du point singulier (0, y−) (resp. (0, y+)), les lignes de niveau Cλh , pour h
fixe´ dans l’intervalle ]h0,+∞[, sont l’union de deux courbes ferme´es note´es γ−h et γ+h , respective-
ment de´finies sur les intervalles [µ(h), ν(h)] du demi-plan {y < 0} et [α(h), β(h)] du demi-plan
{y > 0}. 
Fig. 4 – Portrait de phase du syste`me perturbe´, η = 0.1.
2.2 Le cas particulier λ = 1
On souhaite de´former cette singularite´ avec deux domaines elliptiques en deux singularite´s
de type centre. En perturbant le syste`me de manie`re analogue au cas λ 6= 1, on a le re´sultat
escompte´ : {
x˙ = y2 − 2x2 − η,
y˙ = −2xy, (4)
ou` η est un parame`tre re´el strictement positif.
Le syste`me (4) est lui aussi inte´grable et son inte´grale premie`re, que l’on note H1η , vaut :
H1η (x, y) =
1
y2
(
x2 +
η
2
)
+ ln |y|,
dont le facteur inte´grant associe´ est encore ψ.
D’autre part, on montre de la meˆme manie`re le lemme suivant sur l’existence des lignes de
niveau.
Lemme 2.3. Il existe un re´el h0 tel que les lignes de niveau C1h = {(x, y) ∈ R2 | H1η (x, y) = h}
existent pour tout h supe´rieur ou e´gal a` h0.
L’analyse des points singuliers du syste`me (4) fournit deux candidats, (0,−√η) et (0,√η),
dont la nature se ve´rifie comme pour le cas ge´ne´ral λ 6= 1 :
Proposition 2.4. Les points singuliers (0,−√η) et (0,√η) du syste`me (4) sont des centres.
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Apre`s une premie`re de´formation, identique quelle que soit la valeur de λ, les syste`mes dif-
fe´rentiels obtenus pre´sentent les meˆmes caracte´ristiques ge´ome´triques : une singularite´ de type
centre dans chacun des demi-plans {y < 0} et {y > 0}. La suite de l’e´tude montre que les
re´sultats obtenus dans le cas ge´ne´ral se maintiennent pour le cas particulier λ = 1.
Afin de ne pas alourdir les notations, on ne signale pas toujours la de´pendance en λ.
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On suppose de´sormais que η est fixe´ et on e´tudie le comportement du syste`me pre´ce´dent
sous la perturbation suivante :{
x˙ = λy2 − 2x2 + (1− λ)y − η + εf(x, y),
y˙ = −2xy + εg(x, y), (5)
ou` f et g sont des polynoˆmes re´els de degre´ deux donne´s par{
f(x, y) = a00 + a10x+ a01y + a20x
2 + a11xy + a02y
2,
g(x, y) = b00 + b10x+ b01y + b20x
2 + b11xy + b02y
2,
et ε est un petit parame`tre strictement positif (ε≪ η).
On note ωε la 1-forme associe´e au syste`me (5)
ωε =
1
ψ
dHλη + ε(fdy − gdx) = ωη + ε(fdy − gdx).
Pour ε assez petit, il existe deux applications de premier retour L−ε et L
+
ε , de´finies respecti-
vement sur des sections transverses Σ− et Σ+ des demi-plans {y < 0} et {y > 0}. Ces sections
peuvent eˆtre parame´tre´es par Hλη lui-meˆme :
L−ε : h ∈ ]h0,+∞[ 7→ L−ε (h) et L+ε : h ∈ ]h0,+∞[ 7→ L+ε (h),
avec
L−ε (h) = h+ εM
−
1 (h) + ε
2M−2 (h) +O(ε3),
L+ε (h) = h+ εM
+
1 (h) + ε
2M+2 (h) +O(ε3).
Dans la suite, nous calculons les coefficients a` l’ordre 1 et 2 du de´veloppement de ces appli-
cations en se´ries entie`res en ε.
3.1 Les premie`res fonctions de Melnikov
Les premie`res fonctions de Melnikov s’e´crivent
M−1 : h ∈ ]h0,+∞[ 7−→ −
∮
γ−
h
ψ(fdy − gdx)
et M+1 : h ∈ ]h0,+∞[ 7−→ −
∮
γ+
h
ψ(fdy − gdx).
On introduit a` nouveau la 1-forme
ω = ψ(fdy − gdx)
et les 1-formes e´le´mentaires
ωij =
xiyj
y3
dx et δij =
xiyj
y3
dy, 0 ≤ i+ j ≤ 2,
qui la composent :
ω =
∑
0≤i+j≤2
aijδij − bijωij .
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On cherche tout d’abord a` exprimer ces 1-formes a` l’aide de diffe´rentielles de fonctions et de
la diffe´rentielle dHλη .
Lemme 3.1. On a les identite´s suivantes
δ00 = d
[
− 1
2y2
]
, δ10 = d
[
− x
2y2
]
+
1
2
ω01,
δ01 = d
[
−1
y
]
, δ02 = d[ln |y|],
δ20 = − ln |y|dHλη + d
[
ln |y|Hλη +
η
4y2
+
λ− 1
y
− λ
2
ln2 |y|
]
,
δ11 =
x
λy
dHηλ + d
[
x
y
(
− 2
3λ
Hλη +
(λ− 1)
6λy
+
2
3
ln |y|
)]
+
η
3λ
ω00 +
λ− 1
2λ
ω01,
ω10 =
3
2y
dHλη + d
[
−1
y
Hλη +
λ− 1
4y2
+
3λ
2y
+ λ
ln |y|
y
]
,
ω11 =
(
1
2
− ln |y|
)
dHλη + d
[
ln |y|Hλη +
λ− 1
2y
− λ
2
ln2 |y| − λ
2
ln |y|
]
,
ω02 =
x
λy
dHηλ + d
[
x
y
(
1− 2
3λ
Hλη +
(λ− 1)
6λy
+
2
3
ln |y|
)]
+
η
3λ
ω00 +
λ− 1
2λ
ω01.
Preuve. Certaines de ces relations ont de´ja` e´te´ prouve´es dans le Lemme 5.1 du Chapitre II.
Pour les autres, on utilise les expressions de l’inte´grale premie`re Hλη et de sa diffe´rentielle :
Hλη (x, y) =
1
y2
(
x2 +
η
2
)
+
λ− 1
y
+ λ ln |y|,
dHλη =
2x
y2
dx+
[
− 2
y3
(
x2 +
η
2
)
+
1− λ
y2
+
λ
y
]
dy
=
2x
y2
dx− 1
y
[
2Hλη − 2λ ln |y|+
1− λ
y
− λ
]
dy,
On trouve
δ20 =
1
y
[
H1η −
η
2y2
− λ− 1
y
− λ ln |y|
]
dy =
1
y
Hλη dy −
η
2y3
dy − λ− 1
y2
dy − λ ln |y|
y
dy
=− ln |y|dHλη + d
[
ln |y|Hλη +
η
4y2
+
λ− 1
y
− λ
2
ln2 |y|
]
,
ω10 =
1
2y
[
dHλη +
(
2x2
y3
+
η
y3
− 1− λ
y2
− λ
y
)
dy
]
=
1
2y
dHλη +
x2
y4
dy +
η
2y4
dy − 1− λ
2y3
dy − λ
2y2
dy
=
1
2y
dHλη + d
[
− x
2
3y3
− η
6y3
+
1− λ
4y2
+
λ
2y
]
+
2
3
ω10.
Il s’ensuit que
ω10 =
3
2y
dHλη + d
[
−x
2
y3
− η
2y3
− 3(λ− 1)
4y2
+
3λ
2y
]
=
3
2y
dHλη + d
[
−1
y
Hλη +
λ− 1
4y2
+
3λ
2y
+ λ
ln |y|
y
]
.
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D’autre part,
δ11 = d
[
−x
y
]
+ ω02,
ω11 =
1
2
dHλη + δ20 +
η
2y3
dy − 1− λ
2y2
dy − λ
2y
dy
=
(
1
2
− ln |y|
)
dHλη + d
[
ln |y|Hλη +
λ− 1
2y
− λ
2
ln2 |y| − λ
2
ln |y|
]
=− ln |y|dHλη + d
[(
1
2
+ ln |y|
)
Hλη +
λ− 1
2y
− λ
2
ln2 |y| − λ
2
ln |y|
]
,
et
λω02 − η
3
ω00 = d
[
λ
x
y
− η
3
x
y3
]
+
x
y
(
λ
y
− η
y3
)
dy
= d
[
λ
x
y
− η
3
x
y3
]
+
x
y
dHλη + d
[
−2
3
x3
y3
]
+ (λ− 1)δ10
=
x
y
dHλη + d
[
λ
x
y
− 2x
3y
(
x2
y2
+
η
2y2
)
+ (1− λ) x
2y2
]
− 1− λ
2
ω01
=
x
y
dHλη + d
[
x
y
(
λ− 2
3
Hλη +
2(λ− 1)
3y
+
2λ
3
ln |y|
)]
,
d’ou` le re´sultat. 
On en de´duit la de´composition de ω :
Lemme 3.2. La 1-forme ω peut se de´composer sous la forme
ω = g1dH
λ
η + dR1 +N1,
ou`
g1(x, y) =− b11
2
+ c0 ln |y| − 3
2
b10
1
y
+
c1
λ
x
y
,
R1(x, y,H
λ
η ) =
c2
y
+
c3
y2
+ c4 ln |y|+ λ
2
c0 ln
2 |y| − λb10 ln |y|
y
+ b10H
λ
η
1
y
− c0Hλη ln |y|
− b02x
y
+
(
−1
2
a10 +
λ− 1
6λ
c1
)
x
y2
+
2
3
c1
x
y
ln |y| − 2
3λ
c1H
λ
η
x
y
,
N1(x, y,H
λ
η ) = A1ω00 +B1ω01 + C1ω20,
et
c0 = b11 − a20, c1 = a11 − b02, c2 = −a01 − 3λ
2
b10 + (λ− 1)a20 − λ− 1
2
b11,
c3 = −1
2
a00 +
η
4
a20 − λ− 1
4
b10, c4 = a02 +
λ
2
b11,
A1 = −b00 + η
3λ
c1, B1 =
1
2
a10 − b01 + λ− 1
2λ
c1, C1 = −b20.
Cette de´composition permet de donner des expressions des premie`res fonctions de Melnikov.
Corollaire 3.3. Les premie`res fonctions de Melnikov M−1 et M
+
1 s’expriment comme combinai-
sons line´aires de trois inte´grales inde´pendantes
M−1 (h) = −A1K1(h) +B1K2(h)− C1K3(h)
et M+1 (h) = A1K1(h) +B1K2(h) + C1K3(h),
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ou`
K1 = −
∮
γ+
h
ω00, K2 = −
∮
γ+
h
ω01 et K3 = −
∮
γ+
h
ω20.
Preuve. On se place dans le demi-plan {y > 0} et on montre en premier lieu le re´sultat pour
la fonction M+1 . Par de´finition,
M+1 (h) = −
∮
γ+
h
ω = −
∮
γ+
h
g1dH
λ
η −
∮
γ+
h
dR1 −
∮
γ+
h
N1.
Il est clair que la premie`re inte´grale est identiquement nulle∮
γ+
h
g1dH
λ
η = 0.
Par ailleurs, les lignes de niveau γ+h sont contenues dans le demi-plan {y > 0}. R1 e´tant
analytique sur ce demi-plan, on a e´galement∮
γ+
h
dR1 = 0.
D’ou`
M+1 (h) =−
∮
γ+
h
N1 = −
∮
γ+
h
A1ω00 +B1ω01 + C1ω20
= A1K1(h) +B1K2(h) + C1K3(h).
De meˆme,
M−1 (h) =−
∮
γ−
h
N1 = −
∮
γ−
h
A1ω00 +B1ω01 + C1ω20
=−
∫ −α(h)
−β(h)
1
y3
[A1 +B1y + C1(−xh(−y))2]x′h(−y)dy
−
∫ −β(h)
−α(h)
1
y3
[A1 +B1y + C1(xh(−y))2](−x′h(−y))dy
= 2
∫ β(h)
α(h)
1
y3
[A1 −B1y + C1(xh(y))2]x′h(y)dy
=
∫
γ+
h
A1ω00 −B1ω01 + C1ω20
=−A1K1(h) +B1K2(h)− C1K3(h).
D’autre part, on s’assure nume´riquement de l’inde´pendance des inte´grales curvilignes K1,
K2 et K3, ce qui termine la preuve. 
Nous ne sommes pas en mesure de calculer formellement les inte´grales K1, K2 et K3. Pour
rechercher des cycles limites, on s’inte´resse tout d’abord au cas ou` les deux premie`res fonctions
de Melnikov ont des ze´ros identiques. Le corollaire pre´ce´dent offre clairement une condition pour
laquelle cela se produit :
Corollaire 3.4. Si B1 = 0 alors les premie`res fonctions de Melnikov ve´rifient
∀h ∈]h0,+∞[ M+1 (h) = −M−1 (h).
On trouve alors autant de cycles limites dans chaque demi-plan. On espe`re faire e´merger
quatre cycles emboite´s deux a` deux, ce qui ne semble pas eˆtre le cas apre`s simulations nume´riques.
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Proposition 3.5. Pour certains coefficients des fonctions de perturbation f et g, il est possible
d’obtenir un ze´ro identique pour les premie`res fonctions de Melnikov.
Il semblerait que les deux degre´s de liberte´ (A1 et C1) dont on dispose ne suffisent pas a`
obtenir plus d’un seul cycle limite autour de chaque centre.
On revient au cas B1 6= 0 et on proce`de ainsi : on cherche tout d’abord une plage de
parame`tres pour laquelle M+1 admet deux ze´ros, puis on regarde combien on peut obtenir de
ze´ros pour M−1 dans cette plage. Finalement, on arrive au re´sultat suivant :
Proposition 3.6. Pour certains coefficients des fonctions de perturbation f et g, il est possible
d’obtenir deux ze´ros pour M+1 et un ze´ro pour M
−
1 dans l’intervalle ]h0,+∞[.
Fig. 5 – M+1 et M
−
1 pour A1 = 0.9, B1 = 0.094 et C1 = −0.41 dans la cas λ = 1.
3.2 Les secondes fonctions de Melnikov
Les deux fonctions de Melnikov M−1 et M
+
1 sont identiquement nulles si et seulement si
A1 = B1 = C1 = 0.
Dans ce cas, il faut e´tudier les secondes fonctions de Melnikov M−2 et M
+
2 . D’apre`s l’algo-
rithme de Franc¸oise, ces fonctions valent
M−2 (h) = −
∮
γ−
h
g1ω et M
+
2 (h) = −
∮
γ+
h
g1ω.
Afin d’estimer M−2 et M
+
2 , on de´compose la 1-forme g1ω en cherchant des fonctions analy-
tiques g2 et R2 sur les demi-plans {y < 0} et {y > 0}, ainsi qu’une 1-forme N2 telles que
g1ω = g2dH
λ
η + dR2 +N2.
Faisant appel a` la de´composition de ω obtenue dans le Lemme 3.2, on a
g1ω = g
2
1dH
λ
η + g1dR1 + g1N1,
avec
N1 ≡ 0,
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car
A1 = B1 = C1 = 0.
Le terme g21 contribue uniquement a` la fonction g2. Par conse´quent, il suffit d’e´tudier le
second terme. On le de´compose comme suit
g1dR1 = d
[
−b11
2
R1
]
+ g˜1dR˜1 + g˜1dRˆ1 + gˆ1dR˜1 + gˆ1dRˆ1,
avec
g˜1(y) = c0 ln |y| − 3
2
b10
1
y
, gˆ1(x, y) =
c1
λ
x
y
,
R˜1(y,H
λ
η ) = c2
1
y
+ c3
1
y2
+ c4 ln |y|+ λ
2
c0 ln
2 |y| − λb10 ln |y|
y
+ b10
1
y
Hλη − c0 ln |y|Hλη ,
Rˆ1(x, y) = −b02x
y
+
(
−1
2
a10 +
λ− 1
6λ
c1
)
x
y2
+
2
3
c1
x
y
ln |y| − 2
3λ
c1
x
y
Hλη .
Pour calculer les fonctions de Melnikov a` l’ordre deux uniquement, on s’inte´resse juste aux
contributions des termes g˜1dR˜1, g˜1dRˆ1, gˆ1dR˜1 et gˆ1dRˆ1 pour la 1-forme N2 de la de´composition
de g1ω. On appelle
˜˜N2,
ˆ˜N2,
˜ˆ
N2 et
ˆˆ
N2 ces contributions respectives.
3.2.1 Calcul de ˜˜N2
la 1-forme g˜1dR˜1 ne fait intervenir que la variable y et l’inte´grale premie`re H
λ
η . Par conse´-
quent, elle s’ecrit sous la forme
g˜1dR˜1 = ( )dH
λ
η + d[ ],
ou` ( ) et [ ] sont des fonctions analytiques sur les demi-plans conside´re´s et dont l’expression
importe peu pour la de´termination des secondes fonctions de Melnikov.
Ainsi, on a
˜˜N2 ≡ 0.
3.2.2 Calcul de ˆ˜N2
On a
g˜1dRˆ1 =
(
c0 ln |y| − 3
2
b10
1
y
)
d
[
−b02x
y
+
(
−1
2
a10 +
λ− 1
6λ
c1
)
x
y2
+
2
3
c1
x
y
ln |y| − 2
3λ
c1
x
y
Hλη
]
=− c0
(
b02 +
2
3λ
c1H
λ
η
)
ln |y|d
[
x
y
]
+
(
−1
2
a10 +
λ− 1
6λ
c1
)
c0 ln |y|d
[
x
y2
]
+
2
3
c0c1 ln |y|d
[
x
y
ln |y|
]
+
3
2
b10
(
b02 +
2
3λ
c1H
λ
η
)
1
y
d
[
x
y
]
+
(
3
4
a10 − λ− 1
4λ
c1
)
b10
1
y
d
[
x
y2
]
− b10c1 1
y
d
[
x
y
ln |y|
]
− 2
3λ
c1
x
y
(
c0 ln |y| − 3
2
b10
1
y
)
dHλη .
Lemme 3.7. On a les identite´s suivantes
ln |y|d
[
x
y
]
= ( )dHλη + d[ ]−
η
3λ
ω00 − λ− 1
2λ
ω01,
1
y
d
[
x
y
]
= d [ ] +
1
2
ω01,
ln |y|d
[
x
y2
]
= d[ ]− 1
2
ω01,
1
y
d
[
x
y2
]
= d[ ] +
1
3
ω00,
ln |y|d
[
x
y
ln |y|
]
= ( )dHλη + d[ ] +
η
6λ2
(λ− 2Hλη )ω00 +
λ− 1
2λ2
(λ−Hλη )ω01 +
1
λ
ω20.
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Preuve. En effet, on a
ln |y|d
[
x
y
]
= d
[
x
y
ln |y|
]
− δ11 = ( )dHλη + d[ ]−
η
3λ
ω00 − λ− 1
2λ
ω01,
ln |y|d
[
x
y2
]
= d
[
x
y2
ln |y|
]
− δ10 = d[ ]− 1
2
ω01,
1
y
d
[
x
y
]
= ω01 − δ10 = d
[
x
2y2
]
+
1
2
ω01,
1
y
d
[
x
y2
]
= ω00 − 2x
y4
dy = ω00 + d
[
2x
3y3
]
− 2
3
ω00 = d[ ] +
1
3
ω00,
ln |y|d
[
x
y
ln |y|
]
= d[ ]− ln |y|
y
dx− ω02.
Or
ln |y|
y
dx =
1
λy
(
Hηλ −
x2
y2
− η
2y2
− λ− 1
y
)
dx =
1
λ
Hλη ω02 −
1
λ
ω20 − η
2λ
ω00 − λ− 1
λ
ω01,
d’ou`
ln |y|d
[
x
y
ln |y|
]
= ( )dHλη + d[ ] +
η
6λ2
(λ− 2Hλη )ω00 +
λ− 1
2λ2
(λ−Hλη )ω01 +
1
λ
ω20,
ce qui ache`ve la de´monstration. 
On en de´duit
ˆ˜N2 =− c0
(
b02 +
2
3λ
c1H
λ
η
)
×
(
− η
3λ
ω00 − λ− 1
2λ
ω01
)
+
(
−1
2
a10 +
λ− 1
6λ
c1
)
c0 ×
(
−1
2
ω01
)
+
2
3
c0c1
(
η
6λ2
(λ− 2Hλη )ω00 +
λ− 1
2λ2
(λ−Hλη )ω01 +
1
λ
ω20
)
+
3
2
b10
(
b02 +
2
3λ
c1H
λ
η
)
× 1
2
ω01
+
(
3
4
a10 − λ− 1
4λ
c1
)
b10 × 1
3
ω00 − b10c1 1
y
d
[
x
y
ln |y|
]
,
d’ou`
ˆ˜N2 =
(
η
3λ
b02c0 +
η
9λ
c0c1 +
1
4
a10b10 − λ− 1
12λ
b10c1
)
ω00
+
(
λ− 1
4λ
(2b02c0 + c0c1) +
1
4
a10c0 +
3
4
b10b02 +
1
2λ
b10c1H
λ
η
)
ω01
+
2
3λ
c0c1ω20 − b10c1 1
y
d
[
x
y
ln |y|
]
.
3.2.3 Calcul de
˜ˆ
N2
On a
gˆ1dR˜1 =
c1
λ
x
y
d
[
c2
1
y
+ c3
1
y2
+ c4 ln |y|+ λ
2
c0 ln
2 |y| − λb10 ln |y|
y
+ b10
1
y
Hλη − c0 ln |y|Hλη
]
=
c1
λ
(c2 + b10H
λ
η )
x
y
d
[
1
y
]
+
1
λ
c1c3
x
y
d
[
1
y2
]
+
c1
λ
(c4 − c0Hλη )
x
y
d [ln |y|]
+
1
2
c0c1
x
y
d
[
ln2 |y|]− b10c1x
y
d
[
ln |y|
y
]
+
c1
λ
x
y
(
b10
1
y
− c0 ln |y|
)
dHλη .
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Lemme 3.8. On a les identite´s suivantes
x
y
d
[
1
y
]
= d
[
x
2y2
]
− 1
2
ω01,
x
y
d [ln |y|] = ( )dHλη + d[ ] +
η
3λ
ω00 +
λ− 1
2λ
ω01,
x
y
d
[
1
y2
]
= d[ ]− 2
3
ω00,
x
y
d
[
ln |y|
y
]
= d[ ] +
1
2
ω01 − 1
y
d
[
x
y
ln |y|
]
.
x
y
d
[
ln2 |y|] = ( )dHλη + d[ ]− η3λ2 (λ− 2Hλη )ω00 − λ− 1λ2 (λ−Hλη )ω01 − 2λω20.
Preuve. Par des calculs e´le´mentaires, on obtient
x
y
d
[
1
y
]
= −δ10 = d
[
x
2y2
]
− 1
2
ω01,
x
y
d
[
1
y2
]
= −2x
y4
dy = d
[
2x
3y3
]
− 2
3
ω00 = d[ ]− 2
3
ω00,
x
y
d [ln |y|] = δ11,
x
y
d
[
ln |y|
y
]
= δ10 − x
y3
ln |y|dy = δ10 + x
y
ln |y|d
[
1
y
]
= d[ ] +
1
2
ω01 − 1
y
d
[
x
y
ln |y|
]
.
x
y
d
[
ln2 |y|] = 2x
y2
ln |y|dy = d
[
−2 ln |y| × x
y
ln |y|
]
− 2 ln |y|d
[
x
y
ln |y|
]
,
d’ou` le re´sultat d’apre`s les Lemmes 3.1 et 3.7. 
En utilisant ces re´sultats, on a
˜ˆ
N2 =
c1
λ
(c2 + b10H
λ
η )×
(
−1
2
)
ω01 +
1
λ
c1c3 ×
(
−2
3
)
ω00
+
c1
λ
(c4 − c0Hλη )
(
η
3λ
ω00 +
λ− 1
2λ
ω01
)
− 1
2
c0c1
(
η
3λ2
(λ− 2Hλη )ω00 +
λ− 1
λ2
(λ−Hλη )ω01 +
2
λ
ω20
)
− b10c1
(
1
2
ω01 − 1
y
d
[
x
y
ln |y|
])
,
soit
˜ˆ
N2 =
(
− 2
3λ
c1c3 − η
6λ
c0c1 +
η
3λ2
c1c4
)
ω00
+
(
− 1
2λ
c1c2 − 1
2
b10c1 +
λ− 1
2λ2
(c1c4 − λc0c1)− 1
2λ
b10c1H
λ
η
)
ω01
− 1
λ
c0c1ω20 + b10c1
1
y
d
[
x
y
ln |y|
]
.
3.2.4 Calcul de
ˆˆ
N2
gˆ1dRˆ1 =
c1
λ
x
y
d
[
−b02x
y
+
(
−1
2
a10 +
λ− 1
6λ
c1
)
x
y2
+
2
3
c1
x
y
ln |y| − 2
3λ
c1
x
y
Hλη
]
=− c1
λ
(
b02 +
2
3λ
c1H
λ
η
)
x
y
d
[
x
y
]
+
c1
λ
(
−1
2
a10 +
λ− 1
6λ
c1
)
x
y
d
[
x
y2
]
+
2
3
c21
λ
x
y
d
[
x
y
ln |y|
]
+ ( )dHλη .
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Or, le lemme suivant nous fournit des identite´s supple´mentaires :
Lemme 3.9. On a les identite´s suivantes
x
y
d
[
x
y
]
= d
[
x2
2y2
]
,
x
y
d
[
x
y2
]
= ( )dHλη + d[ ],
x
y
d
[
x
y
ln |y|
]
= ( )dHλη + d[ ].
Preuve. La premie`re est imme´diate, pour les autres, on a
x
y
d
[
x
y2
]
= ω10 − 2x
2
y4
dy = ω10 + d
[
2x2
3y3
]
− 4
3
ω10 = ( )dH
λ
η + d[ ],
x
y
d
[
x
y
ln |y|
]
= d
[
x2
y2
ln |y|
]
− ln |y|
(
x
y2
dx− x
2
y3
dy
)
= d[ ]− 1
2
ln |y|
(
dHλη +
η
y3
dy − 1− λ
y2
dy − λ
y
dy
)
= ( )dHλη + d[ ].

Par conse´quent,
ˆˆ
N2 ≡ 0,
et on en de´duit la de´composition suivante de la 1-forme g1ω.
Lemme 3.10. La 1-forme g1ω peut se de´composer sous la forme
g1ω = g2dH
λ
η + dR2 +N2,
ou`
g2 et R2 sont des fonctions analytiques sur les demi-plans {y < 0} et {y > 0},
N2 = A2ω00 +B2ω01 + C2ω02,
avec
A2 =
η
3λ
b02c0 − η
18λ
c0c1 +
1
4
a10b10 − 2
3λ
c1c3 +
η
3λ2
c1c4 − λ− 1
12λ
b10c1,
B2 =
1
4
a10c0 +
3
4
b10b02 − 1
2
b10c1 − 1
2λ
c1c2 +
λ− 1
4λ2
(2c1c4 + 2λb02c0 − λc0c1), C2 = − 1
3λ
c0c1.
On en de´duit le corollaire suivant :
Corollaire 3.11. Les secondes fonctions de Melnikov M−2 et M
+
2 s’expriment comme combi-
naisons des trois inte´grales inde´pendantes K1, K2 et K3,
M−2 (h) = −A2K1(h) +B2K2(h)− C2K3(h)
et M+2 (h) = A2K1(h) +B2K2(h) + C2K3(h).
Ayant les meˆmes expressions que les premie`res fonctions de Melnikov, on ne peut espe´rer
trouver plus de ze´ros pour les secondes fonctions de Melnikov.
On arreˆte le calcul des fonctions de Melnikov d’ordre supe´rieur : il se complexifie et ne´cessite
la connaissance de g2. De plus, contrairement au cas λ = 0 traite´ dans le Chapitre II, nous ne
sommes pas en mesure de donner la nature alge´brique de ces fonctions.
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Re´sume´
La recherche de cycles limites pour des syte`mes polynoˆmiaux du plan est historiquement
motive´e par le 16e proble`me de Hilbert. Les re´sultats obtenus dans cette the`se concernent des
syste`mes diffe´rentiels quadratiques inte´grables perturbe´s pour lesquels on met en œuvre une
adaptation d’un algorithme the´orique propose´ par Jean-Pierre Franc¸oise permettant le calcul des
de´rive´es successives de l’application de premier retour, encore appele´es fonctions de Melnikov.
Le premier exemple e´tudie´ est de type Lie´nard et pre´sente un centre en l’origine. Le calcul
par deux me´thodes diffe´rentes de la premie`re fonction de Melnikov assure l’existence d’un cycle
limite pour le syste`me perturbe´. Dans certains cas, on calcule les fonctions de Melnikov d’ordre
supe´rieur et on donne des conditions pour lesquelles le syste`me reste a` centre.
Le second exemple est issu d’une e´quation d’Abel remarque´e par Liouville, dont l’e´tude des
singularite´s a` l’infini fait apparaˆıtre une singularite´ non hyperbolique avec domaine elliptique. On
perturbe quadratiquement une forme normale quadratique pre´sentant cette singularite´. Le calcul
des trois premie`res fonctions de Melnikov assure l’existence de perturbations faisant apparaˆıtre
deux cycles limites. D’autre part, on est en mesure de donner certains cas inte´grables ainsi que
la nature alge´brique des fonctions de Melnikov d’ordre supe´rieur.
Dans le troisie`me exemple, on e´tudie une famille de syste`mes pre´sentant soit une singularite´
avec deux secteurs elliptiques, soit un centre et une singularite´ avec un domaine elliptique. On
espe`re trouver une perturbation quadratique ge´ne´rant quatre cycles limites imbrique´s deux a`
deux. L’e´tude des fonctions de Melnikov jusqu’a` l’ordre deux ne re´ve`le cependant que l’existence
de perturbations pour lesquelles on a deux cycles autour de l’un des centres et un seul autour
de l’autre.
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Abstract
The research of limit cycles for planar polynomial differential systems is historically motiva-
ted by Hilbert’s 16th problem. This thesis work is devoted to the study of quadratic integrable
perturbed systems for which we adapt Jean-Pierre Franc¸oise theoretical algorithm. This algo-
rithm enables to compute the successiv derivatives of the first return map. These derivatives are
also called Melnikov functions.
First, we investigate a Lie´nard system presenting a center at the origin. The computation of
the first Melnikov function by two different methods ensures the existence of one limit cycle for
the perturbed system. In some cases, we are able to compute higher order Melnikov functions
and we give conditions for which the system still has a center.
The second example arises from an Abel equation mentioned by Liouville having a non
hyperbolic singularity with elliptic domain at infinity. We perturb a quadratic normal form
that presents this singularity. The computation of the first three Melnikov functions yields the
existence of perturbations for which two limit cycles appear. In addition, our results provide
some integrable cases and the algebraic nature of higher order Melnikov functions.
In the third example, we consider a family of differential systems having either a singularity
with two elliptic domains or a center and a singularity with one elliptic domain. We hope to find
quadratic perturbations for which the phase portrait presents four limit cycles, two to two nasted.
Nevertheless the computation of the first two Melnikov functions only exhibits the existence of
perturbations that generate two cycles around one center and a lonely one around the other
center.
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