This work deals with a model-based approach to nonlinear NL parabolic distributed parameter system control. We address two problems in the optimization and control of the autoclave lay-up curing process as presented in 11 . The rst is to nd the best process trajectory corresponding to the shortest possible operating time. The second is to determine the process control required to track t h e optimized trajectory within the constraints of the system. In previous work, a simulation based approach was used called local criteria optimization LCO 10 . Here the former problem is stated as a constrained optimization problem. A predictive t ype approach with a penalty method is solved by the LevenbergMarquardt LM algorithm. For the tracking problem, the well-known Internal Model Control IMC structure is used for the predictive control strategy. Finally, we show that a time-varying linear model around the optimal pro le can be used for the on-line optimization like i n 4 .
Introduction
This paper deals with the distributed parameter systems DPS control governed by non-linear parabolic partial di erential equations where we state two problems. Find the control and output trajectories such that the process output reaches a minimum extent in a minimum time. Then, nd the process control in order to track in process output the best trajectory induced by the rst problem. Concerning the former problem, a rst approach consists in the model based approach. The most direct way is using the Pontryagin's minimum principle developed through calculus of variations. But, in spite of basic methodology that guarantees optimal solutions, it does not seem to be easily implementable for NL DPS 8 . It is also possible to use an expert control 7 where nding pseudo-rules is a very di cult task. For batch processes, a simulation based optimization scheme with heuristic rules for control has been found to be more successful. This approach w as previously applied to the process described in 10 . In this work, we propose a model-based approach. A constrained optimization problem, set in nite dimension, is combined with a predictive approach and solved using a nonlinear programming NLP. Few works have dealt with distributed parameter systems. The existed ones deal with structurally interested cases for one partial derivative equation but not for a set of equations. A rst approach consists of using a transformation method based on the inverse scattering problem developed by Magri 9 , where an exact linearization by geometrical transformation is proposed. The main problem is that the order of this transformation has to be xed by a non trivial manner. In the nonlinear distributed parameter systems study, the most popular approach is the linearization approach, or else the nite dimensional approximation 12 . Concerning the control synthesis, explicit control law b ecomes more di cult: in 1 , the problem is to solve Riccati equations, but therefore, it is still an open loop control. In 6 , a structural approximation of the D P S i s d o n e in nite dimension taking into account of constraints. In this paper, we use an optimization approach taking into account o f various constraints. We use also the Internal Model Control structure in its indirect version that brings to a predictive c o n trol approach b y minimizing a criterion over a receding horizon 3, 4 . This approach is developed through an application example: an autoclave curing process used to manufacture composites from a thermosetting polymer matrix. The rst objective is to nd the fastest curing cycle, taking into account of constraints on the temperature and the degree of cure. Then, the control aim is to track a g i v en temperature pro le in process output. In the rst section that follows, we present the autoclave curing process and its control problem: we describe the nonlinear boundary control system. In the next section, the reference determination problem is stated as a constrained optimization and the results are shown. The tracking problem, stated also in term of constrained optimization, is then exposed.
Process and control objectives
The process being studied is an autoclave curing process used to manufacture composites with a thermosetting polymer matrix. Prior to cure, the polymer is a viscous uid. The assembly Fig. 1 is sealed in a vacuum-bag and placed in an autoclave. It is then subjected to a prescribed autoclave temperature T a t the process control variable and pressure cycle, known as a cure cycle. Due to the application of heat, the resin solidi es through an irreversible exothermic chemical reaction of cure. The model version used here is in one spatial dimension since a 2-D problem has demonstrated that the temperature gradients in the lateral direction were negligible. The critical dimension is therefore across the thickness and is divided in three parts At the edge of the composite D u , D d , heat transfer resistance in the autoclave, the bag, the fabric and the mold have been lumped. In the composite part D c , the behaviour of temperature T z t is linked with the distributed degree of cure z t via the internal heat generation term. This degree of cure is equivalent to an extent of reaction and ranges from 0 to 1.
Nonlinear boundarycontrol system
The curing process can then be described by the following NL system S N L 10 where the model parameters description can be found: 3 Reference determination
The manufacture of such thick composites is fraught of problems. The most detrimental e ect is an internal temperature exotherm resulting from the heat generated by the cure reaction within the thermosetting resin. Hence, large thermal gradients can develop, which result in nonuniform curing. Moreover, if the part cures from outside inward, the large thermal stresses trapped in the part can lead to delamination and render it unusable. The task in optimizing lies therefore in decreasing the process time, while simultaneously improving the reliability and quality of the nal product.
The problem is to nd the control variable ut s u c h that the operating time is minimum taking into account o f t h e following constraints: limit thermal gradients and ensure an inside-out curing. Obviously, the determinated control variable must be physically applicable: its amplitude and its control must be bounded. This problem can be expressed as a discrete time constrained optimization prob- In order to solve the constrained optimization problem P c , we adopt a nonlinear programming method that combines the interior and exterior penalty methods 5 , a transformation method and an unconstrained nonlinear resolution method. The advantage is that constraints can be easily introduced in the formulation. We then expressed the constrained problem into an unconstrained penalized optimization problem where the new performance index J tot to minimize is: From the previous performance index J in P c , we h a ve added an interior resp. exterior penalty function depending on the constraints. It is weighted by a penalty coe cient p int resp. p ext .
Interior penalty method
The main advantage of this method is that we can ensure that every constraint i s c hecked at any time for any control sequencep tried by the resolution method. It is therefore a very interesting way if we have t o determine an on-line control: the algorithm has to be able to give a physical solution even if the resolution method is stopped 
Exterior penalty method
The advantage of this method is that the vectorp can be initialized anywhere. The induced drawback i s that the constraints can be violated during the calculation time. 
Resolution method
The problem P u c a n n o w be solved by a n y unconstrained optimization method. In this domain, the LevenbergMarquardt's algorithm is one of the most important 5 .
The evolution in the parameters space P follows the law : p i+1 = p i , 5 2 
Simulation results
Concerning the constraints, the control sequence computed must be physically attainable:
As we mentioned before, control amplitude constraints have been expressed using a transformation method. Since computational time is not constrained here, the other constraints are set using an exterior penalty function. We just take i n to account of the inside-out cure problem. This is done by introducing ctitious constraints. This means that we express our process behavior skill. At rst sight, the inside-out cure happens if the temperature inside the polymer is almost uniform and has reached a minimum extent. We h a ve therefore put thermal gradients constraints and extent of cure gradient constraints : With this method, we have found the best manner in which to cure the polymer. The problem is now to nd the control of the closed-loop system such that the output temperature tracks e ectively the optimal output temperature y ref t induced we j u s t h a ve found. This is a more classical control problem that follows.
Nonlinear predictive control
The control problem can be stated as follows: for a given optimal output temperature trajectory Fig. 3 , nd a control strategy such that the process output tracks this pro le with the above c o n trol constraints and the extent of cure crossover constraint. We restate this control problem again as a constrained optimization problem with a predictive type approach in the Internal Model Control IMC like structure.
IMC structure
The objective is to nd a controller such that the process output y p tracks some reference points set y ref in spite of some modelling error and added disturbances. It can be an explicit control law 13 . But for nonlinear systems and time-varying linear systems, the indirect one seems to be more feasible: at each sampling time, a control sequence over a control horizon optimizing a criterion is computed 3 . It uses the process output predicted over the prediction horizon by the model. The control structure becomes the following one: 
Real-time control strategy
The previous results show that, for this process, we are able to nd optimal temperature and extent of cure corresponding to the optimal control. In order to take into account the on-line control problems computational time limitation, modelling uncertainties and some disturbances, we adopt the internal linearized model control approach like i n 4 . We just recall here the main ideas: the rst one is to assume that the previous system S 0 is not so far from the real-time optimal system. So, this variations can be described by a moving system S T V L which is a time-varying linearized distributed parameter system : In this work, we h a ve presented a dual problem in the control of nonlinear parabolic distributed parameter system. It concerned the determination of the process trajectory such that the operating time becomes the shortest possible and the classical induced tracking problem. For the former problem, we have used a model based approach with a predictive a p p r o a c h using nonlinear programming.
The most important problem is to set constraints from the behaviour knowledge. Indeed, we still do not have a n e cient model linking the autoclave temperature and the residual stresses induced during the cure cycle. Concerning the horizons tuning, a control horizon of 1 seems to be su cient like in the tracking problem. Concerning the prediction horizon, it has to be su ciently important to take correctly into account of the constraints. Otherwise, the optimization problem is not well set and has no physical solution. For the tracking problem, we h a ve i n troduced the Internal Model Control strategy with the same predictive approach. The internal model is the combination of a nonlinear model and its small perturbations model. The perspectives are a generalization study for the closed-loop stability.
