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RE´SUME´
Cette the`se porte sur l’e´tude du proble`me de conception d’un re´seau de collecte d’e´nergie
e´olienne. Celui-ci consiste a` installer les capacite´s sur les liens d’un re´seau e´lectrique potentiel
pour acheminer au moindre couˆt l’e´nergie produite par des e´oliennes vers une sous-station de
transformation. L’augmentation du nombre d’e´oliennes installe´es dans un parc e´olien ne´cessite
la conception des re´seaux e´tendus sur plusieurs kilome`tres de lignes e´lectriques et donc des
investissements importants. Face a` un tel enjeu financier, l’utilisation d’outils d’optimisation
de conception de re´seaux s’ave`re capitale.
Le proble`me de conception d’un re´seau de collecte d’e´nergie e´olienne fait partie d’une
grande classe de proble`mes de conception de re´seaux. Mise a` part sa complexite´ he´rite´e
de cette classe, ce dernier est sujet a` une contrainte technique importante a` savoir la non-
bifurcation de l’e´nergie. En effet, les concepteurs de re´seau exigent que l’e´nergie produite par
un groupe d’e´oliennes et qui est combine´e sur un lien donne´ reste combine´e jusqu’a` ce qu’elle
atteigne la sous-station. Dans cette the`se, nous nous sommes concentre´s sur deux variantes
de ce proble`me. La premie`re variante consiste a` installer des caˆbles souterrains et des lignes
de transmission sur les liens potentiels du re´seau e´lectrique tels qu’un seul choix de capacite´
est disponible. La deuxie`me variante qui est plus complique´e que la premie`re consiste non
seulement a` de´terminer les liens qui sont utilise´s pour acheminer l’e´nergie vers la sous-station,
mais e´galement a` choisir la capacite´ de chaque lien utilise´, ce choix devant eˆtre fait parmi
un ensemble de possibilite´s fixe´ par les concepteurs. Tous ces choix doivent eˆtre faits en
prenant en conside´ration les pertes engendre´es par le transfert de l’e´nergie dans ce re´seau.
Dans les deux variantes, nous supposons que l’emplacement des e´oliennes est pre´de´fini et
qu’il est possible d’installer plusieurs liens paralle`les entre deux sommets du re´seau. Face a`
la complexite´ de ce proble`me, nous proposons des approches exactes pour la re´solution des
deux variantes. Plus pre´cise´ment, nous commenc¸ons d’abord par de´velopper les formulations
mathe´matiques approprie´es. Nous nous orientons ensuite vers les techniques base´es sur la
the´orie polye´drale qui, de nos jours, sont qualifie´es comme tre`s efficaces pour la re´solution
de proble`mes complexes en optimisation combinatoire. Nous de´terminons en particulier des
ine´galite´s valides et proposons des techniques pour la ge´ne´ration de plans coupants. Toutes
les me´thodes propose´es sont teste´es sur des exemplaires concrets fournis par notre partenaire
industriel.
vABSTRACT
The aim of this thesis is to study the wind farm collection network design problem which
consists of choosing a subset of edges of a potential electrical network and assigning the
right capacity to each link so that the energy produced by the wind turbines can be sent
to a specific sub-station at minimum cost. Designing such an electrical network incures a
significant cost when building a wind farm. Therefore, it will be useful to develop efficient
tools to find an optimal design in reasonable computation time.
The wind farm collection network design problem belongs to a large class of network
design problems which is known to be NP -hard. In designing a collection network, one must
take an important engineering constraint into account. The energy flowing through a link is
unsplittable, i.e., once the energy units produced by wind turbines and bundled on a given
link these units have to remain bundled until they reach the substation. In this thesis, we
will focus on two versions of this problem. The first one consists of selecting edges to install
underground cables and transmission lines such that there is only one capacity for each type
of link (cable or transmission line). In the second version of the problem we are allowed to
install different types of capacities on the edges of the electrical network. Furthermore, power
losses due to energy dissipation are accounted for when calculating the objective function.
We assume that the locations of the turbines are already known for the two versions of the
problem and several parallel links may be installed between two endpoints. We propose
models and algorithms for the two versions of the problem. Then we discuss several ways
to strengthen our models by means of valid inequalities. We also develop procedures for
generating cutting planes. Computational tests performed on instances provided by our
industrial partner confirm the efficiency of the proposed methods.
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1CHAPITRE 1
INTRODUCTION
Les investissements dans l’e´nergie e´olienne croissent de fac¸on importante dans plusieurs
pays du monde tels que les E´tats-Unis, le Canada, la Chine, la France ou le Danemark. En
particulier, avec son e´norme masse terrestre et ses coˆtes e´tendues, le Canada se lance dans
l’exploitation a` grande e´chelle de l’e´nergie e´olienne, notamment en favorisant l’ame´nagement
de parcs e´oliens partout sur son territoire. Regroupe´es dans un parc e´olien, les e´oliennes
peuvent fournir assez d’e´nergie pour approvisionner des milliers de re´sidences. Actuellement,
plus d’un million de foyers canadiens sont alimente´s en e´lectricite´ graˆce a` l’e´nergie e´olienne.
Selon la CanWEA (l’Association canadienne de l’e´nergie e´olienne), le Canada pourrait com-
bler jusqu’a` 20% de ses besoins en matie`re d’e´lectricite´ graˆce a` l’e´nergie e´olienne, c’est-a`-dire
alimenter 17 millions de familles, d’ici 2025. Cela repre´sente une excellente opportunite´, pour
les entreprises canadiennes, de de´velopper et commercialiser de nouvelles technologies, de
fabriquer des produits et d’offrir des services qui favorisent l’expansion de la filie`re e´olienne.
Un parc e´olien consiste en une se´rie d’e´oliennes qui occupent un territoire ide´al pour la
production e´nerge´tique et qui sont relie´es a` une sous-station de transformation a` travers un
re´seau e´lectrique constitue´ de plusieurs kilome`tres de caˆbles souterrains et de lignes ae´riennes.
La mise en place d’un re´seau e´lectrique pour collecter l’e´nergie e´olienne et l’acheminer vers
une sous-station de transformation entraˆıne des couˆts importants lors de la construction d’un
parc e´olien. La conception d’un syste`me de collecte d’e´nergie e´olienne est une taˆche essen-
tielle mais complexe pour l’exploitation d’un parc e´olien. De plus, il est crucial au moment
de la conception du re´seau de tenir compte de diverses contraintes de nature technique et
e´conomique telles que la ne´cessite´ de se procurer des permis de passage pour l’infrastructure
existante de transport e´nerge´tique et la prise en conside´ration de la nature topographique
des terrains pour e´viter certains obstacles naturels et artificiels. Pour les parcs de quelques
e´oliennes, les experts parviennent souvent a` trouver une bonne configuration a` la main ou
par une simple e´nume´ration des toutes les configurations possibles. Cependant, ces approches
ne sont plus efficaces avec la tendance re´cente de construire de grands parcs e´oliens. Face a`
ce nouveau de´fi, il est plus judicieux de faire appel a` d’autres techniques plus rationnelles
telles que les techniques d’optimisation combinatoire, qui se sont re´ve´le´es particulie`rement
performantes pour la mode´lisation et la re´solution d’une multitude de proble`mes concrets de
conception de re´seaux.
2Le proble`me industriel que nous abordons dans cette the`se s’inscrit dans ce contexte
et consiste a` concevoir un re´seau e´lectrique de couˆt minimum pour collecter l’e´nergie dans
un parc e´olien. Ce proble`me a e´te´ propose´ par une compagnie canadienne œuvrant dans le
domaine de l’e´nergie e´olienne ; elle veut un outil d’aide a` la de´cision rapide et efficace qui
lui permettra de se tailler une place sur le marche´ tre`s concurrentiel de l’e´nergie e´olienne.
Plus pre´cise´ment, e´tant donne´ l’emplacement d’e´oliennes et de la sous-station, il s’agit de
minimiser les couˆts d’installation de caˆbles et de lignes de transmission du re´seau e´lectrique
en respectant des contraintes de capacite´ et de non-bifurcation d’e´nergie. La non-bifurcation
d’e´nergie est une condition importante dans notre proble`me, puisque l’e´nergie produite par
des e´oliennes regroupe´e a` un niveau quelconque du re´seau e´lectrique doit rester regroupe´e
jusqu’a` ce qu’elle atteigne la sous-station. Lorsque de plus, le choix de la capacite´ du lien
a` installer fait partie des de´cisions a` prendre, il s’agit alors de minimiser non seulement les
couˆts d’installation du re´seau e´lectrique mais aussi les pertes dues a` la dissipation d’e´nergie.
D’un point de vue plus formel, e´tant donne´ un graphe G ponde´re´ non oriente´, le proble`me
de conception de re´seaux consiste a` se´lectionner un sous-ensemble d’areˆtes pour connecter
un sous-ensemble de sommets de sorte qu’une fonction de couˆt est optimise´e sous certaines
contraintes spe´cifiques. Les proble`mes de conception de re´seaux sont ge´ne´ralement mode´lise´s
comme des programmes mixtes en nombres entiers. The´oriquement, ces mode`les permettent,
en utilisant un algorithme de se´paration et e´valuation progressive, de trouver des solutions op-
timales pour des applications acade´miques ou meˆme industrielles. Toutefois, ces algorithmes
de re´solution exacte, e´tant de complexite´ exponentielle, ne sont pas efficaces pour les ins-
tances de grande taille. Ceci a incite´ les chercheurs a` se concentrer soit sur des me´thodes
approche´es telles que les heuristiques, soit sur des technique pour ame´liorer ces me´thodes
exactes telles que les techniques polye´drales. En particulier, les techniques polye´drales ont
e´te´ utilise´es avec succe`s pour obtenir des solutions optimales ou proches de l’optimum pour
les proble`mes d’optimisation combinatoire en un temps raisonnable. Ces me´thodes consistent
en fait a` exploiter les structures spe´cifiques du proble`me en question dans le but de de´crire
les facettes de l’enveloppe convexe de ses solutions par un syste`me d’ine´galite´s valides (plans
coupants). Une telle caracte´risation est ge´ne´ralement difficile a` identifier. Cependant, une des-
cription partielle du polye`dre combine´e avec un algorithme de Branch-and-Bound pourrait
suffire pour re´soudre le proble`me a` l’optimum. En effet, l’ajout de ces ine´galite´s valides permet
e´ventuellement d’ame´liorer les bornes obtenues a` partir des relaxations line´aires. Toutefois,
la taˆche consistant a` identifier des ine´galite´s valides pour un proble`me donne´ est complexe
aussi bien sur le plan the´orique que sur le plan pratique.
3Contributions de la the`se
L’objectif de cette the`se est de de´velopper un outil d’aide a` la de´cision pour l’optimi-
sation du syste`me de collecte d’e´nergie e´olienne. Cet outil sera d’une grande utilite´ pour le
partenaire industriel, lui permettant d’obtenir la meilleure configuration pour concevoir le
syste`me de collecte d’e´nergie e´olienne en un temps raisonnable. Deux versions sont e´tudie´es
dans cette the`se. Dans la premie`re version, la capacite´ d’un caˆble ou d’une ligne de trans-
mission est pre´de´finie (un seul choix de capacite´). Il s’agit simplement de minimiser les couˆts
d’installation de caˆbles et de lignes de transmission en respectant les contraintes de capacite´
et de non-bifurcation d’e´nergie. La deuxie`me version qui est plus complique´e, consiste non
seulement a` de´terminer les liens qui sont utilise´s pour acheminer l’e´nergie vers la sous-station,
mais e´galement a` choisir la capacite´ de chaque lien utilise´, ce choix devant eˆtre fait parmi
un ensemble de possibilite´s fixe´ par les concepteurs. Chaque type de caˆble ou de ligne peut
dissiper l’e´nergie, et donc, il y a une quantite´ d’e´nergie qui est perdue. Ces pertes sont propor-
tionnelles au carre´ de l’e´nergie qui circule dans le re´seau. La fonction-objectif minimise non
seulement les couˆts d’installation du re´seau, mais aussi les couˆts des pertes d’e´nergie encou-
rues en respectant les contraintes de capacite´s installe´es et la contrainte de non-bifurcation
d’e´nergie. A` notre connaissance, ce proble`me avec ses particularite´s n’a jamais fait l’objet
d’e´tudes scientifiques. Toutefois, nous passons en revue les principaux travaux traitant de
proble`mes de conception de re´seaux, ainsi que les quelques travaux qui ont e´tudie´ des pro-
ble`mes d’e´nergie e´olienne proches du noˆtre. Par ailleurs, notre premie`re contribution consiste
a` mode´liser les deux versions du proble`me de la conception d’un re´seau de collecte d’e´nergie
e´olienne et d’e´laborer des me´thodes exactes pour leurs re´solutions. Nous soulignons que la
formulation mathe´matique de la deuxie`me version est quadratique. Afin de reme´dier a` cette
nature non line´aire, nous avons transforme´ le mode`le quadratique en un mode`le line´aire par
morceaux. La deuxie`me contribution re´side dans l’utilisation des techniques de la the´orie
polye´drale pour ame´liorer les formulations propose´es. Ainsi, nous avons propose´ des familles
d’ine´galite´s valides et les techniques ne´cessaires pour la ge´ne´ration de plans coupants. Les
plans coupants sont introduits a` la racine de l’arbre de branchement. Un algorithme de se´-
paration et e´valuation progressive est ensuite utilise´ pour la re´solution de chaque variante
du proble`me. Les re´sultats obtenus te´moignent des efforts effectue´s pour la re´solution du
proble`me. Nous notons que les travaux effectue´s pour la re´solution de la premie`re variante
du proble`me ont donne´ lieu a` un article publie´ dans INFOR.
Le document est organise´ comme suit. Dans le deuxie`me chapitre, nous donnons une
4description de´taille´e de notre proble`me. Le troisie`me chapitre pre´sente une revue de litte´rature
sur les travaux qui traitent les proble`mes de conception de re´seaux et qui sont essentiellement
en rapport avec notre proble`me industriel. Dans le quatrie`me chapitre, nous pre´sentons tout
d’abord une mode´lisation du proble`me comme un programme mixte en nombres entiers. Nous
e´tudions ensuite la relaxation line´aire du mode`le mathe´matique dans le but de ge´ne´rer des
ine´galite´s valides susceptibles de renforcer ce mode`le. Nous consacrons le cinquie`me chapitre
a` la re´solution du proble`me de collecte d’e´nergie incluant le choix des capacite´s des caˆbles
souterrains et des lignes ae´riennes du re´seau e´lectrique. La the`se se termine par une conclusion
sur les travaux effectue´s dans cette the`se ainsi que sur les perspectives de recherche dans le
meˆme contexte.
5CHAPITRE 2
PRE´SENTATION DU PROBLE`ME DE CONCEPTION D’UN RE´SEAU DE
COLLECTE D’E´NERGIE E´OLIENNE
De nos jours, la production de l’e´lectricite´ a` partir de l’e´nergie e´olienne connaˆıt un essor
important. En effet, les couˆts de production de l’e´nergie e´olienne baissent tous les ans, per-
mettant a` cette filie`re de concurrencer les sources d’e´nergie classiques. Une grande partie des
couˆts est attribue´e a` la construction des parcs e´oliens. La re´alisation d’un projet e´olien est
un processus complexe et long compose´ de plusieurs phases, impliquant plusieurs branches
d’expertise et utilisant diffe´rentes technologies. L’objectif de ce chapitre est de pre´senter au
lecteur les donne´es de base permettant de concevoir le syste`me de collecte d’e´nergie e´olienne.
2.1 Production e´nerge´tique
Une e´olienne est une machine permettant de convertir l’e´nergie cine´tique du vent en
e´lectricite´. Les e´oliennes peuvent eˆtre exploite´es individuellement, mais elles sont souvent re-
groupe´es sur un meˆme territoire pour former des parcs e´oliens. La quantite´ d’e´nergie produite
de´pend principalement du sens et de la force du vent. Par conse´quent, le choix d’un territoire
ayant un fort potentiel e´olien est un e´le´ment cle´ pour la rentabilite´ d’un projet e´olien. A` cette
fin, les experts effectuent des e´tudes techniques au moyen des outils scientifiques pour e´valuer
le potentiel e´olien d’un site donne´. Par ailleurs, un site propice a` l’installation des e´oliennes
est ge´ne´ralement situe´ dans une vaste e´tendue de faible rugosite´ et de´gage´e pour e´viter les
variations de la vitesse du vent cause´es par la topographie et les obstacles du terrain. De
plus, en raison de leurs tailles gigantesques, il est indispensable de positionner les e´oliennes
de manie`re a` maintenir un e´cart suffisant entre elles afin de minimiser les effets de sillage et
ainsi maximiser la production e´nerge´tique. En effet, la vitesse du vent est obligatoirement
perturbe´e apre`s le passage a` travers une e´olienne, ce qui affecte e´norme´ment la production des
e´oliennes voisines. Apre`s avoir recueilli les diverses donne´es ne´cessaires pour la construction
d’un parc e´olien, les experts de´cident de la puissance totale a` installer. Dans un parc, les e´o-
liennes installe´es sont ge´ne´ralement de meˆme type pour uniformiser la production d’e´nergie.
De´sormais, nous supposons que l’emplacement des e´oliennes est pre´de´fini. D’ailleurs de nom-
breux travaux ont traite´ le proble`me de la localisation d’e´oliennes ; nous re´fe´rons le lecteur
a` ces travaux (Veeramachaneni et al. (2012), Emami et Noghreh (2010), Fagerfja¨ll (2010),
McWilliam et al. (2012), Wan et al. (2012), etc.) pour plus de de´tails. Nous conside´rons aussi
6que toutes les e´oliennes ont la meˆme puissance et que chaque e´olienne produit une seule unite´
d’e´nergie.
2.2 Re´seau de collecte d’e´nergie e´olienne
L’e´nergie produite par les e´oliennes doit eˆtre collecte´e par une sous-station de transfor-
mation au moyen des fils e´lectriques pour alimenter un re´seau de distribution d’e´lectricite´
desservant des re´sidences et des commerces qui sont plus e´loigne´s. La figure 2.1 fournit une
illustration sche´matique des principaux e´le´ments qu’on retrouve dans un parc e´olien. Une
planification ade´quate de ce re´seau de collecte re´pandu ge´ne´ralement sur une grande zone
doit ne´cessairement s’appuyer sur une bonne compre´hension des principes de fonctionnement
des diffe´rentes composantes. Le re´seau de collecte d’e´nergie est compose´ de trois e´le´ments
essentiels :
• les caˆbles souterrains, qui permettent de connecter les e´oliennes entre elles ou une
e´olienne au re´seau ae´rien,
• les lignes de transmission du re´seau ae´rien qui suivent ge´ne´ralement les routes existantes
et relient deux points ge´ographiques (les intersections de segments de rues), et
• les commutateurs qui servent a` relier les extre´mite´s des caˆbles souterrains au re´seau
ae´rien.
Pour des raisons techniques, les lignes de transmission du re´seau ae´rien ne peuvent eˆtre
installe´es que sur le re´seau routier public apre`s l’octroi d’un permis municipal (appele´ aussi
droit de passage). Nous admettons que les liens potentiels du re´seau routier ou` les lignes de
transmission seront installe´es sont donne´s et leurs couˆts d’installation sont connus. D’un autre
coˆte´, des tranche´es sont ge´ne´ralement creuse´es le long de chemins d’acce`s (des voies pre´ala-
blement ame´nage´es pour le transport des composantes d’e´oliennes vers leurs emplacements)
pour l’installation des caˆbles souterrains. En raison de l’espacement relativement important
entre les e´oliennes, ces caˆbles peuvent mesurer plusieurs kilome`tres. Puisque les inge´nieurs
ont effectue´ des e´tudes pre´liminaires, les liens potentiels du re´seau sont donne´s sous forme
d’un graphe qu’on peut utiliser pour concevoir le re´seau de collecte d’e´nergie. Les sommets
de ce graphe correspondent aux positions des e´oliennes, de la sous-station et des points de
connexion des liens potentiels du re´seau e´lectrique. Chaque type de lien (caˆble souterrain
ou ligne de transmission) a une capacite´ limite´e. Ainsi pour collecter la totalite´ de l’e´ner-
gie produite par les e´oliennes, il est possible d’installer plusieurs liens paralle`les entre deux
extre´mite´s. Par exemple, il peut y avoir plusieurs caˆbles entre deux e´oliennes et sur chaque
caˆble, l’e´nergie peut circuler dans l’un ou l’autre sens. Plusieurs caˆbles souterrains connec-
7Figure 2.1: Un exemple d’un parc e´olien
tant les e´oliennes peuvent eˆtre combine´s au moyen d’un commutateur dans une seule ligne de
transmission de capacite´ supe´rieure a` celle d’un caˆble. Le couˆt d’installation de chaque lien
entre deux extre´mite´s est connu et de´pend de sa longueur et de sa capacite´. Ce couˆt inclut le
couˆt du commutateur lorsque un caˆble souterrain est relie´ a` une ligne de transmission. D’une
manie`re ge´ne´rale, s’il y a des liens paralle`les entre deux extre´mite´s, le couˆt d’installation du
premier lien est supe´rieur a` celui du deuxie`me, le couˆt du deuxie`me est supe´rieur a` celui du
troisie`me et ainsi de suite.
2.3 Non-bifurcation d’e´nergie
Apre`s une description ge´ne´rale des diffe´rentes composantes du syste`me de collecte d’e´ner-
gie e´olienne, nous allons de´crire une contrainte technique importante. L’e´nergie transmise
dans un lien peut eˆtre combine´e avec celle d’autres liens mais ne peut pas eˆtre divise´e (bi-
furque´e) sur plusieurs liens. Autrement dit, si une quantite´ d’e´nergie Q circule d’un point u
vers un point v a` travers un lien, alors il doit y avoir un point w tel que cette quantite´ Q est
8e´coule´e de v vers w a` travers un seul lien. E´videmment, l’e´nergie transmise de v vers w peut
eˆtre plus grande que Q puisque v peut recevoir de l’e´nergie d’autres points et en particulier
d’un point u′ diffe´rent de u. De ce fait, une solution sans des liens paralle`les peut ressembler
a` une anti-arborescence avec la sous-station comme anti-racine.
De´finition 2.3.1 Une anti-arborescence dans un graphe oriente´ est un sous-graphe partiel
comportant un sommet particulier r appele´ anti-racine tel que pour tout sommet v du graphe,
il existe un chemin oriente´ et un seul de v vers r.
En revanche, il y a des solutions qui ne ressemblent pas a` des anti-arborescences, en
particulier celles qui contiennent des liens paralle`les ou une structure constitue´e des arcs
(u1, v), (u2, v), (v, w1) et (v, w2) (dans ce cas une solution contient un cycle incluant v et
la sous-station). Il convient de noter que d’autres notions de « non-bifurcation » de flot
apparaissent dans la litte´rature. Dans plusieurs cas, la condition de non-bifurcation peut
eˆtre respecte´e en forc¸ant les variables de flot a` prendre des valeurs entie`res. Cependant ceci
n’est pas suffisant pour notre proble`me. La condition de la non-bifurcation de flot dans notre
proble`me est plus restrictive puisque les concepteurs de re´seaux exigent que les unite´s de flot
regroupe´es sur un lien donne´ restent regroupe´es jusqu’a` ce qu’elles atteignent la sous-station.
La suite de liens conse´cutifs (le chemin) a` travers lesquels circule l’e´nergie produite par un
groupe d’e´oliennes constitue un circuit selon la terminologie du ge´nie e´lectrique (Camm et al.
(2009)). Ainsi, le re´seau e´lectrique que nous allons concevoir est un ensemble de circuits
e´lectriques dont les origines sont des e´oliennes re´parties en groupes et la destination est la
sous-station. La difficulte´ majeure de notre proble`me re´side dans le fait que la partition des
e´oliennes en groupes n’est pas connue a priori, et donc la manie`re dont les circuits e´lectriques
seront construits de´pend de la partition optimale des e´oliennes. La ne´cessite´ de concevoir
de tels circuits justifie la mode´lisation de notre proble`me comme un proble`me de flot non
bifurque´.
Un exemple d’un re´seau de collecte avec 6 e´oliennes est de´crit dans la figure 2.2. Les
e´oliennes sont les nœuds en noir et la sous-station repre´sente´e par un carre´. Les nœuds
interme´diaires repre´sentent les intersections de lignes de transmission du re´seau ae´rien. Tous
les liens du re´seau ont une capacite´ de 3 et ont le meˆme couˆt. La valeur inscrite sur un lien
repre´sente la quantite´ d’e´nergie transmise a` travers ce lien. En fait, ce re´seau repre´sente une
configuration possible pour acheminer l’e´nergie produite par les e´oliennes vers la sous-station
qui respecte la contrainte de la non-bifurcation d’e´nergie. Il est ne´cessaire d’installer deux
lignes de transmission paralle`les sur les liens (5, 6) et (6, 1) pour faire passer les 4 unite´s
d’e´nergie entrant au nœud 5.
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Figure 2.2: Un re´seau de collecte
2.4 Choix de la capacite´ d’un lien
Le syste`me de collecte d’e´nergie dans un parc e´olien doit eˆtre planifie´ de fac¸on a` re´ali-
ser des e´conomies importantes non seulement lors de sa construction, mais e´galement lors
de son exploitation. Le transfert de l’e´nergie produite par les e´oliennes vers la sous-station
ne´cessite l’utilisation d’une grande quantite´ de caˆbles et lignes e´lectriques, de´pendamment de
leurs capacite´s. Lors de ce transfert, une quantite´ d’e´nergie est perdue. Les pertes sont prin-
cipalement dues au phe´nome`ne physique appele´ dissipation d’e´nergie par « effet de Joule »,
qui de´pend essentiellement de la quantite´ d’e´nergie transfe´re´e. Le but est donc de minimiser
les pertes d’e´nergie. Le choix d’utiliser des caˆbles ou lignes de grande capacite´ s’impose de`s
qu’il s’agit de transporter de l’e´nergie e´lectrique sur de longues distances. Cependant, le couˆt
d’installation d’un caˆble ou d’une ligne de´pend de sa longueur ainsi que de sa capacite´. Il
faut donc e´tablir un compromis entre les couˆts d’installation des liens et les pertes qu’ils
entraˆınent. Notre proble`me industriel sera e´tudie´ en deux volets. Dans le chapitre 4 nous
supposons qu’il y a un seul type de caˆble souterrain et un seul type de ligne de transmission.
Autrement dit, le type du caˆble ou de la ligne de transmission est connu a priori. Il s’agit
alors de concevoir un re´seau de collecte d’e´nergie qui minimise les couˆts d’installation et res-
pecte les contraintes de capacite´s de liens et la contrainte de non-bifurcation de flot. Dans le
chapitre 5, nous allons conside´rer le cas ou` nous disposons de plusieurs types de liens. Pour
chaque type de lien disponible, nous connaissons le couˆt d’installation, la capacite´ et la perte
d’e´nergie potentielle. Dans ce cas, il s’agit de concevoir un re´seau de collecte qui minimise
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a` la fois les couˆts d’installation et les pertes d’e´nergie tout en respectant les contraintes de
capacite´s des liens installe´s et la contrainte de non-bifurcation de flot.
2.5 Un cas particulier du proble`me
Dans le cas ou` un seul type de lien est disponible dont la capacite´ est suffisante pour
collecter la totalite´ de l’e´nergie produite par les e´oliennes (pas de liens paralle`les), le proble`me
revient a` re´soudre un proble`me d’arbre de Steiner avec les e´oliennes et la sous-station comme
des sommets terminaux.
De´finition 2.5.1 E´tant donne´ un graphe non oriente´ ponde´re´ G = (V,E) et un sous-
ensemble de sommets T ⊆ V dits terminaux, le proble`me de l’arbre de Steiner consiste a`
trouver un sous-graphe partiel qui soit un arbre de poids minimum couvrant tous les sommets
terminaux ; cet arbre peut contenir des sommets autres que les sommets terminaux.
Il s’agit de trouver l’arbre de couˆt minimum qui permet de connecter les e´oliennes a` la
sous-station (dans ce cas la question de non-bifurcation du flot ne se pose plus). Nous pouvons
alors conclure que notre proble`me est NP-difficile (Garey et Johnson (1979)) meˆme lorsqu’il
est possible d’installer un seul caˆble sur chaque lien du re´seau avec une capacite´ illimite´e.
L’ajout des capacite´s sur les liens ne fait que complexifier le proble`me. Nous montrerons
plus tard dans cette the`se que le proble`me de conception d’un re´seau de collecte d’e´nergie
e´olienne peut eˆtre mode´lise´ comme un proble`me d’arbre de Steiner avec certaines contraintes
supple´mentaires.
Pour conclure, le proble`me de conception d’un re´seau de collecte d’e´nergie e´olienne est
sujet a` plusieurs contraintes complexes. Certaines contraintes ont e´te´ conside´re´es afin de
re´pondre au mieux a` des questions techniques qui refle`tent les exigences du partenaire in-
dustriel. Dans les chapitres suivants, nous proposons deux mode`les mathe´matiques inte´grant
les diffe´rentes contraintes de´finies ci-dessus ainsi que des me´thodes pour la re´solution de ce
proble`me.
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CHAPITRE 3
REVUE DE LITTE´RATURE
La litte´rature de la recherche ope´rationnelle ne contient pas beaucoup de re´fe´rences trai-
tant de proble`mes de conception de re´seaux de collecte d’e´nergie e´olienne. Il est donc plus
judicieux de de´finir le contexte ge´ne´ral et the´orique de ce proble`me industriel. Ainsi, nous pou-
vons de´terminer ce qui existe dans la litte´rature comme travaux en rapport avec ce proble`me
pour pouvoir de´velopper des mode`les mathe´matiques et des me´thodes de re´solution efficaces.
Nous donnons, en premier lieu, les de´finitions de flot bifurque´, non bifurque´ et confluent.
Nous abordons, en deuxie`me lieu, un proble`me classique de la recherche ope´rationnelle, a`
savoir le proble`me de conception de re´seaux, pour explorer les similitudes et les diffe´rences
entre ce proble`me et le proble`me de conception d’un re´seau de collecte d’e´nergie e´olienne. En
troisie`me lieu, nous nous inte´ressons au proble`me de l’arbre de Steiner afin d’e´tablir le lien
entre ce proble`me et le noˆtre. Finalement, nous citons quelques travaux qui ont traite´ des
proble`mes lie´s a` l’e´nergie e´olienne.
3.1 Flot bifurque´, non bifurque´ et confluent
Dans un proble`me de flot sur un re´seau, il s’agit d’envoyer une quantite´ de flot d’un
ensemble de sommets appele´s sources vers un autre ensemble de sommets appele´s puits.
Dans la litte´rature, la manie`re dont le flot circule dans le re´seau diffe`re d’un proble`me a` un
autre. Par exemple, dans le cas d’un flot non bifurque´ (indivisible), le flot envoye´ par une
source doit suivre un chemin unique du re´seau pour atteindre un puits. En revanche dans
le cas d’un flot bifurque´, le flot envoye´ par une source est achemine´ vers un puits a` travers
plusieurs chemins. Dans ce cas, chaque sommet du re´seau peut envoyer du flot a` plusieurs
sommets voisins. Dans certains contextes, on peut exiger qu’un flot entrant dans un sommet
soit envoye´ vers d voisins au plus (Se´guin-Charbonneau (2009)) : on parle alors d’un flot
d-furque´. En particulier, lorsqu’il n’est possible d’envoyer du flot a` partir d’un sommet que
vers un seul sommet voisin (d = 1), on parle d’un flot confluent (voir Se´guin-Charbonneau
(2009)). En fait, le flot confluent peut eˆtre aussi vu comme un cas particulier de flot indivisible
quand il s’agit d’un proble`me de flot avec plusieurs sources et un seul puits. En effet, tout
flot envoye´ par une source suit un seul chemin vers le puits et donc tous les flots envoye´s
par les sommets sources peuvent se joindre a` un sommet particulier du re´seau pour ensuite
atteindre le puits.
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Le type de flot que nous traitons dans cette the`se (tel que nous l’avons de´fini dans le
chapitre 2) est diffe´rent des trois cas mentionne´s ci-dessus. Il n’est pas confluent, puisqu’on
peut avoir une situation ou` une quantite´ de flot transmise par au moins k liens aboutissant
a` un sommet donne´ peut eˆtre envoye´e vers au plus k voisins. En particulier lorsque k = 2, il
est possible d’avoir la situation repre´sente´e dans la figure 3.1.
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Figure 3.1: Un exemple de flot non confluent
Le flot dans notre proble`me n’est pas non plus d-furque´ pour un d ≥ 2, puisque si les
unite´s de flot envoye´es par diffe´rentes sources ont e´te´ fusionne´es sur un lien donne´, alors elles
doivent quitter ce lien a` travers un seul autre lien. La situation dans la figure 3.2 est interdite
dans notre proble`me.
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Figure 3.2: Un exemple de flot 2-furque´
Finalement, la manie`re dont le flot est achemine´ vers la sous-station dans notre proble`me
est plus restrictive que le flot non bifurque´ de´fini ci-dessus. Plus pre´cise´ment, si nous nous
situons dans le cas d’un proble`me de flot avec plusieurs sources (les e´oliennes) et un seul
puits (la sous-station), non seulement le flot envoye´ par une e´olienne est achemine´ vers la
sous-station a` travers un seul chemin, mais en plus, si les flots de plusieurs e´oliennes sont
regroupe´s sur un lien donne´, ils doivent atteindre la sous-station par la suite a` travers le
meˆme chemin.
Ces diffe´rentes manie`res d’acheminement du flot sont ge´ne´ralement aborde´es dans le cadre
des proble`mes de conception de re´seaux. Ainsi, les formulations et les me´thodes de re´solution
pour ces proble`mes diffe`rent selon la manie`re d’acheminer le flot dans le re´seau associe´.
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Figure 3.3: Un exemple de flot non bifurque´
3.2 Le proble`me de conception de re´seaux
Le proble`me de conception de re´seaux, connu dans la litte´rature sous le nom de « Network
Design Problem », se pose ge´ne´ralement lorsqu’on souhaite mettre en place de nouvelles
infrastructures afin de pouvoir re´pondre aux exigences des utilisateurs d’un re´seau donne´
(transport, te´le´communication, e´lectricite´...). Lorsqu’il y a une restriction sur les capacite´s
des infrastructures, on parle d’un proble`me avec capacite´s. La litte´rature traitant la version
sans restriction de capacite´ est omise puisque cette version est beaucoup plus facile a` re´soudre.
Sans perte de ge´ne´ralite´, le proble`me de conception de re´seaux avec capacite´s est de´-
fini dans un graphe non oriente´ ou` l’ensemble des areˆtes correspond a` l’ensemble des liens
potentiels. E´tant donne´ un ensemble de paires de sommets Origine-Destination (plusieurs
produits) et un ensemble fini de types de capacite´s, le proble`me consiste a` installer les ca-
pacite´s ne´cessaires sur les liens du re´seau a` construire pour transporter au moindre couˆt
des demandes (produits) a` partir des sommets Origines vers les sommets Destinations. Ce
couˆt correspond, en fait, au couˆt d’installation des capacite´s sur les liens et de transport des
demandes (produits). Il est possible d’installer simultane´ment plusieurs types de capacite´s
sur chaque lien. Nous pouvons distinguer deux types d’utilisation de la capacite´. La capacite´
installe´e sur un lien peut eˆtre utilise´e inde´pendamment par les flots circulant dans l’un ou
l’autre sens ou encore utilise´e simultane´ment par les flots circulant dans les deux sens (dans
ce cas les contraintes de capacite´ exigent que la somme des flots circulant dans les deux sens
d’un lien donne´ ne doit pas exce´der la capacite´ installe´e sur ce lien). Nous notons aussi que
le proble`me de conception de re´seaux est souvent formule´ dans l’espace des arcs ou dans
l’espace des chemins. La deuxie`me formulation est ge´ne´ralement utilise´e dans le cas d’un flot
non bifurque´.
De´pendamment du nombre de diffe´rentes capacite´s disponibles pour concevoir le re´seau
et du nombre de produits a` transporter, plusieurs variantes et cas particuliers de ce pro-
ble`me ont e´te´ e´tudie´s durant ces dernie`res de´cennies. A` titre d’exemple, lorsque les couˆts
d’acheminement des demandes entre les paires de sommets Origine-Destination sont nuls et
les capacite´s installe´es sont des multiples d’une meˆme capacite´ de base, il s’agit d’un pro-
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ble`me de chargement de re´seaux (« Network Loading Problem »). Ce proble`me a e´te´ introduit
pour la premie`re fois par Magnanti et al. (1993). Lorsqu’il n’est permis d’installer qu’un seul
type de capacite´ sur chaque areˆte du re´seau pour satisfaire les demandes, on parle du pro-
ble`me de conception de re´seaux avec capacite´s et couˆts fixes (« Fixed Charge Network Design
Problem »). Une revue de litte´rature plus approfondie est disponible dans les travaux de Ma-
gnanti et Wong (1984) et Minoux (1989). Bien que la publication de ces deux articles remonte
a` une trentaine d’anne´es environ, ils constituent encore des documents de re´fe´rence pre´cieux
sur les proble`mes de conception de re´seaux. Pour une revue de litte´rature plus re´cente, le
lecteur est invite´ a` consulter la re´fe´rence de Gendron et al. (1998).
Les proble`mes de conception de re´seaux forment une classe de proble`mes d’optimisation
combinatoire sur laquelle la recherche de ces dernie`res anne´es s’est fortement concentre´e. Les
me´thodes de re´solution comprennent des me´thodes exactes et des recherches heuristiques.
Nous donnons dans cette section un aperc¸u des me´thodes de re´solution propose´es dans la
litte´rature pour certains proble`mes de conception de re´seaux avec capacite´s en faisant la
distinction entre la bifurcation et la non-bifurcation de flot.
3.2.1 Le proble`me de conception de re´seaux avec bifurcation de flot
Le proble`me de conception de re´seaux dans la version avec bifurcation de flot a fait
l’objet d’une revue de litte´rature abondante. En particulier, de nombreux chercheurs se sont
concentre´s sur les e´tudes polye´drales et ont propose´ plusieurs familles d’ine´galite´s valides,
notamment des ine´galite´s de coupes (« Cutset inequalities ») pour re´soudre ce proble`me et
ses diffe´rentes variantes.
Magnanti et al. (1993) ont e´tudie´ les structures polye´drales de deux cas particuliers du
proble`me de chargement de re´seaux avec un seul de type de capacite´ tel que la capacite´
installe´e sur chaque lien du re´seau est utilise´e simultane´ment par les flots circulant dans les
deux sens. Le premier cas est un proble`me de conception de re´seaux dont les contraintes de
capacite´ sont de´finies dans un seul sens pour chaque lien (« single arc capacitated network
design problem »). Ce proble`me surgit lorsqu’une relaxation lagrangienne est applique´e aux
contraintes de conservation de flot. Les auteurs ont montre´ que l’ajout des ine´galite´s de
capacite´s re´siduelles (qui indiquent que la somme des flots d’un sous-ensemble de produits
sur un arc ne peut pas exce´der la somme des demandes de ce sous-ensemble de produits)
permet de de´crire entie`rement l’enveloppe convexe du proble`me en question. Le deuxie`me cas
est un proble`me de conception de re´seaux avec trois sommets ou` chaque paire de sommets
est relie´e avec une areˆte (« three node network »). Les auteurs ont aussi prouve´ que les
ine´galite´s de coupes (qui stipulent qu’il doit y avoir une capacite´ suffisante installe´e sur les
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arcs d’une coupe se´parant deux sous-ensembles de sommets pour satisfaire les demandes a`
travers cette coupe) et les ine´galite´s de 3-partition (qui reposent sur le meˆme principe des
ine´galite´s de coupe en se´parant les sommets en trois sous-ensembles de sommets) suffisent
pour une description comple`te de l’enveloppe convexe des solutions re´alisables du proble`me.
Ces ine´galite´s ont e´te´ par la suite ge´ne´ralise´es par Magnanti et al. (1995) pour re´soudre ce
meˆme proble`me mais avec deux types de capacite´ tels que la petite capacite´ est e´gale a` 1.
Ils ont observe´ que les ine´galite´s de coupes sont plus efficaces que les autres ine´galite´s meˆme
quand elles sont ajoute´es a` la racine de l’arbre de branchement.
Bienstock et al. (1998) ont traite´ le proble`me de chargement de re´seaux. Deux algorithmes
de Branch-and-Cut ont e´te´ propose´s pour la re´solution du proble`me. Le premier algorithme
combine une formulation base´e sur des variables de capacite´s et trois familles d’ine´galite´s
valides : les ine´galite´s de partition, les ine´galite´s de capacite´ totale et les ine´galite´s me´triques
(une ge´ne´ralisation du the´ore`me coupe-min/flot-max pour le cas des multiflots). Le deuxie`me
algorithme combine une formulation de multiflots et trois autres familles d’ine´galite´s valides :
les ine´galite´s de coupes, les ine´galite´s de couverture de flot et les ine´galite´s de partition.
Toutes ces familles d’ine´galite´s ont e´te´ de´tecte´es en utilisant des algorithmes heuristiques de
se´paration. Les deux approches ont e´te´ utilise´es pour re´soudre des exemples concrets.
Atamtu¨rk et Rajan (2002) ont traite´ le proble`me de conception de re´seaux avec capacite´s
en conside´rant les deux cas de flot bifurque´ et non bifurque´. Ils ont aussi conside´re´ que les
capacite´s sont des entiers multiples d’une capacite´ de base donne´e. Pour re´soudre le proble`me
dans le cas du flot bifurque´, une formulation base´e sur des variables de flot continues a e´te´
propose´e. Ensuite, ils ont de´veloppe´ un algorithme de plans coupants base´ sur les ine´galite´s
de capacite´ re´siduelle. Des ine´galite´s valides viole´es ont e´te´ de´tecte´es a` la racine de l’arbre de
branchement en appliquant un algorithme exact de se´paration.
Atamtu¨rk (2002) a effectue´ une e´tude polye´drale base´e sur les ine´galite´s de coupes sur trois
variantes du proble`me de conception de re´seaux avec capacite´s (sans aucune restriction sur les
capacite´s). Il a pre´sente´ une description comple`te de l’enveloppe convexe du proble`me dans le
cas d’un seul type de produit (demande) et un seul type de capacite´. Ces re´sultats ont e´te´ par
la suite ge´ne´ralise´s pour le cas avec un seul type de produit et plusieurs types de capacite´s,
et le cas avec plusieurs types de produits et plusieurs types de capacite´s. Pour montrer
l’efficacite´ des ces ine´galite´s valides, l’auteur a imple´mente´ un algorithme de Branch-and-Cut
en utilisant CPLEX pour re´soudre le proble`me dans le cas de plusieurs types de produits
et plusieurs types de capacite´s. Afin de de´tecter des ine´galite´s de coupe viole´es, l’auteur a
utilise´ des sous-ensembles compose´s d’un sommet et de deux sommets seulement puisque
trouver des bonnes coupes parmi toutes les coupes dans le re´seau est une taˆche difficile. Les
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re´sultats nume´riques ont montre´ que les ine´galite´s de coupes sont ne´cessaires pour ame´liorer
la re´solution du proble`me.
L’une des variantes du proble`me de conception de re´seaux les plus e´tudie´es a` ce jour est la
variante avec capacite´s et couˆts fixes. Par exemple, Holmberg et Yuan (2000) ont propose´ un
algorithme de Branch-and-Bound base´ sur une relaxation lagrangienne obtenue en relaxant
les contraintes de conservation de flot. Cette relaxation lagrangienne a permis de de´composer
le proble`me en plusieurs sous-proble`mes faciles a` re´soudre a` l’aide d’un algorithme de sous-
gradient. Les re´sultats expe´rimentaux ont montre´ que l’algorithme propose´ est plus efficace
qu’un algorithme de Branch-and-Bound de CPLEX. Cette me´thode a e´te´ ame´liore´e plus tard
par Kliewer et Timajev (2005) en utilisant une me´thode de coupes pour de´tecter deux familles
d’ine´galite´s valides viole´es : des ine´galite´s de couverture et des ine´galite´s locales.
Costa et al. (2009) ont e´tudie´ l’impact de trois familles d’ine´galite´s valides pour la re´solu-
tion du proble`me : les ine´galite´s de Benders (utilise´es ge´ne´ralement dans la de´composition de
Benders), les ine´galite´s me´triques et les ine´galite´s de coupes. Ils ont montre´ que les ine´galite´s
de coupes et les ine´galite´s me´triques sont des ine´galite´s de Benders sous certaines conditions.
Ces ine´galite´s ont e´te´ de´tecte´es dans le cadre d’un algorithme base´ sur la de´composition de
Benders.
Re´cemment, Chouman et al. (2011) ont de´veloppe´ un algorithme de coupes qui ge´ne`re
plusieurs familles d’ine´galite´s valides qui sont toutes de´rive´es des ine´galite´s de coupes pour
la re´solution du meˆme proble`me. Pour la de´tection de ces ine´galite´s ils ont propose´ des
algorithmes heuristiques de se´paration. Pour mesurer l’impact de diffe´rentes familles d’ine´ga-
lite´s valides sur la formulation du proble`me, ils ont effectue´ des tests sur un grand nombre
d’exemples.
Outre les me´thodes exactes utilise´es pour la re´solution de cette variante, plusieurs heuris-
tiques, notamment des recherches tabous (Crainic et al. (2000), Crainic et Gendreau (2002),
Ghamlouche et al. (2003), etc.) ont e´te´ de´veloppe´es pour obtenir des solutions approche´es en
temps raisonnable et ainsi trouver une borne supe´rieure de la valeur optimale. Chouman et
Crainic (2010) ont de´veloppe´ une me´thode hybride combinant des me´thodes exactes et une
recherche tabou. Rodr´ıguez-Mart´ın et Salazar-Gonza´lez (2010) et Hewitt et al. (2010) ont e´ga-
lement propose´ une me´thode qui combine des techniques de programmation mathe´matique
avec une recherche locale.
Une variante du proble`me de chargement de re´seaux similaire au proble`me de conception
d’un re´seau de collecte d’e´nergie e´olienne avec plusieurs types de capacite´s a e´te´ e´tudie´e
par Salman et al. (2008) et Ljubic´ et al. (2012). Dans ce proble`me connu dans la litte´rature
comme e´tant le « Single Source Network Loading Problem », il s’agit d’envoyer des demandes
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(d’un seul produit) a` partir d’un ensemble de sommets Origines vers un sommet particulier
(Destination) graˆce a` l’installation de plusieurs types de capacite´s (caˆbles) sur les liens d’un
re´seau. Des me´thodes exactes ont e´te´ propose´es pour la re´solution de ce proble`me. La me´thode
de Salman et al. (2008) est base´e sur deux phases. Dans la premie`re phase, ils ont calcule´
le choix optimal du type de caˆble pour toutes les valeurs possibles de flot sur chaque lien
du re´seau. Dans la deuxie`me phase, ils ont e´labore´ un algorithme de Branch-and-Bound
pour re´soudre un proble`me de flot en tenant compte de la fonction de couˆts obtenue dans la
premie`re phase. Ljubic´ et al. (2012) ont propose´ un algorithme de Branch-and-Cut qui ge´ne`re
des coupes de Benders pour la re´solution de ce proble`me.
Il est aussi important de noter que certains chercheurs ont e´tudie´ le proble`me traite´ dans
Salman et al. (2008) en proposant des algorithmes d’approximation. Nous citons par exemple
les travaux de Salman et al. (1997) et de Salman et al. (2000).
Pour finir, un autre cas particulier du proble`me de conception de re´seaux est celui de la
conception de re´seaux d’acce`s e´tudie´ par Chardy et al. (2012). Ce proble`me est, en quelque
sorte, le cas inverse du proble`me de conception de re´seaux de collecte d’e´nergie e´olienne. Plus
pre´cise´ment, il s’agit de mettre en place des coupleurs optiques (« splitter ») sur des sommets
d’un re´seau existant et de se´lectionner les chemins emprunte´s par les fibres optiques sur les
liens de ce re´seau pour desservir un ensemble des clients d’internet. Il est possible d’installer
trois niveaux de fibres optiques sur ce re´seau tels qu’une fibre entrant dans un coupleur soit
re´partie en plusieurs fibres d’un niveau plus e´leve´ tout en respectant les capacite´s permises.
Chaque client a une demande connue et il est place´ au bout d’une fibre du troisie`me niveau.
Les auteurs ont propose´ un mode`le mathe´matique en nombres entiers base´ sur une ge´ne´ra-
lisation du proble`me de multiflot. Ils ont ensuite montre´ que ce proble`me est NP -difficile.
Par ailleurs, des ine´galite´s valides base´es sur les techniques d’arrondi ont e´te´ de´ve´loppe´es
pour ame´liorer la peformance du mode`le. Ils ont aussi utilise´ la me´thode de la re´duction des
graphes pour re´duire la taille du proble`me. Des tests sur des re´seaux concrets ont e´te´ realise´s.
3.2.2 Le proble`me de conception de re´seaux avec non-bifurcation de flot
Le proble`me de conception de re´seaux avec non-bifurcation de flot a e´te´ peu e´tudie´ par
rapport a` la version avec bifurcation de flot. Barahona (1996) a e´tudie´ le proble`me de charge-
ment de re´seaux dans un re´seau non oriente´ ou` la capacite´ installe´e sur une areˆte du re´seau est
utilise´e simultane´ment par les flots circulant dans les deux sens. Pour re´soudre ce proble`me,
des sous-ensembles de nœuds ont e´te´ fusionne´s en plusieurs « supernœuds » pour re´duire la
taille du proble`me. Ensuite, le proble`me a e´te´ re´solu dans le nouveau re´seau, ou` la bifurca-
tion du flot est permise, en utilisant une me´thode de Branch-and-Cut base´e sur les ine´galite´s
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de coupes. Ces ine´galite´s ont e´te´ ge´ne´re´es a` l’aide d’un algorithme exact de se´paration. Par
ailleurs a` partir de la solution obtenue pour le cas bifurque´, il a re´solu le cas non bifurque´
dans le re´seau initial en utilisant une proce´dure heuristique. Cette me´thode a e´te´ applique´e
pour re´soudre des exemples comportant jusqu’a` 64 nœuds.
Brockmu¨ller et al. (1998) ont e´tudie´ une variante du proble`me de chargement de re´seaux
ou` chaque demande doit eˆtre envoye´e a` travers un chemin unique et en plus ce chemin peut
inclure au plus un nombre limite´ de sommets (« hub nodes »). Les auteurs ont propose´ une
formulation mathe´matique base´e sur les chemins. Ils ont de´veloppe´ une approche qui combine
une me´thode de plans coupants et l’algorithme de Branch-and-Bound pour la re´solution de ce
proble`me. Les auteurs ont utilise´ une nouvelle famille d’ine´galite´s valides appele´es ine´galite´s
c-fortes (« c-strong inequalities ») en plus des ine´galite´s de coupes. Leur me´thode consiste
a` ajouter a priori quelques ine´galite´s valides simples au mode`le. Ensuite, ils appliquent ite´-
rativement une me´thode de plans coupants pour ame´liorer la relaxation line´aire du mode`le.
Lorsque l’algorithme n’est plus capable de de´tecter de nouvelles ine´galite´s viole´es, une heu-
ristique est utilise´e pour raffiner la solution de la relaxation line´aire et obtenir une solution
re´alisable. Finalement, la meilleure solution re´alisable obtenue est utilise´e comme une borne
supe´rieure dans un algorithme de Branch-and-Bound pour re´soudre le proble`me.
Atamtu¨rk et Rajan (2002) ont propose´ un mode`le mathe´matique utilisant des variables
binaires pour repre´senter le flot sur les arcs afin de re´soudre le proble`me de conception
de re´seaux avec capacite´s dans le cas d’un flot non bifurque´. Ils ont e´galement introduit
deux nouvelles familles d’ine´galite´s valides de´rive´es des ine´galite´s c-fortes. Les auteurs ont
formellement de´montre´ que la se´paration des ine´galite´s c-fortes est NP -difficile. Finalement,
l’efficacite´ de ces ine´galite´s valides a e´te´ teste´e dans le cadre d’un algorithme de Branch-and-
Cut.
Les auteurs van Hoesel et al. (2002) ont de´veloppe´ un algorithme de Branch-and-Cut
base´ sur une formulation utilisant des variables de flot pour la re´solution d’une variante du
proble`me de chargement de re´seaux avec un seul type de capacite´. Plus pre´cise´ment, ils ont
propose´ plusieurs familles d’ine´galite´s valides de´rive´es des ine´galite´s c-fortes et des ine´galite´s
de coupes. Des re´sultats expe´rimentaux sur des exemples concrets d’un maximum de 8 nœuds
ont e´te´ rapporte´s ; ils montrent que l’algorithme de Branch-and-Cut est capable de re´soudre
tous les exemples a` l’exception de ceux comportant 8 nœuds.
Re´cemment, Bartolini et Mingozzi (2008) ont pre´sente´ un mode`le mathe´matique en nombres
entiers base´ sur des variables de flot. Ainsi, ils ont propose´ un algorithme exact renforce´ par
des ine´galite´s de coupes et ils ont aussi de´veloppe´ plusieurs heuristiques : une heuristique
gloutonne, une recherche tabou et deux autres base´es sur des e´nume´rations partielles. Ils
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ont montre´ une fois de plus que la performance des algorithmes exacts reste limite´e aux
exemples de petite taille et que l’utilisation des heuristiques est ne´cessaire pour la re´solu-
tion des exemples de taille importante. Toutefois, ils ont de´montre´ que leur algorithme de
Branch-and-Cut est aussi bon que celui pre´sente´ dans les travaux d’Atamtu¨rk (2002).
Berger et al. (2000) ont e´galement e´tudie´ une variante du proble`me de chargement de
re´seaux dans un contexte de te´le´communication. Plus pre´cise´ment, il s’agit d’installer des
e´quipements (en utilisant e´ventuellement plusieurs types de caˆbles en fibre optique) sur les
liens d’un re´seaux non oriente´ pour satisfaire les demandes d’un ensemble de sommets termi-
naux a` partir d’un sommet central. Pour acheminer la demande de chaque sommet terminal
a` partir du sommet central, il est impose´ d’utiliser un seul chemin (non-bifurcation de flot).
Une heuristique de recherche tabou a e´te´ propose´e pour trouver des solutions approche´es a` ce
proble`me. L’ide´e de cette recherche tabou est d’ame´liorer ite´rativement une solution courante
en explorant son voisinage pour trouver une meilleure solution. Une solution voisine de la
solution courante est obtenue en remplac¸ant le chemin courant entre un sommet terminal et
le sommet central par un chemin optionnel. Ces chemins sont obtenus en appliquant un algo-
rithme de K plus courts chemins. Une fois une meilleure solution voisine obtenue, le sommet
terminal qui a mene´ a` cette solution est de´clare´ tabou pendant un certain nombre d’ite´ra-
tions. Des expe´riences sur des re´seaux avec un maximum de 200 sommets et 100 sommets
terminaux indiquent que la recherche tabou fournit de meilleures solutions qu’une heuristique
de descente base´e sur les voisinages 1-opt et 2-opt.
Gendron et al. (2002) ont aussi propose´ des heuristiques qui appliquent alternativement
des phases de recherche locale et de construction pour la re´solution du meˆme proble`me que
celui e´tudie´ par Berger et al. (2000). A` chaque phase de construction, des solutions re´alisables
ont e´te´ construites a` l’aide d’une strate´gie de diversification en exploitant les informations
recueillies le long des ite´rations pre´ce´dentes. Chaque solution re´alisable obtenue sert de point
de de´part pour la proce´dure de recherche locale (qui peut eˆtre une me´thode de descente ou
une recherche tabou). Pour comparer les strate´gies de diversification e´labore´es, les auteurs
ont rapporte´ des re´sultats sur des re´seaux de grande taille avec un maximum de 500 sommets.
3.3 Le proble`me de l’arbre de Steiner
La deuxie`me partie de cette revue de litte´rature est consacre´e au proble`me de l’arbre
de Steiner. Ce proble`me est un proble`me classique de l’optimisation combinatoire et est
connu comme e´tant NP -difficile (Garey et Johnson (1979)). Il a e´te´ e´tudie´ par beaucoup
de chercheurs et plusieurs formulations mathe´matiques dans le cas d’un graphe oriente´ ou
non oriente´ ont e´te´ propose´es, notamment dans les re´fe´rences suivantes : Wong (1984) et
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Goemans et Myung (1993). Nous avons choisi de pre´senter une formulation classique base´e
sur les flots dans un graphe oriente´ (Wong (1984)). Conside´rons alors le graphe G = (V,A) tel
que V est l’ensemble des sommets de G et A l’ensemble des arcs de G. Soit T ⊆ V l’ensemble
des sommets terminaux, et 1 un terminal particulier appele´ sommet racine. Un couˆt cij est
associe´ a` tout arc (i, j) ∈ A. Il s’agit alors de trouver un arbre ou a` proprement parler une
arborescence de poids minimum qui contient un chemin oriente´ entre le sommet 1 et tout
sommet terminal. Pour commencer, nous introduisons les variables xkij pour repre´senter la
quantite´ de flot circulant sur l’arc (i, j) et qui est envoye´e par la racine vers le terminal k,
et les variables binaires yij qui valent 1 si l’arc (i, j) fait partie de la solution et 0 sinon. Le
mode`le mathe´matique s’e´crit comme suit.
min
i,j
∑
(i,j)∈A
cijyij s.c. (3.1)
∑
{j:(j,i)∈ A}
xkji −
∑
{j:(i,j)∈ A}
xkij =

1 si i = 1
−1 si i = k ∀k ∈ T
0 si i 6= 1, k
(3.2)
xkij ≤ yij ∀(i, j) ∈ A, k ∈ T (3.3)
xkij ≥ 0 ∀(i, j) ∈ A, k ∈ T (3.4)
yij ∈ {0, 1} ∀(i, j) ∈ A (3.5)
Les contraintes (3.2) permettent de s’assurer qu’il y a une seule unite´ de flot de type k qui
circule entre les sommets 1 et k, tandis que les contraintes (3.3) indiquent que le flot sur l’arc
(i, j) est permis si et seulement si la variable yij vaut 1. Les contraintes (3.2)-(3.5) indiquent
qu’une solution re´alisable doit ne´cessairement contenir un chemin entre le sommet 1 et tout
sommet terminal de l’ensemble T .
Par ailleurs, plusieurs chercheurs ont propose´ diverses me´thodes de re´solution exactes
et approche´es pour la re´solution du proble`me de l’arbre de Steiner. Dans ce qui suit nous
pre´sentons un survol rapide de quelques me´thodes propose´es dans la litte´rature pour ce
proble`me. En ce qui concerne les me´thodes exactes, nous citons par exemple le travail de
Beasley (1989), dans lequel l’auteur a propose´ une formulation mathe´matique en utilisant le
fait que le proble`me de l’arbre de Steiner est e´quivalent a` un proble`me d’arbre couvrant de
poids minimal avec des contraintes additionnelles. Il a de´veloppe´ une borne infe´rieure en se
basant sur la relaxation lagrangienne obtenue en relaxant les contraintes additionnelles dans
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la formulation propose´e.
Plus tard, cette formulation mathe´matique a e´te´ utilise´e par Lucena et Beasley (1998) pour
de´velopper un algorithme de type Branch-and-Cut. Les auteurs ont ame´liore´ cette formulation
en ajoutant des contraintes d’e´limination de sous-tours. Les re´sultats ont prouve´ que cet
algorithme permet de re´soudre des exemples de grande taille en utilisant des proce´dures de
re´duction de taille.
Chopra et al. (1992) ont pre´sente´ un autre algorithme de type Branch-and-Cut en utilisant
une formulation mathe´matique classique du proble`me de l’arbre de Steiner, base´e sur ce qu’on
appelle les coupes de Steiner (qui expriment le fait que toute coupe se´parant le sommet racine
des sommets terminaux dans la solution doit contenir au moins une areˆte).
Du coˆte´ des me´thodes approche´es, nous trouvons celle de Khoury et Pardalos (1996), qui
ont propose´ une heuristique base´e sur l’algorithme de Prim pour la re´solution du proble`me
de l’arbre de poids minimal. En effet, cette heuristique calcule des poids de pre´fe´rence pour
les arcs. Ces poids sont ensuite utilise´s dans une approche base´e sur l’algorithme de Prim
pour re´soudre le proble`me de l’arbre de Steiner. Les auteurs ont prouve´ l’efficacite´ de cette
heuristique en effectuant des tests sur des graphes avec un maximum de 500 sommets et 2500
areˆtes.
Gendreau et al. (1999) ont de´veloppe´ un algorithme de recherche tabou pour re´soudre
ce proble`me qu’ils ont appele´ TABUSTEINER. A` chaque ite´ration de l’algorithme TABU-
STEINER, on ajoute ou on enle`ve un seul sommet de Steiner de la solution courante et le
sommet choisi est mis dans une liste taboue durant un certain nombre d’ite´rations. La solu-
tion de de´part est ge´ne´re´e en appliquant une heuristique (« Minimum Path Heuristic ») qui
utilise les plus courts chemins du graphe pour construire l’arbre. Dans le but d’ame´liorer leur
algorithme, ils ont introduit des techniques de diversification de l’espace de recherche. Cet
algorithme a e´te´ teste´ sur des exemples tire´s de la OR-Library (dont les solutions optimales
sont connues). Ainsi, les auteurs ont montre´ que leur recherche tabou est plus efficace que les
algorithmes ge´ne´tiques propose´s par Esbensen (1995) et Voß et Gutenschwager (1998).
Une autre recherche tabou a e´te´ propose´e par Ribeiro et Souza (2000). Elle repose sur le
meˆme principe de l’ajout et de la suppression de sommets de Steiner, utilise´ par Gendreau
et al. (1999). Pour acce´le´rer leur algorithme, ils ont propose´ des bornes supe´rieures pour
favoriser l’insertion de sommets et des bornes infe´rieures pour e´viter certaines suppressions
de sommets. Les auteurs ont prouve´ que leur heuristique de recherche tabou consomme moins
de temps que celle pre´sente´e par Gendreau et al. (1999).
Martins et al. (2000) ont de´veloppe´ deux proce´dures GRASP pour la re´solution approche´e
du proble`me. Une proce´dure GRASP est compose´e de deux phases, une phase constructive et
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une phase d’ame´lioration base´e sur une recherche locale. Les deux me´thodes GRASP reposent
sur le meˆme principe pour la phase constructive. Pour la phase d’ame´lioration, la premie`re
strate´gie de recherche locale utilise un voisinage base´ sur l’ajout ou la suppression d’un seul
sommet de Steiner, et la deuxie`me utilise un voisinage base´ sur le remplacement d’un chemin
de la solution courante dont tous les sommets interme´diaires sont des sommets de Steiner
par un chemin plus court. Dans cette dernie`re strate´gie de recherche locale, le voisinage
d’une solution contient soit de meilleures solutions, soit des solutions de meˆme qualite´. Les
auteurs ont ensuite propose´ une nouvelle me´thode hybride qui combine les deux proce´dures de
recherche locale. Finalement, les re´sultats obtenus ont montre´ que l’algorithme GRASP avec
la strate´gie hybride de recherche locale est comparable a` ou meˆme meilleure dans certains
cas que celle donne´e par l’algorithme propose´ dans Ribeiro et Souza (2000).
3.4 L’e´nergie e´olienne
Dans cette section, nous passons en revue les travaux, peu nombreux, qui ont traite´ du
proble`me de conception d’un re´seau de collecte de l’e´nergie e´olienne. Berzan et al. (2011)
conside`rent un proble`me similaire au noˆtre et le de´composent en trois niveaux selon la dif-
ficulte´ : la conception du circuit, la sous-station, et le parc au complet. Dans le premier
niveau, e´tant donne´ un ensemble d’e´oliennes formant un seul circuit, il s’agit de trouver
un arbre couvrant de poids minimum qui permet de connecter toutes les e´oliennes. Dans le
deuxie`me niveau, e´tant donne´ une sous-station et un ensemble d’e´oliennes, il s’agit de trouver
un arbre couvrant de poids minimum qui permet de connecter les e´oliennes a` la sous-station
tout en respectant un nombre maximum d’e´oliennes par circuit. Dans le troisie`me niveau,
e´tant donne´ un ensemble de sous-stations et un ensemble d’e´oliennes, il s’agit de trouver une
foreˆt compose´e d’arbres couvrants de poids minimum ou` chaque arbre de poids minimum
permet de connecter un sous-ensemble d’e´oliennes a` une sous-station. Dans le cas ou` il y a
un seul type de caˆble, ils ont de´veloppe´ un algorithme glouton pour re´soudre le proble`me
d’une manie`re approche´e. Leur algorithme a e´te´ teste´ sur des exemples avec un maximum
de 976 e´oliennes et 24 sous-stations. Ils ont e´galement formule´ le proble`me de circuit comme
un programme mixte en nombres entiers et ont utilise´ cette formulation pour re´soudre des
exemples avec un maximum de huit e´oliennes et avec plusieurs types de caˆbles.
Fagerfja¨ll (2010) a propose´ deux mode`les : le mode`le de production et le mode`le de concep-
tion. Le mode`le de production permet de choisir l’emplacement des e´oliennes qui maximise
la production e´nerge´tique en respectant la distance minimale prescrite entre les e´oliennes.
Ce premier mode`le tient compte des pertes de production cause´es par l’effet de sillage entre
les e´oliennes et de l’impact sonore des e´oliennes a` proximite´ des zones habite´es. Le mode`le
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de conception, quant a` lui, permet de connecter les e´oliennes a` une sous-station de trans-
formation au moyen de caˆbles e´lectriques. La solution obtenue est sous forme d’un arbre de
Steiner. D’autre part, l’auteur a donne´ des suggestions dans le but d’e´tendre son mode`le
telles que la possibilite´ d’installer des caˆbles paralle`les, d’utiliser des caˆbles avec diffe´rentes
capacite´s et de tenir compte des pertes d’e´nergie. Par ailleurs, seul le mode`le de conception
ressemble au noˆtre, mais il existe une diffe´rence entre le mode`le de Fagerfja¨ll (2010) et le
noˆtre ; en particulier dans le mode`le de conception de Fagerfja¨ll (2010), les emplacements des
e´oliennes ne sont pas fixe´s. Dans ce sens, le mode`le de Fagerfja¨ll (2010) est plus ge´ne´ral que
notre mode`le, mais les exemples re´sultants sont difficiles a` re´soudre. Par conse´quent, il faut
de´velopper des heuristiques ou se concentrer sur des exemples beaucoup plus petits que ceux
qu’on trouve en pratique.
Dutta et Overbye (2011) ont propose´ trois algorithmes pour concevoir e´tape par e´tape le
syste`me de collecte d’e´nergie e´olienne. L’objectif de chacun de ces algorithmes est de minimi-
ser la longueur totale du syste`me de collecte dont la structure ressemble a` un arbre de Steiner
qui connecte les e´oliennes a` une sous-station. La solution de de´part pour le premier algorithme
est un arbre couvrant de poids minimum ou` des sommets interme´diaires (sommets de Stei-
ner) ont e´te´ cre´e´s pour re´duire la longueur totale de l’arbre. Dans le deuxie`me algorithme, les
auteurs ont introduit une restriction sur le nombre maximum d’e´oliennes connecte´es par une
branche de l’arbre du syste`me de collecte en regroupant a priori les e´oliennes (la partition des
e´oliennes est obtenue en utilisant l’algorithme de k-moyennes). Et finalement, le troisie`me
algorithme permet de de´terminer la direction de la circulation de l’e´nergie pour affecter le
type de caˆble ade´quat a` chaque branche de l’arbre du syste`me de collecte.
Les proble`mes de conception de re´seaux et de l’arbre de Steiner constituent depuis plu-
sieurs de´cennies un de´fi majeur pour la communaute´ scientifique. Malgre´ leur difficulte´, les
chercheurs tentent constamment d’ame´liorer les techniques existantes ou meˆme de de´velopper
de nouvelles techniques pour re´soudre ces proble`mes. Une des principales raisons justifiant
ces efforts est l’inte´reˆt pratique des me´thodes propose´es pour la re´solution des applications
concre`tes. Le proble`me de conception d’un re´seau de collecte d’e´nergie e´olienne est une ap-
plication parmi tant d’autres. Dans le prochain chapitre, nous nous inspirons des techniques
discute´es ci-dessus pour formuler et de´velopper des me´thodes afin de re´soudre ce proble`me.
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CHAPITRE 4
OPTIMISATION D’UN RE´SEAU DE COLLECTE D’E´NERGIE AVEC UN
SEUL TYPE DE CAPACITE´
Dans ce chapitre, nous traitons le proble`me de conception d’un re´seau de collecte d’e´ner-
gie e´olienne qui se pose lors de l’exploitation de l’e´nergie e´olienne. Nous allons conside´rer la
version la plus simple du proble`me ou` seulement deux types de liens sont disponibles (un
seul type de caˆble souterrain et un seul type de ligne de transmission). Nous formulons le
proble`me comme un programme mixte en nombres entiers. Afin d’acce´le´rer la re´solution du
proble`me par une me´thode de se´paration et e´valuation progressive, nous pre´sentons plusieurs
ine´galite´s valides et plans coupants. Nous proposons ensuite notre vision sur la mode´lisa-
tion du proble`me comme un proble`me de l’arbre de Steiner. Finalement, des re´sultats sont
pre´sente´s pour des applications concre`tes du proble`me de conception d’un re´seau de collecte.
4.1 Mode´lisation en terme de graphe
Le proble`me de conception d’un re´seau de collecte d’e´nergie e´olienne consiste a` trouver un
re´seau de couˆt minimum a` travers lequel l’e´nergie produite par les e´oliennes est achemine´e vers
la sous-station. Afin de mode´liser ce proble`me, nous devons de´crire formellement le graphe
G = (V,A) sous-jacent a` ce proble`me. L’ensemble V est la re´union disjointe de l’ensemble
T des sommets correspondant a` des e´oliennes, de l’ensemble R des sommets repre´sentant les
sommets interme´diaires dans le re´seau hors-terre de lignes de transmission, et de {0, s}, ou` le
sommet s est la sous-station et 0 est un sommet fictif appele´ source. L’e´nergie est transmise a`
partir de la source 0 vers la sous-station s. Cependant, elle peut circuler dans l’un ou l’autre
sens sur un lien dont les extre´mite´s appartiennent toutes les deux a` T ou a` R. C’est la raison
pour laquelle le graphe sous-jacent G est oriente´. L’ensemble A repre´sente les liens potentiels
qu’on peut utiliser pour installer les caˆbles souterrains et les lignes ae´riennes permettant
d’acheminer l’e´nergie transmise par la source vers la sous-station. Plus pre´cise´ment, A est la
re´union disjointe des cinq cate´gories d’arcs suivantes :
1. tous les arcs de la forme (0, u) pour tout u ∈ T , qui sont des arcs fictifs permettant de
transmettre une unite´ d’e´nergie de la source vers chaque e´olienne ;
2. tous les arcs de la forme (u, v) et (v, u) pour chaque caˆble souterrain dont les extre´mite´s
u et v appartiennent a` T ;
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3. tous les arcs de la forme (u, v) pour chaque caˆble reliant le re´seau souterrain au re´seau
ae´rien avec u appartient a` T et v appartient a` R ;
4. tous les arcs de la forme (u, v) et (v, u) repre´sentant une ligne de transmission dont les
extre´mite´s u et v appartiennent a` R ; et
5. tous les arcs de la forme (v, s), tels que v appartient a` R et il existe une ligne de trans-
mission entre v et s.
Dans le but d’alle´ger la notation, nous notons A1 l’ensemble des arcs (u, v) tels que (v, u)
n’appartient pas a` A et E l’ensemble des paires {u, v} telles que (u, v) et (v, u) appartiennent
a` A.
Comme nous l’avons mentionne´ dans le chapitre 2, il est possible d’installer plusieurs
caˆbles ou lignes paralle`les sur les liens potentiels du re´seau e´lectrique. Nous notons m le
nombre maximal de caˆbles ou lignes paralle`les entre deux nœuds du graphe. Par exemple,
il est possible d’installer jusqu’a` m caˆbles souterrains entre deux e´oliennes u et v. Dans
ce cas, les liens sont note´s (u, v, 1), (v, u, 1),(u, v, 2), (v, u, 2), etc. Seulement un des deux
liens (u, v, k), (v, u, k) peut eˆtre se´lectionne´ pour chaque k (ce qui revient a` choisir le sens
d’e´coulement du flot sur le k-ie`me lien entre u et v). La valeur de m est 4 dans les exemplaires
fournis par notre partenaire industriel.
Chaque caˆble souterrain ou ligne de transmission a une capacite´ limite´e qui correspond
dans notre proble`me au nombre maximal d’e´oliennes en aval. Dans ce chapitre, nous suppo-
sons qu’il y a un seul type de caˆble souterrain et un seul type de ligne de transmission. Par
ailleurs, les capacite´s des arcs dans le graphe G sont de trois types. La capacite´ d’un arc de
la cate´gorie 1 est e´gale a` 1. La capacite´ d’un arc de la cate´gorie 2 ou 3 est e´gale a` Cug, ou` Cug
(ug veut dire « underground ») est une constante. La capacite´ d’un arc de la cate´gorie 4 ou 5
est e´gale a` Cag, ou` Cag (ag veut dire « above-ground ») est une autre constante. Pour de´crire
les couˆts des arcs, il faut faire la distinction entre les arcs paralle`les. Plus pre´cise´ment, le couˆt
de chaque lien additionnel entre deux sommets u et v est au plus le couˆt du lien pre´ce´dent
entre u et v. Ainsi si ckuv repre´sente le couˆt du lien (u, v, k), la relation c
1
uv ≥ c2uv ≥ ... ≥ cmuv
est ve´rifie´e pour tout arc (u, v) et la relation ckuv = c
k
vu est ve´rifie´e pour tout k et tout arc
appartenant aux cate´gories 2 et 4. Pour tout k et tout u appartenant a` T , ck0u est e´gal a` 0
puisque le sommet source 0 est fictif et sert seulement a` injecter du flot dans le re´seau.
Comme indique´ pre´ce´demment, le couˆt total des liens choisis doit eˆtre minimise´. Notre
partenaire industriel va tirer un be´ne´fice e´conomique e´vident de la minimisation du couˆt total
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des caˆbles. Il est e´galement raisonnable de s’attendre a` ce qu’une solution optimale offre une
conception simple mais qui re´pond aux attentes du partenaire industriel pour la contruction
du re´seau de collecte. Dans la section suivante, nous proposons un mode`le mathe´matique
dans le but de re´soudre ce proble`me en utilisant le solveur CPLEX. Mais avant cela, nous
proposons un exemple de graphe correspondant a` un parc e´olien et un re´seau conc¸u pour la
collecte de l’e´nergie e´olienne dans ce graphe.
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Figure 4.1: Le graphe sous-jacent a` un re´seau de collecte dans un parc e´olien
La figure 4.1 montre le graphe sous-jacent a` un re´seau de collecte dans un parc e´olien.
Les e´oliennes sont repre´sente´es par des nœuds noirs et la sous-station par un carre´ noir. Les
autres nœuds repre´sentent les extre´mite´s des lignes de transmission. Les caˆbles souterrains
sont les liens qui ont au moins une e´olienne (un nœud noir) comme extre´mite´. Les lignes de
transmission sont les liens qui relient deux nœuds blancs ou un nœud blanc au carre´ noir.
Dans cet exemple, un nœud dans le re´seau souterrain est toujours une e´olienne, dans d’autres
exemples le re´seau souterrain peut contenir des nœuds interme´diaires ainsi que des e´oliennes.
27
16
 
 
25
 
 
24
 
 
27
 
 
26
 
 
23
22
21
20
1918
 
15
17
 
 
14
 
 
5
 
 
6
4
13
 
12
10
11
8
9
 
 
3
 
 
2
 
 
7
 
28
 
1
35
 
 
37
38
 
 
36
 
 
41
 
 
29
 
 
39
40
 
 
31
 
32
 
30
 
33
34
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2: Une solution re´alisable du proble`me de conception d’un re´seau de collecte
Notons que dans la figure 4.1, comme dans la suite de ce chapitre, chaque e´olienne produit
exactement une unite´ d’e´nergie. Les capacite´s Cug et Cag sont respectivement e´gales a` 4 et 6.
La figure 4.2 montre une solution re´alisable du proble`me de conception d’un re´seau de
collecte de´crit dans la figure 4.1. Le proble`me de conception d’un re´seau de collecte d’e´nergie
e´olienne consiste a` trouver un re´seau de couˆt minimum a` travers lequel l’e´nergie produite par
les e´oliennes est achemine´e vers la sous-station en respectant la condition de non-bifurcation
d’e´nergie. Dans ce re´seau, les circuits aboutissant a` la sous-station sont repre´sente´s avec
diffe´rentes couleurs (bleu, rouge, turquoise, vert, jaune, violet et rose). Chaque circuit permet
d’acheminer l’e´nergie produite par un groupe d’e´oliennes vers la sous-station.
4.2 Mode´lisation mathe´matique
Comme nous l’avons mentionne´ pre´ce´demment, le proble`me de conception d’un re´seau
de collecte d’e´nergie e´olienne tel que de´fini dans le chapitre 2 n’a pas e´te´ traite´ auparavant.
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Nous proposons alors une formulation mixte en nombres entiers qui permettra de concevoir
le re´seau de collecte de l’e´nergie e´olienne en respectant les contraintes de capacite´ et la
contrainte de non-bifurcation de flot.
4.2.1 Variables de de´cision
Comme nous l’avons explique´ dans la section pre´ce´dente, le proble`me consiste a` se´lection-
ner les liens ou` seront installe´s les caˆbles et les lignes ne´cessaires pour acheminer l’e´nergie
produite par les e´oliennes vers la sous-station. Par conse´quent, le choix d’installation d’un
caˆble ou d’une ligne sur la k-ie`me copie de l’arc (u, v) se fait a` l’aide des variables binaires
tkuv. En effet, t
k
uv vaut 1 si la k-ie`me copie de l’arc (u, v) appartient au re´seau e´lectrique et
0 sinon. Nous avons aussi besoin d’autres variables (qui sont continues) pour repre´senter
l’e´nergie qui circule a` travers un arc donne´ : xkuv repre´sente le flot sur la k-ie`me copie de l’arc
(u, v). Comme nous l’avons explique´ dans le chapitre 2, le flot est non bifurque´ et les unite´s
de flot combine´es doivent suivre le meˆme circuit jusqu’a` la sous-station. Pour exprimer cette
contrainte en termes mathe´matiques, nous avons choisi d’introduire les variables binaires ykk
′
uvw
de´finies comme suit : ykk
′
uvw vaut 1 si et seulement si l’e´nergie circulant sur la k-ie`me copie
de l’arc (u, v) est dirige´e vers la k′-ie`me copie de l’arc (v, w). Enfin, zkk
′
uvw indique la quantite´
d’e´nergie circulant sur la k-ie`me copie de l’arc (u, v) et ensuite sur la k′-ie`me copie de l’arc
(v, w). Rappelons que toute la quantite´ d’e´nergie qui circule sur la k-ie`me copie de l’arc (u, v)
doit passer par un seul arc d’origine v (sauf si v est la sous-station s).
4.2.2 Fonction-objectif
L’objectif du mode`le mathe´matique est de minimiser la somme des couˆts d’installation
de caˆbles souterrains et des couˆts d’utilisation des lignes de transmission qui composent le
re´seau e´lectrique. La fonction de couˆt ne de´pend pas des valeurs des flots transmis a` travers
un lien mais plutoˆt de la de´cision de conception (installer ou non un lien) ; en d’autres termes
elle de´pend des variables tkuv. Donc si c
k
uv repre´sente le couˆt associe´ a` l’installation d’un lien
sur la k-ie`me copie de l’arc (u, v), il s’agit de minimiser la fonction-objectif suivante.
min
∑
(u,v)∈A
m∑
k=1
ckuvt
k
uv (4.1)
4.2.3 Contraintes
Le proble`me de conception d’un re´seau de collecte d’e´nergie e´olienne est sujet a` plusieurs
contraintes. Il convient de noter que notre proble`me est un proble`me avec flot non bifurque´.
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Sans perte de ge´ne´ralite´, rappelons qu’un proble`me de flot consiste a` attribuer une quantite´
de flot sur chaque arc d’un re´seau de sorte que la somme des flots entrant dans un sommet
soit e´gale a` la somme des flots sortant de ce sommet (la loi de conservation de flot). Plus
pre´cise´ment, le flot doit eˆtre conserve´ pour tout sommet appartenant a` V a` l’exception du
sommet source 0 a` partir duquel |T | unite´s de flot sont envoye´es et de la sous-station s qui
rec¸oit |T | unite´s de flots. Nous avons donc les contraintes suivantes.
∑
v∈P (u)
m∑
k=1
xkvu −
∑
v∈S(u)
m∑
k=1
xkuv =

|T | si u = s
−|T | si u = 0
0 sinon
(4.2)
Notons que P (u) (respectivement S(u)) est l’ensemble de pre´de´cesseurs (respectivement
successeurs) de u ; en d’autres termes P (u) (respectivement S(u)) est l’ensemble des sommets
v tels que (v, u) (respectivement (u, v)) est un arc du graphe G.
Comme nous l’avons mentionne´ dans le chapitre 2, chaque e´olienne produit une seule unite´
d’e´nergie. Nous introduisons alors les contraintes suivantes pour nous assurer qu’exactement
une unite´ de flot provenant de la source 0 atteint chaque e´olienne.
m∑
k=1
xk0v = 1 ∀v ∈ T (4.3)
Si un arc (u, v) est choisi pour installer un caˆble souterrain ou une ligne de transmission,
alors le nombre d’unite´s de flot transmises est au plus e´gale a` la capacite´ de cet arc. En
d’autres termes, nous imposons qu’il y a un flot strictement positif sur la k-ie`me copie de
l’arc (u, v) si et seulement si tkuv vaut 1 et que ce flot ne peut pas exce´der la capacite´ de cet
arc, note´e Cuv (e´gale a` 1, Cug ou Cag selon la cate´gorie de l’arc).
xkuv ≤ Cuvtkuv ∀(u, v) ∈ A, ∀k ∈ K (4.4)
Remarquons que K de´signe l’ensemble {1, 2, ...,m}.
Pour tous les arcs appartenant a` l’ensemble E (rappelons que E est l’ensemble des paires
{u, v} telles que (u, v) et (v, u) appartiennent a` A), il est possible d’installer au plus m liens
paralle`les dans l’un ou l’autre sens. Il faut donc imposer qu’un lien donne´ (disons le k-ie`me
lien entre u et v) ne peut eˆtre utilise´ que dans un seul sens. Ainsi, nous avons les contraintes
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suivantes.
tkuv + t
k
vu ≤ 1 ∀{u, v} ∈ E,∀k ∈ K (4.5)
Le couˆt d’installation du premier lien est le plus e´leve´ ; il faut donc s’assurer que le
deuxie`me lien n’est utilise´ que si le premier lien l’est, que le troisie`me lien n’est utilise´ que
si le deuxie`me l’est et ainsi de suite. Pour cela, nous introduisons les contraintes suivantes
pour tous les arcs appartenant a` A1 (rappelons que A1 est l’ensemble des arcs (u, v) tels que
(v, u) n’appartient pas a` A) qui impliquent que la (k + 1)-ie`me copie de l’arc (u, v) ne peut
eˆtre utilise´e que si la k-ie`me copie de cet arc est utilise´e.
tk+1uv ≤ tkuv ∀(u, v) ∈ A1,∀k ∈ K, k < m (4.6)
De la meˆme manie`re et pour tous les arcs appartenant a` E, nous imposons que le (k+ 1)-
ie`me lien entre u et v (dans un sens ou dans l’autre) ne peut eˆtre utilise´ que si le k-ie`me lien
entre u et v est utilise´.
tk+1uv + t
k+1
vu ≤ tkuv + tkvu ∀{u, v} ∈ E,∀k ∈ K, k < m (4.7)
Il faut ensuite imposer que le flot circulant sur une copie de l’arc (v, w) soit e´gal a` la
somme des flots achemine´s vers cet arc depuis ses pre´de´cesseurs.
∑
u∈P (v)
m∑
k=1
zkk
′
uvw = x
k′
vw ∀(v, w) ∈ A, v 6= 0, ∀k′ ∈ K (4.8)
De la meˆme manie`re, il faut que le flot circulant sur une copie de l’arc (u, v) soit e´gal a`
la somme des flots achemine´s depuis cet arc vers ses successeurs.
∑
w∈S(v)
m∑
k′=1
zkk
′
uvw = x
k
uv ∀(u, v) ∈ A, v 6= s, ∀k ∈ K (4.9)
S’il y a un flot strictement positif traversant la k-ie`me copie de l’arc (u, v) vers la k′-ie`me
copie de l’arc (v, w) (c’est-a`-dire que la variable ykk
′
uvw vaut 1), alors ce flot ne peut pas de´passer
le minimum des capacite´s des arcs (u, v) et (v, w). Notons P2 l’ensemble des chemins simples
de longueur 2, en d’autres termes, l’ensemble des triplets (u, v, w) tels que (u, v) et (v, w)
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appartiennent a` A et u, v et w sont trois sommets distincts.
zkk
′
uvw ≤ min (Cuv, Cvw) ykk
′
uvw ∀(u, v, w) ∈ P2,∀k, k′ ∈ K (4.10)
Finalement, si la k-ie`me copie de l’arc (u, v) est utilise´e dans le re´seau de collecte et v
n’est pas la sous-station, alors le flot sur la k-ie`me copie de l’arc (u, v) est achemine´ vers un
seul arc sortant de v. Autrement dit, pour empeˆcher la bifurcation du flot, nous imposons
que le flot traversant la k-ie`me copie de l’arc (u, v) soit achemine´ sur au plus un arc sortant
de v.
∑
w∈S(v)
m∑
k′=1
ykk
′
uvw = t
k
uv ∀(u, v) ∈ A, v 6= s,∀k ∈ K (4.11)
Le mode`le mathe´matique (formulation 1) s’e´crit alors comme suit.
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min
∑
(u,v)∈A
m∑
k=1
ckuvt
k
uv s.c. (4.1)
∑
v∈P (u)
m∑
k=1
xkvu −
∑
v∈S(u)
m∑
k=1
xkuv =

|T | si u = s
−|T | si u = 0
0 sinon
(4.2)
m∑
k=1
xk0v = 1 ∀v ∈ T (4.3)
xkuv ≤ Cuvtkuv ∀(u, v) ∈ A, ∀k ∈ K (4.4)
tkuv + t
k
vu ≤ 1 ∀{u, v} ∈ E,∀k ∈ K (4.5)
tk+1uv ≤ tkuv ∀(u, v) ∈ A1,∀k ∈ K, k < m (4.6)
tk+1uv + t
k+1
vu ≤ tkuv + tkvu ∀{u, v} ∈ E,∀k ∈ K, k < m (4.7)∑
u∈P (v)
m∑
k=1
zkk
′
uvw = x
k′
vw ∀(v, w) ∈ A, v 6= 0,∀k′ ∈ K (4.8)
∑
w∈S(v)
m∑
k′=1
zkk
′
uvw = x
k
uv ∀(u, v) ∈ A, v 6= s, ∀k ∈ K (4.9)
zkk
′
uvw ≤ min (Cuv, Cvw) ykk
′
uvw ∀(u, v, w) ∈ P2,∀k, k′ ∈ K (4.10)∑
w∈S(v)
m∑
k′=1
ykk
′
uvw = t
k
uv ∀(u, v) ∈ A, v 6= s, ∀k ∈ K (4.11)
xkuv ≥ 0 ∀(u, v) ∈ A, ∀k ∈ K (4.12)
zkk
′
uvw ≥ 0 ∀(u, v, w) ∈ P2, ∀k, k′ ∈ K (4.13)
tkuv ∈ {0, 1} ∀(u, v) ∈ A,∀k ∈ K (4.14)
ykk
′
uvw ∈ {0, 1} ∀(u, v, w) ∈ P2,∀k, k′ ∈ K (4.15)
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Notons que si le mode`le a une solution re´alisable, il a une solution optimale entie`re. Car
si les variables tkuv et y
kk′
uvw ont des valeurs entie`res, alors nous pouvons re´soudre un proble`me
de flot de couˆt minimum dans un re´seau avec capacite´s pour obtenir des valeurs entie`res pour
les variables xkuv et z
kk′
uvw.
Le proble`me de conception d’un re´seau de collecte d’e´nergie e´olienne fait partie de la
famille des proble`mes de conception de re´seaux. La plupart de ces proble`mes sont NP-difficiles.
De plus, apre`s avoir effectue´ des tests pre´liminaires sur quelques cas re´els fournis par notre
partenaire industriel, nous avons remarque´ que les temps de calcul requis pour trouver des
solutions optimales augmentent exponentiellement en fonction de la taille des exemplaires.
Nous avons alors constate´ que l’e´cart entre les valeurs optimales du programme mathe´matique
et de sa relaxation line´aire continue peut eˆtre grand et qu’il peut y avoir un grand nombre de
nœuds a` explorer dans l’arbre de branchement. Ce dernier constat peut eˆtre duˆ, en particulier,
a` la pre´sence de syme´trie dans le mode`le ci-dessus. C’est la raison pour laquelle la re´solution
du mode`le mathe´matique utilisant un logiciel commercial tel que CPLEX n’est pas suffisante.
Dans ce qui suit, nous de´crivons deux techniques permettant d’acce´le´rer la re´solution du
proble`me. Nous proposons tout d’abord quelques contraintes valides pour renforcer le mode`le
initial. Ensuite, nous e´tudions le proble`me d’un point de vue polye´dral afin de ge´ne´rer des
plans coupants.
4.3 Renforcement du mode`le mathe´matique
E´tant donne´ que la qualite´ des bornes infe´rieures issues de la relaxation line´aire du mode`le
mathe´matique est me´diocre, nous avons tente´ d’ajouter des contraintes supple´mentaires pour
le raffiner. Ces contraintes sont valides dans le sens ou` leur introduction n’e´limine pas toutes
les solutions optimales. En fait, ces contraintes expriment des proprie´te´s des solutions qui
permettent d’explorer l’espace des solutions plus efficacement en re´duisant le nombre de
sous-proble`mes e´quivalents traite´s dans l’arbre de branchement.
Tout d’abord, conside´rons un sommet v qui n’est ni la source ni la sous-station. Supposons
aussi que les capacite´s de tous les liens incidents a` v sont e´gales. Alors dans une solution
optimale, le nombre d’arcs sortant de v est au moins e´gal au nombre de liens parmi les k
premiers qui sont utilise´s entre les sommets u et v.
Proposition 4.3.1 Les contraintes suivantes sont satisfaites par toutes les solutions opti-
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males.
k∑
i=1
tiuv ≤
∑
w∈S(v),w 6=u
k∑
i=1
tivw ∀(u, v) ∈ A, ∀k ∈ K (4.16)
Preuve Supposons que
∑k
i=1 t
i
uv = N , ce qui signifie que N liens sont utilise´s en paralle`le
pour relier le sommet u au sommet v. Supposons e´galement que le nombre de liens sortant
du sommet v soit au plus e´gal a` (N − 1). C¸a signifie donc que le flot sur au moins deux liens
reliant u a` v a e´te´ fusionne´ sur un seul lien sortant de v. Cette fusion aurait pu eˆtre faite en
amont, entre u et v, puisque, par hypothe`se, les capacite´s de tous les liens incidents a` v sont
e´gales. En re´sume´, on aurait e´conomiser un lien entre u et v, ce qui contredit l’optimalite´ de
la solution. 
L’introduction des ine´galite´s (4.16) dans le mode`le permet d’e´liminer des solutions re´a-
lisables mais pas optimales. Notons que dans le cas particulier ou` v est une e´olienne, nous
obtenons l’ine´galite´ 1 = t10v ≤
∑
w∈S(v)
t1vw.
Conside´rons maintenant une solution optimale du mode`le ci-dessus et supposons encore
que les capacite´s de tous les liens incidents a` v sont e´gales. Si le chemin simple (u, v, w)
appartient au re´seau et une quantite´ Q traverse la k′-ie`me copie de l’arc (v, w), alors la meˆme
quantite´ (ou une plus petite) peut s’e´couler a` travers au plus un lien entre u et v.
Proposition 4.3.2 Les contraintes suivantes sont satisfaites par toutes les solutions opti-
males.
m∑
k=1
ykk
′
uvw ≤ 1 ∀(u, v, w) ∈ P2,∀k′ ∈ K (4.17)
Preuve Supposons que
∑m
k=1 y
kk′
uvw > 2, ce qui signifie que le flot sur au moins deux liens
reliant u a` v a e´te´ fusionne´ pour circuler sur la k′-ie`me copie de l’arc (v, w). Cette fusion
aurait pu eˆtre faite entre u et v puisque, par hypothe`se, les capacite´s des arcs (u, v) et (v, w)
sont e´gales. On aurait donc pu e´conomiser un lien entre u et v, ce qui contredit l’optimalite´
de la solution. 
Conside´rons ensuite un arc de la forme (u, s) ou` s de´signe la sous-station. Dans une
solution optimale, le (k + 1)-ie`me lien entre u et s ne sera utilise´ que si la somme des flots
sur les k-ie`me et (k+ 1)-ie`me liens entre u et s est supe´rieure a` la capacite´ du lien (Cag, dans
ce cas).
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Proposition 4.3.3 Les ine´galite´s suivantes sont ve´rifie´es par au moins une solution opti-
male.
(Cag + 1)t
k+1
us ≤ xkus + xk+1us ∀(u, s) ∈ A,∀k < m (4.18)
Preuve Conside´rons une solution ou` la somme des flots sur les k-ie`me et (k + 1)-ie`me liens
entre u et s est infe´rieure a` la capacite´ d’un seul lien entre entre u et s (Cag). Il est donc
possible de fusionner cette somme des flots sur un seul lien et de n’utiliser que le k-ie`me lien
entre u et s pour obtenir une solution de couˆt infe´rieur. 
Nous pouvons aussi ajouter les deux ine´galite´s valides suivantes qui indiquent que s’il y a
du flot positif sur le chemin (u, v, w), alors il y a force´ment du flot positif sur l’arc (u, v) et
sur l’arc (v, w).
Proposition 4.3.4 Les ine´galite´s suivantes sont ve´rifie´es par toutes les solutions optimales.
ykk
′
uvw ≤ tkuv ∀(u, v, w) ∈ P2,∀k, k′ ∈ K (4.19)
ykk
′
uvw ≤ tk
′
vw ∀(u, v, w) ∈ P2,∀k, k′ ∈ K (4.20)
Preuve Les ine´galite´s (4.19) et (4.20) sont de´duites a` partir des contraintes (4.11). 
Enfin, il est possible d’e´liminer certaines syme´tries dans le mode`le initial en s’assurant
que s’il y a une quantite´ de flot Q traversant la k-ie`me copie de l’arc (u, v), d’une part, et
une autre quantite´ de flot Q′ traversant la `-ie`me copie du meˆme arc, d’autre part, alors la
quantite´ Q doit eˆtre achemine´e par la suite vers la k′-ie`me copie de l’arc (v, w) et la quantite´
Q′ vers la `′-ie`me copie de l’arc (v, w), ou` k < ` et k′ ≤ `′.
Proposition 4.3.5 Les contraintes suivantes n’e´liminent pas toutes les solutions optimales.
ykk
′
uvw + y
``′
uvw ≤ 1 ∀(u, v, w) ∈ P2,∀k, k′, `, `′ | k < `, k′ > `′ (4.21)
Preuve Pour chaque chemin de la forme (u, v, w), il y a plusieurs possibilite´s pour faire pas-
ser simultane´ment deux quantite´s de flot Q et Q′. Conside´rons, par exemple, deux solutions
re´alisables. Dans la premie`re solution, la quantite´ Q traverse la k-ie`me copie de l’arc (u, v)
ensuite la k′-ie`me copie de l’arc (v, w) et la quantite´ Q′ traverse la `-ie`me copie de l’arc (u, v)
ensuite la `′-ie`me copie de l’arc (v, w). Dans la deuxie`me solution, la quantite´ Q traverse la
k-ie`me copie de l’arc (u, v) ensuite la `′-ie`me copie de l’arc (v, w) et la quantite´ Q′ traverse
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la `-ie`me copie de l’arc (u, v) ensuite la k′-ie`me copie de l’arc (v, w). Il est e´vident que ces
deux solutions re´alisables sont identiques. Pour casser cette syme´trie et ne garder qu’une
seule solution re´alisable parmi toutes les solutions e´quivalentes, nous pouvons donc imposer
les ine´galite´s (4.21). 
Le mode`le initial est raffine´ par l’ajout des contraintes (4.16)-(4.21). Toutefois, il se peut
qu’une contrainte de ce genre n’implique aucune ame´lioration de la re´solution et conduise a`
la de´te´rioration des performances du mode`le. Avant d’inclure toutes les contraintes de´crites
ci-dessus, nous allons e´tudier l’impact de ces contraintes sur la relaxation line´aire et choi-
sir seulement celles qui sont susceptibles d’ame´liorer l’efficacite´ de la re´solution du mode`le
initial. Par ailleurs, cette ame´lioration n’est peut eˆtre pas suffisante dans certains cas. Pour
cette raison, la ge´ne´ration des plans coupants s’ave`re ne´cessaire pour acce´le´rer encore plus la
re´solution du proble`me.
4.4 Ge´ne´ration de plans coupants
Dans cette section, nous rappelons rapidement quelques notions de base de la the´orie
polye´drale ne´cessaires pour la compre´hension des expressions que nous rencontrerons par la
suite. Nous proposons ensuite quelques ine´galite´s valides et les techniques ne´cessaires pour la
ge´ne´ration de plans coupants.
4.4.1 Approche polye´drale
L’approche polye´drale repre´sente maintenant un outil essentiel pour la re´solution pratique
efficace des proble`mes de programmation (mixte) en nombres entiers. Le principe consiste
a` cerner l’enveloppe convexe des solutions entie`res admissibles du proble`me par un syste`me
d’ine´galite´s line´aires induisant ide´alement des facettes afin de se rapprocher des points ex-
treˆmes. Rappelons, en effet, que tout programme line´aire atteint son optimum en au moins
un point extreˆme (Wolsey (1998)). L’identification des ine´galite´s valides ne´cessite donc une
analyse mathe´matique pre´alable approfondie exploitant les proprie´te´s polye´drales du pro-
ble`me a` re´soudre. Toutefois, le nombre d’ine´galite´s valides de´crivant l’enveloppe convexe est
ge´ne´ralement tre`s important. C’est la raison pour laquelle la caracte´risation comple`te de cette
enveloppe est a priori difficile a` trouver, surtout quand il s’agit d’un proble`me NP-difficile.
En pratique, une description partielle peut eˆtre suffisante lorsqu’on combine cette me´thode
avec un algorithme de Branch-and-Bound. Ces me´thodes sont ge´ne´ralement connues sous le
nom d’algorithme de coupes.
L’ide´e ge´ne´rale de la me´thode de coupes est de re´soudre le programme (mixte) en nombres
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entiers comme une se´quence de programmes line´aires (obtenus en relaˆchant les contraintes
d’inte´grite´) et de rajouter au fur et a` mesure les ine´galite´s obtenues seulement si elles sont
viole´es par la solution (fractionnaire) optimale courante. Plus pre´cise´ment, si la solution
optimale de la relaxation line´aire, note´e x∗, est entie`re (c’est rarement le cas), alors cette
solution est aussi optimale pour le programme en nombres entiers. Si en revanche la solution
est fractionnaire, alors elle viole force´ment une ine´galite´ valide qui peut eˆtre de´termine´e a`
l’aide d’un algorithme dit de se´paration. Cette ine´galite´ appele´e aussi plan coupant est ensuite
rajoute´e au programme pour e´liminer une partie inutile du polye`dre de la relaxation line´aire
contenant x∗, sans toutefois e´liminer aucune solution entie`re. Cette proce´dure est re´pe´te´e
jusqu’a` ce qu’il ne soit plus possible de trouver d’ine´galite´s viole´es. Dans le cas e´che´ant,
un algorithme de Branch-and-Bound est utilise´ en espe´rant obtenir une solution optimale
du proble`me en temps polynomial. L’ajout des plans coupants permet, en fait, de re´duire
les sous-proble`mes traite´s par l’algorithme de Branch-and-Bound. Par ailleurs, les me´thodes
base´es sur les approches polye´drales reposent ge´ne´ralement sur deux e´le´ments cle´s, a` savoir
l’identification the´orique des ine´galite´s valides et le de´veloppement d’un algorithme efficace
pour re´soudre le proble`me de se´paration.
4.4.2 Ine´galite´s valides
Dans cette section, nous allons de´crire une famille d’ine´galite´s valides qui sont tre`s utiles,
mais ne peuvent pas eˆtre toutes incluses dans le mode`le. A` cette fin, nous avons e´tudie´ les pro-
prie´te´s polye´drales du proble`me dans le but de ge´ne´rer des ine´galite´s valides. On peut trouver
dans un de´lai raisonnable certaines ine´galite´s qui sont viole´es par les solutions fractionnaires,
mais ve´rifie´es par toutes les solutions entie`res. Nous mentionnons que ces ine´galite´s sont
e´troitement lie´es a` celles dites coupes de Steiner (voir par exemple Chopra et Rao (1994)).
Nous donnons d’abord deux groupes d’ine´galite´s appartenant a` cette famille. Rappelons que
P (s) est l’ensemble des pre´de´cesseurs de la sous-station s et notons par Ds l’ensemble des
arcs de la forme (u, s, k) pour tout u dans P (s). Conside´rons une solution re´alisable (entie`re)
du mode`le. Nous pouvons dire que la somme des capacite´s des arcs appartenant a` Ds et qui
sont utilise´s dans la solution est au moins e´gale au nombre des e´oliennes. En d’autres termes,
pour la somme des arcs arrivant a` la sous-station, l’ine´galite´ suivante doit eˆtre satisfaite (ou`
Ckuv est la capacite´ du lien et |T | le nombre des e´oliennes).∑
(u,v,k)∈Ds
Ckuvt
k
uv ≥ |T |
E´tant donne´ que les variables tkuv sont entie`res, plusieurs ine´galite´s peuvent eˆtre tire´es
de cette dernie`re. Par exemple, si toutes les capacite´s Ckuv sur les arcs appartenant a` Ds
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sont e´gales a` Cag (comme dans les exemplaires fournis par notre partenaire industriel), nous
pouvons conclure que l’ine´galite´ ∑
(u,v,k)∈Ds
tkuv ≥ d|T |/Cage (4.22)
est satisfaite par toute solution re´alisable du programme mixte en nombres entiers.
De la meˆme manie`re, si Db (ou` b veut dire « border ») de´signe l’ensemble de tous les arcs
allant du re´seau souterrain vers le re´seau ae´rien (traversant la frontie`re), l’ine´galite´∑
(u,v,k)∈Db
Ckuvt
k
uv ≥ |T |
est ve´rifie´e. Ainsi, si tous les arcs appartenant a` Db ont une capacite´ Cug (comme dans nos
exemplaires), nous pouvons conclure que l’ine´galite´∑
(u,v,k)∈Db
tkuv ≥ d|T |/Cuge (4.23)
est e´galement satisfaite par toute solution re´alisable du programme mixte en nombres entiers .
Les deux ine´galite´s (4.22) et (4.23) sont en re´alite´ des cas particuliers de l’ine´galite´ (4.25)
ci-dessous, que nous allons de´velopper maintenant.
Pour cela conside´rons un sous-ensemble de sommets V1 contenant le sommet source 0, mais
pas la sous-station s. L’ensemble des arcs (u, v) tels que u appartient a` V1 et v appartient au
comple´mentaire de V1 est appele´ une coupe. Cette coupe se´pare le sommet 0 du sommet s.
Soit D une coupe qui se´pare 0 de s et D1 le sous-ensemble des arcs dans D dont l’origine est
la source 0. Nous de´signons par T ′ l’ensemble des e´oliennes u telles que (0, u) n’appartient
pas a` D1. Nous avons, ∑
(u,v,k)∈D
Ckuvt
k
uv ≥ |T |
et ainsi ∑
(u,v,k)∈D\D1
Ckuvt
k
uv ≥ |T | −
∑
(u,v,k)∈D1
tkuv.
Puisque tous les arcs (u, v, k) dans D1 ont la proprie´te´ que t
k
uv est e´gal a` 1, nous obtenons
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l’ine´galite´ ∑
(u,v,k)∈D\D1
Ckuvt
k
uv ≥ |T | − |D1| = |T ′|. (4.24)
Nous pouvons de´duire de nombreuses ine´galite´s valides a` partir de cette ine´galite´. En
particulier, si M repre´sente la plus grande valeur de Ckuv pour (u, v, k) ∈ D\D1, l’ine´galite´
∑
(u,v,k)∈D\D1
tkuv ≥ d|T ′|/Me (4.25)
est satisfaite par toute solution re´alisable du programme mixte en nombres entiers.
Il est possible de de´river au moins une autre ine´galite´ valide a` partir de (4.24). Si nous
supposons que toutes les capacite´s sont e´gales a` Cag ou Cug et nous de´signons par q le plus
grand diviseur commun de Cag et Cug, alors l’ine´galite´ suivante est valide.
∑
(u,v,k)∈D\D1
(
Ckuv/q
)
tkuv ≥ d|T ′|/qe (4.26)
Lorsqu’il y a plus de deux valeurs de capacite´s sur les arcs, il est possible de de´river encore
plus d’ine´galite´s valides ; il s’agit notamment de toutes les ine´galite´s valides pour une e´qua-
tion de sac-a`-dos.
En pratique, on est confronte´ a` une question essentielle : quand et comment ge´ne´rer des
ine´galite´s valides parmi celle de´crites ci-dessus ?
4.4.3 Algorithme de se´paration
Nous supposons que nous avons re´solu la relaxation line´aire du mode`le de´crit dans la
section 4.2. Certaines ine´galite´s de´veloppe´es dans la section pre´ce´dente peuvent eˆtre incluses
ite´rativement dans le mode`le initial en utilisant un algorithme de se´paration pour les iden-
tifier. En effet, nous allons chercher des exemples d’ine´galite´s (4.25) qui sont viole´es par la
solution optimale fractionnaire de la relaxation line´aire. En the´orie, il est difficile de trouver
les ine´galite´s viole´es parce que T ′ n’est pas connu. Par ailleurs, nous proposons un algorithme
afin d’identifier des ine´galite´s valides. Cet algorithme construit un re´seau auxiliaire ayant
le meˆme graphe sous-jacent que le re´seau originel, mais avec des capacite´s diffe´rentes. Plus
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pre´cise´ment, les capacite´s sur les arcs sont les valeurs des variables tkuv dans la solution cou-
rante de la relaxation line´aire. Il s’agit alors de re´soudre un proble`me de flot maximum dans
ce re´seau auxiliaire avec capacite´s. Rappelons qu’un proble`me de flot maximum consiste a`
trouver la quantite´ de flot maximale qui peut circuler de la source au puits en respectant les
capacite´s des arcs dans le re´seau (Ahuja et al. (1993)). Par la suite, nous pouvons exploiter
la relation entre le proble`me de flot maximum et le proble`me de la coupe minimale pour en
de´duire une coupe minimale qui se´pare la source 0 de la sous-station s. En effet, en re´solvant
le proble`me de flot maximum dans un re´seau, nous re´solvons le proble`me de la coupe mini-
male qui n’est autre que son dual. Ainsi, parmi toutes les coupes qui se´parent la source du
puits, nous obtenons celle de capacite´ minimale. L’algorithme de se´paration se re´sume dans
les e´tapes suivantes.
• Se´lectionner un sous-ensemble d’e´oliennes T ′ et de´finir D1 comme l’ensemble des arcs
(0, u) tel que u appartient a` T\T ′.
• Associer la capacite´ de 1 a` chaque arc (0, u) pour tout u appartenant a` T ′ et de 0 sinon.
• Attribuer la capacite´ tkuv pour tout arc (u, v, k) tel que u n’est pas la source 0. En
pratique, on peut fusionner tous les arcs de la forme (u, v, k) pour un couple de sommets
(u, v) tel que u n’est pas la source 0, en d’autres termes, cre´er un seul arc de u vers v
ayant une capacite´ e´gale a`
∑m
k=1 t
k
ij.
• Re´soudre le proble`me de flot maximum dans le re´seau auxiliaire, ou` le sommet 0 est la
source et s est le puits. Soit D′ la coupe de capacite´ minimale se´parant 0 de s.
• Soit D′1 l’intersection des deux ensembles D′ et D1 (D′ ∩ D1) et T ′′ le sous-ensemble
T\{u|(0, u) ∈ D′1}. Si l’ine´galite´ (4.25), en remplac¸ant D1 par D′1 et T ′ par T ′′, est
viole´e, alors rajoutons cette ine´galite´ dans le mode`le.
L’agorithme ci-dessus sera conside´re´ comme se´parer T ′ de s et D′ comme une coupe stan-
dard pour T ′. Dans la proposition suivante, nous montrerons qu’il est possible que l’ensemble
T ′′ ne contienne pas les meˆmes e´le´ments de l’ensemble T ′ de´fini au de´but de cet algorithme.
Dans la figure 4.3, l’ensemble T ′ est compose´ des e´oliennes repre´sente´es par des nœuds
bleus 2, 3 et 4. L’algorithme ci-dessus a retourne´ la coupe D′ qui contient les arcs en rouge.
Nous constatons dans cette figure qu’il y a une e´olienne qui n’appartient pas a` T ′ mais
appartient a` la meˆme rive de la source 0. Dans ce cas, l’ensemble T ′′ sera compose´ des
e´oliennes 2, 3, 4 et 7.
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Figure 4.3: Se´paration d’un ensemble d’e´oliennes T ′ de la sous-station
Proposition 4.4.1 Supposons qu’il existe une coupe D qui se´pare 0 de s dans le re´seau
auxiliaire associe´ a` T ′, telle que D inclut D1 et satisfait
∑
(u,v,k)∈D\D1 t
k
uv < d|T ′|/Me . Alors
l’algorithme ci-dessus permet d’obtenir une coupe standard D′ qui satisfait∑
(u,v,k)∈D′\D′1
tkuv < d|T ′′|/Me .
ou` D′1 de´note D
′ ∩D1 et T ′′ le sous-ensemble T\{u|(0, u) ∈ D′1}.
Preuve Dans le re´seau auxiliaire la capacite´ d’un arc appartenant a` D1 (et aussi a` D
′
1) est
e´gale a` 0. Par conse´quent
∑
(u,v,k)∈D\D1
tkuv = la capacite´ de la coupe D dans le re´seau auxiliaire
et ∑
(u,v,k)∈D′\D′1
tkuv = la capacite´ de la coupe D
′ dans le re´seau auxiliaire.
Puisque D′ est une coupe de capacite´ minimale dans le re´seau auxiliaire, nous avons∑
(u,v,k)∈D′\D′1
tkuv ≤
∑
(u,v,k)∈D\D1
tkuv < d|T ′|/Me ≤ d|T ′′|/Me .

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La figure 4.4 affiche une solution optimale de la relaxation line´aire (fractionnaire) du
proble`me pour un exemplaire de 40 e´oliennes, 143 sommets et 384 arcs. Les capacite´s Cug
et Cag sont respectivement e´gales a` 5 et 10. Les e´oliennes sont repre´sente´es par des cercles
gris. La valeur sur chaque arc du re´seau repre´sente
∑m
k=1 t
k
ij dans la solution. Dans cette
solution, nous pouvons de´tecter visuellement une coupe au niveau de l’arc en gras ou` la va-
leur inscrite est 1.7. Dans cet exemple, la capacite´ Cag est e´gale a` 10 et le nombre d’unite´s
d’e´nergie aboutissant a` cet arc est 17. Nous avons donc besoin de deux liens au moins pour
acheminer l’e´nergie produite par ces e´oliennes vers la sous-station. Dans ce cas, il suffit de
re´soudre un proble`me de flot maximum dans le graphe auxiliaire associe´ a` cette solution de
la relaxation line´aire pour trouver une coupe de capacite´ minimale D′ qui se´pare l’ensemble
T ′ = {2, 3, 4, 5, 6, 7, 8, 9, 30, 31, 35, 36, 37, 38, 39, 40, 41} de la sous-station s.
Une autre question importante, qui surgit lors de l’application de la me´thode de plans
coupants, est de savoir comment choisir les sous-ensembles de sommets T ′ pour lesquels les
ine´galite´s de la forme (4.25) seront ge´ne´re´es. Puisque trouver toutes les combinaisons possibles
de sous-ensembles d’e´oliennes est une taˆche difficile, nous proposons dans la section 4.7 des
strate´gies permettant de choisir certains ensembles T ′.
4.5 Formulation mathe´matique base´e sur la re´partition des e´oliennes sous forme
de groupes
Dans ce pragraphe, nous pre´sentons une fac¸on diffe´rente de mode´liser le proble`me de
conception d’un re´seau de collecte d’e´nergie e´olienne. Cette ide´e a e´te´ propose´e par Christophe
Meyer.
La contrainte de non-bifurcation de flot ajoute beaucoup de complexite´ au proble`me
de conception d’un re´seau de collecte d’e´nergie e´olienne. En effet, le re´seau e´lectrique que
nous voulons concevoir est un ensemble de circuits e´lectriques achemine´s vers la sous-station.
Chaque circuit permet de collecter l’e´nergie produite par un groupe d’e´oliennes et de l’ache-
miner vers la sous-station, ce qui nous a pousse´s a` explorer l’ide´e de re´partir les e´oliennes sous
forme de groupes sous condition que l’e´nergie produite par un groupe d’e´oliennes atteigne
la sous-station a` travers le meˆme chemin (circuit). De plus chaque groupe peut contenir au
plus la capacite´ d’un lien du re´seau. E´tant donne´ que nous avions deux types de capacite´s (la
capacite´ d’un caˆble et la capacite´ d’une ligne de transmission), les e´oliennes ont e´te´ re´parties
tout d’abord sous forme de groupes dans le re´seau souterrain. Par la suite, ces e´oliennes sont
regroupe´es de nouveau le long d’un circuit e´lectrique achemine´ vers la sous-station.
Nous rappelons que G = (V,A) est le graphe sous-jacent au proble`me. Nous notons
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Gs = (Vs, As) le re´seau souterrain : Vs est l’ensemble des sommets appartenant a` ce re´seau
et As est l’ensemble des liens potentiels e´tablis pour l’installation des caˆbles souterrains.
Nous introduisons ensuite P et Q qui repre´sentent respectivement l’ensemble des groupes
ne´cessaires pour re´partir les e´oliennes dans le re´seau souterrain et l’ensemble des groupes
ne´cessaires pour re´partir les e´oliennes dans le graphe G. Les cardinalite´s des ensembles P
et Q ne sont pas connues a priori. Nous notons D l’ensemble des sommets qui repre´sentent
des commutateurs permettant de relier les extre´mite´s des caˆbles souterrains aux lignes de
transmission du re´seau ae´rien. Dans ce qui suit, nous proposons une mode´lisation du proble`me
de conception de re´seau de collecte d’e´nergie e´olienne base´e sur l’ide´e de re´partir les e´oliennes
en groupes.
4.5.1 Variables de de´cision
En plus des variables xkuv et t
k
uv, nous avons besoin des variables binaires rup et ruq telles
que rup vaut 1 si le groupe p ∈ P atteint le sommet u (pour tout u ∈ Vs) et 0 sinon, ruq
vaut 1 si le groupe q ∈ Q atteint le sommet u (pour tout u ∈ V ) et 0 sinon. Nous de´finissons
ensuite les variables binaires auvp et auvq : auvp vaut 1 si le groupe p ∈ P utilise l’arc (u, v)
(pour tout (u, v) ∈ As) et 0 sinon, auvq vaut 1 si le groupe q ∈ Q utilise l’arc (u, v) (pour
tout (u, v) ∈ A) et 0 sinon. Nous introduisons aussi les variables binaires bpq : bpq vaut 1 si
le groupe p fait partie du groupe q et 0 sinon. Et finalement, nous de´finissons les variables
entie`res wuv pour de´terminer le nombre de liens (caˆbles ou lignes de transmission) installe´s
entre deux sommets u et v du graphe.
4.5.2 Fonction-objectif
Le but du mode`le mathe´matique est de trouver une re´partition des e´oliennes sous forme de
groupes ou` l’e´nergie produite par chaque groupe d’e´oliennes doit atteindre la sous-station a`
travers le meˆme circuit e´lectrique. L’ensemble des circuits obtenus forment le re´seau e´lectrique
pour collecter l’e´nergie e´olienne et l’acheminer vers la sous-station. Ainsi, nous avons la meˆme
fonction-objectif (4.1).
4.5.3 Contraintes
Pour de´terminer la re´partition optimale des e´oliennes, la fonction-objectif (4.1) est sou-
mise a` plusieurs contraintes. Parmi ces contraintes, nous avons tout d’abord les contraintes
(4.2)-(4.7). Ensuite, nous de´finissons les contraintes qui permettent de relier entre elles les
nouvelles variables de´finies ci-dessus.
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Chaque e´olienne ne peut faire partie que d’un seul groupe p du re´seau souterrain et que
d’un seul groupe q du re´seau G. Ces conditions sont satisfaites en imposant les contraintes
suivantes qui stipulent que pour toute e´olienne u, il n’y a qu’une seule variable rup et une
seule variable ruq qui prennent la valeur 1 .
∑
p∈P
rup = 1 ∀u ∈ T (4.27)∑
q∈Q
ruq = 1 ∀u ∈ T (4.28)
Chaque groupe d’e´oliennes p (respectivement q) peut contenir au plus le nombre d’e´o-
liennes supporte´es par un caˆble du re´seau souterrain, la capacite´ Cug dans ce cas (respecti-
vement le nombre d’e´oliennes supporte´es par une ligne de transmission, la capacite´ Cag dans
ce cas). Ainsi pour tout groupe p ∈ P et tout groupe q ∈ Q, nous imposons les contraintes
suivantes. Nous rappelons que T est l’ensemble des sommets correspondant a` des e´oliennes.
∑
u∈T
rup ≤ Cug ∀p ∈ P (4.29)∑
u∈T
ruq ≤ Cag ∀q ∈ Q (4.30)
Si un groupe p non vide (respectivement q) atteint un sommet v qui n’est ni la source
ni une e´olienne, alors ce groupe p (respectivement q) doit contenir au moins une e´olienne.
En d’autres termes, si un groupe p (respectivement q) ne contient pas d’e´oliennes, alors ce
groupe ne peut contenir aucun autre sommet. Nous imposons alors les contraintes suivantes
pour tout sommet qui n’est ni la source ni une e´olienne et pour tout groupe p et q.
rvp ≤
∑
u∈T
rup ∀(u, v) ∈ As, v ∈ Vs \ (T ∪ {0}), p ∈ P (4.31)
rvq ≤
∑
u∈T
ruq ∀(u, v) ∈ A, v ∈ V \ T (∪{0}), q ∈ Q (4.32)
Un groupe p non vide (compose´ d’e´oliennes) doit atteindre la sous-station a` travers le
meˆme chemin. Il faut alors imposer les contraintes suivantes qui indiquent que si un groupe
p (respectivement q) atteint un sommet u qui n’est ni la source ni la sous-station, alors ce
groupe p (respectivement q) utilise un seul arc sortant de u.
46
∑
v∈S(u)
auvp = rup ∀(u, v) ∈ As, u ∈ Vs \ {0} , p ∈ P (4.33)∑
v∈S(u)
auvq = ruq ∀(u, v) ∈ A, u ∈ V \ {0, s} , q ∈ Q (4.34)
Si un groupe p non vide (respectivement q) atteint un sommet v diffe´rent de la source,
alors le groupe p (respectivement q) utilise au moins arc aboutissant a` v.
rvp ≤
∑
u∈P (v)
auvp ∀(u, v) ∈ As, v ∈ Vs \ {0} , p ∈ P (4.35)
rvq ≤
∑
u∈P (v)
auvq ∀(u, v) ∈ A, v ∈ V \ {0} , q ∈ Q (4.36)
Le nombre d’e´oliennes appartenant a` un groupe p et traversant un sommet v qui n’est ni
la source ni un commutateur ne peut pas de´passer la capacite´ de l’arc utilise´ Cs pour sortir
du sommet v.
∑
u∈P (v)
auvp ≤ Cug
∑
w∈S(v)
avwp ∀(u, v) ∈ As, v ∈ Vs \ (D ∪ {0}), p ∈ P (4.37)
Le nombre d’e´oliennes appartenant e´galement a` un groupe q et traversant un sommet v
qui n’est la source ni la sous-station ne peut pas de´passer la capacite´ de l’arc utilise´ Ca pour
sortir du sommet v.∑
u∈P (v)
auvq ≤ Cag
∑
w∈S(v)
avwq ∀(u, v) ∈ A, v ∈ V \ {0, s} , q ∈ Q (4.38)
D est l’ensemble des sommets repre´sentant des commutateurs qui servent a` relier les ex-
tre´mite´s des caˆbles souterrains au re´seau ae´rien. Tout groupe p non vide du re´seau souterrain
doit atteindre un sommet v appartenant a` D en utilisant un seul arc aboutissant a` v. Nous
imposons alors les contraintes suivantes pour tout groupe p et tout sommet v appartenant a`
D.
∑
u∈P (v)
auvp ≤ 1 ∀(u, v) ∈ As, v ∈ D, p ∈ P (4.39)
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De la meˆme manie`re, nous imposons les contraintes suivantes qui stipulent que tout groupe
q non vide du re´seau G doit atteindre la sous-station s en utilisant un seul arc aboutissant a`
s.
∑
u∈P (s)
ausq ≤ 1 ∀(u, s) ∈ A, q ∈ Q (4.40)
Tout groupe p du re´seau souterrain doit faire partie d’un seul groupe du re´seau G. Ainsi,
nous imposons les contraintes suivantes qui indiquent qu’une seule variable bbq peut prendre
la valeur 1.
∑
q∈Q
bpq = 1 ∀p ∈ P (4.41)
Si deux groupes p et q atteignent un sommet u du re´seau souterrain, alors le groupe p doit
force´ment faire partie du groupe q. Cette condition peut eˆtre exprime´e par les contraintes
suivantes.
rup − ruq + bpq ≤ 1 ∀ u ∈ Vs, p ∈ P, q ∈ Q (4.42)
Le nombre de groupes utilisant l’arc (u, v) est exactement e´gal au nombre de liens installe´s
sur cet arc. ∑
q∈Q
auvq = wuv ∀(u, v) ∈ A (4.43)
Puisqu’il est possible d’installer au plus m liens (caˆbles ou lignes de transmission) entre
deux sommets du graphe, il faut donc imposer que le nombre de liens installe´s entre deux
sommets u et v ne doit pas de´passer m (rappelons que E est l’ensemble des paires {u, v}
telles que (u, v) et (v, u) appartiennent a` A et A1 l’ensemble des arcs (u, v) tels que (v, u)
n’appartient pas a` A).
wuv + wvu ≤ m ∀(u, v) ∈ E (4.44)
wuv ≤ m ∀(u, v) ∈ A1 (4.45)
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Et finalement pour relier les variables wuv et les variables t
k
uv, nous imposons que le nombre
de liens installe´s entre deux sommets u et v du graphe doit eˆtre e´gal a` la somme des arcs
paralle`les entre ces deux sommets.
wuv ≤ k(1− tkuv) + (m+ 1)tkuv − 1 ∀(u, v) ∈ A, k ∈ K (4.46)
Le mode`le mathe´matique (formulation 2) s’e´crit alors comme suit.
min
∑
(u,v)∈A
m∑
k=1
ckuvt
k
uv s.c. (4.1)
(4.2), (4.3),(4.4), (4.5), (4.6), (4.7)∑
p∈P
rup = 1 ∀u ∈ T (4.27)∑
q∈Q
ruq = 1 ∀u ∈ T (4.28)∑
u∈T
rup ≤ Cug ∀p ∈ P (4.29)∑
u∈T
ruq ≤ Cag ∀q ∈ Q (4.30)
rvp ≤
∑
u∈T
rup ∀(u, v) ∈ As, v ∈ Vs \ (T ∪ {0}), p ∈ P (4.31)
rvq ≤
∑
u∈T
ruq ∀(u, v) ∈ A, v ∈ V \ T (∪{0}), q ∈ Q (4.32)∑
v∈S(u)
auvp = rup ∀(u, v) ∈ As, u ∈ Vs \ {0} , p ∈ P (4.33)
∑
v∈S(u)
auvq = ruq ∀(u, v) ∈ A, u ∈ V \ {0, s} , q ∈ Q (4.34)
rvp ≤
∑
u∈P (v)
auvp ∀(u, v) ∈ As, v ∈ Vs \ {0} , p ∈ P (4.35)
rvq ≤
∑
u∈P (v)
auvq ∀(u, v) ∈ A, v ∈ V \ {0} , q ∈ Q (4.36)
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∑
u∈P (v)
auvp ≤ Cs
∑
u∈S(v)
avup ∀(u, v) ∈ As, v ∈ Vs \ (D ∪ {0}), p ∈ P (4.37)
∑
u∈P (v)
auvq ≤ Ca
∑
u∈S(v)
avuq ∀(u, v) ∈ A, v ∈ V \ {0, s} , q ∈ Q (4.38)
∑
u∈P (v)
auvp ≤ 1 ∀(u, v) ∈ As, v ∈ D, p ∈ P (4.39)
∑
u∈P (s)
ausq ≤ 1 ∀(u, s) ∈ A, q ∈ Q (4.40)
∑
q∈Q
bpq = 1 ∀p ∈ P (4.41)
rup − ruq + bpq ≤ 1 ∀u ∈ Vs, p ∈ P, q ∈ Q (4.42)∑
q∈Q
auvq = wuv ∀(u, v) ∈ A (4.43)
wuv + wvu ≤ m ∀(u, v) ∈ E (4.44)
wuv ≤ m ∀(u, v) ∈ A1 (4.45)
wuv ≤ k(1− tkuv) + (m+ 1)tkuv − 1 ∀(u, v) ∈ A, k ∈ K (4.46)
xkuv ≥ 0 ∀(u, v) ∈ A, k ∈ K (4.47)
tkuv ∈ {0, 1} ∀(u, v) ∈ A, k ∈ K (4.48)
rup ∈ {0, 1} ∀u ∈ Vs, p ∈ P (4.49)
ruq ∈ {0, 1} ∀u ∈ V, q ∈ Q (4.50)
auvp ∈ {0, 1} ∀(u, v) ∈ As, p ∈ P (4.51)
auvq ∈ {0, 1} ∀(u, v) ∈ A, q ∈ Q (4.52)
bpq ∈ {0, 1} ∀p ∈ P, q ∈ Q (4.53)
wuv ≥ 0 entiers ∀(u, v) ∈ A (4.54)
La formulation du proble`me base´e sur la re´partition des e´oliennes en groupes donne beau-
coup plus de variables et de contraintes que la formulation propose´e dans la section 4.2. De
plus, cette formulation contient plusieurs sources de syme´trie. En effet, conside´rons que nous
avons obtenu une solution avec N groupes d’e´oliennes. Cependant, il y a plusieurs fac¸ons
de nume´roter ces groupes de 1 a` N , et donc plusieurs solutions qui sont identiques. Nous
pensons que ce mode`le n’est pas meilleur que le mode`le de la section 4.2. Nous pre´sentons
dans la section une comparaison de la qualite´ de deux formulations, en terme de taille des
formulations et e´galement en terme de temps de re´solution.
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4.6 Relation entre le proble`me de conception d’un re´seau de collecte et le pro-
ble`me de l’arbre de Steiner
Comme nous l’avons mentionne´ dans le chapitre 2, de nombreuses solutions re´alisables
du proble`me de conception d’un re´seau de collecte d’e´nergie e´olienne sont en fait des anti-
arborescences. Cette observation a suscite´ notre inte´reˆt pour l’exploration de relations entre
les solutions re´alisables de notre proble`me, d’un coˆte´, et les arbres de Steiner dans le cas
d’un graphe oriente´, de l’autre coˆte´. De plus, le mode`le de l’arborescence de Steiner exprime
explicitement la condition de la non-bifurcation de flot. Nous allons montrer qu’il existe une
bijection entre les solutions re´alisables du proble`me de conception d’un re´seau de collecte et
certaines arborescences de Steiner dans un re´seau connexe. Ce re´seau, note´ H = (V ′, A′), est
quasiment identique au graphe adjoint associe´ au multigraphe obtenu en remplac¸ant chaque
arc (u, v) de G par m arcs entre u et v. L’ensemble de sommets V ′ est compose´ d’un nouveau
sommet s′ et de tous les sommets de la forme puvk (ou` uv est un arc de G et 1 ≤ k ≤ m).
L’ensemble d’arcs A′ est de´fini par la re´union de
• l’ensemble des couples de la forme (puvk, pvw`) tels que u et w sont deux sommets
distincts, et
• l’ensemble des couples de la forme (pusk, s′).
Nous attribuons un couˆt ckuv a` chaque arc de la forme (puvk, pvw`) et un couˆt c
k
us pour
chaque arc (pusk, s
′). E´tant donne´ une solution re´alisable du proble`me de la conception d’un
re´seau de collecte d’e´nergie e´olienne de´fini dans le graphe G, il est simple de de´finir une
anti-arborescence correspondante (arbre oriente´ de Steiner) dans le graphe H. A` cette fin,
observons que la totalite´ du flot sur la k-ie`me copie de l’arc (u, v) du graphe G est achemi-
ne´e a` travers un seul lien sortant de v. Ainsi, la k-ie`me copie de l’arc (u, v) posse`de un seul
successeur, disons la `ie´me copie de l’arc (v, w). Donc, si une solution re´alisable du proble`me
de conception d’un re´seau de collecte contient la k-ie`me copie de l’arc (u, v) et le flot sur cet
arc est achemine´ a` travers la `ie´me copie de l’arc (v, w), nous incluons l’arc (puvk, pvw`) dans
l’arborescence de Steiner dans le graphe correspondant H. De meˆme, si une solution re´alisable
contient la k-ie`me copie de l’arc (u, s), nous incluons l’arc (pusk, s
′) dans l’arborescence de
Steiner.
Cette construction peut eˆtre inverse´e, c’est a` dire qu’une arborescence de Steiner dans H
peut eˆtre transforme´e en une solution re´alisable du proble`me de conception d’un re´seau de
collecte, pourvu que les conditions suivantes soient respecte´es :
51
• s’il contient un sommet de la forme puvk, alors il contient un sommet de la forme puv`
ou pvu` pour tout ` infe´rieur a` k ; et
• s’il contient un sommet de la forme puvk, alors la sous-arborescence d’anti-racine puvk
contient au plus Cuv e´oliennes (rappelons que Cuv est la capacite´ de l’arc uv dans le
re´seau de collecte).
Par conse´quent, si on veut formuler notre proble`me comme un proble`me d’arborescence
de Steiner, il faut tenir compte de ces contraintes additionnelles, a` savoir les contraintes de
priorite´ et les contraintes de capacite´. En pratique, nous n’allons pas transformer le graphe
G en H car ce dernier est d’une taille tre`s grande.
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Figure 4.5: Une solution du proble`me d’un re´seau de collecte et son arborescence de Steiner
correspondant
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La figure 4.5 montre le graphe oriente´ sous-jacent d’un petit exemple du proble`me d’un
re´seau de collecte ainsi que le graphe construit par la transformation ci-dessus. Dans cet
exemple, m est e´gal a` 1. Les sommets 1, 2 et 3 repre´sentent des e´oliennes et le sommet 8 est
la sous-station. Dans le graphe de droite, tout sommet, excepte´ s′, correspond a` un arc dans
le graphe de gauche et il est e´tiquete´ en conse´quence : par exemple, le sommet 24 correspond
a` l’arc (2, 4) et le sommet 75 correspond a` l’arc (7, 5). Les rectangles noirs sont les sommets
du graphe adjoint associe´ au sous-graphe induit par {1, 2, 3}. De meˆme, les rectangles gris
correspondent aux arcs du sous-graphe induit par les sommets du re´seau ae´rien a` l’exception
de la sous-station 8. Les rectangles blancs repre´sentent deux groupes d’arcs : les arcs reliant
une e´olienne a` un sommet du re´seau ae´rien et les arcs entrant a` la sous-station. Une solution
re´alisable du proble`me de conception d’un re´seau de collecte est pre´sente´e sur le graphe de
gauche, et elle est compose´e des « vrais » arcs 12, 25, 35, 54, 57, 46, 78, 68 et des arcs « fictifs »
01, 02, 03. Cette solution n’est pas une arborescence. Afin de de´crire la solution ade´quatement,
il faut pre´ciser que le flot sur l’arc (3, 5) est achemine´ a` travers l’arc (5, 7) et le flot sur l’arc
(2, 5) est achemine´ a` travers l’arc (5, 4). L’arborescence de Steiner correspondante est pre´-
sente´e dans le graphe de droite.
4.7 Expe´riences
Nous avons effectue´ des expe´riences sur neuf exemplaires concrets fournis par notre par-
tenaire industriel. Dans le tableau 4.1, nous donnons une description de´taille´e de ces exem-
plaires. Les re´seaux sous-jacents aux exemplaires sont de niveaux de difficulte´ diffe´rents,
de´finis selon le rapport entre le nombre d’e´oliennes et les capacite´s associe´es aux arcs dans
chaque re´seau. Le plus petit proble`me compte pre`s de 6000 variables et 7700 contraintes, alors
que le plus grand proble`me comporte environ 64500 variables et plus de 60000 contraintes
(voir tableau 4.2).
Les expe´riences ont e´te´ re´alise´es a` l’aide de l’un des logiciels les plus performants pour
la re´solution de proble`mes d’optimisation mixte en nombres entiers, a` savoir CPLEX (en
utilisant sa version 12.5 et ses parame`tres implicites). Tous les tests ont e´te´ effectue´s sur
un ordinateur Inte Core i7 a` 2.67 GHz et disposant de 9G de me´moire. Nous avons impose´
une limite de temps de re´solution d’une heure. Nous pre´sentons les re´sultats obtenus dans le
tableau 4.3. Tout d’abord, nous avons teste´ le mode`le pre´sente´ dans la section 4.2 sur les neuf
exemplaires. Nous avons ensuite effectue´ des tests pour e´valuer l’impact des ine´galite´s valides
(4.16) a` (4.21). Nous avons re´alise´ des tests avec plusieurs combinaisons de ces ine´galite´s
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Tableau 4.1: Description des exemplaires
Nombre Nombre de Nombre Capacite´ Capacite´
d’e´oliennes sommets d’arcs Cug Cag
Exempl. 1 40 143 384 5 10
Exempl. 2 88 220 517 10 25
Exempl. 3 53 306 868 10 15
Exempl. 4 73 256 679 10 15
Exempl. 5 33 64 160 11 11
Exempl. 6 42 91 232 11 11
Exempl. 7 60 189 478 3 10
Exempl. 8 112 281 793 5 12
Exempl. 9 79 231 677 5 12
Tableau 4.2: Tailles des exemplaires
Nombre de Nombre de Nombre de Nombre de
variables contr. du mode`le contr. supp. (4.16) contr. supp. (4.17)
Exempl. 1 26112 24060 1304 1304
Exempl. 2 31920 30051 1672 2576
Exempl. 3 64536 60039 3221 6328
Exempl. 4 45648 42629 2257 4192
Exempl. 5 6024 7712 389 684
Exempl. 6 13440 11814 602 904
Exempl. 7 29936 26768 1604 2020
Exempl. 8 52424 43561 2164 3372
Exempl. 9 48200 39580 1935 3276
et nous avons de´cide´ d’inclure seulement les ine´galite´s (4.16) et (4.17). L’inclusion de ces
deux familles d’ine´galite´s dans le mode`le initial permet d’obtenir de meilleures relaxations
line´aires et ainsi de re´soudre quatre exemplaires sur neuf. Cependant, l’ajout de ces deux
familles d’ine´galite´s au mode`le initial reste insuffisant pour re´soudre les exemplaires difficiles.
Nous avons par la suite introduit quelques plans coupants de la forme des ine´galite´s (4.25).
Pour cela, nous avons proce´de´ de la manie`re suivante. Les ine´galite´s (4.22) et (4.23) qui sont
des cas particuliers de la forme (4.25) ont e´te´ introduites en premier lieu dans le mode`le.
Nous avons ensuite ge´ne´re´ trois groupes de plans coupants. Le premier groupe correspond
aux ine´galite´s de la forme (4.25) ou` T ′ est un singleton compose´ d’une e´olienne. L’algorithme
4.1 de´crit la proce´dure utilise´e pour ge´ne´rer le premier groupe de plans coupants. Nous notons
que nous avons e´galement ge´ne´re´ des plans coupants pour tous les ensembles T ′ compose´s de
deux e´oliennes. Toutefois, dans les expe´riences finales, nous avons utilise´ seulement les en-
sembles T ′ compose´s d’une seule e´olienne, puisque ceux de deux e´oliennes n’ont pas apporte´
une ame´lioration remarquable pour les relaxations line´aires.
Pour le deuxie`me groupe de plans coupants, nous avons conside´re´ l’ensemble de toutes
les e´oliennes (T ′ est e´gal a` T ). En effet, nous avons essaye´ de se´parer l’ensemble de toutes les
e´oliennes de la sous-station. Nous avons ajoute´ les ine´galite´s (4.25) et (4.26) dans le mode`le
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Algorithme 4.1 Premier groupe de plans coupants
1: pour chaque e´olienne u faire
2: T ′ := {u}
3: re´pe´ter
4: se´parer T ′ de s
5: soit D une coupe standard de capacite´ minimale pour T ′
6: si l’ine´galite´ (4.25) pour D est viole´e alors
7: ajouter (4.25) au mode`le
8: re´soudre la relaxation line´aire du mode`le
9: finsi
10: jusqu’a` la valeur optimale de la relaxation line´aire n’est pas ame´liore´e
11: finpour
chaque fois que ces ine´galite´s sont viole´es. L’algorithme 4.2 de´crit la proce´dure utilise´e.
Algorithme 4.2 Deuxie`me groupe de plans coupants
1: re´pe´ter
2: se´parer T de s
3: soit D une coupe standard de capacite´ minimale pour T
4: si Ine´galite´ (4.25) ou (4.26) pour D est viole´e alors
5: ajouter les coupes viole´es au mode`le
6: re´soudre la relaxation line´aire du mode`le
7: finsi
8: jusqu’a` la valeur optimale de la relaxation line´aire n’est pas ame´liore´e
Finalement, nous avons tente´ de de´tecter encore plus de plans coupants en se´parant des
sous-ensembles d’e´oliennes de la sous-station. Puisqu’il est difficile d’e´nume´rer toutes les com-
binaisons possibles compose´es de plus de trois e´oliennes, nous avons proce´de´ comme suit pour
ge´ne´rer quelques sous-ensembles T ′. Pour chaque sommet v dans le graphe auxiliaire, nous
notons par M(v) l’ensemble des sommets u 6= v tels qu’il existe un chemin de u vers v compose´
d’arcs (w,w′, k) ou` tkww′ > 0. Nous notons aussi T (v) l’ensemble des e´oliennes dans M(v) (en
d’autres termes, T (v) = M(v) ∩ T ) et D(v) la coupe {(w,w′) ∈ A | w ∈ M(v), w′ /∈ M(v)}.
Si l’ine´galite´ (4.25) (en remplac¸ant D par D(v)) e´tait viole´e, nous avons me´morise´ l’en-
semble T (v) dans un ensemble note´ Si (ou` i est l’indice du plan coupant courant). Une fois
que tous les sous-ensembles d’e´oliennes utiles ont e´te´ de´termine´s, nous avons se´pare´ chaque
sous-ensemble de s et ajoute´ un groupe de nouveaux plans coupants dans le mode`le. Cette
proce´dure a e´te´ re´pe´te´e jusqu’a` ce qu’il n’ait plus e´te´ possible d’ame´liorer la valeur de la
relaxation line´aire. L’algorithme 4.3 re´sume en de´tail les e´tapes de la proce´dure adopte´e pour
trouver des sous-ensembles d’e´oliennes T ′.
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Algorithme 4.3 Troisie`me groupe de plans coupants
1: i := 0
2: pour chaque sommet v faire
3: calculer M(v), T (v), et D(v)
4: si Ine´galite´ (4.25) en remplac¸ant D par D(v) est viole´e alors
5: i := i+ 1
6: sauvegarder T (v) dans Si
7: finsi
8: finpour
9: re´pe´ter
10: pour chaque indice i faire
11: se´parer Si de s
12: soit Di une coupe de capacite´ minimale pour Si
13: si l’ine´galite´ (4.25) pour Di est viole´e alors
14: ajouter l’ine´galite´ (4.25) au groupe de nouveaux plans coupants
15: finsi
16: finpour
17: ajouter tous les plans coupants obtenus au mode`le
18: re´soudre la relaxation line´aire du mode`le
19: jusqu’a` la valeur optimale de la relaxation line´aire n’est pas ame´liore´e
Les trois groupes de plans coupants que nous venons de de´crire sont ge´ne´re´s seulement au
niveau de la racine de l’arbre de branchement. Ce choix est base´ sur notre observation que les
coupes les plus efficaces sont obtenues au niveau de la racine de l’arbre de branchement. Un
aperc¸u des re´sultats obtenus est pre´sente´ dans le tableau 4.3. Nous notons que le caracte`re
« ? » signifie que CPLEX n’a pas pu trouver une solution re´alisable en moins d’une heure
de temps de calcul. Dans la colonne solution, nous rapportons soit la valeur de la solution
optimale, si cette dernie`re est obtenue, soit la valeur de la meilleure solution re´alisable obte-
nue apre`s une heure de temps de calcul. En utilisant la formulation de la section 4.2 (mode`le
initial), nous avons pu re´soudre trois exemplaires. Apre`s avoir introduit les contraintes (4.16)
et (4.17), nous avons pu re´soudre un seul exemplaire de plus.
Le saut d’inte´grite´ repre´sente une information inte´ressante pour mieux mesurer la qualite´
des relaxations line´aires des mode`les mathe´matiques propose´es. Cette me´sure de´signe l’e´cart
relatif entre la valeur de la solution de la relaxation continue et la valeur de la solution
entie`re. En effet, plus la valeur du saut d’inte´grite´ est faible, plus la borne infe´rieure issue de
la relaxation continue est bonne (puisqu’elle est proche de la valeur de la solution entie`re).
De plus, l’efficacite´ de l’algorithme de re´solution est ge´ne´ralement lie´e a` la qualite´ des bornes
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infe´rieures. Le saut d’inte´grite´ est calcule´ pour chacun des exemplaires a` l’aide de la formule
suivante en conside´rant X la valeur de la solution de la relaxation line´aire (obtenue a` la
racine de l’arbre de branchement) et X∗ la valeur de la meilleure solution re´alisable connue
(souvent optimale).
∆X∗ =
(X∗ −X)
X∗
× 100
Nous constatons dans le tableau 4.4 qu’il y a une ame´lioration conside´rable des relaxa-
tions line´aires du mode`le mathe´matique avec les contraintes 4.16) et (4.17) puisque les sauts
d’inte´grite´ obtenus par ce dernier mode`le sont plus faibles que ceux obtenus par le mode`le
mathe´matique initial (un gain de plus de 25% en moyenne). Le gain lie´ a` l’ajout de ces deux
contraintes est plus important dans le cas des exemplaires de petite taille. Les re´sultats du
tableau 4.3 confirment ce constat et montrent que l’inclusion de ces deux contraintes dans le
mode`le initial garantit des temps de calcul plus court pour les quatre exemplaires re´solus et
permet d’ame´liorer les e´carts entre les meilleures solutions obtenues et les meilleures bornes
infe´rieures obtenues apre`s la limite de temps impose´e (une heure). Finalement, en introduisant
les contraintes (4.16), (4.17) et les trois groupes de plans coupants dans le mode`le initial, six
exemplaires parmi neuf sont re´solus a` l’optimalite´. Les plans coupants ame´liorent, eux aussi,
de pre`s de 5% les relaxations continues a` la racine de l’arbre de branchement. En particulier,
l’ajout des plans coupants donne un saut d’inte´grite´ de moins de 1% pour l’exemplaire 3, qui
a le plus grand nombre de sommets et d’arcs. Ceci, entre autres, nous a permis de re´soudre
cet exemplaire en une vingtaine de minutes. Il est encourageant de voir que l’ajout des plans
coupants, meˆme avec un choix restreint de sous-ensembles d’e´oliennes, ame´liore significati-
vement la qualite´ des solutions obtenues. Dans le tableau 4.5, nous pre´sentons le nombre de
plans coupants ge´ne´re´s pour chaque exemplaire durant l’exe´cution de chaque algorithme. Le
temps alloue´ pour la ge´ne´ration de coupes pour la plupart des exemplaires est de quelques
secondes voire meˆme quelques minutes pour l’exemplaire 3.
Nous notons que les trois derniers exemplaires sont les plus difficiles. Ceci est peut-eˆtre duˆ
a` « l’incompatibilite´ » entre les valeurs des capacite´s Cug et Cag : dans chacun des exemplaires
ces valeurs sont des nombres premiers ! Il n’est pas possible de fusionner 4 caˆbles de capacite´
3 dans une ligne de transmission de capacite´ 10 dans l’exemplaire 7 et 3 caˆbles de capacite´
5 dans une ligne de transmission de capacite´ 12 dans l’exemplaire 8, ce qui rend la taˆche de
trouver une solution re´alisable plus difficile dans ces cas-la`. Nous avons de´cide´ alors de les
re´soudre en incluant les contraintes (4.16), (4.17), (4.22), et (4.23). Apre`s une heure de temps
de calcul, CPLEX n’a pu re´soudre a` l’optimum aucun exemplaires parmi les trois derniers,
mais apre`s un peu plus d’une journe´e, une solution optimale est obtenue pour l’exemplaire
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Tableau 4.3: Re´sultats
Mode`le (4.1)-(4.15) Mode`le (4.1)-(4.15), (4.16), et (4.17) Mode`le (4.1)-(4.15), (4.16), (4.17),
et plans coupants
Solution Gap (%) CPU (s) Solution Gap (%) CPU (s) Solution Gap (%) CPU (s)
Exempl. 1 88424.8 3.19 3600 87592.4 0.0 360 87592.4 0.0 315
Exempl. 2 126321.0 0.0 1464 126321.0 0.0 57 126321.0 0.0 75
Exempl. 3 ? ? 3600 ? ? 3600 121779.0 0.0 1372
Exempl. 4 119887.0 2.50 3600 119887.0 0.9 3600 119887.0 0.0 917
Exempl. 5 45668.8 0.0 6 45668.8 0.0 1 45668.8 0.0 6
Exempl. 6 63585.6 0.0 2266 63585.6 0.0 157 63585.6 0.0 145
Exempl. 7 ? ? 3600 114323.5 3.31 3600 114185.0 4.13 3600
Exempl. 8 155894.0 11.34 3600 154643.0 6.8 3600 154643.0 6.36 3600
Exempl. 9 107834.0 7.72 3600 107741.0 3.32 3600 107259.0 2.78 3600
Tableau 4.4: Comparaison des sauts d’inte´grite´
Mode`le (4.1)-(4.15) Mode`le (4.1)-(4.15), (4.16), et (4.17) Mode`le (4.1)-(4.15), (4.16), (4.17),
et plans coupants
X ∆X∗ (%) X ∆X∗ (%) X ∆X∗ (%)
Exempl. 1 62726.5 28.39 79314.9 9.45 82734.8 5.55
Exempl. 2 83131.6 34.19 122784.6 2.80 82734.8 1.33
Exempl. 3 63682.9 47.71 103216.4 15.24 120580.0 0.98
Exempl. 4 78389.8 34.61 112607.3 6.07 116670.0 2.68
Exempl. 5 35581.2 22.09 42490.1 6.96 45634.6 0.07
Exempl. 6 44435.7 30.12 57271.1 9.93 58472.4 8.04
Exempl. 7 66132.8 42.08 98742.7 13.52 104843.0 8.18
Exempl. 8 102089.1 33.98 132978.9 14.01 136330.0 11.84
Exempl. 9 60123.1 43.95 97102.9 9.47 99025.5 7.68
Tableau 4.5: Nombre de plans coupants
Exemplaires Algorithme 1 Algorithme 2 Algorithme 3
Exempl. 1 62 1 65
Exempl. 2 41 7 16
Exempl. 3 422 61 490
Exempl. 4 99 16 152
Exempl. 5 28 1 9
Exempl. 6 62 1 7
Exempl. 7 338 1 68
Exempl. 8 316 11 77
Exempl. 9 339 41 28
Tableau 4.6: Re´sultats avec le mode`le initial et les contraintes (4.16), (4.17), (4.22), et (4.23)
Avec limite de temps Sans limite de temps
Solution Gap (%) CPU (s) Solution Gap (%) CPU (s)
Exempl. 7 114323.6 3.57 3600 114185.0 1.37 68098
Exempl. 8 153135.6 5.78 3600 152072.0 3.91 47048
Exempl. 9 107259.0 2.70 3600 107259.0 0.0 102165
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9. Pour les deux autres exemplaires, CPLEX s’est arreˆte´ apre`s quelques heures de calcul a`
cause d’une insuffisance de me´moire. Le tableau 4.6 rapporte un sommaire des re´sultats pour
ces trois exemplaires.
Comparaison expe´rimentale des formulations
Nous notons que nous avons re´alise´ des tests pour comparer la formulation pre´sente´e
dans la section 4.2 (de´note´e formulation 1) et celle pre´sente´e dans la section 4.5 (de´note´e
formulation 2). Nous avons constate´ que le dernier mode`le n’est pas capable de battre les
re´sultats du premier mode`le (meˆme en ajoutant les ine´galite´s valides) bien que les bornes
infe´rieures issues des relaxations line´aires sont assez similaires. En fait, nous n’avons meˆme
pas pu obtenir des solutions re´alisables en moins d’une heure pour la plupart des exemplaires
avec la formulation de la section 4.5. Pour cette raison, nous n’allons pas de´tailler les re´sultats
obtenus en utilisant cette dernie`re formulation. Ainsi, nous pensons que la formulation de la
section 4.2 est, dans l’ensemble, plus performant puisqu’elle permet de re´soudre la majorite´
des exemplaires. Par ailleurs, nous sommes particulie`rement interesse´s par les raisons pour
lesquelles la formulation de la section 4.5 semble eˆtre moins efficace. Cette dernie`re formula-
tion donne dans la plupart des cas plus de variables et de contraintes que l’autre formulation.
La figure 4.6 illustre une comparaison de la taille des deux formulations mathe´matiques pour
les neuf exemplaires. Cette illustration permet de se rendre compte de l’e´cart de la taille entre
ces deux formulations. Malgre´ le fait que les bornes infe´rieures issues des relaxations line´aires
soient assez similaires pour les deux formulations, le temps de re´solution que prend CPLEX
pour re´soudre le proble`me est beaucoup plus long avec la deuxie`me formulation : le temps
passe´ a` chaque nœud est tre`s important a` cause du plus grand nombre de contraintes. En
d’autres termes, le nombre de contraintes de la deuxie`me formulation qui augmente conside´-
rablement avec la taille des exemplaires ralentit beaucoup l’exploration des nœuds de l’arbre
de branchement et la rend ainsi moins efficace. Nous pouvons alors conclure que ces re´sultats
donnent une vision globale de l’efficacite´ de chaque formulation. Nous pensons que, dans l’e´tat
actuel des choses, il n’est pas inte´ressant de poursuivre nos recherches dans cette direction.
Expe´riences en interdisant les liens de sens oppose´s
Revenons maintenant a` une condition importante dans notre mode`le, a` savoir la pos-
sibilite´ d’installer des caˆbles ou des lignes de transmission dans les deux sens sur les liens
potentiels du re´seau e´lectrique. Bien que cette condition soit ne´cessaire en pratique, nous
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Figure 4.6: Comparaison de la taille de deux formulations mathe´matiques
avons constate´ qu’il n’existe pas de liens paralle`les installe´s dans les deux sens dans tous
les re´seaux e´lectriques des exemplaires re´solus. Conside´rons l’exemple 4.7 ou` dans ce re´seau
potentiel les e´oliennes sont repre´sente´es en cercles noirs et la sous-station est repre´sente´e par
un carre´. Il est possible d’installer des liens paralle`les dans les deux sens. Tous les arcs ont le
meˆme couˆt et la meˆme capacite´ qui est e´gale a` 3. La seule solution optimale pour cet exemple
utilise deux liens paralle`les installe´s dans des sens oppose´s entre les sommets A et B. Il est
rare qu’une telle situation existe dans les exemplaires concrets.
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Figure 4.7: Un exemple d’une solution optimale utilisant des arcs paralle`les dans les deux
sens
L’ide´e de tester le mode`le mathe´matique en interdisant les liens dans des sens oppose´s
suscite notre inte´reˆt. Pour tous les liens appartenant a` l’ensemble E (rappelons que E est
l’ensemble des paires {u, v} telles que (u, v) et (v, u) appartiennent a` A), il faut choisir le sens
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de la circulation du flot. En d’autres termes, si le sens de la circulation du flot est choisi sur le
premier lien installe´, alors les autres liens installe´s auront le meˆme sens. Pour appliquer cette
ide´e, nous avons remplace´ les contraintes (4.6) et (4.7) par les contraintes suivantes dans le
mode`le mathe´matique pre´sente´ dans la section 4.2.
tk+1uv ≤ tkuv ∀(u, v) ∈ A,∀k ∈ K, k < m (4.55)
Tableau 4.7: Comparaison entre les re´sultats du mode`le permettant les liens de sens oppose´s
et ceux du mode`le les interdisant
Mode`le permettant les liens Mode`le interdisant les liens
de sens oppose´s de sens oppose´s
Solution Gap (%) CPU (s) Solution Gap (%) CPU (s)
Exempl. 1 87592.4 0.0 315 87592.4 0.0 405
Exempl. 2 126321.0 0.0 75 126321.0 0.0 50
Exempl. 3 121779.0 0.0 1372 121779.0 0.0 961
Exempl. 4 119887.0 0.0 917 119887.0 0.0 762
Exempl. 5 45668.8 0.0 6 45668.8 0.0 4
Exempl. 6 63585.6 0.0 145 63585.6 0.0 61
Exempl. 7 114185.0 4.13 3600 114185.0 3.91 3600
Exempl. 8 154643.0 6.36 3600 152607.0 4.90 3600
Exempl. 9 107259.0 2.78 3600 107454.0 2.42 3600
Dans le tableau 4.7, nous proposons une comparaison entre les re´sultats du mode`le initial
et ceux du mode`le interdisant l’installation de liens paralle`les de sens oppose´s en imposant
une limite de temps (une heure). Dans les deux cas, nous avons ajoute´ les contraintes (4.16),
(4.17) et des plans coupants. Nous notons qu’il y a une le´ge`re ame´lioration dans les temps
de calcul des exemplaires re´solus a` l’optimalite´ ainsi que dans les e´carts entre les bornes
infe´rieures et les meilleures solutions obtenues pour les trois derniers exemplaires. Pour ces
derniers exemplaires, nous avons aussi teste´ le mode`le interdisant les liens paralle`les de sens
oppose´s en ajoutant seulement les contraintes (4.16), (4.17), (4.22) et (4.23). Ce mode`le a
permis de prouver l’optimalite´ de l’exemple 9 en moins de temps et d’obtenir la solution
optimale de l’exmple 7 en un peu plus de 7 heures. Le tableau 4.8 montre un sommaire de
ces re´sultats.
Comme nous l’avons montre´ ci-dessus, l’ide´e d’utiliser un mode`le interdisant l’installation
des liens paralle`les dans des sens oppose´s semble eˆtre avantageuse. Meˆme si en re´alite´ nous
ne pouvons pas interdire au flot de circuler simultane´ment dans les deux sens sur un lien
du re´seau e´lectrique, il est possible d’utiliser une solution fournie par un mode`le interdisant
la circulation du flot dans les deux sens comme borne supe´rieure du mode`le original. Cette
ide´e pourrait e´ventuellement ame´liorer les temps de re´solution. He´las, nous ne sommes pas
en mesure de tester cette ide´e car nous n’avons pas d’exemplaires dont toutes les solutions
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optimales comportent au moins une paire de liens syme´triques.
Tableau 4.8: Re´sulats de deux mode`les avec (4.16), (4.17), (4.22) et (4.23)
Mode`le permettant les liens Mode`le interdisant les liens
de sens oppose´s de sens oppose´s
Solution Gap (%) CPU (s) Solution Gap (%) CPU (s)
Exempl. 7 114185.0 1.37 68098 114185.0 0.0 25933
Exempl. 8 152072.0 3.91 47048 152222.3 3.37 43842
Exempl. 9 107259.0 0.0 102165 107259.0 0.0 39356
Pour conclure ce chapitre, nous avons formule´ le proble`me de conception d’un re´seau de
collecte d’e´nergie e´olienne comme un programme mixte en nombres entiers. Nous avons aussi
montre´ que le renforcement du mode`le initial et l’ajout des plans coupants au nœud racine
de l’arbre de branchement nous permettent soit d’obtenir des solutions optimales pour les
exemplaires fournis par le partenaire industriel, soit de re´duire significativement les e´carts
entre les meilleures solutions obtenues et les bornes infe´rieures. Ces re´sultats confirment la
ne´cessite´ d’ajouter des plans coupants pour ame´liorer d’une manie`re significative les temps
de calcul en particulier pour les exemplaires de grande taille.
Les re´sultats obtenus dans le pre´sent chapitre laissent espe´rer que des techniques sem-
blables pourraient eˆtre utilise´es pour la re´solution du proble`me de conception d’un re´seau de
collecte d’e´nergie e´olienne avec plusieurs types de capacite´s a` installer et en tenant compte des
pertes engendre´es par le transfert de l’e´nergie. Ce proble`me fera l’objet du prochain chapitre.
62
CHAPITRE 5
OPTIMISATION D’UN RE´SEAU DE COLLECTE D’E´NERGIE AVEC
PLUSIEURS TYPES DE CAPACITE´S ET PERTES D’E´NERGIE
Les pertes d’e´nergie dans les re´seaux e´lectriques repre´sentent pour les concepteurs un enjeu
important. Sachant que la longueur des liens e´lectriques et leurs capacite´s ont un impact sur
les pertes, ces dernie`res jouent un roˆle important dans la manie`re dont les re´seaux doivent
eˆtre conc¸us et installe´s. Par ailleurs, afin de minimiser, entre autres, les pertes d’e´nergie
dans un re´seau e´lectrique, nous proposons dans ce chapitre une premie`re mode´lisation non
line´aire en variables mixtes du proble`me de conception d’un re´seau de collecte d’e´nergie
e´olienne avec plusieurs types de capacite´s. Pour pallier cette difficulte´, nous reformulons ce
mode`le non line´aire en un programme line´aire en variables mixtes. Ensuite, nous de´veloppons
des ine´galite´s valides pour ame´liorer les bornes infe´rieures issues des relaxations continues
du mode`le line´arise´. Nous pre´sentons finalement les re´sultats d’expe´riences re´alise´es sur des
applications concre`tes fournies par notre partenaire industriel.
5.1 Les pertes d’e´nergie
En re´alite´, les concepteurs de re´seaux e´lectriques peuvent utiliser plusieurs types de liens
e´lectriques (caˆbles ou lignes de transmission) avec diffe´rentes capacite´s pour la construction
d’un re´seau de collecte dans un parc e´olien. Puisque la quantite´ d’e´nergie qui circule sur
un lien du re´seau augmente avec le nombre d’e´oliennes connecte´es, les concepteurs doivent
de´cider de la capacite´ ade´quate a` installer sur ce lien pour minimiser les couˆts d’installation.
Toutefois, le choix de la capacite´ approprie´e n’est pas trivial puisque chaque type de lien (caˆble
ou ligne de transmission) peut dissiper l’e´nergie par « effet de Joule ». Par conse´quent, les
concepteurs doivent minimiser a` la fois les couˆts d’installation et les pertes encourues dans
le re´seau e´lectrique.
En physique, les pertes sont proportionnelles au carre´ de l’e´nergie qui circule a` travers un
lien donne´ (caˆble ou ligne de transmission) et peuvent eˆtre calcule´es a` l’aide de l’e´quation
suivante.
P = BX2
La constante B est un coefficient qui de´pend du type de lien utilise´ (souterrain ou ae´rien),
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de sa longueur et de sa capacite´ et X de´note la quantite´ d’e´nergie qui traverse ce lien.
Concre`tement, la perte d’e´nergie est un phe´nome`ne physique qui se produit en tout temps
et tant qu’il y a un transfert d’e´nergie dans un re´seau e´lectrique. Comme les pertes d’e´nergie
jouent un roˆle important dans la manie`re dont un re´seau de collecte d’e´nergie dans un parc
e´olien doit eˆtre conc¸u, les concepteurs de re´seaux doivent effectuer une estimation de ces
pertes au pre´alable. Pour re´sumer, le coefficient B est estime´ en tenant compte de plusieurs
facteurs tels que le type de lien e´lectrique utilise´, sa longueur et la dure´e d’utilisation du
re´seau e´lectrique. Pour la re´alisation de notre projet, le partenaire industriel nous a fourni
le coefficient B estime´ pour chaque type de caˆble ou de ligne de transmission pouvant eˆtre
installe´ sur un lien potentiel du re´seau a` concevoir.
Dans la prochaine section, nous pre´sentons un mode`le quadratique en variables mixtes
pour re´soudre le proble`me de la collecte de l’e´nergie e´olienne en tenant compte des pertes
d’e´nergie ainsi que des hypothe`ses faites dans le chapitre pre´ce´dent pour construire le re´seau
e´lectrique.
5.2 Mode`le mathe´matique
Le proble`me de conception d’un re´seau de collecte d’e´nergie avec plusieurs types de ca-
pacite´s consiste a` installer la capacite´ ne´cessaire sur chaque lien du re´seau pour collecter
l’e´nergie produite par les e´oliennes en minimisant les couˆts d’installation et les pertes encou-
rues. Ce proble`me est de´fini sur le graphe G = (V,A) de´crit dans le chapitre 4. Par ailleurs,
nous distinguons Aug l’ensemble des arcs appartenant au re´seau souterrain et Aag l’ensemble
des arcs appartenant au re´seau ae´rien. Hug = {1, 2, .., qug} et Hag = {1, 2, .., qag} repre´sentent
respectivement l’ensemble de types de capacite´s de caˆbles souterrains et l’ensemble de types
de capacite´s de lignes de transmission disponibles. Pour de´crire les types de capacite´s dispo-
nibles sur les arcs du graphe G, nous faisons la distinction entre les cate´gories d’arcs de´crites
dans le chapitre 4. Une seule capacite´ de 1 est disponible pour les arcs de la cate´gorie 1. Tout
arc de la cate´gorie 2 ou 3 peut eˆtre desservi par un ou plusieurs types de caˆbles ou` la capacite´
de chaque type h ∈ Hug est Chug. Par contre, tout arc de la cate´gorie 4 ou 5 peut eˆtre desservi
par un ou plusieurs types de lignes de transmission ou` la capacite´ de chaque type h ∈ Hag
est Chag. Nous notons qu’il est possible d’installer diffe´rents types de capacite´s sur chaque lien
du re´seau e´lectrique. Nous supposons que les capacite´s disponibles sont des entiers non nuls
satisfaisant les relations
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C1ug < C
2
ug < ... < C
q
ug et C
1
ag < C
2
ag < ... < C
q
ag.
Pour alle´ger la notation, nous introduisons l’ensemble H qui de´note la re´union disjointe
des ensembles Hug et Hag et nous notons C
h
uv la capacite´ de type h ∈ H pouvant eˆtre installe´e
sur un arc (u, v) ∈ A.
Nous rappelons qu’il est possible d’installer jusqu’a` m liens paralle`les entre deux sommets
u et v. Les liens paralle`les peuvent eˆtre de diffe´rentes capacite´s. Par ailleurs, si un lien de
type h est installe´ sur la k-ie`me copie de l’arc (u, v), alors un couˆt ckhuv est paye´ et le flot
circulant a` travers ce lien ne doit pas de´passer la capacite´ Chuv. En outre, si un flot, disons
xkhuv, circule a` travers un lien de type h installe´ sur une copie de l’arc (u, v), alors un couˆt
proportionnel au carre´ de ce flot (bhuv(x
kh
uv)
2) est aussi applique´. Ce couˆt non line´aire repre´sente
les pertes encourues si ce type de lien est utilise´ et a e´te´ estime´ a priori par les concepteurs
de re´seaux sous forme d’un coefficient bhuv. Ainsi pour chaque lien (u, v, k), nous avons les
relations suivantes. Nous notons que plus la capacite´ d’un lien est grande, plus la dissipation
de l’e´nergie est faible.
ck1uv < c
k2
uv < ... < c
kq
uv et b
1
uv > b
2
uv > ... > b
q
uv.
Nous rappelons e´galement que le sommet fictif 0 est connecte´ avec un couˆt nul a` tous les
sommets appartenant a` T . De plus, les relations suivantes sont encore valides.
• Pour tout arc (u, v) et tout h ∈ H, c1huv ≥ c2huv ≥ ... ≥ cmhuv ,
• Pour tout arc (u, v) de la cate´gorie 2 ou 4, tout k ∈ K et h ∈ H, ckhuv = ckhvu.
La figure 5.1 illustre une solution re´alisable du proble`me de collecte d’e´nergie e´olienne
(pour le meˆme re´seau 4.1 de´crit dans le chapitre 4) dans le cas ou` il est possible d’installer
des caˆbles ou des lignes de transmission de diffe´rentes capacite´s sur chaque lien du re´seau.
En effet, deux types de caˆbles de capacite´s 6 (les liens bleus) et 13 (les liens rouges) ainsi que
deux types de lignes de transmission de capacite´s 8 (les liens verts) et 19 (les liens violets)
sont disponibles pour tout le re´seau. La valeur affiche´e sur chaque lien repre´sente le nombre
d’unite´s de flot circulant a` travers ce lien. Nous notons que dans certaines situations, un
deuxie`me lien est installe´ bien que les quantite´s de flots puissent eˆtre fusionne´es sur un seul
lien. Cela s’explique par le fait que l’utilisation de deux liens paralle`les couˆte moins cher
qu’un seul a` cause des pertes d’e´nergie.
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Figure 5.1: Une solution re´alisable du proble`me avec plusieurs types de capacite´s
Pour tenir compte de la possibilite´ d’installer plusieurs types de liens (caˆbles ou lignes de
transmission) avec diffe´rentes capacite´s entre deux sommets du graphe G, il suffit de modifier
le´ge`rement le mode`le propose´ dans le chapitre 4. Pour ce faire, nous introduisons les variables
binaires tkhuv de´finies comme suit : t
kh
uv vaut 1 si et seulement si le type de capacite´ h est installe´
sur la k-ie`me copie de l’arc (u, v). Nous avons aussi remplace´ les variables xkuv par les variables
xkhuv pour repre´senter le flot qui circule sur le k-ie`me lien de type h installe´ sur l’arc (u, v).
Le proble`me est de de´cider quel type de lien installer sur chaque arc du re´seau et comment
acheminer l’e´nergie a` partir des e´oliennes vers la sous-station de transformation de telle sorte
que les couˆts d’installation et les pertes soient minimise´s. Comme nous l’avons mentionne´
ci-dessus les pertes sont proportionnelles au carre´ de la quantite´ d’e´nergie transfe´re´e. Ainsi,
nous proposons une premie`re formulation du proble`me comme un programme quadratique
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en variables mixtes qui s’e´nonce comme suit.
min
∑
(u,v)∈A
m∑
k=1
q∑
h=1
ckhuvt
kh
uv +
∑
(u,v)∈A
m∑
k=1
q∑
h=1
bhuv(x
kh
uv)
2 (5.1)
s.c.
∑
{v:(v,u)∈ A}
m∑
k=1
q∑
h=1
xkhvu −
∑
{v:(u,v)∈ A}
m∑
k=1
q∑
h=1
xkhuv =

|T | si u = s
−|T | si u = 0
0 sinon
(5.2)
q∑
h=1
x1h0v = 1 ∀v ∈ T (5.3)
xkhuv ≤ Chuvtkhuv ∀(u, v) ∈ A, k ∈ K, h ∈ H (5.4)
q∑
h=1
tkhuv = t
k
uv ∀(u, v) ∈ A, k ∈ K (5.5)
tkuv + t
k
vu ≤ 1 ∀ {u, v} ∈ E k ∈ K (5.6)
tk+1uv ≤ tkuv ∀(u, v) ∈ A1, k ∈ K, k ≤ m (5.7)
tk+1uv + t
k+1
vu ≤ tkuv + tkvu ∀ {u, v} ∈ E, k ∈ K, k ≤ m (5.8)∑
u∈P (v)
m∑
k=1
zkk
′
uvw =
q∑
h=1
xk
′h
vw ∀(u, v) ∈ A, v 6= 0, k′ ∈ K (5.9)
∑
w∈S(v)
m∑
k′=1
zkk
′
uvw =
q∑
h=1
xkhuv ∀(u, v) ∈ A, v 6= s, k ∈ K (5.10)
zkk
′
uvw ≤ min
(
max
h∈H
Chuv,max
h∈H
Chvw
)
ykk
′
uvw
∀(u, v, w) ∈ P2, ∀ k, k′ ∈ K, h ∈ H (5.11)∑
w∈S(v)
m∑
k′=1
ykk
′
uvw = t
k
uv ∀(u, v) ∈ A, v 6= s, k ∈ K (5.12)
xkhuv = t
kh
uv = 0 ∀(u, v) ∈ Aug, h ∈ Hug (5.13)
xkhuv = t
kh
uv = 0 ∀(u, v) ∈ Aag, h ∈ Hag (5.14)
xkhuv ≥ 0 ∀(u, v) ∈ A, k ∈ K (5.15)
zkk
′
uvw ≥ 0 ∀(u, v, w) ∈ P2,∀ k, k′ ∈ K (5.16)
tkuv ∈ {0, 1} ∀(u, v) ∈ A, k ∈ K (5.17)
tkhuv ∈ {0, 1} ∀(u, v) ∈ A, k ∈ K, h ∈ H (5.18)
ykk
′
uvw ∈ {0, 1} ∀(u, v, w) ∈ P2,∀ k, k′ ∈ K (5.19)
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Comme nous l’avons mentionne´ ci-dessus, nous avons apporte´ de le´ge`res modifications
au mode`le mathe´matique pre´sente´ dans le chapitre 4, pour tenir compte de la possibilite´
d’installer plusieurs types de capacite´s sur les liens du re´seau e´lectrique. Plus pre´cise´ment, ce
nouveau mode`le minimise, en plus de la somme des couˆts d’installation des capacite´s sur les
arcs du re´seau e´lectrique, les couˆts des pertes encourues lors du transfert de l’e´nergie produite
par les e´oliennes. De plus, nous avons remplace´ partout dans le mode`le les variables xkuv par
les variables xkhuv. Par contre, nous avons ajoute´ les contraintes (5.5) qui stipulent qu’il ne
peut y avoir plus d’un seul type de lien sur chaque copie de l’arc (u, v) et les contraintes
(5.12) qui indiquent que si le k-ie`me lien entre les sommets u et v est installe´ et que v n’est
pas la sous-station, alors le flot sur ce lien doit eˆtre envoye´ vers un seul lien.
Nous notons que si le mode`le quadratique a une solution re´alisable, alors il a une solution
optimale entie`re. D’une part, les contraintes (5.3) imposent qu’exactement une seule unite´
de flot provenant de la source 0 atteint chaque e´olienne. De plus, a` partir des contraintes
(5.4) et (5.5), nous pouvons de´duire qu’une seule variable x1h0v pour toute e´olienne v est non
nulle. D’autre part, si la k-ie`me copie de l’arc (u, v) est utilise´e dans une solution, alors les
contraintes (5.11) et (5.12) imposent que le flot traversant cette copie de l’arc (u, v) soit
achemine´ vers un seul arc sortant de v (le flot ne peut pas bifurque´), il s’ensuit qu’une seule
variable zkk
′
uvw est non nulle. Par conse´quent, les contraintes (5.10) font en sorte que les va-
riables zkk
′
uvw et x
kh
uv soient entie`res.
L’incorporation des pertes d’e´nergie au proble`me le rend beaucoup plus complexe, car
elles sont de´pendantes de manie`re non line´aire des flots d’e´nergie et donc des variables de
de´cision xkhuv. Ce programme quadratique en variables mixtes est convexe avec des contraintes
line´aires (puisque les bhuv sont positifs). The´oriquement, il est possible d’utiliser les me´thodes
de re´solution implante´es par des solveurs comme CPLEX pour re´soudre des programmes
quadratiques convexes. Cependant, les bornes infe´rieures fournies par les relaxations continues
de ces programmes quadratiques sont ge´ne´ralement de qualite´ me´diocre. Ainsi, parvenir a`
re´soudre des proble`mes de taille moyenne voire meˆme petite repre´sente un de´fi important.
C’est la raison pour laquelle nous reformulons le mode`le propose´ ci-dessus pour reme´dier a` sa
nature quadratique. Plus pre´cise´ment, nous proposons de transformer le mode`le quadratique
en un programme line´aire en ajoutant des variables et des contraintes supple´mentaires.
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5.3 Line´arisation du mode`le quadratique
Line´ariser un proble`me quadratique en variables mixtes est une ide´e qui surgit assez natu-
rellement. Cette ide´e permet, en fait, de be´ne´ficier de la bonne qualite´ de la borne infe´rieure
obtenue a` la racine de l’arbre de branchement lorsqu’un programme line´aire est re´solu en
utilisant CPLEX. Par ailleurs, il existe plusieurs me´thodes de transformation connues pour
transformer a` une fonction quadratique en une fonction line´aire. En particulier, nous envi-
sageons de line´ariser par morceaux la forme quadratique pre´sente dans la fonction objectif
(5.1). En effet, notre forme quadratique est additivement se´parable puisque on peut l’e´crire
sous la somme de plusieurs fonctions dont chacune implique une seule variable xkhuv.
g(x) =
∑
(u,v)∈A
m∑
k=1
q∑
h=1
bhuv(x
kh
uv)
2 =
∑
(u,v)∈A
m∑
k=1
q∑
h=1
g(xkhuv) (5.20)
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Figure 5.2: Approximation par une se´rie de points de rupture entiers
De plus la fonction g(x) est convexe. Il est alors possible d’approximer chaque fonction
sur un intervalle par une fonction line´aire par morceaux. Nous rappelons que les variables
de flot xkhuv sont borne´es supe´rieurement par des capacite´s entie`res C
h
uv. Nous pouvons alors
estimer la courbe de´crivant la relation entre xkhuv et son carre´ par une se´rie de points de rup-
ture entiers (figure 5.2). Ainsi, nous notons Rhuv = {0, 1, 2, ..., Chuv} l’ensemble des valeurs
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entie`res (points de rupture entiers) que peut prendre chaque variable xkhuv et |Rhuv| le cardinal
de cet ensemble. Nous avons alors besoin d’introduire les variables de de´cision binaires αkhuvr
(pour tout r ∈ Rhuv) afin d’identifier la valeur de xkhuv conside´re´e dans une solution re´alisable
pour chaque lien de type h installe´ sur la k-ie`me copie de l’arc (u, v). En d’autres termes,
chaque variable αkhuvr vaut 1 si et seulement si la variable x
kh
uv est e´gale a` r, pour tout lien
de type h installe´ sur la k-ie`me copie de l’arc (u, v). Une seule variable αkhuvr, indiquant un
point de rupture, peut prendre une valeur strictement positive. Pour cela, nous imposons les
contraintes (5.28). Dans ce mode`le line´arise´, xkhuv est remplace´ par
∑Chuv
r=0 rα
kh
uvr et la fonction
g(xkhuv) est remplace´e par b
h
uv
∑Chuv
r=1 r
2αkhuvr. Le mode`le line´arise´ s’e´crit alors comme suit.
70
min
∑
(u,v)∈A
m∑
k=1
q∑
h=1
ckhuvt
kh
uv +
∑
(u,v)∈A
m∑
k=1
q∑
h=1
bhuv
Chuv∑
r=0
r2αkhuvr (5.21)
s.c.
(5.5)− (5.8), (5.11)
∑
{v:(v,u)∈ A}
m∑
k=1
q∑
h=1
Chuv∑
r=1
rαkhuvr −
∑
{v:(u,v)∈ A}
m∑
k=1
q∑
h=1
Chuv∑
r=1
rαkhuvr =

|T | si u = s
−|T | si u = 0
0 sinon
(5.22)
m∑
k=1
q∑
h=1
Chuv∑
r=0
rαkh0vr = 1 ∀v ∈ T (5.23)
Chuv∑
r=0
rαkhuvr ≤ Chuvtkhuv ∀(u, v) ∈ A, k ∈ K, h ∈ H (5.24)
∑
u∈P (v)
m∑
k=1
zkk
′
uvw =
q∑
h=1
Chvw∑
r=0
rαk
′h
vwr ∀(u, v) ∈ A, v 6= 0, k′ ∈ K (5.25)
∑
w∈S(v)
m∑
k′=1
zkk
′
uvw =
q∑
h=1
Chuv∑
r=0
rαkhuvr ∀(u, v) ∈ A, v 6= s, k ∈ K (5.26)
∑
w∈S(v)
m∑
k′=1
ykk
′
uvw = t
k
uv ∀(u, v) ∈ A, v 6= s, k ∈ K (5.27)
Chuv∑
r=0
αkhuvr = t
kh
uv ∀(u, v) ∈ A, k ∈ K, h ∈ H (5.28)
zkk
′
uvw ≥ 0 ∀(u, v, w) ∈ P2,∀ k, k′ ∈ K (5.29)
αkhuvr = 0 ∀(u, v) ∈ Aug, h ∈ Hug, r ∈ R (5.30)
αkhuvr = 0 ∀(u, v) ∈ Aag, h ∈ Hag, r ∈ R (5.31)
tkuv ∈ {0, 1} ∀(u, v) ∈ A, k ∈ K (5.32)
tkhuv ∈ {0, 1} ∀(u, v) ∈ A, k ∈ K, h ∈ H (5.33)
ykk
′
uvw ∈ {0, 1} ∀(u, v, w) ∈ P2,∀ k, k′ ∈ K (5.34)
αkhuvr ∈ {0, 1} ∀(u, v) ∈ A, k ∈ K, h ∈ H, r ∈ R (5.35)
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Nous avons ainsi transforme´ le programme quadratique propose´ dans la section 5.2 en
un programme line´aire en variables mixtes. He´las, cela se fait au prix fort, en rajoutant de
nombreuses variables et contraintes. Ce nombre de variables et de contraintes supple´mentaires
de´pend principalement des capacite´s disponibles.
5.4 Ge´ne´ration de plans coupants
Comme nous l’avons fait dans le cas d’un seul type de capacite´, nous essayons dans cette
section de de´velopper des ine´galite´s valides afin d’ame´liorer la formulation du proble`me avec
plusieurs types de capacite´s. Avant d’entamer l’e´laboration des ine´galite´s valides, nous no-
tons que les diffe´rents types de capacite´s disponibles n’ont aucune structure spe´cifique. En
particulier, les capacite´s ne satisfont pas la proprie´te´ de divisibilite´. Par contre, dans la litte´-
rature, la plupart des chercheurs ont travaille´ sur des versions du proble`me de conception de
re´seaux avec plusieurs types de capacite´s qui sont des multiples d’une certaine capacite´ de
base (c’est a` dire que le deuxie`me type de capacite´ est un multiple entier du premier, le troi-
sie`me est un multiple du deuxie`me, et ainsi de suite). Malheureusement, les ine´galite´s valides
de´veloppe´es sous l’hypothe`se de la divisibilite´ ne peuvent pas eˆtre applique´es dans ce contexte.
Par ailleurs, nous partons du meˆme principe que dans le chapitre 4 pour de´velopper
de nouvelles ine´galite´s valides. Pour ce faire, nous proce´dons de la manie`re suivante. Nous
de´notons Ds l’ensemble des arcs de la forme (u, s, k) pour tout u dans P (s) (l’ensemble des
pre´de´cesseurs de la sous-station s). E´tant donne´ une solution re´alisable (entie`re) du mode`le,
notamment les valeurs des variables de conception tkhuv, nous pouvons dire que la somme de
capacite´s installe´es sur les arcs appartenant a` Ds est au moins e´gale au nombre des e´oliennes.
Ceci implique que l’ine´galite´ suivante doit eˆtre satisfaite (ou` Ckhuv est la capacite´ de type h
installe´e sur un arc de la forme (u, v, k) et |T | le nombre des e´oliennes).
∑
(u,v,k)∈Ds
q∑
h=1
Ckhuv t
kh
uv ≥ |T | (5.36)
Il s’ensuit que, pour un type de capacite´ c, on a
∑
(u,v,k)∈Ds
c∑
h=1
Ckhuv t
kh
uv +
∑
(u,v,k)∈Ds
q∑
h=c+1
Ckhuv t
kh
uv ≥ |T |
et donc ∑
(u,v,k)∈Ds
c∑
h=1
Ckhuv t
kh
uv ≥ |T | −
∑
(u,v,k)∈Ds
q∑
h=c+1
Ckhuv t
kh
uv.
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Puisque les variables tkhuv sont entie`res et qu’un seul type de capacite´ h est permis pour tout
arc de la forme (u, v, k), nous pouvons alors de´duire des ine´galite´s valides de cette dernie`re.
En particulier, pour chaque type de capacite´ c ∈ Hag pouvant eˆtre installe´ sur les arcs ap-
partenant a` Ds, nous obtenons les ine´galite´s valides suivantes qui sont satisfaites par toute
solution re´alisable du mode`le mathe´matique line´arise´ puisque C1ag < C
2
ag < ... < C
q
ag.
∑
(u,v,k)∈Ds
c∑
h=1
tkhuv ≥

|T | − ∑
(u,v,k)∈Ds
q∑
h=c+1
Ckhuv t
kh
uv
 /Ccag
 ∀c ∈ Hag (5.37)
Les ine´galite´s valides (5.37) sont non line´aires. Il est donc plus judicieux de transformer
ces ine´galite´s non line´aires en ine´galite´s line´aires pour pouvoir les utiliser dans une me´thode
de plans coupants. Pour ce faire, nous introduisons pour chaque ine´galite´ valide une variable
entie`re δc telle que :
∑
(u,v,k)∈Ds
c∑
h=1
tkhuv ≥ δc ∀c ∈ Hag (5.37a)
δc ≥
|T | − ∑
(u,v,k)∈Ds
q∑
h=c+1
Ckhuv t
kh
uv
 /Ccag ∀c ∈ Hag (5.37b)
δc ≥ 0 entiers ∀c ∈ Hag (5.37c)
De la meˆme manie`re, si Db repre´sente l’ensemble de tous les arcs allant du re´seau sou-
terrain vers le re´seau ae´rien, nous pouvons conclure que, pour tout type de capacite´ c ∈ Hug
pouvant eˆtre installe´ sur les arcs appartenant a` Db, les ine´galite´s suivantes sont ve´rifie´es par
toute solution re´alisable de notre mode`le mathe´matique puisque C1ug < C
2
ug < ... < C
q
ug.
∑
(u,v,k)∈Db
c∑
h=1
tkhuv ≥

|T | − ∑
(u,v,k)∈Db
q∑
h=c+1
Ckhuv t
kh
uv
 /Ccug
 ∀c ∈ Hug (5.38)
Si nous line´arisons les ine´galite´s (5.38), nous obtenons
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∑
(u,v,k)∈Db
c∑
h=1
tkhuv ≥ γc ∀c ∈ Hug (5.38a)
γc ≥
|T | − ∑
(u,v,k)∈Db
q∑
h=c+1
Ckhuv t
kh
uv
 /Ccug ∀c ∈ Hug (5.38b)
γc ≥ 0 entiers ∀c ∈ Hug (5.38c)
Nous notons que les ine´galite´s valides (4.22) et (4.23) sont respectivement des cas parti-
culiers des ine´galite´s valides (5.37) et (5.38). En effet, pour le type de capacite´ q, nous avons
les ine´galite´s valides suivantes.
∑
(u,v,k)∈Ds
q∑
h=1
tkhuv ≥
⌈|T |/Cqag⌉ , ∑
(u,v,k)∈Db
q∑
h=1
tkhuv ≥
⌈|T |/Cqug⌉
Maintenant, nous suivrons le meˆme raisonnement pour de´river d’autres ine´galite´s valides
plus ge´ne´rales que celles de´crites ci-dessus. A` cette fin, nous conside´rons une coupe D qui
se´pare 0 de s et le sous-ensemble D1 qui contient tous les arcs dans D, dont l’origine est la
source 0. Nous de´signons par T ′ l’ensemble des e´oliennes u tel que (0, u) n’appartient pas a`
D1. Alors, nous avons ∑
(u,v,k)∈D
q∑
h=1
Ckhuv t
kh
uv ≥ |T |
et ainsi, ∑
(u,v,k)∈D\D1
q∑
h=1
Ckhuv t
kh
uv ≥ |T | −
∑
(u,v,k)∈D1
q∑
h=1
Ckhuv t
kh
uv.
Puisque que tous les arcs (u, v, k) dans D1 ont la proprie´te´ que
∑q
h=1 t
kh
uv est e´gal a` 1, il
s’ensuit que
∑
(u,v,k)∈D\D1
q∑
h=1
Ckhuv t
kh
uv ≥ |T | − |D1| = |T ′|. (5.39)
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Cette ine´galite´ peut eˆtre e´crite de la manie`re suivante.
∑
(u,v,k)∈D\D1
c∑
h=1
Ckhuv t
kh
uv +
∑
(u,v,k)∈D\D1
q∑
h=c+1
Ckhuv t
kh
uv ≥ |T ′|
Donc nous avons
∑
(u,v,k)∈D\D1
c∑
h=1
Ckhuv t
kh
uv ≥ |T ′| −
∑
(u,v,k)∈D\D1
q∑
h=c+1
Ckhuv t
kh
uv.
E´tant donne´ que les variables tkhuv sont entie`res, nous pouvons de´river plusieurs ine´galite´s
valides a` partir de cette dernie`re. Plus pre´cise´ment, si Mc repre´sente la plus grande valeur
de Ckhuv pour (u, v, k) ∈ D\D1 et pour tout h ∈ {1, ..., c}, nous obtenons les ine´galite´s valides
suivantes qui sont ve´rifie´es pour chaque solution re´alisable du programme line´aire en variables
mixtes.
∑
(u,v,k)∈D\D1
c∑
h=1
tkhuv ≥

|T ′| − ∑
(u,v,k)∈D\D1
q∑
h=c+1
Ckhuv t
kh
uv
 /Mc
 ∀c ∈ H (5.40)
Afin de line´ariser les ine´galite´s valides (5.40), nous introduisons aussi des variables entie`res
σc telles que :
∑
(u,v,k)∈D\D1
c∑
h=1
tkhuv ≥ σc ∀c ∈ H (5.40a)
σc ≥
|T ′| − ∑
(u,v,k)∈D\D1
q∑
h=c+1
Ckhuv t
kh
uv
 /Mc ∀c ∈ H (5.40b)
σc ≥ 0 entiers ∀c ∈ H (5.40c)
L’utilisation des ine´galite´s valides (5.37), (5.38) et (5.40) ne´cessite l’ajout d’une variable
entie`re pour chaque ine´galite´ valide viole´e, si cette dernie`re est de´tecte´e. Dans ce qui suit,
nous allons de´velopper des ine´galite´s valides plus simples et qui ne ne´cessitent pas l’ajout
de nouvelles variables. A` partir des ine´galite´s (5.36) et pour un type de capacite´ c ∈ Hag
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pouvant eˆtre installe´ sur les arcs appartenant a` Ds, nous obtenons
∑
(u,v,k)∈Ds
q∑
h=1
(
Ckhuv /C
c
ag
)
tkhuv ≥
⌈|T |/Ccag⌉ .
E´tant donne´ que
⌈
Ckhuv /C
c
ag
⌉ ≥ Ckhuv /Ccag, nous avons les ine´galite´s suivantes.
∑
(u,v,k)∈Ds
q∑
h=1
⌈
Ckhuv /C
c
ag
⌉
tkhuv ≥
⌈|T |/Ccag⌉ ∀c ∈ Hag (5.41)
De la meˆme manie`re, pour un type de capacite´ c ∈ Hug pouvant eˆtre installe´ sur les arcs
appartenant a` Db, nous avons les ine´galite´s suivantes.
∑
(u,v,k)∈Db
q∑
h=1
⌈
Ckhuv /C
c
ug
⌉
tkhuv ≥
⌈|T |/Ccug⌉ ∀c ∈ Hug (5.42)
D’une manie`re ge´ne´rale, a` partir des ine´galite´s (5.39), nous avons les ine´galite´s suivantes
qui sont ve´rifie´es par toute solution re´alisable du programme line´aire en variables mixtes.
Nous rappelons que Mc repre´sente la plus grande valeur de C
kh
uv pour (u, v, k) ∈ D\D1 et
pour tout h ∈ {1, ..., c}.
∑
(u,v,k)∈D\D1
q∑
h=1
⌈
Ckhuv /Mc
⌉
tkhuv ≥ d|T ′|/Mce (5.43)
Nous soulignons que les ine´galite´s valides (4.22), (4.23) et (4.25) sont e´galement des cas
particuliers des ine´galite´s (5.41), (5.42) et (5.43).
La difficulte´ majeure pour appliquer la me´thode de plans coupants est l’identification des
ine´galite´s valides qui sont viole´es par des solutions fractionnaires de la relaxation continue.
En d’autres termes, il s’agit de trouver une coupe D pour laquelle au moins une ine´galite´
valide de la forme (5.40) ou de la forme (4.25) qui soit viole´e. Bien que nous ayons re´ussi
a` de´velopper un algorithme qui permet l’identification des ine´galite´s valides qui sont viole´es
lorsque un seul type de capacite´ est disponible, la taˆche s’annonce beaucoup plus difficile
dans le cas de plusieurs types de capacite´s.
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5.5 Expe´riences
L’un des crite`res essentiels de l’efficacite´ d’un algorithme de se´paration et e´valuation pro-
gressive est la qualite´ de la borne infe´rieure issue de la relaxation continue de la formulation
mathe´matique. Ainsi, nous pouvons dire qu’une reformulation mathe´matique est meilleure
qu’une autre si sa relaxation line´aire fournit une meilleure borne. Afin d’e´valuer l’efficacite´ des
reformulations mathe´matiques propose´es ci-dessus, nous avons mene´ des expe´riences sur des
exemplaires concrets de re´seaux de collecte d’e´nergie e´olienne. En effet, nous avons re´alise´ des
expe´riences sur trois exemplaires concrets (re´seaux potentiels). Pour chaque exemplaire, notre
partenaire industriel nous a fourni trois configurations diffe´rentes selon deux crite`res, a` savoir
le nombre de types de capacite´s disponibles et l’horizon d’utilisation du re´seau de collecte
d’e´nergie sur lequel les pertes ont e´te´ estime´es. Dans les deux premie`res configurations, nous
avons deux types de capacite´s disponibles pour chaque re´seau (souterrain et ae´rien) et les
pertes sont calcule´es sur deux horizons de 5 et 10 ans. Dans la troisie`me configuration, nous
avons 5 types de capacite´s disponibles pour chaque re´seau et les pertes sont calcule´es sur un
horizon de 20 ans. Une description de´taille´e de ces configurations se trouve dans le tableau 5.1.
Tous les mode`les mathe´matiques pre´sente´s ci-dessus ont e´te´ imple´mente´s a` l’aide de
CPLEX dans sa version 12.5 et avec ses parame`tres implicites. Tous les tests ont e´te´ ef-
fectue´s sur un ordinateur Inte Core i7 a` 2.67 GHz et disposant de 9G de me´moire. Pour tous
les tests que nous avons effectue´s, nous avons limite´ le temps de re´solution de CPLEX a` 12
heures. Le caracte`re « ? » signifie que soit CPLEX n’a pas pu trouver une premie`re solution
re´alisable en moins de 12 heures (la limite de temps de re´solution impose´e), soit qu’il s’est
arreˆte´ bien avant la limite de temps et sans fournir une premie`re solution re´lisable a` cause
d’une insuffisance de me´moire.
Une premie`re se´rie de tests a e´te´ e´ffectue´e avec diffe´rentes combinaisons des ine´galite´s va-
lides (4.16) a` (4.21) propose´es dans le chapitre 4. Nous avons donc choisi d’inclure seulement
les ine´galite´s (4.16) et (4.21) qui permettent d’obtenir des meilleures relaxations continues
et des meilleurs temps de re´solution. Nous mentionnons que malgre´ leur tre`s grand nombre
(voir tableau 5.2), les contraintes (4.21) acce´le`rent nettement le temps de re´solution des
deux mode`les quadratique et line´arise´ : elles permettent d’explorer l’espace des solutions
plus efficacement en re´duisant le nombre de sous-proble`mes e´quivalents traite´s dans l’arbre
de branchement. Ainsi, tous les re´sultats rapporte´s ci-dessous ont e´te´ produits en incluant
les ine´galite´s (4.16) et (4.21) dans tous les mode`les mathe´matiques propose´s dans ce chapitre.
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Le tableau 5.3 pre´sente une comparaison entre le mode`le quadratique propose´ dans la
section 5.2 et le mode`le line´arise´ de la section 5.3. Les re´sultats pour le mode`le quadratique
montrent que les e´carts entre les meilleures solutions obtenues et les bornes infe´rieures four-
nies par les relaxations continues apre`s 12 heures de temps de re´solution sont grands. Cela
est principalement duˆ a` la mauvaise qualite´ des bornes infe´rieures obtenues a` la racine de
l’arbre de branchement, avec un saut d’inte´grite´ de 53% en moyenne. Nous de´taillons dans
le tableau 5.4 les sauts d’inte´grite´ calcule´s pour chacun des exemplaires. Nous rappelons que
pour calculer les sauts d’inte´grite´, nous avons utilise´ la formule suivante.
∆X∗ =
(X∗ −X)
X∗
× 100
ou`, X est la valeur de la solution de la relaxation line´aire (obtenue a` la racine de l’arbre de
branchement) et X∗ est la valeur de la meilleure solution re´alisable connue (souvent opti-
male). Nous pouvons alors dire que la performance de CPLEX est tre´s limite´e lorsqu’il s’agit
de re´soudre des progammes quadratiques de grande taille, de plusieurs milliers de contraintes
et de variables (voir tableau 5.2). D’autre part les re´sultats de la deuxie`me partie du ta-
bleau 5.3 montrent que le mode`le line´aire par morceaux permet de re´soudre la majorite´ des
exemplaires, a` l’inverse du mode`le quadratique. Malgre´ le grand nombre de variables et de
contraintes de ce mode`le (voir tableau 5.2), CPLEX a obtenu des solutions optimales pour 7
exemplaires sur 9 en des temps de re´solution raisonnables. D’ailleurs, les bornes infe´rieures
obtenues a` la racine de l’arbre de branchement avec le mode`le line´arise´ sont ame´liore´es de plus
de 50%. En d’autres termes, les e´carts entre les bornes infe´rieures et les meilleures solutions
obtenues avec le mode`le line´arise´ sont tre`s faibles, ce qui permet de re´soudre plus rapidement
la plupart des exemplaires. Pour l’exemplaire 3 (H-05), CPLEX s’est arreˆte´ apre`s seulement
une heure a` cause de la taille du programme mathe´matique et donc d’une insuffisance de
me´moire, malgre´ que le saut d’inte´grite´ soit tre`s faible, de l’ordre de 2%. En ce qui concerne,
l’exemplaire 3 (H-20), CPLEX a fourni une tre`s bonne solution dont l’e´cart par rapport a` la
meilleure borne infe´rieure obtenue est tre`s faible (0.31%). Ces re´sultats confirment une fois
de plus que CPLEX est plus performant pour la re´solution de programmes line´aires que pour
la re´solution de programmes quadratiques.
Une deuxie`me se´rie de tests a e´te´ ensuite re´alise´e pour e´tudier l’impact des ine´galite´s
valides propose´es dans la section 5.4. Seules les ine´galite´s valides (5.37), (5.38), (5.41) et
(5.42) sont introduites dans le programme line´aire par morceaux. Malheureusement, nous
n’avons pas pu trouver un algorithme efficace pour identifier des ine´galite´s valides des formes
(5.40) et (5.43). Les re´sultats pre´sente´s dans le tableau montrent que l’ajout des ine´galite´s
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Tableau 5.1: Description des exemplaires
Nombre Nombre de Nombre Capacite´s Capacite´s Horizon
d’e´oliennes sommets d’arcs Cug Cag
Exempl. 1 (H-05) (6,13) (8,19) 5
Exempl. 1 (H-10) 40 143 384 (6,13) (8,19) 10
Exempl. 1 (H-20) (4,6,8,13,20) (5,8,13,19,24) 20
Exempl. 2 (H-05) (6,20) (8,24) 5
Exempl. 2 (H-10) 33 64 160 (6,20) (8,24) 10
Exempl. 2 (H-20) (4,6,8,13,20) (5,8,13,19,24) 20
Exempl. 3 (H-05) (6,20) (8,24) 5
Exempl. 3 (H-10) 42 91 232 (6,20) (8,24) 10
Exempl. 3 (H-20) (4,6,8,13,20) (5,8,13,19,24) 20
Tableau 5.2: Comparaison de la taille des exemplaires
Mode`le quadratique Mode`le line´arise´
Nombre de Nombre de Nombre de Nombre de Nombre de Nombre de
variables contraintes variables contraintes contraintes (4.16) contraintes(4.21)
Exempl. 1 (H-05) 30400 24720 65664 27632 1304 25920
Exempl. 1 (H-10) 30400 24720 65664 27632 1304 25920
Exempl. 1 (H-20) 38656 32976 129152 40016 1304 25920
Exempl. 2 (H-05) 10680 8295 27068 9443 389 8712
Exempl. 2 (H-10) 10680 8295 27068 9443 389 8712
Exempl. 2 (H-20) 13728 11343 48912 14015 389 8712
Exempl. 3 (H-05) 15888 12816 38312 14504 608 13032
Exempl. 3 (H-10) 15888 12816 38312 14504 608 13032
Exempl. 3 (H-20) 20448 17376 66864 21344 608 13032
Tableau 5.3: Re´sultats
Mode`le (5.1)-(5.19),(4.16), (4.21) Mode`le (5.21)- (5.35),(4.16), (4.21)
Solution Gap (%) CPU (s) Solution Gap (%) CPU (s)
Exempl. 1 (H-05) 2237195.6 37.57 43200 2169201.8 0.0 387
Exempl. 1 (H-10) 3057789.5 42.86 43200 2977032.8 0.0 4445
Exempl. 1 (H-20) ? ? 43200 3966841.8 0.0 4117
Exempl. 2 (H-05) 994716.7 21.11 20650 983985 0.0 12257
Exempl. 2 (H-10) 1311036.1 26.46 13821 1298614.8 0.0 25
Exempl. 2 (H-20) 1824757.7 50.12 36976 1775457.6 0.0 26926
Exempl. 3 (H-05) 1862392.7 35.93 38451 ? ? 3711
Exempl. 3 (H-10) 2525558.1 40.07 30373 2464301.9 0.0 5670
Exempl. 3 (H-20) 3750294.0 62.69 23491 3452628.8 0.31 13489
Tableau 5.4: Comparaison des sauts d’inte´grite´
Mode`le (5.1)-(5.19),(4.16), (4.21) Mode`le (5.21)- (5.35),(4.16), (4.21)
X ∆X∗ (%) X ∆X∗ (%)
Exempl. 1 (H-05) 1141062.6 47.40 2113918.5 2.55
Exempl. 1 (H-10) 1449561.3 51.31 2917056.3 2.01
Exempl. 1 (H-20) 1327767.6 66.53 3916383.4 1.27
Exempl. 2 (H-05) 609959.6 38.01 960796.8 2.36
Exempl. 2 (H-10) 744635.7 42.66 1283341.1 1.18
Exempl. 2 (H-20) 749525.2 57.78 1745557.7 1.68
Exempl. 3 (H-05) 891510.3 50.25 1751742.5 2.25
Exempl. 3 (H-10) 1136594.4 53.88 2414901.3 2.0
Exempl. 3 (H-20) 1110112.3 70.40 3395886.4 9.45
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Tableau 5.5: Re´sultats avec le mode`le line´aire par morceaux et les ine´galite´s valides
Mode`le (5.21)- (5.35),(4.16), (4.21) Mode`le (5.21)- (5.35),(4.16), (4.21) Mode`le (5.21)- (5.35),(4.16), (4.21)
(5.37) et (5.38) (5.41) et (5.42) (5.37) , (5.38) , (5.41) et (5.42)
Solution Gap (%) CPU (s) Solution Gap (%) CPU (s) Solution Gap (%) CPU (s)
Exempl. 1 (H-05) 2169201.8 0.0 945 2169201.8 0.0 458 2169201.8 0.0 391
Exempl. 1 (H-10) 2977032.8 0.0 612 2977032.8 0.0 1951 2977032.8 0.0 458
Exempl. 1 (H-20) 3966841.8 0.0 2570 3966841.8 0.0 2952 3966841.8 0.0 1127
Exempl. 2 (H-05) 983985 0.0 5419 983985 0.0 6580 983985 0.0 24914
Exempl. 2 (H-10) 1298614.8 0.0 32 1298614.8 0.0 5 1298614.8 0.0 27
Exempl. 2 (H-20) 1775457.6 0.0 39761 1775457.6 0.0 3557 1775457.6 0.0 31464
Exempl. 3 (H-05) 1792033.9 0.0 1716 1792033.9 0.0 1621 1792033.9 0.0 1629
Exempl. 3 (H-10) 2464301.9 0.0 1724 2464301.9 0.0 2948 2464301.9 0.0 1610
Exempl. 3 (H-20) 3452628.6 0.36 12998 ? ? 3388 ? ? 4271
valides (5.37), (5.38), (5.41) et (5.42) dans le programme line´aire par morceaux a ge´ne´rale-
ment ame´liore´ les temps de re´solution des exemplaires. Plus pre´cise´ment, ces ine´galite´s n’ont
pas permis de diminuer le saut d’inte´grite´ qui est maintenu a` une moyenne de pre`s de 3%
(nous avons obtenu les meˆmes valeurs des relaxations continues qu’avec le mode`le line´arise´,
pre´sente´es dans tableau 5.4). Toutefois, de par leur pre´sence, elles re´duisent le nombre des
sous-proble`mes traite´s dans l’arbre de branchement, ceci contribue donc a` re´duire la taille de
l’espace des solutions admissibles. Ainsi, nous pouvons dire que les ine´galite´s valides ont un
net inte´reˆt sur la plupart des exemplaires, excepte´ pour l’exemplaire 3 (H-20) ou` le mode`le
line´arise´ sans ces ine´galite´s valides semble eˆtre plus efficace. En fait, nous constatons que
l’ajout des ine´galite´s valides contribue a` la de´te´rioration de l’e´cart entre la meilleure solution
obtenue et la meilleure borne infe´rieure et sature vite la me´moire disponible sans meˆme que
CPLEX obtienne une premie`re solution re´alisable. Nous soulignons que lorsque nous parlons
des ine´galite´s (5.37), (5.38), (5.41) et (5.42), nous voulons dire leurs formes line´arise´es.
Nous examinons maintenant de plus pre`s ces re´sultats qui ont e´te´ re´alise´s sur trois e´tapes.
Nous avons introduit en premier lieu les ine´galite´s valides (5.37) et (5.38), en deuxie`me lieu
les ine´galite´s (5.41) et (5.42) et en dernier lieu les deux groupes d’ine´galite´s valides. Les re´-
sultats sont dans la plupart des cas similaires, a` l’exception des re´sultats pour l’exemplaire 2
(H-20) ou` l’ajout du deuxie`me groupe d’ine´galite´s valides a permis de re´soudre ce proble`me en
moins d’une heure, alors que les temps de re´solution dans les deux autres cas ont de´passe´ les
8 heures. Nous notons que dans tous les cas CPLEX trouve la solution optimale en quelques
minutes. Prenons le cas de l’exemplaire 2 (H-20) : en incluant les ine´galite´s (5.37) et (5.38)
dans le mode`le line´aire par morceaux, CPLEX trouve la solution optimale en deux minutes
seulement et consacre le reste du temps (presque 10 heures) pour prouver l’optimalite´ de cette
solution. La figure 5.3 illustre l’e´volution de l’e´cart entre la borne infe´rieure et la meilleure
solution obtenue dans le temps de re´solution. Cette figure montre que CPLEX est capable de
trouver des solutions re´alisables (repre´sente´es dans la figure par des cercles en noir) ou meˆme
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Figure 5.3: La repre´sentation de l’e´cart entre la borne infe´rieure et la meilleure solution
obtenue dans le temps de re´solution
la solution optimale rapidement, mais il met beaucoup de temps pour prouver l’optimalite´,
bien que l’e´cart entre la solution « optimale » et la borne infe´rieure soit seulement de 0.4%.
Pour faire le point, nous pouvons dire que le mode`le line´aire par morceaux incluant les
ine´galite´s valides et les contraintes supple´mentaires a permis de re´soudre 8 exemplaires sur 9.
Mais en se basant seulement sur ces re´sultats, nous ne pouvons pas conclure qu’une combi-
naison d’ine´galite´s valides est plus avantageuse qu’une autre : nous nous contentons de dire
que l’ajout d’ine´galite´s valides est ne´cessaire pour la re´solution du proble`me de la collecte
de l’e´nergie e´olienne. Il est donc inte´ressant de de´velopper une me´thode de plans coupants
permettant d’identifier des ine´galite´s valides des formes (5.40) et (5.43) pour ame´liorer les
temps de re´solution des exemplaires fournis par notre partenaire industriel et pour garantir
la re´solution des exemplaires de plus grande taille.
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Expe´riences sans les contraintes de non-bifurcation de flot
Selon notre partenaire industriel, les contraintes de non-bifurcation de flot ne devraient
pas eˆtre ne´cessaires lorsqu’il y a plusieurs choix de capacite´s pour chaque lien. A priori, les
couˆts des liens selon leur capacite´ sont calcule´s de telle sorte qu’il n’est jamais avantageux
de bifurquer le flot. Nous avons donc de´cide´ de tester le mode`le mathe´matique en e´liminant
les contraintes et les variables permettant d’e´viter la bifurcation de flot. Comme les pertes
ont un impact conside´rable sur le choix du type de capacite´ a` installer sur un lien, nous
avons choisi, tout d’abord, de tester une nouvelle formulation mathe´matique qui ne tient pas
compte des pertes d’e´nergie. Dans cette formulation mathe´matique nous n’avons garde´ que
les contraintes (5.2)-(5.8). La fonction-objectif minimise simplement les couˆts d’installation
des capacite´s sur les liens du re´seau e´lectrique. L’avantage crucial que pre´sente ce mode`le
re´side dans le fait que nous avons beaucoup moins de variables et de contraintes et donc la
re´solution du proble`me devrait eˆtre nettement plus rapide. Cependant les expe´riences re´alise´es
ont contredit les hypothe`ses faites par notre partenaire industriel. En fait, dans les solutions
obtenues, nous avons souvent des structures qui contiennent un flot bifurque´. Dans ce cas, les
concepteurs sont probablement capables de modifier manuellement les solutions propose´es en
choisissant un lien de capacite´ supe´rieure a` celle des liens utilise´s dans cette structure pour
e´viter la bifurcation de flot. Mais, il n’y a aucune garantie sur la qualite´ de cette nouvelle
solution. De plus, nous soulignons que nous n’avons pas constate´ un gain conside´rable de
temps de re´solution par rapport au mode`le avec les contraintes de non-bifurcation de flot
lorsque la fonction-objectif ne tient pas en compte des pertes.
Par ailleurs, nous avons e´galement re´alise´ d’autres tests en utilisant un mode`le mathe´ma-
tique qui tient compte des pertes d’e´nergie mais sans les contraintes de non-bifurcation de
flot. Nous avons a` nouveau constate´ que la solution contient des structures qui contiennent
du flot bifurque´. Mais, cette fois-ci, le temps de re´solution est beaucoup plus rapide. Certes
les solutions obtenues sont re´parables manuellement par les concepteurs du re´seau e´lectrique,
mais il n’y a aucune garantie sur la qualite´ des solutions modifie´es ni le temps qu’il faut
pour faire ces modifications. Nous rappelons que notre mode`le line´aire par morceaux avec
les quelques ine´galite´s valides ajoute´es est lui aussi capable de fournir des bonnes solutions
en des temps de re´solution courts, et nous avons en plus une garantie sur la qualite´ des so-
lutions obtenues. En conclusion, nous pouvons affirmer que dans l’e´tat actuel des choses les
contraintes de non-bifurcation de flot sont effectivement ne´cessaires.
Notre objectif dans ce chapitre e´tait de re´soudre le proble`me de la collecte de l’e´nergie
e´olienne en permettant l’installation de plusieurs types de capacite´s sur les liens du re´seau
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e´lectrique et en tenant compte des pertes d’e´nergie encourues lors du transfert de cette e´ner-
gie. Nous avons d’abord pre´sente´ une formulation comme programme quadratique. Nous
avons ensuite transforme´ ce programme quadratique en un programme line´aire par morceaux
pour pouvoir be´ne´ficier de la performance de CPLEX. Puis nous avons de´veloppe´ quelques
ine´galite´s valides pour ame´liorer la qualite´ des bornes infe´rieures issues des relaxations conti-
nues. Finalement, les re´sultats expe´riementaux montrent la qualite´ de la formulation line´aire
par morceaux propose´e et des ine´galite´s valides de´veloppe´es pour la re´solution du proble`me.
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CHAPITRE 6
CONCLUSION
Le monde est particulie`rement vorace en e´nergie e´lectrique : cet appe´tit a fait progresser
le de´veloppement de la filie`re e´olienne partout au monde, en particulier le de´veloppement
de nouvelles technologies pour faciliter la construction des parcs e´oliens. Pour la compagnie
HATCH, disposer d’un outil efficace et rapide pour concevoir des re´seaux de collecte d’e´nergie
dans des vastes parcs e´oliens est devenue capitale. L’objectif principal de cette the`se e´tait de
de´velopper un outil qui re´pond aux attentes de notre partenaire industriel.
Plus pre´cise´ment, nous nous sommes inte´resse´s au proble`me de conception d’un re´seau
e´lectrique pour collecter l’e´nergie produite par des e´oliennes situe´es a` diffe´rents endroits et
l’acheminer vers une sous-station de transformation peu e´loigne´e. Un tel re´seau e´lectrique est
ge´ne´ralement e´tendu sur plusieurs kilome`tres de caˆbles souterrains et de lignes de transmis-
sion ae´riennes. Dans le cadre de cette the`se, les liens potentiels pour construire ce re´seau sont
fournis par notre partenaire industriel. Sur chaque lien potentiel, il est possible d’installer un
caˆble souterrain ou une ligne de transmission en choisissant la capacite´ ne´cessaire pour ache-
miner la totalite´ de l’e´nergie e´olienne. Cependant, il faut s’assurer que l’e´nergie transmise sur
un lien donne´ ne bifurque pas tout au long du chemin vers la sous-station. Cette contrainte
de non-bifurcation ajoute beaucoup de complexite´ a` notre proble`me.
Nous avons tout d’abord traite´ le proble`me de conception d’un re´seau de collecte d’e´nergie
e´olienne qui consiste a` minimiser les couˆts d’installation des caˆbles souterrains et des lignes
de transmission. Dans ce cas, nous disposons d’un seul type de caˆble a` utiliser sur les liens
du re´seau souterrain et d’un seul type de ligne de transmission a` utiliser sur le re´seau ae´rien.
Le proble`me de de´cision dans ce cas e´tait donc de choisir les liens ne´cessaires pour installer
des caˆbles souterrains et des lignes de transmission pour collecter l’e´nergie produite par les
e´oliennes et l’acheminer vers une sous-station. Par ailleurs, nous avons propose´ un mode`le
mathe´matique mixte en nombres entiers pour re´soudre le proble`me en utilisant l’algorithme
de se´paration et e´valuation progressive imple´mente´ dans CPLEX. Il est connu que le compor-
tement de ce genre d’algorithme de´pend de la borne infe´rieure fournie a` la racine de l’arbre de
branchement, qui est la valeur de la relaxation continue du programme en question. En effet,
plus la solution optimale (fractionnaire) de la relaxation continue est proche de la solution
optimale entie`re, plus l’arbre de branchement est petit et plus la re´solution du proble`me est
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rapide. Motive´s par cette ide´e nous avons tente´ de renforcer le mode`le propose´ pour ame´liorer
les bornes infe´rieures des relaxations continues en ajoutant des contraintes supple´mentaires et
des ine´galite´s valides. Nous avons propose´ dans cette the`se un algorithme de plans coupants
base´ sur la re´solution d’un proble`me de flot maximum pour identifier des ine´galite´s viole´es
par des solutions fractionnaires. Ces ine´galite´s valides ont e´te´ ajoute´es ite´rativement a` la
racine de l’arbre de branchement. Les re´sultats expe´rimentaux ont confirme´ l’hypothe`se que
l’ajout de plans coupants contribue e´norme´ment a` l’efficacite´ d’un algoritme de se´paration et
e´valuation progressive. Nous soulignons que notre partenaire industriel Hatch a commence´ a`
utiliser les me´thodes propose´es.
Nous avons aborde´ ensuite un cas plus ge´ne´ral du proble`me de conception d’un re´seau de
collecte d’e´nergie e´olienne ou` il est possible de choisir les capacite´s a` installer sur les liens po-
tentiels du re´seau e´lectrique. Dans ce cas, nous avons le choix entre plusieurs types de caˆbles
souterrains et plusieurs types de lignes de transmission pour construire le re´seau e´lectrique.
Dans cette partie, nous avons aussi tenu compte des pertes engendre´es lors du transfert de
l’e´nergie dans le re´seau e´lectrique. Ces pertes d’e´nergie sont proportionnelles au carre´ de la
quantite´ d’e´nergie qui circule dans le re´seau e´lectrique et de´pendent des types des liens e´lec-
triques utilise´s. Il s’agit donc de minimiser les couˆts d’installation des caˆbles et des lignes de
transmission du re´seau e´lectrique et de minimiser aussi les couˆts des pertes encourues lors du
transfert de l’e´nergie produite par les e´oliennes vers la sous-station de transformation. Par
ailleurs, pour re´soudre ce proble`me, nous avons propose´ un premier mode`le mathe´matique
quadratique (fonction-objectif quadratique puisque les pertes sont non line´airement de´pen-
dantes des variables de flot). Pour reme´dier a` sa nature non line´aire, nous avons transforme´
ce mode`le quadratique en un mode`le line´aire par morceaux. Nous avons aussi de´veloppe´ des
ine´galite´s valides. Les re´sultats expe´rimentaux ont une fois de plus montre´ l’impact des in-
e´galite´s valides sur la performance de l’algorithme de se´paration et e´valuation progressive
utilise´ pour la re´solution du proble`me.
Bien que nous ayons re´ussi a` re´soudre la majorite´ des exemples concrets fournis par le par-
tenaire industriel, il y a encore beaucoup de travail a` faire pour ce proble`me. En particulier,
l’e´tude mene´e pour de´tecter des ine´galite´s valides de la forme (4.25) pourrait eˆtre approfondie
en de´veloppant des heuristiques permettant de trouver des choix pertinents de sous-ensembles
compose´s d’e´oliennes. Cette ide´e est susceptible d’ame´liorer la me´thode de plans coupants
propose´e afin de re´soudre des exemples plus difficiles en des temps raisonnables, notamment
l’exemple qui est reste´ non re´solu dans cette the`se. D’autres approches exactes et heuristiques
sont e´galement envisageables en se basant sur la relation entre le proble`me de la collecte de
85
l’e´nergie e´olienne avec un seul type de capacite´ et le proble`me de l’arbre de Steiner pre´sente´
dans cette the`se. Par ailleurs, une autre ide´e qui me´rite d’eˆtre explorer est de pousser nos
recherches pour ame´liorer le mode`le mathe´matique base´e sur la re´partition des e´oliennes en
groupes. Nous rappelons que ce dernier mode`le apporte un nombre conside´rable de variables
et de contraintes. Une alternative serait alors d’ajouter certaines variables et contraintes
dynamiquement dans le mode`le mathe´matique en utilisant la me´thode de ge´ne´ration de co-
lonnes.
Il serait e´galement inte´ressant d’e´laborer des algorithmes de se´paration pour identifier des
ine´galite´s valides des formes (5.40) et (5.43) de´veloppe´es dans le chapitre traitant la version
du proble`me de conception d’un re´seau de collecte d’e´nergie e´olienne avec plusieurs types
de capacite´s. Nous attendons a` ce que de tels efforts permettent d’ame´liorer les temps de
re´solution des applications re´elles.
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