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Several decision-making techniques involve pairwise comparisons to elicit the preferences of a decision
maker (DM). This paper proposes a new approach for prioritization from pairwise comparisons using the
concept of indirect judgments. No method exists that simultaneously minimizes deviations from both
direct and indirect judgments. In order to estimate preferences, it is sensible to consider both the
acquired judgments and the other judgments latent in the DM’s mind. Hence, a technique is developed
here to minimize the deviations from both types of judgments.
Estimated preferences are generally evaluated based on two criteria: their deviation from the provided
judgments and the number of judgments that have been ordinally violated. Here, it is proposed to opti-
mize three objectives simultaneously: the deviations from both direct and indirect judgments, and the
number of judgments violated. A prototype application has been developed to generate all non-domi-
nated solutions using a multiple-objective evolutionary algorithm. The new approach is shown to offer
users greater ﬂexibility than all other tested methods.
 2012 Elsevier B.V. Open access under CC BY license.1. Introduction
There are numerous examples of decisionmaking, both in perso-
nal and business life, where a number of alternatives need to be
ranked with respect to a preference scale. Human thinking often
involves inclinations and environmental effects which pollute deci-
sion-making. The preferences of a decision maker (DM) or a group
of DMs can be extracted using various techniques – see Ittersum
et al. (2007) for a review. These techniques are based on either
direct-rating or pairwise comparison (PC) method. The PC method
is often used when the DM is unable to directly assign the criteria
weights or the scores of available options.
The preference structure in several decision-making techniques
is based on the PC method. Analytic Hierarchy Process (AHP)
(Saaty, 1980) is one of the most widely-used decision making tech-
nique based on the PC method. In addition to this, there exist other
methods based on this technique, for example, the ELECTRE meth-
od (Figueira et al., 2010) and the UTA method (Siskos et al., 2005).
Greco et al. (2010) also proposed the use of PCs for preference
learning in case of making decisions under uncertainty.lock, COMSATS Institute of
kistan. Tel.: +92 51 9272614;
@cs.man.ac.uk (S. Siraj).
Y license.In the PC method, the DM assesses the relative importance of
any two elements by providing a ratio judgment with respect to
some predetermined preference scale. In the case of tangible crite-
ria, this can be derived from the directly measured information as,
for example, weights (in kilograms) or price (in euros). In the case
of intangibles, Saaty (1977) proposed to use a set of verbal judg-
ments that correspond to the ratio-scale of 1–9. Pairwise judg-
ments can be provided using an additive-scale, however, the use
of ratio-scale is considered to be more appropriate for measuring
the relative intensities (Krantz, 1972; Harker and Vargas, 1987).
Ishizaka et al. (2010) summarized a comprehensive list of transfor-
mations applied to Saaty’s 1–9 scale with a conclusion that there
exists no single scale appropriate for all situations.
Once a set of PC judgments is acquired from the DM, the main
challenge is the presence of inconsistency among these judgments.
The issue of improving consistency in PC judgments has been
widely debated and is still considered to be an active area for fur-
ther investigation (Bozóki et al., 2011; Ergu et al., 2011). The issue
of improving ordinal consistency has been presented in companion
work (Siraj et al., 2012). This work focuses on the problem of elic-
iting preferences when inconsistency cannot be removed. There
exist situations in practice where acquired judgments cannot be
changed and preferences need to be estimated from these judg-
ments, whether consistent or inconsistent. There are several meth-
ods to estimate preferences from inconsistent PCs: and no method
performs best in all situations (Choo and Wedley, 2004).
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judgment can also be captured with the help of other judgments
present in the set of judgments. These indirect judgments are only
different in the presence of inconsistency. The most widely used
method, Right Eigenvector (EV), takes into consideration the indi-
rect judgments while eliciting preferences. Considering optimiza-
tion-based prioritization, no method exists that both formulates
indirect judgments explicitly and minimizes deviations from direct
and indirect judgments. In order to estimate preferences, it is sen-
sible to consider both the acquired judgments and the other judg-
ments latent in the DM’s mind. Hence, a technique is developed
here to minimize the deviations from both types of judgments.
We propose here to minimize these deviations using a multi-objec-
tive evolutionary approach. The new approach offers the DM a
wide range of non-dominated solutions, giving him/her the ﬂexi-
bility to select one according to his/her requirements.
The proposed method attempts to generate weights from incon-
sistent set of judgments without eliminating the inconsistencies
and, therefore, is considered to be useful in situations where the
acquired data cannot be revised or changed.
The structure of the paper is as follows: the problem structure
for PCs is formulated in Section 2. Section 3 identiﬁes that no
method addresses the issue relating to both intransitive judgments
and priority violations. Section 4 explores the concept of indirect
judgments; a new method, based on multi-objective optimization,
is then proposed in Section 5. Section 6 evaluates this method; and
conclusions are presented in Section 8.
2. Problem deﬁnition
Consider a prioritization of n elements E1,E2, . . . ,En. In multi-cri-
teria decision-making (MCDM), these elements could be either cri-
teria or alternatives. In the PC method, the DM assesses the relative
importance of any two elements Ei and Ej by providing a ratio judg-
ment aij. It is important to note that the relative importance of two
elements may have different meanings in other MCDM methods
(Noghin, 1997; Rachmawati and Srinivasan, 2010). Each set of pair-
wise ratio judgments, J, with n elements consists of m judgments.
Although m has an upper bound of n2, in fact, n(n  1) judgments
are sufﬁcient when self-comparison is considered unnecessary.
The number of judgments is further reduced to m ¼ nðn1Þ2 , when
the reciprocal property is strictly applicable, i.e., aij = 1/aji.
The n2 judgments in J can be used to construct a PC matrix
(PCM) A = [aij] of the order n  n. The relationships between the
elements of J can also be depicted by means of a directed graph (di-
graph), G = (E, J), where E is the set of nodes representing n ele-
ments, and J represents the set of all ratio judgments as
weighted edges (Ali et al., 1986).
The transitivity condition states that if Ei is preferred to Ej and Ej
is preferred to Ek, then Ei should be preferred to Ek. This can be
represented using the preference symbol?, as Ei? Ej? Ek implies
Ei? Ek. The preference judgments are ordinally inconsistent (or
intransitive) if Ek? Ei when Ei? Ej? Ek. Therefore, ordinal incon-
sistency can be deﬁned as Ei? Ej? Ek? Ei, which represents a
circular triad of preferences (Kendall and Smith, 1940), or a three-
way cycle. When two comparison elements Ei and Ej are equally
preferred, Ei  Ej (preference equivalence or a tie), then ordinal
consistency requires one of the following three conditions to be
satisﬁed: Ei? Ek and Ej? Ek, or Ei Ek and Ej Ek, or Ei  Ek and
Ej  Ek.
The judgments of the DM are cardinally consistent, if aij = aikakj
for all i, j and k. If the DM’s judgments are cardinally inconsistent
(i.e., aij– aikakj for some i, j, k) then the corresponding matrix A is
said to be inconsistent. Saaty (1977) developed a measure of cardi-
nal consistency based on the properties of positive reciprocal
matrices. This work proved that the largest Eigenvalue, kmax, isequal to n for a consistent reciprocal matrix and is always greater
than n for an inconsistent one. Based on this Saaty introduced a
measure, Consistency Ratio (CR), calculated from the deviation of
kmax from n. If the value of CR is smaller than or equal to 0.1 (or
10%), the inconsistency is considered to be acceptable. If the CR is
greater than 10%, then the subjective judgments need to be revised.
Suppose there exists a preference vector r = (r1,r2, . . . ,rn)T such
that ri represents the preference intensity of Ei where i = 1,2, . . . ,n.
However, the preference vector r is unknown to the DM and thus
must be estimated. The prioritization problem is, therefore, to
determine a priority vector w = (w1,w2, . . . ,wn)T from J, which in
turn estimates the unknown preference vector r. When the DM is
perfectly consistent in his/her judgments, then the priority vector
w is exactly the same as the preference vector r, and the judgments
aij have perfect values aij ¼ rirj ¼
wi
wj
. In such a case, the PCM is said to
be (perfectly) consistent and this can be represented as A ¼ wiwj
h i
. In
the case of an inconsistent PCM, the estimated priority vector w
approximates the unknown preference vector r, and aij  wiwj. The
priority weights in ratio-comparisons are considered to have non-
zero positive values (wi > 0) and are usually calculated with an
additional constraint endorsing normalization, i.e.,
P
wi ¼ 1. The
weights for decision elements are calculated from the PCM using
several mathematical techniques. In the case of consistent judg-
ments, all prioritization methods give the same results; however,
the results are different when judgments are inconsistent.
2.1. Prioritization methods
Saaty (1977) proposed the generation of a PCM from J and the
use of its principal Eigenvector (EV) as the priority vector w, pro-
vided the inconsistency remains acceptable (CR 6 0.1). These EV
solutions are unsatisfactory when inconsistencies are larger
(CR > 0.1) – this has been investigated extensively from both the
prioritization and consistency perspectives (Crawford, 1987;
Golany and Kress, 1993; Ergu et al., 2011; Siraj et al., 2012). A sum-
mary of prioritization methods is available in (Choo and Wedley,
2004), where 18 different methods are analyzed and compared.
Except for EV, all widely-used methods are based on optimization,
i.e., minimizing some objective function. Unlike EV, optimization-
based methods do not require a complete set of judgments. The
objective functions are usually the aggregation of all individual
deviations, d, between the given judgment and the estimated
one, i.e.
dðwÞ ¼
X
i
X
j
dðaij;wÞ 8 i; j 2 f1;2; . . . ;ng ð1Þ
The optimization problem can be formulated as:
minimize dðwÞ
s:t:
X
i
wi ¼ 1; wi > 0; i 2 f1;2; . . . ;ng
The Direct Least Squares (DLS) method, proposed in (Chu et al.,
1979), minimizes the total squared error (residuals) deﬁned as the
total distance between the judgments and estimations. The individ-
ual deviation d for DLS is calculated as dðDLSÞðwÞ ¼ aij  wiwj
 2
. DLS is a
non-linear optimization problem having no closed-form solution.
Chu et al. (1979) highlighted this discrepancy of DLS and proposed
the Weighted Least Squares (WLS) method as a modiﬁcation to DLS,
minimizing the distance function as d(WLS)(w) = (wjaij  wi)2. Unlike
DLS, WLS reduces the problem to a system of linear equations that
can easily be solved, providing a unique solution.
The Logarithmic Least Squares (LLS) method, presented in
(Crawford, 1987), makes use of the multiplicative properties of
the PC. LLS minimization assumes that the best-ﬁt curve of a given
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squared deviations from a given set of data, i.e., d(LLS)(w) =
(logaij  logwi + logwj)2. The solution for LLS is always unique
and can be found simply as the geometric mean of the rows of a
PCM (Crawford, 1987), provided that the set of given judgments
is complete, i.e., m ¼ nðn1Þ2 . The Geometric Mean (GM) technique
can be formulated as wi ¼ ð
Qn
j¼1aijÞ
1
n.
Cook and Kress (1988) related the prioritization from PCM with
the tournament ranking problem, and proposed the Logarithmic
Least Absolute Value (LLAV) method, introducing the concept of
‘‘independence of irrelevant objects’’. The individual deviation for
LLAV is deﬁned as d(LLAV)(w) = jlogaij  logwi + logwjj.
Prioritization methods have been extensively discussed and
compared in the last couple of decades. However, there appears
to be no consensus on the evaluation criteria to be used for com-
parison. The most widely used criteria are mentioned below.
Quadratic deviation. The quadratic or total deviation, TD(w), can
be deﬁned as the sum of all quadratic errors (residuals) between
the estimated priority vector and the set of given judgments. The
calculation for TD(w) is shown mathematically as:
TDðwÞ ¼
Xn
i¼1
Xn
j¼1
aij wiwj
 2
ð2Þ
If TD(w) is the only consideration for ranking prioritization meth-
ods, it is obvious that the DLS method will outperform all other
methods. This criterion has been used in (Budescu et al., 1986;
Golany and Kress, 1993; Srdjevic, 2005). To remove its dependence
on n, TD(w) can also be normalized as the Euclidean distance, ED(w),
as used in (Herman and Koczkodaj, 1996).
Meanabsolute deviation. The mean absolute deviation can be de-
ﬁned as the average of all absolute errors (residuals) between the
estimated priority vector w and the ideal preference vector r, given
as MADðwÞ ¼ 1n
P
jjwj  rjj. This criterion has been used in simula-
tion-based experiments (Choo and Wedley, 2004; Lin, 2007),
where PCM is generated from an ideal vector, r, and then pertur-
bance is added to it. However, MAD(w) is not applicable to real-
world situations, as the preference vector r is unknown to the DM.
Priority violations. The concept of priority violation was intro-
duced by Ali et al. (1986), formulating it for the tournament rank-
ing problem. Golany and Kress (1993) used this criterion to
compare prioritization methods. When Ei? Ej, it is assumed that
the priorities of these two elements should preserve the preference
direction, i.e., wi > wj. However, while eliciting preferences, if Ej re-
ceives a larger priority weight, i.e., wi <wj, then a priority violation
occurs (Ali et al., 1986). Golany and Kress (1993) formulated this
violation as:
v ij ¼
1 if ðwi < wjÞ and ðaij > 1Þ
0:5 if ðwi – wjÞ and ðaij ¼ 1Þ
0:5 or ðwi ¼ wjÞ and ðaij – 1Þ
0 otherwise
8>>><
>>:
ð3Þ
The deﬁnition of vij in (3) can be debated for assigning 0.5 to the two
different types of half-violations. The question of whether two half-
violations should be considered equal to a full violation (i.e., wi < wj
and aij > 1) needs to be further investigated.
The total number of violations, NV(w) is a simple aggregation of
all vij:
NVðwÞ ¼
X
i
X
j>i
v ij ð4Þ
A priority vector, w⁄, gives an ideal rankingwhen it satisﬁes all pref-
erence directions expressed by the ordinal comparisons, giving no
priority violation.Other criteria. There are several other criteria used to compare
prioritization methods, e.g., conformity, computation complexity,
uniqueness of solutions and sensitivity to the changes in original
judgments (Golany and Kress, 1993; Srdjevic, 2005). However,
these criteria are considered to be secondary.3. Transitivity and violations
Most prioritization methods derive priorities with the same
ranking when the PCM is ordinally consistent (transitive), possibly
with different intensities. However, different rankings are pro-
duced when the comparisons are ordinally inconsistent (intransi-
tive). Hartvigsen (2005) shows the possibility of obtaining
different rankings, even in the absence of intransitive judgments.3.1. Monte-Carlo experiments
In order to analyze the effects of transitivity on the estimated
priority vectors, Monte-Carlo simulations were used. Monte-Carlo
methods are a class of computational algorithms that rely on re-
peated random sampling to compute their results and are useful
to model phenomena with signiﬁcant uncertainty in inputs.
Firstly, a number of preference vectors were randomly gener-
ated and, for each vector a consistent PCM, A = baijc was con-
structed, such that aij ¼ rirj for all i, j = 1,2, . . . ,n. In order to
introduce (cardinal) inconsistency, uniformly distributed noise, eij
was superimposed on the elements, i.e., ~aij ¼ aijeij8i > j where
1 6 eij 6 1.5. In probability theory, a process is said to have uniform
distribution when any outcome is equally probable. Although the
selection of appropriate distribution function for generating PCMs
has been discussed in the PC literature (Carmone et al., 1997; San-
chez and Soyer, 1998), the uniform distribution has been widely
used in PC-based experiments (Saaty, 1980; Carrizosa and Messine,
2007; Busse and Buhmann, 2011). The elements in the lower trian-
gular part were then recalculated using the reciprocal property, so
that ~aji ¼ 1=~aij. PCMs were generated for n varying from 3 to 9. The
upper limit of n = 9 was selected according to the maximal dimen-
sion of the PCM, and because it is recommended by Saaty for the
AHP method (Saaty, 1980). In order to induce ordinal inconsistency
(i.e., three-way cycles) in these PCMs, a random number, lij was
generated between 0 and 1 (with uniform distribution) for each
~aij. The judgment ~aij was swapped with its reciprocal value ~aij if
lijP h where h is a manually adjustable threshold. In this way,
PCMs with different levels of ordinal inconsistency were generated
by changing h from 0 to 1.
An enumeration algorithm has been implemented to calculate
the number of three-way cycles, L, by testing all possible combina-
tions of any three judgments.
In order to explore the relationship between L and NV(w), two
phases of experimentation have been carried out. In the ﬁrst phase,
PCMs were generated having uniform distribution with no con-
straints on their consistency. In the second phase, PCMs were gen-
erated with acceptable inconsistency, i.e., CR < 0.1. 3,000 PCMs
were generated for each value of n. For each comparison, priority
vectors were estimated using the EV, GM (LLS), DLS, WLS and LLAV
methods. Along with these ﬁve methods, a new optimization
method has been used to estimate the priority vector giving the
minimum number of priority violations (NVmin) for a given PCM,
as deﬁned in (4). We term this method the Minimum Number of
Violations (MNV) method.
All the optimization methods were implemented using a genet-
ic algorithm written in Java, with the help of the jMetal toolkit
(Durillo et al., 2006). The algorithm was executed with a popula-
tion size of 20 and maximum evaluations limited to 25000. Simu-
lated Binary Crossover (SBX) operator was used with probability
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mial mutation was applied with probability set to 0.05. This conﬁg-
uration generates near-optimal solutions and the experimental
results may further be improved by tuning the parameters for this
problem. However, the focus here is to investigate the effects of
intransitivity on NVmin instead of generating real optimal solutions.
All PCMs with the same value of Lwere grouped together to cal-
culate average values for the results. This grouping was done to en-
able an analysis of how different number of cycles present in a PCM
may affect the number of violations generated by different meth-
ods. For each group, an average value of NV(w) was calculated
using different prioritization methods.3.2. Results
The results show that there is a linear relation between the cy-
cles present in the PCMs, and the average number of violations, as
shown in Fig. 1. The greater the number of cycles present, the
greater the number of violations whilst estimating preferences.
The design of the Monte-Carlo simulations may inﬂuence the
results and possibly change the rankings of prioritization methods.
However, the primary target of this experiment was to indicate
that different prioritization methods perform differently in the
presence of cycles. The experiment does show a general trend for
how different methods behave in the presence of intransitive judg-
ments. The average NV(w) generated by all of the prioritization
methods are sensitive to L. NVmin gives the lower bound for the
number of violations, as would be expected and is conﬁrmed in
both Fig. 2(a) and (b).
An important observation is that the EV and GM methods per-
form similarly when CR is bounded to remain less than 0.1. How-
ever, on average, GM gives a lower number of violations when
compared to EV. WLS performs worse than both the GM and EV
methods. In general, LLAV produces the lowest number of viola-
tions of all the methods; however, this does not apply for accept-
able PCMs, where both EV and GM outperform LLAV. The DLS
optimization performs worst giving the highest average value for
NV(w). It is important to highlight that no method is performing
close to the lower bound (NVmin), indicating well the need to pro-
pose a new method to minimize violations.
The results of the Monte-Carlo experiment conﬁrms that the
existing methods generate vectors with more violations than
NVmin. The experimental results for NVmin may further be improved
by tuning the genetic algorithm parameters for this problem. The
idea of minimizing the number of violations has already been
proposed in the Two-Objective Prioritization (TOP) methodFig. 1. Effects of three-way cycles on NVmin.(Mikhailov, 2006), where the objectives, NV and TD, are optimized
using multi-objective optimization. Here, we extend this approach
to minimize three objectives.4. Revealing the indirect judgments
Considering the cardinal consistency test between Ei and Ej, i.e.,
aij = aikakj (for all i, j, and k), if the DM’s judgments are cardinally
inconsistent, then we obtain at least one indirect judgment bij = ai-
kakj incongruent with aij for some i, j and k where i– j– k– i. For
each pair of elements in J, a maximum of (n  2) indirect judg-
ments can be obtained using different intermediary elements.
Hence, the total number of indirect judgments, mb, inferred from
J has an upper bound of mb 6 nðn1Þðn2Þ2 .
Consider the following PCM with n = 4:
A1 ¼
1 2 34 4
1
2 1
3
2 3
4
3
2
3 1
5
2
1
4
1
3
2
5 1
2
666664
3
777775
The graph for A1 is shown in Fig. 3(a). An indirect judgment for a12
can be obtained as b12ð3Þ ¼ a13a32 ¼ 34 23 ¼ 12 or b12ð3Þ ¼ 1a31a23 ¼ 14332 ¼
1
2.
The subscript (3) for the index denotes the use of E3 as intermediate
element. Similarly, the judgment using E4 is calculated as
b12ð4Þ ¼ a14a42 ¼ 43. The use of reciprocal property is obvious in these
calculations. The indirect judgments b12ð3Þ and b12ð4Þ are highlighted
in Fig. 3(b). A complete set of indirect judgments for A1 is provided
below:
b12 : b12ð3Þ ¼ a13a32 ¼ 12 b12ð4Þ ¼ a14a42 ¼ 43
b13 : b13ð2Þ ¼ a12a23 ¼ 3 b13ð4Þ ¼ a14a43 ¼ 85
b14 : b14ð2Þ ¼ a12a24 ¼ 6 b14ð3Þ ¼ a13a34 ¼ 158
b23 : b23ð1Þ ¼ a21a13 ¼ 38 b23ð4Þ ¼ a24a43 ¼ 65
b24 : b24ð1Þ ¼ a21a14 ¼ 2 b24ð3Þ ¼ a23a34 ¼ 154
b34 : b34ð1Þ ¼ a31a14 ¼ 163 b34ð2Þ ¼ a32a24 ¼ 2
The indirect judgments, involving two intermediary elements,
can also be calculated as bð2Þij ¼ aik1ak1k2ak2 j where i, j, k1,
k2 2 {1,2, . . . ,n}. However, unique combinations of i, j, k1 and k2
are only possible for n > 3. The superscript (2) in bð2Þij denotes the
indirect judgment that involves two intermediary elements, Ek1
and Ek2 ). Therefore, b
ð2Þ
ij can be termed as second-order indirect
judgments. When viewed as a graph, each indirect judgment is cal-
culated with the help of three edges (judgments).
We can further generalize this by estimating aij through indirect
assessments including up to (n  2) intermediary elements, i.e.,
bij; b
ð2Þ
ij ; b
ð3Þ
ij ; b
ð4Þ
ij ; . . . ; b
ðn2Þ
ij . For example, indirect assessments
including one, two and three intermediary elements are possible
for n = 5.
The concept of indirect judgments has been analyzed for the
two most widely used methods, i.e., EV and GM.
4.1. EV and indirect judgments
In the EV method preference weights can be estimated using
the power method by raising the matrix A (PCM) to the power k,
and then normalizing the column sum of the raised matrix (Ak)
(Saaty, 1977). Harker and Vargas (1987) used a graph-theoretic ap-
proach to show that the EV method takes into consideration the
indirect judgments. Each element, aðkÞij in A
k estimates the overall
intensity of Ei over Ej along paths of length k.
Consider a generalized form of PCM with n = 3, as mentioned
below:
Fig. 2. Average NV(w) vs L.
Fig. 3. Graphs for A1 showing direct and indirect judgments.
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a11 a12 a13
a21 a22 a23
a31 a32 a33
2
64
3
75
This PCM is represented graphically in Fig. 4. Focusing on a12, rais-
ing An3 to the power k = 2 will give the following result for a
ð2Þ
12 :
að2Þ12 ¼ a11a12 þ a12a22 þ a13a32
This shows the involvement of three indirect judgments aggregated
together. When viewed as a graph, the three indirect judgments
correspond to the three paths from E1 to E2, as shown in Fig. 5.
Two of the three paths carry self-comparisons, i.e., a11 and a22. Sim-
ilarly for k ¼ 3; að3Þ12 can be calculated as:
að3Þ12 ¼ a12a211 þ a212a21 þ a12a13a31 þ a22a11a12 þ a222a12 þ a22a13a32
þ a32a11a13 þ a32a12a23 þ a32a13a33
Fig. 6 shows the paths of length k = 3 from E1 to E2. There exist nine
such paths, of which most have redundant edges including either
self-comparisons or reciprocal judgments, or both. As there are noindirect judgments of higher order possible for n = 3, raising the
matrix to the power k = 3 provides no additional information. The
paths generated for kP n will always include redundant links that
revisit already traversed nodes.
Harker and Vargas (1987) suggested that increasing k reveals
more and more of the interactions between alternatives. However,
this intuitive justiﬁcation (‘‘paths of length k’’) includes self-com-
parisons. Considering the reciprocal property of judgments, self-
comparisons appear redundant in estimating preferences and their
inclusion in paths has not been justiﬁed.4.2. GM and indirect judgments
Comprehensive work relating GM to indirect judgments is
found in (Brugha, 2000). Brugha advocated that the GM approach
synthesizes every direct judgment with the set of respective indi-
rect judgments. Brugha explained the aggregation of judgments
using GM as wij ¼ f½aij2
Q
kbijðkÞ g
1
n where i, j, k 2 {1,2, . . . ,n} and
i– j– k– i. wij is the ratio between the estimated weights wi
and wj, for Ei and Ej respectively.
Fig. 4. Direct judgments.
Fig. 5. Three paths of length 2 from E1 to E2.
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or more intermediary variables, apparently resulting in a more
complicated formula.
In contrast, it is demonstrated here that indirect paths of higher
order may be suppressed when geometrically aggregated and are
ﬁnally reduced to the aggregation of bij. We show this phenomenon
of suppression for n = 4. Focusing on the judgment a12, the two
indirect judgments are b12ð4Þ ¼ a14a42 and b12ð3Þ ¼ a13a32. The geo-
metric aggregation of b12 is formulated as:
~b12 ¼
Y
k
b12ðkÞ
( ) 1
n2
¼ b12ð3Þb12ð4Þ
n o1
2 ¼ a13a32a14a42f g
1
2Fig. 6. Nine paths of lenNext, the geometric aggregation of second-order indirect judgments
can be formulated as:
~bð2Þ12 ¼
Y
k1 ;k22f1;2;...;ng
aik1ak1k2ak2j
 !1
q
ð5Þ
where i, j, k1, k2 are all unique and q is the total number of second-
order indirect paths available.
In the case of n = 4, the value of q is equal to 2 and the indirect
judgments of second-order are bð2Þ12ð3;4Þ ¼ a13a34a42 and b
ð2Þ
12ð4;3Þ
¼
a14a43a32. The geometric aggregation of these judgments is given
below:
~bð2Þ12 ¼
Y
k1 ;k2
bð2Þ12ðk1;k2Þ
( )1
2
¼ a13a34a42  a14a43a32f g
1
2
¼ a13a34a42  a14 1a34
 
a32
 1
2
¼ a13a42a14a32f g
1
2 ¼ ~b12
The aggregation of second-order judgments has ﬁnally reduced to
the aggregation of b12. The same proof can be repeated for all the
remaining elements in a PCM with n = 4. Provided that the recipro-
cal property is strictly adhered to, geometric aggregation reduces all
the paths of higher orders to bij (ﬁrst-order indirect judgments).
4.3. Critique
Considering the optimization-based prioritization, indirect
judgments are not explicitly considered by any existing method.
Furthermore, no method exists that simultaneously minimizes
deviations from both direct and indirect judgments. In order to
estimate preferences, it is sensible to consider both the acquired
judgments and the other judgments latent in the DM’s mind.
Hence, a technique is developed here to minimize the deviations
from both types of judgments.
5. Prioritization using indirect judgments
In order to estimate preferences, it is proposed to minimize the
deviations from indirect judgments along with the direct ones,
simultaneously. The total deviation for indirect judgments can be
formulated as a modiﬁcation of d(w), which aggregates all the indi-
vidual deviations from indirect judgments, db, i.e.gth 3 from E1 to E2.
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Xn
i¼1
Xn
j¼1
Xn
k¼1
dbðbijðkÞ ;wÞ ð6Þ
where i– j– k– i.
The individual deviations can be calculated as
dðDLSÞb ðwÞ ¼ bijðkÞ  wiwj
 2
. db can also be calculated using any other
suitable distance function, for example dðWLSÞb ðwÞ ¼ ðwjaikakj wiÞ2
based on WLS or dðLLAVÞb ðwÞ ¼ j log aikakj  logwi þ logwjj based on
LLAV.
The optimization problem of prioritization using indirect judg-
ments can be formulated as:
Minimize dAOFðwÞ ¼ ð1 aÞdðwÞ þ adbðwÞ
s:t:
X
i
wi ¼ 1; wi > 0; i 2 f1;2; . . . ; ng
where 0 6 a 6 1.
a gives the DM the ﬂexibility to set the importance of his/her di-
rect and indirect judgments. When a = 0, the aggregate objective
function dAOF(w) is reduced to the objective function d(w).
The results of the Monte-Carlo experiments suggested the
inclusion of priority violations, NV(w), as the third objective along
with the direct and indirect deviations. In order to include NV(w),
the optimization problem can be redeﬁned as:
Minimize dAOF2ðwÞ ¼ ð1 bÞðð1 aÞdðwÞ þ adbðwÞÞ þ bNVðwÞ
s:t:
X
i
wi ¼ 1; wi > 0; i 2 f1;2; . . . ; ng
where 0 6 a 6 1 and 0 6 b 6 1.
The inclusion of b gives the DM ﬂexibility to give different
importance to TD and NV respectively, as suggested in (Mikhailov,
2006). The importance of the three objectives can be controlled
using a and b. When a = 0 and d = dDLS, the proposed method be-
comes identical to TOP and, when both a = 0 and b = 0, the objec-
tive is reduced to d(w) suggesting single-objective optimization.
The two objective functions, dAOF(w) and NV(w) have different
measurement scales and the aggregation needs to be justiﬁed. A
possible solution is to normalize the two objectives before aggre-
gation; however, this needs to be justiﬁed by further investigation.Table 1
Weight vectors, w estimated for A2.
Method w1 w2 w3 w4 TD TD2 NV
EV 0.5328 0.2872 0.1390 0.0410 1.650 3.593 0
GM 0.5350 0.2864 0.1377 0.0409 1.685 3.567 0
DLS 0.4742 0.3134 0.1648 0.0475 1.002 4.510 0
WLS 0.5613 0.2616 0.1280 0.0490 1.417 4.184 0
LLAV 0.4966 0.3287 0.1241 0.0505 1.131 4.511 05.1. Applying multi-objective optimization
Another approach to solve this optimization problem is to use
multi-objective optimization that generates all possible non-dom-
inated solutions. A non-dominated solution is a solution that can-
not be declared inferior to any other solution. In such case,
aggregated objective functions are no longer required that require
a justiﬁcation to aggregate d(w) and NV(w) having different mea-
surement scales.
This technique of prioritization using indirect judgments (PrInT)
can be formulated as:
Minimize ½dðwÞ; dbðwÞ; NVðwÞT
s:t:
X
i
wi ¼ 1; wi > 0; i 2 f1;2; . . . ; ng
The generated priority vectors using PrInT are then provided to the
DM to select one according to his/her requirements. This approach
gives greater ﬂexibility to the DM; however, it also demands more
computation time considering the generation of all non-dominated
solutions. Mikhailov and Knowles (2010) proposed the use of evolu-
tionary algorithms (PESA-II for the TOP method) to generate all
non-dominated solutions. Evolutionary methods are considered
superior to non-convex objective functions as they do not get
trapped in local optima. Here, we also suggest using an evolutionary
approach to ﬁnd all optimal solutions, considering the two objec-
tives d(w) and db(w).In the next section, we investigate the possible beneﬁts of the
proposed technique and compare it to existing methods.
6. Illustrative examples
To illustrate the use of the proposed technique involving indi-
rect judgments, we consider four examples of PCM. The weights
for each PCM are ﬁrst estimated using the EV, GM, DLS, WLS, LLAV
and TOP methods. The Pareto-optimal front is then generated
using PrInT with a ﬁxed population of 100 non-dominated solu-
tions. To compare the weights generated by the different methods,
we calculate TD, NV and the deviation from second-order indirect
judgments, termed TD2 hereafter.
To begin with, consider an example of a consistent PCM given
below:
A1 ¼
1 2 4 12
1
2 1 2 6
1
4
1
2 1 3
1
12
1
6
1
3 1
2
6664
3
7775
A1 is a set of fully consistent judgments and is included to demon-
strate correctness of the proposed algorithm in the error-free case.
The set of all indirect judgments calculated for A1 are congruent
(identical) to the direct judgments. Therefore, all the prioritization
methods generate the same weights, i.e., w ¼ 0:545 0:273½
0:1360:045.
Next, consider an example of slightly inconsistent but transitive
judgments:
A2 ¼
1 2 12 4 9
1
2
2
5 1 3 6
1
2
1
4
1
3 1 5
2
19
2
13
1
5 1
2
6664
3
7775
The judgments in A2 are inconsistent and, therefore, the indirect
judgments are incongruent to the direct ones. Although different,
the order of preference dominance remains the same, as there is no
judgment that suggests preference reversal. CR for A2 is equal to
0.045 that suggests the PCM is acceptable in AHP terms. The results
given in Table 1 show NV = 0 for all the methods as expected.
The results are now compared in the objective space, i.e., TD vs
TD2. Fig. 7 shows a complete set of Pareto-optimal solutions pro-
duced by PrInT, where the DLS solution can be seen as one extreme
of the optimal front. Interestingly, both the EV and GM solutions
appear non-dominated. The LLAV and WLS methods appear domi-
nated by other solutions. As there are no priority violations, TOP
generates a single solution, which is the same as the DLS solution.
Considering the third example, taken from (Hartvigsen, 2005):
A3 ¼
1 3 2 6
1
3 1 1
1
5 2
1
2
5
6 1 3
1
6
1
2
1
3 1
2
6664
3
7775
Fig. 7. Estimated weights for A2 in objective space.
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sitive, but no method produces an ideal ranking. The value of
CR = 0.0161 conﬁrms that A3 is an acceptable set of judgments,
however, considering the indirect judgments, a potential violation
is noted between E2 and E3. The direct judgment for a23 is 1.2, how-
ever, the two indirect judgments suggest 0.66, causing preference
reversal while estimating weights.
The generated solutions are given in Table 2. The solutions for
DLS, WLS, EV and GM generate one priority violation, despite lying
on the Pareto-optimal front in the TD-TD2 objective plane (see
Fig. 8). TOP produces one additional solution (apart from DLS) min-
imizing NV to zero. In contrast, the Pareto-optimal front contains
17 solutions with zero violations, which were generated by PrInT.
These solutions are plotted in Fig. 8.
A4 has intransitive judgments, thus an ideal ranking is impossi-
ble for this PCM:
A4 ¼
1 32
5
2
3
4
2
3 1
3
2
3
4
2
5
2
3 1
7
4
4
3
4
3
4
7 1
2
6664
3
7775
Considering this intransitive set of comparisons, there are two
three-way cycles present in it, i.e., E1? E3? E4? E1 andTable 2
Weight vectors, w estimated for J3.
Method w1 w2 w3 w4 TD TD2 NV
EV 0.5017 0.1961 0.2185 0.0836 0.327 0.685 1
GM 0.5039 0.1945 0.2175 0.0839 0.324 0.685 1
DLS 0.5015 0.1716 0.2435 0.0833 0.210 0.813 1
WLS 0.5054 0.1795 0.2314 0.0836 0.233 0.754 1
LLAV 0.4999 0.1667 0.2499 0.0833 0.218 0.850 1
TOP 0.5045 0.2059 0.2059 0.0836 0.418 0.652 0
TOP 0.5015 0.1716 0.2435 0.0833 0.210 0.813 1
PrInT 0.5038 0.1798 0.2331 0.0833 0.431 0.649 0
PrInT 0.5024 0.1962 0.2184 0.0830 0.469 0.643 0
PrInT 0.5055 0.1876 0.2233 0.0836 0.498 0.640 0
PrInT 0.5094 0.2003 0.2062 0.0841 0.518 0.639 0E2? E3? E4? E2. The results given in Table 3 show that the
minimum possible value for NV is 1, obtained by TOP. WLS pro-
duces most violations (i.e., NV = 3), whilst all other methods give
two priority violations (i.e., NV = 2).
An interesting outcome of having two Pareto-optimal curves is
visible in Fig. 9; each being related to a different value of NV. The
optimal front with NV = 2 shows 51 non-dominated solutions. The
other set related to NV = 1 has 49 non-dominated solutions that
also include a TOP solution. In the presence of intransitivity, the
WLS, LLAV, EV and GM solutions are dominated by those obtained
by TOP and PrInT.
From the results discussed above, it is evident that the new ap-
proach clearly offers the DM a wide range of non-dominated solu-
tions, giving him/her the ﬂexibility to select one according to his/
her requirements. This approach outperforms all other methods
for intransitive PCM, giving solutions with minimum violations,
which are as close as possible to the direct and indirect judgments.7. Practical limitations
The PrInT method generates several non-dominated solutions.
The approach is mathematically and computationally more com-
plex than other methods such as GM and EV. This may lead to
information overload causing a DM to neither wish nor be able
to select from many solutions. Hence, it might not be a practically
viable approach to use PrInT for every PCM in the AHP hierarchy. In
such cases, PrInT is recommended for the analysis of only those
PCMs that the DMs ﬁnd more difﬁcult to handle. Automated selec-
tion of a preferred solution from within a set of non-dominated
solutions is an area for further work, as discussed below.7.1. Extracting single solution from PrInT
Considering the minimum number of violations, the TOP meth-
od produces a single solution. We emphasize here that although
TOP gives a single solution with a minimum number of violations,
the weights produced to minimize violations are not well dis-
persed. This can be explained with the following example:
Fig. 8. Estimated weights for J3 in objective space.
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1 1:9 1:1
0:53 1 1:2
0:91 0:83 1
2
64
3
75
The preference vectors generated by EV, GM, TOP and PrInT are
listed in Table 4. The DLS/TOP solution in Table 4 shows that the
minimum value of TD possible for this PCM is 0.211. Although the
PCM is transitive, the solution for DLS/TOP generates a violation,
i.e., w2 < w3 whereas a23 > 1 . The EV and GM solutions have also
generated the same violation. Other solutions generated by TOP
and PrInT conﬁrm that an ideal ranking is possible giving zero
violation.
Consider the second solution generated by the TOP method
(which is also generated by PrInT): in this case, the value of w2
should remain greater than w3 in order to keep NV = 0. As, the
TOP method suggests minimizing TD whilst keeping NV = 0, the va-
lue of w2 in turn needs to be increased, leading to a solution with
w2 ’ w3. Further increasing the value of w2 will result in higher
values for TD. Hence, the solution with w2 ’w3 gives an equilib-
rium state for minimizing TD with NV = 0.
PrInT, in comparison to TOP, has the further objective that TD2
be minimized simultaneously. Table 4 shows that PrInT has gener-
ated several solutions where w2 and w3 do not have similar values.
PrInT-7 has been highlighted to show the dispersion of weights for
this solution. The ratio between w1 and w2 is 1.86 which is close to
the given judgment a12 = 1.9. Similarly, the value of
w2
w3
¼ 1:21 com-
fortably approximates the value of a23 = 1.2. The judgment a13 = 1.1Table 3
Weight vectors, w estimated for J4.
Method w1 w2 w3 w4 TD TD2 NV
EV 0.3166 0.2174 0.2144 0.2515 0.634 0.632 2
GM 0.3193 0.2294 0.2038 0.2475 0.613 0.632 2
DLS 0.3631 0.2283 0.1623 0.2463 0.543 0.729 2
WLS 0.3346 0.2424 0.1834 0.2395 0.573 0.659 3
LLAV 0.3333 0.2222 0.1481 0.2962 0.551 0.742 2
TOP 0.3175 0.2211 0.1438 0.3175 0.562 0.748 1
TOP 0.3631 0.2283 0.1623 0.2463 0.543 0.729 2has not been satisﬁed w1w3 ¼ 2:25
 
, however, the order of prefer-
ence has been maintained. We suggest this solution as the most
appropriate generated by PrInT based on the dispersion of gener-
ated weights.
As an example, Elsner and van den Driessche (2010) demon-
strated the use of PCM in music theory where frequencies can be
attached to the keys of an instrument (e.g., piano) with the help
of ratio comparisons. We consider this an interesting example to
justify dispersion of generated weights, as assignment of the same
frequency to two different keys is infeasible. A feasible approach
would be to assign the frequencies to be as different as possible.8. Summary and discussion
The problem of obtaining preferences from PCM has been ex-
plored by considering indirect judgments. The effect of intransitive
judgments on the number of priority violations has been investi-
gated. The question of whether two half-violations should be con-
sidered equal to a full violation needs to be further investigated.
The results, calculated from thousands of random PCMs generated
using Monte-Carlo simulation, conﬁrm a relationship between the
cyclic judgments and the average minimum number of violations.
The results of the experiments suggested minimizing NV(w)
along with the total deviation. However, the two objectives have
different measurement scales and hence aggregation needs to be
justiﬁed.
Consequently, a new method based on multi-objective optimi-
zation has been proposed to minimize deviation from both direct
and indirect judgments, along with priority violations. The ap-
proach offers multiple non-dominated solutions and the DM has
a choice to select one of them, according to his/her requirements.
This approach outperforms all other methods for intransitive
PCMs, giving solutions with minimum violations, whilst remaining
as close as possible to the direct and indirect judgments.
Due to its computational complexity, PrInT is recommended for
analyzing only those problems that the DMs may ﬁnd difﬁcult to
handle. Alternatively, a single solution from within the set of
non-dominated solutions may possibly be selected based on the
Fig. 9. Estimated weights for J4 in objective space.
Table 4
Comparing TOP and PrInT solutions.
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ferred solution is an area for further work.References
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