In this supplementary material details about the experimental grain structure, the simulation of vortex structures with edge roughness, the origin of phase noise in Stoner Wohlfarth particles and critical fields as well as the connection between detectivity and minimum measurable magnetic fields are given.
Edge roughness
To create rectangular and elliptical finite difference models with parameterizable edge roughness, the edges of the base shape are discretized in segments of length Δs. While this is trivial for rectangular shapes, the segments for the elliptical shapes are found iteratively, where the segment joints are given by r r r(ϕ i ) = b cos ϕ i a sin ϕ i (1) where a is the semi major axis, b is the semi minor axis, and ϕ i are the phase parameters corresponding to the respective segment joints. To iteratively find the next segment joint and the corresponding phase parameter, ϕ i+1 is increased until | r r r(ϕ i ) − r r r(ϕ i+1 ) − Δs| < c · Δs
is satisfied, where c was taken as 10 −4 . This is an approximation, because segments are measured on direct lines between joints, rather than on the actual arc length of the ellipse. Because measuring the distance over the arc length would require solving elliptic integrals iteratively, which cannot be done analytically anyway, and because the discretization length is much smaller than the semi axes Δs << min(a, b), which means that over the distance of Δs, the edge is nearly flat. For both rectangle and ellipse, each of the segment joints is then displaced along the edge normal n n n(ϕ i ) by a distance a i , where Figure 1 . TEM plane-view micrograph of a typical sensor stack with t Cu = 2.25 nm, t CoFe = 15 nm a i are random values, drawn from a normal distribution with expectation value of 0 and a standard deviation of σ . The distorted position of the segment joints is then given by r r r (ϕ i ) = r r r(ϕ i ) + a i n n n(ϕ i ).
For the rectangular shapes ( fig. 2b ), the edge normal is trivially given by the unit vectors +e e e x , +e e e y , −e e e x and −e e e y for right, top, left and bottom edge respectively. For the elliptical shapes ( fig. 2a) , the edge normal is given by
Comparison annihilation and nucleation field between simulation and theory If the external field is increased, the vortex core moves towards the disk edge, but is topologically stabilized as long as it remains inside the disk. The critical field value at which the vortex is pushed out of the disk, is called the annihilation field H a . In the M(H) curve, the annihilation can be identified by a distinct jump towards saturation (see figs. 3 and 4, (a) to (b)), because the magnetization changes to a uniform pattern where the magnetic moments are aligned with the applied field. If the applied external field is decreased again, at some point the vortex state will start re-forming. The nucleation process is typically not as sudden as the annihilation (see figs. 3 and 4, (d) to (f)). The field value at which a vortex state is reached again ( fig. 4f ) is called the nucleation field H n . Analytically, the critical fields of a vortex disk can be estimated by the rigid vortex model 2, 3 . The model is attributed 'rigid' because energy terms are calculated under the assumption that the fieldless, remanent state, where the vortex core resides in the center of the disk, is rigidly displaced under the influence of an external field, and the magnetization is always aligned in concentric circles around the vortex core, even for fields near the annihilation field H a . The model predicts critical fields of where
β is the aspect ratio given by the quotient of disk thickness t and disk radius R and L ex is the exchange length given by
where A is the exchange stiffness. The remaining terms in (6) are given by
J 1 is the Bessel function of the first kind. Figure 5 shows finite difference simulations of vortex disks with diameters from 500 nm to 2μm and respective aspect ratios t D of 0.01 to 0.1. The critical fields predicted by the rigid vortex model are drawn as dashed lines. For very thin disks, the results of the micromagnetic simulations and the rigid vortex model are in very good agreement. As the samples get thicker, the assumption that the vortex core can be described as a localized pillar is no longer accurate, which is reflected in the deviation from rigid vortex model to simulation.
Zero crossing for tilted SW astroid
In this section we will derive an analytic equation for the field H x that leads to M x = 0 for a system where the direction of the easy axis of the SW particle and the magnetization direction in the reference system has a finite angle. In the following magnetization and field are expressed in cartesian coordinates, and all fields are of the form
Easy axis tilt angles are assumed to be small (≤ 10 • ) and are measured from the positive y-axis in a manner such that a positive tilting angle ζ leads to an easy axis that lies in the second and fourth quadrant of the cartesian coordinate system. As discussed in the paper the M x (H x ) loop for a Stoner-Wohlfarth particle with a nonzero tilting angle ζ are different for up and down state.
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Figure 6. Geometric construction of H 0 (ζ ) for tilting angle ζ . H 0 is found if we draw a tangent to the astroid, parallel to the y-axis. All field vectors drawn from the origin to any point on the tangent, result in one magnetization state with M x = 0 (in this case the down state). It is interesting to note that the zero crossing of M x does not depend on H y , that a universal zero-magnetization field H x = H 0 can be found and that H 0 depends solely on the easy axis tilt angle ζ . The figure shows the construction of H 0 for positive H x and the down state. This choice is completely arbitrary and only motivated by a preference for the first quadrant. The same construction can be done in the other quadrants. The value of the zero-crossing field is given by (19):
The curves are deformed and separated from each other. Consequently the zero crossings of M x for up and down state shift to +H 0 and −H 0 respectively. In the main manuscript is is discussed that for a particular field value tangent to the SW -astroid give the direction of the minimum energy states. For an untilted SW -astroid the only tangent that lead to M x = 0 have to pass the origin of the coordinate system. Hence, H 0 = H x = 0 has to be fullfilled for M x = 0. In other words H 0 is only a condition for the x-component of the field, and is furthermore completely independent from the y-component of the external field. The y-component of the external field is merely assumed to be in a region where the state, for which we are looking for a zero-crossing, exists to begin with, i.e. where we can draw a tangent like in fig. 6a . To obtain a value for H 0 , we need to find the tangential point of the tilted astroid, in the untilted cartesian coordinate system. In parametric form, the untilted astroid can be described by
and that the tangent we are looking for ( fig. 6a) , has a slope of
The tangential point p p p on the astroid is found if we equate the first derivative of the astroid boundary with the slope of the tangent.
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in the untilted, primed system, the tangential point is therefore given by
Simply rotating the system by −ζ yields the tangential point on the tilted astroid p p p.
Since, by definition, the tangent at the unprimed point p p p is now parallel to the y-axis, the field H 0 , where the magnetization states have zero crossings, is directly given by the x-component of p p p.
The sign of H 0 depends on the tilting direction and whether the particle is in up or down state (Table 1) . 
Fundamental phase noise in a Stoner-Wohlfarth model
Free layer perpendicular to the pinned layer In order to elucidate the origin of phase noise in SW-particles we discuss the response of a SW particle to rotating fields, where the easy axis of the free layer is perfectly aligned parallel to the y-direction and the pinned layer magnetization is parallel to the x-direction, as indicated in fig.7 (a) . In this configuration, the sensor output is sensitive to the average magnetization direction in the x-direction Mx. Exploiting the Stoner-Wohlfarth theory, the free layer is assumed to have homogeneous magnetization. Exposed to an external rotation field Hext, as defined in (1) of the main manuscript, the free layer can only irreversibly switch from up-state (M y > 0) to down-state (M y < 0) when the rotating field intersects the Stoner-Wohlfarth (SW) astroid 4 illustrated in fig.7 (a) . Conveniently, the SW astroid (blue) can be defined as the envelope of ellipses (red) of the rotating field under the constraint
with H k as the anisotropy field. This gives us a theoretical relation for amplitudes of elliptical fields that are tangent to the SW astroid and is thus barely sufficient to allow for the switching of states at T = 0. Since in the following phase noise plots, we use A y /A x rather than A y as the abscissa, we rearrange (20): and obtain
as the condition for fields tangent to the SW astroid, where A x and A y are the semi-axes of ellipses, which are oriented parallel and perpendicular to the easy axis, respectively. Let us first discuss the free layer response if small fields are applied. The field is sufficiently small so that it does not intersect the SW astroid. For the applied rotating field for a particular H x value, there are two opposing Hy components during one rotation cycle. As a consequence for one H x component, there are two different equilibrium M x configurations, depending on whether the H y component is parallel or antiparallel to M y . This leads to the M x (H x ) curve as an open loop with a zero crossing at H x = 0, as shown in fig.8 (a) . The field where M x = 0 is independent of the initial state and remains zero for the up and down state. In fig.8 (b) , the M x component is shown as a function of time for an initial up (cyan) and down magnetization (red). Due to different H y components over time t, the two curves do not coincide. However, the zero crossings M x = 0 are independent of the state, as already mentioned before. Hence, no matter whether the state points up or down, or even reverses due to thermal fluctuation from one state to the other, the zero crossings of the signal remain constant, and no phase noise is expected. If larger rotating external fields are applied that intersect with the SW astroid, the initial magnetization becomes irrelevant for the M x (t) curve, since the field is sufficiently large to switch it in the field direction after the field crosses the SW astroid the first time. As a consequence, the zero crossings are independent of the state again, and phase noise is not observed. 
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Free layer not perpendicular to the pinned layer The situation becomes different if the easy axis of the free layer is no longer exactly perpendicular to the pinned layer, which is a realistic case due to alignment inaccuracy in the fabrication or annealing step. Let us assume that the pinned layer is still oriented in the x-direction and discuss the situation, where the applied fields do not intersect the SW astroid. The M x component of the magnetization as a function of H x is shown in fig.8 (c) for the case of an initial up state (cyan) and down state (red), respectively. It can be seen that the zero crossing of M x depends on whether the free layer is initially in the up or down state. This behavior is also illustrated in fig. 8 (d) , where M x (t) is shown. Since we restrict the discussion here to small fields, the free layer does not switch the state. This means that the zero crossing of the M x is completely reproducible and leads to zero phase noise. However, for given field amplitudes that are almost tangent to the SW astroid, as shown in fig.7 (b) , the situation becomes different. Let us assume that the external field (red) rotates counterclockwise in Fig. 3 (c) . The tilting angle of ζ = 10 • is arbitrarily chosen to visualize the phenomenon. A tilting angle up to a few degrees is plausible in reality. For fields that intersect with the tilted SW astroid (blue), the particle will switch states when the field crosses the SW astroid boundary, beyond which the current particle state is no longer an energy minimum. The outside regions of quadrants I and II correspond to the up state, while quadrants III and IV correspond to the down state. Hence, when the field intersects the SW astroid in point C1, the particle will be set to the down state. When the field gets close to the SW astroid, as in state (C2), the particle might switch to the up state or may remain in the down state due to the stochastics of finite temperature [5] [6] [7] . A detailed description of how finite temperature is included in the simulations by a kinetic Monte Carlo approach is given in the next section. The switching probability depends on temperature, the rotation frequency, magnetic parameters, and the detailed field strength. Depending on whether the free layer switches into the up state or remains in the down state, the response to the rotating field is different, as discussed previously. Consequently, the zero crossing of M x (H x ) happens at different external fields H x and, hence, at different times. The field H x where the zero crossing occurs is given by (19), where ζ is the angle between the y-axis and the free layer easy axis. The easy axis tilt angle is measured from the positive y-axis in such a manner that a positive tilting angle leads to an easy axis that lies in the second and fourth quadrants of the Cartesian coordinate system. The sign of H x depends on whether the particle is in the up or down state. While (19) holds true for the up state, a negative sign has to be introduced for the down state.
Relation between detectivity D and minimum detectable field amplitudes
Let us assume that we want to detect a sinusoidal magnetic field B z that oscillates with a fixed and known angular frequency ω i . We aim to estimate the minimum amplitude B 0 that can be detected within a certain measuring time T .
B z (t) = B 0 cos (ω i t)
Let us assume we detect the magnetic field with a field sensor that has in the considered linear range of the sensor a constant sensitivity dV /μ 0 dH ext . Then the induced voltage due to the magnetic field is given by, u (t) = B 0 dV μ 0 dH ext cos (ω i t) = u 0 cos (ω i t)
In addition to the signal, a noise n(t) is assumed, leading to the total signal u tot (t) = u 0 cos (ω i t) + n (t)
In the following we assume that the noise n(t) is white noise with the properties n(t)n(t + τ) = σ 2 n δ (τ)
σ 2 n is connected with the spectral density, that is defined as
Which leads for white noise to the relation
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