In literature, it is common to find problems which require a way to encode a finite set of information into a single data; usually means are used for that. An important generalization of means are the so called Aggregation Functions, with a noteworthy subclass called OWA functions. There are, however, further functions which are able to provide such codification which do not satisfy the definition of aggregation functions; this is the case of pre-aggregation and mixture functions.
Introduction
Several applications require the conversion of a finite collection of data (of same type) into a single data [1, 2, 3, 4] . Some abstract tools which deal with that are the so called Aggregation Functions and Mixture Functions [5] . Yager [6] introduced a special class of aggregation functions, called Orde Weighted Averaging -OWA, and ever since several authors have proposed generalizations for them. Two generalizations are: (1) Mixture functions [5] and (2) Generalized Mixture functions [7, 8, 9] . They are not always aggregation functions, since some of them do not satisfy the monotonicity, however they are also efficient in order to "codify" a set of information into a sigle one. Some other extensions were also proposed and can be found in: [10, 11, 12, 13, 14] .
In this paper we investigate Generalized Mixture functions (GM), which are weighted averaging means whose weights are dynamic; namely the weights are not fixed beforehand but depend on the input variables. This provides a more flexible usage of weights which is not possible for functions like OWAs. The resulting functions do not require the property of monotonicity, essencial in aggregations, instead they require diretional monotonicity [15] . Further we investigate the weakening of condition
w i ≤ 1, thereby obtaining another generalization of OWAs, called Bounded Generalized Mixture -BGM functions. This paper ends with the proposal of a special GM function, H, which have a wide range of properties like: idempotency, symmetry, homogeneity and diretional monotonicity. It is applyied on a simple toy example.
This work is structured in the following way: The next section provides the basic concepts of Aggregation functions; section 3 introduces the concepts of Generalized Mixture (GM) and Bounded Generalized Mixture (BGM) operators, it shows properties, constructions, examples and propose a particular GM function: H; section 4 presents the final remarks and section 5 an illustrative application for GM.
Aggregation Functions
Aggregation functions are important mathematical tools for applications in various fields, such as: Information fuzzy [2, 16, 17] ; Decision making [3, 18, 19] ; Image processing [4, 20, 21] and Engineering [22] . Definition 1. An n-ary aggregation function is a mapping A : [0, 1] n → [0, 1], which associates each n-dimensional vector x = (x 1 , . . . , x n ) to a single value A(x) and satisfies conditions of: (A1) mononicity (A2) Boundary: (A1) If x ≤ y, i.e., x i ≤ y i , for all i = 1, 2, ..., n, then A(x) ≤ A(y); 
Remark 1.
From now on we will use the short term "aggregation" instead of "n-ary aggregation function".
Aggregations can be divided into four distinct classes: Averaging, Conjunctive, Disjunctive and Mixed. A wider description about them can be found in [23, 24, 25] . In this work, we only study averaging functions which satisfy the following property:
When aggregations satisfy the averaging property we say that they are averaging aggregations. The functions M in, M ax, Arith and W Avg are examples of averaging aggregations. Besides that, an aggregation A : [0, 1] n → [0, 1] can satisfy:
(2) Homogeneity of order k , i.e., for all λ ∈ [0, 1] and
When A is homogeneous of order 1 we simply say that f is homogeneous; (3) Shift-invariance, i.e., f (x 1 + r, x 2 + r, ..,
(5) Strict monotonicity, i.e., f (x) < f (y) whenever x < y, i.e., x ≤ y and x = y, where x = (x 1 , · · · , x n ) and y = (y 1 , · · · , y n ); (6) Symmetry, i.e., its value is not changed under the permutations of the coordinates of x, i.e.,
for all x and any permutation σ : {1, ..., n} → {1, ..., n};
(7) The existence of neutral element, i.e., there is e ∈ [0, 1], such that for t ∈ [0, 1] at any coordinate of the input vector x, it has to be:
f (e, ..., e, t, e, ..., e) = t;
(8) The existence of absorbing element or (annihilator), i.e., there is a ∈ [0, 1], such that f (x 1 , ..., x i−1 , a, x i+1 , ..., x n ) = a; (9) The existence of zero divisor, i.e., there is a ∈ ]0, 1[, such that for any x ∈]0, 1] n , with a in one of its coordinates it is verified that f (x) = 0; (10) The existence of one divisor, i.e., there is a ∈ [0, 1[, such that for any x ∈]0, 1] n , with a in one of its coordinates it is verified that f (x) = 1.
Example 2.
(i) The functions: Arith, M in and M ax are examples of idempotent, homogeneous, shift-invariant and symmetric aggregations.
(ii) M in and M ax have the elements 0 and 1 as its respective annihilators, whereas Arith does not have annihiladors.
(iii) M in, M ax and Arith does not have zero divisors and one divisors.
Ordered Weighted Averaging -OWA Functions
In the field of aggregations there is a very important kind of function in which the aggregation behavior is provided parametrically; they are called: Ordered Weighted Averaging or simply OWA [6] .
n and a vector of 
In what follows we remove w from OWA w (x) and write only OWA.
Examples and properties of OWA functions can be found in [5] . Here is important to note that M in, M ax, Arith and Median (described bellow) are examples of OWA.
Example 3. Given a vector x and its ordered permutation sort(x) = (x (1) , . . . , x (n) ), the Median function
is an OWA function in which the vector of weights is defined by:
• If n is odd, then w i = 0 for all i = • If n is even, then w i = 0 for all i = In addition there are some special types of OWAs: centered OWA or cOWA [10] .
The OWA functions are defined in terms of a predetermined vector of weights; namely this vector of weights is fixed previously by the user. In the next section we present a generalized form of OWA in order to relax this situation. The vector of weights will be in function of the vector of inputs x = (x 1 , . . . x n ). To achieve that we replace, in the OWA expression, the vector of weights by a family of functions, called weighted functions.
Weighted functions
As mentioned, the OWA functions are means with previously fixed weights. In the literature we can find some kind of functions which overcome this situation, by providing variable weights. This functions are called here weighted functions. An important example of that is the Mean of Bajraktarevic, presented in [23] , and a particular case called of Mixture function, which are functions that have the following form:
Generally, the mixture functions are not aggregation functions, since they do not always satisfy monotonicity, however the references [9, 26, 27] provide sufficient conditions to overcome this situation.
Remark 3. Note at equation 1 that each weight w i (x i ) is the value of single variable function; namely the weight is the value of a function w i applied to the i-th position of the input vector x = (x 1 , . . . , x n ). However, this restriction can be relaxed in order to obtain a weight w i (x), i.e., the weight is in function of the whole input. This generalization of mixture operators was done by Pereira [7, 8] and the resulting functions were called of Generalized Mixture Functions (GMF).
Although Pereira has introduced GMFs he did not provided a deep investigation about them. In references [7, 8, 9 ] studied only GMF's depending on a single variable, that is, functions of the form
In what follows we provide some results about such GMFs; its relation to OWA's, Mixture Functions and Preaggregations. We finally generalize GMF's to the notion of Bounded Generalized Mixture Functions (BGMF) and provide some relations to the notions of monotonicity, directional monotonicity, Weak-dual and Weak-conjugate functions.
Weighted Averaging Functions

Definition 4. A finite family of functions
Example 4.
The function Minimum can be obtained from
3. Similarly, the function Maximum is also of type GM with Γ dually defined.
Theorem 1. For any vector of weights
Making the necessary changes in this sum, we have: Note that, by Theorem 1, any OWA function is GM. However, there are GM functions which are not OWA: .
Remark 4.
The GM function at Example 6 cannot be characterized as a mixture function, since w 1 is not a function which depends only on variable x and w 2 is not a function which depends only on variable y.
Below, we propose a new generalized form of GM, which is obtained by relaxing
This new family is called Bounded Generalized Mixture functions.
Definition 5. A family of weak weight-functions (wFWF) is a finite family of functions
given by:
Remark 5.
1. Since BGM is a generalized form of GM, then both OWAs and mixture functions are instances of BGM. Moreover, GM functions are BGM operators subject to the condition:
n is not a GM operator.
Properties of GM and BGM functions
Although GM and BGM are generalized forms of OWA, we cannot always guarantee that a BGM is an averaging function, although GM functions are averaging function. The next proposition gives us a sufficient condition to achieve that.
Remark 6. Note that FWF cannot simply be replaced by wFWF, since for f 1 (x, y) =
and f 2 (x, y) = y 2 , we have BGM(0.5, 0.5) = 0.25 < M in(0.5, 0.5), although we can guarantee that:
Proposition 3. Let Γ be a wFWF. Then, the BGM Γ is idempotent if, and only, if
f i (x) = 1 and x = (x, ..., x), then:
Reciprocally, if BGM Γ is a idempotent function and
Thus, the condition
Remark 7. The BGM function described in Remark 6, is not idempotent, since BGM (0.5, 0.0) = 0.25. Thus, we cannot always guarantee that a BGM is idempotent
The condition FWF is also important to preserve shift-invariance, since if we define f 1 (x, y) = f 2 (x, y) = Proof. The case λ = 0 is trivial. Now, to λ = 0 we have:
i.e., there are no GM's homogeneous of order k > 1. However, if we remove this restriction, then we can have Γ with homogeneous f i s of order k > 0. For example, f i (x) = xi n is homogeneous of order 1, and so, according to Proposition 5, BGM Γ is homogeneus of order 2.
The next example shows a GM function which is not a mixture operator, since f i does not depend exclusively from x i . This GM Γ is idempotent, homogeneous and shiftinvariant, but is not monotonic, since GM Γ (0.
if a FWF and,
Proposition 6. The N -dual 4 , with respect to stantard fuzzy negation 5 , of a GM function is also a GM function.
Proof. If Γ is a wFWF, then
where
Remark 10. 1. The N -dual of a BGM with respect to stantard fuzzy negation it will not be a BGM function, but it will be of the form
where h :
2. The dual of a GM function will not always be a GM function, for example: If
This provides a motivation to define the weak dual of a GM function, as follow:
If GM Γ is a generalized mixture function, then the weak dual of a GM Γ with respect to fuzzy negations N is the function:
It is obvious that the weak dual of a GM functions is a GM function. Futhermore, we can define the weak dual of a BGM function, which is also a BGM function.
Example 8. The weak dual of GM defined in example 6 with respect to fuzzy negation
The construction of weak duals can be generalized, as follow:
Proof. Straightforward.
When γ 1 = · · · = γ n = γ are automorphism we say that GM γ1,···,γn Γ is a weak conjugate of GM Γ and we denote by GM γ Γ .
In Pereira [7, 8, 9 ] some criteria were considered to generate monotone GM. However, in this work we will not give a deep exposition of monotonicity, instead we present a brief discussion on a more weakened form, called weak monotonicity or directional monotonicity.
Direcional Monotonicity
There are many n-ary functions that do not satisfy the monotonicity although, they are monotone with respect to certain directions. In this sence, Wilkin and Beliakov (in [28, 29] ) introduceed the concept of weakly monotonicity, that was generalized by Bustince et al. in [15] , which define the notion of diretional monotonicity.
n , we have
that is, F is increasing in the direction of vector r. Lucca et al. [30] presented properties, constructions and application for pre-aggregations. They show that the following functions are pre-aggregations:
2 is (0, 1)-increasing;
The weighted Lehmer mean (with convention
0/0 = 0) L λ (x, y) = λx 2 + (1 − λ)y 2 λx + (1 − λ)y , where 0 < λ < 1 is (1 − λ, λ)-increasing;
4.
A(x, y) = x(1 − x), if y ≤ 3/4 1, otherwise is (0, a)-increasing for any a > 0, but for no other direction;
5.
B(x, y) = y(1 − y), if x ≤ 3/4 1, otherwise is (b, 0)-increasing for any b > 0, but for no other direction.
Remark 11. Any aggregation functions is also a pre-aggregation function.
Proof. Note that for all
n and any t > 0 such that
and so
Proof. By Proposition 5 BGM Γ is shift-invariant, and so, by Proposition 9, BGM Γ is a pre-aggregation function (k, k, · · · , k)-increasing.
In fact, the conditions required by Corollary 2 are very strong. In the following proposition, we relax these conditions:
Example 10. Let Γbe the family of functions:
, otherwise .
We can easily prove that all those functions satisfy:
More generally, for any α ≥ 1
, otherwise is such that
Thus, the corresponding BGM is (k, · · · , k)-increasing. In additon, note that, for α >
We can also establish a criterion analogous to Proposition 10, by replacing the vector (k, · · · , k) by direction r, as follow:
n , then BGM Γ is a pre-aggregation function r-increasing.
Proof. Similar to Proposition 10. n , then BGM Γ is a pre-aggregation function r-increasing.
n we can build a r-increasing BGM function defining:
In what follows we propose a new GM function which will be investigated and applied in this paper.
Example 12. Definition: Let Γ be the following family of functions:
Γ is a FWF, whose GM function, denoted by H. The computation of H can be performed using the following expressions:
An interesting property that function is that:
In the next subsection we discuss others properties of the function H.
Properties of H
In this part of paper we will discuss about the properties of operator H. It is easy to check that 1. For y = (x 1 + λ, ..., x n + λ) we have M ed(x ′ ) = M ed(x) + λ and for x = (x, ..., x). So,
Therefore, (f 1 (y) , ..., f n (y)) = (f 1 (x), ..., f n (x)).
The case in which
3. To check the second property, make y = (λx 1 , ..., λx n ), note that M ed(y) = λM ed(x) and for x = (x, ..., x)
4. The case in which x = (x, ..., x) is also immediately. Note that the case in which λ = 0 is obvious.
Corollary 4. H is shift-invariant and homogeneous.
In addition to idempotency, homogeneity and shift-invariance H has the following proprerties.
Proposition 12. H has no neutral element.
Proof. Suppose H has a neutral element e, find the vector of weight for x = (e, ..., e, x, e, ..., e). Note that if n ≥ 3, then M ed(x) = e and therefore,
But since e is a neutral element of H, H(x) = x. Absurd, since we can always take x = e. For n = 2, we have M ed(x) = x+e 2 , where x = (x, e) or x = (e, x). In both cases it is not difficult to show that f (x) = (0.5, 0.5) and H(x) = x+e 2 . Thus, taking x = e, again we have H(x, e) = x. Proposition 13. H has no absorbing elements.
Proof. To n = 2, we have
, which has no absorbing elements. Now for n ≥ 3 we have to x = (a, 0, ..., 0) with M ed(x) = 0 therefore,
therefore,
but to x = (a, 1, ..., 1) we have to M ed(x) = 1. Furthermore,
With this we prove that H does not have absorbing elements. 
.., n. But as a = 0 and we can always take x 2 , x 3 , ..., x n also different from zero, then for each i = 1, 2, ..., n there remains only the possibility of terms:
This is an absurd, for
f i (x) = 1. like this, H has no zero divisors.
Proposition 15. H does not have one divisors
Proof. Just to see that a ∈ ]0, 1[, we have to H(a, 0, ..., 0) = f 1 (x).a ≤ a < 1.
Proposition 16. H is symmetric.
Proof. Let P : {1, 2, ..., n} → {1, 2, ..., n} be a permutation. So we can easily see that
We also have to
Thus, it suffices to consider the case where y = (x P (1) , x P (2) , ..., x P (n) ) = (x, x, ..., x). But for y = (x, x, ..., x) we have to: 
For x = (x, · · · , x) and y = (1 − x 1 , · · · , 1 − x n ), we have:
Proof. As H is shift-invariant, its follow that H is (k, · · · , k)-increasing.
Corollary 5. H is a pre-aggregation function.
Therefore, H satisfies the following properties:
• Idempotency;
• Homogeneity;
• Shift-invariance;
• Symmetry;
• has no neutral element;
• has no absorbing elements;
• has no zero divisors;
• does not have one divisors;
• is self dual;
• is a preagregation (k, · · · , k)-increasing.
Aggregation functions are very important for Computer Science, since in many applications the expected result is a single data, and therefore they usually use aggregation functions to convert this set of data into a unique output. In fact, pre-aggregation can also be applied. In this sense, the Appendix contains a simple application which apply GM functions on the problem of image reduction.
Final remarks
In this paper we study two generalized forms of Ordered Weighted Averaging function and Mixture function, called Generalized Mixture and Bounded Generalized Mixture functions. This functions are defined by weights, which are obtained dynamically from of each input vector x ∈ [0, 1] n
Methodological process
The methodological process is the same as that used in [4] , it consists of:
1. Reduce the input images using the M in, M ax, Arith, M ed, cOWA and H;
2. Magnify the reduced images to the original size using three different method:
(1) The nearest neighbor interpolation, (2) The bilinear interpolation and (2) the bicubic interpolation (see [31, 32, 33, 34] ) ;
3. Compare the output images with the original one using the measure P SN R.
We use ten original images, in grayscale, of size 512 × 512. The obtained results are shown below (The bold value represents the high quality image, and the italic value represents the second high quality image): 
