In this paper, we study the dynamics of the market for Database Management Systems (DBMS), which is commonly assumed to possess network effects and where there is still some viable competition in our study period, 2000 -2004. Specifically, we make use of a unique and detailed dataset on several thousand UK firms to study individual organizations' incentives to adopt a particular technology. We find that there are significant internal complement effects -in other words, using an operating system and a DBMS from the same vendor seems to confer some complementarities. We also find evidence for complementarities between enterprise resource planning systems (ERP) and DBMS and find that as ERP are frequently specific and customized, DBMS are unlikely to be changed once they have been customized to an ERP. We also find that organizations have an increasing tendency to use multiple DBMS on one site, which contradicts the notion that different DBMS are near-perfect substitutes.
INTRODUCTION
Standards battles are common in many industries. Whenever there exist significant network effects or demand-side economies of scale, it is likely that one version of the technology emerges as the industry standard (Arthur, 1989) . Since an industry standard often guarantees monopoly profits over a period of time, firms will expend significant resources on winning the race for it. Further, since de-facto standards are likely to persist for some time, settling on the "wrong" standard can have important welfare implications (Cabral and Kretschmer, forthcoming) .
One area in which standards battles are especially prevalent is computer software. The existence of network effects in specific software markets has been documented by several studies (Brynjolfsson and Kemerer, 1996 , Gandal, 1994 , Gandal et al., 1999 , and recent history has shown that software markets tend to settle on a single technology that often remains dominant over several product generations (Kretschmer, 2004, Liebowitz and Margolis, 2001 ) -Microsoft is the best-known example of vendor dominance, but there is ample evidence of similar processes occurring in other software industries -for example, SAP R/3 in ERP Software, Apache for web-server Software 1 and Google in search engines.
In this paper, we study the dynamics of the market for Database Management Systems (DBMS), which is commonly assumed to possess network effects and where there is still some viable competition in our study period, 2000 -2004 . Specifically, we make use of a unique and detailed dataset on several thousand UK firms (LSE micro-data set on Information and Communication Technologies, ICT-LSE, described in the data section) and complement it with in-depth information about the DBMS market to study individual firms' incentives to adopt a particular technology. The data allows us to look at the use of complementary technologies within the firm over time and to assess their effect on organizations' DBMS choice. Specifically, we look at two technologies that are complementary to DBMS -Enterprise Resource Planning systems (ERP) and operating systems (OS). This is one of the first studies to explicitly consider internal complement effects (ICE) and their impact.
We find that there are significant internal complement effects, even on the vendor level. In other words, using an operating system and a DBMS from the same vendor 1 See, e.g., http://news.netcraft.com/archives/web_server_survey.html.
seems to confer some complementarities. We also find evidence for complementarities between ERP and DBMS and find that as ERP are frequently specific and customized, DBMS are unlikely to be changed once they have been customized to an ERP. We also find that organizations have an increasing tendency to use multiple DBMS on one site, which contradicts the notion that different DBMS are near-perfect substitutes.
EXISTING LITERATURE
In this section, we highlight some of the issues that previous studies have had to deal with and highlight how this paper will address these issues.
EXISTING LITERATURE AND DATA ISSUES
The study of software markets and software standards battles in particular has often been limited by the availability and quality of data, and the proposed study intends to address some of these shortcomings. Existing studies have two features of their data to identify and test for network effects:
Tracking aggregate usage. Many papers look at aggregate usage figures to proxy for the sum of individual decisions (e.g. Gandal et al., 1999 , Ohashi, 2003 , Brynjolfsson and Kemerer, 1996 , Bayus and Shankar, 2003 , Koski and Kretschmer, 2005 . This is useful for gaining a general idea of the strength of network effects. Put crudely, the residual in a demand or a willingness-to-pay function is interpreted as network effects, since other potential demand shifters are controlled for. However, this does not consider the effect of individual users' characteristics since the distribution of unobserved adopter characteristics are assumed to be constant over time, which is at odds with standard practice in marketing studies (Rogers, 2003 (Gandal et al., 2000) . Failing to control for the effect of complementary products will tend to overstate network effects originating from the studied technology.
Previous studies on network industries have been useful in establishing a general set of conclusions on the existence and strength of network effects in network industries.
However, the lack of data on individual users' decisions and characteristics has made it difficult to go beyond this. This paper will use a new LSE micro-data set on
Information and Communication Technologies (ICT-LSE, described in the data section) to deal with some of the problems outlined above.
THE DATABASE MANAGEMENT SYSTEMS MARKET -HISTORY AND DYNAMICS
Ever since groups of people worked or lived together the requirement existed to store, handle and access great amounts of data for administration or information purposes.
In the 1960s when the very first computers emerged initial efforts to manage data by utilizing information technology (IT) began. This section first describes the history and key stages of the relational database market. It then introduces the key competitors and the nature of competition in the DBMS market.
Stand-alone relational databases
The 1970s brought a big leap forward for the database market. In 1970 Edgar Codd invented the relational model for data storage. Codd was a scientist working for IBM at its San Jose Research Laboratory. His paper on database management 4 was a landmark publication and is understood to be the theoretical foundation for the relational database market as we know it today. First derivatives of the Structured Query Language (SQL) were also developed mainly by IBM in this initial phase.
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The fundamental building blocks of relational databases are tables of data and queries to link the data. All data is stored "centrally" and referred to as required. Behind the DBMS system of Honeywell is Charles Bachman; another key innovator in the DBMS field, who initially developed a database system for General Electric when the market was still in its infancy and GE still maintained an in-house Computer
Division that was subsequently spun out and merged with Honeywell in the 1970s.
During this short stint the Honeywell DBMS system (Integrated Data Storage) was brought to market.
Oracle was founded by Larry Ellison and four partners in 1977 in Redwood, CA.
Inspired by Codd's paper they wanted to commercially explore the database market.
Their initial idea was to partner with IBM in developing a database system. But IBM kept its product development efforts secret and had no interest to get the young team on board. Hence, Ellison and his team decided to launch their own database product.
The highly motivated team unexpectedly managed to outrace "Big-Blue" and successfully launched a database product. Ever since the 1970s Oracle has been competing in the database market with great success. In 1993 Microsoft decided to use Sybase's technology as a basis but to develop its own version, Microsoft SQL server technology. Sybase was forced to rename its core database product to Adaptive Server Enterprise to differentiate the products in subsequent years.
Internet and enterprise application integration
In the 1990s the two major advances in the computer industry were the commoditization of PC hardware and the emergence of the internet. They created a 7 For a brief history of the PC Operating Systems market, see Kretschmer (2004 was developed. OLAP data marts or cubes are generated out of data warehouses.
In order to streamline IT hardware costs, the current trend is to move away from using standalone high-specification servers but to use server farms (grids) of lowspecification. Oracle developed its first database which can be run on such a grid environment; Oracle 10g ("g" -standing for "Grid"). Free, edition can be downloaded from the internet. This edition has limited functionality and the licence restricts the database size as well as the hardware specification on which the DBMS can be installed (e.g. CPU type, memory size). This edition is suitable for small DBMS jobs. However, it predominantly eliminates the hold-up problem associated with the investment decision for potential buyers. Users can freely test and learn the basics of the tool prior to investing into the technology.
Competition and Product Pricing
Alternatively, MS SQL Server is available as the Basic-, Standard-and Enterprise edition. The editions differ marginally in functionally but mainly around the size of database supported. Scalability is the key driver for product price. Users can buy three types of MS SQL Server licence depending on their requirement: a processor licence, a server-plus-device licence or a server-plus-user-client-account licence (CALs). For scalable databases or applications where the number of users is hard to quantify, for instance a database behind an internet information site, firms are advised to purchase a processor licence.
The other types of licences are for applications with a defined set of devices or users.
Hence, such licenses can be priced more specifically. Historically, MS has priced its DBMS systems very aggressively and transparent making it a very attractive option for small and medium size businesses. 9 For example, MS hardly charges users for additional functional add-ons (e.g. specific data-mining tools) and therefore the total cost of ownership can be easier quantified.
IBM is a key player in the database market. As described, IBM has a long history in the market and sponsored many of the product innovations. Historically, IBM developed applications for its own hardware and operating system. Today IBM's databases run virtually on all servers. Again, IBM's R&D is at the forefront and IBM is an expert in providing tailormade solutions. Its core DBMS system is DB2 which All three companies are key player in the DBMS market but also powerhouses in other segments of the software industry. It will be interesting to observe how the market will develop. Will one of the firm win the race to lead the market due to complementary products it owns, e.g. ERP systems? Will it continue to be a close race and, if so, why? While we will not address these questions in detail, we hope to shed some light on the historical developments in the markets.
RESEARCH QUESTION AND METHODOLOGY
The main focus of this paper is the switching and usage behaviour of individual firms. We are particularly interested in the effect of a number of potentially complementary technologies, and the degree of substitutability or complementarity among different DBMS.
To do this, we will utilise a number of unique features of the ICT-LSE dataset: a) the panel nature of the data will allow tracking not only the choice of which technology to adopt, but also the choice of when to adopt. Using a panel with detailed firm characteristics will also reveal determinants of the timing and nature of technology choices. b) detailed information on a large number of technologies used enables me to isolate internal complement effects (ICE), which was not possible with existing, single-technology data.
BASELINE REGRESSIONS AND VARIABLES
Our first set of regressions will simply look at the static usage decisions at a site. We run a simple logit model and a random-effects logit panel regression where the dependent variable is 1 if a firm uses a particular DBMS at time t, and 0 otherwise.
We then run regressions on the likelihood of a site to start using (to "switch" to) a specific DBMS at time t. Finally, we also look at the likelihood of a site abandoning their existing DBMS and starting use of another one ("competitive switching").
We perform several robustness tests, including different sets and specifications of independent variables and controls, but also different regression models (e.g. logit regression) and running our basic regressions on early and late users of DBMS separately.
In order to uncover potential internal complement effects, we use the following covariates (Variable definitions and descriptive statistics can be found in the Appendix). could fulfil all the functions of a DBMS equally well or better, using an ERP might make DBMS usage less likely. We use separate variables for SAP and other ERP to see if there is a specific effect from using the most frequently used ERP.
Enterprise Resource Planning Systems (ERP
Operating Systems (OS). DBMS, like any other software, has to run on top of an operating system. As most software firms are multiproduct firms and compatibility with specific OS is a strategic variable by DBMS vendors (or vice versa), it will be interesting to see if usage of a particular OS has an impact on the usage of specific software. 11 This is of particular interest for the DBMS market, since both IBM and
Microsoft had a significant presence in both markets, and Oracle had been designed to be "portable", i.e. working equally well on different OS. Again, we will uncover the existence and extent of internal complement effects with OS.
Connectedness. Sites that use multiple servers or are connected via a Wide Area
Network (WAN) are prone to have higher and different demands on their DBMS. At the same time, it is possible that an ERP is a better substitute for DBMS for "connected" firms. Our regressions will help uncover the effects of connectedness in two forms -the number of servers, which captures the sheer data volume, and number of networked "locations" on site -which proxies for a specific type of use for a DBMS.
IT Expertise and Intensity. The effect of higher IT expertise and intensity can be twofold. First, IT intensive firms are more likely to customize their software, which would suggest that using a single, user-friendly DBMS is attractive. On the other hand, more IT-savvy organizations can "cope" more easily with multiple DBMS because their absorptive capacity is likely to be higher (see, e.g. Cohen and Levinthal, 1990, Matusik and Heeley, 2005) . We are looking for the net effect of these two conflicting forces by including the number of IT employees (as a proxy for the general IT intensity) and the number of IT developers (as proxy for the expertise in programming) in our regressions.
Site Size. Larger firms may have different demands on their DBMS. Apart from the higher quantity of data, larger firms may store different data and have to regulate access and security more elaborately. Including site size and control variable will therefore help distinguish between DBMS that are particularly suited for larger sites and ones that can be used cost-efficiently in smaller sites.
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THE DATA
The dataset we use is built from a large ICT firm-level panel and matched firm characteristics, which will be described in more detail below.
Harte-Hanks ICT data
Harte-Hanks (HH) is a global company that collects IT data primarily for the purpose of selling on to large producers and suppliers of IT products (e.g. IBM, Dell etc).
Their data is collected for roughly 16,000 sites in the UK over a period of 2000 to the present day. 13 Harte-Hanks surveys sites on a rolling basis with an average of 11 months between surveys. This means that at any given time, the data provides a "snapshot" of the stock of a firm's IT.
The fact that HH sells this data on to major firms like IBM and Cisco, who use this to target their sales efforts, exerts a strong market discipline on the data quality. If there were major discrepancies in the collected data this would be rapidly be picked up by HH's clients when they placed sales calls using the survey data, and would obviously be a severe problem for HH future sales. Because of this HH runs extensive internal random quality checks on its own data, enabling them to ensure high levels of data accuracy.
Cleaning Process
The data comes in yearly slices and had to be assembled as a panel. In its raw form, for each software application used in the firm a quantity is given, which would enable the calculation of actual market shares. However, these numbers are not reliablesome sites report a site license for a particular software program as quantity =1, while some sites will count the number of on-site PCs to derive software numbers.
Therefore, quantity data has been dropped from the dataset. Finally, for some regressions we also restrict our sample to sites that have been using DBMS in the first year of our sample, 2000. This enables us to track shifts in market share rather than new additions to the user population.
RESULTS
We generate results via four different lenses. First, we take a look at the descriptive statistics and point out some noteworthy patterns of our data. We then run simple usage regressions to determine what makes usage of a particular database management system more likely. We then adopt a dynamic perspective and consider the decision to switch into a particular database management system. Finally, we consider the case in which switching into a DBMS implies switching away from another one. We finally combine all our results to gain a more complete picture of the nature of competition in the DBMS industry.
Some Stylized Facts
Descriptive statistics of our full dataset, the balanced panel, as well as the early and late user groups can be found in the Appendix. Figure 1a shows the usage shares of the main DBMS of all sites in our dataset. 14 We can see that overall usage is increasing, and in 2004 almost 90% of sites are using at least one DBMS. Figure 1b only considers sites that have been using a DBMS in the first year of our sample, 2000, and Figure 1c looks at the sites that have not been using any DBMS in 2000.
We can see that the tendency to use multiple DBMS remains as Figure 1a 14 Note that usage shares are not synonymous with market shares, as a firm can use more than one DBMS, which implies that the shares can add up to more than 100%. (1) Preferred regression: Logit regression on usage dummy usage of ERP SAP, other ERP, Windows OS, OS/2 OS, OS/400 OS, UNIX OS, log(employees), log(number of servers), log(network nodes), log(number of IT workers), and log(software developers). (1) Preferred regression: Logit regression on usage dummy usage of ERP SAP, other ERP, Windows OS, OS/2 OS, OS/400 OS, UNIX OS, log(employees), log(number of servers), log(network nodes), log(number of IT workers), and log(software developers). (2) -(8) use the same subset of variables. Estimation techniques and subsamples vary, as outlined below.
(1) Preferred regression: Logit regression on usage dummy usage of ERP SAP, other ERP, Windows OS, OS/2 OS, OS/400 OS, UNIX OS, log(employees), log(number of servers), log(network nodes), log(number of IT workers), and log(software developers). (2) -(8) use the same subset of variables. Estimation techniques and subsamples vary, as outlined below.
(1) Preferred regression: Logit regression on usage dummy usage of ERP SAP, other ERP, Windows OS, OS/2 OS, OS/400 OS, UNIX OS, log(employees), log(number of servers), log(network nodes), log(number of IT workers), and log(software developers). 
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A consistent result is that ERP and DBMS are positively correlated in their usage.
This would suggest that they are indeed complements, so that data generated in one can be used in the other. The individual coefficients on ERP_SAP and ERP_OTHER suggest that Microsoft DBMS are particularly complementary to non-SAP ERP since the coefficient is positive in all specifications, while it is only sometimes significant and of smaller magnitude for SAP ERP. IBM follows a similar pattern -although the coefficient on SAP ERP is consistently negative (but insignificant). This suggests that IBM DBMS and SAP ERP are not complements, if anything. Use of Oracle, on the other hand, is positively correlated to use of SAP ERP in all specifications, which confirms the notion of Oracle's greatest strength of "unlimited scalability".
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The other potential internal complement effect is connected to the use of different operating systems as IBM and Microsoft are present in both markets and Oracle is unattached to any operating system. We find that internal complement effects indeed play a role, as IBM DBMS are more likely to be used in conjunction with OS/2 and OS/400, and Microsoft DBMS are more likely to be used with Windows.
Interestingly, Oracle seems to have a degree of complementarity with both Windows and Unix, as shown by the coefficients on both these variables -conversely, the coefficients in the Oracle usage regressions for OS/2 and OS/400 are consistently negative. IBM DBMS also appear complementary to Unix, since the coefficient is consistently positive and significant in all regressions.
The number of servers (LOG_SERVER) and the number of network nodes (LOG_NTWRK) has a consistent (and mostly significant) positive effect on usage of Microsoft DBMS and Oracle -results for IBM DBMS are less conclusive, although the number of network nodes, LOG_NTWRK, has a negative and significant effect in most regressions. Sites with a high degree of interconnectedness are therefore less likely to use an IBM DBMS.
LOG_EFFINF and LOG_EFFDEV increase the likelihood of Oracle being used -the generality of Oracle suggests that more expertise is needed to customize it to a particular location and circumstances. On the other hand, high general IT expertise and programming capacities lead to a lower likelihood of MS Access being used. The intuition here is that MS Access is a relatively generic and user-friendly program that can be used "off the shelf" or adjusted at relatively little cost.
Size has a negative effect on the use of Microsoft and a positive one on IBM, and has no effect on use of Oracle. This would be consistent with an interpretation that IBM systems are most attractive to larger organizations, while Microsoft DBMS appeal to smaller organizations, with Oracle being relatively general (again confirming Oracle's perceived strength of easy scalability).
Switching Regressions
For our switching regressions, we construct a dummy variable that takes the value 1 if a site starts using a particular DBMS in a particular year. We use a hazard rate specification and report results in Table 4. 20 Column 1 reports the results from our balanced panel, column 2 gives the results for the subset of firms that have been using a DBMS in the first year of our sample (2000), and column 3 only includes non-users in 2000. We find that our results are qualitatively similar, but we also highlight the differences in our discussion. 20 Results from a standard random effects logit panel regression are available from the author upon request. We first note that we find a consistent and significantly (in all but one regression) negative effect of ERP_OTH on the likelihood of switching, which seems surprising at first. Our usage regressions have shown that there appear to be significant complementarities between DBMS and ERP. We believe that this result is due to the fact that ERP are typically much wider in scope and more expensive to install and customize (the sheer scale of the SAP consulting industry should confirm this!). That is, once an ERP is in place and up and running, it is unlikely that a new DBMS will be purchased, which would trigger another round of adjustments and customizations.
That is, the lumpy nature of ERP investment and the strong complementarities between ERP and DBMS imply that once a working combination is in place, the willingness to switch is low. In addition, the likelihood of adopting Microsoft SQL Server on top of SAP is significantly reduced as both applications are relatively specific in their programming environment, but are both designed to be relatively flexible, so that a site using SAP is unlikely to require another flexible DBMS.
Operating Systems have a relatively inconsistent effect on the propensity to switch DBMS. Windows and Access, both Microsoft's flagship products in their respective fields, appear to be complementary, while using Unix makes adoption of all three other DBMS more likely. OS/400, one of IBM's Operating Systems, positively affects the likelihood of a switch to IBM DBMS, and negatively affects the likelihood of switching to Oracle and (with limited support) MS Access, which again implies the existence of internal complement effects.
The degree of connectedness via servers has a consistent negative effect on switching DBMS and is significant in most regressions, whereas highly networked sites are more likely to switch to MS SQL Server or Oracle and less likely to switch to IBM, which is consistent with the usage regressions in the previous section.
Expertise in general IT or programming has, as in our usage regressions, a negative impact on the likelihood of switching to MS Access and a positive impact on the likelihood of switching to Oracle. It is insignificant for our other DBMS regressions.
We finally note some of the important differences in our results between the early and late samples. First, in the sample of late users, usage of Windows only has a positive effect on switching to Microsoft Access. While this is not unexpected, this also indicates that new adopters of a DBMS are likely to opt for Microsoft Access if they use Windows OS. As Windows has held a 90% market share for several decades, this implies that Microsoft's dominance is unlikely to be broken by new users of DBMSthis is confirmed by Table 1c ), where we can see that late adopters have, in the time period of our sample, converged to the MS Access' overall usage share of about 60%.
Second, the positive effect of size on switching to IBM and Oracle is not significant for the late users subsample. This would suggest that the advantages of these DBMS for larger sites vanish if sites are not using any DBMS before. Thus, a large site that is considering installing a DBMS from scratch is not significantly more likely to choose IBM or Oracle. This could be due to the aggressive pricing policies of Microsoft for larger clients. Finally, we note that the number of network nodes only has a significant positive effect on the likelihood of adoption of SQL Server and Oracle for late adopters. A "greenfield investment" by a highly networked company is thus more likely to fall to SQL Server and Oracle, while a "top-up investment" holds no particular advantage for these DBMS.
Competitive Switching Regression
Finally, we analyze a particular form of switching. Competitive switching is assumed to occur if a firm has been using any other DBMS and abandons these in order to use another one -our dependent variable is an appropriate dummy variable. Since this has been occurring mainly in the direction of Microsoft Access, we only report switching
to Access. 21 We analyze competitive switching by running a Weibull hazard regression to identify the timing effects of switching (reported in Table 5 ). We find that most variables are insignificant, expect for use of a non-SAP ERP, the number of network nodes and the number of servers. All three variables have a significant and negative effect on the likelihood of switching to MS Access. On the one hand, this is due to the specific strengths of MS Access in smaller and less dataintensive organizations, but it also suggests that in the presence of a large networked organization and/or a large-scale enterprise system, a drastic change of a particular application becomes less likely. That is, the switching costs of a networked firm or an ERP-using firm are likely to include anticipated adjustment cost both in communication software and in ERP software, which in turn will decrease the likelihood of switching.
INTERPRETATION AND CONCLUSION
The software industry has been a fruitful ground for the study of network technologies for reasons of data availability and the obvious potential for network effects. This paper is a first look at the competitive landscape of a particular software market -the market for Database Management Systems. Apart from capturing the dynamics of competition in this industry, this paper attempts to uncover several interesting features that have not previously been studied in network industries: First, we capture the fact that DBMS may not be pure substitutes in the sense that consumers have unit demand for any DBMS. Kretschmer (2004) finds that operating systems (OS) may not be used exclusively even on a single site, with different OS fulfilling different tasks.
Similarly, we show that in the DBMS market there has been a tendency in the last years to use multiple programmes concurrently -interestingly, while simultaneous use of MS Access and MS SQL Server can be expected since they are written to be interoperable, Oracle has been another beneficiary of this tendency, since the sites in our sample are increasingly using Oracle in conjunction with Microsoft DBMS.
Second, we take into account the effect of complementary products on site -that is, indirect network effects on the site level rather than economy-wide level, or internal complement effects. We find that there exist significant internal complement effects between operating systems and DBMS of the same vendor, and between Enterprise Resource Planning systems (ERP) and DBMS. Our regressions also confirm that investment into ERP are typically a more lumpy and long-term investment that seems to guide the use of DBMS in the future -in other words, once an ERP-DBMS system has been set up and fine-tuned, the constellation is unlikely to be changed by adopting a new DBMS. The notion of lumpy investments and the precarious balance of interdependent computer environments is also confirmed in the most drastic form of adoption -abandoning an old system while adopting a new one. We find that current use of an ERP and a widely linked network decrease the likelihood of switching to the dominant supplier, Microsoft.
As mentioned, this paper is only a first step toward a deeper understanding of issues of multiple usage of (allegedly) competing, but differentiated products and the existence and strength of internal complement effects. More work is needed to uncover the precise nature of complementarities, and the cross-effects of switching of one product on the propensity to switch another complementary product too. Breuhan (1997) has shown that the likelihood of switching to a competing vendor increases if a new generation of the incumbent product is introduced. Along similar lines, it would be interesting to see if the likelihood of switching is increased if a new generation of a complementary product is i) introduced in the market, and ii) adopted by the organization. Further, technological and competitive aspects of the products we study have not been utilized in detail. While we have some information on the general strengths and weaknesses of the DBMS we study, it would be interesting to go to the level of product features and their impact on usage and adoption behaviour, as well as some information on dynamic pricing strategies and their impact. Finally, we have not considered other firm characteristics, such as location, industry, performance, asset stocks, etc. In future work, we expect to link these characteristics in to our current dataset.
APPENDIX Variable Definitions
Variable Definition
MS Access
Dummy equals 1 if site uses Microsoft Access; else 0.
MS SQL
Dummy equals 1 if site uses Microsoft SQL Server; else 0.
MS Other
Dummy equals 1 if site uses other Microsoft DBMS; else 0.
IBM All
Dummy equals 1 if site uses any IBM DBMS (incl. Informix and Lotus applications); else 0.
Oracle All
Dummy equals 1 if site uses any Oracle DBMS; else 0.
Sybase All
Dummy equals 1 if site uses any Sybase DBMS; else 0.
All Other
Dummy equals 1 if site uses a DBMS from vendor other then IBM, Microsoft, Oracle or Sybase; else 0.
ERP SAP
Dummy equals 1 if site uses ERP software from SAP; else 0.
ERP OTHER
Dummy equals 1 if site uses ERP software from vendor other then SAP; else 0.
OS WINDOWS
Dummy equals 1 if site uses Windows Operating System; else 0.
OS OS/2
Dummy equals 1 if site uses IBM OS/2 Operating System; else 0.
OS OS/400
Dummy eqals 1 if site uses IBM OS/400 Operating System; else 0.
OS UNIX
Dummy equals 1 if site uses any Unix Operating System; else 0.
LOG(EMP)
(log) Total number of employees on sites.
LOG(SERVER)
(log) Total number of servers on sites.
LOG(NTWRK)
(log) Total number of sites connected via Wide Area Network.
LOG(EFFINF)
(log) Total number of IT employees on sites.
LOG(EFFDEV)
(log) Total number of IT development employees on sites. 
Summary statistics for standard panel
