Forecastable Component Analysis (ForeCA) is a new feature extraction method for multivariate time series. ForeCA can find an optimal transformation to dig out the potential forecastable information structure from large amounts of data. This paper combines ForeCA with PLS for industrial process monitoring. This method overcomes the drawback that partial least squares(PLS) rarely use dynamic timing characteristics of system, so it can reflect the dynamic nature of industrial processes better. We use PLS for regression after appropriate forecastable components selected. Finally, we construct CUSUM statistic and SPE statistic for monitoring industrial processes. Simulation results on the Tennessee Eastman (TE) process illustrate the effectiveness of the proposed method for detecting slow drift fault.
Introduction
In recent years, with the ever increasing scales and complexities in modern industries such as chemical industry and metallurgy, more concerns are focused on the safety issues in the industrial process. Methods based on multivariate statistical analysis have become a hotspot in areas of fault detection and diagnosis and have been effectively applied in the industrial process [1] .
Partial least squares (PLS) can precisely extract relations between quality variables and process variables within normal working conditions and effectively monitor the process. Moreover, PLS statistical monitoring technique is independent from process mechanism models and it can be trained without fault samples. Therefore, PLS has been widely applied and deeply studied in chemical production's quality control and online monitoring [2] . However, PLS is incapable of reflecting dynamic timing characteristics, which to some extent affects its accuracy in fault detection. Forecastable component analysis (ForeCA) [3] , as a brand new statistical signal processing method for multivariate timing signal feature extracting, has overcome the shortcoming. As its capability to predict system's operation tendency through extracting the dynamic characteristics from existing data, ForeCA can essentially describe industrial process through extracted features.
In this paper, ForeCA and PLS are combined for fault detection. By mapping samples onto the predictable subspace and then applying the least squares regression, the predictability of model is further improved. Meanwhile, CUSUM and SPE are constructed to monitor the system so as to better detect faults with mean deviation under two times of standard deviation. This technique has overcome the shortcoming of inability to reflect process timing characteristics by traditional partial least squares. It can predict system's operation tendency and reflect dynamic characteristics. Consequently, the accuracy of fault detection will be improved.
Basic algorithm
The basic idea of ForeCA is to assume a matrix [ ]
is the ACVF of t X and S X is the covariance matrix of t X .
To solve Equation (2), firstly weighted overlaps average spectrum density estimation algorithm is performed to estimate spectrum density and then EM-Like algorithm is applied to solve for the predictable components. A set of predictable components ordered by descending forecastability can be obtained through detailed steps shown in Literature [3] and the forecastable component 
whereX and Ŷ are fitting matrixes, E k and k F are fitting error matrixes,
,...,t k is the score matrix, P is loading matrix of X, and Q is loading matrix of Y. In PLS model, the loading matrix and score matrix explain the information of itself through maximization, respectively. Meanwhile, the degree of correlation between X and Y is maximized in the process. The most common algorithm to compute PLS model is Nipals algorithm, through which, the forecast regression function of Y is computed as follows: 
Design process monitoring model based on ForePLS
In the industrial process, there exists plenty of slow shift faults. To detect those subtle changes, CUSUM statistic is used for monitoring. In CUSUM statistic, two statistics are defined to detect upward shifts and downward shifts of samples' mean values. They are:
0  Online detecting stage: First, according to real-time collected data under unknown status, the forecastable model is applied on the online data to compute CUSUM and SPE statistics for each sample data. Then compare the two statistics with the corresponding control limits and it is thus determined whether faults occurred. If the statistics below the limits, it demonstrates the system works within the change range predicted by the forecastable model, which means the system normal. Otherwise, the system is out of the predictable range and indicates the system out of order. 
Test results
In TE model [6] , the sample data for training consists of 500 vectors of 52 dimensions and the sample data for detecting consists of 960 vectors of 52 dimensions. Faults are introduced since the 161st sample. In this article, G and H in the selection process, i.e. MEAS35 and MEAS36 are regarded as ForePLS's quality variable Y. 22 process variables: MEAS1~22 and 11 operational variables: MV1~11 are set as X. Fig.1 (a) shows that ForePLS has a better forecastability than PLS to predict the amount of reactant G in TE process.
Below is analysis of an example of a typical fault IDV(10). When fault IDV (10) occurs, the temperature of feeding C changes randomly. To verify the effectiveness ForePLS, PCA and PLS are compared. In the experiment, the latent variable number of ForePLS is 6, PLS is 9, principal component number of PCA is 15. Fig.1 shows the results of PCA, PLS and ForePLS detecting Fault IDV(10).
It can be seen that the accuracies of 2 T and SPE of PCA are 45.6% and 53.9%, CUSUM and SPE statistics of ForePLS are 96.5% and 52.9%, respectively. This demonstrates that the fault detecting method based on ForePLS introduced in this article is more accurate than PCA and PLS for detecting random changes. 
Conclusion
A process monitoring method based on forecastable component analysis and least square regression is introduced. This method overcomes the shortage of traditional least square algorithm's inability to reflect process timing characteristics. Furthermore, it can effectively predict the tendency of system, reflect system's dynamic characteristics. Through monitoring CUSUM and SPE statistics in predictable space, this method is able to detect delicate faults like slow shift and random changing faults. The simulation results of TEP model shows that the method is more precise and effective than traditional methods PCA and PLS.
