Computational¯uid dynamics (CFD) is employed to simulate breathing-zone concentration for a simple representation of spray painting a¯at plate in a cross-¯ow ventilated booth. The results demonstrate the capability of CFD to track correctly changes in breathing-zone concentration associated with work practices shown previously to be signi®cant in determining exposure. Empirical data, and models veri®ed through ®eld studies, are used to examine the predictive capability of these simulations and to identify important issues in the conduct of such comparisons. A commercially available CFD package is used to solve a three-dimensional turbulent¯ow problem for the velocity ®eld, and to subsequently generate particle trajectories for polydisperse aerosols. An in-house algorithm is developed to convert the trajectory data to breathing-zone concentrations, transfer eciencies and aerosol size distributions. Computational¯uid dynamics (CFD) is a scienti®c discipline devoted to the study of numerical (approximate) solutions for the equations governinḡ uid motion. Over the past decade enormous progress has been made in this ®eld, and a wide variety of methods exist to simulate a host of problems. The foundations of CFD are the ®rst principles of mass, momentum, and energy conservation.
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INTRODUCTION
Numerical simulation plays an important role in the analysis of many complex real-world problems, (for example, weather forecasting), and in the design of modern conveniences (cars and airplanes).
The use of such simulations by occupational hygienists to optimise contaminant control decisions is the focus of this paper. Although numerical simulations of local exhaust and dilution ventilation problems have been underway for years (Heinsohn et al., 1982; Nielsen et al., 1978) , there are many unanswered questions about how to use this technology eectively; and few, ®eld-based examinations of such simulations (Heinonen et al., 1996; Andersson and Alenius, 1997) .
Computational¯uid dynamics (CFD) is a scienti®c discipline devoted to the study of numerical (approximate) solutions for the equations governinḡ uid motion. Over the past decade enormous progress has been made in this ®eld, and a wide variety of methods exist to simulate a host of problems. The foundations of CFD are the ®rst principles of mass, momentum, and energy conservation.
To conduct a numerical simulation using CFD a simpli®ed abstraction of reality must be created that is compatible with the computer program. This conceptual model is the ®rst in a series of approximations that are invoked. If the conceptual model is not a sucient representation of reality with regard to the desired outcome, then no matter how accurate the simulation, the results will be of limited value. Conversely, a good conceptual model will be inadequate, if there is insucient numerical resolution. A balance between these two components is essential to achieve meaningful results given ®nite resources.
Contaminant control interventions are implemented to reduce exposure, that is, the time weighted average breathing-zone concentration. To be a useful analytical tool, CFD simulations must, at a minimum, track changes in breathing-zone concentration as they occur in reality. Although accurate quantitative predictions of exposure are desirable, a correct rank ordering is a useful beginning, particularly for discriminating between alternative control interventions . This work examines the ability of CFD to track exposure dierences that result from spray painting a¯at plate in a cross-draft booth as a function of a speci®c work practice, that is, the orientation of spraying with respect to booth air ow. This eect has been identi®ed in both laboratory and ®eld studies (Carlton and Flynn, 1997a; Heitbrink et al., 1995) as a signi®cant determinant of exposure.
The numerical simulations presented here are preliminary in nature and do not represent a de®nitive CFD analysis of the problem. They are intended to support a basic conceptual approach and to identify signi®cant issues for further study. Issues related to the accuracy, use, validation and feasibility of such simulations are discussed. The simulations were conducted using the FIDAP 1 ®nite element computer package (FIDAP, 1995) . The computer-predicted ranking of breathing-zone concentrations correctly tracked those measured in a wind tunnel facility.
BACKGROUND
A recent study (Flynn et al., 1999 ) presented a conceptual model of exposure for compressed air spray painting applications. It emphasised the dependence of exposure on the over-spray generation rate of aerosol, and the air velocity ®eld transporting it to the breathing zone. The model is based on dimensional analysis and empirical data gathered in scale model wind tunnel studies. Field studies con®rmed its applicability and provided an estimate of the uncertainty in using such an approach for real-world prediction (Carlton and Flynn, 1997b) . The model, as summarised in Eq.
(1), predicts a dimensionless breathing-zone concentration as a function of an air momentum¯ux ratio and worker orientation.
where C is the total mass concentration in the breathing zone, U is the average air velocity in the cross-¯ow spray booth, H and D are the height and breadth of the worker, m o is the over-spray generation rate, F g and F m are the momentum¯ux of air from the gun, and through the projected area of the mannequin, respectively. Y is the angle of orientation (see Fig. 1 ), and M. R. Flynn and E. D. Sills 192 where
K is the kinematic momentum¯ux of air from the spray gun, p is pressure, V is the air velocity, A is the exit area, and the n and f subscripts distinguish between the nozzle atomisation air¯ow and nozzle fan air¯ow (used to shape the spray pattern), respectively. The inclusion of the pressure dierence terms in Eq. (3) re¯ects the contribution to momentum when air velocities are sonic, mass¯ow is choked, and nozzle/fan exit pressure is greater than atmospheric. For the 1 4 J nozzle investigated here there is no fan air, hence the second term on the right hand-side is 0.
Equation (1) indicates that a dimensionless breathing-zone concentration is a function of a dimensionless momentum¯ux ratio, and the orientation of the worker and spray gun within the cross-¯ow booth. It does not specify the form of the function, which was deduced from experimental wind-tunnel data (Flynn et al., 1999) as:
where a, D, and g are constants dependent on geometry and orientation. The wind-tunnel experiments were conducted using a 1.04-m tall store mannequin, 0.2 m wide at the chest, using a 1 4 J Spray Systems nozzle to spray corn oil at a¯at plate 0.66 m wide by 1.02 m tall. The spray nozzle was 0.2 m from the plate and was operated at gauge air pressures of 138±345 kPa (20±50 psig), corresponding to air mass¯ow rates of 0.00106±0.002 kg s
À1
. Corn oil was sprayed in lieu of paint to give air-to-liquid mass¯ow ratios of 0.7±1.3. Wind tunnel air speeds varied from 0.381 to 1.016 m s À1 and spraying was conducted in the two dierent orientations shown in Fig. 1 . For this speci®c geometry, the constants were determined and the exposure model speci®ed as:
The utility of CFD as a tool in optimising control interventions requires, at a minimum, the correct ranking of exposures for the alternative scenarios. If the ratio of exposures is also simulated correctly, valuable additional information is obtained. The most rigorous veri®cation of a CFD prediction is actually matching the measured value, within the uncertainties of both the measurement and the simulation. The empirical model outlined above suggests that once the over-spray generation rate (m 0 ) is known, the geometry, orientation, and momentum¯ux ratio determine the transport, and hence the dimensionless breathing-zone concentration, CHUD/m o . The determination of the overspray generation rate, requires calculation of the transfer eciency, that is, the fraction of mass that deposits on the plate. This is an impaction problem (Flynn et al., 1999; Kwok 1991) once the air¯ow ®eld and particle size distribution are speci®ed.
The dependent variables of interest are: (1) the breathing-zone concentration, (2) the aerosol size distribution, and (3) the transfer eciency of the spraying process. Two speci®c experiments reported in Carlton and Flynn (1997a) were selected for numerical simulation using the FIDAP ®nite element program. These experiments were identical, except for the orientation, and employed the 1 4 J nozzle operating at a gauge air pressure of 345 kPa (50 psig), a wind tunnel air speed of 0.478 m s
, and a liquid mass¯ow of 0.00283 kg s
.
NUMERICAL METHODS
The purpose of this study is threefold. (1) First is to solve the three-dimensional, incompressible, steady-state, turbulent¯ow problem for the air velocity ®eld. A passive tracer species is also included to track the jet-air. (2) Once the velocity ®eld is speci®ed, aerosol particles are introduced at the centre of the jet face and tracked through the¯ow ®eld. The aerosol sizes input to the code are determined from an empirical equation speci®c to the nozzle used here (Kim and Marshall, 1971) . (3) Finally, the particle trajectories generated in this fashion are converted into transfer eciency predictions, breathing-zone mass concentrations and size distributions for comparison to the empirical data. The ®rst two steps are accomplished using the FIDAP (v8.0) ®nite element program.
Step three is accomplished through the development of an inhouse algorithm to post-process the trajectory output.
Part of any numerical simulation is selecting the physical geometry to approximate the reality. Here a circular cylinder of height H and diameter D is used to represent the mannequin (worker). A square ori®ce on the surface of the cylinder of side length, s, is used to represent the spray nozzle as a jet of air. The face of this nozzle is at a distance, Z p , from the plate. A comparison of experimental and computational length, velocity, and mass¯ow scales is given in Table 1 .
In reality the sonic. This leads to computational diculties since mesh requirements become prohibitive at such disparate length scales; and compressible¯ow exists over a small region in front of the nozzle with incompressible¯ow over the vast majority of the domain. Empirical work (Flynn et al., 1999) using an HVLP spray gun (a much larger nozzle exit area and subsonic discharge velocities) suggests that the momentum¯ux ratio should be predictive of the dimensionless concentration if the length scales are close. This work relies on an incompressible¯ow calculation using a larger ori®ce, but equivalent momentum±¯ux ratio, to approximate a compressible-¯ow, high-pressure spraying operation with a much smaller ori®ce.
Air¯ow ®eld
The equations governing the air¯ow are the steady-state, incompressible, turbulent, Navier Stokes equations with the standard two-equation k± e model to calculate the turbulent viscosity. A species transport equation, Eq. (9), is also included to calculate the concentration ®eld for a passive tracer. These equations, in vector form, are: These equations, along with the boundary conditions speci®ed in Table 2 , are solved with FIDAP using the segregated approach with pressure projection. Streamline upwinding is employed together with the cell Reynolds/Peclet number relaxation scheme. The nominal criterion for terminating the non-linear iteration loop is convergence of the L2 relative error norm to below 0.001 for all variables simultaneously. This level was achieved on all 908 simulations, however, the two ®nest meshes in the 1808 case did not quite achieve this level. The two simulations, A and B were identical except for orientation (A=908, B=1808).
Aerosol trajectories
The aerosol particles are tracked according to a generalised drag equation:
where:
The particles are introduced into the¯ow ®eld at the centre of the jet face, moving at the air velocity of the jet. The key parameters governing the numerical solution are: the size of the time step (Dt ), the total time the particles are tracked (T ), the input size distribution (C ), and the number of particles input in each size interval (N i ). The input particle size distribution is calculated according to the empirical equations of Kim and Marshall (1971) who speci®cally examined the 1 4 J nozzle. A discrete representation of the size distribution was constructed based on 5-mm intervals and the midpoint was used as input to the FIDAP code. The mass fractions associated with each size interval are also calculated, as they are important in determining transfer eciency and exposure. Table 3 presents the discrete representation of the particle size distribution for the experimental conditions described above. The upper size of approximately 85 mm was selected since it was observed during the simulations that all particles greater than this size impacted on the plate and did not contribute to exposure. All of the mass over 85 mm is assumed to impact on the plate and is included in the simulated prediction of transfer eciency.
Equation (14) is integrated with an implicit option available in FIDAP. At each time step a turbulent displacement of the particle is included based on the calculated turbulence parameters via a random number subroutine. This means that for repeated numerical simulations of exactly the same problem, dierent trajectories will result, that is, there is a statistical distribution of solutions. The FIDAP program allows an output ®le to be created, containing the endpoints of each increment of each particle trajectory, along with the value of the time step. This information was used to calculate transfer eciency, breathing-zone concentration, and particle size distributions, as described below. 
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Transfer eciency and concentration
The formula for the calculation of mass concentration in the breathing zone, based on particle trajectories determined from the computed velocity ®eld, is given by Heinsohn (1991) as:
where, m i is the mass¯ow rate associated with the ith trajectory, V bz is the breathing-zone volume, t i is the residence time for the ith trajectory in V bz , and N is the total number of trajectories. A FORTRAN code was written to generate a spherical breathing zone and calculate concentrations for each particle size selected. The volume of this numerical breathing zone, scaled to represent approximately one inhalation volume, is 0.000905 m 3 and is positioned to coincide with the location of the ®lter used in the experiment. The algorithm identi®es the proportion of each trajectory increment that lies within the numerical breathing zone and sums the time spent within this zone based on linear interpolation. This provides the information for exposure and size distribution calculations.
Transfer eciency is de®ned here as the fraction of mass sprayed that deposits on the object. Thus, transfer eciency for a given size particle is obtained as the ratio of particles impacting on the object to the total number used for that size. Overspray generation rates by size interval are obtained by multiplying this transfer eciency by the liquid mass¯ow rate and the mass fraction associated with the given size range. An additional part of the in-house post-processing code determines the number of aerosol particles impacting on the object.
RESULTS
Air velocity ®eld and passive tracer
Part of any numerical simulation involves examining the truncation error that results from approximating the solution to a continuous problem on a ®nite mesh. This is done by re®ning the mesh, that is, increasing the number of nodes, until two successive meshes result in negligible dierences in the dependent variables of interest. To examine this error we employed three dierent mesh densities for each of the two situations examined. A vector of tracer concentration consisting of 27 points, selected in the breathing zone, was taken as the solution variable to examine under mesh re®nement. The L2 relative error norm of these 27 point concentrations as well as their average value are reported in Table 4 as a function of the number of nodes for each mesh. As the data indicate, the 1808 case achieves a mesh independent value of 0.000001 whereas the 908 case shows oscillating convergence with a ®nal value of 0.05 and some uncertainty. In each case signi®cant reduction in the L2 norms indicates convergent behaviour. Figure 2(a, b) presents the passive tracer iso-concentration surfaces of 0.125 and 0.05 (mole fractions), respectively, for the 1808 position. Figure 3(a,  b) shows the corresponding contours in the 908 position. Figure 3(c, d) shows an additional top-down view of the 0.125 and 0.05 contours shown in Fig. 3(a, b) . The arrow indicates the direction of the booth air¯ow. The passive tracer is actually jet air and the concentrations represent the dilution of the jet that occurs as it is transported to the breathing zone. These visualisations clearly indicate the enhanced transport of the jet-air into the breathing zone in the 908 orientation relative to the 1808 case. The CFD predictions of tracer breathing-zone concentration are presented in Table 5 . The ranking of exposure based on the tracer results is correct, that is, A > B. In the 908 orientation (simulation A) the predicted breathing zone concentration of tracer is 0.05, while for the corresponding 1808 simulation (B) a value of 0.000001 was obtained.
These tracer concentrations can be used to estimate dimensionless aerosol concentration if one assumes that the particles are transported similarly to the jet air. In this case it can be shown that
where C t is the tracer concentration and Q j is the jet air¯ow. If this approach is employed, the calculated values for the dimensionless aerosol concen- 
Transfer eciency
The time step is the most critical variable governing transfer eciency. Figure 4 presents a plot of predicted transfer eciency as a function of time step. The ®gure contains data for both orientations, as there was little dierence between the two positions. As the time step is reduced (by more than a factor of 10) the trajectory accuracy improves, and transfer eciency converges to a value of approximately 0.75. The actual values obtained for transfer eciency were 0.772 in the 908 case and 0.778 in the 1808 position. Since computational resources increase dramatically with smaller time steps it was judged that a value of 0.001 s would be adequate for subsequent aerosol exposure simulations. This value for the time step is about 0.1 of the time scale based on the jet face velocity and the distance from the jet to the plate. The experimental values for transfer eciency were 0.94 in each orientation.
Aerosol concentration and size distributions
Due to the turbulent nature of the¯ow, there is a distribution of solutions for any given input. In addition, the lower the concentrationÐthe greater the number of trajectories needed, since the probability of a trajectory intersecting the breathing zone decreases as concentration drops. Figure 5 presents the results of the convergence study for simulation A. The ®gure plots the dimensionless breathing zone concentration as a function of the total number of trajectories per size interval used in the simulation. The results suggest that for the 908 case the predicted dimensionless concentration is about 1.08. The comparable 1808 simulation produced a result of 0, since no particles of any size were found in the breathing zone. The corresponding measured values of dimensionless concentration were 0.14 and 0.0055, respectively.
Convergent transfer eciency was the governing criterion for selecting the time step. However, the duration of the simulation (T ) is an important variable for concentration convergence. A period of 30 s, approximately three wind-tunnel volume air-changes, was found to be adequate. Approximately 90±95% of the particles used in the simulation had exited the domain of interest, and little dierence was observed when a converged 40-s simulation was compared to a converged 30-s value. The duration of the simulation divided by the time step and multiplied by the number of trajectories used dictates the total memory needed by FIDAP to perform the trajectory calculations, which was half a gigabyte of RAM in the highend simulations performed here.
A breathing-zone size distribution was constructed for the 908 case. The mass median diameter (MMD) was 23 mm and the GSD was 1.8. A summary of all the results is presented in Table 5 . Experimental values are compared with simulation values for breathing-zone concentration, transfer eciency, MMD, GSD, and dimensionless breathing-zone concentration.
In summary, the numerical simulations correctly identify the orientation eect observed in the experiment, higher exposure in the 908 case; however, the magnitude of the eect is overestimated using either the tracer gas concentration ratio or the aerosol concentration ratio. The predicted transfer eciency of 0.77 is about 82% of the measured value of 0.94; however, this results in an overestimate for the mass generation rate by a factor of about four; that is, the computer simulation predicts almost four times the mass generation rate observed in the experiment. The mass median diameter observed experimentally in the 908 orientation was in reasonable agreement with the numerical simulation.
DISCUSSION
The CFD simulations presented here are approximate solutions to a coarse representation of reality, which has many limitations and sources of uncertainty. Although the simulations correctly rank exposure, the quantitative agreement with experimental data is rather poor. The predicted ratio of exposure in the 908 to 1808 position based on the tracer is 50 000; the corresponding value based on the aerosol trajectories is indeterminate; and the measured value is 26. The simulated value for the over-spray generation rate is nearly four times the measured value.
Implicit in the conduct of these simulations is that by matching the momentum±¯ux ratio of the experiment, one would obtain the same value of dimensionless concentration. Obviously such agreement was not observed. There are many possible explanations for the quantitative discrepancies noted above. However, the error in transfer eciency is very important. Use of a 0.0254-m (1 in.) square ori®ce with a velocity of 35.56 m s À1 to simulate the actual impaction process leads to dramatic overestimation of the mass generation rate. Particles in the simulation do not have sucient momentum to impact, and thus become available for exposure. This suggests that reducing the size of the ori®ce in the simulations, and increasing the air velocities (both jet and tunnel) to maintain the correct momentum¯ux ratio should produce better agreement with the experimental data. Research is currently underway to examine these re®nements.
Comparability of the numerical predictions of aerosol concentration and size distribution with measured values is also problematic. Measured concentrations were gathered using open-face ®lters, while closed-face ®lters were used for the size distribution samples. These sampling methods will tend to underestimate the true aerosol concentration due to aspiration losses at the inlet, especially for larger particles. No attempt was made to account for these sampling losses in the numerical simulations. Using empirically derived equations for aspiration eciency (Vincent, 1995) as a function of orientation, it is estimated that the true aerosol mass concentration ratio for the 908 to 1808 case is at least twice the measured value of 26.
The superior agreement of the measured dimensionless concentration in the 908 case (0.14) with the simulation value using the tracer approach (0.2) versus the particle trajectory approach (1.08) may be related to this aspiration eciency problem. If only smaller particles are sampled then their transport will be closer to the jet-air (tracer) than the larger particles. Calculating the dimensionless concentration for each size interval used in the simulation supports this hypothesis. These values increase in a nearly monotonic fashion from a value of 0.3 for a 2.5-mm particle to 1.9 for the 67.5-mm size.
The major computational limitation in this work relates to the enormous data ®les that must be generated to hold the particle trajectory data for subsequent processing. To calculate the converged mean concentration using 2800 particles per size interval, over 60 gigabytes of data were processed in a very inecient, time consuming manner. The fact that the source code is not available makes it impossible to include the post-processor as part of the FIDAP code. If this were possible, trajectory data would not need to be written to disk and postprocessed, thus greatly improving the speed and capacity of this approach. At present we are investigating the creation of a more ecient post processor. This is critical since it appears that for lower concentrations more particles are needed to obtain convergent solutions. This has profound implications for the computational resources needed to obtain accurate concentrations in the range of interest for hygienists.
The use of computational¯uid dynamics as a tool for occupational hygienists in exposure control is still in its infancy, but this work demonstrates a successful ranking of exposure using a relatively coarse level of simulation. The potential for CFD as a tool in the optimisation of control interventions is clear, and as computational resources improve more realistic simulations will be possible.
