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vSUMMARY
Serial correlation in the residuals of time series models is commonly observed.
However, estimation of the resultant models that incorporate the correlation is very
difficult, especially when the regression function is nonlinear. Existing estimation
methods usually require strong assumption between the residuals and the regres-
sors, which typically excludes the autoregressive models. By extending the Whittle
likelihood estimation, this dissertation investigates in details a semi-parametric au-
toregressive model with residuals of ARMA sequence. Asymptotic normality of the
estimators is established, and a model selection procedure is proposed. Numerical
examples are employed to illustrate the performance of the proposed estimation
and the necessity of handling the serial correlated residuals. Extended nonlin-
ear dynamic panel data model with residuals of ARMA sequence is also proposed
and a modified estimation procedure is established, several numeric examples are
simulated to demonstrate the estimation efficiency of the model.
vi
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1CHAPTER 1
Introduction
1.1 Time Series Analysis: A Literature Review
The collected sequential data over time is the main object of study in time se-
ries analysis, where the time order of the data is of importance. Compared to other
forms of data, the serial dependence among the data is a distinguishing character of
time series. There are various backgrounds of time series application, and accord-
ing to different purposes of studies data can be collected hourly, daily, monthly, or
yearly and so on. Notation such as {Yt}, t = 1, . . . , N is often used to mark a time
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series with time span N. There are different research objectives of time series anal-
ysis. Statisticians usually seek to explore the probability law that dominates the
observed time series. After such probability law being established, the underlying
dynamics could be better understood, thus forecast of future events could be more
accurately provided . In order to explore the probability law, proper statistical
modeling and estimation are necessary in time series analysis. Throughout the
current section, a few time series models and the related analytical technologies
will be discussed, and the process of their development will be displayed.
1.1.1 Linear Time Series Models
The autoregressive (AR) models proposed by Yule (1927) starts the era of linear
time series modeling in statistics history. A class of AR models with order p ≥ 1
can be defined as
Yt = α1Yt−1 + . . .+ αpYt−p + εt, (1.1)
where αj, j = 1, . . . , p are constant, and εt is white noise (WN), which fulfills that
E(εt) = 0 and E(εiεj) = δijσ
2, here δij is indicator function that δij = 1 only when
i = j, otherwise δij = 0. Model (1.1) depicts the current value Yt through its past
p values Yt−1, . . . , Yt−p as a linear regression form. The difference between model
(1.1) and common linear regression models is the exclusion of the intercept. One
way to achieve this is deleting the mean from the observed data before the fitting,
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which is actually a common practice in time series analysis. A time series process
follows model (1.1) can be denoted as Yt ∼AR(p).
Another linear process is later studied by Slutzky (1937) and Wold (1938),
called moving average (MA) process with order q ≥ 1, which is defined as
Yt = εt + θ1εt−1 + . . .+ θqεt−q, (1.2)
where εt ∼WN(0, σ2), and denote Yt ∼MA(q). An MA model is actually a moving
average of a white noise process to describe a time series. Caused by the inclusion
of the same εt−j, there exists correlation between Yt and Yt−h. Certainly, when
h > q, the correlation between Yt and Yt−h disappears.
A more general dynamics of time series is an integration of AR and MA models,
which is called the autoregressive moving average (ARMA) model
Yt = α1Yt−1 + . . .+ αpYt−p + εt + θ1εt−1 + . . .+ θqεt−q, (1.3)
write Yt ∼ ARMA(p,q). Define the backshift operator as
BkYt = Yt−k, k = 0,±1,±2, . . . ,
The ARMA(p,q) model could be briefly written as
α(B)Yt = θ(B)εt, (1.4)
where α(B) and θ(B) are polynomials defined as
α(B) = 1− α1B − . . .− αpBp, θ(B) = 1 + θ1B + . . .+ θqBq,
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By the way, ARMA(p,q) models’ flexibility in approximating many stationary pro-
cess makes them frequently applied in time series analysis. However, those nonlin-
ear structures as discussed in this dissertation are beyond the ability of ARMA(p,q)
models.
Generally, time series analysis is about to study the unknown information con-
ditional on the known, therefore some assumptions are required to ensure that
some of the characteristics of the underlying probability law are sustained over
a time period. This leads to the conception of the stationarity and measure of
dependence. The following definition describes the weak stationarity of a time
series,
Definition 1.1. A time series {Yt, t = 0,±1,±2, . . .} is said to be weak stationary
(or stationary) when E(Y 2t ) <∞ for each t and
(I) The expectation E(Yt) is constant, independent of t,
(II) The covariance Cov (Yt, Yt+k) is independent of t, for any integer k.
The following auto-covariance function (ACVF) and autocorrelation function
(ACF) are typical dependence measure functions among the observations at differ-
ent time points t.
Definition 1.2. Assume {Yt} to be a stationary time series. The ACVF of {Yt}
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is
λ(k) = Cov (Yt+k, Yt), k = 0,±1,±2, . . . .
The corresponding ACF of {Yt} is
ρ(k) = λ(k)/λ(0) = Corr (Yt+k, Yt), k = 0,±1,±2, . . . .
Another characteristic is often needed, the invertibility of MA(q) process, oth-
erwise given the same ACF for a time series process, the MA(q)’s coefficients are
not unique. Definition of invertibility is below,
Definition 1.3. A MA(q) process {Yt} is called invertible when it can be trans-
formed into a stationary AR(∞) process like this




Generally for statistical inference, the ARMA(p,q) model need to be stationary
and invertible, Theorem 1.1 below provides a sufficient condition that controls the
ARMA(p,q) process to be stationary and invertible.
Theorem 1.1. The process {Yt, t = 0,±1,±2, . . .} given by (1.3) is stationary and
invertible if α(z) 6= 0 and θ(z) 6= 0 for all complex numbers z such that |z| ≤ 1,
where
α(z) = 1− α1z − . . .− αpzp, θ(z) = 1 + θ1z + . . .+ θqzq,
are polynomials defined in (1.4).
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The stationarity, invertibility and ACF will be mentioned and utilized in the
following chapters when doing model construction and model diagnostics. Notably,
stationarity defined in Definition (1.1) is primarily used for linear time series, where
the main concern is the linear relation between variables at different time points.
In contrast, much more beyond the first two moments has to be considered for
nonlinear relationships, thus the strict stationarity is often required in the context
of nonlinear time series analysis.
Definition 1.4. A time series {Yt, t = 0,±1,±2, . . .} is strictly stationary if
(Y1, . . . , Yn) and (Y1+k, . . . , Yn+k) are from the same joint distribution for any inte-
ger n ≥ 1 and any integer k.
1.1.2 Nonlinear Time Series Models
However, many nonlinear features are often observed in various data of ap-
plication, such as non-normality, asymmetric cycles, bimodality, and nonlinearity
between lagged variables, nonlinear models have been proposed to deal with these
features in recent years. In fact, there are countless number of nonlinear forms that
can be implemented instead of the linear time series models. But it would be an
endless job for any researcher to try one after another. A natural alternative way
is to perform the saturated nonparametric model, without imposing any particu-
lar form on autoregressive functions. Though this is certainly flexible in reducing
1.1 Time Series Analysis: A Literature Review 7
modeling biases, it will encounter a problem called ”curse of dimensionality” when
there are more than two lagged variables, this has been clearly interpreted by
Hastie and Tibshirani (1990), Scott (1992) and Fan and Gijbels (1996).
There are many nonparametric and semi-parametric time series models, with
certain forms imposed on the autoregressive functions. They are more suitable
to reduce possible modeling biases. On the other hand, they are much easier to
be estimated accurately than saturated nonparametric models. Chen and Tsay
(1993) introduced the functional coefficient autoregressive (FAR) model, which
is also known as varying-coefficient (VC) model in other statistical fields. Their
model admits the form
Yt = a1(Yt−d)Yt−1 + . . .+ ap(Yt−d)Yt−p + εt, (1.5)
where εt ∼ WN(0, σ2), and εt is independent of Ft−1 = σ{Yt−1, Yt−2, . . .}, σ means
the σ field, and Ft−1 means the past information at and before time point t-1.
The coefficient functions a1(·), . . . , ap(·) are unknown. The generalized exponential
autoregressive (EXPAR) model by Ozaki (1982) is actually a special case of FAR





αj + (βj + γjYt−d)exp(−θjY 2t−d)
}
Yt−j + εt, (1.6)
where θj ≥ 0 for j = 1, . . . , p. Besides, FAR model also allows many other forms for
the coefficient functions. Other researchers proposed and studied a generalization
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of FAR, which allows the coefficient functions to depend on the linear combinations







where Yt−1 = (Yt−1, . . . , Yt−p)>, and β = (β1, . . . , βp)> ∈ Rp is an unknown di-
rection, namely ||β|| = 1. This model and its special case single index model
have been widely studied in literature, see for instances Newey and Stoker (1993),
Heckman et al. (1998) Xia and Li (1999) and Fan et al. (2003).
Additive autoregressive (AAR) model proposed by Fan and Yao (2005) can also
avoid the curse of dimensionality, as all the functions f1, . . . , fp are univariate and
can be estimated as well as the one-dimensional nonparametric regression problem.
And the AAR model is like
Yt = f1(Yt−1) + . . .+ fp(Yt−p) + εt, (1.8)
There is a specific member of FAR and AAR named partially linear model, which
has the following structure
Yt = f(Yt−1) + β2Yt−2 + . . .+ βpYt−p + εt, (1.9)
where some of the additive functions are linear. More details about the partially
linear model could be found by Ha¨rdle and Liang (2007).
All the models above, FAR (1.5), EXPAR (1.6), AFAR (1.7), AAR (1.8) and
partially linear model (1.9), if were implemented to general regression analysis
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rather time series analysis, the assumption that εt ∼ WN(0, σ2) might be appro-
priate. However, when these models are applied to time series analysis, i.e. with
lagged variables as regressors, εt ∼WN(0, σ2) could hardly be satisfied. This could
also be explained by equations as
whether E(εt|Ft−1) = 0,
or E(εt|Ft−1) 6= 0, (1.10)
where the latter inequality is more likely to appear when the errors εt are serial
correlated. This is similar to the situation that ARMA(p,q) is usually more efficient
and more suitable than AR(p), because the random errors in time series analysis
are seldom WN(0, σ2), they are more likely to be autocorrelated. And to eliminate
the autocorrelation of random errors may need large number of lagged variables,
which will make the model much more complicated. For example a ARMA(p,1)
model may need AR(p) with quite large p to approximate.
Therefore for linear time series analysis, ARMA(p,q) models’ development
shows the necessity for assuming the random errors to have some autocorrelation
structure. Naturally extended to nonlinear time series analysis, this dissertation
mainly focuses on modeling nonlinear time series with autocorrelated errors. Other
related work will be presented in the next section, mainly about existing regression
models with autocorrelated errors. Moreover, their flaws when applied to time se-
ries analysis will also be pointed out, which in turn shows how the main idea of
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this dissertation is conceived.
1.2 Regression Models with Autocorrelated Er-
rors: A Literature Review
Early studies of regression models with autocorrelated errors date back to those
of Altman (1990), Hart (1991), Chu and Marron (1991) and Hall et al. (1995),
where they considered model as below using kernel smooth method, for t =
1, . . . , N ,
Yt = m(Xt) + εt, (1.11)
Here m is the smooth unknown regression function defined on the interval [0, 1]
(without loss of generality), Xt are equally spaced fixed design points, i.e. Xt =
t/N , and εt represents unknown serial dependent errors. The aforementioned s-
tudies used kernel regression to estimate m(Xt), and found out that the efficiency
of kernel estimators is affected by serial correlation. Furthermore, as they need
to select the bandwidth using kernel estimation, they also found out that failure
of cross-validation occurs for autocorrelated errors, therefore they proposed some
remedy to correct the cross-validation. Later, Ray and Tsay (1997) proposed an-
other modified plug-in bandwidth estimator to solve such problem. In addition,
Hall and Van Keilegom (2003) proposed a difference-based method for inference
1.2 Regression Models with Autocorrelated Errors: A Literature Review 11
in nonparametric regression with time series errors, their estimator produced a
simplified version of time series cross-validation. Recently, Brabanter et al. (2011)
propsed a bandwidth selection procedure based on bimodal kernel which success-
fully removes the autocorrelation without requiring any prior knowledge about its
structure and its parameters.
Except using kernel estimation, other estimation has also been applied to study
model (1.11). For example Wang (1998) extended generalized maximum likelihood
method to estimate the smoothing parameters and the autocorrelation parameters
simultaneously using spline-smoothing techniques. Another similar work has been
done by Beran and Feng (2001), which extended the ARMA error process to an
FARIMA-GARCH process, and applied local polynomial approach to estimate
m(Xt). All these studies mentioned above only deal with univariate nonparametric
regression with time as the regressor variable, i.e. Xt = t/N in (1.11), this greatly
limits their application only to a small group of data.
To extend the limitation, Smith et al. (1998) presents a comprehensive Bayesian
approach for semi-parametrically estimating an additive regression model when the
errors are autocorrelated. Their extended model forms like
Yt = α0 +D(t) + f1(X1t) + . . .+ fp(Xpt) + εt. (1.12)
And they modeled the unknown functions through spline method. Compared
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to model (1.11), the difference lies in that some exogenous variables, such as
f1(X1t), . . . , fp(Xpt), are also incorporated into the nonparametric regression mod-
el, in addition to the univariate time regressor t/N in (1.11).
Later on, Xiao et al. (2003), Su and Ullah (2006a) and Liu et al. (2010) al-
so studied model (1.11) with Xt to be more general rather than just Xt = t/N .
However, all of them assume that E(εt|X1, . . . , XN) = 0 or that Xt and εt are inde-
pendent, because in their studies the implementation of local polynomial approach
needs this assumption, otherwise local polynomial estimators would be inconsis-
tent.
Because this dissertation focuses mainly on time series analysis, as described in
Section 1.1. It is difficult to avoid the situation that some of the regressor variables
are lagged variables of {Yt}, i.e. Xt = {Yt−1, . . . , Yt−p} in model (1.11) and (1.12).
Under this circumstance, Xt = {Yt−1, . . . , Yt−p} is correlated with εt−1, when there
exists serial dependence between εt and εt−1, immediately the assumptions that
Xt and εt are independent and that E(εt|Ft−1) = 0 will not be appropriate, in
contrast
E(εt|Ft−1) 6= 0
will be more frequently to appear as discussed in (1.10). Thus the local polynomial
estimators might not be consistent with serial dependent errors.
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In summary, as shown in literature, models with lagged variables assume the
random errors to be white noise, and models with autocorrelated random errors
have not incorporated lagged variables, hence we come up with the conception
of modeling nonlinear time series data with autocorrelated errors, an estimation
procedure will be established to deal with such problem in this dissertation. In
the next section, some spectral analysis of time series and its development will
be introduced, these are useful tools to be applied in our proposed estimation
approach. After this, it will bring out the first task to be elaborated in Chapter 2.
1.3 Spectral Analysis of Time Series: A Litera-
ture Review
1.3.1 Spectral Density Function and Periodogram
For a stationary time series {Yt}, the following theorem shows that the ACF
defined in Definition 1.2 can be denoted by a Fourier transformation of a certain
distribution function F (see Fan and Yao (2005), Chapter 2).
Theorem 1.2. A real-valued function defined at all integers {ρ(δ) : δ = 0,±1,±2, . . .}
is ACF of a stationary time series if and only if there exists a symmetric probability
1.3 Spectral Analysis of Time Series: A Literature Review 14






√−1 is the imaginary unit and F is called the normalized spectral





then f is called the normalized spectral density function (SDF).
Moreover, suppose that ρ(δ) is the ACF of a stationary time series and is




then the normalized SDF exists, being a symmetric probability density function
















Because ρ(δ) = λ(δ)/λ(0) shown in Definition 1.2, non-normalized spectral distri-
bution function and non-normalized SDF could be defined by multiplying a λ(0) in
equations (1.13), (1.14) and (1.15). In the following description, SDF will always
represent the non-normalized spectral density function unless otherwise specified.





|1 +∑pj=1 αje−ijω|2 , (1.16)
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where αj, j = 1, . . . , p and θj, j = 1, . . . , q are coefficients of lagged variable defined
in equation (1.3).
The periodogram is a natural estimator for SDF, which is defined as









−itωn|2, n = −[N − 1
2
]




where ωn = 2pin/N is the Fourier frequency, denote ωn ∈ WN and [x] means the
floor integer of x.
From the above definition, it is easy to show that there is a relationship between
I(ωn) and sample ACVF as shown in the following Theorem.












(Yt − Y¯ )(Yt+δ − Y¯ ), δ ≥ 0
where Y¯ = 1/N
∑N
t=1 Yt is the sample mean of {Yt, t = 1, . . . , N} and λˆ(δ) is the
sample ACVF with symmetry.
PROOF: Firstly denote 1 to be column vector with all entries equal to 1, and
en = (e
iωn , e2iωn , . . . , eNiωn)>. Since eiδωn = cos(δωn) + i sin(δωn), and cosine is
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even symmetric on [−pi, pi] while sine is odd symmetric, thus
2piN∑
t=1






(Yt − Y¯ )e−iδωn
N∑
s=1








(Yt − Y¯ )(Ys − Y¯ )e−i(t−s)ωn























which is equivalent to (1.18). 
Compared to (1.15), it can be seen that this periodogram is a natural estimator
for SDF, since they have similar forms, except that SDF is summation of infinite
terms but periodogram of finite. The asymptotic properties of I(ωn) as estimator
of f(ωn) has been established, see Brockwell and Davis (1991), which is beyond the
coverage of this dissertation. But as tools they will show their applications, first-
ly Whittle (1953) discovered an approximation to Gaussian Likelihood function,
based on this many theories and methods of ARMA model and other parametric
time series models have been established, and next subsection will cover this topic.
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1.3.2 Whittle Likelihood Estimation
A time series {Yt} is said to be Gaussian process if and only if for all finite set
of indices {t1, . . . , tk}, such that {Yt1 , . . . , Ytk} is a multivariate Gaussian random
variable. For a stationary and invertible ARMA model defined in (1.3), when
εt, t = 1, . . . , N are independent identically distributed (IID) Normal(0, σ
2), then
Y = {Y1, . . . , YN} is a stationary Gaussian process. Hence the Gaussian -2 log
likelihood function could be written as
L(α,θ, σ2) = log |σ2ΣN |+ σ−2Y >Σ−1N Y , (1.19)
where α = (α1, . . . , αp)
>, θ = (θ1, . . . , θq)> are corresponding coefficients’ vec-
tor, and ΣN is the covariance matrix of Y with dimension N × N . Minimizing
(1.19) over parameter space can generate maximum likelihood estimator (MLE),
i.e. {αˆ, θˆ, σˆ2}. Unfortunately, there exists intensive computation burden when
|ΣN | and Σ−1N are involved in the evaluation of L(α,θ, σ2), even for moderately
large sample. Furthermore, the asymptotic properties of the estimator is not s-
traightforward since the dimension of ΣN goes to infinity along with sample size
N .
Such a problem was tackled by Whittle (1953) through some ingenious matrix
calculus. The quadratic form of (1.19) was approximated by an integration of the
ratio between the periodogram of the observations and the corresponding SDF of
1.3 Spectral Analysis of Time Series: A Literature Review 18













Using equation (1.20), Hannan (1973) built asymptotic theory of linear time
series models under weaker conditions, and also showed that, minimizing (1.20) is
equivalent to minimizing
LW (α,θ, σ







After this, Dunsmuir and Hannan (1976) gave extensions to the case of vector-
valued observations. Later, Fox and Taqqu (1986) used Whittle likelihood to study
large sample properties for strongly dependent stationary gaussian time series, such
as fractional Gaussian noise and fractional ARMA, and Dahlhaus (1989) extend-
ed the study of Fox and Taqqu (1986) to be more general. Moreover, Whittle’s
method has also been applied to ARCH models, see Giraitis and Robinson (2001).
Similarly by investigating the periodogram of residuals, Shimotsu et al. (2005) al-
so proposed a semiparametric estimation of the memory parameter in fractionally
integrated time series. All the aforementioned articles deal with problems with
explicit parametric form of SDF, however the estimation will be different and dif-
ficult while studying nonlinear time series without an explicit form of SDF, which
will be solved in this dissertation by an extended Whittle likelihood estimation.
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1.4 Gaps and Purposes
In the above three subsections, literature reviews for time series models, regres-
sion models with serial dependent errors and spectral analysis of time series have
been exhibited. When studying practical time series data, the existing models and
methods are more or less flawed. The aforementioned nonlinear time series models
with lagged variables do not generalize the random errors to be serial dependent
even this is a common phenomenon in time series analysis. On the other hand,
those regression model considering autocorrelated errors do not incorporate lagged
variables, which excludes their application to studying the dynamics of time series.
Moreover, although Whittle likelihood estimation has been used to study many
time series models with explicit form of SDF, the viability of applying Whittle
likelihood estimation to nonlinear time series without an explicit form of SDF has
rarely been studied. We attempt to tackle all these issues and study the proposed
model in the following chapters.
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CHAPTER 2
Whittle Likelihood Estimation of
A Semi-varying Coefficient Time
Series Model
2.1 Introduction
Xiao et al. (2003) proposed an efficient approach in nonparametric regression
with AR errors, assuming the residuals to be a general linear process and can
be approximated by a truncated AR process. Su and Ullah (2006a) extended the
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residuals to a nonparametric AR process. Recently, Liu et al. (2010) generalize the
noise to be stationary ARMA(p,q) process, i.e.
ξt = θa(B)
−1θm(B)εt, (2.1)
where θa(B) = 1 + θa1B + ... + θaq1B
q1 and θm(B) = 1 + θm1B + ... + θmq2B
q2
are irreducible, and B is the back-shift operator. They find that the estimation
efficiency improves substantially by considering the autocorrelated errors when
it exists. The approach of Su and Ullah (2006a) without an explicit parametric
form of the residual process leads to slow convergence in the estimation of the
errors’ structure, hence affects model’s prediction. However, most of the existing
autoregressive models assume
E(ξt|Xt) = 0 almost surely, (2.2)
in order to obtain their theoretical efficiency. For autoregressive models with Xt =
Yt−1, condition (2.2) can be hardly fulfilled.
In the conventional linear ARMA model, one way to get around the problem
that (2.2) is violated is by using higher order AR(m) to approximate the ARMA
model. However, this is not so efficient as m must tend to infinity with sample
size and thus needs much more parameters. As a consequence the higher order AR
model is less efficient than the original ARMA model in the estimation. For nonlin-
ear time series models, to use a higher order nonlinear AR model to approximate
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a nonlinear ARMA model is even more intractable because the resultant model
might have a very complicated functional structure. Therefore, investigating the
estimation of AR models with serial correlated residuals is very important in time
series modeling. The estimation is also difficult, as even for the simple AR mod-
el with serial correlated error (2.1) the estimation is not trivial. First, the least
squares estimator (LSE) might not be consistent when (2.2) is not satisfied. In
calculation alone, iterative estimation between the regressive part or autoregres-
sive part and the serial correlation part (2.1) have to be used . However, its theory
can be only justified in some special case; see for example Liu et al. (2010). Third-
ly, the maximum likelihood estimation (MLE) is also not easily tractable because
the likelihood function contains the inverse of covariance matrix of (ξ1, ...., ξN)
> ,
while the dimension of the matrix goes to infinite with sample size N . To solve the
estimation problem of linear ARMA model, Whittle (1953) used several ingenious
matrix calculus and approximated the maximum likelihood function by a summa-
tion of the ratios of the periodogram of the observations and the corresponding
spectral density function (SDF).
In this thesis a new estimation method is proposed for a general varying coeffi-
cient model, but the method can be analogously used to the other semi-paramertic
models. The estimation is based on (i) B-spline approximation of functions in
the model and (ii) an extension of the traditional Whittle Likelihood Estimation
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(WLE). The rest of this Chapter is organized as follows. Section 2.2 states the
model we are going to estimate and its identifiability. An extension of the Whittle
likelihood estimation (WLE) is proposed for the model estimation, while a spline-
based methods is used to approximate the varying coefficient functions. Compared
with Liu et al. (2010), iteration is not needed in our approach. Section 2.3 studies
the consistency and rates of convergence of the estimators for varying coefficient
functions and linear coefficients; Section 2.4 elaborates a model selection proce-
dure, i.e. providing some implementation details for determination of variables,
and distinguishing varying coefficient variables and linear variables, as well as de-
termination of the threshold variable and placement of knots; Section 2.5 considers
some numeric examples to see the numerical performance of the methods and to
illustrate the application of the proposed methods in real data.
2.2 Model and Estimation
In the following sections, we illustrate the estimation idea using a semi-varying
coefficient model with ARMA errors (SVCARMA),
Xt = g0(Xt−d) + g1(Xt−d)Xt−1 + . . .+ gr(Xt−d)Xt−r + (2.3)
+β1Xt−r−1 + . . .+ βpXt−r−p + ξt,
ξt = θa(B)
−1θm(B)εt,
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where ξt is a general ARMA(q1, q2) process with θa(B) and θm(B) defined below
(2.1). This model not only allows the random errors to be autocorrelated, but
also relax the restriction E(ξt|Ft−1) = 0, where Ft−1 = σ{Xt−1, Xt−2, . . .} is the
σ-field containing information at and before time point t − 1. Without losing
generality, we assume lagged variables {Xt−1, . . . , Xt−r} have varying coefficients
and the others constant coefficients. We also assume g0(Xt−d) is a varying intercept
which could also be downgraded to constant intercept β0. Determination of the two
types of coefficients will be discussed later. Besides, Xt−d is the threshold variable,
and {g1(Xt−d), . . . , gr(Xt−d)} are the varying coefficient functions. Furthermore,
the results obtained below can be easily extended to the case that part or all of
{Xt−j, j = 1, . . . , (r + p)} are exogenous variables. The model with ξt being IID
was first studied by Zhang et al. (2002) and Li et al. (2002) based on the functional
coefficient model of Chen and Tsay (1993) in time series context and the varying
coefficient model of Hastie and Tibshirani (1993) for IID data. More recent work
on similar model includes Cai et al. (2000) and Yao and Li (2013).
Model (2.3) may not be identifiable. For example, when all the varying intercept
and varying coefficient functions, g0, g1, . . . , gr, are constant, the model will be a
linear autoregressive model with ARMA(q1, q2) random errors,
β(B)Xt = ξt, ξt = θa(B)
−1θm(B)εt,
where β(B) = 1 +β1B+ ...+βpB
p is the polynomial of back-shift for the AR part.
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This model is not identifiable, because it could also be represented by
θa(B)Xt = ξt, ξt = β(B)
−1θm(B)εt.
However, this problem can be fixed by imposing the following assumptions.
A1 The innovation errors εt, t = 1, . . . , N in model (2.3) are white noise, and
0 < σ20 = Var(εt) <∞.
A2 Denote
g(Xt−Sg) := g0(Xt−d)+g1(Xt−d)Xt−1+. . .+gr(Xt−d)Xt−r+β1Xt−r−1+. . .+βpXt−r−p
Sg means the set of all lagged variables. Similarly, g(Xt−1−Sg) represents the
same structure at time point t − 1. We assume G(Xt−Sg) = Xt − g(Xt−Sg)









for any set of nonzero {φj, j = 1, . . . ,∞}, i.e. Σ∞j=1φ2j 6= 0, and any H(Xt−Sg)
of semi-parametric or parametric structure, where the backshift operater B
to H(Xt−Sg) is defined as B
jH(Xt−Sg) = H(Xt−j−Sg).
Lemma 2.1. Suppose process {Xt} is generated by model (2.3), where ξt = θa(B)−1θm(B)εt,
satisfying assumptions A1 and A2. If model (2.3) could be written as
Xt = g(Xt−Sg) + ξt, where ξt = θa(B)
−1θm(B)εt (2.4)
Then polynomial θ−1a (B)θm(B) and nonlinear function g(Xt−Sg) are unique.
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For model (2.3), one part needs to estimate is the varying coefficient func-
tions and the other part is the constant coefficients including linear variables’
coefficients and those in random errors ξt. Determination of varying coefficient
variables and linear variables will be studied in Section (2.4). Denote the pa-
rameters of linear part by β = (β1, . . . , βp)
> and that of ARMA(q1, q2) by θ =
(θa1, . . . , θaq1 , θm1, . . . , θmq2)
> .
Write model (2.3) in matrix form as
Y = g0(Xt−d) +D(X1)g1(Xt−d) + . . .+D(Xr)gr(Xt−d) +XNpβ + ξ, (2.5)
where
Y = (X1, X2, ...XN)
>, Xj = (X1−j, ..., XN−j)>, j = 1, 2, . . . , r + p,
gj(Xt−d) = (gj(X1−d), ..., gj(XN−d))>, j = 0, 1, 2, . . . , r,
XNp = (Xr+1, . . . ,Xr+p), 1N = (1, 1, . . . , 1)
>, and ξ = (ξ1, ..., ξN)>,
where D(Xj) is diagonal matrix of Xj, and Y is column vector of time series, Xj
is column vector of jth lagged variable, and gj(Xt−d) is column vector of varying
coefficient at all Xt−d, ξ is column vector of the random errors. Let g(u) = (g1(u),
. . . , gr(u))
> when Xt−d = u and α> = (β>,θ>).
We first introduce the Whittle likelihood function for the model of random
errors ξt in (2.3), ξt = θa(B)
−1θm(B)εt. Define a set of frequencies as
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The periodogram of {ξt, t = 1, . . . , N} at frequency ωn, denoted by I(ωn) has two








−itωn|2, where i = √−1, (2.6)











here c(δ) is similar to the sample auto-covariance function (ACF) for ξt except
that there is no substraction of ξ¯ = 1/N
∑N
t=1 ξt. Note that the theoretical SDF
f∗(ω,θ) of {ξt} takes the following parametric formula




|1 +∑q2j=1 θmje−ijωn|2 , (2.7)
where f(ω,θ) is the standardized SDF when innovations Var(εt) = 1 in ξt =
θa(B)
−1θm(B)εt. The following formula is the conventional Whittle likelihood









−pi log{f(ω,θ)}dω = 0 as shown in Hannan (1973), under regular as-
sumption A8 specified in Section 3, Hannan (1973) and Dahlhaus (1989) pointed
out that minimizing integration (2.8) is equivalent to minimizing the following
summation
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Let θˆ = arg min
θ
QN(θ). Then σ
2 can be estimated by replacing the θ in (2.10)
with θˆ








Note that the above estimation is practicable for linear ARMA(q1, q2) model
when {ξt, t = 1, . . . , N} in formula (2.10) are observed. For the prime model (2.3),
however, ξt is not observable. A natural way is to replace it with
ξ∗ = {Y − (D(Xt−y1)g1(U) + . . .+D(Xt−yr)gr(U) +XNpβ)},
which could be regarded as an estimator of ξ if functions of g(u) and coefficients β
were known. Therefore, we propose to estimate varying coefficient functions g(u)











Moreover, g(u) will be estimated by B-spline approach. Replace those g(u) in ξ∗
with B-spline bases multiplying their coefficients γ> = (γ>1 , ..., γ
>
r ), where {γj, j =
1, . . . , r} are the coefficients of B-spline bases for estimating each {gj(u), j =
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This formulation is an extension of Whittle likelihood. The extension is applicable
to the case that the theoretical SDF of the underline time series does not exists or
that the time series is not observable directly.
Next, we discuss in details on using B-spline approach to estimate the vary-
ing coefficient functions g(u) = (g1(u), . . . , gr(u))
>. Let Cm[a, b] be a collection
of functions defined on [a, b] such that their mth order derivative exists and is
continuous. The following assumptions will be used when derive the asymptotic
properties.
A3 Function gj(u) ∈ Cm[a, b], for all j = 1, . . . , r. The number of inter knots
k0 ≥ C0N1/(2m+1), where m ≥ 2, C0 > 0 is a constant.
A4 Let c = {a = c0 < c1 < . . . < ck0 < ck0+1 = b} be the knots sequence for u.
Assume the distance hj = cj − cj−1 between adjacent knots and k0 satisfies
max
1≤j≤k0
|hj+1 − hj| = o(k−10 ) and h/ min
1≤j≤k0
hj ≤M0,
where h = max1≤j≤k0 hj, and M0 > 0 is independent of N and {gj(u), j =
1, . . . , r}.
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These two assumptions ensure that h = O(1/k0) = O(N
−1/(2m+1)). Let {Bj,m(.)}kj=1
be the collection of B-spline bases built on knots c of order m. Define the function
space built on the bases as
S(m, c) = {B(u)γ : γ ∈ Rk} = {s(x) ∈ Cm−2[a, b] : s(x) is a polynomial of degree
(m− 1) on each subinterval [cj−1, cj]},
where B(u) = {B1,m(u), . . . , Bk,m(u)}. Hereafter for fixed m, Bj,m(.) is abbreviated
as Bj(.) for convenience. Consequently, we are going to estimate γ1, ..., γr such that
gj(u) can be well approximated by sj(u) = B(u)γj. Let
BNk(U) =

B1(u1) B2(u1) . . . Bk(u1)
B1(u2) . . . . . . Bk(u2)
...
. . . . . .
...
B1(uN) . . . . . . Bk(uN)

and sj(U) = BNk(U)γj, j = 1, . . . , r. Then
XNpβ +D(X1)s1(U) + . . .+D(Xr)sr(U) = XNpβ + Dγ,
where γ> = {γ>1 , . . . ,γ>r }(1×rk), and
D = {D(X1)BNk(U), . . . , D(Xr)BNk(U)}(N×rk). (2.13)




(Y −XNpβ−Dγ)>eN (ωn)e¯N (ωn)>(Y −XNpβ−Dγ), (2.14)
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1 cos(ωn) . . . cos((N − 1)ωn)
cos(ωn) 1 . . .
...
... . . .
. . . cos(ωn)





0 i sin(ωn) . . . i sin((N − 1)ωn)
−i sin(ωn) 0 . . . ...
... . . .
. . . i sin(ωn)
−i sin((N − 1)ωn) . . . −i sin(ωn) 0

.
For any vector X = (x1, . . . , xN)
>, X>(Mcos + Msin)X = X>McosX + 0 due to
the odd symmetry of Msin. Then the formula needs to minimize, i.e. right-hand




(Y −XNpβ − Dγ)>EN(Y −XNpβ − Dγ), (2.15)
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... . . . . . .
...
...













Note that EN is a toeplitz matrix, so it can also be written as







, δ = 0, 1 . . . , N − 1.
For θ ∈ Θ such that random error ξt is stationary and invertible, f−1(ω,θ)
can be viewed as SDF for a stationary and invertible process. We thus have
ρ(δ) → ACF (δ) as N → ∞. From (2.15), when α is fixed the estimator of
B-spline coefficients can be derived as
γˆ = (D>END)−1D>EN(Y −XNpβ). (2.16)
Note that γˆ is still a function of α> = (β>,θ>). Thus, the estimator of g(u) at
Xt−d = u is also a function of α, i.e.
gˆ(u,α) = D(B(u))γˆ = D(B(u))(D>END)−1D>EN(Y −Xβ),
where gˆ(u,α) = (gˆ1(u,α), . . . , gˆr(u,α))
>, B(u) = {B1(u), . . . , Bk(u)}1×k is the
B-spline bases at Xt−d = u. Let D(B(u)) = diag(B(u), . . . , B(u))r×rk be the block
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diagonal matrix of B(u),
D(B(u)) =

B(u) 0 . . . 0
0 B(u)





0 . . . 0 B(u)

.
Substituting γ in (2.15) by γˆ, we have
QN(α) := QN(γˆ,α) =
1
N
(Y −XNpβ − Dγˆ(α))>EN(θ)(Y −XNpβ − Dγˆ(α))
(2.17)
which is only related to α> = {β>,θ>}, i.e. the linear coefficients of (2.3) and
coefficients in ξt. As this is similar to profile likelihood estimation, which has been
studied by Severini and Wong (1992) and Carroll et al. (1997). Hereafter, we call
(2.17) the Profile Extended Whittle Likelihood Estimation (PXWLE).




and the estimator of g(u) is
gˆ(u, αˆ) = D(B(u))(D>EN(θˆ)D)−1D>EN(θˆ)(Y −Xβˆ). (2.18)
By now the approach of estimating linear coefficients and varying coefficients has
been proposed.
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2.3 Asymptotic Properties of Estimators
We first consider the asymptotic properties of estimators for the varying coef-
ficient functions. The following assumptions will be used to derive the theoretical
results.
A5 Let Θ ∈ Rp be a compact subset of {θa1, . . . , θaq1 , θm1, . . . , θmq2}>, such that
ARMA(q1, q2,θ) is stationary and invertible for all θ ∈ Θ. More specifically,
for the complex polynomial equations
∑q
j=0 θajz




separately, all roots are outside the unit-circle. This will leads to the existence
of 0 < Cf1 < Cf2 such that
0 < Cf1 < f(ω,θ) < Cf2 <∞. (2.19)
A6 Let F (u) be the theoretical cumulative distribution function (CDF) of Xt−d,
FN(u) be the empirical CDF of {Xt−d, t = 1, . . . , N}. The number of knots
satisfies k0/N
1/2 → 0 and
max
a≤u≤b
|FN(u)− F (u)| = o(k−10 ).
Let Fj(u, x), j = 1, . . . , r be the theoretical joint CDF of (Xt−d, Xt−j) ∈ <j




s2(u)dF (u) < ∞, there exist constant 0 < CUj < ∞










|FN,j(u, x)− Fj(u, x)| = o(k−10 ).




∞ for some constant τ > 2. Besides, E|Xt|τ < ∞, E|ξt|τ < ∞, and
E|Xt+δ1ξt+δ2 |τ ≤ C0 < ∞ for δ1, δ2 ≥ 1, where C0 is a positive constan-
t.
The following Lemma studies the matrix D>END in (2.18), which is essential
for the theory of splines estimation.
Lemma 2.2. Let GNk = D>END/N where D is defined in (2.13), and λGNkrk and
λGNk1 be the minimum and maximum eigenvalues of GNk. Under assumptions A5
and A6 the eigenvalues are bounded in probability by
(C11 + o(1))h ≤ λGNkrk ≤ λGNk1 ≤ (C12 + o(1))h, (2.21)
where 0 < C11 ≤ C22 <∞.
Lemma 2.3. Suppose A3 − A7 hold. Then for any fixed u ∈ (ci, ci+1], i =





g(u) + b(u) + µ∗ν
)} d→ N(0,Σu), (2.22)
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where µ∗ν is bias due to autocorrelation calculated in (2.48), and b(u) = {b1(u), . . . , br(u)}>












here Pm(.) is the mth Bernoulli polynomial which is recursively defined as









Pm−1(v)dvdu is the mth Bernoulli number defined
in Barrow and Smith (1978).
Next we consider the asymptotic properties for the parameters in the model.




(Y −XNpβ − Dγˆ(α))>EN(θ)(Y −XNpβ − Dγˆ(α)), (2.23)
where α ∈ A = B ⊗ Θ, B is compact of β and Θ is defined above. To study
the asymptotic properties of αˆ = argminαQN(α), the following assumptions are
used.
A8 Suppose that f(ω,θ) and its first derivative ∂f(ω,θ)/∂θ are both Lipschitz
class function Λa with a > 1/2, i.e. for any θ ∈ Θ
sup
ω





− ∂f(ω + ∆,θ)
∂θj
∣∣∣ = O(∆a).
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dw = 1, f(ω,θ) 6≡ f(ω,θ0) if ||θ − θ0|| > 0.
Here θ0 is the true values of the parameters. Further more assume that for
any α ∈ A, limN→∞QN(α) ≥ limN→∞QN(α0) , which means that the -log
Whittle Likelihood gets minimum value at ’true’ parameters α0 ∈ A.
Lemma 2.4. Under A1 to A9, the estimator αˆ → α0 and σˆ2 = QN(αˆ) → σ20
almost surely.
With the above Lemmas, we have the following the asymptotic properties of
the constant coefficients α.
Theorem 2.1. Suppose assumptions A1 to A9 hold. Then
√
N{αˆ−α0} d→ N(0,Φ−1AIΩβθA>I Φ−1), (2.24)
here
AI =
 Ip 0 0
0 Iq Iq




















Ip and Iq are identity matrices, p is number of linear lagged variables, i.e. the length
of β, and q = q1 + q2 is the length of θ. Elements of Ωβθ are defined respectively
by (2.69),(2.71),(2.73),(2.75),(2.77) and (2.79) in the proof.
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Now return to Lemma 2.3, as α0 is not known, g could only be estimated using
αˆ, thus we need to verify the asymptotic properties of gˆ(u, αˆ).
Corollary 2.1. Suppose assumptions A1 to A9 hold. For any fixed u ∈ (a, b],
gˆ(u, αˆ) = (gˆ1(u, αˆ), . . . , gˆr(u, αˆ))
> is asymptotically normal,
√
Nh{gˆ(u, αˆ)− (g(u) + b(u) + µ∗ν)} d→ N(0,Σv(u)).
2.4 Model Selection Criterion
2.4.1 Modified BIC
In this section, a method of selecting significant lagged variables and distin-
guishing nonlinear and linear lagged variables will be proposed. For those nonlin-
ear variables, as they are approximated by B-spline bases, Huang and Yang (2004)
suggested using BIC to select those nonlinear lagged variables, meanwhile a mod-
ification of such BIC method will be proposed later to automatically detect linear
variables. The original BIC is defined as




where P is the penalty of the number of parameters used in the model, and MSE
is the unbiased estimator for σ20. For stationary ARMA(p,q) process,Xt+β1Xt−1 +
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where I(ωn) is the periodogram of the stationary ARMA(p,q) process {Xt, t =
1, . . . , N} at frequency ωn. This has been proven by Lemma 4 of Hannan (1973)
to be equivalent to MLE, and Q˜N → σ20 a.s., therefore the MSE in BIC could be









The periodogram now is not a function of the observed process, but a function of
the transformed process of the observed one. For simplicity and without loss of
generality, take ARMA(p,q) process as example, thus Zt = Xt + β1Xt−1 + . . . +
βpXt−p is transformation of process Xt, t = 1, . . . , N with respect to β. Now it is
going to show that for ARMA(p,q) models, QN and Q˜N are equivalent as N →∞.
Write f(ωn,β,θ) of (2.25) by its definition
f(ωn,β,θ) =
|1 +∑qs=1 θse−siωn|2




















































Expand the $˜ into the summation of all entries of a matrix below
XNe
−Niωn β1XNe−(N+1)iωn . . . βpXNe−(N+p)iωn
XN−1e−(N−1)iωn β1XN−1e−Niωn . . . βpXN−1e−(N+p−1)iωn






−iωn β1X1e−2iωn . . . βpX1e−(1+p)iωn

As ZN = XN +β1XN−1 + . . .+βpXN−p, summate the entries of the above matrix in
a different order, i.e. summation of each diagonal vector, for example ZNe
−Niωn =
(XN +β1XN−1 + . . .+βpXN−p)e−Niωn . Thus the difference between $˜ and $ could
be bounded in form E|$˜ − $| ≤ δp(ωn), where δp(ωn) is a constant related to p
and ωn, and because |$˜−$| is only a summation of finite Xt1 multiplying e−it2ωn ,
thus δMp
def
= maxωn δp(ωn) <∞. Consequently,
max
ωn
E |˜I(ωn)− Iz(ωn)| = o(1),
where Cp < ∞ is a constant. Under A3, i.e. f(ωn,θ) is uniformly bounded, it
leads to










Therefore, it is shown that for ARMA(p,q) models, QN
p→ Q˜N as N → ∞. Sim-
ilarly extended to models in this Chapter, thus the MSE could be replaced by
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QN of (2.10). Some Calculation suggests the validity of the replacement as in
Wang and Xia (2014). Now we aim to select variables and to distinguish linear
variables by using BICw defined as below, where QN is defined in (2.10),




Pvc = Pv + Pc is the total number of parameters, Pv is for varying-coefficient vari-
ables, Pc for linear variables and MA(q) coefficients. For model (2.3), to estimate
each varying-coefficient function, Pv =
∑r
j Pvj, j = 1, . . . , r, Pvj = k + m − 2,
here k is number of knots and m is the smooth degree in A3, r is number of
varying-coefficient variables. Then it is easily seen that (2.27) should be written
as
BICw = log(QN) + log(N)






here p is the number of linear variables, q = q1 + q2 is the number of coefficients for
ARMA(q1, q2). For varying-coefficient variables, log(N)(k+m−2)/N is the penalty
of adding one variable. In contrast, for linear variable, the penalty is log(N)/N .
Simulation results show this BICw turns out to slightly overfit the linear
variables, i.e. selecting more linear variables. Explanation could be found in
Huang and Yang (2004), model selection procedure there for AR(p) is consistent
because they use BIC and consider each variables of AR(p) as nonlinear, therefore
their penalty of each linear variable is log(N)(k+m−2)/N . However in our BICw,
in order to be distinguished from varying-coefficient variables, the penalty of each
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linear variable is log(N)/N which is relatively smaller than that in Huang and Yang
(2004). Because slightly over fit of linear variables does not heavily affect model-
ing and prediction, we still use this BICw and following simulation results show it
works quite well.
2.4.2 Knot positions
There are two ways to place the knots, one is to make equal distances between
any two adjacent knots, i.e. equally spaced knots. The other is to place the knots
at the sample quantiles of the threshold variable so that equal number of observed
values will be placed between any two adjacent knots, i.e. quantile knots. However,
for our model SVCARMA in time series, the threshold variable is usually a lagged
variable, then the observed values of the threshold variable do not spread evenly
and are very sparse near the the boundaries, which will choose too many knots in
the middle of the data range. Thus equally spaced knots should be implemented.
2.4.3 Selection procedure
Let Smax denote the number of candidate variables to be considered. Assume
the best model is S0c ∪ S0v = S0 ⊂ {1, 2, . . . , Smax},S0c contains those linear vari-
ables, Scv for varying-coefficient variables . Firstly we assume that the appropriate
2.4 Model Selection Criterion 43
number of knots k and threshold variable’s lag d are known. In the implementa-
tion below, the knots are equally placed between the 0.5 and 99.5 percentiles of
the threshold variable.
Step 1 : Begin from two empty set Setc(Null) and Setv(Null), adding one lagged
variable at a time and deciding whether it is varying-coefficient or linear by
comparing BICw, thus there will be totally 2 ∗ Smax different BICw to be
compared in the first step, if j ∈ {1, 2, . . . , Smax} as varying-coefficient leads
to the smallest BICw, then put j into set Setv = {j}, otherwise put j into
set Setc = {j}.
Step 2 : Begin with the updated Setc and Setv, repeat step 1 by comparing the
rest candidate variables, and update Setc and Setv.
Step 3 : Repeat step 2 until the BICw could not be smaller.
Step 4 : After step 3, we have Setc, and Setv, as the final selection result might
be affected by order of entering, thus finally check whether some variables in
Setv could be moved into set Setc using similar procedure as step 1 and 2.
Finally we get Sw = Setc ∪ Setv to estimate the best model S0 = S0c ∪ S0v.
In practice when the threshold variable is unknown, selected sets of variables could
be written as Sw(d) = Sc(d) ∪ Sv(d) for lag d if Xt−d is used as threshold variable.
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Denote the corresponding BICw by BICw(d). Then, the d
∗ = arg mindBICw(d) is
the lag selected for the threshold variable. For the number of knots, we use k 
(kcN)
1/5 where kc is a tuning constant whose default value is 2 as Huang and Yang
(2004) suggested. Simulations in the next section will study whether this model
selection procedure can correctly choose varying-coefficient variables and linear
variables, i.e. whether S0c ⊂ Setc and S0v ⊂ Setv or even perfect case S0c = Setc
and S0v = Setv could be satisfied.
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Example 2.1 (Simulation Study of Asymptotic Convergence). We use the follow-
ing model
Xt = g(Xt − 3)Xt−1 + β1Xt−2 + β2Xt−4 + ξt,
ξt = εt + θεt−1,
where g(u) = 0.6 cos(u), β> = (β1, β2) = (−0.4, 0.2) and θ is set to be one of the
values −0.9,−0.5,−0.1, 0.3, 0.7, and εt are IID N(0,1), ξt is a MA(1) process. For
each setting, a sample of size N = 200, 400, 600 were drawn, and the model is
estimated. The B-spline of the degree of m = 3 is used to approximate g(u), and
number of knots k = 3, 4, 4 for N = 200, 400, 600 respectively, which are roughly
proportional to N1/5; see Huang and Shen (2004).
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We define a type of mean squared errors (MSE) to represent the estimation errors,
by
mse(β) = ||βˆ − β||2/p,
mse(θ) = ||θˆ − θ||2/q,
in this example, p = 2 and q = 1 are numbers of parameters of β and θ. For varying
coefficient function g(u) = 0.6 cos(u), consider its values at uc = {−pi/2,−pi/2 +







After 1000 replications , all the MSE values are summarized in Table 2.1. It is
generally known ignorance of the serial correlation will cause bigger bias. We also
calculate the bias as
bias(β) = ||β¯ − β||2/p
bias(θ) = ||θ¯ − θ||2/q








where g¯(u) is the average of all the estimated functions.
As for comparison, we also estimate the model, including β and g(u), but ignoring
the serial correlation in the residuals and just regarding them as IID residuals. The
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MSE values and biases values are similarly defined and are denoted by mse0 and
bias0 respectively, all results will be shown in Table 2.1. To investigate whether
increasing the MA(1)’s lag would affect the robustness of the proposed model, the
same comparison process will be implemented with ξt = εt + θεt−3 and results will
be shown in Table 2.2.
Table 2.1 summarizes the estimation errors. It can be seen that for SVCMA
models, both bias and variance become smaller as N grows. However, if we ignore
the serial dependence and apply SVC models directly, the biases for both constant
coefficients and functional coefficients are relatively larger than those of SVCMA
as N tends to infinity. Moreover, Table 2.2 also displays the results of simulation
when extending the MA(1) errors to MA(3) errors, i.e. ξt = εt + θεt−1 becoming
ξt = εt + θεt−3, this is to check whether the proposed model is robust when the
errors have lager lag dependence. It can be seen that Table 2.2 has similar results
as in Table 2.1, this means our proposed model is robust with larger lag dependence
of errors. Besides, Figure 2.1 displays a visual comparison for the estimation of
varying coefficient function when θ = 0.3, which graphically shows ignorance of
serial dependence will generate large bias.
Example 2.2 (Simulation Study of Model Selection). The next 5 different models
are used to test the model selection procedure proposed before, all of them are
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Table 2.1 Simulation Results of Example 1 with MA(1): average of mse and
bias for different parameters and function for different methods
N = 200 N = 400 N = 600
θ Errors β θ g(u) β θ g(u) β θ g(u)
-0.9 mse 0.0128 0.2071 0.1658 0.0020 0.0112 0.0074 0.0012 0.0093 0.0056
bias 0.0034 0.1631 0.1246 0.0000 0.0040 0.0015 0.0000 0.0039 0.0013
mse0 0.0173 - 0.4428 0.0083 - 0.2409 0.0072 - 0.2339
bias0 0.0120 - 0.4319 0.0061 - 0.2355 0.0059 - 0.2301
-0.5 mse 0.0062 0.0548 0.0807 0.0019 0.0056 0.0063 0.0013 0.0035 0.0042
bias 0.0002 0.0235 0.0475 0.0000 0.0000 0.0002 0.0000 0.0001 0.0002
mse0 0.0068 - 0.2140 0.0029 - 0.1278 0.0023 - 0.1234
bias0 0.0017 - 0.2030 0.0008 - 0.1231 0.0009 - 0.1202
-0.1 mse 0.0041 0.0287 0.0450 0.0021 0.0084 0.0090 0.0013 0.0055 0.0062
bias 0.0001 0.0047 0.0182 0.0000 0.0000 0.0002 0.0000 0.0000 0.0003
mse0 0.0041 - 0.0349 0.0021 - 0.0111 0.0014 - 0.0092
bias0 0.0001 - 0.0240 0.0000 - 0.0062 0.0000 - 0.0061
0.3 mse 0.0048 0.0154 0.0372 0.0022 0.0057 0.0075 0.0014 0.0036 0.0048
bias 0.0001 0.0002 0.0170 0.0000 0.0000 0.0001 0.0000 0.0000 0.0002
mse0 0.0054 - 0.0354 0.0040 - 0.0387 0.0033 - 0.0373
bias0 0.0018 - 0.0228 0.0022 - 0.0343 0.0022 - 0.0345
0.7 mse 0.0063 0.0277 0.0618 0.0019 0.0033 0.0063 0.0012 0.0021 0.0041
bias 0.0000 0.0145 0.0373 0.0001 0.0002 0.0002 0.0000 0.0001 0.0001
mse0 0.0123 - 0.0689 0.0114 - 0.1129 0.0104 - 0.1132
bias0 0.0084 - 0.0513 0.0095 - 0.1080 0.0092 - 0.1099
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Table 2.2 Simulation Results of Example 1 with MA(3): average of mse and
bias for different parameters and function for different methods
N = 200 N = 400 N = 600
θ Errors β θ g(u) β θ g(u) β θ g(u)
-0.9 mse 0.0048 0.1147 0.0808 0.0015 0.0069 0.0050 0.0009 0.0052 0.0035
bias 0.0000 0.0990 0.0638 0.0000 0.0028 0.0004 0.0000 0.0023 0.0003
mse0 0.0064 - 0.1425 0.0043 - 0.0359 0.0035 - 0.0322
bias0 0.0014 - 0.1269 0.0018 - 0.0289 0.0019 - 0.0275
-0.5 mse 0.0044 0.0145 0.0533 0.0019 0.0024 0.0059 0.0012 0.0016 0.0042
bias 0.0000 0.0055 0.0301 0.0000 0.0000 0.0006 0.0000 0.0000 0.0008
mse0 0.0063 - 0.0961 0.0051 - 0.0318 0.0043 - 0.0287
bias0 0.0020 - 0.0765 0.0029 - 0.0242 0.0029 - 0.0237
-0.1 mse 0.0041 0.0086 0.0495 0.0021 0.0035 0.0100 0.0014 0.0024 0.0070
bias 0.0000 0.0006 0.0174 0.0000 0.0000 0.0006 0.0000 0.0000 0.0010
mse0 0.0039 - 0.0510 0.0024 - 0.0124 0.0016 - 0.0095
bias0 0.0001 - 0.0223 0.0004 - 0.0030 0.0003 - 0.0035
0.3 mse 0.0039 0.0063 0.0600 0.0019 0.0029 0.0101 0.0012 0.0020 0.0070
bias 0.0000 0.0001 0.0211 0.0000 0.0000 0.0006 0.0000 0.0000 0.0008
mse0 0.0066 - 0.0576 0.0041 - 0.0164 0.0035 - 0.0125
bias0 0.0025 - 0.0145 0.0020 - 0.0065 0.0021 - 0.0062
0.7 mse 0.0048 0.0270 0.0881 0.0016 0.0024 0.0076 0.0011 0.0016 0.0051
bias 0.0001 0.0189 0.0561 0.0000 0.0003 0.0004 0.0000 0.0002 0.0003
mse0 0.0126 - 0.0717 0.0075 - 0.0236 0.0068 - 0.0207
bias0 0.0075 - 0.0373 0.0052 - 0.0139 0.0053 - 0.0143
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Figure 2.1 Comparing Convergence of estimator gˆ(u) between SVCMA and SVC
2.5 Numeric Studies 50
special cases of the SVCMA models, the viability that our proposed selection pro-
cedure can select and distinguish varying-coefficient variables and linear variables
will be shown by percentage among 200 times simulation.
M.1 : Xt = 0.5Xt−2 + εt + θεt−1
M.2 : Xt = 0.5Xt−1 − 0.5Xt−2 + εt + θεt−1
M.3 : Xt = 0.6 cos(Xt−3) ∗Xt−1 − 0.4Xt−2 + 0.2Xt−4 + εt + θεt−1
M.4 : Xt = (0.8e
−X2t−2 − 0.5) ∗Xt−1 + (−0.6e−0.5X2t−2+0.3) ∗Xt−3 + εt + θεt−1
M.5 : Xt = 0.5 cos(Xt−2) ∗Xt−2 − 0.3 ∗Xt−3 + εt + θεt−1
In order to make the above processes ergodic, Theorem 1.1 of Chen and Tsay
(1993) are applied, i.e. the varying-coefficient functions are under regular condi-
tions. In this study, we assume that the threshold variable Xt−d is known, for
practical studies when the threshold variable is unknown, different selected sets of
variables could be written as Sw(d
∗) = Setc(d∗) ∪ Setv(d∗). Then comparing pairs
of {d∗, Sw(d∗)}, find the d∗ that minimizing the BICw. For the number of knots,
we use k  (kcn)1/5 where kc is a tuning constant whose default value is 2 as ?
suggested.
In order to show that the model selection procedure proposed before is feasi-
ble, define V0 to be the percentage of S0v ⊂ Setv, where S0v is the actual set of
varying-coefficient variables for M.1 to M.5, and define V1 to be the percentage of
2.5 Numeric Studies 51
Table 2.3 Model Selection Results of Example 2
N = 200 N = 400 N = 600
Models: % V0 V1 C0 C1 PER V0 V1 C0 C1 PER V0 V1 C0 C1 PER
M.1 ? 100 100 95.5 95.5 ? 100 100 97.5 97.5 ? 100 100 98 98
M.2 ? 98.5 91.5 88 88 ? 100 98.5 94.5 94.5 ? 100 99 96.5 96.5
M.3 86 75.5 64.5 62 52 100 100 95.5 92.5 92.5 100 100 100 97 97
M.4 30 30 ? 58.5 26.5 97.5 97.5 ? 91 91 100 100 ? 98 98
M.5 73 72.5 98.5 91.5 68.5 98 98 100 95.5 93.5 100 100 100 97.5 97.5
S0v = Setv. Thus V0 depicts the probability to correctly select varying-coefficient
variables, and V1 excluding over fitting cases. C0 and C1 are similarly defined, and
PER is defined as the percentage of {S0c = Setc & S0v = Setv}, which describes
the probability of both perfectly fitting for varying-coefficient variables and linear
variables. Table 2.3 shows when sample size N grows to 600, the percentage of
correctly detecting varying-coefficient variable is almost 100% for each model, and
the percentage of correctly choosing linear variables is also quite large, i.e. larger
than 95%. And the last columns display the percentage of perfectly fitting for both
varying-coefficient variables and linear variables, which is also quite satisfactory.
Example 2.3 (Sun Spots Data analysis). Tong (1990) analyzed the square root
transformed series yt = 2 × (
√
1 + xt − 1) of annual sunspot numbers for period
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Figure 2.2 Transformed Series of Sun Spots Data
1700-1979(See, Figure 2.2), using threshold autoregressive (TAR) model with 11
lagged variables. Later Chen and Tsay (1993) proposed a functional-coefficient au-
toregressive (FAR) model to fit the sunspot data. We speculate the phenomenon
that TAR(11) has 11 lagged variables may be caused by ignoring the autocorre-
lation of random errors, adding many lagged variables is just like using truncated
AR(p) process with large p to approximate MA(1) process, FAR(8) model with
less lagged variables indirectly shows that TAR(11) model is redundant, but the
functional coefficients might also be biased due to ignorance of the autocorrelation
of random errors, as shown in Example 2.1. Therefore, a SVCMA(p,1) model,
with largest lagged number p, should be applied to the sunspot data, not only
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to test whether the redundant lagged variables could be shortened by assuming
the random error to be MA(1) process, and also to check if the proposed model




β0 + β1yt−1 + β2yt−2 + β3yt−3 + β4yt−4 + β5yt−5 + β6yt−6+
β7yt−7 + β8yt−8 + β9yt−9 + β10yt−10 + β11yt−11 + ε1t yt−8 ≤ r
β∗0 + β∗1yt−1 + β∗2yt−2 + β∗3yt−3 + ε2t yt−8 > r
And the FAR(8) is
yt = g0(yt−3) + g1(yt−3))× yt−1 + g2(t− 3)× yt−2 + g8(yt−3)× yt−8 + εt
Based on Chen and Tsay (1993)’s study of the nonlinear coefficient function, we
consider candidates of smooth degree to be m = {2, 3, 4}. Besides, the sample
size is close to 300, according to the simulation in the previous section, we set
candidates of knots number to be k = {3, 4, 5}. Then, for each pair of (m, k), the
model selection procedure will be executed and the (BICw, σˆ
2) will be calculated.
Moreover, the TAR(11) and FAR(8) utilize different threshold variables, i.e. yt−8
and yt−3, we assume the best threshold variable could be either one of them.
Table 2.3 summaries all the results for comparison. Obviously, {m = 2, k =
4, d = 3} leads to the minimum BICw and σˆ2 as well. Thus, the most appropriate
model with respect to BICw is the one taking yt−3 as threshold variable, and
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Table 2.4 BICw and σˆ
2 of different m and k
(BICw, σˆ
2) d=3
m\k 3 4 5
2 (1.546, 4.235) (1.525, 3.514) (1.550, 4.079)
3 (1.532, 3.540) (1.560, 4.474) (1.560, 4.474)
4 (1.560, 4.474) (1.560, 4.474) (1.549, 4.332)
d=8
2 (1.560, 4.474) (1.560, 4.474) (1.560, 4.474)
3 (1.560, 4.474) (1.549, 4.332) (1.560, 4.474)
4 (1.549, 4.332) (1.560, 4.474) (1.560, 4.474)
yt−1, yt−2, yt−8 as varying-coefficient variable, and yt−5 as linear variable. Our final
selected SVCMA(8,1) model has consistent smooth degree and threshold variable
with FAR(8) model, which is formed like
yt = β0 + g1(yt−3)× yt−1 + g2(yt−3)× yt−2 + g8(yt−3)× yt−8 + β5 × yt−5 + ξt,
ξt = εt + θεt−1,
This model is similar to FAR with same lagged variables, later we will show that
by assuming the random errors to be MA(1), the out-of-sample prediction could
be improved.
Figure 2.3 shows the estimated varying coefficient functions for lagged variables
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Figure 2.3 Estimated Varying Coefficient Functions
yt−1, yt−2 and yt−8. Then model diagnostics should be executed to show the fitness
of the proposed model. By model assumption, the series {ξt, t = 1, 2, . . . , N} should
exhibit autocorrelation, apply the Ljung-Box Q-test(see,Ljung and Box (1978) and
McLeod and W.K.Li (1983)) for {ξt, t = 1, 2, . . . , N}, it rejects the H0 hypothesis
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with p value < 0.0001, which supports our model assumption. Further more,
use the estimated θˆ = −0.377 to calculate the uncorrelated innovations {εt, t =
1, 2, . . . , N}, this should display no autocorrelation. As we expect, the Ljung-Box
Q-test of the εt, {t = 1, 2, . . . , N} do not reject H0 hypothesis with p value equal
to 0.2217. In addition, another autocorrelation test called Generalized Variance
Portmanteau Test (see Mahdi and Ian McLeod (2012)) is implemented to check
autocorrelation for ξt and εt, with p values < 0.0001 and = 0.1413 respectively,
consistent with Ljung-Box Q-test.
Generally, our model consists less lagged variables than TAR(11), and similar
lagged variables structure with FAR(8). And Chen and Tsay (1993) added yt−6
as a linear variable for improving fit without specific interpretation, but yt−5 as a
linear variable in our SVCMA(8,1) is selected by a model selection procedure .
Finally, prediction ability should be compared for the above three models. The
1 step ahead prediction is defined as E(yt+1|Ft). For h(≥ 2) steps ahead predic-
tion, it can be calculated recursively. In this example, we set the largest h=13 as
Chen and Tsay (1993) did. After calculating all h = 1, . . . , 13 step ahead predic-
tion for period 1700-1979, we shift forward the training data set one unit of time,
calculate 13 steps ahead predictions again, until no more data available. Thus, for
each h = {1, 2 . . . , 13}, we have K repeated predictions, and the root mean squared
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Figure 2.4 Out of Sample RMSPE For Sun Spots Data







Figure 2.4 displays the out-of-sample RMSPE of the three competitive mod-
els, where h is from 1 to 13. We can see that the FAR(8) is not better than
TAR(11)when h ≤ 6. However the SVCMA(8,1) model can almost prevail over
2.5 Numeric Studies 58
all h < 11 steps. This phenomenon shows that by adding a MA(1) structure to
the random errors, the SVCMA(8,1) could improve the accuracy of prediction for
future series.
Example 2.4 (Sea Surface Temperature Data Analysis). The El Nin˜o Southern
Oscillation(ENSO) and its economic effects have been analyzed by a lot of studies,
see Adams et al. (1999),Glantz (2001) and Ubilava and Helmers (2013). The EN-
SO is represented by an abnormal increase(El Nin˜o) or decrease(El Nan˜o) of the
Sear Surface Temperatures(SST). The SST for ESNO anomaly, marked as Nin˜o
3.4, is defined by the Climate Prediction Center at the National Oceanic and Atmo-
spheric Administration. This index measures the difference of SST in the area of the
Pacific Ocean between 5◦N-5◦S and 170◦W-120◦W, see Trenberth and Stepaniak
(2001). Consequently, SST anomaly is the deviation of the Nin˜o 3.4 monthly mea-
sure from the average historic measure of that particular month from 1971-2000.
For the SST anomaly, Ubilava and Helmers (2013) propose a smooth transition
autoregressive model to fit the data. Their model incorporating 6 lag variables is
like
yt = β0 + β1yt−1 + . . .+ β6yt−6 + δ>1 Mt
+(β∗0 + β∗1yt−1 + . . .+ β∗6yt−6 + δ>2 Mt)×Gt + εt, (2.29)
where Gt = (1 + exp(−1.196/0.835(yt−1 + 0.447)))−1 and Mt = (Mt,1, . . . ,Mt,11)T
is a vector of dummy variables for the month.
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In this study, we consider SST anomaly data from January 1950 to December
2013. Our hypothesis is that by considering the random errors to be MA(1) pro-
cess, the complexity of their model could be decreased and prediction ability can
be improved. In the modeling, we have 6 lag variables and 11 dummy variables to
select, and the BICw criterion turns out to choose model with worse prediction a-
bility, thus we change the BIC penalty log(n) into AIC penalty 2 in (2.28). Because
varying coefficient function Gt in model (2.29) has high order smooth degree, thus
we propose using m = 3 to do B-spline estimation, and threshold variable is known
in model (2.29) Ut = yt−1. Moreover, through out-of-sample prediction procedure
k = 3 is found to be the best.
Thus we set {m = 3, k = 3, d = 1} to select model, the corresponding select-
ed varying coefficient variables are {yt−6,Mt,2,Mt,4,Mt,7,M10}, and the generated
linear variables {yt−1, yt−2, yt−3, yt−5,Mt,8,Mt,11}. Thus, the selected model is
yt = β0 + g(Ut)yt−6 + gm2(Ut)Mt,2 + gm4(Ut)Mt,4 + gm7(Ut)Mt,7 + gm10(Ut)Mt,10
+β1yt−1 + β2yt−2 + β3yt−3 + β5yt−5 + βm8Mt,8 + βm11Mt,11 + ξt, (2.30)
ξt = εt + θεt−1,
All the five estimated varying coefficient functions are shown in Fig 2.5. Because
{m = 3, k = 3, d = 1}, there are 4 B-splines coefficients for each varying coefficient
function, thus model (2.31) has total number of parameters 4*5+7+1=28, i.e. 5
varying coefficient functions, 7 constant coefficients and 1 MA(1) coefficient, on the
2.5 Numeric Studies 60







































































Figure 2.5 Estimated Varying-Coefficient Functions
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Sample ACF for Original Data





Sample ACF for MA(1) Errors  






Sample ACF for Transformed Errors
Figure 2.6 Sample ACF Comparison For SST Anomaly
other hand model (2.29) has (7+11)*2+2=38 parameters. This means model (2.31)
is simpler than (2.29) according to number of parameters needed. The estimated
θˆ = −0.809 in (2.31). Similar to the Sunspot example, for model diagnostics, we
use Ljung-Box Q-test for {ξt, t = 1, . . . , N} and {εt, t = 1, . . . , N}, the respective
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p values are < 0.0001 and 0.8491, which is reasonable under our model assump-
tion. Finally, the out-of-sample prediction for model (2.29) LSTAR and model
(2.31) SVCMA is carried out to measure the accuracy of future prediction, we also
compare model (2.31) with IID errors, i.e. SVC, and also compare the improved
model of (2.29) in Wang and Xia (2014), i.e. LSTAR-MA. First we separate the
whole data into two parts, January 1950 to December 2006 as the training data,
and from January 2007 to December 2013 is the data for out-of-sample prediction.
Figure 2.7 shows the RMSPE versus h steps for all the four models. It can
be easily seen that, firstly by adding a MA(1) structure into model, the out-of-
sample prediction performance will be better, this phenomena is consistent to
Wang and Xia (2014)’s, secondly, by allowing lag variables and month dummy
variables to have different varying coefficient functions, rather than imposing all
to be Gt in (2.29), the out-of-sample prediction performance will be further im-
proved, and lastly, improperly assume the auto-corelated random errors to be IID
will hamper the prediction ability.
Example 2.5 (Canadian Lynx Data Analysis). The annual record of the numbers
of the Canadian lynx trapped in the Mackenzie River district of northwest Canada
has become a benchmark series to test new statistical methodology for time series
analysis. The first model built for this particular data was probably that of ?, who
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Figure 2.7 Out of Sample RMSPE For SST Anomaly
fitted a linear AR(2) model to the logarithm of the lynx data, but model diagnostic
leads to contradiction. Later, Tong (1990) proposed two threshold auto-regressive
models to better capture the asymmetric population cycle of this data. The two
models are TAR(2) and TAR(7), and formed separately, firstly the TAR(2),
yt =

β0 + β1yt−1 + β2yt−2 + ε1t yt−2 ≤ r
β∗0 + β∗1yt−1 + β∗2yt−2 + ε2t yt−2 > r
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and secondly the TAR(7)
yt =

β0 + β1yt−1 + β2yt−2 + β3yt−3 + β4yt−4 + β5yt−5+
β6yt−6 + β7yt−7 + ε1t yt−2 ≤ r
β∗0 + β∗1yt−1 + β∗2yt−2 + ε2t yt−2 > r
Due to the the small sample size of lynx data, N=114, the model selection procedure
will not be reliable, and based on models TAR(2) and TAR(7), the lagged variable
yt−2 plays the role of threshold variable, we also chose it as threshold variable.
Moreover, only yt−1 and yt−2 appears in both regions divided by the threshold
variable, we propose the following SVCMA model to fit lynx data,
yt = β0 + g1(yt−2)× yt−1 + g2(yt−2)× yt−2 + β4 × yt−4 + β8 × yt−8 + ξt,
ξt = εt + θεt−1 (2.31)
the linear lagged variable yt−4 and yt−8 are selected in the way that we set yt1 and
yt−2 to be varying coefficient, then select other lagged variable {yt−j, j ≤ 10} as
linear with smallest σˆ2, and j ≤ 10 is due to the fact that the cycle of lynx data is
close to 10.
Specifically, the estimated σˆ2 = 0.035 and θˆ = 0.350, the p values of Ljung-Box
Q-test for {ξt, t = 1, . . . , N} and {εt, t = 1, . . . , N} are 0.0088 and 0.4042 respec-
tively, and Generalized Variance Portmanteau Test gives p values 0.0193 and 0.6728
separately, this is consistent with our model assumption, and see sample ACF
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Figure 2.8 Logarithm of Lynx Data
comparison for this in Figure 2.9 . Moreover, the estimated σˆ2 = 0.035 is smaller
than the estimated pooled variance of TAR(7) σˆ2 = 0.036 and that of TAR(2)
σˆ2 = 0.038, thus the SVCMA(8,1) model is better than TAR(2) and TAR(7) ac-
cording to the in-sample mean squared residuals. Besides, instead of out-of-sample
prediction comparison used in Sun Spots Data and Sear Surface Temperature Data,
the sample size of lynx data is relatively quite small. Thus repeating the out-of-
sample prediction process will hamper the accuracy of estimation, now we apply
another way of comparison. One obvious characteristic of the lynx data is the pe-
riodic behavior, see Figure 2.8, and a Fast Fourier Transform(FFT) can calculate
the estimator of cycle length, refer to Duhamel and Vetterli (1990) . For compar-
ison, we use the estimated models of TAR(2), TAR(7), SVCMA(8,1) and SVC(8)
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Sample ACF for Original Data





Sample ACF for MA(1) Errors






Sample ACF for Transformed Errors
Figure 2.9 Sample ACF Comparison For Lynx
considering the MA(1) as IID, to generate 1000 steps afterwards estimation of lynx
data, use FFT to calculate the estimators of cycle length, then compared to the
original cycle length of lynx data estimated by FFT.
Figure 2.10 shows the results of FFT comparison, it can be seen that both
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Po
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er Period = 9.4167 −−− Original Lynx Data 
Po
w
er Period = 9.4245
−−− SVCMA(4,1) Generated Data 
Po
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er Period = 9.0818
−−− SVC(4) Generated Data 
Po
w
er Period = 9
−−− TAR(7) Generated Data 





Period = 9 −−− TAR(2) Generated Data 
Figure 2.10 Cycle Estimators Comparison by FFT
TAR(2) and TAR(7) models indicate cycle length to be 9, and the SVCMA(8,1)
model indicates cycle length to be 9.4245, which is much closer to 9.4167, by re-
garding the MA(1) as IID, the estimated cycle is also far from 9.4167, i.e. the
estimated cycle length of original lynx data. This means the SVCMA(8,1) model
decreases the in-sample mean squared residuals, and also depicts more accurately
2.6 Proofs 68
the periodical behavior of lynx data than TAR(2) and TAR(7) models. Further-
more, ignoring the autocorrelation structure of the random errors will lead to
inconsistent cycle estimator.
2.6 Proofs
Proof of Lemma 2.1: We first consider the special case when ξt = θ(B)εt
with θ(B) = 1 + θB, i.e. ξt := MA(1). As εt = Xt − g(Xt−Sg) − θεt−1, thus
εt−1 = Xt−1 − g(Xt−1−Sg)− θεt−2, after infinite iterations, we have






Under assumption A1, (−θ)nεt−n a.s.→ 0, thus by the dominated convergence theo-
rem,









and in form of back-shift polynomial,
E(θ(B)−1ξt|Ft−1) = E(εt|Ft−1) = 0. (2.33)
When ξt = εt + θ1εt−1 + . . . + θqεt−q, i.e. θ(B) = 1 + θ1B + . . . + θqBq, we can
extend (2.33) in the same way. Suppose the uniqueness is not true, i.e. there exist
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g(Xt−Sg), g
′(Xt−Sg), θ(B) and θ
′(B) in model (2.4) such that




















where ϕj is the corresponding coefficient of polynomial θ(B)





j, ϕ′j is similarly defined. By (2.36), calculate the difference




























Let ηt−1 = g(Xt−Sg)−g′(Xt−Sg), and thus Bηt−1 = ηt−2 = g(Xt−1−Sg)−g′(Xt−1−Sg).
Together with (2.34), the above equations can be written as





Because θ′(B)−1ξ′t = ε
′
t, the above equations lead to
ηt−1 = (θ′(B)− θ(B))ε′t. (2.38)
Similarly, equation (2.37) with a different way of transformation leads to
ηt−1 = (θ′(B)− θ(B))εt. (2.39)
Equations (2.38) and (2.39) with assumption A1 conclude that εt = ε
′
t, because
otherwise θ(B) = θ′(B) will be deduced and proof of this Lemma will be completed.
When εt = ε
′
t, model (2.34) and (2.35) can be written as




Let Xt− g(Xt−Sg) = G(Xt−Sg) and Xt− g′(Xt−Sg) = G′(Xt−Sg). Under assumption






which contradicts with the assumption A2.
Now for general ARMA(q1, q2) errors, i.e. ξt = θa(B)




The above argument has proved that θm(B) and θa(B)G(Xt−Sg) are unique. Sup-
pose there exists θ∗a(B)G




which contradicts to assumption A2. Thus, θa(B) and G(Xt−Sg) are both unique.
 Proof of Lemma 2.2: Let a> = {a>1 , . . . , a>r }, aj = {aj1, . . . , ajk}>, j = 1, . . . , r






j` = 1. By the definition of eigenvalues,










Lemma 6.5 of Zhou et al. (1998) shows that, for positive semi-definite matrices
A and B, λAminTr(B) ≤ Tr(AB) ≤ λAmaxTr(B). It is easy to see that EN and












By (2.13), Da = {D(Xt−1)BNk(U)a1, . . . , D(Xt−r)BNk(U )ar}, for short denote
U
def
= Xt−d (to all Xt−d afterward) and




















`=1 aj`B`(u) ∈ S(m, c). Under A6, directly applying Lemma 6.1
of Zhou et al. (1998) we have























a2j` = (C11 + o(1))h,
where Cmin = min1≤j≤r CUj × C∗j > 0 and C11 = λENminCmin. By Lemma 1 of
Xiao and Wu (2012), it can be derived that any eigenvalue of EN is bounded
between minω f
−1(ω,θ) and maxω f−1(ω,θ). Then A5 with inequations (2.19)
leads to that λEN is positive and bounded away from zero. Therefore, C11 > 0.
Furthermore, the other side of Lemma (2.2) could be shown with the same process.

Proof of Lemma 2.3: By the result of Barrow and Smith (1978), there exists
sj(u) ∈ S(m, c) for each j = 1, . . . , r, such that
inf
sj(u)∈S(m,c)











where ||.||∞ is the supremum norm. Under A3, there exist bj(u) = b∗j(u) + o(hm)
and sgj(u) ∈ S(m, c) such that










D>ENDγ = D(B(u))γ = sg(u).
We have the following decomposition of three parts

















sg(u)− (g(u) + b(u))
}
:= part(i) + part(ii) + part(iii),
where sg(u) = {sg1(u), . . . , sgr(u)}>. Next, we investigate the above three parts
separately. First, by equation (2.41), part (iii) is equal to
sg(u)− (g(u) + b(u)) = o(hm).




D>EN{D(Xt−1)(g1−sg1)+. . .+D(Xt−r)(g1−sgr)} = D(B(u))G−1Nkτ ,






Bi(U)D(Xt−j)EN{D(Xt−1)(g1 − sg1) + . . .+D(Xt−r)(g1 − sgr)}.
Under A3, bj(u) = O(h
m) according to its formula. Besides, under A7, each





2.2, GNk’s eigenvalues are within interval [C11h,C22h], and 0 ≤ Bj(u) ≤ 1. Thus,
part (ii) is converging to 0 in probability with order op(h
m). Lastly, by model
assumption (2.5) and estimator (2.18), part (i) turns out to be












Therefore, it follows from (2.42) that






where ξ0 = {ξ01, . . . , ξ0N}> is the ARMA process with the true paraameters. Mul-
tiplying
√
Nh to both sides of (2.44), we have
√

















m) = op(1). Therefore, applying Slutsky’s Theorem,
the rest of the proof is to show that
√












ENξ0, here Vec(Bj) =




























ENΣ0ENDG−1NkVec(B1)>. Firstly, consider the
covariance of ζ,
cov(ζ, ζ) = ENΣ0EN ,
















... . . . . . .
...
...













As {1, cos(ω), . . . , cos((N − 1)ω)} is orthogonal, i.e. ∫ cos(j2ω) cos(j1ω)dω = 0 if
j1 6= j2, it is easy to check Σ0EN = IN , an identity matrix. Thus, cov(ζ, ζ) = EN .
Under assumption A5, 1/f(ω,θ) could be considered as a theoretical SDF of an
ARMA(q2, q1,θ
∗) process, with reversed θ∗ = {θm1, . . . , θmq2, θa1, . . . , θaq1}, which
is also a stationary and invertible process with θa(B) and θm(B) interchanged when
compared to (2.3), thus
E(ζt) = 0. (2.47)
This also means that {ζ1, . . . , ζN} is α-mixing. For each k, let Gk := limN→∞GNk.
Following Lemma 6.4 of Zhou et al. (1998), it can be derived that
max
i,j






































ν1t + op(1), (2.48)
where, ν1t = η1tζt,
η>1 := {η11, . . . , η1N}> = Vec(B1)G−1k
√




D(t, :) = {Xt−1B1(Ut), . . . , Xt−1Bk(Ut), . . . , Xt−rB1(Ut), . . . , Xt−rBk(Ut)}.
Under A7 that {Xt, t = 1, . . . , N} is α-mixing, thus {η1t, t = 1, . . . , N} which can
be considered as a measurable function of {Ut, Xt−1, . . . , Xt−r} with finite r, is also
α-mixing, thus ν1t, t = 1, . . . , N is α-mixing. It can be checked that,

























:= ΣD should be Cjh, j = 1, . . . , rk with Cj > 0. Therefore eigenvalues of ΣD
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′ < MB <∞.
where MB is a finite constant, which means |µ1ν | is uniformly bounded over u by
MB because entries of V ec(B1) are all positive and their summation is 1 due to





converges to normal distribution N(µ1ν ,Σ1). Convergence of
√
Nhφ2, . . . ,
√
Nhφr
can be similarly developed. Finally the multivariate normal distribution can be
verified as any linear combination of
√
Nhφ1, . . . ,
√
Nhφr could be considered as a
linear combination of α-mixing process whose asymptotic distribution can be built




Nh(φ1, . . . , φr)
> d→ N(µν ,Σu),
where










g(u) + b(u) + µ∗ν
)} d→ N(0,Σu).
where µ∗ν := µν/
√
Nh = O(hm) is bias caused by autocorrelation of regressors and
random errors in model (2.3). Lemma (2.3) is thus verified. 
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Proof of Lemma 2.4: We first study the limit of QN(α). Let ξt(θ0) =
θ−10a (B)θ0m(B)εt be ARMA(q1, q2) errors under the true parameters θ0. It has







dω > σ20, if θ 6= θ0, (2.49)
where f∗(ω,θ0) and f(ω,θ) are the theoretical SDF and standardized SDF defined
in (2.7). Let Z(α) = {Zt(α), t = 1, . . . , N}> = Y − XNpβ − Dγˆ(α), which
approximates ξt(θ0) at α. write
Zt(α0) = ξt(θ0) + biast
where biast = {1, Xt−1, . . . , Xt−r}(b(u) +µ∗ν), as shown in Lemma 2.3 b(u) +µ∗ν is
uniformly O(hm). Under assumption A7 the second moment of biast is bounded.
Thus
E(|biast|2) < Cbh2m, where Cb <∞.
By the definition of ACF
λξ0(δ) = E(ξt(θ0)ξt+δ(θ0)).













ξt(θ0) + biast − E(biast)
}{


























By Ho¨lder inequality, we have
λZ0(δ) = λξ0(δ) + C0h
m.
Note here Zt(α0) is a process related to sample size N, the above calculation shows
that as N gets larger, Zt(α0) approximates ξt(θ0) better. Because ξt(θ0) is a



















As λZ0(δ) = λξ0(δ) + C0h
m and h→ 0 as N →∞, there exists N1 > 0, such that




















Since λξ0(δ) → 0 exponentially as δ → ∞, thus there exists N2 such that for any






























dω = σ20, (2.53)
Moreover, when α 6= α0, i.e. ||α−α0|| > 0,
Zt(α) = ξt(θ0) + biast +Xtp(β0 − β) + Dt(γˆ(α0)− γˆ(α))
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:= ξt(θ0) +Biast
where Xtp and Dt are corresponding tth rows of XNp and D, and Biast is a lin-
ear combination of {biast, Xt−1, . . . , Xt−r−p, Ut}. Thus, fz(ω,α)/f(ω,θ) can be
regarded as SDF of following process
Zt(α)− ϕ(Zt−1(α), Zt−2(α), . . .) = e∗t , (2.54)
where ϕ is set of constant coefficients related to θ. By Theorem 2.12 in Fan and Yao
(2005),


















dω = Var(e∗t ) = σ
2
∗.
Note that α 6= α0 means Case one θ 6= θ0, or Case two θ = θ0 and β 6= β0. Show











dω = σ2∗ ≥ σ20, (2.55)
If the equality above satisfied, by A9, fz(ω,α) = σ
2
0f(ω,θ), which means that













This is a contradiction to Lemma 2.1, thus σ2∗ > σ
2
0. For Case two, if the equality
of (2.55) is satisfied, similar to the proof process of (2.53), we have
Zt(α) = ξt(θ0) + op(1),
which will lead to Xtp(β0 − β) = op(1), and this is impossible when β 6= β0.
Therefore we have shown that for any α 6= α0, we have
lim
N→∞
QN(α) > σ20, (2.56)
If αˆ does not converge to α0, then there exists a subsequence αˆl converging to
α∗ ∈ A, and α∗ 6= α0, here l is a subsequence of {t = 1, 2, . . . , N}. By equation













dω > σ20. (2.57)













































Equation (2.58) contradicts with (2.57). Therefore, we must have α∗ = α0 a.s.
and thus αˆ→ α0 a.s. The above arguments also lead to
lim
l→∞




and thus QN(αˆ)→ σ20 a.s. 
Proof of Theorem 2.1: We apply Taylor expansion to each derivative of QN(α)
with respect to α at α0. There exists α
j


















where J = p+ q1 + q2 is length of α, and each α
j
∗ is closer to α0 than αˆ0 in terms
of Euclidean distance,
||αj∗ −α0|| ≤ ||αˆ−α0||.
When N →∞, by Lemma (2.4), αˆ a.s.→ α0, thus αj∗ a.s.→ α0, j = 1, . . . , J . Therefore
αj∗, j = 1, . . . , J could be represented by a single α∗
a.s.→ α0 for convenience when












(1 + op(1))(αˆ−α0), (2.60)

































We first study Q√Nβ. Under assumption A8, the difference between summation























By Lemma (2.4), the first term on the right hand size above is 0. Because a > 1/2


















































By assumption A8, the difference between the Cesa`ro summation and the original




































































It is easy to see that ρ0(δ,θ0) is the ACF of ARMA(q2, q1,θ
∗) multiplied by 1/(2pi),
where θ∗ means the AR coefficients and MA coefficients have been interchanged.

































where δ = −N + 1, . . . , N − 1. In Q√Nβ, Z ′Π(δ) is a function of Zt, while ρ0(δ,θ0)































































































































































PartI + PartII + PartIII + PartIV
)
,
where T1 = {1, . . . , N − |δ1|} and T2 = {1, . . . , N − |δ2|}. Applying Proposition














































where d12 = min(|t1− t2|, |t1− t2− |δ2||, |t1 + |δ1| − t2|, |t1 + |δ1| − t2− |δ2||). Under




t2∈T2 PartI < RI . Similar results
hold for parts PartII , PartIIIand PartIV . As a consequence, there exists R0 such
that ∣∣cov(Z ′Π(δ1), Z ′Π(δ2))∣∣ ≤ R0. (2.65)
As ρ0(δ,θ0) is proportional to ACF of invertible and causal time series ARMA(q2, q1,θ
∗),
ρ0(δ,θ0) is decreasing to zero exponentially when δ → ∞. Therefore, there
exists M > 0, such that
∑
δ∈SN/M |ρ0(δ,θ0)| <  for any small  > 0, here






















































In the above and following calculations, operators such as | |,√ , ≤ , ( )2 and
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∑
are applied to matrices and vectors elementwise. By (2.66), Q√Bβ could be

















































= X>t,p + op(1),
and
Zt(α0) = Yt −Xt,pβ0 − D(t, :)γˆ0(α0) = ξ0,t + op(1),
where Xt,p and D(t, :) are corresponding row vectors of XNp and D respectively.































































β (δ1, δ2). (2.69)
Since ρ0(δ,θ0) → 0 exponentially when δ → ∞, thus Ωβ also converges and ex-
ists. From equation (2.67) and A7, it is easy to verify that V(t,M) satisfies the







d' Q˜√Nβ d→ N(0,Ωβ), (2.70)
where






































































= Q√NθI +Q√NθII +O(N
1/2−a).

















































where Gxu = D(Xt−1)g1(U)+. . .+D(Xt−r)gr(U ). Because ∂f−1(ω,θ0)/∂θ is con-
tinuous, thus G′ξ = {[G′ξ(1)]>, . . . , G′ξ(N)]>} is a measurable function of {Xt−1, . . . , Xt−r, Ut},


















Following the same procedure of proving Q√Bβ, we have


































































and ρ′0(δ2,θ0) is similarly calculated as ρ0(δ2,θ0) in (2.62) except that it is a column


























 Ip 0 0
0 Iq Iq








where Ip and Iq are identity matrices, and p is the number of linear lagged variables,
















All the entries of the Ωβθ are defined by (2.69),(2.71),(2.73),(2.75),(2.77) and (2.79),
and Ωβθ has been shown to be related to Xt, Ut, ξ0,t and gj(u), j = 1, . . . , r. Note













d→ N(0, AIΩβθA>I ). (2.80)
Next, we need to show ∂2QN(α0)/∂α∂α>
p→ Φ for some finite matrix Φ.


































































































































































































Based (2.82), (2.83) and (2.84), it follows that
∂2QN(α0)
∂α∂α>

















This completes the proof of Theorem (2.1). 
Proof of Corollary 2.1: Note that
√








a.s→ α0 leads to α∗ a.s→ α0, where |α∗ − α0| ≤ |αˆ − α0|. Theorem (2.1)
means that
√
N(αˆ − α0) = Op(1). In the proof of Theorem (2.1), it has been
shown that ∂gˆ(u,α0)/∂α = Op(1), thus the above difference is of order op(1) as
h→ 0 when N →∞. Corollary 2.1 follows from the Slutsky’s theorem. 
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CHAPTER 3
Whittle Likelihood Estimation of
Dynamic Panel Data Models
3.1 Introduction
Panel data consists of observations for a given sample of individuals over time.
Hence, panel data usually involves two dimension; a cross-sectional dimension,
represented by i = 1, . . . , N , and a time series dimension, by t = 1, . . . , T . Panel
data has become worldwide available, for example, the University of Michigan’s
Panel Study of Income Dynamics, the German Social Economics Panel and the
3.1 Introduction 95
British Household Panel Survey, etc. Panel data opens a feasible way to provide
more accurate predictions for individual outcomes than time series data alone. In
situation that each individual has similar behaviors conditional on certain variables,
panel data provides the possibility of studying an individual’s behavior combined
with investigation of others’s behaviors, in addition to information only got by
this individual alone. Therefore, as a way of pooling the data, an individual’s
behavior can be described more accurate, see more details in Hsiao (2003) and
Baltagi (2008).
The most standard and primal setup for panel data models is a linear model,
Yit = X
>
itβ + µi + εit, (3.1)
i = 1, . . . , N , t = 1, . . . , T , where Yit is the ith individual’s observation at time point
t, β is the linear coefficients column vector, Xit are observations for covariate of di-
mension p×1, εit is the random errors and µi is individual effect. Based on whether
µi is fixed effects or random effects, there are two types of panel data models, in
this thesis we focus on fixed effects panel data models. Simple linear model (3.1)
may be misspecified, as discussed in chapter 1, sometimes practical data behaviors
nonlinearly. As we know that estimators based on misspecified models are often
inconsistent and consequently invalidate the statistical inference. For this reason,
a rapid growth of the literature on nonparametric and semi-parametric panel data
models has been observed in last two decades. Among these works, the following
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nonparametric panel data model with fixed effects has been widely investigated
Yit = m(Xit) + µi + εit, (3.2)
i = 1, . . . , N , t = 1, . . . , T , where the functional form of m(.) is not specified.
Baltagi and Li (2002) considered the first differencing method and used series ap-
proximation for estimation of the nonparametric component m(.), consistent es-
timators has been established. Later, Henderson et al. (2008) proposed an itera-
tive procedure using kernel method to estimate m(.) and developed its asymptotic
bias, variance and asymptotic normality. Moreover, Su and Ullah (2006b) estimate
the unknown function by profile least squares under the identification condition∑N
i=1 µi = 0.
Besides the nonparametric models, there are also some studies on semi-parametric
panel data models to be worthy mentioning, which contain the model (3.2) as a
special case. For instance, Sun et al. (2009) applied local linear estimation to build
the varying coefficient panel data models with fixed effects
Yit = Z
>
itφ(Xit) + µi + εit, (3.3)
where they assume εit to be independent of Xjs, Zjs and µi for all i, j, t and s.
Obviously, this assumption excludes the case that Xit being lagged variable, i.e.
Yi,t−1. Moreover, Qian and Wang (2012) consider the marginal integration estima-
tor of the nonparametric additive component resulting from the first differencing
of a partially linear panel data model.
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However, none of these aforementioned papers allow the lagged dependen-
t variable such as Yi,t−1 to enter the nonlinear component. Panel data models
with lagged variable have firstly been built by Hahn and Kuersteiner (2002) and
Alvarez and Arellano (2003) as linear dynamic
Yit = βYi,t−1 + µi + εit, (3.4)
where |β| < 1. But as mentioned before, simple linear model may not work well
in practical data when there exists nonlinear relationship. Recently, Su and Lu
(2013) propose an nonparametric dynamic model using kernel estimation
Yit = m(Yi,t−1, Xit) + µi + εit, i = 1, . . . , N, t = 1, . . . , T, (3.5)
where Xit is a p× 1 vector of regressors, and m(.) now is an unknown but smooth
function defined on Rp+1. Compared to model (3.2), model (3.5) is able to analyze
the lag dependence of Yi,t, which are often observed in time series analysis and
panel data. Beside, Su and Zhang (2013) also studies a partially linear dynamic
panel data model with fixed effects
Yit = Z
>
itθ +m(Yi,t−1, Xit) + µi + εit, i = 1, . . . , N, t = 1, . . . , T, (3.6)
where θ is an unknown parameter that takes value on a compact parameter space
Θ ∈ Rq, Zit is a p2 × 1 vector of regressors that enter the model linearly, other
notations are the same as in model (3.5).
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However, both model (3.5) and (3.6) assume the condition below, in order to
use kernel estimation,
E(εit|Yi,t−1, Xi,t) = 0, (3.7)
this assumption might be appropriate when there is no lagged variables as regres-
sors, but its rationality should be doubtful when considering dynamic panel data
models, which has already been elaborated in chapter 1 and 2.
Based on the above review of panel data models, in this chapter a semi-
parametric dynamic panel data model with serial dependent random errors will
be proposed to avoid the critical assumption (3.7).
3.2 Model and Estimation
As discussed in the above section, existing nonparametric and semi-parametric
dynamic panel data models have faulty assumption, thus we propose the following
semi-parametric dynamic panel data model,
Yit = X
>
it g(Uit) + Z
>
itβ + µi + ξit, (t = 1, . . . , T ; i = 1, . . . , N), (3.8)
ξit = θ(B)
−1ϑ(B)εt,
where Yit is current observation at time t for ith objective, Xit is a p1× 1 regressor
variables with varying coefficient g(·) = {g1(·), . . . , gp1(·)}>, while Zit is a p2 × 1
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regressor variables with constant coefficients β = {β1, . . . , βp2}>. As we focus on
dynamic model, thus all Uit, Xit and Zit may also be lagged variable of Yit, such
as Yi,t−1. Moreover, ξt is an stationary and invertible ARMA(q1, q2) process shown
in Chapter 1 and 2 with parameters θ = {θ1, . . . , θq1 , ϑ1, . . . , ϑq2}>. Consequently,
this model (3.8) weakens the critical assumption mentioned in (3.7), now more
appropriate for dynamic model that
E(ξit|Yi,t−1, Xi,t) 6= 0, (3.9)
In order to apply the Whittle likelihood estimation, a constraint on the panel data
structure is needed. As some of the panel data models concern large N and fixed
T, i.e. T/N → 0 as N → ∞, while some concern the case both N and T grow to
infinity. Based on the fact that the within-group estimator of a panel data model
with lagged variable can be severely downward biased when the time series (T) is
short, Alvarez and Arellano (2003) studied the asymptotic properties of dynamic
panel data estimators when both N and T tend to infinity. Besides, Bai (2009) also
assumes N and T tending to infinity to study an interactive fixed effects model.
This assumption is not artificial, as there is increasing availability of micro-panels
in which the value of T is not negligible relative to N, for instances the household
incomes panel in the US (PSID), or the balance-sheet-based company panels that
are available in many countries. Therefore, the following assumption is imposed in
our study.
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A1 Assume limN→∞ T/N → %, for 0 < % ≤ 2, which constrains the panel data’s
T grows proportionally to N.
A2 For different subscripts i 6= j, 1 ≤ i, j,≤ N , {ξit, t = 1, . . . , T} and {ξjt, t =
1, . . . , T} are independent.
The smooth conditions on g(Uit) and stationary assumptions on Yit and ξit for each
i is the same as those in Chapter 2. The difference between model (3.8) and the
prime model in Chapter 2 is not only the data structure, but also the individual
effects µi, i = 1, . . . , N , which needs further consideration later. For investigating
the estimators of β,θ and g(·), first write model (3.8) in matrix form, for each
i = 1, . . . , N ,
Yi = D(Xi)g˜(Ui) +Z
>
i β + µi1 + ξi, (3.10)
where
















i ) = diag{X(j)i,1 , . . . , X(j)i,T},
superscript j = 1, . . . , p1 means each varying coefficient regressor, and denote
g˜(Ui) =
{
g1(Ui1), . . . , g1(UiT ), . . . , gp1(Ui1), . . . , gp1(UiT )
}>
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Utilize the same idea of within-group estimator in Alvarez and Arellano (2003),
for fixed β and g(·) denote that
Y˜i = Yi −D(Xi)g˜(Ui)−Z>i β,
then we have the formula below, and define an estimator ξ∗t for ξt,




= Y˜i − µi1, (3.11)
For each i = 1, . . . , N , as T →∞ in Assumption A1, through minimizing Whittle
likelihood, there exists a within-group estimator µˆi,
µˆi = arg min
µi











where WT = {ω` : ω` = −2piT [T−12 ], . . . , 0, . . . , 2piT [T2 ]} is the set of frequencies defined

























(3.12) could be deduced into
µˆi = (1
>ET1)−11>ET Y˜i
Replace µi in (3.11) by µˆi, and define matrix PT
def
= I− (1>ET1)−11>ET , in which
I is T × T identity matrix, then we have
ξˆ∗i = PT Y˜i, (3.13)
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As g(·), β and θ are uniformly the same over i = 1, . . . , N , we propose an estima-
tion approach by minimizing average of all Whittle likelihood QiT in (3.12). From
now on, for distinction between imaginary unit and subscript, we denote i as
√−1













































, IN = diag{1, . . . , 1}N×N ,
Y˜ = {Y˜1>, . . . , Y˜N>}>, D(Xi)g˜(Ui) ≈ D(Xi,Ui) def= D(Xi)B(Ui)γ,
where D(Xi)g˜(Ui) in (3.10) is approximated using B-spline bases multiplying their
coefficients γ, and B(Ui) is block diagonal matrix of {B1(Ui), . . . , Bp1(Ui)} as we
assume model (3.8) having p1 number of varying coefficients, more specifically,
Bj(Ui) =





Bj,1(Ui,T ) . . . Bj,k(Ui,T )

T×k
, j = 1, . . . , p1,
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where the k is number of knots chosen to approximate the varying coefficients.





























Y − D(X,U)γˆ −Zβ
)
,
By doing this QNT is function of γ, β and θ, not related each µi, i = 1, . . . , N any








this means estimator of γ could be expressed by parameters β and θ only. Though
the size of γ is increasing as T →∞, the size of β and θ is fixed, substitute γˆ in










Y − D(X,U)γˆ −Zβ
)
(3.17)





αˆ = arg min
α
QNT (3.18)
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and estimator of varying coefficient at Uit = u,
gˆ(u) = Bg(u)γˆ(αˆ),








. . . . . . 0








Example 3.1 (Linear Dynamic Model). As Hahn and Kuersteiner (2002) and
Alvarez and Arellano (2003) studied linear dynamic model, we also study the fol-
lowing modified model with a simple ARMA process as random errors.
Yit = −0.8Yi,t−1 + 0.4Zt + µi + ξit, i = 1, . . . , N ; t = 1, . . . , T,
ξit = εit + θεi,t−1,
where θ is an MA(1) coefficient, εit is IID Normal(0, 1), Yi,t−1 means the lagged
variable, Zt = t/T is univariate time variable here. In the simulation, we set θ
to be {−0.5,−0.2, 0.4, 0.6} of four cases, and let N = T = {30, 60, 90} of three
cases. After 100 times simulation, mse is calculated for each coefficients, on the
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Table 3.1 Simulation Results of Example 1: average of mse for different param-
eters applying different methods
N = T = 30 N = T = 60 N = T = 90
θ Errors θ β1 β2 θ β1 β2 θ β1 β2
-0.5 mse 0.0132 0.0010 0.0058 0.0005 0.0001 0.0011 0.0003 0.0000 0.0004
mse0 - 0.0095 0.0064 - 0.0085 0.0016 - 0.0081 0.0009
-0.2 mse 0.0041 0.0005 0.0125 0.0009 0.0002 0.0026 0.0004 0.0001 0.0011
mse0 - 0.0040 0.0130 - 0.0033 0.0028 - 0.0030 0.0013
0.4 mse 0.0174 0.0059 0.0318 0.0043 0.0014 0.0072 0.0021 0.0007 0.0036
mse0 - 0.0672 0.0291 - 0.0719 0.0095 - 0.0736 0.0063
0.6 mse 0.0873 0.0521 0.0376 0.0282 0.0160 0.0094 0.0150 0.0083 0.0051
mse0 - 0.2461 0.0361 - 0.2684 0.0192 - 0.2760 0.0162
other hand mse0 means considering ξit as IID, i.e. ignoring the serial dependence
of random errors. 3.1 summarizes the results of comparison, it can be seen that
as N, T grows larger, the mse become smaller, while mse0 remains at almost the
same level. This gives an example that if the serial dependence of random errors
exists, incorrectly considering ξit as IID will lead to inconsistency of estimators.
Example 3.2 (Semi-varying Coefficient Dynamic Model). Example 3.1 is a spe-
cial case of prime model (3.8), which excludes varying coefficients. The following
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example is a typical generating process of model (3.8),
Yit = −0.2Yi,t−1 − 0.55 cos(Yi,t−1)× Yi,t−2 + 0.35Yi,t−3 + µi + ξit,
ξit = εit + θεi,t−1,
Candidates of θ and N, T are the same as in Example 3.1, 100 time simulations
are also executed. But now we have β1 = −0, 2 and β2 = 0.35, and also a varying
coefficient g(Uit) = −0.55 cos(Yi,t−1). In table 3.2, mse of β is the average of mse
for β1, β2, and set U0 = {uj : −pi+ 0.1j, j ≥ 0, uj ≤ pi}, then mse of g(·) stands for
average of mse for g(uj) over all U0.
Table 3.2 shows the summary of simulation results, it is noticeable that mse
is always better than mse0 for both linear coefficient and varying coefficient. This
means if the generating process of panel data is dynamic and the random errors
are serial dependent, faulty regarding the correlated errors as IID case will lead to
greater mean squared error than correctly studying the serial dependence.
More specifically, a visual comparison of estimators between SVCARMA and
SVC is presented in Figure 3.1, where SVC means estimation without considering
the serial dependence of random errors. Chose when θ = −0.5, N = T = 90 as
example, the theoretical curve of −0.55 cos(uj) is drawn, and estimators applying
SVCARMA and SVC are separately drawn with upper bound and lower bound of
95% CI. Obviously, SCV leads to large bias when estimating the varying coefficient,
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Table 3.2 Simulation Results of Example 2: average of mse for different param-
eters and function applying different methods
N = T = 30 N = T = 60 N = T = 90
θ Errors θ β g(·) θ β g(·) θ β g(·)
-0.5 mse 0.0065 0.0036 0.0077 0.0007 0.0010 0.0015 0.0003 0.0002 0.0005
mse0 - 0.1041 0.1195 - 0.0841 0.0875 - 0.0751 0.0789
-0.2 mse 0.0092 0.0053 0.0108 0.0010 0.0015 0.0020 0.0002 0.0003 0.0007
mse0 - 0.0352 0.0379 - 0.0233 0.0176 - 0.0181 0.0134
0.4 mse 0.0092 0.0025 0.0098 0.0018 0.0004 0.0032 0.0009 0.0003 0.0014
mse0 - 0.0221 0.0105 - 0.0302 0.0037 - 0.0332 0.0021
0.6 mse 0.0134 0.0013 0.0095 0.0026 0.0002 0.0025 0.0010 0.0001 0.0011
mse0 - 0.0472 0.0176 - 0.0575 0.0086 - 0.0611 0.0074
the inconsistency can be seen from Figure 3.1 that even the upper bound of 95%
CI is smaller than the theoretical curve.
Example 3.3 (Tow More Semi-varying Coefficient Dynamic Models). For extend-
ed comparison, two more generating process will be simulated, M.1 includes both
lagged variable and time variable; M.2 studies the case when smooth degree of the
varying coefficient is one.
M.1 Yit = −0.5 sin(Yi,t−2)× Yi,t−1 + 0.4Zt + µi + ξit,
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95% CI Upper Bound
95% CI Lower Bound
Varying Coefficient
Estimated VC
95% CI Upper Bound
95% CI Lower Bound
Figure 3.1 Comparing convergence of estimators gˆ(uj) between SVCARMA and
SVC
M.2 Yit = −0.5Yi,t−2 + (Yi,t−1/10)× Yi,t−3 + µi + ξit,
ξit = εit + θεi,t−1,
where Zt = t/T is a time variable. Similarly to Example 3.2, Table 3.3 and Table
3.4 give the summary of comparison between considering the serial dependence and
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Table 3.3 Simulation Results of Example 3-1: average of mse for different pa-
rameters and function applying different methods
N = T = 30 N = T = 60 N = T = 90
θ Errors θ β g(·) θ β g(·) θ β g(·)
-0.5 mse 0.0049 0.0067 0.0161 0.0007 0.0014 0.0017 0.0003 0.0005 0.0007
mse0 - 0.0296 0.1211 - 0.0180 0.1044 - 0.0173 0.1031
-0.2 mse 0.0095 0.0134 0.0155 0.0016 0.0031 0.0022 0.0007 0.0011 0.0009
mse0 - 0.0243 0.0442 - 0.0075 0.0277 - 0.0053 0.0260
0.4 mse 0.0219 0.0302 0.0202 0.0041 0.0069 0.0031 0.0018 0.0029 0.0013
mse0 - 0.0271 0.0469 - 0.0115 0.0472 - 0.0084 0.0483
0.6 mse 0.0348 0.0461 0.0264 0.0048 0.0108 0.0035 0.0021 0.0049 0.0014
mse0 - 0.0383 0.1420 - 0.0237 0.1489 - 0.0201 0.1499
none for M.1 and M.2 respectively, Figure 3.2 and Figure 3.3 display the visual
comparison when θ = −0.5.
Similar results are obtained as in Example 3.1 and Example 3.2, for the gen-
erating process M.1 including time variable Zt = t/T , SVCARMA prevails over
SVC. This phenomenon is also observed in M.2, which has smaller smooth degree
of varying coefficient.
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95% CI Upper Bound
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Figure 3.2 Comparing convergence of estimators gˆ(uj) between SVCARMA and
SVC for M.1
Example 3.4 (Gross Domestic Production (GDP) Analysis). Recently, Bond et al.
(2010) studied the GDP data annually by a dynamic linear model, and found that
investment as a share of GDP has a large and statistically significant effect on
GDP growth rates. Later, Su and Lu (2013) also analyzed the long-run of GDP
data, discovering substantially nonlinear relationships between GDP growth and
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Table 3.4 Simulation Results of Example 3-2: average of mse for different pa-
rameters and function applying different methods
N = T = 30 N = T = 60 N = T = 90
θ Errors θ β g(·) θ β g(·) θ β g(·)
-0.5 mse 0.0044 0.0009 0.0042 0.0005 0.0003 0.0011 0.0002 0.0001 0.0006
mse0 - 0.0011 0.0205 - 0.0004 0.0156 - 0.0003 0.0143
-0.2 mse 0.0040 0.0008 0.0061 0.0007 0.0002 0.0018 0.0003 0.0001 0.0009
mse0 - 0.0008 0.0105 - 0.0003 0.0061 - 0.0001 0.0048
0.4 mse 0.0050 0.0017 0.0048 0.0010 0.0004 0.0013 0.0005 0.0002 0.0007
mse0 - 0.0017 0.0160 - 0.0005 0.0117 - 0.0003 0.0109
0.6 mse 0.0076 0.0027 0.0031 0.0018 0.0006 0.0008 0.0009 0.0003 0.0004
mse0 - 0.0024 0.0184 - 0.0009 0.0153 - 0.0006 0.0147
three explanatory variables. However, both of their models belong to dynamic
panel data model with lagged variable Yi,t−1 as explanatory variable, thus the crit-
ical condition (3.7) they employed might be inappropriate and lead to large biased
estimation. In this example, three dynamic semi-varying coefficient models will be
constructed for GDP growth data, where the data is downloaded from Penn World
Table 7.1 (PWT 7.1). Models with and without MA(1) errors will be estimated
and compared, to inspect how the ignorance of correlated random errors can affect
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Figure 3.3 Comparing convergence of estimators gˆ(uj) between SVCARMA and
SVC for M.2
model estimation and prediction.
For all the three models, the dependent variable Yi,t is the annual growth (dif-
ference of logarithm) of GDP per worker from year 1956 to 2010 , i.e. T=55, with
N=67 counties after excluding those having incomplete records during this time
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interval. Explanatory variables Xi,t includes lagged variables of Yi,t up to 4 years,
and the share of total gross investment in GDP, the consumption share of GDP,
government consumption share of GDP and openness, all the data are converted
by Purchasing Power Parity (in national currency units per US$) at 2005 con-
stant prices. Three semi-varying coefficients models with threshold variable being
Ui,t = Yi,t−1 are constructed as below,




















M3 : Yi,t = µi + g1(Ui,t)Yi,t−1 + g2(Ui,t)Yi,t−2 + gin(Ui,t)X ini,t + βgX
g
i,t + ξi,t
where ξi,t = εi,t + θεi,t−1,
where ξi,t is the MA(1) process for each i, {gj(Ui,t−1), j = 1, . . . , 4} are varying
coefficients of lagged variables and gin(Ui,t−1), gg(Ui,t−1), gc(Ui,t−1) , gop(Ui,t−1) are
varying coefficients of those exogenous regressor variables, µi is the fixed effect.
For comparison of models with and without considering MA(1) errors, a cross-
validation process is carried out, as executed below
Step 1 Leave one out of the total N=67 countries, estimating models M1, M2 and
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Table 3.5 Gross-Validation Comparison
Models MSE of Cross-Validation MSE of Full Sample
MSE Consider as MA Consider as IID Consider as MA Consider as IID
Model 1 (10−4) 21.63 23.42 19.58 20.93
Percentage 92.37% 100% 93.53% 100%
Model 2 (10−4) 20.96 22.54 19.71 21.09
Percentage 92.97% 100% 93.45% 100%
Model 3 (10−4) 21.18 22.25 20.34 21.42
Percentage 95.22% 100% 95.11% 100%
M3 separately based on the 66 remaining countries with and without con-
sidering the MA(1) errors,
Step 2 Do prediction for the country left out using the calculated estimators in
Step 1, i.e. 66 countries for modeling, 1 country for validation,
Step 3 Repeat Step 1 and Step 2 for every country {i = 1, . . . , 67}, then summarize
all the squared errors.
Table 3.5 displays the summary of cross-validation comparison, besides mean
squared errors (MSE) of cross-validation, MSE of full sample (N=67 countries) is
provided too. The unit for MSE values is 10−4, and percentages of MSE with MA(1)
to MSE without MA(1) are calculated. It is obvious that models considering the
MA(1) errors are better than models without considering MA(1) errors according
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Figure 3.4 ACF of ξ¯i,t and ε¯i,t
cross-validation MSE and full sample MSE, as it can be seen that models with
MA(1) errors always lead to 5%-8% less MSE. Next, we do a model diagnostic for
the full sample model. Since ξi,t is assumed to be MA(1) process along t for each
i, also {ξi,t, t = 1, . . . , T} and {ξj,t, t = 1, . . . , T} are independent when i 6= j, then











εi,t, t = 1, . . . , T,
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Figure 3.5 Varying-Coefficient Functions of Model M1 with Full Sample
where εi,t is the innovation after filtration from ξi,t = εit + θˆεi,t−1,, and θˆ is
the estimated parameter. There are many tests for the hypothesis that autocor-
relation exists for a given time series. Two tests, one is Ljung-Box test from
Ljung and Box (1978) and the other one is a new Generalized Portmanteau test
from Mahdi and Ian McLeod (2012), are implemented to test whether there exists
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autocorrelation for sequence ξ¯t and ε¯t. The p values of the Ljung-Box test for ξ¯t
and ε¯t are < 0.0001 and 0.1088 separately, and the p values of the Generalized
Portmanteau test are < 0.001 and 0.1125 respectively. These tests’ results are con-
sistent with our model assumptions. All the above results shows that considering
autocorrelation among random errors can improve model prediction, and the im-
plementation of simple MA(1) process to represent the autocorrelation of random
errors is better than ignorance (IID case). Figure 3.4 shows the ACF of ξ¯i,t and ε¯i,t,
basically consistent with aforementioned tests. Finally, all the varying-coefficients
of full sample model for M.1 are shown in Figure 3.5.
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CHAPTER 4
Conclusion and Future Works
In summary, the existing nonlinear dynamic time series models do not consider
serial dependent random errors. On the other hand, regression models with au-
tocorrelated random errors do not incorporate lagged variables. This is due the
critical assumption E(ξt|Ft−1) = 0 that they need in their estimation methods, such
as least squared estimation or local polynomial estimation. Thus we have shown
the necessity to study dynamic time series models with serial dependent random
errors, which makes estimation to be possible under more likely assumption that
E(ξt|Ft−1) 6= 0.
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The proposed SVCARMA model includes a series of models with ARMA pro-
cess as random errors, while linear models and partially linear models can be re-
garded as special cases of SVCARMA. The result of asymptotic normality exhibits
that the extended Whittle likelihood estimation can be implemented theoretically
under certain conditions. Our proposed model selection procedure based on mod-
ified BIC works well, with high probability to find out potential models and high
probability to distinguish varying coefficient variables from linear ones.
Numeric examples shows the phenomenon that dynamic time series models
without considering serial dependent random errors may lead to great biases, and
the proposed SVCARMA model can decrease the biases and thus improve predic-
tion ability. More importantly, the proposed SVCARMA model results in some
simpler model structure, this is probably due to the fact that some dynamic time
series models need large number of lagged variable to make the serial dependent
random errors become as white noise as possible. Similar problem in panel data
model has also been discussed, and a modified average approach has been proposed
to solve it for dynamic panel data model. Several numeric examples displays the
improvement by considering the serial dependence of errors when it exists.
To discuss the relevant future works, firstly we can see that although a model
selection procedure is proposed in this dissertation, its theoretical consistency has
not been built. More specifically, set SN to be the selected model by our approach,
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P (SN = S0) = 1, (4.1)
In other words, in the future we can inspect whether our proposed selection pro-
cedure possesses consistency of (4.1), if not, whether we can build a new selection
procedure that achieves consistency. Secondly, the proposed approach is limited
to the field of time series with discrete time points {t = 1, . . . , T}, continuous-
time modeling {−∞ < t < ∞} that handling irregularly spaced time series and
high-frequency data from turbulence and finance has not been considered. Third-
ly, another limitation is that we only investigate in univariate time series, as both
spectral density function and periodogram have corresponding form in multivariate
time series, a similar study of nonlinear time series modeling with autocorrelated
random errors in multivariate case can be further considered. Besides, asymptotic
properties of proposed dynamic panel data model could be investigated under as-
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