Nowadays, L 1 penalized likelihood has absorbed a high amount of consideration due to its simplicity and well developed theoretical properties. This method is known as a reliable method in order to apply in a broad range of applications including high-dimensional cases. On the other hand, L 1 driven methods, precisely lasso dependent regularizations, suffer the loss of sparsity when the number of observations is too low. In this paper we address a new differentiable approximation of lasso that can produce the same results as lasso and ridge and also can produce smooth results. We prove the theoretical properties of the model as well as its computation complexity. Due to differentiability, proposed method can be implemented by means of the majority of convex optimization methods in literature. That means a higher accuracy in situations where true coefficients are close to zero that is a major issue of LARS. Simulation study as well as flexibility of the method show that the proposed approach is as reliable as lass and ridge and can be used in both situations.
Introduction
The idea of a smooth lasso than a solid sparse estimation is a new approach that came to literature by some authors like (Hebiri et al., 2011) , (Hebiri, 2008) , (Schmidt et al., 2007a) and (Zou and Hastie, 2005) . The idea behind is considering a smooth loss function instead of a solid absolute function in lasso (Tibshirani, 1996) . That means to add a differentiable term to the likelihood. Adding this term results in a trade off between sparsity and increasing the number of covariates (Pourahmadi, 2013, p 99) . Elastic net (Zou and Hastie, 2005) and smooth lasso (Hebiri et al., 2011) are two well known examples of these kinds of models. On the other hand strictly smooth models like ridge regression (Hoerl and Kennard, 1970) suffers the enough sparsity and models like elastic net and smooth lasso require a challenging term and a separate tuning parameter to be regularized. In this paper we address a special case of penalized likelihoods that can be used in smooth situations as well. The main idea is to replace the absolute function in lasso with its smooth approximation. Latter means a convex and differentiable loss function that satisfies smoothness definition in (Ramirez et al., 2014) . Proposed approximation let the analytic to choose from a very smooth function to a very sharp penalty term. Furthermore, it reduces the optimization problem to an ordinal minimization problem that can be implemented by a broad range of algorithms in literature without any extra effort.
For a brief introduction we consider the problem of approximating an absolute function, f (x) = |x|. The absolute function can be approximated using at least three functions listed below
Equation (1) is studied in details in (Ramirez et al., 2014) . The right hand side of (2) is so called error function and can be considered as a probability distribution (refer to (Olver et al., 2010) for a rich discussion of error function) and the accuracy of approximation increases as s tends to zero. Also,
Figure 1: Comparing x 2 and limit approximation for s =
). On the other hand, φ(
) ≈ x 2 where is very close to x 2 . Latter result, as illustrated in figure (1), shows that the approximation has a similar behaviour as x 2 for the values close to zero. In addition, to reduce computation time of 2 √ π = 1.128379 it is possible to set s = 1. On the other hand, for large values of s,
That is, a horizontal line. Equation (1) is a special case of (3) and it is straightforward to prove that the length of (3) is always less than u (Nesterov, 2005) . Recently (Schmidt et al., 2007b) have proposed a smooth approximation of the form of |x| ≈ 1 α [log(1 + e −αx ) + log(1 + e αx )] = |x| α and its application in L 1 penalized likelihoods. Notice that latter approximation is twice differentiable, |x| = lim α→∞ |x| α and the maximum error of this approximation is |x|−|x| α ≤ 2 log(2)
α .
For simplicity we name , s, u and α as precision values. Figure ( 2) compares the approximations for different precision values. It is obvious from this figure that the accuracy of the second approximation increases faster that other opponents at the same rate of changing precision values. Technically speaking, it converges at the speed faster than its opponents. In addition, approximation (2) passes the origin regardless of the value of precision value that is of interest when make a use of this approximation in loss functions. Flexibility, convergence and convexity of this function motivate us to make a use of this function in linear regularization problems to replace absolute value function.
The rest of the paper is organized as follows. After proving the smoothness of the functions, a penalized likelihood based on error function is defined in section § 2. Some interesting theoretical properties of this model are studied in section § 3. Then, a discussion about computation complexity of model in section § 5 provides enough support to apply model in real situations. In section § 6, a simulation study accompanies the theoretical results. Finally, conclusion in section § 7 and detailed technical proofs are provided in the appendix.
To show the smoothness of the approximations, we adopt the definition of smoothness in (Ramirez et al., 2014) as following, Definition 1 A function f : R → R is a smooth approximation of |x| if this function is differentiable and satisfies two limit properties as following.
It is straightforward to show that all approximations above are smooth approximations of |x|. In the next section we concentrate on the approximation (2) and define an l(s) penalized problem with respect to this approximation. 
SmoothABS Regression
Assume X = (x 1 , x 2 , x 3 , . . . , x m ) is a known sparse matrix of data and x i , i = 1, 2, . . . , m are independent column vectors of the length n that can be much less than m. Consider a linear model of the form of Y = Xβ + e where β i , i = 1, 2, 3, . . . , m are regression coefficients and e i i.i.d
∼ N (0, σ 2 ). Then maximizing likelihood is equivalent to minimizing the following function,
If n ≤ m, this problem reduces to a regular quadratic optimization problem.
On the other hand, if n m then a standard approach is to make a use of a penalty terms preferably L 1 norm of the form of
where λ is a tuning parameter and determines the sparsity of the optimum solution. Replacing the absolute value function in equation (4) with smooth approximation in equation (2) results in
Remind that
2σ 2 , z ≥ 0 is called half normal density (Ahsanullah et al., 2014, p 18) and is shown by HN (0, σ). Denote cumulative distribution function of this distribution by CHN (Z, 0, σ). Then
). Substituting the latter result in (5) results in,
On the other hand we have,
where Φ(z, 0, σ) denotes cumulative normal distribution with mean of zero and variance equals to σ 2 . Then,
) − 1. Substituting (7) in (6) and setting σ =
results in,
Now the problem is minimizing (8) with respect to β. Following remark gives the derivation of the likelihood.
Remark 1 Setting X X = I, the likelihood of the form of (8) is differentiable at zero and its derivation can be determined by,
Proof of this remark is given in appendixes.
Remark (1) shows that the likelihood is of the form of a polynomial and can be solved numerically. For a special case, assume there is just one coefficient, |β| < 1. Then, the problem is reduced to minimize (8) with respect to one coefficient. Using remark (1) and taking the approximation by the first three terms results in,
Equation (9) has three roots where two of them are complex and one of them is real. That is,
Notice that (10) only happens when s → ∞ and λ * → 0 at the speed faster than s or simply λ * = 0. Moreover, if λ * = 0 then, equation (9) reduces to the well-known solution for LSE that is,
that is coincided by the result of equation (10).
Theoretical properties of the model
In this section we concentrate on theoretical properties of the model as well as some comparisons to lasso and log-approximation. First we show that our approach reaches a similar amount of bias as lasso. To this end we follow (Knight and Fu, 2000) and define a loss function and claim that this function reaches its minimum at estimations,β.
where L(β) is the likelihood of the form of equation (8). Then,
where N denotes normal distribution.
Result of Lemma (1) is similar to lasso (refer to (Knight and Fu, 2000 , Theorem 1)). Then fixing s to a value close to zero will guarantee that the results are similar to lasso. On the other hand, fixing s to a higher value, results in a decrease in sparsity and an increase in the number of significant variables in model. So, determining a threshold for s is of interest. In the next theorem it is shown that the minimum speed of s that guarantee the similarity of results to lasso is n −1/2− for > 0. Furthermore, in remark (1) we will show that the sparsity of the model can be controlled by carefully choosing a precision vector, s * . Diagram (1) shows a summary of the theorem (1) and remark (1).
Data: Import data
Renew λ * end Algorithm 1: ABSlasso algorithm using sparse controlling trigger
x i x i < ∞ and X X/n → Σ where Σ is nonsingular and also sparsity of coefficients, then √ n(β n − β) → arg min(k) where
and N ∼ N (O, σ 2 Σ) and it guarantees sparse solutions.
Proof of this theorem is provided in appendixes. Then, to get the same results as lasso, it is enough to set s n to a value less than n −1/2 . For instance,
, m → ∞ can be used in high-dimensional cases. Latter theorem decreases the computation complexity significantly by fixing the amount of memory that must be assigned to algorithm and can be considered as an advantage of this method over Log-approximation in (Schmidt et al., 2007a) .
In contrast, assume s n = s * √ n → q > 0, where s * denotes a vector of precisions, then we prove that it provides a tool to control the smoothness of the estimations by controlling zero coefficients.
Remark 2 Under the similar conditions to theorem (1) but s n = s * / √ n → q > 0, and given a well-designed vector of precisions values s * so that,
and u 2 represents near-zero estimations. Then, model (5) can be used to generate a less sparse estimations.
Proof of this theorem is provided in appendixes.
For the last property, we prove that |β|−β(2Φ(
).
Proof of this corollary is given in appendix. Obviously, latter equation tends to zero as s → 0.
Algorithm
In order to maximize the likelihood, we propose an unconstrained optimization approach mainly because the likelihood is continues and differentiable at zero. For example Newton iteration of the form of
for suitable steps of length t can be performed on the likelihood. Then, using remark (1),
, that can be used to optimize likelihood iteratively.
Computations and complexity order
The only challenging term in the likelihood proposed in this paper is computing the error function of the form of erf (x) ∝ x 0 e −t 2 dt. Taylor expansion makes it possible to approximate erf (x) as following
or
equation (11) and (12) can approximate error function for small values of x while equation (13) is used to approximate large values of x. For small |x|, the series (11) is slightly faster than the series (12) because there is no need to compute an exponential. On the other hand, the series (12) is preferable to (11) for moderate |x| because it involves no cancellation. Furthermore, for erf (x) there are fast enough algorithms that can be implemented by arbitrary high precision, see for example (Vazquez-Leal et al., 2012) , (Olver et al., 2010) , (Chevillard and Revol, 2008) (Cody, 1969) , (Press, 1992) , (Lee, 1992) , (Cody, 1990) , (Borjesson et al., 1979) . In order to approximate lasso, extra precision is negligible and then using fast algorithms like
can provide reliable results. For smoother results a hybrid method include equation (11), (12) and (13) can provide accurate enough results.
Simulation study
In order to compare the performance of the model, we generate a dataset of 100 sparse variables and 50 data points. Without loss of generality we assume the first five coefficients are non-zero and all the rests are zero. We estimate coefficients using the proposed model and repeat this procedure 25 times and compare the results of Lasso, Log-approximation and our method with respect to coefficients accuracy, error variance, BIC and computational time. According to table (1), proposed method shows a better results with respect to BIC, execution time and other parameters than log-approximation but it takes a bit more time than lasso. On the other hand, we follow the same procedure but for the small coefficients, precisely for the coefficients in (−1, 1) interval, and compare ridge regression and proposed method for s = 1. Table ( 2) compares these results. 
Conclusion
In this paper we addressed a differentiable replacement for L 1 penalized likelihoods that provides well properties and is faster than the previous opponents. New method also can be used in smooth situations in order to select more variables than lasso. We showed that the proposed method is feasible and follows well-defined theoretical properties. Furthermore, using a simulation study we showed that the proposed method outperform LARS for small coefficients that is a major issue of LARS. Finally, proposed method lets the analytic to use a broad range of optimization methods in literature that can be considered as an advantage of model.
Appendix: Proofs
Proof 1 (Remark 1) Consider that the likelihood is differentiable and continues. Then, the first derivation is,
If X is normalized so that X X = I then,
On the other hand,
Derivation of (15) with respect to β i , i = 1, 2, 3, . . . , m is of the form of
Latter function is zero at β j = 0 for odd values of k. Note that (14) to (16) are defined at zero, then using Taylor expansion around zero we get,
Proof is completed.
Proof 2 (Lemma 1) Take the equation (8) as following,
and assume u ∈ R m . Then,
Suppose some coefficients are zero. Then, without loss of generality we assume r-first coefficients are zero and m − r coefficients are non-zero and
where Σ 11 is r × r, Σ 22 is (m − r) × (m − r), Σ 21 = Σ 12 and u 1 and N 1 are vectors of the length r. If k n (u) is minimized at u 2 = 0 then
, but s n → 0 then above equation results in sparse estimations because,
Latter is similar to (Knight and Fu, 2000, equations 9, 10) . Then, solving the equations above with respect to u 1 results in a positive probability mass at zero for u 2 . Proof of theorem is completed.
Proof 4 (Remark 2) Similar to theorem 1, define k n (u) as following
Dividing coefficients into zero, u 2 , and non-zero, u 1 , we have ) is very close to zero because φ(3, 0, 1 √ 2 ) 0. Then, given a set of sparse coefficients and a vector of precisions s * , it is possible to control the sparsity of the estimations. The proof is completed.
Proof 5 (Corollary 1) Proof of this corollary makes a use of (Abramowitz and Stegun, 2012) For β = 0 proof is obvious. Then for β = 0 and by using the inequalities above we have, Proof is completed.
