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I. INTRODUCTION
H ELBERG codes [4] are binary codes capable of correcting multiple insertion/deletion errors. These numbertheoretic codes generalize Levenshtein codes, first constructed by Varshamov and Tenengol'ts [15] to correct a single asymmetrical error and later proved by Levenshtein [8] to be capable of also correcting a single insertion or deletion error. Levenshtein's proof included an elegant linear decoding algorithm to correct a single deletion. Levenshtein codes are asymptotically optimal; however, Helberg codes correcting more than one insertion or deletion have a low rate [11] .
Other special binary codes capable of correcting insertions and deletions include run-length limited codes by Paluncić et al. [11] , repetition codes by Landjev and Haralambiev [7] , and repetition error-correcting codes by Dolecek and Anatharam [3] . There are of course codes that can correct insertion/deletion errors with high probability over binary symmetric channels such as concatenated codes by Schulman and Zuckerman [12] and watermark codes by Davey and MacKay [2] . These codes differ from Helberg and other aforementioned codes, which guarantee correction up to a fixed maximum of insertions and/or deletions (or indels for short). We refer the reader to [1] and [11] for an overview of insertion/deletion correcting codes and their applications.
A non-binary generalization of the Levenshtein code is the Tenengol'ts code [14] , which uses a modular relation to determine the value of the inserted or deleted non-binary symbol and an associated Levenshtein code to determine the position of that symbol. Tenengolts also gave a systematic form of his code that appends the three-bit string 011 to each codeword to serve as check bits for detecting either an insertion or deletion and as a separator between codewords. A generalization of the Tenengol'ts code to one capable of correcting multiple Manuscript indels was constructed by Paluncić et al. [10] . As with the Tenengol'ts code, their code uses a set of modular relations to determine the values of the deleted symbols and an associated binary multiple insertion/deletion correcting code to determine the positions of the deleted symbols. However, this information does not uniquely specify which values should be inserted at these positions; thus, their construction involves a purging process that requires removing unwanted codewords that yield the same deleted codeword. An upper bound was derived for the number of such codewords that can exist, but no efficient algorithm was given to purge these unwanted codewords.
A lower bound for the cardinality of these codes was established, proving that they are asymptotically optimal, but assumes a conjecture regarding the cardinality of the associated binary code. In this paper we extend Helberg's construction of his codes [4] , [5] to non-binary alphabets. Moreover, we present a linear decoding algorithm to correct codewords that suffer only deletions. Our proof that these q-ary codes are capable of correcting multiple insertion/deletion errors follows the one given by Abdel-Ghaffar et al. [1] for Helberg codes, which we adapt for non-binary alphabets. The proof relies on an argument by contradiction: suppose two codewords with the same residue produce the same deleted codeword. Then the difference in their moments must be strictly between 0 and the modulus, which gives a contradiction since the two codewords are congruent.
Our decoding algorithm for the correction of one deletion error essentially performs an exhaustive trial-by-error search. However, for two or more deletion errors, the algorithm is recursive in the following sense: assuming that d-deletion errors have occurred, the algorithm corrects the rightmost deleted symbol, after which the decoding reduces to the algorithm for correcting (d − 1)-deletion errors. Moreover, for d ≥ 2, the algorithm is efficient because its complexity is linear, namely O(n), where n is the length of the transmitted codeword.
We were informed by one of the reviewers that our algorithm for correcting one and two deletion errors for (binary) Helberg codes is similar to that described informally by Swart [13, Ch. 4] . Both algorithms use the same strategy of shifting bits (starting with the last bit) to the right either one or two positions and inserting 0's if necessary in order to reduce the index (difference in moments between the original and deleted codewords) to zero. However, Swart's algorithm appears more complicated and less efficient in the sense that after the first round of shifting, if the index remains positive, then the codeword is inverted and process of shifting is repeated. Our algorithm on the other hand guarantees correction by performing only one round of shifting and insertion of bits.
The outline of our paper is as follows. In Section II we formally define our generalized (non-binary) Helberg codes and prove that they are capable of correcting up to d-deletion errors. In Section III, we describe our linear search algorithm to decode codewords that suffer only deletions and prove that it is a valid algorithm. Lastly, in the appendix, we present cardinalities for the largest generalized Helberg code given the alphabet size, codeword length, and maximum number of deletions that can be corrected. These cardinalities were found through exhaustive computer search.
II. GENERALIZED HELBERG CODES
Let A = {0, 1, . . . , q − 1} be a q-ary alphabet and x = (x 1 , . . . , x n ) ∈ A n be a codeword of length n. We shall refer to x i as the i -th symbol of x. Fix d to be a positive integer representing the maximum number of deletions that are allowed to occur in any codeword and set p = q − 1. Generalizing Helberg and Ferreira [5] , we define the sequence of weights
When it is clear, we shall write w i for short instead of w i (q, d). Next, we define the moment of x to be
Moreover, we define the truncated codeword (x) k = (x 1 , . . . , x k ) to be one consisting of the first k symbols of x and its moment by M k (x) := M((x) k ). We shall also write M(x i ) = w i x i to refer to the moment of the symbol x i .
Our new q-ary codes capable of correcting multiple insertion/deletion errors are defined as follows.
Definition 1: Let m and r be fixed integers satisfying m ≥ w n+1 and 0 ≤ r < m. We define the code C n (q, d, m, r ) to be the set of codewords of length n whose moments have residue r modulo m, i.e., C n := C n (q, d, m, r ) = {x ∈ A n : M(x) ≡ r mod m}. To simplify the notation, we shall sometimes write C n instead of C n (q, d, m, r ). In the case of a binary alphabet where q = 2, the codes C n (2, d, m, r ) are referred to Helberg codes [5] .
Given two codewords x and y of length n, we shall say that x and y are congruent and write x ∼ = y to denote M(x) ≡ M(y) mod m. In that case, x, y ∈ C n (q, d, m, r ) for some residue r where
Define S(n) = {1, . . . , n}. Let D be a non-empty subset of S(n) with |D| ≤ d. Set n = n − |D| and define S = S(n) − D = {i 1 , . . . , i n } with i 1 < i 2 < · · · < i n . Moreover, define x (D) = (x i 1 , . . . , x i n ) to be the codeword obtained by deleting the elements of x indexed by D. We shall refer to x (D) as a deleted codeword of x. We also define the index of x (D) to be difference in moments between the original codeword and its deleted codeword:
Our proof that C n (q, d, m, r ) is a d-deletion error-correcting code follows the proof given in [1] , where we adapt their arguments for q-ary alphabets. In particular, let x, y ∈ C n (q, d, m, r ) be two distinct codewords and suppose there exists subsets D and E of S(n) such that |D| = |E| ≤ d and x (D) = y (E) . We show that 0 < (x, y) < m, which is a contradiction since x ∼ = y. Thus, no two subsets can exist. Hence, C n (q, d, m, r ) is a d-deletion correcting code. By a result of Levenshtein [8] , C n (q, d, m, r ) is also capable of correcting a total of d indels.
Our prove relies on the following lemma, which allows us to replace the rightmost non-zero symbol with the value 0 in any two codewords that are congruent and have the same deleted codeword. This assumes that the rightmost nonzero symbol is the same for both codewords.
Lemma 2: Let x and y be two codewords of length n with the following two properties:
(1) x ∼ = y.
(2) x (D) = y (E) for some subsets D and E of {1, . . . , n} with |D| = |E| ≤ d. Suppose there exists a positive integer L such that x L = y L > 0 and x i = y i = 0 for all i > L. Then there exist codewordsx andỹ wherex i = x i ,ỹ i = y i for all i = L andx L =ỹ L = 0 such thatx andỹ have the same two properties as x and y, namely
for some setsD andẼ having the same size as D and E. Proof: Definex andỹ according to the lemma. Since
This proves (i). To prove (ii), we consider four cases:
Case I: Assume L ∈ D ∩ E. In this case, the nonzero symbols x L and y L are deleted from x and y, respectively, to obtain x (D) and y (E) . DefineD = D andẼ = E. Since x (D) = y (E) , it follows thatx (D) =ỹ (Ẽ) since the zero symbols x L andỹ L are deleted fromx andỹ, respectively, as well.
Case II: Assume L ∈ D ∪ E. Since x (D) = y (E) , it follows that x L and y L appear in x (D) and y (E) as the rightmost nonzero symbol, respectively. But then replacing x L and y L bỹ x L andỹ L , respectively, yieldsx (D) =ỹ (E) . Thus, it suffices to again defineD = D andẼ = E.
Case III: Assume L ∈ D − E. In this case, the symbol x L is deleted from x to obtain x (D) , but the symbol y L is not deleted from y and therefore appears in y (E) . Let z denote the number of symbols to the right of y L in y (E) , which must all be 0 since y i = 0 for all i > L. Then the number of symbols to the right of y L that are deleted from y to obtainỹ (E) equals z = n − L − z. Let K denote the position of the rightmost nonzero symbol x K of x (D) . Since x (D) = y (E) , it follows that x K = y L = x L and that the number of zeros to the right of x K in x (D) also equals z. Therefore, the number of symbols to the right of x K that are deleted from x to obtain
The argument in this case is the same as Case III with the roles of D and E reversed.
Theorem 3: Let x and y be two codewords of length n that satisfy properties (1) and (2) in Lemma 2. Then
Proof: We shall first prove that | (x, y)| < m. To begin, we rewrite (x, y) as follows:
where n = n − |D|. This yields the bound
It follows that
Lastly, we re-index the summation on the right-hand side to conclude that
On the other hand, by reversing the roles of x and y, we obtain
Next, we prove that (x, y) = 0 by considering four different cases. By Lemma 1 we can assume without loss of generality that there exists an integer L ∈ {1, . . . , n} such that x L > y L and x i = y i = 0 for all i > L.
Case
The first two summations on the right-hand side is bounded below by
The third summation is bounded below by n k=1
where we have used the fact that i k = L and x i k = 0 for i k > L. It follows that
This is equivalent to
where we have used the fact that L − d ≤ min(n , L − 1). Also, recall that L ≤ n = n + d and d ≥ 1.
Case II:
Analogously, we partition S(n ) into those elements k where i k < j k and those where i k ≥ j k to obtain
The rest of the argument now follows the same as that in Case I to establish that (x, y) ≥ 1.
Case III: Assume L ∈ E − D. The argument in this case is the same as Case II by switching the roles of D and E.
Case IV: Assume L ∈ D ∪ E. Then i K = L for some i K ∈ S . We claim that j K ≤ i K − 1. Since x (D) = y (E) , it follows that x i K = y j K . On the other hand, we have
We now proceed similarly as in previous cases:
Again, using (1), we obtain the lower bound
The rest of the proof is the same as that in Case I. Therefore,
Proof: Suppose on the contrary that C n (q, d, m, r ) is not capable of correcting up to d deletions. Then there exist two codewords x, y ∈ C n (q, d, m, r ) and subsets D and E with |D| = |E| ≤ d such that x (D) = y (E) . By Theorem 3, we have 0 < | (x, y)| < m. It follows that x ∼ = y, a contradiction. Thus, C n (q, d, m, r ) is capable of correcting up to d deletions, and therefore, can correct up to d insertion/deletion errors as well due to a result of Levenshtein [8] .
III. DECODING OF GENERALIZED HELBERG CODES
In this section, we describe a linear decoding algorithm to correct deletion errors in a generalized Helberg codeword x ∈ C n (q, d, m, r ) where c deletions have occurred with c ≤ d. We first present an algorithm to correct one deletion and then provide a recursive algorithm to correct two or more deletions. The strategy behind our algorithm is as follows. Suppose a codeword x is transmitted, but is corrupted so that the received codeword, denoted by x , consists of deletion errors. Our goal is to find the correct positions to re-insert into x the symbols that were deleted so that the index I reduces to zero. In particular, we start with the assumption that our deleted symbols should be inserted at the right end of x . If these symbols are not in their correct positions, then we shift them to the left as far as possible and update the index I by subtracting the change in the weight of each moving symbol from the current value of I . The algorithm terminates when I = 0.
A. Decoding One Deletion
In the decoding of one deletion, our algorithm is the same as exhaustive trial-by-error search. Let x ∈ C n (q, d, m, r ) and x be the deleted codeword obtained from x by deleting one symbol. We assume d ≥ 2; otherwise, if d = 1, Levenshtein decoding should be used. Then x has length n − 1. We definẽ x = (x 1 , . . . ,x n ) to be the initial decoding of x where we append a variable symbol δ to x at initial position P = n, i.e., the right-most position:
denote the index (Lemma 10 in the appendix shows that it is possible to determine M(x) from M(x )). We then attempt to decodex in order to obtain the original codeword x so that M(x) = M(x) by either inserting a value for δ or shifting this deleted symbol to the left of x P−1 . The decision is based on the following condition, which compares the current index I and the moment of δ at position P: Algorithm 1 (Decode One Deletion): Let P = n. If I = σ · w P for some value σ ∈ {0, 1, . . . , p}, then δ is in its correct position as the symbol that was deleted from x. To decode, set δ = σ . Otherwise, shift x P−1 to the right of δ (equivalent to shifting δ to the left one position), update I → I − x P−1 (w P − w P−1 ), and update P → P − 1. This is repeated until the correct position and value for δ is found.
It is clear that Algorithm 1 will correctly decode x since it essentially performs an exhaustive search (assuming that x exists). We illustrate this algorithm in the following example.
Example 5: Suppose the ternary codeword x = (1, 2, 2, 0, 2, 2, 1, 2) ∈ C 8 (3, 2, w 9 , 23) was transmitted and x = (1, 2, 2, 0, 2, 1, 2) was received so that one deletion occurred. We wish to decode x to recover x. The weights w i corresponding to this codebook are defined by the recursion w i = 1 + 2(w i−1 + w i−2 ). The first 10 weights are given in Table I . In particular, w 9 = 3861.
Since m = w 9 = 3861, r = 23, and M(x ) = 1386, and M(x ) > r , it follows from Lemma 10 in the appendix that M(x) = 3884. Thus, the index I = M(x) − M(x ) = 2498. As defined earlier, letx be our initial decoding for x where we initially insert a variable symbol δ at the right-most position Algorithm 1 Decode One Deletion
Initializex by appending variable symbol δ to x at position n, where δ is to be determined. 2: for P = n to 1 do P denotes position of δ 3: for σ = q − 1 to 0 do σ denotes test value for δ 4: if I = σ · w P then 5:
Shift x P−1 to the right of δ and updatex 10:
Update the index 11: end for Again, since I = σ · w 7 for all σ ∈ {0, 1, 2}, we shiftx 6 = 1 to the right of δ, update P → P − 1 = 6, and update I → I − x 6 (w 7 − w 6 ) = 378. Theñ x = (1, 2, 2, 0, 2, δ, 1, 2).
We now find that I = σ · w 6 = 378 for σ = 2. In that case, we set δ = 2 and set I = 0. This gives the original codeword x = (1, 2, 2, 0, 2, 2, 1, 2) = x and completes the decoding.
B. Decoding Two Deletions
For binary Helberg codes capable of correcting two deletions, we shall describe a recursive algorithm to decode a codeword where two symbols (bits) have been deleted by reducing the problem to that of correcting one deletion, a problem that was solved in the previous sub-section. Suppose x is obtained from x ∈ C n (2, 2, m, r ) after deleting two symbols from x. Then to decode x , whose length is n −2, we again definex to be an initial decoding of x where we insert two variable symbols δ 1 and δ 2 at the right end of x , namely at positions P −1 and P, where we initially set P = n:
We calculate I = M(x) − M(x ) (and use Lemma 10 in Appendix A to determine M(x)). Our algorithm essentially determines whether to set δ 2 equal to an alphabet symbol (0 or 1), in which case the decoding reduces to the one-deletion Algorithm 1, or shift x P−2 to the right of δ 2 . The following conditions describe when each action is executed.
Algorithm 2-Binary (Decode Two Deletions): Let P = n. If
for some σ 1 , σ 2 ∈ {0, 1}, then δ 1 and δ 2 are in their correct positions as symbols that were deleted from x. To decode, set δ 1 = σ 1 and δ 2 = σ 2 . Otherwise, we assume that either δ 1 or δ 2 (or both) are NOT in their correct positions in what follows. Then 1) For w P > I : a) If x P−2 = 0, then shift x P−2 to the right of δ 2 . b) If x P−2 = 1 and i) I < w P − w P−2 , then set δ 2 = 0. ii) I ≥ w P −w P−2 , then shift x P−2 to the right of δ 2 and update the index I → I −(w P −w P−2 ).
2) For w P < I : a) If x P−2 = 0, then set δ 2 = 1 and update I → I − w P . b) If x P−2 = 1, then shift x P−2 to the right of δ 2 and update I → I − (w P − w P−2 ). Update P → P − 1 and repeat algorithm until the correct position and value for δ 2 is found. If δ 2 is found but δ 1 remains unknown, then apply the one-deletion Algorithm 1 to determine δ 1 .
Proof of Algorithm 2-Binary: To prove conditions (1) and (2) are valid, we argue as follows.
(1) Suppose w P > I . We consider two cases: (a) x P−2 = 0. We consider two situations and show that x P−2 should be shifted to the right of δ 2 in both situations:
(i) δ 2 is in its correct position as the right-most deleted symbol. In that case, since w P > I , there is only one choice of symbol for δ 2 , namely δ 2 = 0; otherwise, if δ 2 = 1, then the moment forx will exceed that of x up to position P, regardless of the position of δ 1 in the final decoding forx:
But observe that setting δ 2 = 0 is equivalent to shifting x P−2 = 0 to the right of δ 2 . Thus, we choose to shift instead. (ii) δ 2 is NOT in its correct position as the right-most deleted symbol. In that case, we are forced to shift x P−2 to the right of δ 2 .
(b) x P−2 = 1. We consider two sub-cases: (i) I < w P − w P−2 . We claim that δ 2 is in its correct position as the right-most deleted symbol. Otherwise, we are forced to shift x P−2 to the right of δ 2 , but then the moment ofx will exceed that of x up to position P:
Thus, δ 2 is in its correct position and moreover, δ 2 = 0, since w P > I .
(ii) I ≥ w P − w P−2 . We claim that δ 2 is NOT in its correct position. Otherwise, δ 2 = 0 since w P > I and sõ
But then the moment ofx, which is maximized if δ 1 = 1, will always be strictly less than the moment of x up to position P:
Thus, δ 2 is not in its correct position. Therefore, x P−2 should be shifted to the right of δ 2 .
(2) Suppose w P < I . We again consider two cases: (a) x P−2 = 0. We claim that δ 2 is in its correct position as the right-most deleted symbol. Otherwise, if δ 2 is not in its correct position, then we are forced to shift x P−2 to the right of δ 2 , in which casẽ
But then the moment ofx, which is maximized if δ 1 = δ 2 = 1, will always be less than the moment of x up to position P:
Thus, δ 2 is in its correct position. Next, we claim that δ 2 = 1. Otherwise, if δ 2 = 0, then the moment ofx, which is maximized if δ 1 = 1, will always be less than the moment of x up to position P:
(b) x P−2 = 1. We consider two situations and show that x P−2 should be shifted to the right of δ 2 in both situations:
(i) δ 2 is in its correct position. We claim that δ 2 = 1. Otherwise, if δ 2 = 0, then the moment ofx, which is maximized if δ 1 = 1, will always be less than the moment of x up to position P:
Thus, δ 2 = 1. But observe that setting δ 2 = 1 is equivalent to shifting x P−2 = 1 to the right of δ 2 . Thus, we choose to shift instead.
(ii) δ 2 is NOT in its correct position. In that case, we are forced to shift x P−2 to the right of δ 2 . This completes the proof.
We now demonstrate Algorithm 2-Binary in the following example to show how the problem of decoding two deletions can be reduced to that of decoding one deletion. Example 6: Suppose x ∈ C 10 (2, 2, w 11 , 62) was transmitted and x = (1, 1, 0, 1, 0, 1, 0, 1 ) was received so that two deletions occurred. The weights w i are defined by Table II ). Therefore m = w 11 = 232 and M(x ) = 84.
Since M(x ) > r = 62, it follows that M(x) = r +m = 294.
and apply algorithm 2. Since (2) fails, we compare w 10 = 143 with I . As w 10 < I and x 8 = 1, we shift x 8 to the right of δ 2 and update the index: I → I − (w 10 − w 8 ) = 121. Thenx takes the formx = (1, 1, 0, 1, 0, 1, 0, δ 1 , δ 2 , 1) .
Again, since (2) fails, we compare w 9 = 88 with I . As w 9 < I and x 7 = 0, we set δ 2 = 1 and update I → I − w 9 = 33 so thatx = (1, 1, 0, 1, 0, 1, 0, δ 1 , 1, 1) .
From here, we apply Algorithm 1 to determine δ 1 , which yields δ 1 = 1 at position 7. Thus, x = (1, 1, 0, 1, 0, 1, 1, 0, 1, 1) = x.
C. Decoding Multiple Deletions
Suppose x is obtained from x ∈ C n (q, d, m, r ) after deleting c symbols from x, where 2 ≤ c ≤ d. Then to decode x , whose length is n − c, we again definex to be an initial decoding of x where we insert c variable symbols δ 1 , . . . , δ c at the right end of x , namely at positions P − c + 1, . . . , P, where we initially set P = n: x 2 , . . . , x n−c , δ 1 , . . . , δ c ) .
We calculate I = M(x) − M(x ) (and use Lemma 10 in Appendix A to determine M(x)). As before, our algorithm essentially determines whether to set the right-most symbol δ c equal to an alphabet symbol (0, . . . , q − 1), in which case the decoding reduces to Algorithm DM for c − 1 deletions, or shift x P−c (initially x n−c ) to the right of δ c . The following conditions describe when each action is executed.
Algorithm DM (Decode Multiple Deletions): Let P = n. If
Algorithm 2 Decode Two Deletions 1:x = x 1 x 2 . . . x n−2 δ 1 δ 2 Initializex by appending variable symbols δ 1 and δ 2 to x at positions n − 1 and n respectively, where δ 1 and δ 2 are to be determined. 2: for P = n to 1 do P denotes position of δ 2
3:
for σ 1 , σ 2 = q − 1 to 1 do Double nested for loop 4: if I = σ 1 w P−1 + σ 2 w P then 5:
end if 8: end for 9: if w P > I then 10: if (x P−2 = 0) or (x P−2 = 1 and I ≥ w P − w P−2 ) then 11:
Shift x P−2 to the right of δ 2 and updatex 12 :
Update the index 13: else 14: x = x 1 x 2 . . . x P−2 δ 1 0x P+1 . . . x n−2 Insert 0 for δ 2 and updatex 15: Call Algorithm 1 to decode δ (1) and (2) in Algorithm DM give a correct decoding of x .
(1) Suppose w P > I . We consider two cases: (a) x P−c = 0. We consider two situations and show that x P−c should be shifted to the right of δ c in both situations:
(i) δ c is in its correct position as the right-most deleted symbol. In that case, since w P > I , there is only one choice of symbol for δ c , namely δ c = 0; otherwise, if δ c ≥ 1, then the moment forx will exceed that of x up to position P, regardless of the positions and values of the other symbols δ 1 , . . . , δ c−1 in the final decoding forx:
But observe that setting δ c = 0 is equivalent to shifting x P−c = 0 to the right of δ c (and later setting δ 1 , . . . , δ c−1 equal to appropriate values determined by our algorithm). Thus, we choose to shift instead.
(ii) δ c is NOT in its correct position as the right-most deleted symbol. In that case, we are forced to shift x P−c to the right of δ c .
(b) x P−c ≥ 1. We consider two sub-cases: (i) I < w P −w P−c . We claim that δ c is in its correct position as the right-most deleted symbol. Otherwise, we are forced to shift x P−c to the right of δ c , but then the moment of x will exceed that of x up to position P, regardless of the position and values of the other symbols δ 1 , . . . , δ c−1 :
Thus, δ c is in its correct position and moreover, δ c = 0 since w P > I .
(ii) I ≥ w P − w P−c . We claim that δ c is NOT in its correct position. Otherwise, δ c = 0 since w P > I and sõ
But then the moment ofx, which is maximized if δ 1 = . . . = δ c−1 = p (recall p = q − 1), will always be strictly less than the moment of x up to position P:
Thus, δ c is not in its correct position. Therefore, x P−c should be shifted to the right of δ c .
(2) Suppose w P < I . We first prove that if δ c is in its correct position, then δ c = σ max . We rule out all other possible values as follows:
(i) Suppose δ c = σ < σ max . But then the moment ofx up to position P, which is maximized if δ 1 = . . . = δ c−1 = p, will always be less than the moment of x because of the following calculation (recall the recurrence satisfied by w P and the fact that σ max (w P − w P−c ) < I ):
(ii) Suppose δ c = σ > σ max . But then the moment ofx up to position P, which is minimized if δ 1 = . . . = δ c−1 = 0, will always be greater than the moment of x because of a similar calculation:
Thus, δ c = σ max if it is in its correct position. Next, we consider three cases: (a) x P−c > σ max . We claim that δ c is in its correct position. Otherwise, we are forced to shift x P−c to the right of δ c , but then the moment ofx, which is minimized if δ 1 = . . . = δ c−1 = 0, will always be greater than the moment of x up to position P:
Thus, δ c is in its correct position and as we argued previously,
We consider two sub-cases: (i) σ max w P ≤ I . We claim that δ c is in its correct position. Otherwise, we are forced to shift x P−c to the right of δ c , but then the moment ofx, which is maximized if δ 1 = · · · = δ c−1 = p, will always be less than the moment of x up to position P. This is because
Next, we use the fact that x P−c < σ max to obtain
Thus, we set δ c = σ max .
(ii) σ max w P > I . We claim that δ c is NOT in its correct position. Otherwise, if δ c is in its correct position, then we must have δ c = σ max and so the moment ofx up to position P, which is minimized if δ 1 = . . . = δ c−1 = 0, will always be greater than the moment of x:
Thus, we shift x P−c to the right of δ c . (c) x P−c = σ max . In this case, observe that if δ c is in its correct position, then δ c = σ max , but this same result can be achieved by shifting x P−c to the right of δ c (and later setting δ 1 , . . . , δ c−1 equal to appropriate values determined by our algorithm). Thus, we choose to shift instead. This completes the proof.
We demonstrate Algorithm DM with the following example. Example 7: Suppose a ternary codeword x ∈ C 8 (3, 2, w 9 , 23) of length 8 was transmitted and the deleted codeword x = (1, 2, 2, 0, 1, 2) was received where two symbols were deleted. We have m = w 9 = 3861; see Table I for a list of the weights w i .
Since M(x ) = 504 > r , it follows from Lemma 10 that M(x) = m + r = 3884. Thus, the index I = M(x) − M(x ) = 3380. We now apply Algorithm DM by defining our initial decoding as x = (1, 2, 0, 2, 1, 2, δ 1 , δ 2 ).
Since (3) fails, we compare w 8 = 1413 with I . As w 8 < I , we compute σ max = 2. Since x 6 = 2 = σ max , we shift x 6 to the right of δ 2 and update I → I − x 6 (w 8 − w 6 ) = 932 so thatx = (1, 2, 0, 2, 1, δ 1 , δ 2 , 2).
Again, since (3) fails, we compare w 7 = 517 with I . As w 7 < I , we calculate σ max = 2. Since x 5 = 1 < σ max and σ max w 7 = 1034 > I , we shift x 5 to the right of δ 2 and update I → I − x 5 (w 7 − w 5 ) = 484 so that x = (1, 2, 0, 2, δ 1 , δ 2 , 1, 2).
Since (3) fails again, we compare w 6 = 189 with I . As w 6 < I , we calculate σ max = 2. Since x 4 = 2 = σ max , we shift x 6 to the right of δ 2 and update I → I − x 4 (w 6 − w 4 ) = 156 so that x = (1, 2, 0, δ 1 , δ 2 , 2, 1, 2). Again, since (3) fails, we compare w 5 = 69 with I . As w 5 < I , we calculate σ max = 2. Since x 3 = 0 < σ max and σ max w 5 = 138 < I , we set δ 2 = σ max = 2 and update the index I → I − σ max w 5 = 18. This yields x = (1, 2, 0, δ 1 , 2, 2, 1, 2) . It remains to apply Algorithm 1 on the truncated codeword (x) 4 = (1, 2, 0, δ 1 ) with I = 18 to decode δ 1 . Following Example 5, we find that δ 1 = 2 should be inserted at position 3. Hence, our final decoding is x = (1, 2, 2, 0, 2, 2, 1, 2) = x.
APPENDIX

A. Useful Lemmas
In this appendix, we aim to show that the moment of a codeword is strictly less than twice the modulus defining its codebook. This allows us to precisely determine its moment based on the moment of the deleted codeword.
Lemma 8:
Proof: We argue by induction on n. It is straightforward to verify that (4) holds for n = 1. Next, assume that (4) holds for arbitrary n. Then for n + 1, since
it follows from the inductive hypothesis and the recurrence for
Then re-index the summation on the right-hand side and simplifying yields
Hence, (4) holds for n + 1.
Proof: It follows from Lemma 8 that Lastly, we use the recursive definition for the weights w i to obtain
This proves (5) . Lemma 10: Let x ∈ C n (q, d, m, r ) . Proof: Recall from our definition of x that M(x) ≡ r (mod m). We claim that
This follows from Lemma 9:
where we have used the fact that ps/( ps −1) ≤ 2 since d ≥ 2 and p ≥ 1. which is a contradiction.
B. Cardinalities of Generalized Helberg Codes
We present values for the size of the largest code in terms of the codeword length. Given positive integers q, d, n, and r , and m = w n+1 , we denote the size of the largest code C n (q, d, w n+1 , r ) by N n (q, d) = max r=0,1,...,w n+1 −1 {|C n (q, d, w n+1 , r )|}.
Also, let R n (q, d) denote the set of values r for which |C n (q, d, w n+1 , r )| = N n (q, d).
Through exhaustive computer search, we computed the values of N n (q, d) and R n (q, d) for certain values of q, d, and n. Table III gives values for N n (2, 2) and R n (2, 2) for binary 2-deletion Helberg codes (q = 2, d = 2) with n ranging from 1 to 15. Table IV gives similar values for binary 3-deletion Helberg codes. Tables V and VI give values for ternary 2-deletion Helberg codes (q = 3, d = 2) and quaternary 2-deletion Helberg codes (q = 4, d = 2), respectively, but over a shorter range for n. (2, 3) Define the information rate of the largest code C n (q, d, w n+1 , r ) by I n (q, d) = log q N n (q, d) n . Table VII gives the information rate for binary 2-deletion, binary 3-deletion, and ternary 2-deletion Helberg codes. It is clear from the data that generalized Helberg codes have low information rates. Lastly, we compare the cardinalities of binary 2-deletion and 3-deletion Helberg codes with known asymptotic lower and upper bounds for the cardinality of the largest code capable of correcting d deletions. Define (q, d) the size of the largest possible q-ary code of length n that is capable of correcting d deletions.
Levenshtein [9] proved that L n (q, d) M n (q, d) U n (q, d) as n → ∞, where f n g n is defined to mean lim n→∞ f n /g n = 1. Tables VIII and IX compare the cardinalities N n (q, d) with L n (q, d) and U n (q, d) for binary 2-deletion and 3-deletion Helberg codes.
