In effective field theory physical quantities, in particular observables, are expressed as a power series in terms of a small expansion parameter. For non-perturbative systems, for instance nuclear physics, this requires the non-perturbative treatment of at least a part of the interaction (or the potential, if we are dealing with a non-relativistic system). This is not entirely trivial and as a consequence different interpretations on how to treat these systems have appeared. A practical approach is to expand the effective potential, where this potential is later fully iterated in the Schrödinger equation for obtaining amplitudes and observables. The expectation is that this will lead to observables that will have an implicit power counting expansion. Here we explicitly check whether the amplitudes are actually following the same power counting as the potential. It happens that reality does not necessarily conform to expectations and the amplitudes will often violate the power counting with which the potential has been expanded. A more formal approach is to formulate the expansion directly in terms of amplitudes and observables, which is the original aim of the effective field theory idea. Yet this second approach is technically complicated. We explore here the possibility of constructing potentials that when fully iterated will make sure that amplitudes indeed are expansible in terms of a small expansion parameter.
The derivation of nuclear forces from first principles is the central problem of nuclear physics. It is also a hard nut to crack and despite many breakthroughs it has not been solved yet, see Ref. [1] for a historical perspective. Nowadays the expression from first principles refers to a derivation of the nuclear force grounded on quantum chromodynamics (QCD), the fundamental theory of strong interactions. But QCD is not analytically solvable at the natural energy scales of hadronic and nuclear physics. There are strategies to deal with this problem, of which the two most prominent ones are lattice QCD [2] and effective field theory (EFT) [3] [4] [5] . Lattice QCD directly solves QCD numerically in a space-time lattice. EFT in contrast handles QCD in an indirect way by exploiting the symmetries and degrees of freedom of QCD at low energies. The most fertile idea within the EFT formalism for strong forces is that of chiral symmetry [6] , which plays a crucial role in the description of low energy hadronic processes.
EFTs heavily rely on the idea of separation of scales: specific physical phenomena take place at a natural low energy scale Q, which can be distinguished from the high energy scale M at which a more fundamental description will eventually take place. For nuclear and hadronic physics this low energy scale is the pion mass or the typical momenta of nuclei within a nucleus (Q ∼ 100 − 200 MeV), while the high energy scale is the typical mass of most hadrons (M ∼ 0.5 − 1.0 GeV) which is a consequence of QCD. The key feature of EFTs is that every physical quantity can be expressed as an expansion in * mpavon@buaa.edu.cn powers of Q/M . The advantages of the EFT expansion cannot be understated: in principle we have control on the theoretical accuracy of a calculation. In practice the realization of this idea will inevitably run into technical complications, particularly in the case of nuclear physics. The subject of the present manuscript is how to deal with a few of these complications.
The fact that physical quantities are expansions is incredibly convenient for precision era nuclear physics (a term referring to recent advances in ab-initio methods [7] [8] [9] [10] [11] [12] [13] ), as this property enables us to understand the errors of the calculations [14] [15] [16] . Hence the growing interest in developing EFT-based descriptions of the nuclear force [17] [18] [19] . This expectation is however at odds with the current implementation of nuclear EFT, which is a consequence of the history of the field. A few decades ago the theoretical understanding of EFTs was perturbative (see Ref. [20] for a lucid exposition), as exemplified by chiral perturbation theory (ChPT), the EFT for low energy hadronic processes. However nuclear physics is nonperturbative, a point that is obvious from the existence of nuclei. The most popular implementation of nuclear EFT, the Weinberg counting [21, 22] , can be understood in hindsight as an inspired workaround of the theoretical problem of formulating an EFT for a non-perturbative physical system. Weinberg noticed that while amplitudes in nuclear physics are non-perturbative and it is not obvious how to expand them in EFT, in contrast the nuclear potential is perturbative and amenable to an EFT expansion. Thus a very sensible solution is to simply expand the nuclear potential in EFT and then use it in the Schrödinger equation as has always been done in nuclear physics. FIG. 1. Phase shifts in the Weinberg counting, depending on whether we apply the power counting to the potential (V) or to the scattering amplitude (T). The calculation is done at N 2 LO (i.e. including terms up to ν = 3 or Q 3 ) with a momentum space cutoff Λ = 400 MeV (see Appendix A). At LO the potential-and amplitude-based expansions coincide, which in the figure is indicated with the notation V = T .
The problem with this potential-based formulation is that strictly speaking is not a genuine EFT: the natural expectation is that a small correction in the potential will translate into a small correction in the amplitudes, but this has not been tested except in a few instances usually involving toy models [23] . Besides power counting, there is a second pillar for EFTs: renormalization group invariance (or cut-off independence). It can be argued indeed that power counting is merely a consequence of renormalization group invariance [24] [25] [26] . Yet a series of works have shown that it is probably not possible to meet the requirements of renormalization with the purely non-perturbative treatment of the potential [27, 28] . As already conjectured in Ref. [29] , we now know that the mixture of non-perturbative and perturbative methods guarantees observables that have a good expansion and are RG invariant at the same time [30] [31] [32] [33] [34] [35] [36] . That is, they lead to exactly what we expect of nuclear EFT.
We mention in passing that a few authors have conjectured that the application of non-perturbative methods with a finite cut-off of an ideal size will lead to a welldefined expansion [23, 37, 38] . Yet this has only been illustrated with toy models [23] . The personal opinion of the author of the present manuscript is that these ideas are interesting but insufficient and that we should strive for full consistency though [39] .
EFT expansion: The purpose of the present manuscript is to check whether the potential-based approach to nuclear EFT complies with power counting expectations. That is, in the Weinberg prescription do small corrections to the EFT potential translate into small corrections to the amplitudes? In the Weinberg counting [21, 22] the two-nucleon potential is expanded in terms of power counting as 
Phase shifts in an alternative power counting (read below), depending on whether we apply the power counting to the potential (V) or to the scattering amplitude (T). In this alternative power counting we have promoted the leading and subleading two-pion exchange diagrams to LO and demoted one-pion exchange to N 2 LO. We use the terms LO ′ and N 2 LO ′ for referring to the orders in this counting. This alternative power counting is indistinguishable from the Weinberg one when expanding in terms of the potential.
where the specific power counting used is naive dimensional analysis (NDA) and the error refers to the relative uncertainty. Depending on how many terms of the expansion we keep, we will say that we are working in leading order (LO), next-to-leading order (NLO), next-to-nextto-leading order (N 2 LO):
plus analogous expressions for higher orders (notice that at ν = 1 there is no contribution to the EFT potential). In the Weinberg prescription the scattering amplitude is directly computed from the EFT potential:
where depending on where we cut the expansion we will talk about T
and so on. There are a few technicalities involved in the previous process. One is that the EFT potential is singular and has to be regularized for its proper use within the Lippmann-Schwinger equation. Another is that the EFT potential contains free parameters that have to be fitted to data. We will not cover the specific details at the moment as these are standard technical procedures (a brief overview is given in Appendix A).
If power counting is really working for the potential, the natural expectation is that the subleading contributions will be smaller than the leading order ones for the momenta at which the expansion is expected to work. That is, the scattering amplitude can be expanded in terms of the power counting
in analogy to what happens with the potential. This in turns means that the scattering amplitude should be perturbatively expansible, where each term in the expansion can be computed as
plus more involved expression at higher orders (notice that the expressions above are relatively simple because the ν = 1 contribution to the EFT potential cancels, which means that up to ν = 3 first order perturbation theory is enough). This means in particular that the a priori assumptions about power counting can indeed be tested a posteriori. For this we simply have to compare the T-matrix obtained with the standard Weinberg prescription with the T-matrix obtained from the perturbative expansion and check that their difference is higher order
For this we only have to adapt the existing frameworks for perturbative calculations [31] [32] [33] [34] [35] to this particular case. In practice, instead of the T -matrix, we will compute the phase shift for a particular partial wave, where for illustrative purposes I will consider the 1 S 0 channel at N 2 LO. The Weinberg amplitude T W is constructed by fitting the contact-range couplings of the EFT potential to the 1 S 0 phase shifts obtained from a partial wave analysis (PWA) or a phenomenological potential. In particular we use the Nijmegen II potential [40] -equivalent to the Nijmegen PWA [41] -for this purpose. The Nijmegen PWA [41] has been recently improved upon by the more recent PWA of the Granada group [42] and its phaseequivalent nuclear potentials [14, 43] , but the specific choice of what data to fit is unessential for out discussion. The LO EFT amplitude T EFT is constructed as the Weinberg one at the same order, while for the subleading corrections we determine the contact-range couplings by fitting to the phase shifts obtained from the subleading Weinberg amplitude T W . That is, at the end we are comparing theory with theory (in the spirit of another recent proposal for analyzing power counting [16] ).
The outcome of this analysis can be seen in Fig. 1 , where a clear breakdown of the assumed power counting happens at relatively low momenta. The potentialand amplitude-based expansions use a Gaussian regulator in p-space with a cutoff Λ = 400 MeV. It can be seen that when amplitudes are expanded according to power counting, the Weinberg power counting is only preserved up to center-of-mass momenta of 100MeV give or take. The amplitude-based expansion has been fitted to the potential-based phase shifts in the center-of-mass momentum range k cm = 20 − 60 MeV, where extending the range to higher momenta does not improve the visual appearance of the fits in Fig. 1 (but definitely spoils the agreement at low momenta). For further details of the calculation, we refer to Appendix A. We do not show the Nijmegen II phase shifts as they are not important in this context: they are merely used as a proxy for the calculation of T W , but the focus is the comparison between T W and T EFT . Regarding the NLO phase shifts, we do not show them either as they are qualitatively similar to the N 2 LO ones. We do not consider N 3 LO and higher orders in the Weinberg counting either because they require second order perturbation theory for the finite-range potential.
Power counting breakdown: As a matter of fact we can use perturbation theory to further analyze the actual power counting behaviour of the amplitudes against the nominal one in the potential. For instance, we can play the following game: exchange the orders of one and two pion exchange in the EFT expansion. That is, we consider a hypothetical power counting in which the two pion exchange piece of the EFT potential is LO, while the one pion exchange piece is demoted to subleading orders (N 2 LO for instance). The power counting of the contactrange interactions is left unchanged though. If we consider only the N 2 LO potential-based expansion, this hypothetical power counting is indistinguishable from the Weinberg counting. The outcome is this game is shown in Fig. 2 , which reproduces relatively well the N 2 LO Weinberg phase shifts. This is indeed shocking to say the least, because it implies that the actual power counting of the amplitudes is radically different than the power counting assumed for the potential. We will call this type of behaviour power counting breakdown or power counting extravaganza, to indicate the relative freedom of the actual power counting in the amplitudes. This scenario was first considered in Ref. [44] .
Analyzing EFT potentials that follow the Weinberg counting: The breakdown of power counting is not universal to all amplitudes in the Weinberg prescription. Whether this happens or not actually depends on the interplay between the regulator and the cut-off, and while in a few cases there will be severe power counting breakdowns, in other cases power counting will work perfectly fine. Besides, from the initial Weinberg potential of Ray, Ordoñez and van Kolck [48, 49] (which can be understood as a proof of concept of the applicability of EFT ideas to nuclear physics) till the present day, the EFT descriptions of the nuclear forces have improved dramatically. For discussion purposes we will refer to the work of Ray, Ordoñez and van Kolck [48, 49] as the first generation of EFT potentials, which contains more or less the same ingredients as the calculation of Fig. 1 (except for the use of time-ordered perturbation theory and the explicit inclusion of isobar ∆ excitations in Ref. [49] ). For this reason, though we have not explicitly analyzed it, we do not expect the first generation potential of Ref. [49] to do much better in terms of power counting than the calculation of Fig 
Phase shifts for second [45, 46] and third generation [47] N 2 LO potentials in the Weinberg counting, depending on whether we expand the potential (V) or the scattering amplitude (T). For the second generation potential of Refs. [45, 46] the Lippmann-Schwinger and SFR cutoffs are Λ = 450 − 650 andΛ = 500 − 700 GeV, with the central phase shifts calculated for (Λ,Λ) = (550, 600) MeV. The third generation potential of Ref. [47] is formulated in coordinate space and it uses a Gaussian type cutoff in the range Rc = 1.0 − 1.2 fm and the SFR cutoffΛ = 1.0 − 1.4 GeV. In the figures for the potential of Ref. [47] we have generated the error bands from varying Rc only, leaving the SFR cutoff unchanged at the valueΛ = 1.0 GeV. We compute the phase shifts for the 1 S0 and 3 P0 partial waves, where the roman numeral in parentheses indicates whether the calculation corresponds to the second (II) or third generation (III) potential.
teen years ago is the one from Epelbaum, Glöckle and Meißner [45, 46] , which we will refer to as a second generation EFT potential and features an energy independent potential and an improved regularization and renormalization process owing to the inclusion of spectral function regularization (SFR). The more recent N 2 LO potential of Gezerlis et al. [47] is local and pushes the SFR cutoff to harder values. We will refer to it as a third generation potential.
Here we analyze the power counting of the second and third generation potentials for the 1 S 0 and 3 P 0 partial waves at N 2 LO. The choice of the 1 S 0 and 3 P 0 channels is because these are two partial waves for which power counting is expected to deviate from Weinberg, at LO for the 3 P 0 case [29] and at subleading orders for the 1 S 0 case [31, 35] . The result of this analysis is shown in Fig. 3 , where we can check that power counting is still failing for the amplitudes but this failure is nonetheless less severe as the one in Fig. 1 . Not only that, there is indeed a marked improvement of the implicit power counting features of the third generation potential over the second generation one, particularly in the 3 P 0 partial wave.
The technical details of the previous comparison are similar to the ones behind the calculation of Fig. 1 and can be consulted in Appendices A and B for the second and third generation potentials, respectively. There are a few details that are worth commenting now. For the finite-range piece of the EFT potential, i.e. one-and two-pion exchange, we use the same conventions and regularizations as in the original potentials [45] [46] [47] . In particular we include SFR for the two-pion exchange piece of the EFT potential. The perturbative amplitude T EFT for the 1 S 0 partial wave is fitted to the corresponding N 2 LO amplitude in the range k cm = 40 − 120 MeV, where k cm is the center of mass momentum. In the case of the 3 P 0 partial wave, the range is k cm = 40−120 MeV for the second generation EFT potential and k cm = 50 − 150 MeV for the third generation one. It is possible to fit for larger momenta, but this does not translate into better phase shifts when expanding in terms of amplitudes (on the contrary, it only worsens the matching between T W and T EFT ). There is also a difficulty in the EFT fit to the 3 P 0 phase shift of Gezerlis et al. [47] , which actually depends on which representation we use for the contact-range potential. The third generation potential of Ref. [47] is local, which implies a contact-range potential that has a central, spin-spin, tensor and spin-orbit component. Yet the projection into a particular partial wave does not discriminate among these operators. For this reason we have settled into a spin-orbit form of the contact-range interaction, which actually provides a better fit than a tensor form. A more detailed discussion is presented in Appendix B 5.
Building EFT potentials that preserve power counting: Now we consider the power counting that stems from RG invariance [25, [31] [32] [33] [34] [35] instead of NDA. It can be said that the application of this power counting to nucleon-nucleon scattering is still in the proof of concept phase [31] [32] [33] [34] [35] , a situation analogous to that of Weinberg's counting twenty years ago. Though originally intended for expanding amplitudes, this power counting can be used to construct a potential in the same way as in the case of the Weinberg counting. Then the nonperturbative amplitudes obtained from this potential can also be reexpanded following the previous ideas, to check whether the power counting in the potential and the amplitudes coincide. There is however a certain degree of ambiguity in the power counting of pionful EFT, where different works display minor differences regarding the ordering of operators [25, [31] [32] [33] [34] [35] . Here I settle for the specific version of Ref. [26] , which can be regarded as a [25, 31, 35] . We only consider the ingredients relevant for the calculation of the 1 S0 and 3 P0 phase shifts, which are the propagator G0, the one-and two-pion exchange potentials (leading and subleading), VOPE, V TPE(L) , V TPE(SL) and the contact-range interactions in the 1 S0 and 3 P0 partial waves, denoted by C0, C2, C4 and C1, C3 respectively. It must be said that Refs. [25, 31, 35] do not agree on the details and that the version presented here is closest to Refs. [31, 32] , except for the counting of the C2 coupling in the singlet for which we follow Ref. [26] .
maturation of the previous ideas of Refs. [31, 32] . For concreteness the power counting conventions we employ for the 1 S 0 and 3 P 0 partial waves are written down in Table I , where a comparison with the standard Weinberg counting is also provided. It is important to notice that in the pionful EFT of Table I the expansion begins at order ν = −1, and that new couplings or new corrections to already existing couplings enter at each new order. For this reason the orders are labeled in a different way than in the Weinberg counting: ν = 0 is now NLO, ν = 1 is N 2 LO, ν = 2 is N 3 LO and ν = 3 is N 4 LO.
In this case we arrive at the results of Fig. 4 , where we show the phase shifts for the potential-based and amplitudes-base EFT expansions at N 4 LO in the power counting of the pionful EFT of Table I. Notice that N 4 LO in the pionful RGA corresponds to including the finite-range (pion) physics up to order Q 3 , i.e. this type of calculation contains the same finite-range physics as the N 2 LO calculations of Fig. 3 . It can be appreciated that for the chosen cutoff window the potentialand amplitude-based approaches are compatible and lead to the same results. The potentials and amplitudes are regularized in coordinate space with the cutoff window is R c = 1.1 − 1.3 fm, where the explicit details are explained in Appendix A. The cutoff window of Fig. 4 is indeed a big larger than (but still pretty similar to) the one of the third generation potential of Ref. [47] (namely R c = 1.0 − 1.2 fm). In contrast with the idea of power counting extravaganza shown in Fig. 2 , the situation in Fig. 4 could be labeled power counting preservation (or power counting bonanza). Notice that for generating Fig. 4 we have used the EFT potentials derived from dimensional regularization instead of the ones us-ing SFR, where the explicit expressions have been taken form Ref. [50] . We notice that this demonstrates the conjecture of Ref. [47] about the possibility of removing spectral function regularization in the future, albeit in a different power counting as the original one considered in Ref. [47] . The choice of couplings for the finiterange piece of the chiral potential (g A , f π , m π , d 18 , c 1 , c 3 and c 4 ) is identical to the one in Ref. [32] . We also include the recoil corrections in the subleading piece of the two-pion exchange potential. In the amplitude-based approach the contact-range potential is iterated according to its power counting. This comment applies in particular to the C 2 (p 2 + p ′2 ) operator, which is included in first order perturbation theory at NLO, in second order at N 2 LO, and so on. At this point it is also worth mentioning that there are EFT-inspired potentials which combine finite-range interactions up to order Q 3 with contact-range interactions up to order Q 4 , for instance the recent potential of Ref. [51] . The inclusion of the higher order contact-range operators is reminiscent of the pionful power counting that is derived from RGA or perturbative renormalizability [25, 31, 35] . Alternatively, a quick look at Table I illustrates the point. This potential might indeed be an accidental realization of the ideas promoted in this manuscript about finding a potential that preserves power counting when iterated. Yet for this to be true, it would be necessary to define what constitutes the LO of the potential of Ref. [51] and to check whether their subleading pieces behave indeed as perturbations.
Conclusions: We have analyzed whether the scattering amplitudes derived in the Weinberg prescription do actually follow the Weinberg power counting. The answer seems to be no, except for very low momenta (definitely below the expected range of applicability of this power counting), though particular potentials in the Weinberg prescription can do a better job for good regulator and cutoff choices. In particular the more recent potentials using the Weinberg prescription [47] fare noticeably better than the older ones [45, 46] . The tool for this analysis are the distorted wave perturbative techniques that are normally used to construct scattering amplitudes following an explicit power counting [31] [32] [33] [34] [35] . Yet the present analysis is of an exploratory nature and a more definite conclusion will require a thorough analysis including more partial waves, considering second and higher order perturbation theory for the two-pion exchange potential and going beyond N 2 LO (within the Weinberg counting). There is a tension between traditional nuclear physics methods and nuclear EFTs with formal power counting. The former usually relies on purely non-perturbative methods, while the later requires that the subleading pieces of the interaction are treated in perturbation theory and renormalized accordingly. Here we have explicitly shown that it is possible to construct EFT-inspired potentials with good power counting properties. This provides a compromise between EFT and traditional approaches to nuclear physics. Of course a necessary condition is to follow the power counting derived from the RG analysis of pionful EFT [25, 26, [31] [32] [33] [34] [35] (instead of NDA) when building this type of potential. The price to pay is that exact RG invariance is broken: the EFTinspired potentials we are proposing here are only guaranteed to have good power counting properties for a particular cutoff range. But the advantages derived from RG invariance, in particular the possibility of a priori error estimations (crucial for precision nuclear physics), are preserved.
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Appendix A: Perturbation theory in p-space
First we explain perturbation theory as applied in pspace. The most prominent application is the EFT analysis of the phase shifts in the Weinberg counting, in particular the second generation N 2 LO Weinberg potential of Refs. [45, 46] . For this reason we will use here the power counting convention and notations of the Weinberg prescription. The starting point is the Lippmann-Schwinger equation
which we expand according to the power counting of the potential and the T-matrix, see Eqs. (1) and (6) . The resulting leading and subleading order LippmannSchwinger equations are the ones in Eqs. (7) (8) (9) . The relation of the full T-matrix with the phase shifts is given by
which can change depending on how we normalize the T-matrix. We can simplify the previous relation to
where K(k) is often called the K-matrix. Expanding according to the power counting we obtain at LO (ν = 0)
while at higher orders (1 ≤ ν < 4) we have
where we have used again the K-matrix formalism.
In the 1 S 0 partial wave the LO potential is the sum of the OPE potential and a momentum-independent contact term
while for the 3 P 0 it only contains the OPE potential
At NLO and N 2 LO the contact-range piece of the potential in the 1 S 0 and 3 P 0 channels is given by
In turn the specific expressions for the NLO and N 2 LO finite-range potential (with SFR) can be consulted in Refs. [45, 46] . For solving the Lippmann-Schwinger equation or its perturbative expansion, the EFT potential is regularized as follows
where following Refs. [45, 46] we take f (x) = e −x 4 and the original EFT potential, which might be the dimensional regularizarion (DR) or the SFR version, depending on the calculation.
Finally we mention that a very convenient feature of the perturbative corrections to the T -matrix is that they depend linearly on the contact-range couplings. In particular T (ν) can be subdivided into a finite-and contactrange piece
where T
(ν)
C can be written as
for the 1 S 0 and 3 P 0 partial waves, respectively. This in turns simplifies the fitting procedure, see Appendix B 7 for further details.
Appendix B: Perturbation theory in r-space
Here we explain how perturbation theory works in rspace. The principles are the same as in the p-space case, but the details are more complicated because we consider perturbation theory at higher orders. This is required for the description of the 1 S 0 phase shifts in the power counting derived from the RGA of pionful EFT, see Table I , which entails the iteration of the C 2 (p 2 + p ′2 ) contact-range operator according to the counting, i.e. ν-iterations (or ν-loops) of C 2 (p 2 + p ′2 ) at N ν+1 LO. Though we are using perturbation theory in r-space for both the Weinberg counting and pionful RGA, the most representative application is the later. For this reason the notation will be adapted to the pionful RGA of Table I.
Perturbative (Power Counting) Series
The starting point is the reduced Schrödinger equation for the l-wave
where u k is the reduced wave function, V EFT the EFT potential, k the center-of-mass momentum, l the orbital angular momentum and µ the reduced mass. The EFT potential and the wave function are expanded as a series
where the expansion of the reduced wave function begins at ν = 0. From this, we arrive at the following set of coupled differential equations
where the differential operator F (−1) is simply the LO reduced Schrödinger equation
We are interested in the EFT series of the phase shifts
which we will calculate iteratively. We begin with ν = −1 in the potential (i.e. ν = 0 in the wave function and phase shifts), for which the wave function behaves as
from which we extract the phase shift δ (0) , whereĵ l (x) = xj l (x),ŷ l (x) = xy l (x) with j l (x) and y l (x) the spherical Bessel functions. From this, we obtain δ (1) as
where [cot δ] (1) refers to the first term of the expansion
which is the result of expanding the phase shift δ within the cotangent, and which leads to
the perturbative integral, which is given by
From this we can obtain the asymptotic form (r → ∞) of the subleading correction to the reduced wave function at the following order in the EFT expansion
where, by integrating downwards towards r = 0, we can compute the full subleading reduced wave function. If we assume that we have
k , we can obtain the (ν + 1)-th correction to the phase shift as
where [cot δ] (ν+1) is the (ν + 1)-th term in the expansion of Eq. (B10). The perturbative integral is defined as
from which we obtain the asymptotic form of the u (ν+1) k reduced wave function as
and then continue to the next order.
Are perturbative phase shifts uniquely defined?
A common misconception is that the perturbative phase shifts are not well-defined and rely on some sort of unitarization. In fact at first sight it looks like the definition of the perturbative phase shifts depends on the asymptotic normalization of the wave function. But this is merely apparent. If instead of the asymptotic normalization
we have used other normalization, for example
the final calculation of δ (ν) would have been the same (though it requires a bit of patience to check this explicitly at higher orders).
Regularization of the finite-range potential
The finite-range potential is regularized as in Ref. [47] , that is, we multiply the EFT potential by
with f = e −(r/Rc)
2n . For the power counting analysis of the potential of Ref. [47] we use n = 2 and in addition the EFT potential is further regularized with SFR. For the power counting analysis of the pionful theory we use n = 3 and the EFT potential that is obtained in dimensional regularization. We notice that the n = 2 and n = 3 exponents are not entirely arbitrary: the Q 2 and Q 3 EFT potentials diverge as 1/r 5 and 1/r 6 in dimensional regularization, or as 1/r 3 in SFR. This means that n = 3 and n = 2 are the smallest exponents that lead to a regularized potential that is finite at the origin.
The S-wave contact-range potential
The standard (unregularized) representation of the contact-range potential for S-waves is a power series in terms of p 2 and p
where p ′ and p are the center-of-mass outgoing and incoming momenta of the nucleons and P n (x, y) is a polynomial of order n of two variables such that P n (x, y) = P n (y, x). At higher order there are terms that are equivalent in the pionless theory, for instance C 4 (p 4 + p ′4 ) and C ′ 4 p 2 p ′ 2 as shown in Ref. [52] . In the pionful theory they are suspected to be equivalent, but this has not been proven. Be it as it may, there is a certain arbitrariness in the representation of contact-range physics which can be used to devise more convenient representations.
Here we will use the local representation of proposed in Ref. [47] , in which the S-wave contact-range potential is expressed as
When Fourier-transformed and regularized into r-space, the corresponding contact-range potential reads
with ∆ the Laplacian and
where owing to the central character of δ c , the Laplacian simplifies to
For the EFT amplitudes corresponding to the local N 2 LO Weinberg potential of Ref. [47] we use n = 2, while for the pionful EFT calculation of Fig. 4 we use n = 3.
The P -wave contact-range potential
The standard (unregularized) representation of the lwave contact-range potential reads (after projection in the l-wave)
that is, exactly as the S-wave one except for the extra factors of (pp ′ ) l . By setting l = 1 we particularize for the P -wave.
The previous representation is the most obvious one but it is also non-local. There are local representations though, as the one of Ref. [47] , in which all the contactrange terms with two derivatives are written together as
where we have already Fourier-transformed and regularized the contact-range potential and C i , i = 1, . . . , 7 refers to the notation for the subleading contact-range couplings in Ref. [47] . In the expression V [2] the superscript [2] is used to indicate the number of derivatives (not the power counting). We have τ = τ 1 · τ 2 , σ = σ 1 · σ 2 and S 12 ( r) = 3 σ 1 ·r σ 2 ·r − σ 1 · σ 2 , with τ i , σ i the isospin and spin operators of the nucleon i = 1, 2. The δ t and δ so functions read as
The problem with the local representation of Eq. (B26) is that it mixes the contribution of the contact-range potential to different partial waves. This leads to a certain degree of ambiguity when matching the local N 2 LO Weinberg potential of Ref. [47] in a specific partial wave to a scattering amplitude where the subleading interactions are perturbative. The reason is that the contactrange couplings of the local N 2 LO cannot be unambiguously fitted in a single partial wave, but must be fitted in all the partial waves where it can give a contribution. Yet this does not preclude the possibility of a power counting analysis of the 3 P 0 partial wave: the only condition is to choose a modified representation of the P -wave contactrange potential different than (but a subset of) the one in Eq. (B26).
For that we notice that the (−∆)δ C terms contribute strongly to S-waves, but more weakly to P -waves. In contrast, the spin-orbit and tensor pieces of Eq. (B26) do not affect the S-waves. Thus we can rearrange subleading contact-range potential in two ways depending on what type of contact-range interaction (spin-orbit or tensor) we want to stress. If we want to write the pure P -wave piece in terms of the tensor-type contact-range potential δ t , we can write
where the [. . . ] represent a specific linear combination of the C i (i = 1, . . . , 7) couplings. If we prefer a presentation in terms of the spin-orbit δ so , we can write instead 
with p = t/so. The best fit to the N 2 LO Weinberg amplitude happens for the spin-orbit type potential δ so . Analogously, if we use the pionful EFT instead we can write the subleading contact-range potential as
with p = t/so, where we choose the spin-orbit type term δ so for a greater similarity with the EFT matching to the local potential of Ref. [47] .
Arbitrariness in the representation of the contact-range potential
The contact-range potential is the combination of a contact-range operator and a coupling, which runs when a cutoff is included in the calculations. This actually has important ramifications for local representations of the contact-range operator, which were pointed out in Ref. [53] . If we consider a delta-shell representation of the Dirac delta
we can construct an l-wave contact-range potential as
where the factor f l (R c ) = (2l + 1)!!/R l c ensures that the finite part of the Fourier-transformation of this l-wave contact-range potential is
when the cutoff is removed (there is an infinite part for l ′ < l, but this can be taken care of by explicitly considering the contact-range potential for l ′ < l). This expectation can be subverted for a running coupling C l 0 = C l 0 (R c ). By means of the following relation
we can transplant the running coupling of the l 1 -wave into the contact-range potential of the l 2 -wave, which will now behave as the l 1 -wave contact-range potential. In- 
This change of representation is actually trivial, as there are algebraic relations between the couplings used in Eqs. (B22) and (B37). But the idea is general: the differences will be absorbed in the running of the C 2n and C ′ 2n couplings for each representation.
Linear Fits
The previous description of the calculation of the perturbative phase shifts assumes that the EFT potential is perfectly well-known. It happens that the contributions to the EFT potential can be further subdivided into a finite-range and a contact-range piece
where the finite-range piece is usually well-known, but the contact-range piece contains a series of couplings that have to be determined from available data
where n max (ν) indicates where to cut the derivative expansion at each order. The interesting thing is that this property translates directly into the structure of the perturbative integrals
and the phase shifts too
This implies that the determination of the couplings C (ν) 2n
is easier than in the non-perturbative case because the observable quantities depend linearly on these couplings. The fitting procedure is therefore relatively simple.
It is interesting to notice that for the pionful RGA, the EFT expansion of the contact-range couplings seem to converge to the values of the couplings in the potentialbased expansion. 
while for the amplitude-based expansion we arrive to 
For the 3 P 0 this convergence is more evident, where in the potential-based expansion we have (for R c = 1.2 fm)
10 C 
and in the amplitude-base expansion 
for the particular case of a spin-orbit type contact-range potential δ so . We stress that this possible convergence is not a necessary property of potentials with good power counting properties, but rather a nice extra feature.
