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Abstract
Mutation testing is a testing technique that has been applied successfully to several programming
languages. Despite its beneﬁts for software testing, the high computational cost of mutation
testing has kept it from being widely used. Several reﬁnements have been proposed to reduce its
cost by reducing the number of generatedmutants: one of those is EvolutionaryMutation Testing
(EMT). EMT aims at generating a reduced set of mutants with an evolutionary algorithm, which
searches for potentially equivalent and diﬃcult to kill mutants that help improve the test suite.
EMT has been evaluated in two contexts so far: web service compositions and object-oriented
C++ programs. This study explores its performance when applied to Event Processing Language
(EPL) queries of various domains. The study also considers the impact of the test data, since a
lack of events or the need to have speciﬁc values in them can hinder testing. The eﬀectiveness
of EMT with the original test data generators and the new IoT-TEG (IoT Test Event Generator) tool
is compared in multiple case studies.
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1 INTRODUCTION
The Internet of Things (IoT) is becoming increasingly important for government, academy and industry all over the world. Haller et al. [HKS08]
deﬁned the IoT as a world where physical objects are integrated into the network, and where these objects can become active participants in
business processes. One of the main drawbacks of IoT systems is the amount of information they have to handle. The information in the IoT world
is especially critical in areas such as e-commerce, fraud detection, sensor networks, market data, etcetera. This huge volume of information arrives
as events that need to be monitored and processed in real time in order to make correct decisions.
The events need to be processed and monitored in order to make correct decisions, a wrong decision can trigger a mistaken action that could
be very critical depending on the area: medicine, environment, retail and so on. Given that processing the data is crucial, testing the IoT systems
that will manage that information is required.
In the literature, depending on the author and even the company, the challenges for testing IoT applications are categorised in diﬀerent ways.
We have identiﬁed the following challenges:
• Environment: IoT applications work in very dynamic environments that change in unpredictable ways.
• Complexity: IoT applications may have multiple real-time scenarios and their use cases require the coordination of many entities.
†Paper partially funded by The Ministry of Economy and Competitiveness (Spain) and the FEDER Fund, under the National Program for Research,Development and Innovation, Societal Challenges Oriented, Project DArDOS TIN2015-65845-C3-3-R, and the Excellence Network SEBASENet (TIN2015-71841-REDT).
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• Scalability: creating a test environment to assess functionality that can scale to many devices reliably is diﬃcult.
• Availability: the majority of software to test IoT is proprietary, costly, and not publicly available.
IoT testing is concerned with security and performance; if IoT systems are tested before being launch, we will be able to detect errors and
prevent possible failures. The drawback is that testing real-time systems, as was described by Heath [Hea91], is one of the most complex and time-
consuming activities. Its computation complexity is a specially important issue because it typically consumes 50% of the overall development eﬀort
and budget given that testing embedded systems is more diﬃcult than testing conventional systems. The real-time requirements like timeliness,
simultaneity, and predictability make the tests costly.
Mutation testing is a widely applied technique that consists of evaluating how well the test suite can tell apart the original program from one
seeded with a common defect (a “mutant”). Moreover, this technique models common mistakes that programmers make when implementing.
Applying this technique we can simulate diﬀerent errors that programmers make and prevent the applications from making wrong decisions. For
instance, this is extremely important when receiving information from sensors. A sensor reporting a high temperature value could mean that there
is a ﬁre but our systemwill not trigger the alarm if the rule or pattern to identify it has an error; in [VM17] how to detect a ﬁre through an IoT system
is presented. In the same way, if our system does not interpret correctly the values sent by a pacemaker and other sensors because the pattern or
rule which deﬁne a heart-attack is not well deﬁned, the person could be no salved; a IoT system is proposed in [LHZ17] to perceive a heart-attack.
The multiple scenarios that the mutation testing will generate, represent one of the previous challenges: complexity. It has to be taken into
account the main drawback of mutation testing [OU01]: the high computational cost involved in the execution of the large number of mutants pro-
duced for some programs against their test suites. Several well-studied cost reduction techniques to avoid biased results can be found. Evolutionary
Mutation Testing (EMT) [DEGM11] consists of generating a reduced set ofmutants bymeans of an evolutionary algorithm, which searches for poten-
tially equivalent and diﬃcult to kill mutants to help improve the test suite. EMT was eﬀective with WS-BPEL web service compositions [DEGM11]
and object-oriented C++ programs [DPMBS+17]. Using EMT will help us to solve the complexity challenge.
The relevant contributions of this paper are as follows:
• An application to apply the EMT technique to IoT systems. The IoT systems use speciﬁc languages to process the events that they have to
monitor: Event Processing Languages (EPL). We have chosen an open source EPL created by EsperTech [Espb] for their Esper engine (Esper
EPL from now on). A stream oriented EPL which is the most used programming language if we talk about event processing.
• In order to apply EMT to Esper EPL, a bridge has been developed to connect the MuEPL [GM17] mutation system and GAm-
era [DJEBGDMB09]. MuEPL is a tool which has been developed to apply mutation testing to Esper EPL, and GAmera is a tool with an
evolutionary algorithm which uses EMT. In this paper we describe how this connection has to be done.
• An improvement of the EMT technique. The modiﬁcation was done based on the idea of a guided mutation approach.
• A comparison between IoT-TEG generated events and the original ones. IoT-TEG is a system which automatically generates events for
testing. This paper compares if the generated IoT-TEG events can replace the test data that previously existed for the multiple EPL queries
under test.
• An evaluation of the ﬁtness landscapes produced by EMT. Each combination of program and test suite generates its own search space,
and the performance of EMT will depend on how individuals are distributed over it. This paper compares the ﬁtness landscapes produced
for four diﬀerent scenarios and suggests ways to improve EMT based on them.
The remainder of this paper is organised as follows. In section 2 the background of our investigation is detailed. Section 3 describes howmutation
testing and EMT has to be applied to IoT systems as well as diﬀerent adaptations that should be taken into account. Section 4 states our research
questions and experiment design, and then answers the questions through the analysis of the results obtained. In Section 5, we review the related
work. The last section presents the conclusions and future lines of research.
2 BACKGROUND
2.1 Internet of Things
The IoT brings connection and interaction of objects and systems providing information in the form of events. This amount of events has to
be ﬁltered and processed to make correct decisions in urgent situations such as reacting to emergencies on patient’s health conditions. As a
consequence of the huge sum of events that the systems have to handle, new ways of obtaining, processing, and transmitting information have to
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be put into action in order to reduce the computational cost. Continuously monitoring ongoing activities and responding with a minimal latency is
one of the major challenges that IoT systems have to deal with. Complex Event Processing (CEP) was introduced by David Luckham [Luc02] and
tries to address this challenge and to solve the decision making problem. However, after working with this solution, in the ﬁrst workshop on Event
Processing [Luc06], Luckham identiﬁed his “Top Worries About Future Directions”, which where among others includes:
“The usage of higher level languages for events patterns and rules.”
An event patternwas deﬁned by Luckham as a templatewhich contains event templates, relational operators and variables. These event patterns
match sets of events by replacing variables with values. The event templates included by event patterns are event forms, and they may include
parameters. These event templates match single events by replacing their variables with values. And ﬁnally, a rule in event processing, is a method
for processing events.
Agreeing with Luckham, Schiefer et al. [SRRS07] state that the speciﬁcation of a standardised language for the deﬁnition of event patterns and
event rules (also known as an Event Processing Language or EPL), is a key issue. Nowadays there are several EPLs with diﬀerent characteristics
and purposes, but they have one thing in common: all of them work with events.
In order to know the context where these events are processed and these patterns run, the IoT basic characteristics have to be indi-
cated [VFG+13]:
• Interconnectivity: Anything can be interconnected to the network with the global information and communication infrastructure.
• Things-related services: The IoT is capable of providing thing-related services within the constraints of things because, both the technology
in physical world and information world change.
• Heterogeneity: The IoT devices are based on diﬀerent hardware platforms and networks, and they can interact with each other through
diﬀerent networks.
• Dynamic changes: The state as well as the context of devices change dynamically. Moreover, the number of devices changes dynamically.
• Enormous scale: The number of devices that need to be managed and that communicate with each other is huge. Even more critical will be
the management of the generated data and their interpretation.
• Safety: The creators and recipients of the IoT must be designed for safety. The safety has to be not only of our personal data but also our
physical well-being.
2.2 Esper Event Processing Language
Etzion and Niblett [EN10] deﬁned event processing agents as software modules that process events. These agents are speciﬁed using an event
processing language (EPL), of which there are several styles in use:
• Rule-oriented languages:
– Production rules (if condition then action): when the condition is satisﬁed, the action is performed.
– Active rules (event-condition-action): when an event occurs, the conditions are evaluated and, if they are satisﬁed, an action is triggered.
– Logic rules, based on logical assertions and a deductive database.
• Imperative programming languages deﬁne the operators which will be applied to the events. Each operator is a transformation in the event.
• Stream-oriented languages are inspired by relational algebra, and often SQL.
In this work, we will use the Esper EPL [Espb], which is stream-oriented and its syntax is very similar to SQL. We chose Esper EPL because it is
conceptually an extension of SQL (thus easier to adopt), it can be embedded into Java applications, and it is open source. According to EsperTech,
the Esper CEP engine can process around 500,000 events per second on a workstation, and between 70,000 and 200,000 on a laptop.
Esper EPL is inspired on SQL, but it works on continuous streams of events rather than tables. Instead of rows in a table, we have events in
a stream. An EPL statement is continuously executed during the runtime. While the execution is taking place, EPL queries are triggered if the
application receives pre-deﬁned or timer-triggering events.
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Example 1: Example of an Esper EPL query
select * from TemperatureEvent
match_recognize (
measures A as temp1 , B as temp2
pattern (A B)
define
A as A.temperature > 400,
B as B.temperature > 400)
Suppose we have a system that needs to keep temperatures under control, and that it is producing measurements periodically. The system
contains several thermometers which send the data to a central monitoring system; the central monitoring system process the TemperatureEvent
events according to the query in Example 1. Example 1 [Mil] shows a query which would throw a warning if we had 2 consecutive measurements
above 400. This is one situation where we would need to quickly respond to emerging patterns in a stream of data events. The query contains
a pattern, pattern (A B), which will be triggered when an event A and an event B arrive, being A followed by B. Moreover, the temperature
property of these two events has to be greater than 400.
2.3 Mutation Testing
Mutation testing is a well-known fault-based technique that has been used to evaluate and improve the quality of the test suites in a system that is
being tested. This technique introduces simple syntactic changes in the original program by applying mutation operators. Unlike other fault-based
strategies that directly inject artiﬁcial faults into the program, the mutation method generates syntactic variations mutants of the original program
by applying mutation operators. Each mutation operator represents “typical” programming errors that developers make.
Mutation testing has been applied to diﬀerent domains as new technologies have appeared. Given the popularity of real-time systems, the
features of traditional programming languages have been extended to be used with real-time systems. Even though traditional programming
languages, such as Java, C and Ada, have evolved, previous studies that applied mutation testing [MOK06, ADH+89, OVP96] did not consider
this progress. In addition, a prior survey of the overall state of mutation testing [JH11b] showed many mutation systems, but none were related to
Esper EPL.
Ahmed et al. [AZY10] commented that the research on mutation testing can be classiﬁed into several phases: deﬁnition of a set of mu-
tation operators; mutation system development; empirical studies of the technique and use of cost-reduction techniques. In our previous
works [GMSZ+12, GMDJMB15], we showed initial versions of the Esper EPL mutation operators based on EPL syntax. However, after an analysis
of real projects housed on the github platform1, a more realistic mutation operator classiﬁcation was presented in [GM17].
In order to apply mutation testing to Esper EPL, the MuEPL mutation system has been developed [GM17]. Given that mutation testing is expen-
sive, parallel execution was included in this system. Although the reduction of the computational cost was signiﬁcant, we considered that we can
also reduce the expenses of mutation testing even more using well-studied cost reduction techniques to avoid biased results. EvolutionaryMutation
Testing (EMT) [DEGM11] consists of generating a reduced set of mutants by means of an evolutionary algorithm, which searches for potentially
equivalent and diﬃcult to kill mutants to help improve the test suite. EMT was eﬀective with WS-BPEL web service compositions [DEGM11] and
object-oriented C++ programs [DPMBS+17]. This paper evaluates the eﬀectiveness of EMT when applied to several Esper EPL queries on events
produced by IoT systems.
2.4 Evolutionary Mutation Testing
EMT [DEGM11] uses an evolutionary algorithm (implemented in the GAmera [DJEBGDMB09] tool) to guide mutant selection towards a subset
that inspires the design of new test cases. The algorithm favours strong mutants. There are two kinds:
• Potentially equivalent mutants survive the existing test suite. These need to be inspected to see if they are really equivalent to the original
program. If they are not, they will lead to a new test case: either because the mutation was not reached, or because the test suite could not
tell the mutant apart.
1www.github.com
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Operator Location Attribute
Figure 1 Mutant encoding
Example 2: Original query and mutated query (ﬁrst appearance of > is changed by <)
select A as temp1 , B as temp2 from
pattern [every temp1.temperature > 400 -> temp2.temperature > 400]
select A as temp1 , B as temp2 from
pattern [every temp1.temperature < 400 -> temp2.temperature > 400]
Table 1 Predeﬁned positions of operators and their attributes
Operators Attributes
Arithmetic op. replacement (AOR) +, *, -, /
Relational op. replacement (ROR) <, >, =, !=, <=, >=
• Diﬃcult to kill mutants are killed by a speciﬁc test case, which kills no other. It models a subtle, hard-to-ﬁnd bug, and it is useful as a place
where the algorithm should focus.
2.4.1 Individual encoding
The generated mutants in the original program are considered individuals for the evolutionary algorithm in EMT. MuEPL encodes each mutant with
three ﬁelds (see Figure 1 ):
1. Operator: position of the mutation operator within the list (1 is the ﬁrst operator).
2. Location: position within the mutants of that operator (1 is the ﬁrst mutant of that operator).
3. Attribute: identiﬁer of the variant inserted in a location (1 is the ﬁrst variant).
For the sake of clarity, consider the information in Example 2 and Table 1 . The depicted mutant is identiﬁed by MuEPL as:
1. Operator = 2: the ROR operator is applied.
2. Location = 1: the ﬁrst relational operator in the code is mutated.
3. Attribute = 1: the relational operator is changed by the ﬁrst variant in the predeﬁned set of attributes.
TheMuEPL encoding has a ﬂaw: the range of the location and attribute ﬁelds changes according to the operator. This is a problemwhen applying
the EMT genetic operators (gene mutation and crossover), so EMT uses a normalised representation where the range of the Location and Attribute
ﬁelds is the same regardless of the value of the Operator ﬁeld:
• The normalised Location is an integer between 1 and the least common multiple of the number of locations for each operator. For instance,
if we had two operators, one with 2 locations and one with 3, the range of Location would be between 1 and 6.
When executing a mutant, a normalised Location Li of the i-th operator is mapped back to the d(Li × li)/Le-th location, where li is the
number of locations available for that i-th operator. In the example above, an individual for the ﬁrst operator with a normalised Location of
4 would be mapped to the denormalised Location d(4× 2)/6e = 2.
• The normalised Attribute is similar to the Location, being an integer between 1 and the least common multiple of the maximum values of
the Attribute ﬁeld for the various operators.
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Figure 2 Crossover operator
2.4.2 Main steps
The evolutionary algorithm starts by generating a random set of individuals as its ﬁrst generation. Later generators are a combination of:
1. Randomgeneration: a conﬁguration parameter (percentage of new individuals,N ) determines howmanymutantswill be randomly generated.
Mutants are generated according to uniform distributions over the valid ranges of the three ﬁelds (Operator, Location, and Attribute),
following the normalised ranges as mentioned above.
2. Mutations and crossover: the other new individuals are produced by modifying and combining pairs of parent individuals in the previous
generation. The parents are picked through roulette selection [Gol89], with a probability proportional to their ﬁtness2. The parents will
them go randomly through one or two of these processes, according to further probabilities set in the conﬁguration:
• Mutation: one of the three ﬁelds (operator, location or attribute) is perturbed, while honouring the range of valid values for that ﬁeld.
If the original value was α, the maximum value for that ﬁeld is U , and the probability of mutation is pm, the new value is computed as:
β = α+ uniform_random(−10(1− pm), 10(1− pm)) (mod U )
• Crossover: a random crossover point is selected between the ﬁelds of the individuals. This may result in either the operator or the
attribute ﬁeld being swapped across the individuals (see Figure 2 ).
The algorithm assigns ﬁtness values to the mutants, favouring strong mutants. The ﬁtness function counts the test cases which detect the
mutant, and the mutants killed by those test cases. Mutants with high values for both will have low ﬁtness, as they do not require very speciﬁc
test cases. Potentially equivalent mutants will have the maximum ﬁtness, as they have not been killed by any test case. Diﬃcult to kill mutants will
have the second best value, since they were killed by only one test case which killed no other mutant.
One special feature of EMT is that the ﬁtness function evolves over time, since it is based on all the individuals generated so far.
2.5 IoT Test Event Generator
IoT-TEG is a Java-based tool which takes an event type deﬁnition ﬁle and a desired output format (JSON, CSV, and XML, the most common across
IoT platforms). IoT-TEG is made up of a validator and an event generator (Figure 3 ). The validator ensures the deﬁnition follows the rules set by
IoT-TEG. The generator takes the deﬁnition and generates the indicated number of events according to it. IoT-TEG automatically generates a wide
variety of events for the testing phase of any event-processing program in a user-friendly way, helping develop a more reliable event-based system.
Previous studies suggested there were no diﬀerences in testing eﬀectiveness between using events generated by IoT-TEG, or events recorded
from various case studies [GMMBDJ17]. These results conﬁrm IoT-TEG can simulate many types of events occurring in industrial applications, and
solve the main challenges developers face when they test event-processing programs:
1. Lack of data for testing,
2. needing speciﬁc values for the events, and
2Using a method with quick convergence such as roulette selection is intentional: the aim is to ﬁnd the strong mutants as quickly as possible.
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Figure 3 IoT-TEG Architecture.
3. needing the source to generate the events.
For the sake of clarity, Example 3 shows an event type deﬁnition that could be used to test the queries of Example 1.
Example 3: Event type deﬁnition example
<?xml version="1.0" encoding="UTF -8"?>
<event_type name="TemperatureEvent">
<block name="feeds" repeat="150">
<field name="created_at" quotes="true" type="ComplexType">
<attribute type="Date" format="yy -MM -dd"></attribute >
<attribute type="String" format="T"></attribute >
<attribute type="Time" format="hh:mm"></attribute >
</field >
<field name="entry_id" quotes="false" type="Integer" min="0" max="10000">
</field >
<field name="temperature" quotes="false" type="Float" min="0" max="500" precision="1"></field>
</block >
</event_type >
The deﬁned event type contains three properties: created_at, entry_id and temperature. These properties are deﬁned as ﬁelds in the event
type deﬁnition. The created_at ﬁeld is complex type and entry_id and temperature are simple types. The property that is evaluated in the
Example 3 queries is temperature.
Apart from the mentioned challenges that IoT-TEG solves in order to test event-processing programs, it incorporates more functionality for test-
ing. IoT-TEG supports deﬁning the behaviour of the diﬀerent properties of the event according to rules established by the user. So, in Example 3,
the user could deﬁne the behaviour of the temperature property, or any other TemperatureEvent property, according to the test to apply. More-
over, IoT-TEG has a speciﬁc functionality to generate events for programs which use Esper EPL queries. This functionality helps to automatically
generate events with speciﬁc values in accordance with the program which will process them. IoT-TEG analyses the Esper EPL queries and gener-
ates events depending on the logical and relational operations. Following the Example 1, the generated events will have their temperature higher
than 400.
This paper explores the question of whether IoT-TEG can replace the hand-written test data generators that previously existed for the various
EPL queries under test, by evaluating whether EMT is more or less eﬀective with the events IoT-TEG generates.
3 MUTATION TESTING AND EMT APPLIED TO ESPER EPL
In this section we highlight some concerns that have to be taken into account in order to understand how mutation testing and EMT have been
applied to Esper EPL. A brief description of Esper EPL mutation operators as well as how the order of the events are considered to deﬁne the
killing criteria is explained. Finally, the integration of MuEPL with EMT is presented.
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Mutation operators have been deﬁned and implemented for Esper EPL in previous works [GMSZ+12, GMDJMB15]. After analysing over 3700
queries in real projects, the operators were reﬁned, and a complete classiﬁcation was created [GM17]. There are 34 mutation operators across
four categories, depending on the type of element they are related to. These mutation operators model common mistakes that programmers can
make when implementing an Esper EPL query. Some operators are speciﬁc for Esper EPL, while others are adapted from other languages, specially
from SQL [TSClR07]. These are identiﬁed by these uppercase letters:
• P - Pattern expression operators
• W -Windows operators
• R - Replacement operators
• I - SQL injection attack operators
Table 2 lists the operators. As previously mentioned, some operators are speciﬁc to the Esper EPL language, while others have been adapted
from SQL, which contains mutation operators in traditional languages, such as the operator RRO. The Esper EPL’s speciﬁc operators are marked
by I.
The mutation operators were implemented into the MuEPL tool. MuEPL can ﬁnd which mutations are applicable, generates them and runs test
suites against the mutants.
3.1 Killing criteria
Once the mutants are generated, the test cases are run against them. A value is reported when the mutant fails to pass the test case, and another
value is reported when it passes the test. These results are examined to determine whether the mutants are dead or if they are still alive after the
test suite execution. The killing criteria must be deﬁned to determine whether the mutants are killed or not.
To determine if a mutant is alive or not, we compare the number and content of the events of the original program and the mutant program.
First, the number of processed events is checked, and then an analysis is conducted to verify that the processed events are the same although in
diﬀerent order. This criterion is the killing criteria.
It has to be taken into account that Esper EPL is a stream-oriented language, and not only the network latency can alter the order of the events,
but also the number of involved EPL queries. In order to clarify this point, an example will be shown. The program used as the example is Ecological
Island [RGOBP+18] (Section 4.3.1), which runs four queries. The events that this program receives are from the ThingSpeak platform [Thi]. Their
structures (i.e., the diﬀerent properties that the events contain) are the following (Example 4):
Example 4: Events from 16302 ThingSpeak channel.
{timestamp=2015-11-01T00:28:10Z, islandId=16302,
filledPercentage=90, blocked=0, alertLevel=2,
islandName=Island01, temperature=2}
{timestamp=2015-11-01T00:28:10Z, islandId=16302,
blocked=0, alertLevel=4, islandName=Island01,
temperature=2}
...
In Example 5, the ﬁrst 10 output events of the ﬁrst execution are shown.
Example 5: Ecological Island Execution 1.
... filledPercentage=50, blocked=0, alertLevel=1, islandName=Island01, temperature=2
... blocked=0, alertLevel=4, islandName=Island01, temperature=2
... filledPercentage=90, blocked=0, alertLevel=2, islandName=Island01, temperature=2
... blocked=0, alertLevel=4, islandName=Island01, temperature=51}
... filledPercentage=50, blocked=0, alertLevel=1, islandName=Island01, temperature=51}
... filledPercentage=50, blocked=0, alertLevel=1, islandName=Island01, temperature=45}
... filledPercentage=90, blocked=0, alertLevel=2, islandName=Island01, temperature=45}
... blocked=0, alertLevel=4, islandName=Island01, temperature=45}
... filledPercentage=90, blocked=0, alertLevel=2, islandName=Island01, temperature=69}
... blocked=0, alertLevel=4, islandName=Island01, temperature=69}
...
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Operator Description
Pattern Expression Mutation
PFP I Adds/Removes the parenthesis in a followed by operation
PGR I Removes the guard expressions
PNR I Removes the not the keyword of the negated conditional expressions in the pattern
POC I Changes the order of the events in a followed by operation
POM I Increases/Decreases the timer value by one unit in the pattern observer (timer:at, timer:interval)
PRE I Replaces the query pattern by the pattern ﬁlter expression
Windows Mutation
WLM I Increases/Decreases the data window length by one
WTM I Increases/Decreases the time window by one
WBL I Turns a batch window length into an ordinary window length
WBT I Turns a batch window time into an ordinary window time
Injection Attack Mutation
IWR I Removes the "where" condition from a query
ICN negates the condition expression of a query
Replacement Mutation
RAF Replaces an aggregate function (max, min, avg, sum, count, median, stddev, avedev) by another of the same kind. The distinct
keyword could also be added
RAO Replaces an arithmetic operator (+, -, *, /, %) by another of the same kind
RBR Replaces each between-condition a between x AND y by a > x AND a <= y, a >= x AND a < y and its negative
RGR Removes a group-by expression, and adds an appropriate aggregation function
RJR Replaces the keywords inner, left outer, right outer, full outer, outer of the "join" clause by another of the same kind
RLM Exchanges a wildcard character (%, _) in the "like" expression patterns
RLA Adds a wildcard character (%, _) at the beginning and at the end of the "like" expression patterns
RAW Removes a wildcard character (%, _) at the beginning of the "like" expression patterns
RBW Removes a wildcard character (%, _) at the end of the "like" expression patterns
RLO Replaces a logical operator (and, or) by another of the same kind
RNO Replaces a number e by e + 1 and e - 1
RNW Exchanges the keyword is null and is not null
ROM Exchanges or adds (if it does not exist) a keyword asc, desc in "order by" expressions
ROS changes the order of the properties in the ”order by“ expressions
RRO Replaces a relational operator (=, <>, <, >, <=, >=) by another of the same kind
RRR1 I Exchanges a single row function {(cast, instanceof), (prevwindow, prevcount)}RRR2 I Exchanges a single row function (prev, prevtail, prior)RSC Replaces or adds (if it does not exist) a keyword in the select clause (rstream, irstream). The distinct keyword can be also added
RSR1 Replaces the keyword in type I subqueries (all, any, some) by another keyword of type I, type II or type III subqueries with the
appropriate modiﬁcations
RSR2 Replaces the keyword in type II subqueries, (in, not in) by another of the keywords of type II, type I or type III subqueries with the
appropriate modiﬁcations
RSR3 Exchanges, in type III subqueries, the keyword (exist, not exist)RTU I Replaces one time unit (milliseconds, seconds, minutes, hours, days) by another of the same kind
Table 2 Esper EPL mutation operator deﬁnitions
The Example 6 shows the ﬁrst 10 output events after executing the Ecological Island program a second time under the same conditions.
Example 6: Ecological Island Execution 2.
... filledPercentage=90, blocked=0, alertLevel=2, islandName=Island01, temperature=2
... filledPercentage=50, blocked=0, alertLevel=1, islandName=Island01, temperature=2
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... blocked=0, alertLevel=4, islandName=Island01, temperature=2
... filledPercentage=50, blocked=0, alertLevel=1, islandName=Island01, temperature=51}
... blocked=0, alertLevel=4, islandName=Island01, temperature=51}
... filledPercentage=90, blocked=0, alertLevel=2, islandName=Island01, temperature=45}
... blocked=0, alertLevel=4, islandName=Island01, temperature=45}
... filledPercentage=50, blocked=0, alertLevel=1, islandName=Island01, temperature=45}
... filledPercentage=90, blocked=0, alertLevel=2, islandName=Island01, temperature=69}
... blocked=0, alertLevel=4, islandName=Island01, temperature=69}
...
As the examples show, the order of the output events is diﬀerent. The red, green and yellow output events in Example 5 are in a diﬀerent order
from those in Example 6. Hence, the output events are the same, but their order is diﬀerent.
Moreover, we have to take into account that the mutants and the original programs must be executed by receiving the same events. To achieve
this capability, the sources of the events in each program being tested must be modiﬁed to be the same. Because the generated mutants are based
on the original program, the source used as the input in the original and the mutated programs is the same.
3.2 Integration with EMT
The EMT evolutionary algorithm (which is language-agnostic needs to be complemented with language-speciﬁc mutation operators, such as those
in MuEPL [GM17]. To ﬁll this gap, an additional component (bridge from now on) was developed. The bridge does two things:
• Transform GAmera commands (analysis, generation, mutant execution) to MuEPL commands.
• Convert inputs and outputs between MuEPL and GAmera.
EMT may need to be revised based on the language being integrated, or the execution environment. This can be done thanks to the component-
based architecture of GAmera, where parts of the algorithm can be swapped out for other implementations. Possible adaptations and how they
aﬀect to the algorithm genetic behaviour are explained in the following lines.
The presented adaptations are based on themutant representation thatGAmera recognises. As it wasmentioned in Section 2.4,GAmera identiﬁes
a mutant by three ﬁelds: operator, location and attribute. Mutation operators can treat the attribute ﬁeld in two ways:
• Fixed range: the possible number of mutations is the same for all locations. We can always replace a relational operator with any of the
other relational operators.
• Variable range: the possible number of mutations depends on the location. For instance, we can only replace a variable reference with a
reference to a compatible variable, and those will depend on where we are in the program.
Since the EMT algorithm needs ﬁxed ranges to select mutants fairly, variable ranges are turned into ﬁxed ranges by considering each variation
as its own location, leaving the attribute ﬁeld set to 1. This way, the same result can be achieved without changing the GAmera genetic algorithm.
As mentioned before, Esper EPL queries can be built and invoked within Java applications. To capture these queries for mutation, the mutation
system includes amodiﬁed version of the Esper EPL libraries, which replaces the oneswithin the systemunder test. This is kept as an implementation
detail of MuEPL, which is transparent to GAmera.
4 EVALUATION
The previous sections introduced EMT, Esper EPL mutation testing and IoT-TEG. This section will evaluate the eﬀectiveness of EMT for Esper EPL
queries, whether using previously captured events, events generated by IoT-TEG, or a combination of the two.
4.1 Research questions
The following research questions are raised:
RQ1: Can EMT reduce the computational complexity of mutation testing beyond that of random selection?
This can be further divided into two dual questions:
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Table 3 Evolutionary algorithm parameters (Table 11 of [DEGM11])
Parameter Value
Population size 5%
Randomly generated individuals 10%
Crossover probability 70%
Mutation probability 30%
RQ1.1: Given a target percentage of strong mutants, can EMT ﬁnd it faster than random selection?
RQ1.2: Given a target percentage of all mutants, can EMT ﬁnd more strong mutants than random selection?
RQ2: Are events from IoT-TEG better, just as good or worse for EMT?
RQ1 and its subquestions are equivalent to the research questions in the studies that evaluate EMT for WS-BPEL [DEGM11] and
C++ [DPMBS+17]. These questions will be answered one more time but in an IoT context. Again, EMT would outperform random selection if it
needed fewer mutants to ﬁnd the same proportion of the strong mutants of the program under test. Multiple case studies will be used to check if
EMT is still stable in performance across programs and conﬁgurations.
RQ2 is included to check if IoT-TEG [GM17] can cover real-world event types, or it needs to be improved. Many event types in practice are
simple and the IoT-TEG generated events can be used instead of the original ones. For complex event types with multiple properties and varied
value ranges, the IoT-TEG generated events can be used, but may need to be reﬁned to obtain better results.
4.2 Experimental process
After deﬁning the research questions, the next part is collecting data to answer them. These were the general steps followed for each case study:
1. Procure the test suites: in addition to the test suite with the events recorded from the original source, we will have a “typical” test suite
generated through IoT-TEG, and a combination of the typical IoT-TEG and original test suites. The “typical” test suite is selected among 30
diﬀerent test suites to have the mean mutation score (proportion of non-equivalent mutants killed).
2. Execute all mutants against all the “typical” test suites, recording test results and test execution times into “simulation record” YAML ﬁles.
This is mostly for saving time when evaluating many diﬀerent conﬁgurations of EMT and random selection: rather than having to re-run the
same mutants again and again, we can refer back to our records. Real execution times can always be recovered from the recorded times.
3. Extract the list of the strong mutants from the recorded test results. These are the mutants we want to ﬁnd through EMT and random
selection.
4. For each “typical” test suite, and each target percentage P within {30%, 45%, 60%, 75%, 90%}:
(a) Run EMT with 30 diﬀerent seeds, stopping when we ﬁnd P% of the strong mutants, and measuring how many mutants had to be
run. Ideally, we want to stop before executing P% of all the mutants: the fewer, the better. 30 runs are used to evaluate the stability
of the algorithm across seeds.
EMT is a complex algorithm with many diﬀerent parameters. This study uses the values recommended in the ﬁrst study on
EMT [DEGM11], which are listed in Table 3 . The population size speciﬁes how many mutants will be produced in each generation,
and it is a percentage of the total number of mutants for each application. As there are two ways of generating mutants (randomly
and by crossover/mutation), the sum of both approaches is 100%.
(b) Run EMT 30 more times with the same seeds and typical test suite, but stopping instead when we run P% of all mutants, and
measuring how many strong mutants we found. In this case, we want to ﬁnd more than P% of all the mutants: this would conﬁrm
that the search is being directed towards them.
(c) Repeat the two steps above for random selection, with the same seeds and typical test suite. Instead of a generational approach,
random selection will simply shuﬄe the list of mutants according to the seed, and then execute the mutants in sequence one by one
until the stopping criteria is met.
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5. To answer RQ1, compare the results of EMT and random selection: if EMT reduces the cost, it should ﬁnd the target percentage of the
strong mutants sooner, and it should generate more strong mutants given a target percentage of all mutants.
6. To answer RQ2, compare the results of EMT across i) the test suite from the recorded events, ii) the typical test suite generated by IoT-TEG,
and iii) the combination between i) and ii). If IoT-TEG is equivalent to the original events, the results should be equivalent.
To know about the signiﬁcance of the results using EMT and random selection executions, we have run a statistical test. We have used STAT-
Service 3, which selects an appropriate statistical test depending on the data (smart statistical test). The STATService proposed tests indicate that
the case studies data are not normally distributed. For that reason, comparisons are done through the non-parametricMann-Whitney U test using
R 4; theMann-Whitney U test compares mean ranks across populations.
4.3 Case studies
We have selected three case studies with diﬀerent purposes and from diﬀerent sources: Ecological Island [RGOBP+18], Terminal Self-Service [Espa]
and DENMEvaP [Gad15]. These case studies were chosen as they demonstrate how Complex Event Processing can derive more meaningful events
from IoT device-to-cloud event streams, rather than simply routing events to endpoints by attributes as done in the Microsoft Azure IoT Hub [Mic].
In terms of scale, our selected case studies are similar or larger than technology demonstrator open testbeds such as the recently published “Asset
Tracking” Eclipse Open IoT Testbed [Ecl18]: while it combines leading edge solutions by RedHat, Azul, Codenvy and Samsung, the demo instance
only tracks 10 trucks at the date of writing.
Various large-scale wireless sensor network testbeds have been published in the literature over the last few years, such as FIT IoT-Lab or
SmartSantander [TMV15]. However, at the time of experimentation these were generally either not publicly available, or did not allow for the
integration of EsperTech EPL queries. In any case, while industrial applications of CEP in IoT would have more devices and therefore process more
events, EPL would still be used in the same manner, and we would have similar challenges in writing correct queries.
The measurements of the various features of each case study can be seen in the appropriate subsection. These features are: the number of
queries, the number of patterns, the number of time and length (T&L) windows, the number of time units, the number of where clauses and the
percentage of presence of each feature according to the number of queries.
The number of mutants created with MuEPL in the listed programs is depicted in Table 4 . The mutants are calculated per operator and the total
is added up at the end of the table. In addition, the average of Esper EPL mutants injected in each application are shown (this mean only considers
the operators that produce at least one mutant).
Table 5 includes, for each program and Esper EPL-speciﬁc mutation operator, the number of the measured features, the number of locations
where the operator can be applied (N) and the applicability (deﬁned as a percentage) of the operators (A). Operators producing no mutants are
not shown in Table 5 . As an example of the meaning of A, the operator PNR can be applied at two locations of Terminal Service; the number of
patterns in this application is 3 (see Section 4.3.2), so the value of A in Table 5 is 66.7% (2/3). In addition, the total is added up at the end of the
table as well as the average of the applied operators in each application.
Thanks to a previous execution of all the mutants, we know how many of them are strong with the current test suite (used as a ground truth
to compute our results). The number of total mutants, valid mutants and the percentage of strong mutants of each case study are given in the
appropriate subsection.
4.3.1 Ecological Island
This program was implemented at the University of Cadiz [RGOBP+18]. Its goal is to promote the development of Smart Cities. The ecological
islands are gifted with “intelligence” in order to reduce business costs, reduce environmental pollution, and increase energy eﬃciency. The activities
involved are: ﬁre detection, blocked container input, half ﬁlled container and full ﬁlled container. The program contains four EPL queries, and
obtains the JSON events from ﬁve channels of the ThingSpeak platform (a public IoT platform) [Thi].
Taking into account the diﬀerent measured features contemplated in Table 5 and the four queries, it can be said that all four queries use a
pattern, a time/length window, and a time unit. Therefore, these three features are applied 100% of the time.
4.3.2 Terminal Self-Service
This case study is about a J2EE-based self-service terminal managing system in an airport that gets a large number of events (around 500 events
per second) from connected terminals. Some events indicate abnormal situations and others observe activity:
3http://moses.us.es/statservice/4https://www.r-project.org/
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Oper. Terminal DENMEvap Ecolog. Total
PFP 3 15 0 18
PGR 0 0 0 0
PNR 2 1 0 3
POC 3 15 0 18
POM 2 2 0 4
PRE 3 15 4 22
WLM 2 0 0 2
WTM 2 8 8 18
WBL 1 0 0 1
WBT 1 4 4 9
RAF 0 45 0 45
RAO 4 28 0 32
RBR 0 0 0 0
RGR 2 20 0 22
RJR 0 0 0 0
RLM 0 0 0 0
RLA 0 0 0 0
RAW 0 0 0 0
RBW 0 0 0 0
RLO 4 29 8 41
RNO 2 68 46 116
RNW 0 0 0 0
ROM 0 0 0 0
ROS 0 0 0 0
RRO 35 700 75 810
RRR1 0 0 0 0RRR2 0 0 0 0RSC 30 185 20 235
RSR1 0 0 0 0RSR2 0 0 0 0RSR3 0 0 0 0RTU 20 72 16 108
IWR 1 17 0 18
ICN 1 17 0 18
Total 118 1241 181 1540
Mean 6.556 71.82 51.37 94.05
Table 4 Distribution of mutants by program and operator, classiﬁed by category (P: patterns, W: windows, R: replacement, I: SQL injection).
• Checkin - Indicates a customer started a check-in dialog.
• Cancelled - Indicates a customer cancelled a check-in dialog.
• Completed - Indicates a customer completed a check-in dialog.
• OutOfOrder - Indicates the terminal detected a hardware problem.
• LowPaper - Indicates the terminal is low on paper.
This example provided by EsperTech Inc. [Espb], with six EPL queries, receives from an integrated event generator a set of events. The events
provide information about the source terminal. Each event carries similar information: the terminal identiﬁer and a timestamp.
Taking into account the diﬀerent measured features contemplated in Table 5 and the six queries, it can be said that: i) in three of the six queries
a pattern appears (50% of application), ii) in two of them a time or length window appears (33.3%), iii) in ﬁve queries a time unit can be found
(83.3%), and iv) there is one occurrence of a where clause in the six queries (16.7%).
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Terminal DENMEvap Ecological Total
Pattern 3 15 4 22
Oper. N A (%) N A (%) N A (%) N A (%)
PFP 3 100.0 15 100.0 0 0.0 18 81.8
PNR 2 66.7 1 66.7 0 0.0 3 13.6
POC 3 100.0 15 100.0 0 0.0 18 81.8
POM 2 66.7 1 66.7 0 0.0 3 13.6
PRE 3 100.0 15 100.0 4 1.0 22 100.0
Windows 2 4 4 10
Oper. N A (%) N A (%) N A (%) N A (%)
WLM 1 50.0 0 0.0 0 0.0 1 10.0
WTM 1 50.0 4 100.0 4 100.0 9 90.0
WBL 1 50.0 0 0.0 0 0.0 1 10.0
WBT 1 50.0 4 100.0 4 100.0 9 90.0
Time units 5 9 4 18
Oper. N A (%) N A (%) N A (%) N A (%)
RTU 5 100.0 9 100.0 4 100.0 18 100.0
Where clauses 1 17 0 18
Oper. N A (%) N A (%) N A (%) N A (%)
ICN 1 100.0 17 100.0 0 0 18 100.0
Total&Mean 23 62.2 81 69.2 16 40 120 58.8
Table 5 Quantitative statistics by category and program, for each of the Esper EPL-speciﬁc mutation operators.
4.3.3 DENMEvaP
DENMEvaP (Distributed Event-driven Network Monitoring Evaluation Prototype) is a program developed by Gad [Gad15] which contains 37 EPL
queries that process events in PCAP (Packet CAPturer) format. The program is divided into ﬁve modules which are monitoring diﬀerent tasks. A
minimal prototype consists of a network with at least two computers:
• The sensor node acts as event producer and acquires raw data in the monitored computer network.
• The data processing node hosts, e.g., the communication infrastructure, the CEP engine, and the event consumer that is used for measuring
the end-to-end throughput.
Taking into account the diﬀerent measured features contemplated in Table 5 and the thirty seven queries, it can be said that: in ﬁfteen of the
thirty seven queries a pattern appears (40.5% of application), in four of them a time or length window appears (10.8%), in nine queries a time unit
can be found (24.3%) and there are twenty one occurrences of where clauses in the thirty seven queries (56.7%).
As it was mentioned before, DENMEvaP is divided into modules and in order to test the behaviour of each one a set of PCAP events has been
generated. The test suite of the DENMEvaP program was obtained from the repository5. The author of DENMEvaP brieﬂy explains the origin
of each one. Some of the events were created with Ettercap6, to simulate diﬀerent attacks to the system. Others were obtained doing diﬀerent
5https://github.com/fg-netzwerksicherheit/DENMEvaP6https://ettercap.github.io/ettercap/
Gutiérrez-Madroñal et al 15
simulations to capture the traﬃc during congested periods thanks to Netem7. Another set of events was obtained under a simulated attack using
the Mausezahn packet generator8.
4.4 Discussion of results
In the following subsections the results of the diﬀerent case studies will be analysed. First, the contents and origins of the test suites will be
described. Next, several comparisons are done to answer the research questions:
• EMT versus random selection, through two metrics: how many mutants were needed to ﬁnd S% of the strong mutants, and how many
strong mutants were found after running M% of all mutants.
• Original test suite versus the one produced by IoT-TEG, using the same metrics.
Finally, an improvement in EMT is done and the previous executions are compared against the new results.
4.4.1 Test suites
As we mentioned, the origins and the content of the test suites of the analysed case studies will be explained. In order to answer RQ2, the IoT-TEG
generated events have been generated following the structure and behaviour of the original events of each case study.
Ecological Island
Test suite 1 has the results produced by running either 5 test cases derived from the ThingSpeak platform, or 5 test cases generated by IoT-TEG.
We conﬂated these results in Table 6 as they produced identical executions:
• The ThingSpeak test cases illustrate one common problem when testing IoT systems: the event source may not produce enough examples,
as mentioned in Section 2.5. This is the case for Ecological Island: the event channels were available, but not sending out events. For this
reason, only 5 test cases provided by the ThingSpeak channels were obtained. Each test case contains 100 events.
• Alternatively, we may generate events through IoT-TEG. We used it to generate 30 test suites, each with 5 test cases, and each test case
containing 100 events. We ran all the test suites against all the mutants. The test suite with the mean mutation score was entered into EMT.
Test suite 2 combines the ThingSpeak and IoT-TEG test suites into a single test suite with 10 test cases. Finally, Test suite 3 adds 5 more test
cases from IoT-TEG. The execution steps are the same as in previous phases.
Terminal Self-Service
The original event source for this case study is a handmade event generator. We used the original generator and IoT-TEG to produce two diﬀerent
sets of 30 test suites, with 5 test cases each. For each set of test suites, we picked the test suite with the mean mutation score. Test suite 1 is the
one from the original generator, and Test suite 2 is the one from IoT-TEG. Given that the original generator produced a random number of events
between 350 and 370, IoT-TEG was made to produce a random number of events within the same range. Test suite 3 combines both test suites
into a single test suite with 10 test cases.
DENMEvaP
Asmentioned in Subsection 4.3.3, the program is divided into ﬁvemodules. Threemodules were discarded from the study because all their mutants
could be easily killed with their original test suites. The BruteForce module had 6 queries, where 286 mutants could be injected. SniﬀerCongestion
had 4 queries and produced 61 mutants. Each of these two modules was tested through two diﬀerent test suites:
• Test suite 1was the original network packet capture in PCAP format, as produced by the author of DENMEvaP. The PCAP ﬁle for BruteForce
had 6917 events, and the one for SniﬀerCongestion had 133 events.
• Test suite 2 was generated through IoT-TEG and had the same number of events as the original PCAP ﬁle. DENMEvaP was adapted so it
could read the JSON ﬁles generated by IoT-TEG.
7https://wiki.linuxfoundation.org/networking/netem8http://www.perihel.at/sec/mz/mzguide.html
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EMT Random
S% Mean SD Mean SD p-value
Test suite 1 - 5 ThingSpeak/5 IoT-TEG
0.15 15.38 4.42 14.09 3.01 0.81
0.30 26.19 4.73 29.26 4.86 <0.01
0.45 39.12 4.60 44.77 5.02 <0.01
0.60 52.73 4.77 58.67 5.17 <0.01
0.75 67.16 4.80 72.38 4.96 <0.01
0.90 84.18 5.26 87.81 3.30 <0.01
Test suite 2 - 5 ThingSpeak + 5 IoT-TEG
0.15 14.88 3.33 14.09 3.01 0.81
0.30 26.21 4.09 29.26 4.86 <0.01
0.45 37.99 5.34 44.77 5.02 <0.01
0.60 51.34 5.22 58.67 5.17 <0.01
0.75 67.37 4.57 72.38 4.96 <0.01
0.90 84.70 2.45 87.81 3.30 <0.01
Test suite 3 - 5 ThingSpeak + 10 IoT-TEG
0.15 15.27 3.31 14.09 3.01 0.93
0.30 27.55 4.35 29.26 4.86 0.09
0.45 39.80 3.48 44.77 5.02 <0.01
0.60 52.41 4.53 58.67 5.17 <0.01
0.75 66.83 5.00 72.38 4.96 <0.01
0.90 84.68 4.12 87.81 3.30 <0.01
Table 6 Percentages of all mutants executed to ﬁnd S% of the strong
mutants with EMT and random shuﬄe for Ecological Island (less is bet-
ter), and p-values for the Mann-Whitney U tests with “EMT < random”
alternative.
EMT Random
M% Mean SD Mean SD p-value
Test suite 1 - 5 ThingSpeak/5 IoT-TEG
0.15 16.50 5.69 15.14 3.52 0.10
0.30 34.48 5.55 30.49 4.63 <0.01
0.45 50.22 5.05 44.70 5.02 <0.01
0.60 67.05 4.29 60.55 5.82 <0.01
0.75 80.16 5.08 75.19 4.49 <0.01
0.90 91.42 3.41 89.89 3.02 0.07
Test suite 2 - 5 ThingSpeak + 5 IoT-TEG
0.15 16.99 4.96 15.14 3.52 0.05
0.30 35.19 5.87 30.49 4.63 <0.01
0.45 51.58 5.51 44.70 5.02 <0.01
0.60 67.10 4.35 60.55 5.82 <0.01
0.75 80.22 3.42 75.19 4.49 <0.01
0.90 92.90 2.45 89.89 3.02 <0.01
Test suite 3 - 5 ThingSpeak + 10 IoT-TEG
0.15 16.50 4.45 15.14 3.52 0.17
0.30 33.06 4.95 30.49 4.63 0.03
0.45 50.87 5.99 44.70 5.02 <0.01
0.60 66.89 4.56 60.55 5.82 <0.01
0.75 79.67 4.34 75.19 4.49 <0.01
0.90 92.62 2.81 89.89 3.02 <0.01
Table 7 Percentages of strong mutants found after executing M% of
all mutants with EMT and random shuﬄe for Ecological Island (more
is better), and p-values for the Mann-Whitney U tests with “EMT >
random” alternative.
4.4.2 RQ1: Can EMT reduce the cost beyond random selection?
With regards to cost, each case study has been studied in two ways: RQ1.1 checks if we can reach the desired strong mutants faster with EMT,
and RQ1.2 checks if we ﬁnd more strong mutants if we decide to run a certain percentage of all mutants. RQ1.1 is only possible within a study,
since we have previously inspected the mutants manually to know if they are strong or not. RQ1.2 represents the practical scenario when users
will deﬁne a “search budget”, specifying how many of all the mutants they wish to look through.
For each case study, two tables will be used to present their results: one for RQ1.1 and one for RQ1.2. The RQ1.1 tables contain, for each test
suite, the mean and standard deviation of the proportion of all the mutants needed by EMT and random selection to ﬁnd S% of the strong mutants,
where S% goes in increments of 15%. The RQ1.2 tables are dedicated to the proportion of strong mutants that were found after executing M% of
all the mutants. The RQ1.1 and RQ1.2 tables include p-values comparing both executions using Mann-Whitney U tests with “EMT produces better
results than random selection” as the alternative hypothesis.
Ecological Island
Tables 6 and 7 contain the results for the Ecological Island case study. The total number of mutants is 181, where 61 are strong (33.7%).
Judging from the p-values, it can be generally concluded that EMT outperforms random selection once 45% or more of the strong mutants are
desired, or 45% or more of all mutants are executed. Another important observation is that the means do not change much between test suites,
suggesting that the number of test cases does not inﬂuence signiﬁcantly the results.
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EMT Random
S% Mean SD Mean SD p-value
Test suite 1 - 5 Original Generator
0.15 14.86 2.01 14.80 2.53 0.50
0.30 29.32 2.89 29.55 2.87 0.42
0.45 44.60 2.85 45.23 2.81 0.21
0.60 58.16 3.11 60.40 3.38 <0.01
0.75 74.32 2.53 75.82 2.22 0.01
0.90 89.52 2.00 90.54 2.00 0.02
Test suite 2 - 5 IoT-TEG
0.15 14.60 2.29 14.80 2.53 0.26
0.30 29.29 2.95 29.55 2.87 0.39
0.45 44.12 3.33 45.23 2.81 0.07
0.60 58.28 2.49 60.40 3.38 <0.01
0.75 74.52 2.46 75.82 2.22 0.01
0.90 89.63 2.35 90.54 2.00 0.07
Test suite 3 - Both
0.15 15.14 2.49 14.80 2.53 0.62
0.30 30.40 3.17 29.55 2.87 0.88
0.45 44.44 2.63 45.23 2.81 0.20
0.60 58.84 2.41 60.40 3.38 0.03
0.75 74.21 2.33 75.82 2.22 <0.01
0.90 90.28 2.18 90.54 2.00 0.34
Table 8 Percentages of all mutants executed to ﬁnd S% of the strong
mutants with EMT and random shuﬄe for Terminal Self-Service (less
is better), and p-values for the Mann-Whitney U tests with “EMT <
random” alternative.
EMT Random
M% Mean SD Mean SD p-value
Test suite 1 - 5 Original Generator
0.15 15.61 2.08 14.35 2.73 0.02
0.30 30.55 2.91 29.79 2.50 0.16
0.45 46.20 2.87 44.85 3.38 0.05
0.60 61.94 2.59 59.66 2.80 <0.01
0.75 76.58 2.27 74.68 1.99 <0.01
0.90 91.52 1.79 90.38 1.78 <0.01
Test suite 2 - 5 IoT-TEG
0.15 15.78 2.63 14.35 2.73 <0.01
0.30 31.31 3.32 29.79 2.50 0.03
0.45 46.33 3.57 44.85 3.38 0.03
0.60 62.19 2.57 59.66 2.80 <0.01
0.75 76.46 2.52 74.68 1.99 <0.01
0.90 91.65 2.19 90.38 1.78 0.02
Test suite 3 - Both
0.15 15.27 2.62 14.35 2.73 0.11
0.30 29.58 3.43 29.79 2.50 0.75
0.45 45.99 2.52 44.85 3.38 0.11
0.60 61.56 2.34 59.66 2.80 <0.01
0.75 76.84 2.74 74.68 1.99 <0.01
0.90 90.89 2.09 90.38 1.78 0.20
Table 9 Percentages of strongmutants found after executingM%of all
mutants with EMT and random shuﬄe for Terminal Self-Service (more
is better), and p-values for the Mann-Whitney U tests with “EMT >
random” alternative.
Terminal Self-Service
The results for Terminal Self-Service are in Tables 8 and 9 . The total number of mutants is 118, where 79 are strong (66.9%).
In this case, most of the p-values are over 0.01, so in general we cannot reject the null hypothesis that EMT performs similarly to random
selection. Still, we can see that there are scenarios in which EMT can outperform random selection, and this is especially evident with test suite 2
for Table 9 , where p-values are consistently below 0.05. This suggests that for this particular case study, the speciﬁc choice of test cases (rather
than the number of them) may play a factor in the performance of EMT.
DENMEvaP — BruteForce
Tables 10 and 11 have the results for BruteForce. The total number of mutants is 286, where 248 are strong (86.7%).
The p-values in this case are very high, so there is very little evidence supporting the idea that EMT outperforms random selection. In fact, it is
quite the opposite: the means are consistently better for random selection. Interestingly, in this case study the results were identical across test
suites (both means and standard deviations), suggesting that the speciﬁc choice of test cases nor the test results did not inﬂuence the results. This
may point to a simplicity in the queries themselves that may lend itself poorly to a more complex strategy like EMT.
DENMEvaP — SniﬀerCongestion
Tables 12 and 13 show the results for SnifferCongestion. The total number of mutants is 61, where 34 are strong (55.7%) for Test suite 1, 49 are
strong (80.3%) in Test suite 2 and 33 are strong (54.1%) for Test suite 3.
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EMT Random
S% Mean SD Mean SD p-value
Test suite 1 - PCAP
0.15 16.53 1.23 15.18 0.53 1.00
0.30 32.30 1.01 29.86 0.91 1.00
0.45 47.89 1.32 44.61 1.08 1.00
0.60 62.52 0.98 59.58 1.21 1.00
0.75 77.17 0.62 74.68 1.01 1.00
0.90 90.81 0.23 89.57 0.69 1.00
Test suite 2 - JSON
0.15 16.53 1.23 15.18 0.53 1.00
0.30 32.30 1.01 29.86 0.91 1.00
0.45 47.89 1.32 44.61 1.08 1.00
0.60 62.52 0.98 59.58 1.21 1.00
0.75 77.17 0.62 74.68 1.01 1.00
0.90 90.81 0.23 89.57 0.69 1.00
Test suite 3 - PCAP and JSON
0.15 16.53 1.23 15.18 0.53 1.00
0.30 32.30 1.01 29.86 0.91 1.00
0.45 47.89 1.32 44.61 1.08 1.00
0.60 62.52 0.98 59.58 1.21 1.00
0.75 77.17 0.62 74.68 1.01 1.00
0.90 90.81 0.23 89.57 0.69 1.00
Table 10 Percentages of all mutants executed to ﬁnd S% of the strong
mutants with EMT and random shuﬄe for BruteForce (less is better),
and p-values for the Mann-Whitney U tests with “EMT < random”
alternative.
EMT Random
M% Mean SD Mean SD p-value
Test suite 1 - PCAP
0.15 14.06 1.17 14.68 0.56 0.99
0.30 27.82 0.96 29.99 0.84 1.00
0.45 42.07 1.24 45.01 1.12 1.00
0.60 57.12 1.13 60.07 1.17 1.00
0.75 72.63 0.75 75.19 1.02 1.00
0.90 88.97 0.33 90.20 0.66 1.00
Test suite 2 - JSON
0.15 14.06 1.17 14.68 0.56 0.99
0.30 27.82 0.96 29.99 0.84 1.00
0.45 42.07 1.24 45.01 1.12 1.00
0.60 57.12 1.13 60.07 1.17 1.00
0.75 72.63 0.75 75.19 1.02 1.00
0.90 88.97 0.33 90.20 0.66 1.00
Test suite 3 - PCAP and JSON
0.15 14.06 1.17 14.68 0.56 0.99
0.30 27.82 0.96 29.99 0.84 1.00
0.45 42.07 1.24 45.01 1.12 1.00
0.60 57.12 1.13 60.07 1.17 1.00
0.75 72.63 0.75 75.19 1.02 1.00
0.90 88.97 0.33 90.20 0.66 1.00
Table 11 Percentages of strong mutants found after executing M% of
all mutants with EMT and random shuﬄe for BruteForce (more is bet-
ter), and p-values for the Mann-Whitney U tests with “EMT > random”
alternative.
The p-values are still very high, and the means are consistently better for random selection than for EMT. The number of test cases seems to
have a minor inﬂuence in the results, judging from the slight drop in performance (1–4%) for both EMT and random selection with Test suite 3when
compared to the other test suites.
Overall results
In general, EMT outperformed random selection in one case study (Ecological Island), did roughly the same in another (Terminal Self-Service), and
did worse in the twoDENMEvaP ones. This suggests that there may be features of these case studies which reduce the eﬀectiveness of EMT. In the
Terminal Self-Service case study, EMT performed better with a speciﬁc test suite. The DENMEvaP BruteForce case study may lack the complexity
required to merit the use of EMT, since results were exactly the same regardless of the chosen test suite. The DENMEvaP SniﬀerCongestion may
have had too few mutants to give EMT space to evolve a solution (61 versus the 181 in Ecological Island).
In general, we see the need to improve EMT to guide the search more explicitly for smaller mutant spaces, and to further evaluate the ﬁtness
landscape of the four case studies to see if there are signiﬁcant diﬀerences which may explain the varying levels of performance of EMT.
4.4.3 RQ2: Are events from IoT-TEG better, just as good or worse for EMT?
In order to answer RQ2, the results of the previous tables will be compared, especially those from Test suite 1 and Test suite 2 of each case study.
• As discussed in Section 4.3.1, the Ecological Island Test suite 1 (Tables 6 and 7 ) conﬂates the identical results of two separate test suites:
one from the ThingSpeak platform, and one from IoT-TEG. The results were the same, so it did not matter whether we used the original
events or IoT-TEG for this case study.
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EMT Random
S% Mean SD Mean SD p-value
Test suite 1 - PCAP Original Generator
0.15 16.67 3.25 15.03 4.35 0.98
0.30 31.31 4.50 29.34 4.76 0.89
0.45 45.46 5.90 42.62 5.97 0.96
0.60 58.96 5.88 56.94 5.29 0.95
0.75 73.44 4.48 71.04 5.57 0.94
0.90 86.61 4.09 85.96 3.84 0.75
Test suite 2 - JSON IoT-TEG
0.15 18.20 2.60 14.26 2.40 1.00
0.30 31.86 3.00 28.31 2.82 1.00
0.45 46.72 2.75 44.15 3.07 1.00
0.60 60.93 2.83 58.03 2.71 1.00
0.75 74.32 2.63 72.46 2.56 0.99
0.90 89.73 1.87 88.58 2.49 0.95
Test suite 3 - Both
0.15 14.21 3.20 12.02 4.66 1.00
0.30 28.80 5.00 28.03 4.88 0.64
0.45 43.17 6.60 41.42 6.28 0.85
0.60 57.65 7.04 55.90 5.60 0.87
0.75 72.08 4.80 70.66 5.62 0.82
0.90 87.81 3.96 85.57 3.96 0.99
Table 12 Percentages of all mutants executed to ﬁnd S% of the strong
mutants with EMT and random shuﬄe for SniﬀerCongestion (less is
better), and p-values for the Mann-Whitney U tests with “EMT <
random” alternative.
EMT Random
M% Mean SD Mean SD p-value
Test suite 1 - PCAP Original Generator
0.15 16.76 3.55 15.78 4.47 0.17
0.30 30.69 5.97 30.88 5.39 0.43
0.45 44.90 6.41 46.47 6.10 0.87
0.60 59.61 5.62 62.45 5.87 0.96
0.75 75.78 5.05 76.47 4.50 0.69
0.90 90.10 3.58 90.78 3.06 0.80
Test suite 2 - JSON IoT-TEG
0.15 15.85 2.87 16.46 2.57 0.94
0.30 30.27 2.84 31.50 3.02 0.97
0.45 44.56 2.74 46.19 2.86 0.99
0.60 59.73 2.88 61.50 2.50 0.99
0.75 75.10 3.19 76.26 2.71 0.93
0.90 90.00 1.88 90.61 1.90 0.89
Test suite 3 - Both
0.15 16.97 3.70 15.86 4.82 0.20
0.30 30.71 6.30 30.61 5.70 0.40
0.45 46.06 7.14 45.86 6.45 0.53
0.60 60.20 6.05 61.92 5.99 0.85
0.75 76.06 5.65 76.16 4.89 0.49
0.90 89.29 4.04 90.81 3.33 0.95
Table 13 Percentages of strong mutants found after executing M% of
all mutants with EMT and random shuﬄe for SniﬀerCongestion (more
is better), and p-values for the Mann-Whitney U tests with “EMT >
random” alternative.
• Test suite 1 and Test suite 2 of Terminal Self-Service (Tables 8 and 9 ) are from the original event generator and IoT-TEG, respectively. Both
test suites were picked as having the median mutation score among 30 similarly generated test suites. The same median mutation score
was obtained for both. The results for EMT are quite similar across test suites, as well as those for random selection.
• The results of Test suite 1 and Test suite 2 of BruteForce can be seen in Tables 10 and 11 . Again, the results using EMT and random selection
are the same whether using the original program or IoT-TEG.
• The results of Test suite 1 and Test suite 2 of SniﬀerCongestion can be seen in Tables 10 and 11 . While ﬁnding S% of the strong mutants
(Table 10 ), there is no noticeable diﬀerence between the original events or the IoT-TEG ones. However, there is a diﬀerence when we are
comparing the percentage of strong mutants found after executing M% of all mutants (Table 11 ).
After comparing the behaviour of the IoT-TEG generated events against the original test events, we can provide a general answer for RQ2: the
IoT-TEG events are as good as the original ones for the purposes of testing, since we could only ﬁnd one case where they made a diﬀerence. In
addition, IoT-TEG can address the challenges mentioned in Section 2.5 that the developers face when they are testing event-processing programs:
lack of data for testing, needing speciﬁc values for the events, and needing the source to generate the events.
4.5 Guided EMT
The previous section did not show EMT as a consistent winner over a random shuﬄe of the individuals. As an evolutionary algorithm, this could
be due to several factors: lack of diversity in the newly generated individuals, crossover and mutation operators that guide the search away from
the strong mutants, or a badly designed ﬁtness function. Given that EMT performed well with WS-BPEL and C++, our intuition was that strong
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mutants in Esper EPL queries were distributed diﬀerently than in WS-BPEL/C++ programs, causing issues with the new individual generator and
the mutation operators. We decided to perform a few reﬁnements in EMT to further guide the search, and compare the results.
4.5.1 Introduced changes
An inspection of Table 4 shows that the mutants in the various queries are heavily concentrated in the RNO, RRO, RSC, and RTU operators. This
tends to happen with operators that mutate commonly used language features. The original EMT individual generator produced individuals by
generating values uniformly for all three ﬁelds (Operator, Location and Attribute), which meant that even if an operator had many more locations
than another, we would have the same probability of generating an individual from either. This meant that the individual generator would not
achieve a uniform distribution over the mutants. Guided EMT instead picks a random mutant across the entire list of all the mutants for a program,
ensuring all mutants have the same probability to be chosen.
Another change was replacing the uniformly distributed random perturbations in the genetic mutation operator with something more targeted.
In [ZST05] a new operator, called guided mutation, is introduced: it generates oﬀspring through combination of global statistical information and
the location information of solutions found so far. After some initial tests with a direct re-implementation of guided mutation, we found that a
simpler approach performed better for the various case studies. Our new guided mutation operator behaves very similar to the original one:
1. First, it chooses randomly which ﬁeld to mutate, following a uniform distribution.
2. If it is mutating the Location or Attribute ﬁelds, it works as usual.
3. If it is mutating the Operator ﬁeld, it generates a number x between 0 and 1:
(a) If x < α (where α is the “sampling rate” and is a parameter of the operator, currently set to 0.9), the new behaviour kicks in. It will
choose randomly an operator, with a probability proportional to the proportion of all strong mutants found in that operator so far.
This favours language features in the queries that have not been tested well so far.
(b) Otherwise, it uses the random perturbation mentioned in Section 2.4.2.
4.5.2 Case study results
Tables 14 to 20 compare guided EMT with the original version of EMT and random selection, in terms of how many mutants had to be run to
ﬁnd a certain proportion of the strong mutants. Likewise, Tables 15 to 21 compare guided EMT with the other options, in terms of how many
strong mutants were found when running a certain proportion of all the mutants.
We can see the following results across the various case studies:
• Ecological Island: guided EMT produces the best results overall, both for RQ1.1 and RQ1.2.
• Terminal Self-Service: random selection is still the best for RQ1.1, and regular EMT is the best option for high percentages in RQ1.2.
• BruteForce: guided EMT does much better across the board than regular EMT, but still not as well as random selection. Guided EMT only
produced better results for some values of M%.
• SniﬀerCongestion: guided EMT does better in some scenarios than traditional EMT, but it is rather contested. It is still outperformed for the
most part by random selection: only in some M% percentages the guided EMT obtains better results.
After comparing all the tables, generally it can be said that the guided EMT is better than the original EMT where the original EMT excelled,
intensifying its good points. However, it does not fully solve yet the weaknesses in the Terminal Self-Service and DENMEvaP case studies. As we
mentioned, the mutants in the various queries are heavily concentrated in some speciﬁc operators that mutate commonly used language features.
The improvement in the EMT helps to have more probability of generating these mutants which have many more locations than another. As a
consequence, the results of guided EMT are better than the results of the original EMT.
Despite of the improvements in EMT, random selection appears in several executions as the best option. With the exception of the Ecological
Island case study, in the other ones random selection is the best option to ﬁnd the S% of the strong mutants and in the majority of cases to obtain
a high percentage of strong mutants after executing M% of all mutants.
The Terminal Self-Service and DENMEvaP case studies have in common one factor: their original events have been generated. Their event
source is not a sensor or a server that sends the events in real time, but a generator that tries to meet the query conditions. It could be argued
that EMT did well with the events generated by IoT-TEG for Ecological Island, but this generation process was designed to mimic the originally
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S% Mean SD p-value (EMT) p-value (Random)
Test suite 1 - 5 ThingSpeak/5 IoT-TEG
0.15 13.68 3.82 0.04 0.18
0.30 23.92 4.18 0.03 <0.01
0.45 34.81 4.07 <0.01 <0.01
0.60 48.45 4.15 <0.01 <0.01
0.75 63.00 5.86 <0.01 <0.01
0.90 80.02 5.86 <0.01 <0.01
Test suite 2 - 5 ThingSpeak + 5 IoT-TEG
0.15 13.94 3.48 0.06 0.30
0.30 24.48 4.92 0.05 <0.01
0.45 36.34 5.34 0.09 <0.01
0.60 50.02 5.26 0.15 <0.01
0.75 65.36 5.91 0.07 <0.01
0.90 81.20 5.21 <0.01 <0.01
Test suite 3 - 5 ThingSpeak + 10 IoT-TEG
0.15 13.37 3.11 0.01 0.15
0.30 23.46 4.65 <0.01 <0.01
0.45 35.58 4.80 <0.01 <0.01
0.60 48.88 4.82 <0.01 <0.01
0.75 63.98 6.45 0.03 <0.01
0.90 80.99 4.78 <0.01 <0.01
Table 14 Percentages of all mutants executed to ﬁnd S% of the strong
mutants with guided EMT for Ecological Island (less is better), and p-
values for the Mann-Whitney U tests with “GuidedEMT < EMT” and
“GuidedEMT < random” alternatives.
M% Mean SD p-value (EMT) p-value (Random)
Test suite 1 - 5 ThingSpeak/5 IoT-TEG
0.15 20.33 5.70 <0.01 <0.01
0.30 38.96 5.66 <0.01 <0.01
0.45 55.63 5.65 <0.01 <0.01
0.60 71.04 5.37 <0.01 <0.01
0.75 84.04 4.71 <0.01 <0.01
0.90 94.10 2.91 <0.01 <0.01
Test suite 2 - 5 ThingSpeak + 5 IoT-TEG
0.15 19.56 5.51 0.03 <0.01
0.30 37.70 6.44 0.01 <0.01
0.45 54.59 6.36 0.06 <0.01
0.60 68.69 4.92 0.11 <0.01
0.75 82.68 4.43 <0.01 <0.01
0.90 93.44 3.04 0.14 <0.01
Test suite 3 - 5 ThingSpeak + 10 IoT-TEG
0.15 20.27 6.16 <0.01 <0.01
0.30 39.02 6.15 <0.01 <0.01
0.45 55.63 5.36 <0.01 <0.01
0.60 70.11 5.18 <0.01 <0.01
0.75 82.35 4.57 0.01 <0.01
0.90 93.83 2.71 0.05 <0.01
Table 15 Percentages of strong mutants found after executing M% of
all mutants with guided EMT for Ecological Island (more is better), and
p-values for the Mann-Whitney U tests with “GuidedEMT > EMT” and
“GuidedEMT > random” alternatives.
captured events from the real sensors connected to the ThingSpeak platform. For this reason, we cannot detect too much of a diﬀerence between
the original and IoT-TEG generated test suites. Moreover, the DENMEvaP case study test suite is composed by one test case for each module, and
neither EMT nor guided EMT have enough information to generate the strong mutants.
4.5.3 Studying the EMT ﬁtness landscapes
Given the large diﬀerence in results between the various case studies, we decided to investigate further on where these could come from. As a
search-based technique, the performance of EMT is dependent on the characteristics of the search space created by each speciﬁc combination of
test suite and program under test: depending on the distribution of ﬁtness values for the individuals, EMT may behave better or worse.
This distribution is known as a ﬁtness landscape. Pitzer and Aﬀenzeller [PA12] deﬁned a ﬁtness landscape F as (S , f, d), a set of the two
functions f and d that deﬁne the ﬁtness value and distances between solutions inS . In our case,S would be the set of all normalized individuals,
f would be the EMT ﬁtness function, and a ﬁrst attempt at d could be the Euclidean distance between two normalized individuals a and b (with
ox, lx, and ax as the operator, location and attribute of the individual):
d(a, b) =
√
(oa − ob)2 + (la − lb)2 + (aa − ab)2
Given a ﬁtness landscape, we may want to apply various analysis techniques to it. One of the most common techniques is ﬁtness-distance
correlation: if ﬁtness is strongly negatively correlated with distance to the global optima, then we know that solutions become gradually better the
closer we get to it. In other words, there is a “slope” which guides the search. Unfortunately, this technique is not a good ﬁt for EMT, where we may
have as many global optima as strong mutants: we could use the “average” distance to the global optima, but it would not be as representative.
Studying the density of states is a better option in our case. The idea was ﬁrst proposed in the 90s by Rosé, Ebeling and Asselmeyer [REA96]. In
its original form, the search space is sampled (due to its huge size in traditional problems) to estimate the proportion of solutions that have certain
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S% Mean SD p-value (EMT) p-value (Random)
Test suite 1 - 5 Original Generator
0.15 16.19 2.97 0.95 0.94
0.30 30.99 3.47 0.98 0.97
0.45 45.79 3.14 0.95 0.80
0.60 60.45 2.37 1.00 0.48
0.75 75.85 2.29 0.99 0.49
0.90 91.05 1.79 1.00 0.79
Test suite 2 - 5 IoT-TEG
0.15 15.99 2.90 0.97 0.90
0.30 31.30 3.62 0.99 0.97
0.45 45.65 3.47 0.95 0.62
0.60 60.71 3.39 1.00 0.56
0.75 76.27 3.24 0.99 0.75
0.90 91.30 1.90 1.00 0.91
Test suite 3 - Both
0.15 16.61 2.59 0.99 0.99
0.30 31.55 4.49 0.86 0.97
0.45 46.07 3.93 0.98 0.85
0.60 61.33 3.63 1.00 0.83
0.75 76.27 3.09 1.00 0.73
0.90 91.81 1.81 1.00 0.99
Table 16 Percentages of all mutants executed to ﬁnd S% of the strong
mutants with guided EMT for Terminal Self-Service (less is better), and
p-values for the Mann-Whitney U tests with “GuidedEMT < EMT” and
“GuidedEMT < random” alternatives.
M% Mean SD p-value (EMT) p-value (Random)
Test suite 1 - 5 Original Generator
0.15 15.40 3.22 0.52 0.06
0.30 29.62 3.71 0.86 0.57
0.45 44.98 3.25 0.96 0.49
0.60 60.59 2.34 0.95 0.11
0.75 75.36 2.44 0.95 0.10
0.90 90.25 1.97 0.99 0.63
Test suite 2 - 5 IoT-TEG
0.15 15.27 3.13 0.76 0.11
0.30 29.49 3.67 0.96 0.55
0.45 44.94 3.43 0.95 0.39
0.60 60.38 3.61 0.97 0.14
0.75 74.56 2.75 0.99 0.53
0.90 90.08 1.91 1.00 0.76
Test suite 3 - Both
0.15 15.06 3.12 0.60 0.18
0.30 29.16 4.44 0.51 0.71
0.45 44.18 3.94 0.96 0.70
0.60 59.66 3.24 1.00 0.57
0.75 74.81 3.19 0.99 0.51
0.90 89.37 1.78 1.00 0.98
Table 17 Percentages of strong mutants found after executing M% of
all mutants with guided EMT for Terminal Self-Service (more is better),
and p-values for the Mann-Whitney U tests with “GuidedEMT > EMT”
and “GuidedEMT > random” alternatives.
ﬁtness values. Conceptually speaking, a search-based optimisation problem is easy if the density doesn’t sharply drop oﬀ as ﬁtness becomes higher.
Conversely, if there is a sudden drop in the density after a certain ﬁtness value, it will be very hard to ﬁnd solutions that are better than that.
Interestingly, the challenge in EMT for our EPL queries is not the size of the search space, but in the cost of computing the ﬁtness values (which
require running a complex software system against collections of inputs). We can skip sampling and simply check the ﬁtness of every individual,
assuming we have full information (i.e. all individuals have been previously run). If we do this against case study, using the ﬁnal test suites that
combine the original events with those from IoT-TEG, we obtain the ﬁtness histograms in Figure 4 9. The histograms count how many individuals
we have within certain ranges of ﬁtness values. These histograms have a number of interesting ﬁndings behind them:
• The most striking feature is that the individuals are distributed across very few diﬀerent ﬁtness values in each case study.
Part of this is due to the discrete nature of the ﬁtness function, which performs integer arithmetic over an execution matrix whose elements
can only be 0 or 1. This also means that given n test cases, we can have up to 2n diﬀerent execution rows in the matrix, and therefore only as
many diﬀerent ﬁtness values. Due to the way the DENMEvaP queries were designed, n is 1 for the BruteForce and SniﬀerCongestion case
studies: for each of their mutants, we run the single case study that consists of a large collection of events, and check the complex events
that were generated from it. This is the reason for all the individuals being split across two ﬁtness values in the DENMEvaP case studies.
Terminal Self-Service and Ecological Island are better designed in this regard, with n = 10 for the combined original+IoT-TEG test suite.
Terminal Self-Service exhibits 8 diﬀerent ﬁtness values over 6 intervals, which would be enough to guide the search. However, Island only
has 3 diﬀerent ﬁtness values (-1156, -220 and 3620), with most individuals in the worst interval, very few in the middle and the rest at the
highest ﬁtness interval. This means that some of the tests in the test suites overlap each other, detecting the same mutants and turning to
1 or 0 at the same time.
9We observed very similar results for the smaller test suites. To save space, we omitted their histograms.
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S% Mean SD p-value (EMT) p-value (Random)
Test suite 1 - PCAP
0.15 15.78 1.23 <0.01 0.95
0.30 30.57 1.42 <0.01 0.98
0.45 45.12 1.21 <0.01 0.97
0.60 59.70 1.22 <0.01 0.73
0.75 75.03 1.04 <0.01 0.91
0.90 89.64 0.70 <0.01 0.62
Test suite 2 - JSON
0.15 15.78 1.23 <0.01 0.95
0.30 30.57 1.42 <0.01 0.98
0.45 45.12 1.21 <0.01 0.97
0.60 59.70 1.22 <0.01 0.73
0.75 75.03 1.04 <0.01 0.91
0.90 89.64 0.70 <0.01 0.62
Test suite 3 - PCAP and JSON
0.15 15.78 1.23 <0.01 0.95
0.30 30.57 1.42 <0.01 0.98
0.45 45.12 1.21 <0.01 0.97
0.60 59.70 1.22 <0.01 0.73
0.75 75.03 1.04 <0.01 0.91
0.90 89.64 0.70 <0.01 0.62
Table 18 Percentages of all mutants executed to ﬁnd S% of the strong
mutants with guided EMT for BruteForce, DENMEvaP (less is better),
and p-values for the Mann-Whitney U tests with “GuidedEMT < EMT”
and “GuidedEMT < random” alternatives.
M% Mean SD p-value (EMT) p-value (Random)
Test suite 1 - PCAP
0.15 15.17 1.22 <0.01 0.02
0.30 29.93 1.47 <0.01 0.36
0.45 44.88 1.15 <0.01 0.75
0.60 60.30 1.21 <0.01 0.27
0.75 74.91 1.11 <0.01 0.86
0.90 90.15 0.60 <0.01 0.59
Test suite 2 - JSON
0.15 15.17 1.22 <0.01 0.02
0.30 29.93 1.47 <0.01 0.36
0.45 44.88 1.15 <0.01 0.75
0.60 60.30 1.21 <0.01 0.27
0.75 74.91 1.11 <0.01 0.86
0.90 90.15 0.60 <0.01 0.59
Test suite 3 - PCAP and JSON
0.15 15.17 1.22 <0.01 0.02
0.30 29.93 1.47 <0.01 0.36
0.45 44.88 1.15 <0.01 0.75
0.60 60.30 1.21 <0.01 0.27
0.75 74.91 1.11 <0.01 0.86
0.90 90.15 0.60 <0.01 0.59
Table 19 Percentages of strong mutants found after executing M% of
all mutants with guided EMT for BruteForce, DENMEvaP (more is bet-
ter), and p-values for the Mann-Whitney U tests with “GuidedEMT >
EMT” and “GuidedEMT > random” alternatives.
• The second observation that we can make is that Island exhibits a diﬀerent pattern that clearly diﬀers from the others: the strong mutants
(the individuals with the highest ﬁtness values) are the minority, rather than the majority, as one would expect from a strongly tested
program. The other programs (for which EMT does not perform as well) have a majority of strong mutants.
This suggests that EMT works especially well after we have done traditional testing to an acceptable degree, to a point in which it is hard
to ﬁnd mutants which we are not killing already and we need a guided process to locate them. If there are more strong mutants to ﬁnd than
killed ones, a simple undirected random search will do better at ﬁnding a few scenarios that our test suite is not covering well.
Based on these observations, we make the following suggestions with regards to the improvement and further use of EMT and MuEPL:
• The EMT ﬁtness function should be made more nuanced, by adding more values beyond 0 (surviving) and 1 (killed) to the matrix. This would
increase the number of diﬀerent ﬁtness values for the individuals, and would better guide the search of the genetic algorithm behind EMT.
Mutation testing theory indicates that in order to kill a mutant, a test case must meet three conditions: reach the mutation, cause a change
in internal state (error), and propagate that change to the observable behaviour (causing a test failure). One option to add nuances to the
execution matrix is to give a certain score if the mutation is reached, a bit more if there is also a change in internal state, and the maximum
score if the killing criterion is achieved.
Another option would be to deﬁne a priority over the test cases, and value some of the test cases more than others. For instance, it would
be interesting to see if test cases that cover a harder part to reach of the query should be valued more than others.
• EMT could be extended with a simple meta-heuristic that switches over to random search over the remaining individuals when the percent-
age of executed mutants has gone above a certain threshold. Given a more nuanced ﬁtness function, another option would be to evaluate
simpler local search-based approaches, such as hill climbing, which may do better at traversing exhaustively the large sets of individuals
with the same ﬁtness (strong mutants) that we may be looking for.
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S% Mean SD p-value (EMT) p-value (Random)
Test suite 1 - PCAP Original Generator
0.15 18.47 3.60 0.95 1.00
0.30 31.42 5.20 0.52 0.90
0.45 43.93 5.03 0.19 0.86
0.60 57.38 5.51 0.08 0.69
0.75 69.51 5.34 <0.01 0.14
0.90 86.45 3.85 0.37 0.73
Test suite 2 - JSON IoT-TEG
0.15 17.16 2.01 0.02 1.00
0.30 31.04 3.42 0.15 1.00
0.45 46.23 3.37 0.38 0.99
0.60 59.07 3.59 0.02 0.85
0.75 73.83 2.77 0.32 0.98
0.90 89.40 1.76 0.27 0.87
Test suite 3 - Both
0.15 17.32 2.85 1.00 1.00
0.30 29.67 5.81 0.77 0.80
0.45 42.68 6.63 0.43 0.83
0.60 56.07 6.58 0.24 0.61
0.75 68.80 6.46 0.03 0.15
0.90 85.96 3.91 0.03 0.67
Table 20 Percentages of all mutants executed to ﬁnd S% of the strong
mutants with guided EMT for SniﬀerCongestion, DENMEvaP (less is
better), and p-values for the Mann-Whitney U tests with “GuidedEMT
< EMT” and “GuidedEMT < random” alternatives.
M% Mean SD p-value (EMT) p-value (Random)
Test suite 1 - PCAP Original Generator
0.15 15.78 4.47 0.83 0.50
0.30 32.84 6.28 0.13 0.11
0.45 47.75 6.40 0.06 0.32
0.60 63.63 6.25 <0.01 0.23
0.75 78.73 4.93 0.04 0.09
0.90 91.96 2.31 <0.01 0.06
Test suite 2 - JSON IoT-TEG
0.15 16.46 2.57 0.06 0.50
0.30 32.79 4.15 <0.01 0.08
0.45 47.69 3.45 <0.01 0.03
0.60 61.56 3.35 0.02 0.45
0.75 76.05 2.39 0.11 0.55
0.90 90.61 1.83 0.10 0.48
Test suite 3 - Both
0.15 15.86 4.82 0.80 0.50
0.30 33.43 6.59 0.07 0.05
0.45 46.97 7.66 0.40 0.42
0.60 64.44 7.03 0.01 0.11
0.75 77.88 5.41 0.17 0.16
0.90 91.11 3.08 0.02 0.36
Table 21 Percentages of strong mutants found after executing M%
of all mutants with guided EMT for SniﬀerCongestion, DENMEvaP
(more is better), and p-values for the Mann-Whitney U tests with
“GuidedEMT > EMT” and “GuidedEMT > random” alternatives.
• EMT is highly dependent on the number of non-overlapping test cases. For this reason, test suites should ideally be designed in a way that
reduces overlaps between tests. If two tests ﬁnd the exact same bugs (they entirely overlap), they are only increasing test execution times
while giving no concrete beneﬁt. Previous studies with EMT have generally minimized test suites by removing the overlaps, but in industrial
environments this may not be feasible, and wemay only have the option of raising awareness about test overlapping among the developers.
• We observed many surviving mutants within our EPL-based case studies. Some of these may be strong non-equivalent mutants, while
others may be equivalent. Further studies are required to evaluate the proportions of equivalent mutants that were generated by the EPL
mutation operators, and reﬁne their deﬁnitions to reduce them. Equivalent mutants only increase the cost of mutation testing, as they do
not help in ﬁnding new test cases, and ﬁnding if a mutant is equivalent can only be done manually: it is an undecidable problem [BA82].
5 RELATEDWORK
Testing real-time systems is one of the most complex and time-consuming activities [Hea91] and some strategies have been described in the
literature to address this problem: from using evolutionary algorithms [WG98, WSJE97, WGG+96] to employing framework based on timed
automata [KT09].
Mutation testing can be used for testing software at several levels: unit level, integration level and speciﬁcation level [JH11c]. Speaking about
real-time, mutation testing has been applied to many traditional programming languages that have been growing and now they can be applied to
real-time systems: Java [MOK06], C [ADH+89], Ada [OVP96]. There are also mutation testing studies which are focused on real-time systems; i.e.
R. Nilsson et al. have published works where [NOA04] they propose a model based mutation testing which analyses models of real-time systems
to generate test cases for the automated testing of timeliness, in [NOM06] they show a method using heuristic-driven simulation to generate test
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Figure 4 Fitness histograms for the combined original+IoT-TEG test suites
cases (based on the previous model) and in [NO07] they evaluate a mutation-based framework for the automated testing of timeliness by applying
it on a small control system.
If testing a real-time system is a time-consuming activity, it has to be taken into account the main drawback of mutation testing [OU01]:
the high computational cost involved in the execution of the large number of mutants produced for some programs against their test suites.
Nowadays several techniques to alleviate the cost of mutation testing by reducing the number of mutants generated exist [JH11a], such as selective
mutation [BMV01] which selects a subset of the mutation operators, mutant sampling [Bud80] which selects a subset of the mutants randomly,
or high order mutation (HOM) [JH08] which combines more than a single fault (change) into a mutant. EMT [DEGM11] was recently proposed to
improve the test suite and applied to 3 WS-BPEL compositions. The technique was later extended to generate HOMs [BMGDDJMB11].
EMT was applied to reduce the computational cost involved in mutation testing with WS-BPEL compositions. To carry out this task, GAmera
was created, a mutation testing system powered by a genetic algorithm [DJEBGDMB09]. After its application to three WS-BPEL compositions,
the number of mutants suﬀered a reduction compared to random pick techniques. Moreover, conﬁguration parameters where established in order
to optimise the genetic algorithm results. Given that the GAmera genetic algorithm was implemented to be easily used with any programming
language, the EMT has been also successfully applied to classes implemented using C++. In [DPMBS+17] the same conﬁguration parameters have
been used and the results show a representative reduction using this technique than other random pick techniques.
Talking about testing IoT, the majority of works consider that there are no errors in the code, they try to check if the IoT network and devices
work properly, and that the data arrives.
For instance, Kim et al. [KAH+18] indicate that the amount of IoT devices and their behaviour cause new challenges to the scalability of traditional
software testing, and the heterogeneity of IoT devices increases cost as well as the complexity of coordination testing. As a consequence, the
automated IoT testing framework Service-IoT-TaaS is introduced. They try to solve the constraints regarding to coordination, cost and scalability
issues of traditional software testing in the context of standards-based development of IoT devices. Despite they reach several phases of IoT testing,
they consider that the code has no errors. Their eﬀorts are focused on the IoT network and how the messages arrive.
In [WDT+12], they focus their eﬀorts on providing IoT information correctly through standard service interfaces. Wang et al. present a descrip-
tion ontology that integrates the existing eﬀorts for modeling the IoT domain concepts and is extended with essential concepts such as testing to
ensure the correct functionality of IoT services at both design and runtime stages.
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6 CONCLUSION AND FUTUREWORK
This work presents how EMT can be applied to the Esper EPL programming language. The importance of testing this programming language, which
is well suited for the event-driven IoT systems, cannot be understated. Given that many IoT systems live or die on their rapid reaction to events, it
is crucial to test that the system can trigger the expected responses on demand.
Mutation testing is the chosen technique to test the Esper EPL programming language, a widely applied technique. The computational cost
involved in its execution is its main drawback. In order to address this problem, several techniques have been created, EMT being one of them.
EMT has been successfully applied to classes implemented using C++ andWS-BPEL compositions. The results using EMT for those languages were
shown to be better than the ones using random selection to ﬁnd mutants to improve the test suite. Locating these mutants will help not only to
improve our test suite, but also to achieve the EMT goal: to reduce the involved computational cost. The fact that EMT has been used with diﬀerent
programming languages as well as various mutation operators, makes EMT a reference technique to improve the test cases in any context. Our
proposal to use it with Esper EPL is based on its background.
In order to use EMT with Esper EPL, the behaviour of the technique has been analysed using the GAmera tool. GAmera is a tool which includes a
genetic algorithm which applies the EMT. The genetic algorithm can be used with diﬀerent programming languages thanks to the genetic algorithm
implementation. A bridge was developed to connect the involved systems: MuEPL and GAmera. The bridge was implemented according to both
systems characteristics. This means that GAmera can be used with any programming language thanks to its adaptability.
The previous connection help us to answer RQ1. The experimental process to carry out the executions to answered the research questions has
been explained, as well as the decision of choosing these research questions.
After comparing the results of each case study, RQ1 cannot be clearly answered. Depending on the case study, the results show that sometimes
the EMT is better than random selection, but not always. As a consequence of the previous results we have improved EMT. This modiﬁcation allows
EMT to generate more diverse individuals and target operators with a high likelihood of producing strong mutants. This modiﬁcation was done in
the spirit of the guided mutation approach proposed by [ZST05]. We named this improvement guided EMT.
The experimental process was performed again using guided EMT, the results were more clear now and it can be said that the guided EMT is
better than the original EMT not only in the percentage of all mutants executed to ﬁnd S% of strong mutants, but also the percentage of strong
mutants found after executing M% of all mutants, with the exception of one case study. It cannot be said the same after comparing the guided EMT
against random selection. With the exception of one case study, in the other ones random selection is the best option to ﬁnd the S% of the strong
mutants and in the majority of cases to obtain a high percentage of strong mutants after executing M% of all mutants. This could be because of the
source of the events. The events have been generated in order to meet the conditions in the queries, and random selection appears to be the best
option to generate the strong mutants. Given that the IoT-TEG generated events have been generated following the original events behaviour, we
cannot see too much diﬀerence between the test suites. Additionally, the DENMEvaP case study test suite is composed by one test case for each
module, and neither the EMTnor the guided EMT have enough information to generate the strong mutants.
The experiments also helped answer RQ2. The events from the IoT-TEG tool were compared against the original ones in each case study,
producing test suites with the same number of test cases and events. The results showed there was no noticeable diﬀerence using the original
events and the ones generated by IoT-TEG. We can conclude that IoT-TEG can be safely used to replace hand-written generators and captured
events for the purposes of mutation testing and EMT.
Given the diﬀerence in performance of EMT across the various case studies, we performed a simple analysis of their ﬁtness landscapes. We
found that the individuals were distributed across a small number of diﬀerent ﬁtness values, and that there was very little information for EMT to
search on for the DENMEvaP case studies. We have outlined several ways in which the EMT ﬁtness function could be made more nuanced, and
the potential beneﬁts of integrating higher-level metaheuristics or alternative search algorithms, which could be better at handling the case where
most mutants are strong. Our future work is to implement and evaluate these improvements in traditional and guided EMT, reduce the proportion
of equivalent mutants generated by the EPL mutation operators, and then re-evaluate both approaches against a wider variety of event-driven
programs. Moreover, we want to apply the ﬁtness landscape analysis to the others programming languages in which EMT has been implemented:
C++ [DPMBS+17] and WS-BPEL [DEGM11].
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