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Smoothing SQP methods for solving degenerate
nonsmooth constrained optimization problems with
applications to bilevel programs
Mengwei Xu∗, Jane J. Ye† and Liwei Zhang‡
Abstract. We consider a degenerate nonsmooth and nonconvex optimization prob-
lem for which the standard constraint qualification such as the generalized Mangasarian
Fromovitz constraint qualification (GMFCQ) may not hold. We use smoothing functions
with the gradient consistency property to approximate the nonsmooth functions and in-
troduce a smoothing sequential quadratic programming (SQP) algorithm under the exact
penalty framework. We show that any accumulation point of a selected subsequence of
the iteration sequence generated by the smoothing SQP algorithm is a Clarke station-
ary point, provided that the sequence of multipliers and the sequence of exact penalty
parameters are bounded. Furthermore, we propose a new condition called the weakly
generalized Mangasarian Fromovitz constraint qualification (WGMFCQ) that is weaker
than the GMFCQ. We show that the extended version of the WGMFCQ guarantees the
boundedness of the sequence of multipliers and the sequence of exact penalty parameters
and thus guarantees the global convergence of the smoothing SQP algorithm. We demon-
strate that the WGMFCQ can be satisfied by bilevel programs for which the GMFCQ
never holds. Preliminary numerical experiments show that the algorithm is efficient for
solving degenerate nonsmooth optimization problem such as the simple bilevel program.
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1 Introduction.
In this paper, we consider the constrained optimization problem of the form
(P) min f(x)
s.t. gi(x) ≤ 0, i = 1, · · · , p,
hj(x) = 0, j = p + 1, · · · , q,
where the objective function and constraint functions f, gi(i = 1, · · · , p), hj(j = p +
1, · · · , q) : Rn → R are locally Lipschitz. In particular, our focus is on solving a degen-
erate problem for which the generalized Mangasarian Fromovitz constraint qualification
(GMFCQ) may not hold at a stationary point.
The sequential quadratic programming (SQP) method is one of the most effective
methods for solving smooth constrained optimization problems. For the current iteration
point xk, the basic idea of the SQP method is to generate a descent direction dk by solving
the following quadratic programming problem:
min
d
∇f(xk)
Td+
1
2
dTWkd
s.t. gi(xk) +∇gi(xk)
Td ≤ 0, i = 1, · · · , p,
hj(xk) +∇hj(xk)
Td = 0, j = p+ 1, · · · , q,
where ∇f(x) denotes the gradient of function f at x and Wk is a symmetric positive
definite matrix that approximates the Hessian matrix of the Lagrangian function. Then
dk is used to generate the next iteration point: xk+1 := xk + αkdk, where the stepsize αk
is chosen to yield a sufficient decrease of a suitable merit function. The SQP algorithm
with αk = 1 was first studied by Wilson [39] in which the exact Hessian matrix of the
Lagrangian function is used as Wk. Garcia-Palomares and Mangasarian [16] proposed to
use an estimate to the Hessian matrix. Han [18] proposed to update the matrix Wk by
the Broyden-Fletcher-Goldfarb-Shanno (BFGS) formula. When the stepsize αk = 1, the
convergence is only local. To obtain a global convergence, Han [19] proposed to use the
classical l1 exact penalty function as a merit function to determine the step size. While
the l1 penalty function is not differentiable, [32] suggested to use the augmented Lagrange
function, which is a smooth function as a merit function. The inconsistency of the system
of the linearized constraints is a serious limitation of the SQP method. Several techniques
have been introduced to deal with the possible inconsistency. For example, Pantoja and
Mayne [30] proposed to replace the standard SQP subproblem by the following penalized
SQP subproblem:
min
d,ξ
∇f(xk)
Td+
1
2
dTWkd+ rkξ
2
s.t. gi(xk) +∇gi(xk)
Td ≤ ξ, i = 1, · · · , p,
−ξ ≤ hj(xk) +∇hj(xk)
Td ≤ ξ, j = p+ 1, · · · , q,
ξ ≥ 0,
where the penalty parameter rk > 0. Unlike the standard SQP subproblem which may not
have feasible solutions, the penalized SQP subproblem is always feasible for sufficiently
large positive constants rk. Other alternative methods for inconsistency of the SQP
method are also presented [3, 14, 17, 24, 35, 36, 45]. For nonlinear programs which
have some simple bound constraints on some of the variables, Matthias [25] proposed a
projected SQP method which combines the ideas of the projected Newton methods and
the SQP method.
Recently Curtis and Overton [11] pointed out that applying SQP methods directly to
a general nonsmooth and nonconvex constrained optimization problem will fail in theory
and in practices. They employed a process of gradient sampling (GS) method to make the
search direction effective in nonsmooth regions and proved that the iteration points gener-
ated by the SQP-GS method converge globally to a stationary point of the exact penalty
function with probability one. The smoothing method is a well-recognized technique for
numerical solution of a nonsmooth optimization problem. Using a smoothing method, one
replaces the nonsmooth function by a suitable smooth approximation, solves a sequence
of smooth problems and drives the approximation closer and closer to the original prob-
lem. The fundamental question is as follows: what property a family of the smoothing
functions should have in order for the stationary points of the smoothing problems to
approach a stationary point of the original problem? In most of the literature, a particu-
lar smoothing function is employed for the particular problem studied. It turns out that
not all smooth approximations of the nonsmooth function can be used in the smoothing
technique to obtain the desired result. Zhang and Chen [44] (see also recent survey on the
subject by Chen [7]) identified the desired property as the gradient consistency property.
Zhang and Chen [44] proposed a smoothing projected gradient algorithm for solving opti-
mization problems with a convex set constraint by using a family of smoothing functions
with the gradient consistency property to approximate the nonsmooth objective function.
They proved that any accumulation point of the iteration sequence is a Clarke stationary
point of the original nonsmooth optimization problem. Recently [22, 40] extended the
result of [44] to a class of nonsmooth constrained optimization problem using the pro-
jected gradient method and the augmented Lagrangian method respectively. Smoothing
functions are proposed and the SQP method has been used for the smooth problem in
[15, 21] to solve the mathematical programs with complementarity constraints (MPCC)
and in [23, 37] to solve the semi-infinite programming (SIP). In this paper we will combine
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the SQP method and the smoothing technique to design a smoothing SQP method for
a class of general constrained optimization problems with smoothing functions satisfying
the gradient consistency property.
For the SQP method under an exact penalty framework to converge globally, usually
the set of the multipliers is required to be bounded (see e.g. [2]). This amounts to saying
that the MFCQ is required to hold. For the nonsmooth optimization problem, the corre-
sponding MFCQ is referred to as the GMFCQ. Unfortunately, the GMFCQ is quite strong
for certain classes of problems. For example, it is well known by now that the GMFCQ
never holds for the bilevel program [41]. Another example of a nonsmooth optimization
problem which does not satisfy the GMFCQ is a reformulation of an SIP [23]. In this
paper we propose a new constraint qualification that is much weaker than the GMFCQ.
We call it the weakly generalized Mangasarian Fromovitz constraint qualification (WGM-
FCQ). WGMFCQ is not a constraint qualification in the classical sense. It is defined in
terms of the smoothing functions and the sequence of iteration points generated by the
smoothing algorithm. In our numerical experiment, WGMFCQ is very easy to satisfy for
the bilevel programs.
The rest of the paper is organized as follows. In Section 2, we present preliminaries
which will be used in this paper and introduce the new constraint qualification WGMFCQ.
In Section 3, we consider the smoothing approximations of the original problem and
propose the smoothing SQP method under an l∞-exact penalty framework. Then we
establish the global convergence for the algorithm. In Section 4, we apply the smoothing
SQP method to bilevel programs. The final section contains some concluding remarks.
We adopt the following standard notation in this paper. For any two vectors a and b
in Rn, we denote their inner product by aT b. Given a function G : Rn → Rm, we denote
its Jacobian by ∇G(z) ∈ Rm×n and, if m = 1, the gradient ∇G(z) ∈ Rn is considered as
a column vector. For a set Ω ⊆ Rn, we denote the interior, relative interior, the closure,
the convex hull, and the distance from x to Ω by int Ω, ri Ω, cl Ω, co Ω, and dist(x,Ω)
respectively. For a matrix A ∈ Rn×m, AT denotes its transpose. In addition, we let N be
the set of nonnegative integers and exp[z] be the exponential function.
2 Preliminaries and the new constraint qualifications
In this section, we first present some background materials and results which will be used
later on. We then discuss the issue of constraint qualification.
Let ϕ : Rn → R be Lipschitz continuous near x¯. The directional derivative of ϕ at x¯
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in direction d is defined by
ϕ′(x¯; d) := lim
t↓0
ϕ(x¯+ td)− ϕ(x¯)
t
.
The Clarke generalized directional derivative of ϕ at x¯ in direction d is defined by
ϕ◦(x¯; d) := lim sup
x→x¯, t↓0
ϕ(x+ td)− ϕ(x)
t
.
The Clarke generalized gradient of ϕ at x¯ is a convex and compact subset of Rn defined
by
∂ϕ(x¯) := {ξ ∈ Rn : ξTd ≤ ϕ◦(x¯; d), ∀d ∈ Rn}.
Note that when ϕ is convex, the Clarke generalized gradient coincides with the subdiffer-
ential in the sense of convex analysis, i.e.,
∂ϕ(x¯) = {ξ ∈ Rn : ξT (x− x¯) ≤ ϕ(x)− ϕ(x¯), ∀x ∈ Rn}
and, when ϕ is continuously differentiable at x¯, we have ∂ϕ(x¯) = {∇ϕ(x¯)}. Detailed
discussions of the Clarke generalized gradient and its properties can be found in [9, 10].
For x¯, a feasible solution of problem (P ), we denote by I(x¯) := {i = 1, · · · , p : gi(x¯) =
0} the active set at x¯. The following nonsmooth Fritz John type multiplier rule holds by
Clarke [9, Theorem 6.1.1]) and the nonsmooth calculus (see e.g. [9]).
Theorem 2.1 (Fritz John Multiplier Rule) Let x¯ be a local optimal solution of prob-
lem (P ). Then there exists r ≥ 0, λi ≥ 0, i = 1, · · · , p, λj ∈ R, j = p + 1, · · · , q not all
zero such that
0 ∈ r∂f(x¯) +
∑
i∈I(x¯)
λi∂gi(x¯) +
q∑
j=p+1
λj∂hj(x¯). (2.1)
There are two possible cases in the Fritz John multiplier rule: r > 0 or r = 0. Let x¯
be a feasible solution of problem (P). If the Fritz John condition (2.1) holds with r > 0,
then we call x¯ a (Clarke) stationary point of (P). According to Clarke [9], any multiplier
λ ∈ Rq with λi ≥ 0, i = 1, . . . , p satisfying the Fritz John condition (2.1) with r = 0 is an
abnormal multiplier. From the Fritz John multiplier rule, it is easy to see that if there is
no nonzero abnormal multiplier then any local optimal solution x¯ must be a stationary
point. Hence it is natural to define the following constraint qualification.
Definition 2.1 (NNAMCQ) We say that the no nonzero abnormal multiplier con-
straint qualification (NNAMCQ) holds at a feasible point x¯ of problem (P ) if
0 ∈
∑
i∈I(x¯)
λi∂gi(x¯) +
q∑
j=p+1
λj∂hj(x¯) and λi ≥ 0, i ∈ I(x¯) =⇒ λi = 0, λj = 0.
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It is easy to see that NNAMCQ amounts to saying that any collection of vectors
{vi, i ∈ I(x¯), vp+1, · · · , vq}
where vi ∈ ∂gi(x¯)(i ∈ I(x¯)), vj ∈ ∂hj(x¯)(j = p+1, · · · , q), are positively linearly indepen-
dent. NNAMCQ is equivalent to the generalized MFCQ which was first introduced by
Hiriart-Urruty [20].
Definition 2.2 (GMFCQ) A feasible point x¯ is said to satisfy the generalized Mangasarian-
Fromovitz constraint qualification (GMFCQ) for problem (P ) if
(i) vp+1, · · · , vq are linearly independent, where vj ∈ ∂hj(x¯), j = p+ 1, · · · , q,
(ii) there exists a direction d such that
vTi d < 0, ∀vi ∈ ∂gi(x¯), i ∈ I(x¯),
vTj d = 0, ∀vj ∈ ∂hj(x¯), j = p+ 1, · · · , q.
In order to accommodate infeasible accumulation points in the numerical algorithm,
we now extend the NNAMCQ and the GMFCQ to allow infeasible points. Note that when
x¯ is feasible, ENNAMCQ and EGMFCQ reduce to NNAMCQ and GMFCQ respectively.
Definition 2.3 (ENNAMCQ) We say that the extended no nonzero abnormal multi-
plier constraint qualification (ENNAMCQ) holds at x¯ ∈ Rn if
0 ∈
p∑
i=1
λi∂gi(x¯) +
q∑
j=p+1
λj∂hj(x¯) and λi ≥ 0, i = 1, · · · , p,
p∑
i=1
λigi(x¯) +
q∑
j=p+1
λjhj(x¯) ≥ 0.
implies that λi = 0, λj = 0.
Definition 2.4 (EGMFCQ) A point x¯ ∈ Rn is said to satisfy the extended generalized
Mangasarian Fromovitz constraint qualification (EGMFCQ) for problem (P) if
(i) vp+1, · · · , vq are linearly independent, where vj ∈ ∂hj(x¯), j = p+ 1, · · · , q,
(ii) there exists a direction d such that
gi(x¯) + v
T
i d < 0, ∀vi ∈ ∂gi(x¯), i = 1, · · · , p,
hj(x¯) + v
T
j d = 0, ∀vj ∈ ∂hj(x¯), j = p+ 1, · · · , q.
Note that under the extra assumption that the functions gi are directional differentiable,
the EGMFCQ coincides with the conditions (B4) and (B5) in [21].
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Since the set of the Clarke generalized gradient can be large, the ENNAMCQ and the
EGMFCQ may be too strong for some problems to hold. In what follows, we propose two
conditions that are much weaker than the ENNAMCQ and the EGMFCQ respectively.
For this purpose, we first recall the definition of smoothing functions.
Definition 2.5 Let g : Rn → R be a locally Lipschitz function. Assume that, for a given
ρ > 0, gρ : R
n → R is a continuously differentiable function. We say that {gρ : ρ > 0} is
a family of smoothing functions of g if lim
z→x, ρ↑∞
gρ(z) = g(x) for any fixed x ∈ R
n.
Definition 2.6 [8] Let g : Rn → R be a locally Lipschitz continuous function. We say
that a family of smoothing functions {gρ : ρ > 0} of g satisfies the gradient consistency
property if lim sup
z→x, ρ↑∞
∇gρ(z) is nonempty and lim sup
z→x, ρ↑∞
∇gρ(z) ⊆ ∂g(x) for any x ∈ R
n,
where lim sup
z→x, ρ↑∞
∇gρ(z) denotes the set of all limiting points
lim sup
z→x, ρ↑∞
∇gρ(z) :=
{
lim
k→∞
∇gρk(zk) : zk → x, ρk ↑ ∞
}
.
Note that according to [33, Theorem 9.61 and Corollary 8.47 (b)], for a locally Lipschitz
function g and its smoothing family {gρ : ρ > 0}, one always has the inclusion
∂g(x) ⊆ co lim sup
z→x, ρ↑∞
∇gρ(z).
Thus our definition of gradient consistency is equivalent to saying that
∂g(x) = co lim sup
z→x, ρ↑∞
∇gρ(z)
which is the definition used in [4, 7].
It is natural to ask if one can always find a family of smoothing functions with the
gradient consistency property for a locally Lipschitz function. The answer is yes. Rock-
afellar and Wets [33, Example 7.19 and Theorem 9.67] show that for any locally Lipschitz
function g, one can construct a family of smoothing functions of g with the gradient
consistency property by the integral convolution:
gρ(x) :=
∫
Rn
g(x− y)φρ(y)dy =
∫
Rn
g(y)φρ(x− y)dy,
where φρ : R
n → R+ is a sequence of bounded, measurable functions with
∫
Rn
φρ(x)dx = 1
such that the sets Bρ = {x : φρ(x) > 0} form a bounded sequence converging to {0} as
ρ ↑ ∞. Although one can always generate a family of smoothing functions with the
gradient consistency property by integral-convolution with bounded supports, there are
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many other smoothing functions which are not generated by the integral-convolution with
bounded supports [4, 5, 6, 7, 28].
Using the smoothing technique, we approximate the locally Lipschitz functions f(x),
gi(x), i = 1, · · · , p and hj(x), j = p + 1, · · · , q by families of smoothing functions {fρ(x) :
ρ > 0}, {giρ(x) : ρ > 0}, i = 1, · · · , p and {h
j
ρ(x) : ρ > 0}, j = p+1, · · · , q. We also assume
that these families of smoothing functions satisfy the gradient consistency property. We
use certain algorithms to solve the smooth problem and drive the smoothing parameter ρ
to infinity. Based on the sequence of iteration points of the algorithm, we now define the
new conditions.
Definition 2.7 (WNNAMCQ) Let {xk} be a sequence of iteration points for problem
(P ) and ρk ↑ ∞ as k →∞. Suppose that x¯ is a feasible accumulation point of the sequence
{xk}. We say that the weakly no nonzero abnormal multiplier constraint qualification
(WNNAMCQ) based on the smoothing functions {giρ(x) : ρ > 0}, i = 1, · · · , p, {h
j
ρ(x) :
ρ > 0}, j = p+ 1, · · · , q holds at x¯ provided that
0 =
∑
i∈I(x¯)
λivi +
q∑
j=p+1
λjvj and λi ≥ 0, i ∈ I(x¯) =⇒ λi = 0, λj = 0,
for any K0 ⊂ K ⊂ N such that lim
k→∞,k∈K
xk = x¯ and
vi = lim
k→∞,k∈K0
∇giρk(xk), i ∈ I(x¯),
vj = lim
k→∞,k∈K0
∇hjρk(xk), j = p+ 1, · · · , q.
Definition 2.8 (WGMFCQ) Let {xk} be a sequence of iteration points for problem
(P ) and ρk ↑ ∞ as k → ∞. Let x¯ be a feasible accumulation point of the sequence
{xk}. We say that the weakly generalized Mangasarian Fromovitz constraint qualification
(WGMFCQ) based on the smoothing functions {giρ(x) : ρ > 0}, i = 1, · · · , p, {h
j
ρ(x) :
ρ > 0}, j = p + 1, · · · , q holds at x¯ provided the following conditions hold. For any
K0 ⊂ K ⊂ N such that lim
k→∞,k∈K
xk = x¯ and any
vi = lim
k→∞,k∈K0
∇giρk(xk), i ∈ I(x¯)
vj = lim
k→∞,k∈K0
∇hjρk(xk), j = p+ 1, · · · , q,
(i) vp+1, · · · , vq are linearly independent;
(ii) there exists a direction d such that
vTi d < 0, for all i ∈ I(x¯),
vTj d = 0, for all j = p + 1, · · · , q.
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We now extend the WNNAMCQ and the WGMFCQ to accommodate infeasible
points.
Definition 2.9 (EWNNAMCQ) Let {xk} be a sequence of iteration points for prob-
lem (P ) and ρk ↑ ∞ as k → ∞. Let x¯ be a accumulation point of the sequence {xk}.
We say that the extended weakly no nonzero abnormal multiplier constraint qualifica-
tion (EWNNAMCQ) based on the smoothing functions {giρ(x) : ρ > 0}, i = 1, · · · , p,
{hjρ(x) : ρ > 0}, j = p+ 1, · · · , q holds at x¯ provided that
0 =
p∑
i=1
λivi +
q∑
j=p+1
λjvj and λi ≥ 0, i = 1, · · · , p, (2.2)
p∑
i=1
λigi(x¯) +
q∑
j=p+1
λjhj(x¯) ≥ 0. (2.3)
implies that λi = 0, λj = 0 for any K0 ⊂ K ⊂ N such that lim
k→∞,k∈K
xk = x¯ and
vi = lim
k→∞,k∈K0
∇giρk(xk), i = 1, · · · , p,
vj = lim
k→∞,k∈K0
∇hjρk(xk), j = p+ 1, · · · , q.
Definition 2.10 (EWGMFCQ) Let {xk} be a sequence of iteration points for problem
(P ) and ρk ↑ ∞ as k → ∞. Let x¯ be a accumulation point of the sequence {xk}. We
say that the extended weakly generalized Mangasarian Fromovitz constraint qualification
(EWGMFCQ) based on the smoothing functions {giρ(x) : ρ > 0}, i = 1, · · · , p, {h
j
ρ(x) :
ρ > 0}, j = p + 1, · · · , q holds at x¯ provided that the following conditions hold. For any
K0 ⊂ K ⊂ N such that lim
k→∞,k∈K
xk = x¯ and any
vi = lim
k→∞,k∈K0
∇giρk(xk), i = 1, · · · , p,
vj = lim
k→∞,k∈K0
∇hiρk(xk), j = p+ 1, · · · , q,
(i) vp+1, · · · , vq are linearly independent;
(ii) there exists a nonzero direction d such that
gi(x¯) + v
T
i d < 0, for all i = 1, · · · , p, (2.4)
hj(x¯) + v
T
j d = 0, for all j = p+ 1, · · · , q. (2.5)
Due to the gradient consistency property, it is easy to see that the EWNNAMCQ
and the EWGMFCQ are weaker than the ENNAMCQ and the EGMFCQ respectively
in general. We finish this section with an equivalence between the EWGMFCQ and
EWNNAMCQ.
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Theorem 2.2 The following implication always holds:
EWGMFCQ⇐⇒ EWNNAMCQ.
Proof. We first show that EWGMFCQ implies EWNNAMCQ. To the contrary we sup-
pose that EWGMFCQ holds but EWNNAMCQ does not hold which means that there
exist scalars λi ∈ R, i = 1, · · · , q not all zero such that conditions (2.2) − (2.3) hold.
Suppose that d is the direction that satisfies the condition (ii) of EWGMFCQ. Due to
the the linear independence of vp+1, · · · , vq (condition (i) of EWGMFCQ), the scalars
λi, i = 1, . . . , p can not be all equal to zero. Multiplying both sides of condition (2.2) by
d, it follows from conditions (2.4) and (2.5) that
0 =
p∑
i=1
λiv
T
i d+
q∑
j=p+1
λjv
T
j d
< −
p∑
i=1
λigi(x¯)−
q∑
j=p+1
λjhj(x¯) ≤ 0,
which is a contradiction. Therefore, EWNNAMCQ holds.
We now prove the reverse implication. Assume the EWNNAMCQ holds. EWN-
NAMCQ implies (i) of EWGMFCQ. If both (i) and (ii) of EWGMFCQ hold, we are
done. Suppose that the condition (ii) of EWGMFCQ does not hold; that is, there exists
a subsequence K0 ⊂ K ⊂ N and v1, · · · , vq with lim
k→∞,k∈K
xk = x¯ and
vi = lim
k→∞,k∈K0
∇giρk(xk), i = 1, · · · , p,
vj = lim
k→∞,k∈K0
∇hjρk(xk), j = p+ 1, · · · , q,
such that (2.4) and (2.5) fail to hold. Let A := [v1, · · · , vq] be the matrix with v1, . . . , vq
are columns and
S1 := {z : z = A
Td, ∀d},
S2 := {z : zi < −gi(x¯), i = 1, · · · , p, zj = −hj(x¯), j = p+ 1, · · · , q}.
Then the convex sets ri S1 and ri clS2 are nonempty and disjoint. By the separation
theorem, there exists y ∈ Rq, ‖y‖ 6= 0 such that yTz ≥ 0, ∀z ∈ S1 and y
T z ≤ 0, ∀z ∈ clS2.
By taking z ∈ clS2 such that zj, j = p+1, . . . , q are constants and zi → −∞, i ∈ {1, . . . , p},
we conclude that
yi ≥ 0, i = 1, . . . , p. (2.6)
Choosing z ∈ clS2 with zi = −gi(x¯), i = 1, · · · , p, zj = −hj(x¯), j = p+ 1, · · · , q we have
p∑
i=1
yigi(x¯) +
q∑
j=p+1
yjhj(x¯) = −y
Tz ≥ 0. (2.7)
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Select an arbitrary d. Then z = ATd ∈ S1, z
′ = AT (−d) ∈ S1 and hence
p∑
i=1
yiv
T
i d+
q∑
j=p+1
yjv
T
j d = y
Tz ≥ 0,
p∑
i=1
yiv
T
i (−d) +
q∑
j=p+1
yjv
T
j (−d) = y
Tz′ ≥ 0.
That is,
p∑
i=1
yivi +
q∑
j=p+1
yjvj = 0. (2.8)
From the EWNNAMCQ, conditions (2.6)-(2.8) imply that y = 0, which is a contradiction.
Thus the condition (ii) must hold. The proof is therefore complete.
In the case when there is only one inequality constraint and no equality constraints in
problem (P), the EWNNAMCQ and EWGMFCQ at x¯ reduces to the following condition:
there is no K0 ⊂ K ⊂ N such that lim
k→∞,k∈K
xk = x¯ and lim
k→∞,k∈K0
∇g1ρk(xk) 6= 0. This
condition is slightly weaker than a similar condition [23, (B4)] which requires that there
is no K0 ⊂ N such that lim
k→∞,k∈K0
∇g1ρk(xk) 6= 0.
3 Smoothing SQP method
In this section we design the smoothing SQP algorithm and prove its convergence.
Suppose that {giρ(x) : ρ > 0} and {h
j
ρ(x) : ρ > 0} are families of smoothing functions
for gi, hj respectively. Let xk be the current iterate and (Wk, rk, ρk) be current updates of
the positive definite matrix, the penalty parameter and the smoothing parameter respec-
tively. We will try to find a descent direction of a smoothing merit function by using the
smoothing SQP subprogram. In order to overcome the inconsistency of the smoothing
SQP subprograms, following Pantoja and Mayne [30] , we solve the penalized smoothing
SQP subprogram:
(QP)k min
d∈Rn,ξ∈R
∇fρk(xk)
Td+
1
2
dTWkd+ rkξ
s.t. giρk(xk) +∇g
i
ρk
(xk)
Td ≤ ξ, i = 1, · · · , p,
hjρk(xk) +∇h
j
ρk
(xk)
Td ≤ ξ, j = p+ 1, · · · , q,
−hjρk(xk)−∇h
j
ρk
(xk)
Td ≤ ξ, j = p+ 1, · · · , q,
ξ ≥ 0.
If (dk, ξk) is a solution of (QP)k, then its Karush-Kuhn-Tucker (KKT) condition can be
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written as:
0 = ∇fρk(xk) +Wkdk +
p∑
i=1
λ
g
i,k∇g
i
ρk
(xk) +
q∑
j=p+1
(λ+j,k − λ
−
j,k)∇h
j
ρk
(xk), (3.1)
0 = rk −
(
p∑
i=1
λ
g
i,k +
q∑
j=p+1
(λ+j,k + λ
−
j,k) + λ
ξ
k
)
, (3.2)
0 ≤ λgi,k ⊥ (g
i
ρk
(xk) +∇g
i
ρk
(xk)
Tdk − ξk) ≤ 0, i = 1, · · · , p, (3.3)
0 ≤ λ+j,k ⊥ (h
j
ρk
(xk) +∇h
j
ρk
(xk)
Tdk − ξk) ≤ 0, j = p+ 1, · · · , q, (3.4)
0 ≤ λ−j,k ⊥ (−h
j
ρk
(xk)−∇h
j
ρk
(xk)
Tdk − ξk) ≤ 0, j = p+ 1, · · · , q, (3.5)
0 ≤ λξk ⊥ −ξk ≤ 0, (3.6)
where λk = (λ
g
k, λ
+
k , λ
−
k , λ
ξ
k) is a corresponding Lagrange multiplier.
Let ρ > 0, r > 0. We define the smoothing merit function by
θρ,r(x) := fρ(x) + rφρ(x)
where φρ(x) := max{0, g
i
ρ(x), i = 1, · · · , p, |h
j
ρ(x)|, j = p + 1, · · · , q} and propose the
following smoothing SQP algorithm.
Algorithm 3.1 Let {β, σ1, σ2} be constants in (0, 1) with σ1 ≤ σ2, {σ, σ
′, ηˆ} be constants
in (1,∞). Choose an initial point x0, an initial smoothing parameter ρ0 > 0, an initial
penalty parameter r0 > 0, an initial positive definite matrix W0 ∈ R
n×n and set k := 0.
1. Solve (QP)k to obtain (dk, ξk) with the corresponding Lagrange multiplier λk =
(λgk, λ
+
k , λ
−
k , λ
ξ
k), go to Step 2.
2. If ξk = 0, set rk+1 := rk and go to Step 3. Otherwise, set rk+1 := σ
′rk and go to
Step 3.
3. Let xk+1 := xk + αkdk, where αk := β
l, l ∈ {0, 1, 2 · · ·} is the smallest nonnegative
integer satisfying
θρk ,rk(xk+1)− θρk ,rk(xk) ≤ −σ1αkdkWkdk. (3.7)
If
‖dk‖ ≤ ηˆρ
−1
k , (3.8)
set ρk+1 := σρk and go to Step 4. Otherwise, set ρk+1 := ρk and go to Step 1. In
either case, update to a symmetric positive definite matrix Wk+1 and k = k + 1.
4. If a stopping criterion holds, terminate. Otherwise, go to Step 1.
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We now show the global convergence of the smoothing SQP algorithm. For this
purpose, we need the following standard assumption.
Assumption 3.1 There exist two positive constants m and M , m < M such that for
each k and each d ∈ Rn,
m‖d‖2 ≤ dTWkd ≤M‖d‖
2.
Theorem 3.1 Suppose that {(xk, ρk, dk, ξk, λk, rk,Wk)} is a sequence generated by Algo-
rithm 3.1. Then for every k,
θ′ρk,rk(xk, dk) ≤ −dkWkdk (3.9)
and dk is a descent direction of function θρk ,rk(x) at xk provided by Assumption 3.1 holds.
Furthermore suppose that the Algorithm 3.1 does not terminate within finite iterations.
Suppose that the sequences {xk} and {λk}, {rk} are bounded. Then K¯ := {k : ‖dk‖ ≤
ηˆρ−1k } is an infinite set and any accumulation point of sequence {xk}K¯ is a stationary
point of problem (P).
Proof. Since (dk, ξk) is a solution of (QP )k, the KKT conditions (3.1)− (3.6) hold. The
directional derivative of the function x→ |hjρk(x)| at xk in direction dk is

−∇hjρk(xk)
Tdk, if h
j
ρk
(xk) < 0,
|∇hjρk(xk)
Tdk|, if h
j
ρk
(xk) = 0,
∇hjρk(xk)
Tdk, if h
j
ρk
(xk) > 0.
Denote the index sets
Ik := {i = 1, · · · , p : g
i
ρk
(xk) = φρk(xk)},
J+k := {j = p+ 1, · · · , q : h
j
ρk
(xk) = φρk(xk)},
J−k := {j = p+ 1, · · · , q : −h
j
ρk
(xk) = φρk(xk)},
and Γk := Ik ∪ J
+
k ∪ J
−
k . Therefore the directional derivative of the function x→ φρk(x)
at xk in direction dk is

0, if φρk(xk) = 0 and Γk = ∅,
max{0,∇giρk(xk)
Tdk, i ∈ Ik, |∇h
j
ρk
(xk)
Tdk|, j ∈ J
+
k }, if φρk(xk) = 0 and Γk 6= ∅,
max{∇giρk(xk)
Tdk, i ∈ Ik, ∇h
j
ρk
(xk)
Tdk, j ∈ J
+
k ,
−∇hjρk(xk)
Tdk, j ∈ J
−
k }, if φρk(xk) > 0.
From (3.3)− (3.5), we have
∇giρk(xk)
Tdk ≤ ξk − g
i
ρk
(xk) = ξk − φρk(xk), i ∈ Ik,
∇hjρk(xk)
Tdk ≤ ξk − h
j
ρk
(xk) = ξk − φρk(xk), j ∈ J
+
k
−∇hjρk(xk)
Tdk ≤ ξk + h
j
ρk
(xk) = ξk − φρk(xk), j ∈ J
−
k .
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Thus, φ′ρk(xk, dk) ≤ ξk − φρk(xk). Therefore,
θ′ρk ,rk(xk, dk) = ∇fρk(xk)
Tdk + rkφ
′
ρk
(xk, dk)
≤ ∇fρk(xk)
Tdk + rk (ξk − φρk(xk)) .
From (3.2) and (3.6), we know that if ξk > 0,
rk =
(
p∑
i=1
λ
g
i,k +
q∑
j=p+1
(λ+j,k + λ
−
j,k)
)
,
which means
rkξk =
(
p∑
i=1
λ
g
i,k +
q∑
j=p+1
(λ+j,k + λ
−
j,k)
)
ξk. (3.10)
By taking conditions (3.1), (3.3) − (3.5) and (3.10) into account, we obtain that for
each k,
θ′ρk ,rk(xk, dk) = θ
′
ρk,rk
(xk, dk) +
p∑
i=1
λ
g
i,k(g
i
ρk
(xk) +∇g
i
ρk
(xk)
Tdk − ξk)
+
q∑
j=p+1
λ+j,k(h
j
ρk
(xk) +∇h
j
ρk
(xk)
Tdk − ξk) +
q∑
j=p+1
λ−j,k(−h
j
ρk
(xk)−∇h
j
ρk
(xk)
Tdk − ξk)
≤ −dkWkdk +
p∑
i=1
λ
g
i,k(g
i
ρk
(xk)− ξk) +
q∑
i=p+1
λ+j,k(h
j
ρk
(xk)− ξk)
+
q∑
i=p+1
λ−j,k(−h
j
ρk
(xk)− ξk) + rk (ξk − φρk(xk))
≤ −dkWkdk + rk (ξk − φρk(xk)) +
(
p∑
i=1
λ
g
i,k +
q∑
i=p+1
λ+j,k +
q∑
i=p+1
λ−j,k
)
(φρk(xk)− ξk)
= −dkWkdk −
(
rk −
p∑
i=1
λ
g
i,k −
q∑
i=p+1
λ+j,k −
q∑
i=p+1
λ−j,k
)
φρk(xk)
≤ −dkWkdk.
Hence the inequality (3.9) holds. Since Wk is assumed to be positive definite, it follows
that dk is a descent direction of function θρk,rk(x) at xk for every k. Therefore, the
algorithm is well-defined.
We now suppose that the Algorithm 3.1 does not terminate within finite iterations.
We first prove that there always exists some dk such that (3.8) holds, thus K¯ is an infinite
set.
To the contrary suppose that ‖dk‖ ≥ c0 > 0 for each k. Then Assumption 3.1 together
with condition (3.7) imply the existence of a positive constant c such that θρk ,rk(xk+1) ≤
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θρk ,rk(xk) − c. Consequently, (3.8) fails. From the boundedness of {rk}, we know that
ξk = 0 when k is large. We can then assume that there exists a k¯ large enough such that
ρk = ρk¯ and rk = rk¯ for k ≥ k¯ by the updating rule of ρk and rk.
Since the sequence {xk} is bounded, the sequence {θρ
k¯
,r
k¯
(xk)} is bounded below. More-
over θρk ,rk(xk+1) ≤ θρk,rk(xk) − c, c > 0, which imply that the sequence {θρk¯ ,rk¯(xk)} is
monotonously decreasing. Hence we have
∑
k≥k¯
c ≤
∑
k≥k¯
(
θρ
k¯
,r
k¯
(xk)− θρ
k¯
,r
k¯
(xk+1)
)
= θρ
k¯
,r
k¯
(xk¯)− lim
k→∞
θρ
k¯
,r
k¯
(xk)
< ∞,
which is a contradiction. Therefore K¯ is an infinite set, which also implies that ρk ↑ ∞
as k →∞.
Suppose there exists K ⊆ K¯ and x¯ such that lim
k→∞,k∈K
xk = x¯. Since the sequence
{λk} is bounded, without loss of generality, assume there exist subsequence K1 ⊂ K such
that (λgk, λ
+
k , λ
−
k , λ
ξ
k) → (λ¯
g, λ¯+, λ¯−, λ¯ξ) as k → ∞, k ∈ K1 and λ¯ ≥ 0. By the gradient
consistency property of fρ(·), g
i
ρ(·), i = 1, · · · , p and h
j
ρ(·), j = p+ 1, · · · , q, there exists a
subsequence K˜1 ⊂ K1 such that
lim
k→∞, k∈K˜1
∇fρk(xk) ∈ ∂f(x¯),
lim
k→∞, k∈K˜1
∇giρk(xk) ∈ ∂gi(x¯), i = 1, · · · , p,
lim
k→∞, k∈K˜1
∇hjρk(xk) ∈ ∂hj(x¯), j = p+ 1, · · · , q.
Taking limits in (3.1) and (3.4)-(3.6) as k → ∞, k ∈ K˜1, by the gradient consistency
properties and ξk → 0, it is easy to see that x¯ is a stationary point of problem (P) and
the proof of the theorem is complete.
In the rest of this section, we give a sufficient condition for the boundedness of se-
quences {rk} and {λk} . We first give the following result on error bounds.
Lemma 3.1 For each k ∈ N, j = 1, · · · , l, let F jk , F
j : Rn → R be continuously dif-
ferentiable. Assume that for each j = 1, · · · , l, {F jk (·)} and {∇F
j
k (·)} converge to F
j(·)
and ∇F j(·) pointwise respectively as k goes to infinity. Let dˆ be the point such that
F j(dˆ) = 0, j = 1, . . . , l. Suppose that there exist κ > 0 and δ > 0 such that for all
µj ∈ [−1, 1], j = 1, · · · , l not all zero and all d ∈ dˆ+ δB it holds that∥∥∥∥∥
l∑
j=1
µj∇F
j(d)
∥∥∥∥∥ > 1κ.
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Then for sufficiently large k,
dist(dˆ, Sk) ≤ κ
l∑
j=1
|F jk (dˆ)|, (3.11)
where Sk := {d ∈ R
n : F jk (d) = 0, j = 1, . . . , l}.
Proof. Denote by F (d) :=
l∑
j=1
|F j(d)|, Fk(d) :=
l∑
j=1
|F jk (d)|. If dˆ ∈ Sk then (3.11) holds
trivially. Now suppose that dˆ 6∈ Sk. Since Fk(dˆ)→ F (dˆ) as k →∞, there exists a k¯ ∈ N
such that Fk(dˆ) < κ
−1δ when k ≥ k¯. Let ε := Fk(dˆ). Then εκ < δ. Take λ ∈ (εκ, δ). Then
by Ekeland’s variational principle, there exists an ω such that ‖ω− dˆ‖ ≤ λ, Fk(ω) ≤ Fk(dˆ)
and the function ϕ(d) := Fk(d)+
ε
λ
‖d−ω‖ attains minimum at ω. Hence by the nonsmooth
calculus of the Clarke generalized gradient, we have
0 ∈ ∂Fk(w) +
ε
λ
B
where B denotes the closed unit ball of Rn. Thus ‖vk‖ ≤
ε
λ
< 1
κ
, ∀vk ∈ ∂Fk(ω), for
k ≥ k¯. We now show that Fk(w) = 0 by contradiction. Suppose that Fk(w) 6= 0. Then
there exists at least one j such that F jk (w) 6= 0. For such a j, ∂|F
j
k (w)| = {±∇F
j
k (w)}.
Therefore there exist µkj ∈ [−1, 1], j = 1, · · · , l not all zero such that vk =
l∑
j=1
µkj∇F
j
k (ω).
We assume that there exist a subsequence K ⊂ N and µj ∈ [−1, 1], j = 1, · · · , l not
all zero such that for every k ∈ K, Fk(w) 6= 0, lim
k→∞,k∈K
µkj = µj, j = 1, · · · , l. Since
{∇F jk (w)}k converge to ∇F
j(w), we have v := lim
k→∞,k∈K
vk =
l∑
j=1
µj∇F
j(ω) and ‖v‖ ≤ 1
κ
,
which is a contradiction. The contraction shows that we must have Fk(w) = 0 and hence
w ∈ Sk. Therefore we have
dist(dˆ, Sk) ≤ ‖dˆ− ω‖ ≤ λ.
Since this is true for every λ ∈ (εκ, δ), we have that for all k ≥ k¯
dist(dˆ, Sk) ≤ εκ = κ|Fk(dˆ)|.
Theorem 3.2 Assume the Assumption 3.1 holds. Suppose that the Algorithm 3.1 does
not terminate within finite iterations and {(xk, ρk, dk, ξk, λk, rk)} is a sequence generated
by Algorithm 3.1. If the EWGMFCQ holds (or equivalently the EWNNAMCQ holds) at
any accumulation point x¯, then the following two statements are true:
(a) {dk} and {ξk} are bounded.
(b) {rk} and {λk} are bounded. Furthermore, when k is large enough, ξk = 0.
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Proof. (a) Assume that there exists a subset K ⊆ N such that lim
k→∞,k∈K
xk = x¯. To the
contrary, suppose that {dk}K is unbounded. Then there exists a subset K0 ⊆ K such that
lim
k→∞,k∈K0
‖dk‖ = ∞ and lim
k→∞,k∈K0
xk = x¯. By the gradient consistency property, without
loss of generality we may assume that
vi = lim
k→∞,k∈K0
∇giρk(xk), i = 1, · · · , p,
vj = lim
k→∞,k∈K0
∇hjρk(xk), j = p+ 1, · · · , q,
By EWGMFCQ, vp+1, . . . , vq are linearly independent and there exists dˆ such that
gi(x¯) + v
T
i dˆ < 0, i = 1, · · · , p,
hj(x¯) + v
T
j dˆ = 0, j = p+ 1, · · · , q.
Since the vectors { lim
k→∞, k∈K0
∇hjρk(xk) : j = p + 1, · · · , q} are linearly independent, it is
easy to see that for sufficiently large k ∈ K0, the vectors {∇h
j
ρk
(xk), j = p+ 1, · · · , q} are
also linearly independent. Denote by
F j(d) := hj(x¯) + v
T
j d, j = p + 1, · · · , q,
F
j
k (d) := h
j
ρk
(xk) +∇h
j
ρk
(xk)
Td, j = p+ 1, · · · , q.
Then F j(dˆ) = 0, j = p + 1 . . . , q. Since vp+1, . . . , vq are linearly independent, there is κ
such that 0 < 1
κ
< min
{∥∥∥∥∥
q∑
j=p+1
µjvj
∥∥∥∥∥ : µj ∈ [−1, 1] not all equal to zero
}
. By Lemma
3.1, for sufficient large k,
dist(dˆ, Sk) ≤ κ
q∑
j=p+1
|F jk (dˆ)|, (3.12)
where Sk := {d ∈ R
n : F jk (d) = 0, j = p + 1, · · · , q}. Since Sk is closed, there exists
dˆk ∈ Sk such that ‖dˆ − dˆk‖ = dist(dˆ, Sk). Moreover by virtue of (3.12), the fact that
lim
k→∞,k∈K0
F
j
k (dˆ) = F
j(dˆ) = 0 for all j = p + 1, . . . , q implies that ‖dˆ − dˆk‖ → 0 as
k →∞, k ∈ K0. Hence for sufficiently large k, we have
hjρk(xk) +∇h
j
ρk
(xk)
T dˆk = 0, j = p+ 1, · · · , q, (3.13)
giρk(xk) +∇g
i
ρk
(xk)
T dˆk < 0, i = 1, · · · , p. (3.14)
(3.13)-(3.14) imply that (dˆk, 0) is a feasible solution for (QP )k. Since (dk, ξk) is an optimal
solution to problem (QP )k, we have that for any k ≥ k¯, k ∈ K0,
∇fρk(xk)
Tdk +
1
2
dTkWkdk ≤ ∇fρk(xk)
Tdk +
1
2
dTkWkdk + rkξk
≤ ∇fρk(xk)
T dˆk +
1
2
dˆTkWkdˆk. (3.15)
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Since ∇fρk(xk)
T dˆk +
1
2
dˆTkWkdˆk is bounded, it follows that {dk}K is bounded from As-
sumption 3.1. Since (dk, ξk) are feasible for problem (QP )k, by the definition of the
smoothing function and the gradient consistency property, it is easy to see that if {dk}K
is bounded, then {ξk}K is also bounded. Since K and x¯ are arbitrary subset and arbitrary
accumulation point, {dk} and {ξk} are bounded for the whole sequence.
(b) To the contrary, suppose that {λk} is unbounded. Then there exists a subset
K1 ⊆ K such that lim
k→∞,k∈K1
‖λk‖ = ∞ and ξk > 0 for k ∈ K1 sufficiently large. By the
gradient consistency property, without loss of generality we may assume that
vi = lim
k→∞,k∈K1
∇giρk(xk), i = 1, · · · , p,
vj = lim
k→∞,k∈K1
∇hjρk(xk), j = p+ 1, · · · , q,
and lim
k→∞,k∈K1
λk
‖λk‖
= λ¯ for some nonzero vector λ¯ = (λ¯g, λ¯+, λ¯−, λ¯ξ) ≥ 0. Dividing by
‖λk‖ in both sides of (3.1) and letting k →∞, k ∈ K1, we have
0 =
p∑
i=1
λ¯
g
i vi +
q∑
j=p+1
(λ¯+j − λ¯
−
j )vj . (3.16)
Letting k → ∞, k ∈ K1 in conditions (3.3) − (3.6) and assuming that (d¯, ξ¯) is the
limiting point of {(dk, ξk)}K1, we have
0 ≤ λ¯gi ⊥ (gi(x¯) + v
T
i d¯− ξ¯) ≤ 0, i = 1, · · · , p,
0 ≤ λ¯+j ⊥ (hj(x¯) + v
T
j d¯− ξ¯) ≤ 0, j = p + 1, · · · , q,
0 ≤ λ¯−j ⊥ (−hj(x¯)− v
T
j d¯− ξ¯) ≤ 0, j = p+ 1, · · · , q,
0 ≤ λ¯ξ¯ ⊥ −ξ¯ ≤ 0.
Multiplying both sides of (3.16) by d¯, since
λ¯
g
i (gi(x¯) + v
T
i d¯− ξ¯) = 0, i = 1, · · · , p,
λ¯+j (hj(x¯) + v
T
j d¯− ξ¯) = 0, j = p+ 1, · · · , q,
λ¯−j (−hj(x¯)− v
T
j d¯− ξ¯) = 0, j = p+ 1, · · · , q,
we have
0 =
p∑
i=1
λ¯
g
i v
T
i d¯+
q∑
j=p+1
(λ¯+j − λ¯
−
j )v
T
j d¯
=
p∑
i=1
λ¯
g
i (ξ¯ − gi(x¯)) +
q∑
j=p+1
λ¯+j (ξ¯ − hj(x¯)) +
q∑
j=p+1
λ¯−j (ξ¯ + hj(x¯)).
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Thus,
p∑
i=1
λ¯
g
i gi(x¯) +
q∑
j=p+1
(λ¯+j − λ¯
−
j )hj(x¯) =
p∑
i=1
λ¯
g
i ξ¯ +
q∑
j=p+1
(λ¯+j + λ¯
−
j )ξ¯ ≥ 0. (3.17)
From the EWGMFCQ (equivalently EWNNAMCQ), condition (3.17) together with con-
dition (3.16) imply that λ¯gi = 0, i = 1, · · · , p and λ¯
+
j − λ¯
−
j = 0, j = p+ 1, · · · , q.
Consider the case where λ¯gi = 0, i = 1, · · · , p and there exists an index j ∈ {p+1, · · · , q}
such that λ¯+j = λ¯
−
j > 0. Then for sufficiently large k ∈ K1, λ
+
j,k > 0 and λ
−
j,k > 0. From
the complementary condition (3.4) − (3.5), we must have ξk = 0 for sufficiently large
k ∈ K1, which is a contradiction.
Otherwise, consider the case where λ¯gi = 0, i = 1, · · · , p and λ¯
+
j = λ¯
−
j = 0, j =
p + 1, · · · , q. Then since λ¯ is a nonzero vector, we must have λ¯ξ > 0, which implies that
λ
ξ
k > 0 for sufficiently large k ∈ K1. From the complementarity condition (3.6), ξk = 0
for sufficiently large k ∈ K1, which is a contradiction.
The contradiction shows that {λk}must be bounded. By the relationship between
{λk} and {rk}, the boundedness of {λk} implies that boundedness of {rk}. Furthermore,
from the updating rule of the algorithm, the boundedness of the sequences {λk} and {rk}
implies that when k is large enough, ξk = 0. We complete the proof.
The following corollary follows immediately from Theorems 3.1 and 3.2.
Corollary 3.1 Let Assumption 3.1 hold and suppose that the Algorithm 3.1 does not
terminate within finite iterations. Suppose that the sequence {xk} is bounded. Assume the
EWGMFCQ (or equivalently EWNNAMCQ) holds at any accumulation point of sequence
{xk}, then K¯ := {k : ‖dk‖ ≤ ηˆρ
−1
k } is an infinite set and any accumulation point of
sequence {xk}K¯ is a stationary point of problem (P).
In the case where the objective function is smooth, there is only one inequality constraint
and no equality constraints in problem (P), Corollary 3.1 extends [23, Theorem 4.3] to
allow the general smoothing function instead of the specific smoothing function.
4 Applications to the bilevel programs
The purpose of this section is to apply the smoothing SQP algorithm to the bilevel
program. We illustrate how we can apply our algorithm to solve the bilevel program and
we demonstrate through some numerical examples that although the GMFCQ never holds
for bilevel programs, the WGMFCQ may be satisfied easily.
In our numerical experiments, we use the following method proposed by Powell [31]
which is a modification to the BFGS method for unconstrained optimization problems to
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update the matrix Wk. Define sk := xk+1 − xk and
yk := ∇fρk(xk+1)−∇fρk(xk)−
p∑
i=1
λ
g
i,k(∇g
i
ρk
(xk+1)−∇g
i
ρk
(xk))
−
q∑
j=p+1
(λ+j,k − λ
−
j,k)(∇h
j
ρk
(xk+1)−∇h
j
ρk
(xk)).
The modified y¯k takes the form
y¯k =
{
yk, if s
T
k yk ≥ 0.2s
T
kWksk,
θkyk + (1− θk)Wksk, otherwise,
where θk =
0.8sTkWksk
sTkWksk − s
T
k yk
. We update Wk+1 by
Wk+1 =Wk −
Wksks
T
kWk
sTkWksk
+
y¯ky¯
T
k
sTk y¯k
.
When the norm of Wk+1 is too large or too small, e.g. greater than 10
5 or smaller than
10−5, we setWk+1 = I, where I is the identity matrix. This way we make sure Assumption
3.1 holds.
In numerical practise, it is impossible to obtain an exact ‘0’, thus we select some small
enough ε > 0, ε′ > 0 and change the update rule of rk and ρk to the case when ξk < ε
′
and
‖dk‖ ≤ max{ηˆρ
−1
k , ε}
respectively. We suggest the stopping criterion as follows: for a given ǫ1 > 0, we terminate
the algorithm at the kth iteration if
‖(xk−1, yk−1)− (xk, yk)‖ < ǫ1.
To verify the EWGMFCQ, we consider the following cases. When the sequence which
generated by the algorithm has more than one accumulation points, we should verify all
of the accumulation points. When the sequence has only one accumulation point (which
happens frequently), if the accumulation point is feasible, we verify the WGMFCQ at the
point, otherwise we change to another initial point.
In the rest of this section we consider the simple bilevel program
(SBP) min F (x, y)
s.t. y ∈ S(x),
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where S(x) denotes the set of solutions of the lower level program
(Px) min
y∈Y
f(x, y),
where F, f : Rn × Rm → R are continuously differentiable and twice continuously differ-
entiable respectively, and Y is a compact subset of Rm. Our smoothing SQP algorithm
can easily handle any extra upper level constraint but we omit it for simplicity. For a gen-
eral bilevel program, the lower level constraint may depend on the upper level variables.
By “simple”, we mean that the lower level constraint Y is independent of x. Although
(SBP) is a simple case of the general bilevel program, it has many applications such as
the principal-agent problem [26] in Economics. We refer the reader to [1, 12, 13, 34, 38]
for applications of general bilevel programs.
When the lower level program is a convex program in variable y, the first order ap-
proach to solving a bilevel program is to replace the lower level program by its KKT
conditions. In the case where f is not convex in variable y, Mirrlees [26] showed that
this approach may not be valid in the sense that the true optimal solution for the bilevel
problem may not even be a stationary point of the reformulated problem by the first order
approach.
For a numerical purpose, Outrata [29] proposed to reformulate a bilevel program as a
nonsmooth single level optimization problem by replacing the lower level program by its
value function constraint, which in our simple case is
(VP) min F (x, y)
s.t. f(x, y)− V (x) = 0, (4.1)
x ∈ Rn, y ∈ Y
where V (x) := inf
y∈Y
f(x, y) is the value function of the lower level problem. Ye and Zhu
[41] pointed out that the usual constraint qualifications such as the GMFCQ never hold for
problem (VP). Ye and Zhu [41, 42] derived the first order necessary optimality condition
for the general bilevel program under the so-called “partial calmness condition” under
which the difficult constraint (4.1) is moved to the objective function with a penalty.
Based on the value function approach, Xu and Ye [22] recently proposed to approximate
the value function by its integral entropy function:
γρ(x) := −ρ
−1 ln
(∫
Y
exp[−ρf(x, y)]dy
)
and developed a smoothing projected gradient algorithm to solve the problem (VP) when
the problem (SBP) is partially calm and to solve an approximate bilevel problem (VP)ε
where the constraint (4.1) is replaced by f(x, y)− V (x) ≤ ε for small ε > 0 otherwise.
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Unfortunately, the partial calmness condition is rather strong and hence a local optimal
solution of a bilevel program may not be a stationary point of (VP). Ye and Zhu [43]
proposed to study the following combined program by adding the first order condition of
the lower level problem into the problem (VP). Although the partial calmness condition
is a very strong condition for (VP), it is likely to hold for the combined problem under
some reasonable conditions [43].
Recently Xu and Ye [40] proposed a smoothing augmented Lagrangian method to
solve the combined problem with the assumption that each lower level solution lies in the
interior of Y :
(CP) min
(x,y)∈Rn×Y
F (x, y)
s.t. f(x, y)− V (x) ≤ 0, (4.2)
∇yf(x, y) = 0, (4.3)
They showed that if the sequence of penalty parameters is bounded, then any accumula-
tion point is a Clarke stationary point of (CP). They argued that since the problem (CP)
is very likely to satisfy the partial calmness or the weak calmness condition (see [43]), the
sequence of penalty parameters is likely to be bounded.
To simplify our discussion so that we can concentrate on the main idea, we make the
following assumption
Assumption 4.1 Every optimal solution of the lower level problem is an interior point
of set Y .
In practice, it may be possible to set the set Y large enough so that all optimal solutions
of the lower level problem are contained in the interior of Y . If it is difficult to do so and
the set Y can be represented by some equality or inequality constraints then one can use
the KKT condition to replace the constraint (4.3) in the problem (CP).
Since problem (CP) is a nonconvex and nonsmooth optimization problem, in general
the best we can do is to look for its Clarke stationary points. Since we assume that all
lower level solutions lie in the interior of set Y , any local optimal solution of (CP) must
be the Clarke stationary point of (CP) with the constraint y ∈ Y removed. Hence the
smoothing SQP method introduced in this paper can be used to find the stationary points
of (CP).
Let (x¯, y¯) be a local optimal solution of (CP). Then by the Fritz John type multiplier
rule, there exist r ≥ 0, λ1 ≥ 0, λ2 ∈ R
m not all zero such that
0 ∈ r∇F (x¯, y¯) + λ1(∇f(x¯, y¯)− ∂V (x¯)× {0}) +∇(∇yf)(x¯, y¯)
Tλ2 (4.4)
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In the case when r is positive, (x¯, y¯) is a stationary point of (CP). A sufficient condition
for r to be positive is that r = 0 in the Fritz John condition in which case λ1, λ2 should
not be all equal to zero. Unfortunately we now show that r can be always taken as zero in
the above Fritz John condition for problem (CP). Indeed, from the definition of V (x), we
always have f(x, y)− V (x) ≥ 0 for any y ∈ Y . Hence any feasible point (x¯, y¯) of problem
(CP) is always an optimal solution of the problem
min
(x,y)∈Rn×Y
f(x, y)− V (x), s.t. ∇yf(x, y) = 0.
By the Fritz John type multiplier rule, there exists λ1 ≥ 0, λ2 ∈ R
m not all equal to zero
such that
0 ∈ λ1(∇f(x¯, y¯)− ∂V (x¯)× {0}) +∇(∇yf)(x¯, y¯)
Tλ2. (4.5)
Observe that (4.5) is (4.4) with r = 0. Since (λ1, λ2) is nonzero, we have shown that
the Fritz John condition (4.4) for problem (CP) holds with r = 0. In another word, the
NNAMCQ (or equivalently GMFCQ) for problem (CP) never hold.
It follows from [22, Theorem 5.1 and 5.5] that the integral entropy function γρ(x) is a
smoothing function with the gradient consistency property for the value function V (x).
That is,
lim
z→x, ρ↑∞
γρ(z) = V (x) and ∅ 6= lim sup
z→x, ρ↑∞
∇γρ(z) ⊆ ∂V (x).
For a sequence of iteration points {(xk, yk)}, the set lim sup
k→∞
∇γρk(x
k) may strictly contain
in ∂V (x). Therefore while (4.5) holds for some λ1 ≥ 0, λ2 ∈ R
m not all equal to zero, the
following inclusion may hold only when λ1 = 0, λ2 = 0:
0 ∈ λ1(∇f(x¯, y¯)− lim sup
k→∞
∇γρk(x
k)× {0}) +∇(∇yf)(x¯, y¯)
Tλ2,
And consequently, the WNNAMCQ may hold. We illustrate this point by using some
numerical examples. In these examples, since y ∈ R, the problem (CP) has one inequality
constraint f(x, y) − V (x) ≤ 0 and one equality constraint ∇yf(x, y) = 0. Hence the
WNNAMCQ
0 ∈ λ1(∇f(x¯, y¯)− lim sup
k→∞
∇γρk(x
k)× {0}) + λ2∇(∇yf)(x¯, y¯), λ1 ≥ 0 =⇒ λ1 = λ2 = 0
amounts to saying that for any K0 ⊂ K ⊂ N such that lim
k→∞,k∈K
(xk, yk) = (x¯, y¯) and
v = lim
k→∞,k∈K0
∇γρk(x
k), the vectors
∇f(x¯, y¯)− (v, 0) and ∇(∇yf)(x¯, y¯)
are linearly independent.
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Example 4.1 [26] Consider the Mirrlees’ problem. Note that the solution of Mirrlees’
problem does not change if we add the constraint y ∈ [−2, 2] into the problem.
min (x− 2)2 + (y − 1)2
s.t. y ∈ S(x),
where S(x) is the solution set of the lower level program
min −x exp[−(y + 1)2]− exp[−(y − 1)2]
s.t. y ∈ [−2, 2].
It was shown in [26] that the unique optimal solution is (x¯, y¯) with x¯ = 1, y¯ ≈ 0.958 being
the positive solution of the equation
(1 + y) = (1− y) exp[4y].
In our test, we chose the initial point (x0, y0) = (0.5, 0.3) and the parameters β = 0.8, σ1 =
σ2 = 10
−6, ρ0 = 100, r0 = 100, ηˆ = 5 ∗ 10
5, σ = 10, σ′ = 10 and ε = 7 ∗ 10−5, ε′ = 10−8,
ǫ1 = 10
−6. Since the stopping criterion ‖(xk−1, yk−1)− (xk, yk)‖ ≤ ǫ1 hold, we terminate
at the 8th iteration with (xk, yk) = (1, 0.95759). It seems that the sequence converges to
(x¯, y¯).
Since
∇f(xk, yk)− (∇γρk(x
k), 0) = (0.97665, 0.00015),
∇(∇yf)(x
k, yk) = (0.084814, 1.70047),
by virtue of the continuity of the the gradients it is easy to see that the vectors
∇f(x¯, y¯)− ( lim
k→∞
∇γρk(x
k), 0) and ∇(∇yf)(x¯, y¯)
are linearly independent. Thus the WNNAMCQ holds at (x¯, y¯) and our algorithm guaran-
tees that (x¯, y¯) is a stationary point of (CP). Indeed, (x¯, y¯) is the unique global minimizer
of the Mirrlees’ problem.
Example 4.2 [27, Example 3.14] The bilevel program
min F (x, y) := (x−
1
4
)2 + y2
s.t. y ∈ S(x) := argmin
y∈[−1,1]
f(x, y) := y
3
3
− xy
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has the optimal solution point (x¯, y¯) = (1
4
, 1
2
) with an objective value of 1
4
.
In our test, we chose the initial point (x0, y0) = (0.3, 0.3) and the parameters β =
0.9, σ1 = σ2 = 10
−6, ρ0 = 100, r0 = 100, ηˆ = 5000, σ = 10, σ
′ = 10 and ε = 5 ∗ 10−6,
ε′ = 10−8, ǫ1 = 5 ∗ 10
−6. Since the stopping criterion ‖(xk−1, yk−1)− (xk, yk)‖ ≤ ǫ1 hold,
we terminate at the 7th iteration and obtain an point (xk, yk) = (0.25, 0.5). It seems that
the sequence converges to (x¯, y¯).
Since
∇f(xk, yk)− (∇γρk(x
k), 0) = (−1.5, 2.3 ∗ 10−7),
∇(∇yf)(x
k, yk) = (−1, 1),
by virtue of the continuity of the the gradients it is easy to see that the vectors
∇f(x¯, y¯)− ( lim
k→∞
∇γρk(x
k), 0) and ∇(∇yf)(x¯, y¯)
are linearly independent. Thus the WNNAMCQ holds at (x¯, y¯) and our algorithm guaran-
tees that (x¯, y¯) is a stationary point of (CP). Indeed, (x¯, y¯) is the unique global minimizer
of the problem.
Example 4.3 [27, Example 3.20] The bilevel program
min F (x, y) := (x− 0.25)2 + y2
s.t. y ∈ S(x) := argmin
y∈[−1,1]
f(x, y) := 1
3
y3 − x2y
has the optimal solution point (x¯, y¯) = (1
2
, 1
2
) with an objective value of 5
16
.
In our test, we chose the parameters β = 0.9, σ1 = σ2 = 10
−6, ρ0 = 100, r0 =
100, ηˆ = 500, σ = 10, σ′ = 10 and ε = 10−6, ε′ = 10−8, ǫ1 = 10
−6. We chose the initial
point (x0, y0) = (0.3, 0.3). Since the stopping criterion ‖(x
k−1, yk−1)− (xk, yk)‖ ≤ ǫ1 hold,
we terminate at the 8th iteration and obtain an point (xk, yk) = (0.4999998, 0.4999998).
It seems that the sequence converges to (x¯, y¯).
Since
∇f(xk, yk)− (∇γρk(x
k), 0) = (−1.49989, 0),
∇(∇yf)(x
k, yk) = (−1, 1),
by virtue of the continuity of the the gradients it is easy to see that the vectors
∇f(x¯, y¯1)− ( lim
k→∞
∇γρk(x
k), 0) and ∇(∇yf)(x¯, y¯1)
are linearly independent. Thus the WNNAMCQ holds at (x¯, y¯) and our algorithm guaran-
tees that (x¯, y¯) is a stationary point of (CP). Indeed, (x¯, y¯) is the unique global minimizer
of the problem.
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5 Conclusions
In this paper, we propose a smoothing SQP method for solving nonsmooth and non-
convex optimization problems with Lipschitz inequality and equality constraints. The
algorithm is applicable even to degenerate constrained optimization problems which do
not satisfy the GMFCQ, the standard constraint qualification for a local minimizer to sat-
isfy the KKT conditions. Our main motivation comes from solving the bilevel program
which is nonsmooth, nonconvex and never satisfies the GMFCQ. In this paper, we have
proposed the concept of the WGMFCQ (equivalently WNNAMCQ), a weaker version of
the GMFCQ, and have shown the global convergence of the smoothing SQP algorithm
under the WGMFCQ. Moreover we have demonstrated the applicability of the smooth-
ing SQP algorithm for solving the combined program of a simple bilevel program with a
nonconvex lower level problem. For smooth optimization problem, it is well-known that
the SQP methods converge very fast when the iterates are close to the solution. The
rapid local convergence of the SQP is due to the fact that the positive definite matrix
Wk in the SQP subproblem is an approximation of the Hessian matrix of the Lagrangian
function. For our nonsmooth problem, the Lagrangian function is only locally Lipschitz
and no classical Hessian matrix can be defined. However it would be interesting to study
the local behaviour of the smoothing SQP algorithm by using the generalized second or-
der subderivatives ([33]) of the Lagrangian function. This remains a topic of our future
research.
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