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Abstract
This paper provides new equivalence theorems for regular chains and regular differential chains,
which are generalizations of Ritt’s characteristic sets. These theorems focus on regularity prop-
erties of elements of residue class rings defined by these chains, which are revealed by resultant
computations. New corollaries to these theorems have quite simple formulations.
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1. Introduction
This paper is concerned with the study of regularity properties of the images of poly-
nomials f ∈ R (where R is a polynomial ring in finitely many indeterminates over a
commutative field of characteristic zero) in the residue class ring R/a (where a is a poly-
nomial ideal defined by some given triangular polynomial system) by means of resultant
computations.
In particular, our paper provides a new equivalence theorem for a restricted class of
triangular systems called regular chains. Some new corollaries to our new theorem have
quite simple formulations, which is quite surprising since triangular sets and regular
chains have been extensively studied for 25 years already.
In turn, this new theorem and its corollaries have consequences for triangular systems
of differential polynomials in general and the restricted class of regular differential chains.
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In particular, our paper provides a new equivalence theorem for regular differential chains,
together with a new corollary.
1.1. Relationship with Classical Differential Algebra
The study of regular differential chains is a rather recent topic of the elimination theory
of differential algebra, which is an algebraic theory for systems of differential polynomi-
als founded by Ritt (1932, 1950), developed by Kolchin (1973), which has involved an
elimination theory from its very beginning. Casual readers will find in Section 1.2 an
academic example which illustrates its usefulness.
A regular differential chain is a concept very close to the one of a characteristic set
of a differential ideal. Characteristic sets were introduced in Ritt (1932) already, under
the name basic set. The term characteristic set itself appears in (Ritt, 1950, Chapter
I) where the nonconstructive argument that any set of differential polynomials has a
characteristic set permits to prove the Ritt-Raudenbush Basis Theorem and then the
fact that any radical differential ideal is a unique finite intersection of prime differential
ideals. Characteristic sets are then used in (Ritt, 1950, Chapter V, Constructive Methods)
as a major tool for an elimination theory.
Let us review a short set of the works which led from Ritt (1950) to the concept
of regular differential chain and the ones which are strongly related to technical issues
addressed by this paper. All of them essentially aim at generalizing Ritt’s original ideas
by fixing two important drawbacks: the use, by Ritt, of factorizations over towers of
algebraic extensions of the base field of the equations; and the fact that the case of
several derivations — i.e. of systems of partial differential equations — is addressed
much too quickly in the last chapter of his book.
Seidenberg (1956) seems to be the first one to provide an elimination theory which
is factorization free and covers the case of several derivations. However, the theory of
rankings was not yet fully developed at this time and Seidenberg restricts himself to
the case of pure elimination rankings. His methods do not compute characteristic sets:
instead, they are decision procedures which gather as input a basis of a differential
ideal A, a differential polynomial p and return a boolean indicating whether a power of p
belongs to A. Their complexity is very high as pointed out by Grigoriev (1987).
Rosenfeld (1959) seems to be the first one to provide the algorithmic conditions (the
so-called coherence property) that Ritt’s characteristic sets would need to fulfill in order
to apply in the case of several derivations. His Lemma is formulated using the modern
concept of rankings.
Kolchin (1973) provides an impressive unified presentation of the earlier works of
Ritt’s school and generalizes many of them. Unfortunately, his presentation of Rosenfeld’s
Lemma hides the algorithmic nature of this important result.
Wu (1989) and his school popularized Ritt’s theory of characteristic sets by describing
many applications (though the term characteristic set has different meanings in the texts
of Ritt and Wu). Wu does not address the case of several derivations. His work was later
developed by many authors such as Wang (1996), more recently Gao et al. (2009) and
many others.
Fliess (1989) pointed out the conceptual importance of differential algebra in the
context of control theory. This seminal work motivated a renewal of interest for Ritt’s
characteristic sets in the case of a single derivation. See Ollivier (1990); Ljung and Glad
(1994).
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Boulier (1994) and Boulier et al. (1995) developed the first factorization free elimi-
nation method (the RosenfeldGroebner algorithm) for differential algebra which covers
also the case of several derivations, by combining Seidenberg’s idea of using Hilbert’s
Theorem of Zeros, Rosenfeld’s Lemma and Gröbner bases for the eventual simplification
of polynomial systems of equations and inequations returned by the differential proce-
dure. The RosenfeldGroebner algorithm gathers as input a basis of a differential ideal A,
a ranking and returns a decomposition of the radical of A as an intersection of differ-
ential ideals that need not be prime but are radical, as stated by the so-called Lazard’s
Lemma (Boulier et al., 1995, Lemma 2). However, generalizing characteristic sets meth-
ods to nonprime ideals raises specific difficulties. In particular, it becomes much more
important to understand the structure of the set of the zerodivisors in rings defined by
characteristic sets — which is actually the main topic of this paper. It is this difficulty
which makes the proof of (Boulier et al., 1995, Lemma 2) incomplete. Morrison (1995,
1999) was the first one to provide a complete proof, and to point out the relevance of
Macaulay’s unmixedness Theorem not only in this theory but also in related ones, such
as most of the elimination theories relying on triangular sets.
The concept of regular chain was introduced independently by Kalkbrener (1993);
Chou and Gao (1993); Yang and Zhang (1994), as an alternative of Gröbner bases for
the study of nondifferential polynomial ideals. It would be quite long to list all the works
which developed this idea. Let us just cite Aubry et al. (1999), who summarized the
important properties of regular chains in (Aubry et al., 1999, Theorem 6.1), with a proof
which implicitly relies on Macaulay’s unmixedness Theorem. In particular, it is proved
that regular chains are (up to some irrelevant degree condition) characteristic sets, in the
sense of Ritt, of the polynomial ideals that they define.
Lemaire (2002) then introduced the concept of regular differential chain, formulated a
version of RosenfeldGroebner that returns them and proved that they are characteristic
sets, in the sense of Ritt, of the differential polynomial ideals that they define. The study
of the regular chains theory in the differential framework was then developed in many
articles Hubert (2000); Bouziane et al. (2001); Wang (2000); Golubitsky et al. (2007);
Boulier et al. (2010); Golubitsky et al. (2009) and synthetized in many tutorials such as
Sit (2002); Hubert (2003b,a).
1.2. An Academic Example
Regular differential chains are sets of differential polynomials returned by differen-
tial elimination procedures such as the RosenfeldGroebner function of the MAPLE
DifferentialAlgebra package, which was developed by Boulier and Cheb-Terrab (2008)
and followed an earlier package developed by Boulier and Hubert (1996). In order to mo-
tivate readers, here is a small academic example, carried out by the package.
The variable sys is assigned a system of polynomial PDE, in jet notation. The equa-
tions (the sign “= 0” is omitted but the polynomials are viewed as left-hand sides of
equations) are polynomials. The two differential indeterminates u and v represent un-
known functions of the two independent variables x and y. The constant 1 represents
the constant function of the two variables x and y, equal to 1. The symbol u[x,y] de-
notes the derivative ∂2u(x, y)/(∂x ∂y). In commutative algebra, polynomials belong to
polynomial rings. In differential algebra, differential polynomials belong to differential
polynomial rings. Such a differential polynomial ring is assigned to the R variable.
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> with (DifferentialAlgebra):
> R := DifferentialRing(derivations = [x,y], blocks = [[v,u]]);
R := differential_ring
> sys := [u[x]^2-4*u, u[x,y]*v[y]-u+1, v[x,x]-u[x]];
2
sys := [u[x] - 4 u, u[x, y] v[y] - u + 1, v[x, x] - u[x]]
There exists a notion of leading derivative of a differential polynomial. This notion is by
no means intrinsic. It is defined by an ordering (a ranking) on the set of all the derivatives
of the differential indeterminates. In the variable R above, a ranking was defined together
with the more mathematical differential polynomial ring. The following command returns
the differential polynomials of sys in “solved form” i.e. as equations, with the leading
derivatives on the left-hand sides and differential fractions on the right-hand sides.
> Equations(sys, R, solved);
-u + 1 2
[v[x, x] = u[x], u[x, y] = - ------, u[x] = 4 u]
v[y]
The following command shows that there exists an elimination procedure (a close
algorithm is detailed by Boulier (2006)) which takes as input 1) a set of differential
polynomials, 2) a ranking. It returns a list of regular differential chains which provide
much structural information on the solutions of the input system of PDE.
> ideal := RosenfeldGroebner(sys, R);
ideal := [regular_differential_chain]
The following commands assign the unique regular differential chain of the list to ideal
and display the four differential polynomials which constitute it, in “solved” form.
> ideal := ideal[1]:
> Equations(ideal, solved);
-u[x] u[y] u + u[x] u[y] 2 2
[v[x, x] = u[x], v[y] = -1/4 ------------------------, u[x] = 4 u, u[y] = 2 u]
u
The computed regular differential chain permits to expand solutions of the initial
system into formal power series, from given initial values 1 . Initial values cannot be
chosen freely. The constraints they must satisfy are provided by the regular differential
chain: a property quite related to the issue of consistent initial values for numerically
solving differential algebraic equations. The following command assigns to iv a set of
admissible initial values, expressed using three arbitrary constants.
> iv := [u=c[0]^2, u[y]=sqrt(2)*c[0], u[x]=2*c[0], v=c[1], v[x]=c[2]];
2 1/2
iv := [u = c[0] , u[y] = 2 c[0], u[x] = 2 c[0], v = c[1], v[x] = c[2]]
With a more classical notation, these initial values are








(0, 0) = 2 c0 , v(0, 0) = c1,
∂v
∂x
(0, 0) = c2 .
1 This possibility holds in general, whatever the number of derivations. However, in general, the formal
power series may depend on infinitely many initial values i.e. on arbitrary functions.
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The following command uses them for expanding formal power series solutions of the
regular differential chain stored in ideal, up to degree 3.
> sols := PowerSeriesSolution(ideal, 3, iv);
/ 1/2\
| 2 1/2 2 | 2
sols := [v(x, y) = c[1] + |1/2 c[0] 2 - ----| y + c[2] x + 1/2 c[0] y
\ 2 /
1/2 3 2 1/2 2 3
1/2 2 2 y x y 2 x y x
+ 2 c[0] x y + c[0] x + ------- + ---- + --------- + ----,
12 2 2 3
2
2 1/2 y 1/2 2
u(x, y) = c[0] + 2 c[0] y + 2 c[0] x + ---- + 2 x y + x ]
2
Our example is very particular because all solutions are polynomials. The next com-
mands show that the above polynomials are solutions of our input system: the three
differential polynomials of sys are translated into a more traditional form in sys diff;
then, they are evaluated at sols, yielding zero.
> sys_diff := NormalForm (sys, R, notation=diff);
/d \2
sys_diff := [|-- u(x, y)| - 4 u(x, y),
\dx /
/ 2 \ / 2 \
| d | /d \ |d | /d \
|----- u(x, y)| |-- v(x, y)| - u(x, y) + 1, |--- v(x, y)| - |-- u(x, y)|]
\dy dx / \dy / | 2 | \dx /
\dx /
> expand (eval (sys_diff, sols));
[0, 0, 0]
1.3. Novelty and Structure of This Paper
Sections 2 to 8 are concerned with topics which apply as well to the nondifferential as
to the differential case.
In the nondifferential context, our paper provides the following new results. Theo-
rem 21 is new (though some of its equivalences are not). Its corollaries: Propositions 23
and 26 are new also.
Section 2 provides some algebraic preliminaries. Section 3 recalls basic properties of
resultants. Triangular sets and regular chains are presented in Section 4. Section 5 pro-
vides a key theorem (Theorem 11) which, strictly speaking, is not new, but was so far
only published in conference or tutorial papers. Section 6 provides a few corollaries to
Theorem 11 which apply to general triangular systems. Section 7 provides a few corol-
laries to Theorem 11 which apply to regular chains. This section contains Theorem 21
and Propositions 23 and 26.
The literature involves so many important works on triangular sets, regular chains and
resultants that it is not possible to provide a detailed comparison in this introduction.
For this reason, a detailed comparison with earlier works is postponed to Section 8. We
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take this opportunity to provide, in Proposition 27, the first complete proof of a popular
algorithmic test which appears in Bouziane et al. (2001); Sit (2002).
Sections 9 to 10 are specifically dedicated to differential algebra.
In the differential context, our paper provides the following new results. Proposition 32
and Theorem 37 are new. Proposition 38, which is a corollary to Theorem 37 is new also.
Section 9 introduces regular differential chains and provides our new results. A com-
parison with earlier works is postponed to Section 10.
2. Preliminaries
An element a of a commutative ring R is a zerodivisor if there exists some nonzero
b ∈ R such that a b = 0. Thus zero is a zerodivisor (Zariski and Samuel, 1958, I, 5, page
8). An element a which is not a zerodivisor of R is said to be a regular element of R.
Some propositions of this paper involve statements such as “a polynomial f is zero (or
a zerodivisor) in R/a (R being a polynomial ring, a being an ideal of R) if and only if f
is reduced to zero (by some reduction process)”. The word “zero” is used twice, here, but
has different meanings. The expression “f is zero in R/a” should actually be written “the
image of f by the canonical ring homomorphism R→ R/a is zero” or, “f belongs to the
ideal a”. Similarly, the expression “f is a zerodivisor in R/a” should actually be written
“the image of f by the canonical ring homomorphism R→ R/a is a zerodivisor” or, “f is
a zerodivisor modulo the ideal a”. These are the properties for which we want a decision
procedure: testing zero needs not be obvious in this context. The other expression “f is
reduced to zero” means that the reduction process, which is a computational procedure
in R, transforms f to zero, syntactically: in this context, testing zero is straightforward.
In this paper, a very important operation on ideals is the saturation of an ideal a by
some h ∈ R (more precisely, by the multiplicative family of R generated by h). It is the
ideal
a : h∞ = {f ∈ R | ∃ d ≥ 0 , hd f ∈ a} .
We have a ⊂ a :h∞. This construct somehow encodes the “division by h” since f ∈ a :h∞
whenever h f ∈ a : h∞. If q is a primary ideal of a ring R (Zariski and Samuel, 1958, III,
9, page 152) and p =
√
q is its associated prime ideal, then q :h∞ = q if and only if h /∈ p
and q : h∞ = R if h ∈ p. Therefore, in Nötherian rings, where every proper ideal a has
an irredundant representation a = ∩ri=1qi as an intersection of primary ideals (Zariski
and Samuel, 1958, IV, 4, The Lasker-Nöther Theorem, page 208), the ideal a : h∞ is the
intersection of the primary ideals qi such that h /∈
√
qi (see (Hubert, 2003a, Proposition
2.1)). The ideals pi =
√
qi are called the associated prime ideals of a (Zariski and Samuel,
1958, IV, 5, page 211).
Therefore, since, in Nötherian rings, the set of the zerodivisors of R/a (a proper) is
the union of the associated prime ideals of a (Zariski and Samuel, 1958, IV, 6, Corollary
3 to Theorem 11, page 214), we see that
(1) a : h∞ = a if and only if h is a regular element of R/a;
(2) h is a regular element of R/(a :h∞) = R/a :h∞, provided that h is not zero in R/a;
(3) if all primary components of a share some common property then all primary
components of a : h∞ share also this property. We will meet two examples: 1) the
case of a being a radical ideal (all its primary components are prime) and 2) the
case of a being unmixed (all its associated prime ideals have the same dimension).
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3. Classical Properties of The Resultant
We provide slight generalizations of basic properties of the usual resultant of two
polynomials. Our generalizations aim at covering cases which are usually not considered,
such as one of the two polynomials being zero. We exclude, however, the case of two
polynomials of degree less than or equal to zero i.e. two constant polynomials. Let f
and g be two polynomials of R[x], where R is a unitary ring of characteristic zero:
f = am x
m + · · ·+ a1 x+ a0 , g = bn xn + · · ·+ b1 x+ b0 .
If f or g is zero, then the resultant of f and g is taken to be zero. Assume that f and g
are nonzero and that at least one of them has positive degree. Then, the resultant of f
and g is the determinant of the Sylvester matrix S(f, g) of f and g, which has dimensions
(m+n)×(m+n) and rows, from top down xn−1 f, . . . , x f, f, xm−1 g, . . . , x g, g. See (Basu
et al., 2003, 4.2, page 105).
Lemma 1. Assume f is nonzero and n = 0 (i.e. g = b0). Then res(f, g, x) = g
m. In
particular, if m = 1 then res(f, g, x) = g.
Proof. The Lemma is clear if g = 0. Otherwise, expand the determinant of the Sylvester
matrix, which is diagonal. 2
Lemma 2. Assume R is a domain and let K denote its fraction field. Let f and g be
two polynomials of R[x], not both zero. Then res(f, g, x) = 0 if and only if f and g have
a common factor in K[x].
Proof. The Lemma is clear if f or g is zero. Otherwise, see (Basu et al., 2003, 4.2,
Proposition 4.15, page 106). 2
Lemma 3. Let R be a ring. If f and g are nonzero polynomials of R[x] then there exists
two polynomials u, v ∈ R[x] with deg(u) < n and deg(v) < m such that res(f, g, x) =
u f + v g.
Proof. See (Basu et al., 2003, 4.2, Proposition 4.18, page 108). 2
The following Lemma generalizes (Basu et al., 2003, 4.2, Proposition 4.20, page 109)
and deserves a proof.
Lemma 4. Let f, g be two polynomials of R[x]. Let φ : R→ S be a ring homorphism such
that φ(am) 6= 0. Extend φ to a ring homomorphism R[x]→ S[x]. Then φ(res(f, g, x)) =
φ(am)
n−t res(φ(f), φ(g), x).
Proof. If g is zero, then so is φ(g) and both resultants are zero. Assume g nonzero.
Developing the determinant of S(f, g) w.r.t. its last row, we see that any monomial of
the resultant admits a coefficient of g as a factor. Thus, if φ(g) is zero, i.e. if φ maps all
the coefficients of g to zero, then res(f, g, x) = 0 and the Lemma holds.
Assume g and φ(g) are nonzero. If the ring homomorphism φ, which does not annihi-
late am, does not annihilate bn either, then φ(S(f, g)) = S(φ(f), φ(g)) and the Lemma
is proved. Assume deg(φ(g)) = t < n. Then the Sylvester matrix S(φ(f), φ(g)) ap-
pears as the (m + t) × (m + t) submatrix of φ(S(f, g)) (Fig. 1) at the bottom-right
corner. Developing the determinant of φ(S(f, g)) w.r.t. its n − t first columns, we see
that φ(res(f, g, x)) = φ(am)
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. . . 0




Fig. 1. The image by φ of the Sylvester matrix S(f, g).
4. Triangular Sets and Regular Chains
Let K be a commutative field of characteristic zero and R = K[t1, . . . , tm, x1, . . . , xn]
be a polynomial ring in n+m indeterminates. The set X = {t1, . . . , tm, x1, . . . , xn} of all
indeterminates is assumed to be totally ordered in such a way that x1 < x2 < · · · < xn.
To each polynomial p ∈ R \ K, one associates its leading variable, denoted ld p, which
is the highest variable y ∈ X such that deg(p, y) > 0. We are mostly concerned with
a triangular set A = {p1, . . . , pn} of R such that ld pk = xk. Unless the opposite is
specified, we will always tacitly assume that triangular sets are nonempty. The initial
of pk, denoted ik, is the leading coefficient of pk w.r.t. its leading variable; the separant
of pk is the polynomial sk = ∂pk/∂xk, for each 1 ≤ k ≤ n. To each triangular set A,
one may associate the ideal sat (A) = (A) : (i1 · · · in)∞. We will denote it a. Similarly,
if A′ is another triangular set, the ideal sat (A′) will be denoted a′. This notation holds
throughout the paper, except in Section 5, where gothic letters a and a′ hold a different
meaning.
The following Proposition is easy.
Proposition 5. Let A be a triangular set, 1 ≤ k ≤ n be an index and f ∈ R be such
that res(f, pk, xk) is regular in R/a.
Then f is regular in R/a.
Proof. If a = R then R/a involves no regular element and the Proposition trivially holds.
Assume a is proper. Denote p any of its associated prime ideals. By Lemma 3 and the
fact that pk ∈ p, res(f, pk, xk) /∈ p, we see that f /∈ p. Thus f is regular in R/a. 2
Regular chains were first defined by Kalkbrener (1993); Chou and Gao (1993); Yang
and Zhang (1994). See Aubry et al. (1999) for a thorough analysis of this concept.
Definition 6. A triangular set is said to be a regular chain if the initial ik of pk is
regular in R/ sat (p1, . . . , pk−1) for 2 ≤ k ≤ n.
In particular, every singleton A = {p1} is a regular chain. The next Lemma is nothing
but a restatement of Definition 6.
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Lemma 7. Let A be a triangular set, R′ = K[t1, . . . , tm, x1, . . . , xn−1] and A
′ = A∩R′.
Then A is a regular chain if and only if n = 1 or n > 1, the set A′ is a regular chain
and in is regular in R
′/a′.
We now introduce the resultant of a polynomial by a triangular set.
Definition 8. Let A be a possibly empty triangular set and f ∈ R. The resultant of f
by A, denoted res(f,A), is defined as follows:
(1) if A = ∅ then res(f,A) = f ;
(2) if A = {p1, . . . , pn} then res(f,A) = res(res(f, pn, xn), {p1, . . . , pn−1}).
The two following Lemmas are easy.
Lemma 9. Let A1 and A2 be two possibly empty triangular sets such that any element
of A2 has leading variable strictly greater than any element of A1.
Then res(f,A1 ∪A2) = res(res(f,A2), A1).
Lemma 10. Let A be a triangular set. For any f ∈ R we have res(f,A) ∈ K[t1, . . . , tm].
5. The Unmixedness Property of Ideals Defined by Triangular Sets
An ideal of R is said to be unmixed if all its associated prime ideals have the same
dimension (Zariski and Samuel, 1958, VII, 7, page 196).
The following Theorem already appears in (Boulier et al., 2006, Theorem 1.6). Its
main ingredient is Macaulay’s unmixedness Theorem, whose importance in the theory
addressed in this paper was first pointed out by Morrison (1995, 1999). In the particular
case of h being the product of the initials of A, it is (Hubert, 2003a, Theorem 4.4). See
Section 8 for more references.
Theorem 11. Let A be a triangular set, h denote either the product of its initials or the
product of its separants and a = (A) : h∞. Assume a is proper.
Then, the ideal a is unmixed. Moreover, if p is an associated prime ideal of a then
dim p = m and p ∩K[t1, . . . , tm] = (0).
The rest of this section is entirely dedicated to the proof of Theorem 11.
Denote ϕ : R → h−1R the localization at h. With the terminology of Zariski and
Samuel, h−1R = RM where M denotes the multiplicative family generated by h. Ex-
tended and contracted ideals (Zariski and Samuel, 1958, IV, 8) are taken with respect
to ϕ and the ideal a = (A) : h∞ is a contracted ideal i.e. a = aec. The extended ideal ae
is the ideal generated by A/1 = {p1/1, . . . , pn/1} in h−1R.
Let us now introduce the ring R′ = R[xn+1], the polynomial pn+1 = hxn+1 − 1 and
the ideal a′ = (A, pn+1) of R
′. Let π : R′ → R′/(pn+1) denote the quotient of R′
by the ideal (pn+1). These two constructs are related by the ring isomorphism: h
−1R '
R′/(pn+1). Indeed, every element of h
−1R is a fraction f/hd with f ∈ R and corresponds
to the equivalence class of f xdn+1 modulo (pn+1).
The two ideals ae and π a′ are the same ideal, since they share a generating family: A.
Lemma 12. The ideal a′ is proper.
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Proof. Since a = aec is assumed to be proper, so is ae. Since π a′ = ae the ideal a′ is
proper also. 2
The next Proposition already appears in Chou and Gao (1993) or as (Kalkbrener,
1993, Theorem 3.1), in the case of a = sat (A).
Proposition 13. We have dim a′ = m. If p′ is an isolated prime ideal of a′ then dim p′ =
m and p′ ∩K[t1, . . . , tm] = (0).
Proof. The ideal a′ is proper by Lemma 12. Applying (Zariski and Samuel, 1958, VII, 7,
Theorem 22, page 196) (the principal ideal theorem) with 2 (R, r, s,A) = (R′, n + m +
1, n + 1, a′), we see that every isolated prime ideal of a′ has dimension ≥ m. Since the
dimension of an ideal is the maximum of the dimensions of its associated prime ideals,
we see that dim a′ ≥ m.
We now claim that dim a′ ≤ m. Let p′ be an associated prime ideal of a′ and consider
some polynomial pi ∈ A. Dropping the index i for legibility, let us write
p= ad x
d + ad−1 x
d−1 + · · ·+ a1 x+ a0 .
Because of the triangular nature of A, the coefficients
ad, ad−1, . . . , a0 ∈K[t1, . . . , tm, x1, . . . , xi−1] .
We have p ∈ p′ and, depending on the definition of h, either
ad /∈ p′ , or d ad xd−1 + (d− 1) ad−1 xd−2 + · · ·+ a1 /∈ p′ .
This implies that, in R′/p′, the polynomial p cannot become a trivial relation: in the first
case, the degree of p cannot decrease while, in the second, it cannot decrease down to
zero. Therefore x = xi must be algebraic over t1, . . . , tm, x1, . . . , xi−1 in R
′/p′. Putting
this remark in an inductive argument, we see that x1, . . . , xn are algebraic over t1, . . . , tm
in R′/p′. Thus dim p′ ≤ m.
Combining both inequalities, we have dim p′ = m for all isolated prime ideals of a′
hence dim a′ = m. Considering again the arguments developed in the claim, we immedi-
ately see also that, if p′ is an isolated prime of a′ then p′ ∩K[t1, . . . , tm] = (0). 2
Proposition 14. The ideal a′ is unmixed. If p′ is an associated prime ideal of a′ then
dim p′ = m and p′ ∩K[t1, . . . , tm] = (0).
Proof. By Proposition 13 and (Zariski and Samuel, 1958, VII, 13, Theorem 26, page 203)
(Macaulay’s unmixedness Theorem) with (R,A, n, h) = (R′, a′,m+ n+ 1, n+ 1). 2
We are now ready to prove Theorem 11. Recall that a′ is supposed to be proper.
Proof. Let a′ = ∩ri=1q′i be an irredundant primary representation of a′ and p′i =
√
q′i.
Let us apply (Zariski and Samuel, 1958, IV, 5, Remark concerning passage to a residue
class ring, page 213) with (R, a, b) = (R′, a′, (pn+1)). We see that π a
′ = ∩ri=1(π q′i) is
2 The left-hand side symbols correspond to the book notations. The right-hand side ones correspond to
our notations.
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an irredundant primary representation of π a′ and that the π p′i are the associated prime
ideals of π a′.
Using Proposition 14 and the fact that the π ring homomorphism removes one inde-
terminate and one polynomial, one sees that each prime ideal π p′ (dropping the index i),
satisfies dimπ p′ = m and (with a slight abuse of notation) π p′ ∩K[t1, . . . , tm] = (0).
Recall the ring isomorphism between h−1R and R′/(pn+1). We have a = a
ec and
ae = π a′. Let us apply (Zariski and Samuel, 1958, IV, 10, Theorem 17, page 225) with
(R, a,M) = (R, a, {hd | d ≥ 0}). Then a = ∩ri=1(π q′i)c is an irredundant primary rep-
resentation of a. A polynomial f belongs to some (π q′)c (dropping the index i) if, and
only if, the fraction f/1 ∈ π q′. Thus dim(π p′)c = m and (π p′)c ∩K[t1, . . . , tm] = (0).
The ideal a is thus unmixed. Its associated prime ideals all have dimension m and do
not contain any nonzero element of K[t1, . . . , tm]. 2
The following Theorem is known as Lazard’s Lemma. See (Boulier et al., 1995, Lemma
2), (Boulier et al., 2009, Section 2), (Boulier et al., 2006, Theorem 2.1) and Morrison
(1995, 1999). It appears also as (Hubert, 2003a, Theorem 7.5). Variants of this Theorem
also appear in earlier works such as (Lazard, 1991, Proposition 5.1) and (Moreno Maza,
1997, Theorem III.5). See Section 8 for more references.
Theorem 15. Let A be a triangular set and h be the product of the separants of A.
Then the ideal (A) : h∞ is radical.
Proof. Denote a = (A) :h∞ in R and a0 = (A) :h∞ in R0 = K(t1, . . . , tm)[x1, . . . , xn]. To
prove that a is radical, it is sufficient to prove that the total quotient ring of R/a, denoted
Fr(R/a), does not involve any nilpotent element. Since a direct product (or sum) of fields
does not involve any nilpotent element, it is sufficient to prove that Fr(R/a) is isomorphic
to such a ring. Fr(R/a) is equal to (M/a)−1R/a where M is the multiplicative family
of the elements of R which are regular in R/a. By Theorem 11, the nonzero elements
of K[t1, . . . , tm] belong to M . Therefore, inverting these elements first, we conclude that
Fr(R/a) ' Fr(R0/a0).
It is thus sufficient to prove that R0/a0 is a direct sum of fields. This we do by induction
on n. This ring can be constructed incrementally as Sn defined by:
S0 = K(t1, . . . , tm) , Si = Si−1[xi]/(pi) : s
∞
i ,
where si = ∂pi/∂xi is the separant of pi.
The basis n = 0 is trivial.
Assume Sn−1 is a direct sum of fields K1 ⊕ · · · ⊕ Kr. Then Sn is isomorphic to the
direct sum (1 ≤ j ≤ r) of the rings Kj [xn]/(pn) : s∞n .
Thus, in Kj [xn], the ideal (pn) : s
∞
n is generated by the product of the irreducible
simple factors of pn. It is thus the intersection of the maximal ideals m` generated by
these factors. According to the Chinese Remainder Theorem (Zariski and Samuel, 1958,
III, 13, Theorem 32, page 178), Kj [xn]/(pn) : s
∞
n is isomorphic to the direct sum of the
fields Kj [xn]/m`. Since direct sums are associative, the ring Sn itself is a direct sum of
fields. 2
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6. Corollaries for Ideals Defined by Triangular Sets
In this section, the gothic letters a, a′, . . . recover the meaning introduced in Section 4
i.e. a = sat (A), a′ = sat (A′), . . .
The following Proposition is part of (Chen et al., 2007, Theorem 1).
Proposition 16. Let A be a triangular set. Assume that for each 2 ≤ ` ≤ n we have
res(i`, A) regular in R/a.
Then A is a regular chain.
Proof. The proof is by induction on n = |A|.
Basis: the case n = 1. The Proposition trivially holds since every singleton is a regular
chain.
General case: n > 0. Denote R′ = K[t1, . . . , tm, x1, . . . , xn−1]. Assume inductively that
the Proposition holds for each triangular set with less than n elements. The assumption
stated in the Proposition implies that res(i`, A) is regular in R/a for 2 ≤ ` < n. These
resultants, which belong to K[t1, . . . , tm] (Lemma 10) must then be nonzero. Since none
of the initials of A depends on xn, Lemma 1 applies and there exists some nonnegative
integer α such that res(i`, A) = res(i`, A
′)α. Thus res(i`, A
′) is a nonzero element of
K[t1, . . . , tm] hence a regular element of R
′/a′ by Theorem 11, for 2 ≤ ` < n. Thus, by
the induction hypothesis, A′ is a regular chain.
We thus only need to prove that in is regular in R
′/a′ (Lemma 7). The assumption
stated in the Proposition implies that res(in, A) is nonzero. Since this resultant belongs
to K[t1, . . . , tm], it is regular in R
′/a′ by Theorem 11 applied to A′. Thus A is a regular
chain. 2
The next Proposition seems to be new.
Proposition 17. Let A be a triangular set and f ∈ R be regular in R/a.
Then res(f, pn, xn) is a regular element of R/a.
Proof. If a = R then R/a does not involve any regular element and the Proposition
holds. We thus assume a is proper.
Let p be an associated prime ideal of a. Denote R′ = K[t1, . . . , tm, x1, . . . , xn−1]. Let
p′ = p ∩ R′. It is a prime ideal of R′. Denote K ′ = Fr(R′/p′) and L = Fr(R/p). Let us
introduce the following canonical ring homomorphisms: % : R → L, ϕ : R′[xn]→ K ′[xn]
and γ : K ′[xn]→ K ′[xn]/(ϕp). The following diagram commutes:
R = R′[xn] L = Fr(R/p)





We need to prove that gcd(ϕpn, ϕf) = 1.
Indeed, assume this property holds. Then, ϕpn and ϕf have no common factor hence
res(ϕf, ϕpn, xn) 6= 0 by Lemma 2. Since a is saturated by the initials of A, the initial in
of pn has a nonzero image by ϕ. Lemma 4 then applies: for some nonnegative integer α we
have ϕ(res(f, pn, xn)) = ϕ(in)
α res(ϕ(f), ϕ(pn), xn) thus ϕ(res(f, pn, xn)) 6= 0. Since this
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resultant belongs to R′ and γ is the evaluation at xk = %xk, we have γϕ(res(f, pn, xn)) =
%(res(f, pn, xn)) 6= 0. With other words, res(f, pn, xn) is a regular element of R/a and
the Proposition is proved.
In order to prove gcd(ϕpn, ϕf) = 1, we assume this is not the case and seek a contra-
diction. Let g = gcd(ϕpn, ϕf) with deg g > 0.
Denote p̄ any associate prime ideal of ϕ−1(g). We have p̄∩R′ = p′ thus i1, . . . , in /∈ p̄,
p̄ ∩K[t1, . . . , tm] = (0) and p1, . . . , pn−1 ∈ p̄. Since ϕpn ∈ (g) we also have pn ∈ p̄ thus
a ⊂ p̄. Since dim p̄ = m, we see that p̄ is an associated prime ideal of a, by Theorem 11
applied to A. Now, ϕf ∈ (g) implies that f ∈ p̄: a contradiction with the assumption
that f is regular in R/a. Thus gcd(ϕpn, ϕf) = 1 and the Proposition is proved. 2
Remark. It is tempting to try to generalize the last statement of the former Proposition
as: “then for any 1 ≤ k ≤ n we have res(f, pk, xk) regular in R/a”. Unfortunately, this
generalization is false, even for regular chains: Consider the regular chain A = {p1, p2} =
{(x1 − 1)(x1 − 3), x2 − 10x1} and f = x1 + x2 − 31. We have f regular in R/a by
Condition 4 of Theorem 21 (proved later) and the fact that res(f, {p1, p2}) = −40.
However res(res(f, p1, x1), {p1, p2}) = 0, proving that res(f, p1, x1) is a zerodivisor in
R/a by Condition 4 of Theorem 21.
The next Proposition is easy. It appears as part of (Hubert, 2003a, Proposition 5.8).
Proposition 18. Let A be a triangular set, R′ = K[t1, . . . , tm, x1, . . . , xn−1] and A
′ =
A ∩R′.
Then, for every associated prime ideal p of a, the ideal p ∩ R′ is an associated prime
ideal of a′.
Proof. If a = R then a has no associated prime ideal and the Proposition holds. Thus
assume that a is proper.
By Theorem 11 applied to A, we have p ∩K[t1, . . . , tm] = (0) and dim p = m. Thus
the prime ideal p′ satisfies p′ ∩ K[t1, . . . , tm] = (0) and dim p′ = m (in R′). We have
a′ ⊂ a∩R′ ⊂ p′. By Theorem 11 applied to A′, the prime ideal p′ has the same dimension
as the associated prime ideals of a′. It is thus one of them. 2
7. Special Corollaries for Ideals Defined by Regular Chains
The following Proposition appears as (Hubert, 2003a, Proposition 5.8). A variant of
it appears in (Wang, 2000, Theorem 5.1). An informal way to restate it would be: every
m-dimensional zero of A′ can be prolonged to an m-dimensional zero of A.
Proposition 19. Let A be a regular chain, R′ = K[t1, . . . , tm, x1, . . . , xn−1] and A
′ =
A ∩R′.
Then the ideals a of R and a′ of R′ are proper.
Moreover, for every associated prime ideal p′ of a′, there exists an associated prime
ideal p of a such that p′ = p ∩R′.
Proof. The proof is by induction on n.
Basis: the case n = 1. Then a′ = (0) is proper. It has a single associated prime
ideal p′ = (0). The ideal a = sat (p1) is proper too. Its associated prime ideals, which
13
are generated by the irreducible factors of p1 with positive degree in x1, are such that
p′ = p ∩R′.
General case: n > 1. By induction hypothesis, a′ is proper. Let p′ be any associated
prime ideal of a′. Since A is a regular chain, the initial in of pn does not belong to p
′. First
consequence: (p′, pn) : i
∞
n is a proper ideal of R and a, which is included in (p
′, pn) : i
∞
n is
proper too. Second consequence: for each associated prime ideal p of (p′, pn) : i
∞
n , we have
p ∩R′ = p′ thus, by Theorem 11 applied over a′, dim p = m and p ∩K[t1, . . . , tm] = (0).
By Theorem 11 again, these prime ideals p, which contain a, must be associated prime
ideals of a. 2
Remark. The previous Proposition is false for general triangular sets. Consider the tri-
angular set A = {x21−1, (x1−1) (x2−3)}. The prime ideal p′ = (x1−1) is an associated
prime ideal of a′ = (x21 − 1). However, the ideal a = (x1 + 1, x2 − 3), which is equal to
its unique associated prime ideal p, does not satisfy p′ = p ∩K[x1]. In this example, the
initial x1 − 1 belongs to the associated prime ideal p′ of a′.
The next Proposition was proved in (Chen et al., 2007, Lemma 4) in the zero-
dimensional case and generalized in (Boulier et al., 2011, Theorem 1). A variant of it is
(Wang, 2000, Proposition 5.3).
Proposition 20. Let A be a regular chain, 1 ≤ k ≤ n be an index and f ∈ R be regular
in R/a.
Then res(f, {pk, . . . , pn}) is regular in R/a.
Proof. Since A is a regular chain, a is necessarily proper by Proposition 19. The proof is
by induction on n. The index 1 ≤ k ≤ n is fixed.
Basis: assume n = k. Then res(f, {pk, . . . , pn}) = res(f, pn, xn) and the proof follows
from Proposition 17.
General case: assume n > k. Denote R′ = K[t1, . . . , tm, x1, . . . , xn−1] and A
′ = A∩R′.
The induction hypothesis is: if g is regular in R′/a′ then res(g, {pk, . . . , pn−1}) is regular
in R′/a′.
Decompose res(f, {pk, . . . , pn}) = res(g, {pk, . . . , pn−1}) with g = res(f, pn, xn). By
Proposition 17, g is regular in R/a. We have g ∈ R′. Since A is a regular chain, Proposi-
tion 19 applies and g is regular in R′/a′. By the induction hypothesis, res(f, {pk, . . . , pn})
is regular in R′/a′. This resultant belongs to R′ and does not belong to any associated
prime ideal p′ of a′. By Proposition 18, it does not belong to any associated prime ideal
of a. Thus it is regular in R/a. 2
7.1. An Equivalence Theorem for Regular Chains
Theorem 21. Let A be a triangular set. The following conditions are equivalent:
1 A is a regular chain;
2 for each 2 ≤ ` ≤ n and each 1 ≤ k ≤ n we have res(i`, {pk, . . . , pn}) regular in R/a;
3 for each 2 ≤ ` ≤ n we have res(i`, A) 6= 0;
4 for each f ∈ R, f is regular in R/a if and only if res(f,A) 6= 0.
5 for each f ∈ R,
f is regular in R/a
m
for each 1 ≤ k ≤ n, res(f, {pk, . . . , pn}) is regular in R/a;
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Proof. The implication 1 ⇒ 5. Since A is a triangular set, Proposition 5 holds and so
does the bottom-up implication of Condition 5. Assume Condition 1. Then Proposition 20
holds and so does the top-down implication of Condition 5.
The implication 5 ⇒ 4. Assume Condition 5 holds. The implication ⇒ of Condi-
tion 4 trivially holds. Let us now address the implication ⇐ of Condition 4. Assume
res(f,A) 6= 0. Then this resultant is regular in R/a by Lemma 10 and Theorem 11. Thus
res(f, {pk, . . . , pn}) is regular in R/a for each 1 ≤ k ≤ n by Lemma 9 and Proposition 5.
Thus f is regular in R/a by Condition 5.
The implication 4⇒ 3. The ideal a is saturated by the initials of A. Thus these initials
are regular in R/a. Thus if Condition 4 holds then Condition 3 holds too.
The implication 5⇒ 2. The ideal a is saturated by the initials of A. Thus these initials
are regular in R/a. Thus if Condition 5 holds then Condition 2 holds too.
The implication 2⇒ 3 trivially holds.
The implication 3⇒ 1 holds by Proposition 16. 2
7.2. Every Subset of a Regular Chain is a Regular Chain
The next Lemma is new. It is a key element of the proof of Proposition 23.
Lemma 22. Consider the following decomposition of a regular chain A, where A1 or A2
may be empty but A′ = A1 ∪A2 may not.
p1, p2, . . . , pk︸ ︷︷ ︸
A1
, pk+1, . . . , p`−1, p`, . . . , pn︸ ︷︷ ︸
A2
.
Let f ∈ R be regular in R/a.
Then f is regular in R/a′. In particular, A′ is a regular chain.
Proof. The set A′ is triangular.
Since A is a regular chain, we have r2 = res(f,A2) regular in R/a by Condition 5 of
Theorem 21. By Proposition 19, we thus have r2 regular in R/a1. Since A1 is a regular
chain, we have res(r2, A1) 6= 0 by the implication 1 ⇒ 4 of Theorem 21. By Lemma 9,
we have res(r2, A1) = res(f,A
′) 6= 0.
The ideal a is saturated by the initials of A′. Thus these initials are regular in R/a. The
above argument thus applies to them: given any initial f of A′ we have res(f,A′) 6= 0.
Thus A′ is a regular chain by the implication 3⇒ 1 of Theorem 21.
Consider again some f regular in R/a. In the first paragraph of the proof, we have
established that res(f,A′) 6= 0. Since A′ is a regular chain, f is regular in R/a′ by the
implication 1⇒ 4 of Theorem 21. 2
The following Proposition is new.
Proposition 23. Let A be a regular chain and A′ ⊂ A be nonempty.
Then A′ is a regular chain. Moreover, every f ∈ R which is regular in R/a is regular
in R/a′.
Proof. The set A′ can be obtained from A by a sequence of transformations similar to
the one considered in Lemma 22. The proof thus follows from successive applications of
Lemma 22. 2
15
The concept of squarefree triangular set goes back, at least, to (Lazard, 1991, Defini-
tion 3.2).
Definition 24. A regular chain A is said to be squarefree if, for each 1 ≤ k ≤ n, the
separant sk of pk is regular in R/a.
The following Proposition appears as (Hubert, 2003a, Proposition 7.6). Many variants
appeared before. See Lazard (1991); Moreno Maza (1997).
Proposition 25. If A is a squarefree regular chain then a is radical.
Proof. Since A is squarefree we have a = a : h∞ where h denotes the product of the
separants of A. Thus a is equal to the saturation of b = (A) : h∞ by the product of
the initials of A. By Theorem 15, the ideal b is radical. It is thus the intersection of its
associated prime ideals. Thus a is the intersection of the associated prime ideals of b
which do not contain any initial of A. Since every intersection of prime ideals is radical,
the Proposition is proved. 2
The following Proposition is new.
Proposition 26. Let A be a regular chain and A′ ⊂ A be nonempty and such that, for
every pk ∈ A′, the separant sk of pk is regular in R/a.
Then A′ is a squarefree regular chain. In particular, every nonempty subset of a square-
free regular chain is a squarefree regular chain.
Proof. It is an immediate consequence of Proposition 23 and the definition of squarefree
regular chains. 2
8. Comparison with Earlier Works
Before addressing the consequences of the former sections for differential algebra, let
us enter detailed comparisons between the results we have established so far and earlier
works.
The study of the regularity or the invertibility of polynomials w.r.t. triangular systems
and the properties of the iterated resultant of a polynomial w.r.t. triangular systems have
a long history.
Recall that a = sat (A) i.e. the ideal (A) generated by the triangular set A, saturated by
the multiplicative family generated by the initials of A. This ideal is implicitly supposed
to be proper in the following discussion.
8.1. Earlier Works Addressing the Dimension of the Solution Set
An important set of papers focus on the properties of the solution set of triangu-
lar systems. See Lazard (1991); Kalkbrener (1993). Among them, many of studies are
conducted by means of the iterated resultant. See Yang and Zhang (1994); Yang et al.
(1995); Wang (2000); Yang et al. (2001). In particular, it is proved in (Kalkbrener, 1993,
Theorem 3.1) and independently by Chou and Gao (1993) that the algebraic variety of
a is unmixed, has dimension m and that {t1, . . . , tm} provides a parametric set for its
components.
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In ideal theoretic terms, these results immediately imply, using (Zariski and Samuel,
1958, VII, 3, Corollary 3 to Nullstellensatz, page 167), that Property (1) below holds for
any isolated associated prime ideal p of a.
dim p = m, p ∩K[t1, . . . , tm] = (0) . (1)
Our Theorem 11 actually completes these important results since 1) it establishes
that Property (1) holds not only for isolated associated prime ideals of a but for all
associated prime ideals, which is a necessary condition, by (Zariski and Samuel, 1958,
IV, 6, Corollary 3 to Theorem 11, page 214), to conclude that nonzero elements of
K[t1, . . . , tm] are regular elements in R/a — which is an issue addressed in this paper; 2)
it establishes that the very same property holds not only for sat (A) but also for (A) :h∞
where h stands for the product of the separants of A.
8.2. Earlier Works Addressing the Regularity Property
Testing the regularity of polynomials w.r.t. triangular systems has been addressed in
another set of papers. Comparing this paper with earlier ones requires longer develop-
ments since:
(1) some papers implicitly assume that ideals defined by triangular sets have no imbed-
ded associated prime ideals;
(2) some papers provide alternative definitions, and meanings, to qualifiers such as
“invertible” or “regular”;
(3) some papers focus on ideals saturated by the separants (rather than the initials)
of A.
8.2.1. Earlier Works Assuming the Nonexistence of Imbedded Primes
Papers which implicitly assume that ideals defined by triangular sets have no imbedded
associated prime ideals often deduce the properties of the ring R/a from the ones of
R0/(aR0) where R0 = K(t1, . . . , tm)[x1, . . . , xn]. Notice now that
(1) Theorem 11 (Proposition 13 is actually sufficient) and basic results of the dimension
theory (Zariski and Samuel, 1958, VII, 7, page 193) imply that if p is an imbedded
associated prime ideal of a then p ∩K[t1, . . . , tm] 6= (0);
(2) using the notations of (Zariski and Samuel, 1958, IV, 9, Quotient rings, page 221)
R0 is equal to RM , where M is the multiplicative family of the nonzero elements of
K[t1, . . . , tm] so that the associated prime ideals of aR0 are the associated prime
ideals of a which do not meet M (Zariski and Samuel, 1958, IV, 10, Theorem 17,
page 225).
From the two remarks above, it immediately follows that no information on possible
imbedded prime ideals of a can be inferred from the study of aR0. Thus any result
which, having established that some property holds for all associated prime ideals of
aR0, concludes that the same property holds for all associated prime ideals of a, implicitly
assumes the nonexistence of possible imbedded associated prime ideals for a.
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8.2.2. Earlier Works Redefining Invertibility and Regularity
The following definition is (Sit, 2002, Definition 3.15, page 14). It can also be found
in (Bouziane et al., 2001, page 632):
A polynomial f is said to be regular if (a, f) ∩K[t1, . . . , tm] 6= (0).
The article (Bouziane et al., 2001, page 632) refers to Lazard (1991) for a proof.
However, we could not find any reference to this statement in Lazard’s article.
Then one may wonder if it is true that a polynomial f is regular (in the above sense)
if and only it is a regular element of R/a. Proposition 27 below proves that the answer is
yes, since a has no imbedded associated prime ideals. The above question is actually not
addressed in Sit (2002); Bouziane et al. (2001). If we consider that it should be implicitly
understood that the two notions of regularity are equivalent, then Proposition 28 below
shows that these papers implicitly assume that a has no imbedded associated prime ideal.
An example of such an implicit assumption seems to appear in the first sentence of the
proof of (Sit, 2002, Corollary 3.17, page 15).
Proposition 27. Let A be a triangular set and f ∈ R.
Then f is a regular element of R/a if and only if (a, f) ∩K[t1, . . . , tm] 6= (0).
Proof. Assume f is a zerodivisor in R/a. Then, by (Zariski and Samuel, 1958, Corollary
3 to Theorem 11, page 214), f belongs to some associated (isolated or imbedded) prime
ideal p of a. By Theorem 11, which implies that a has no imbedded prime ideal, we
have p ∩K[t1, . . . , tm] = (0). Since (a, f) ⊂ (p, f) = p, we have (a, f) ∩K[t1, . . . , tm] ⊂
p ∩K[t1, . . . , tm] = (0).
Assume now that f is a regular element of R/a. Then f belongs to none of the
associated prime ideals of a. These ideals have dimension at most m by Theorem 11
(Proposition 13 is actually sufficient). Then by (Kolchin, 1973, 0, 16, Proposition 11,
page 43), the radical of (a, f) is an intersection of prime ideals pi (1 ≤ i ≤ r) which have
dimension at most m− 1. Thus there exists nonzero polynomials gi ∈ pi ∩K[t1, . . . , tm]
for 1 ≤ i ≤ r. Take g = g1 g2 · · · gr. There exists an exponent α such that gα, which is a
nonzero element of K[t1, . . . , tm], belongs to (a, f). Thus (a, f)∩K[t1, . . . , tm] 6= (0). 2
Proposition 28. Let b be an ideal of R. Assume dim p = m and p∩K[t1, . . . , tm] = (0)
for every isolated prime ideal p of b. Assume moreover that for every f ∈ R which is a
zerodivisor in R/b we have (b, f) ∩K[t1, . . . , tm] = (0).
Then b has no imbedded associated prime ideal.
Proof. We assume b has an imbedded associated prime ideal p and seek a contradiction.
Then we have dim p < m hence p ∩K[t1, . . . , tm] 6= (0). Consider any nonzero polyno-
mial f ∈ p ∩ K[t1, . . . , tm]. By (Zariski and Samuel, 1958, Corollary 3 to Theorem 11,
page 214), f is a zerodivisor in R/b. On the one hand, (b, f) ∩ K[t1, . . . , tm] = (0) by
assumption. On the other hand, (b, f) contains f hence (b, f)∩K[t1, . . . , tm] 6= (0). This
contradiction proves the Proposition. 2
8.2.3. Earlier Works on Ideals Saturated by the Separants
It is the case of (Boulier et al., 1995, Lemma 2) i.e. Lazard’s Lemma, which is our
Theorem 15. The implicit assumption of the nonexistence of imbedded associated prime
ideals was pointed out for the first time by Morrison (1995), then published in Morrison
(1999). Many proofs were then published. See Schicho and Li (1995); Ollivier (1998)
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(Boulier et al., 2009, Theorem 2.1), (Boulier et al., 2006, Theorem 2.1) and (Hubert,
2003a, Theorem 7.5). All these proofs focus on the radicality property of the ideal defined
by the triangular set. A careful study of these proofs in order to find out if one of them
does not need the nonexistence of imbedded primes still needs to be carried out.
8.3. Originality of our Results
Our Theorem 11 establishes the nonexistence of imbedded associated prime ideals for
ideals saturated by the initials of A or by the separants of A, in a single proof. However,
the result in itself is not new. It was already published as (Boulier et al., 2006, Theorem
1.6). The first proof, applying to the case of the initials only seems to be (Hubert, 2003a,
Theorem 4.4). In the case of the separants, the first proof seems to be due to Morrison
(1995, 1999).
The statements of our Theorem 21 seem very close to statements of earlier papers. A
variant of this equivalence theorem is (Wang, 2000, Theorem 5.1). However, as we have
developed above: 1) some earlier proofs suffered from the implicit assumption covered by
Theorem 11 and deserve a more accurate presentation; 2) some statements which look
similar at first sight are actually different (e.g. an ideal may have an unmixed algebraic
variety without being unmixed).
Some of its implications are already known. The equivalence 1⇔ 3 appears in (Chen
et al., 2007, Theorem 1). An earlier version of this equivalence, stated in terms of proper
ascending chains appears in (Yang and Zhang, 1994, Corollary 4, page 150). The impli-
cation 1⇒ 4 is proved in (Chen et al., 2007, Lemma 4) in dimension zero and generalized
in (Boulier et al., 2011, Theorem 1). The implication 4⇒ 1 is proved in (Boulier et al.,
2011, Lemma 5). The other equivalences 1⇔ 2 and 1⇔ 5 seem to be new.
Propositions 23, 26 are new. Though Proposition 27 is not new, we provide its first
complete proof and analysis. All these results have interesting consequences in the dif-
ferential context, as we shall see in the next section.
9. Regular Differential Chains
Reference books are the ones of Ritt (1950) and Kolchin (1973).
Let R = K{U} be a differential polynomial ring where K is a differential field of
characteristic zero, U is a finite set of differential indeterminates uk, endowed with a
finite set of derivations. Let Θ denote the multiplicative monoid of derivation operators,
generated by the derivations and Θ∗ ⊂ Θ the set of proper derivation operators. Assume
the infinite set of derivatives ΘU is ordered w.r.t. a ranking (Kolchin, 1973, I, 8, page
75) so that, given any differential polynomial f ∈ R\K, its leading derivative ld f (called
leader by Kolchin), its initial and its separant ∂f/∂ ld f are well defined.
In the sequel, we will often have to consider sets of differential polynomials as particular
cases of sets of plain polynomials, in order to apply the results of the former sections.
By a triangular set of differential polynomials {p1, . . . , pn} we mean a set of differential
polynomials of R \ K having pairwise distinct leading derivatives. In order to apply
the results of the former sections and fit to their notations, we assume moreover that
ld p1 < ld p2 < · · · < ld pn. These leading derivatives then correspond to the variables
x1, x2, . . . , xn. In particular, the numbering of the x is imposed by the ranking. The other
derivatives occuring in the differential polynomials correspond to t1, . . . , tm.
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Consider again the example given in Section 1.2. The differential indeterminates are u
and v. The monoid Θ of derivation operators is generated by two derivations δx, δy,
interpreted as partial derivations with respect to two independent variables. More pre-
cisely, Θ = {δαx δβy | α, β ∈ N}. System sys is made of three differential polynomials
with leading derivatives ux < uxy < vxx. The ordering is imposed by the ranking defined
in R. Two other derivatives u, vy occur in the differential polynomials. In order to apply
the results of the former sections, one should rename x1, x2, x3 = ux, uxy, vxx and either
t1, t2 = u, vy, or t1, t2 = vy, u since the ordering between the t variables is irrelevant.
Observe also that the set of the t variables may be enlarged with derivatives which do
not occur at all in the differential polynomials.
This being understood, there is no ambiguity in a statement such as “the triangu-
lar set A of differential polynomials is a regular chain”. It suffices to apply the above
renaming and Definition 6. Similarly, if f is any differential polynomial, the differential
polynomial res(f,A) is well defined, by means of Definition 8.
A differential polynomial f is said to be partially reduced w.r.t. a differential polyno-
mial p /∈ K if f does not depend on any proper derivative of the leading derivative of p
(Kolchin, 1973, I, 9, page 77).
We are mostly concerned by a triangular set A of differential polynomials of R.
ThenR1 ⊂ R denotes the ring of the differential polynomials partially reduced w.r.t.A.
In the sequel, uppercase gothic letters denote differential ideals while lowercase ones
denote nondifferential ones. In particular, we denote A the differential ideal [A] :h∞ of R
where h denotes the product of the initials and separants of A. We denote a = sat (A)
the nondifferential ideal of R defined by A, viewed as a plain triangular set. We will
sometimes consider other triangular sets A′, A′′. Then a′ = sat (A′) and a′′ = sat (A′′).
Let A be a triangular set of pairwise partially reduced differential polynomials. In the
partial case, it may happen that there exists pairs {p1, p2} ∈ A whose leading deriva-
tives θ1u, θ2u are the derivatives of some common differential indeterminate u ∈ U . Con-
sider any such critical pair {p1, p2} ⊂ A. Let θ12 = lcm(θ1, θ2). Define the ∆-polynomial
generated by the critical pair as







By construction, we have either ∆(p1, p2) ∈ K or ld ∆(p1, p2) < θ12u. Moreover, we
obviously have ∆(p1, p2) ∈ a′ where A′ = {p ∈ ΘA | ld p ≤ θ12u}. Thus notice the strict
inequality in the next definition.
Definition 29. The critical pair {p1, p2} ⊂ A is said to be solved if ∆(p1, p2) ∈ a′ where
A′ = {p ∈ ΘA | ld p < θ12u}.
In the sequel, triangular sets are tacitly supposed to be nonempty.
Definition 30. A triangular set of pairwise partially reduced differential polynomials is
said to be coherent if all its critical pairs are solved.
Definition 31. A triangular set A of pairwise partially reduced differential polynomials
is said to be a regular differential chain if it is a coherent squarefree regular chain.
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The statements of most of the following Lemmas and Propositions may somewhat
look complicated because we often stress the existence of polynomial rings (usually de-
noted R′) in finitely many derivatives. This permits us to reduce problems to Nœtherian
rings hence to allow a sound use of classical commutative algebra theorems.
Lemma 32. Let A be a triangular set of pairwise partially reduced differential polyno-
mials and f ∈ R.
Then there exists a finite triangular subset A′ ⊂ ΘA and a finitely generated polynomial
ring R′ such that f ∈ R′, A′ ⊂ R′ and res(f,A′) ∈ R1 ∩R′.
Moreover, there exists a power product h of separants of A and a differential polyno-
mial q ∈ (A′) ⊂ a′ such that the following relation holds:
h f = res(f,A′) + q . (2)
Proof. Given any g ∈ R define
V (g) = {w ∈ ΘU | deg(g, w) > 0, ∃ θ ∈ Θ∗, p ∈ A, s.t. ld θp = w} .
We clearly have g /∈ R1 if and only if V (g) 6= ∅.
Consider the sequence of polynomials (rk) defined as follows and which terminates
whenever rk ∈ R1:
r0 = f , rk+1 = res(rk, θ p, v)
where v = maxV (rk) and θp is a proper derivative of any p ∈ A such that ld θp = v. The
above process eventually terminates because the sequence of the v is strictly decreasing
and rankings are well orderings (Kolchin, 1973, I, 8, page 75). Property (2) follows from
Lemma 3.
The set A′ can be defined as the set of all the θp involved in the above process. A
possible ring R′ is the polynomial ring in the finitely many derivatives occuring in A′
and f . 2
Remark The differential polynomial res(f,A′) mentioned in Lemma 32 is (possibly up
to the sign) the partial remainder of f by A as defined in (Kolchin, 1973, I, 9, page 77).
9.1. Results Which do not Require Coherence
The following Proposition is new.
Proposition 33. Let A be a squarefree regular chain of pairwise partially reduced dif-
ferential polynomials and A′ be any finite triangular subset of ΘA.
Then A′ is a squarefree regular chain and a′ is radical.
Proof. First observe that we do not assume that A ⊂ A′. Since the elements of A are
pairwise partially reduced, the set A ∪A′ is triangular.
Let f be any initial or separant of A′. Then f is either an initial or a separant of A
and res(f,A) 6= 0 by the implications 1 ⇒ 3,4 of Theorem 21 and the fact that A
is a squarefree regular chain. Since the elements of A are pairwise partially reduced, f
is partially reduced w.r.t. A and, by Lemma 1, there exists an exponent α such that
res(f,A ∪ A′) = res(f,A)α. Thus res(f,A ∪ A′) 6= 0. Thus A ∪ A′ is a regular chain by
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the implication 3 ⇒ 1 of Theorem 21. Moreover, by Definition 24 and the implication
1⇒ 4 of Theorem 21, the regular chain A ∪A′ is squarefree.
Thus A′ is a squarefree regular chain by Proposition 26 and a′ is radical by Proposi-
tion 25. 2
The following Proposition is new.
Proposition 34. Let A be a triangular set of pairwise partially reduced differential
polynomials. Assume that, for any f ∈ R we have
f is regular in R/A
m
for any triangular finite subset A′ ⊂ ΘA such that res(f,A′) ∈ R1, res(f,A′) 6= 0.
Then A is a regular differential chain.
Proof. There exists f and A′ such that res(f,A′) ∈ R1 and res(f,A′) 6= 0 (take f ∈ K).
Thus, using the assumption stated in the Proposition, there exists regular elements in
R/A. Thus A is proper.
The differential ideal A is saturated by the initials and separants of A. Thus these
initials and separants are regular in R/A. Since the elements of A are pairwise partially
reduced, so are their initials and separants. Thus, using the assumption stated in the
Proposition, for any initial or separant g of A, res(g,A) 6= 0. Thus A is a regular chain
by the implication 3⇒ 1 of Theorem 21. Moreover, by Definition 24 and the implication
1⇒ 4 of Theorem 21, the regular chain A is squarefree.
By Proposition 33, any finite triangular set A′ ⊂ ΘA is a squarefree regular chain of
its embedding ring R′ and a′ is radical.
By the implication 1 ⇒ 4 of Theorem 21, applied to A′, given any f ∈ R′, we have
f regular in R′/a′ if and only if res(f,A′) 6= 0. Thus, using the assumption stated in
the Proposition, given any f ∈ R′, we have f regular in R/A if and only if f is regular
in R′/a′. Extending the polynomial ring R′ if needed, f ∈ R′ is regular in R/A if and
only f is regular in R′/(A∩R′). Therefore, the ideals A∩R′ and a′ have the same set of
associated prime ideals whence have the same radical.
Since a′ is radical we have
√
A ∩R′ = a′. This property actually holds for any ring R′
such that A′ ⊂ R′.
Let us now consider the particular case of f = ∆(p1, p2) where {p1, p2} ⊂ A is a
critical pair. Denote ld p1 = θ1u, ld p2 = θ2u and θ12 = lcm(θ1, θ2). If f = 0 then the
critical pair is solved. If f 6= 0 then ld f < θ12u and A′ can be chosen so that its elements
only depend on derivatives less than or equal to ld f (Lemma 32). Since f ∈ A ∩ R′, by
the result established above, we have f ∈ a′ and the critical pair is solved.
Thus all critical pairs of A are solved, A is a coherent squarefree regular chain and
the Proposition is proved. 2
9.2. Results which Require Coherence
The following Proposition is an easy Corollary to Rosenfeld’s Lemma (Rosenfeld, 1959,
Lemma).
Proposition 35. Let A be a regular differential chain.
Then A ∩R1 = a.
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Proof. Since A is a coherent set of pairwise partially reduced differential polynomials,
Rosenfeld’s Lemma (Rosenfeld, 1959, Lemma) applies and we have A ∩ R1 = (A) : h∞
where h denotes the product of the initials and separants of A. Since A is a squarefree
regular chain (A) : h∞ = a. 2
The following Lemma is an easy generalization of Proposition 35.
Lemma 36. Let A be a regular differential chain and f ∈ R. Let A′ and R′ as in
Lemma 32. Assume moreover that A ⊂ A′.
Then A ∩R′ = a′.
Proof. The inclusion a′ ⊂ A ∩R′ is clear.
To prove the converse inclusion, let us consider some g0 ∈ A∩R′. By Lemma 32, there
exists a power product h of separants of A, a differential polynomial g1 ∈ R′ ∩R1 (take
g1 = res(g0, A
′ \A)) and a differential polynomial r ∈ a′ such that
h g0 = g1 + r . (3)
Since g0 ∈ A we have g1 ∈ A. By Proposition 35, g1 ∈ a. Thus g1 ∈ a∩R′. Since A ⊂ A′,
we have g1 ∈ a′. Using (3), we conclude that g0 ∈ a′ and the Lemma is proved. 2
9.3. An Equivalence Theorem for Regular Differential Chain
Theorem 37. Let A be a triangular set of differential polynomials pairwise partially
reduced. The following conditions are equivalent:
1 A is a regular differential chain;
2 A is coherent and, for each 1 ≤ ` ≤ n and each 1 ≤ k ≤ n we have res(i`, {pk, . . . , pn})
and res(s`, {pk, . . . , pn}) regular in R/a;
3 A is coherent and, for each 1 ≤ ` ≤ n we have res(i`, A) 6= 0 and res(s`, A) 6= 0;
4 for each f ∈ R,
f is regular in R/A
m
for any triangular finite subset A′ ⊂ ΘA such that res(f,A′) ∈ R1, res(f,A′) 6= 0.
Proof. The implication 1 ⇒ 2. Assume Condition 1 holds. A is coherent. The initials
of A are regular in R/a since a is saturated by them. Since A is a squarefree regular
chain, its separants are regular in R/a too by Definition 24. Thus by the implication
1⇒ 5 of Theorem 21 we see that Condition 2 of Theorem 37 holds.
The implication 2⇒ 3 is clear.
The implication 3⇒ 1. Assume Condition 3 holds. Then A is a regular chain by the
implication 3⇒ 1 of Theorem 21. By Definition 24 and the implication 1⇒ 4 of Theo-
rem 21, the regular chain A is squarefree. Since A is coherent, we see that Condition 1
of Theorem 37 holds.
The implication 4⇒ 1 is Proposition 34.
The implication 1 ⇒ 4. Assume Condition 1 holds. Then every set A′ considered in
Condition 4 is a squarefree regular chain by Proposition 33. By the implication 1 ⇒ 4
of Theorem 21 applied to any such A′, we see that f is regular in R′/a′ if and only if
res(f,A′) 6= 0, where R′ is any finitely generated polynomial ring containing f , A′ and
res(f,A′). Extending R′ if needed, f is regular in R/A if and only if f is regular in
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R′/(A∩R′). Assuming moreover A ⊂ A′ and using Lemma 36, we see that f is regular in
R/A if and only if res(f,A′) 6= 0. We have thus proved Condition 4 of Theorem 37 holds
provided that A ⊂ A′. This implies that the implication from bottom-up of Condition 4
holds in general. The top-down implication of Condition 4 follows from the fact that, if
A′ is a regular chain, res(f,A′) 6= 0 and A′′ ⊂ A′ then res(f,A′′) 6= 0 by Proposition 23.
Condition 4 of Theorem 37 thus holds. 2
The following Proposition is new.
Proposition 38. Let A be a regular differential chain and A′ be a coherent nonempty
subset of A.
Then A′ is a regular differential chain. Moreover, every f ∈ R which is regular in R/A
is regular in R′/A′.
Proof. By Proposition 26, the set A′ is a squarefree regular chain. Since it is coherent,
A′ is regular differential chain. The last statement follows from the implication 1⇒ 4 of
Theorem 37 applied to A and A′ and the fact that ΘA′ ⊂ ΘA. 2
10. Comparison with Earlier Works
There are much less works in the differential case than in the nondifferential one. In
particular, the regularity property of differential polynomials w.r.t. triangular systems of
differential polynomials was almost not studied.
The use of iterated resultants for studying systems of polynomial differential equations
is however not new. Examples can be found in the works of Bächler et al. (2012); Robertz
(2014).
The definition of regular differential chains was introduced by Li and Wang (1999)
and, independently, by Lemaire (2002).
In our Theorem 37, almost all equivalences are new. The implication 1 ⇒ 4 appears
in (Boulier et al., 2011, Theorem 3). Particularly interesting is the implication 4 ⇒ 1,
which applies to a differential system which is not assumed to be coherent.
The key Proposition 33, which is a consequence of our algebraic results as well as
Proposition 38 are new.
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