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Introdução 
Sabe-se que o problema de condução de calor numa barra fina com superficie 
lateral isolada pode ser apresentado na forma de Problema de Valores Inicial e de 
Fronteira (PV1F) pela Equação de Calor: 
{
u,=Ku.„0<x<L, t>0 
u(0,t)= u(L,t). 0, t > 0 
u(x,0)= f(x), 0 x 15_ L 
sendo u(x,t) a temperatura da barra de um ponto x no tempo t, K uma constante que 
depende de características térmicas da barra e f(x) a fi.inçd'o que descreve a 
distribuição inicial de temperatura. 
Esse problema foi solucionado ainda no 
 século XIX por Joseph Fourier, que 
aplicou o Método de Separação de Variáveis e encontrou uma solução na forma: 
.(x,t) 	 (n7rx E[cne 
n=1 	
n2- fr2Irt/L2 
 sen 
partir dai, vários aspectos matemáticos relacionados a esse problema foram 
estudados por diversos 
 matemáticos, como D'Lambert, Euler, Bernoulli, Lagrange e 
o próprio Fourier. 
De fato, a interpretação matemática do problema de condução de calor criou 
a necessidade do desenvolvimento de várias teorias, necessárias para a justificação 
matemática 
 desse problema, entre elas a Teoria das Séries de Fourier, Teoria de 
Integral de Riemann, Análise Funcional, entre outras. 
Por exemplo, para que uma função u(x,t) apresentada por (4) satisfaça a 
equação (1) é necessário que tanto a série como suas derivadas parciais respectivas 
convirjam uniformemente. 
Além disso, para a equação de calor (4) satisfazer a condição inicial (3), 
u(x,0)= f (x) = 
	 sen(-117"), 
2 
CO 
(4) 
3 
e, portanto, teremos que resolver o problema quando uma 
 função f (x) pode ser 
apresentada na forma dessa série, que se chama Série de Fourier. Para isso, 
precisaremos saber como calcular os coeficientes de Fourier c„, que tipo de 
convergência essa série tem, etc... 
Portanto, neste trabalho pretendemos estudar conceitos matemáticos que 
 são  
necessários para a resolução do PVIF para a Equação do Calor. 
A estrutura do trabalho é a seguinte: 
No Capitulo 1 apresentamos aspectos 
 básicos sobre a Teoria das Series de 
Fourier, incluindo o desenvolvimento dos seus coeficientes, apresentação do 
Teorema de Fourier, cálculo de Séries de Fourier de funções Pares e impares, entre 
outros assuntos. 
Já no Capitulo 2, apresentamos critérios de convergência, pontual e 
uniforme, da série de Fourier. 
Finalmente, no Capitulo 3, derivamos a Equação do Calor numa barra e 
discutimos condições de contorno que correspondem a diferentes condições fisicas. 
Então, usando o Método de Separação de Variáveis apresentamos uma 
solução para o PVIF para a Equação de Calor e demonstramos que, para uma classe 
particular de funções que descrevem a condição inicial, essa fórmula oferece uma 
solução clássica que satisfaz as condições iniciais e de fronteira. Depois, aplicando 
o principio máximo 
 para a Equação do Calor demonstramos a unicidade dessa 
solução e a dependência continua de dados iniciais do problema. 
Capitulo 1 
Séries de Fourier 
0 estudo das Séries de Fourier é fundamental para que possamos resolver o 
problema da condução de calor numa barra. 
Portanto, este capitulo será dedicado à um estudo detalhado sobre essas 
séries, desde a configuração dos seus coeficientes até o calculo de algumas 
estimativas para os Coeficientes de Fourier de funções deriváveis. 
 
1.1 FunOes Periódicas 
A fim de discutir as séries de Fourier, é necessário deduzir algumas 
propriedades das funções sen(--mrx) e cos(---n7x) onde n é um número inteiro L 
positivo. Uma delas é o caráter periódico de ambas. 
DEFINIÇÃO 1.1: Uma função é dita periódica de período T quando, para 
qualquer x , temos: 
f(x + T) f (x) 
Decorre imediatamente da definição que se T for um período de f, então, 
qualquer múltiplo inteiro de T é também um período de f 
0 menor valor positivo de T para o qual vale f(x + T)= f(x) é chamado 
Período Fundamental de f 
4 
EXEMPLO: Observe que, tanto f(x)-= sen(nx) como g(x). cos(nx), são funções 
periódicas de período T = 
5 
LEMA 1.1: Seja f :91 91 uma função periódica de período T e integrável em 
x+T 
qualquer intervalo.  Então, V x e 91, f (t)dt = f (t)dt 
0 
DEMONSTRAÇÃO: 
Pela propriedade aditiva da integral, temos que: 
f (Odt = f(t)dt f (Odt ondex.y5_z. 
Suponhamos que nT x (n +1)T . Então, 
nT _x5_(n+1)T5_x+T “n+2)T 
e, portanto, 
Observe, também, que: 
Logo, 
x+T 	 (n+1)T 	 x+T 
f f (t)dt = f(t)dt + f f(t)dt 
(n+1)T 
(n-f DT 	 (n+DT 
f f(t)dt = f(t)dt - f(t)dt 
	
nT 	 nT 
x+T [n+1)T 	 x 	 x+T 
f (t)dt = 	 f (t)dt - f f (Odd+ f (t)dt . 
nT 	 nT 	 0+1X 
Como f é periódica de período T, e, portanto, fix + T) = f(x). Então, 
fazendo t = t — T , temos: 
x+T 
f(t)dt = f(t +T)dt = f(t)dt. 
(n+1)T 	 nT 	 nT 
Logo, 
	
x+T 	 (n+1)T 
f(t)dt = f(t)dt. 
	
x 	 nT 
Mas, 
(n+1)T 
f f(t)dt = f(t)dt. 
	
nT 	 0 
Logo, 
x+T 
f(t)dt = f(t)dt, V X E 91. 
0 
Q.E.D 
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1.2 Convergência Uniforme 
Nesta seção, definiremos convergência pontual e uniforme, apresentaremos o 
teste de M. de Weirstrass, além de alguns teoremas e proposições que serão de 
grande valia no estudo das Séries de Fourier. 
CO 
DEFINIÇÃO 1.2: Uma série numérica Ea converge se a sucessão das reduzidas, 
n=1 
denominadas somas parciais, converge. 
1 EXEMPLO: A série E— converge se a >1 e diverge se a 5 1. 
n=1 na  
DEFINIÇÃO 1.3: Uma série Ea (x), onde an são funções reais definidas em um 
n=1 
subconjunto I de 91, convergirá pontualmente se, para cada xo e I fixado, a série 
CO 
numérica Ean (.,0 ) convergir, ou seja, dado e >  O , existe um inteiro N, que 
n=1 
depende de x 0 e de s tal que 1E.7...a1 (x0 )1<s, para todos n < m tais que n N. 
CO 
DEFINIÇÃO 1.4: Uma série Ea(x), onde a„ : 1—>91. são funções reais definidas 
 
n=1 
em um subconjunto I de 91, converge uniformemente para uma função 
 f,  
defmida em I se, dado c > O, existir um inteiro N, dependendo apenas de s, tal que 
para todos 	 N e para todos x e I. 
TEOREMA 1.1 (Critério de Cauchy da Convergência Uniforme): Uma série 
a, (x), onde a. :I--> 91 são funções reais definidas em um subconjunto I de 91, 
n=1 
convergirá uniformemente se, e somente se, did° c> 
 0, existir um inteiro N, 
dependendo apenas de c, tal que 1E7. ai (x) I <c, para todos rn>n..hl e para 
todos x / 
co 2 
AFIRMAÇÃO: A série E—x definida no intervalo [0,1] converge uniformemente. 
.„,2 
12=1 n 
De fato, 
7 
      
      
m 2 
E X .2 
j=n J 
 
X
2 	 X2 	 X2 
n2 (n+1)2 	 m 2 
  
1 	 1 	 ii 
+...+ 	 < 
n (n + »2 	 m 2 - 
 
= 
 
   
    
     
      
1 	 1 	 1 	 in 1 
	 =E—
,-2, V x [0,11 7? 	 + 	 j=n J 
Logo, 
m 2 
v-1 X 
Ld .2 
j=n 
ni 1 
. n i= J 2 
   
Como 
m i 1 	 1 	 1 	 1 	 1 	 1 	 1 
+...+ 	 = ± 	  .+..±_, 
,L,7= n2 + (n + 02 +1 ( nn n )(n +1 ) 
	
m 	 mm 
1) 
n) 
 
( 1 	 1 r 	 1 1 ) 
 = 
m 
1 	 <( 	 1 
± m(m -1) - n-1 - ',7 - n + 1j+ 
 ' . - ± (m - 1 
e, lim(- 1 1 —j =  0 , dado s >0, podemos determinar um inteiro N tal que 
"1 n.-"' n-1 m 
rn 1 para m> n?_ N 
.frn 
Na verificação de que a série do exemplo acima converge uniformemente, 
CO 
usamos o artificio de majorar a série de funções Eu(x) por uma série numérica 
n=1 
convergente. 
E essa idéia que esta por tits do chamado Teste de M de Weirstrass, que 
enunciaremos a se guir. 
CO 
Teste M. de Weirstrass: Seja Eu(x) uma série de funções u„ :1—> 91 definida em 
n=1. 
um sub-conjunto I de 91. Suponha que existam constantes M„ 	 tais que 
co 
lu„(x)I M„, para todo x el, e que a série numérica M„ conviij a. Então, a série 
n=1 
CO 
de funções )u(x) converge uniforme e absolutamente em I. 
n=1 
	
1 	 1  < 
n(n - 1) + (n +On +  ... 
	
=
1 	 1 
n -1 m 
8 
Observe que esse critério não só assegura a convergência uniforme da série, 
como também a sua convergência absoluta. 
Veremos, agora, alguns teoremas e proposições que serão de grande utilidade 
nas demonstrações que apresentaremos futuramente. 
TEOREMA 1.2: Suponha que V I seja uma  sequência de funções continuas em 
[a ,b] e que f}  convirja uniformemente no intervalo [a ,b] para uma função f.  
Então, f também é continua em [a,  b] . 
DEMONSTRAÇÃO: 
Para demonstrarmos que f é uma função continua em cada ponto x do 
intervalo [a, b], mostraremos que, dado 6 > 0 , existe 5>0 tal que se ihl < 8 , então, 
If(x + h) — f(x)l< 6 . 
Como V converge uniformemente no intervalo [a, 
 b] para uma função 
f (x), então, dado c>0, existe N tal que se n> N, então,  
V (X) fn (X)  < Vx E [a, b] 
Vamos fixar um no E N tal que no >  N.  
Como a função f (x) é continua em [a, 8], então, dado 6>0, existe 5 > 
no 
tal que para todo IhI < 5 
Portanto, se Ihl < 5 , temos: 
If (x + h) — f (x)I=If (x + h)— f no (x + h) + f no (x + h) — f no (x)+ fn. (x)— f(x)1= 
=If (x + li)— f no (x + h) +If no (x + h) — f no(x)1+1f no(x)— f(x)1<+ + = e. 
0 que mostra que f (x) é uma função continua. 
Q.E.D. 
9 
TEOREMA 1.3: Suponha que 
 frj  seja uma seqüência de funções que são 
integráveis em [a, b] e que tf 1 convirja uniformemente no intervalo [a , b] para uma 
função f que é integrável em [a , 8] Então: 
	 = lim f f 
	
a 	 a 
DEMONSTRAÇÃO: 
Seja s > 0 . Como tf. j  é uma seqüência que converge uniformemente no 
intervalo [a, b] , existe N> 0 tal que se n> N, então, 
(x) — f n (x)i < 
 E a) , VX E [a , bi 
Como tf } é uma seqüência de funções que são integráveis em [a , , temos: 
	
b 	 b qf (x)  _ px) Idx < i E _ea ... c(b — a)  i f(x)dx -1 f .(x)dx = i[f (x) - f . (x)]dx 	 = E, 
n 	 a (b - a) 	 (b - a) a 	 a 	 a 	 a 
b 	 b 
desde que seja verdade para todo s > 0 , segue que: r f (x) = lim r f (x) . 
n-->co ••• n 
a 	 a 
Q.E.D. 
TEOREMA 1.4: Suponha que 
 fJ  seja uma seqüência de funções que são 
diferenciáveis em [a, b] com derivadas integráveis 
	 e que tf convirja 
pontualmente para f. 
 Suponha, todavia, que 	 convirja uniformemente em 
[a , b] para uma função continua g. Então, f é diferenciável e f (x) = lim . (x)dx 
DEMONSTRAÇÃO: 
Ampliando o TEOREMA 1.3 para o intervalo [a ,b] , vemos que para cada 
X E [a,  b] temos f g(x)dx = um f' (x)dx ,já que V' converge uniformemente para 
n—>ao ••• 11 
a 
uma função continua g.  
Como iunJ f • .(x)cbc = lim[f . (x) - .(a)] e vni converge pontualmente 
a 
para f,  temos que limi f (x)cbc = f (x)- f(a)  ou J g(x)dx = f (x) - f (a) . 
a 
10 
Além disso, g é uma função continua, então, segue pelo Teorema 
Fundamental do Cálculo, que f' (x) = g(x) = um f (x)dx , para todo o intervalo 
[a, b] . 
Q.E.D. 
PROPOSIÇÃO 1.1: Suponhamos que as funções a(x) sejam continuas e que a 
série Ean (x)convirja uniformemente. Então, a soma da série a(x)= Ea(x) é 
n=1 
	 n=1 
também uma função continua. 
DEMONSTRAÇÃO: 
Como {an } é uma seqüência de funções continuas então 
S n (x)= a1 (x) + a2 (x) + a3 (x) + an (x) também é uma seqüência de funções 
CO 
continuas. Mas a(x). Ean (x). limS„(x), quer dizer a(x) é o limite uniforme da 
71-+= 
n=1 
seqüência S„(x) e, portanto, pelo TEOREMA 1.2, a(x) também é uma função 
continua. 
Q.E.D. 
PROPOSIÇÃO 1.2: Suponhamos que as funções an (x) sejam integráveis em um 
CO 
intervalo / e que a série Ea (x) convirja uniformemente. Então:  
n=1 
fE an (x)dx = f a n (x)dx 
n=1 	 n=1/ 
DEMONSTRAÇÃO: 
Notemos que 
a(x)= E a n (x) = lim[S .(x)] , 
n=1 
sendo 
Sn (x)= (x) + a2 (x)+ a3 (x)...+ an (x) . 
Além disso, as funções Sn (x) são integráveis no intervalo / e a seqüência 
S(x) converge uniformemente. Logo, pelo TEOREMA 1.3, temos que: 
f a(x)dx = lira f S n (x)dx =limf al (x)+ a2 (x)+ ...+ a n (x)]dx = 
lim[f ai (x)dv + f a2 (x)dx -F . 	 (x)dx] = 	 a„(x)dx 
1 1 	 1 	 n=1 
11 
Logo, f an (x)dx = Efan (x)dx 
n=1 	 n=1 
Q.E.D. 
PROPOSIÇÃO 1.3: Suponhamos que as funções an (x) definidas em um intervalo 
/ sejam continuamente deriváveis e que a série 
	 a' (x) das derivadas convirja 
n=1 
00 
uniformemente. Suponha ainda que, para um dado xo e I, a série Ean (x 0 ) convirja. 
n=1 
Então, 
d 
= 
n=1 
DEMONSTRAÇÃO: 
• Como cada função a1 + a2 + ...+ an 
 é diferenciável com derivadas 
a', +a1 2 +...+ a'n e a seqüência a'1 ,ai1 +a1 2 , ai l +a', +a'3 ,... converge uniformemente, 
então, segue, pelo TEOREMA 1.4, que: 
a' (x) = ---a (x) = lim[a'l (x) + a' 2 (x)+ ...a' n (x)] = Ea' .(x). 
cbc 	 n-).0 n=1 
d Logo, —E an (x) =Ea' n (x). 
d7C n=1 	 n=1 
Q.E.D. 
1.3 Cálculo de Coeficientes de Fourier 
Antes de iniciarmos o cálculo dos coeficientes de Fourier, recordaremos as 
definições de funções pares e impares: 
DEFINIÇÃO 1.5: Uma função f : 91 —> 91 é dita função par se f(x)= f(—x) , 
Vx e 91, o que significa que o gráfico da função f é simétrico com relação ao eixo 
das ordenadas. 
EXEMPLOS: 
f (x) = cos(—nnx ), n 
(ii) g(x) = x 2 . 
CO 
dic n=1  
d 
CO 
12 
DEFINIÇÃO 1.6: Uma função f : 91—> 91 é dita função impar se f(x) = -f(-x), 
VX E 91, o que significa que o gráfico da função f é simétrico com relação 
origem. 
EXEMPLOS: 
(1) f (x) sen("x  L) 11.1 ; 
(ii) g(x) = 315c . 
Seja f uma função 
 definida em 91 que pode ser expressada como: 
1 	 c° f (x) - ---a
° 
 +E a cos(--nr")+ b.senr ) Turc 
L 
Nesta seção responderemos a pergunta: 
Que expressões possuem os termos a„ 
 e b,, na função f? 
Para isso, vamos supor que a série convirja uniformemente. Assim, como 
conseqüência da PROPOSIÇÃO 1.1, temos que f é uma função continua e 
( periódica de período 2L, já que é esse o período de COS —11X e das demais funções 
L 
seno e co-seno que aparecem na série. 
Observe que: 
f (x) = -1 ao + 	 cot—mix) + sen(---)1 <=> 2 	 72=1. 
n71X 
2-L '= >
L11 
	
	
L [ 
f (x)dx = -ao dv + E a cos(!"-`)+ b„ sen( 
	 cbc <=> 
- 
_Ln=1 
Lr 
 1 
.(=> ff(x)dx =-a o f + Ea. cos( 771-2-"`-)+ 	 sen(--mix) dv <=> 2 
-L 	 -L 	 L 	 " 	 L 
L 	 L 	 L 
<=> f f (x)dx = 1 -ao dv + 	 cosi—')  + 	 sen( nRx j]dv. 2 
- L  -L n=1 	 L 	 L 
Então, pela PROPOSIÇÃO 1.2, temos que: 
	
- 	 L 1 	 L 	 L  f(x)dx = -ao dv + f[E cot—nl dx + f[ibn sen(---nidx <=> 2 4, 	 _4, 	 L 	 L 
_ 
1 L  nnx 
<=>f(x)dx -a o fcbc + Ea. Scos(Hcbc + 
" 
isen(11-7/3c )dx. 2 	 L 	 L 
-L 	 "" 
13 
Observe que, como se(x) é uma função impar, temos: 
L 2 selync) = O. 
	
Scos( n-1-1dx = —L [sen( 1- L) sell( 	 nIlL )]= — 
L 	 L 	 L 	 nit 
-L 
Além disso, como cos(x) é uma função PAR, temos que: 
sen(--mrldx = --L [cos(-1271- cos( - 	 [cos(nrc)- cos(mc)] =  O. 
mc 	 L 	 L 	 Inc 
Portanto: 
L 	 L 	 L 	 L 
f f(x)dx =la° f dx +ian 5cos(-71dx + ib„ isen(—nIldx <=> 2 	 n=1 	 L 	 n=i 	 L 
r <=> f f(x)dx = !ao    I dr <=> f f (x)dx = !ao 2  lL - (-L)]<=> 2 
L 	 1 L  <=> f f (x)dx = a oL <=> ao = --;.- f f (x)dx . 
Para obtermos os demais coeficientes, exploraremos a mesma idéia anterior e 
usaremos as relações de ortogonalidade abaixo: 
(i) 
) 
in 
f[co(—mrx
L
-L 
Li[c 
-L 
dx = 
cbc. 
dx .{ 
o, se n,m 
L se n = m, n,m  
0 se n # m, n,m 
L se n = m, 
0 se n # m, n,m 
1 
1 
)sen(-1727rx  
L
) 
f[sen(—muc jsen(--") 
) COSI L 7-nia) L 
DEMOSTRAÇÃO: 
(i) Utilizando as propriedades trigonométricas 
ir 	 / 
sen(A)cos(B) = -2 Lsen(A - B)+ sen(A + B)] e cos(Msenv1). 
1 
-2 sen(2A) 
teremos que: 
Se n # m, então-T. 
Lr 	 mcr 
ri 
II cosH-L jsen(—") dx = - 2 _ 	 L L 	 L L 1 
L rf se " - 	 +sen nutx + ma  dx = 
= —
2
1 
 l[sei(on  —,7)1 + sen( (n in)rxi dr. 
Como nós já mostramos, sett —brx jcbc=  O , Vk e N , portanto, temos que: 
-L 
—2 
 [
fsen(fri — m*jcix + Lisen( (n m»cjcbc] 
-L 	 -L 
Se n= m, então: 
-
JLr
LL 
 s(n7 
 )sen( L 
dx = lEsen(=2 )-dx = 0 . 
2 4, 	 L _ 
nivc)- 
Logo, 
4[  ( 
.f COS —7271x)senH"x ) dx = 0 , V n,m. 
--L 
(ii) Utilizando as propriedades trigonométrias 
/ 	 l ri 	 i N 1+ COS(224) 
COS( 4)CORB) — !CORA B)+cos(A+ B)] e cos2 kA)= 
2 	 2 
teremos que: 
Se n# m , então: 
n -LL 
f[cos ilcos(1-2-27)7dx= j2Pcos((n7)11dc+ co(( n+171  
-L 	 -L 
L 
Como cos(—kgx )dx= 0, V K e N, temos que: 
-L 
--1 1- cos( (n—in)ldx + Licos( (n in)lcbc]. 0 . 
2[L 	 L 	
-L 
Se n=m, então: 
.1. cot-- cos — mr_x) (717L7C) L. 
z 	 ) 
1 I chc 
2 
Logo, 
L 	 nycc co myrx - 	 L se n=m, n,m_l .1 j. cot L (—L ) 
=" 0 se n#m, n,m.l . 
(iii) Utilizando as propriedades trigonométricas 
lr 	 — 
sen(A)sen(B)= -
2
roskA - 	 cos(A + BA e sen2(A)- 1COSOA) 
2 
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teremos que: 
Se n# m, então: 
f[sen(--nnx )sen(ninx  
  
15 
.1" cos Vi m )1" jdx 
L  
icosr +m)ldri= o . 
L r f  
 
 
 
   
Se n=m, então:  
Lr 
 nlse ii  ri sen( 	 11() 
Logo, 
cbc = - [1- cosPnirc) dx 	 rcbc =  L.  1 fL 	 1 
[sen(-121 
-L 
  
dxL se n=m, n,m?.1 = 
0 se n#m, n,m?.1" 
  
  
  
Q.E.D. 
Finalmente, calcularemos os valores de coeficientes a11 e b„ que se chamam 
Coeficientes de Fourier da funcAo f( JO: 
Primeiramente, calcularemos o valor de a,, : 
1 	 nnx Multiplicando toda a função f (x)=-ao + E[a„ cos( —mix j+b„ sen(-1 por 
pi..1 
COS(H
fft7VC integrando no intervalo [-LJ,] e aplicando a PROPOSIÇÃO 1.2, 
teremos: 
cos(7
MITX 
	
	 1 	
mu 7 	 IC, (1 -c-jf (x). -2- ao 	 i[a„cos(--dcos(--j+b se 11- -rico n=1 
L 	 . 	 L 
rn 77X 	 1 	 f 	 iff rcc i cos(—)f(x)cix=-a o L COS( 	 dx + E a„ j[cos(-1271cos(—mirldx+ 
	
L 	 L 
-L 	 -L 
LI 	 MIX 	 P1 RX .  
< 
LI 
+ e.:.Hi b,, f sen(—dcos(—diax => 5 f (x)cos(-7)1dx=a,,,L 
; 
1 
	
„,=-I 	 11 [f (x)cos(-E-rl a 	 dx. 
L 
Observe que 
nnx Ec° a „ i[cosHCO 
-L 
isso decorre devido aos seguintes fatos: 
L 	 nnx  MTIX (M TCC)Fic = a„,L,pois f[ 
 
cos( )cos(— L 	 L 	 L 
-L cbc=I
L se n= m 
0  
e 
se n#m 
nvc  
,4 bn  sell(-dwg inxcïlcbc =0 , 
pois Lf[cos(n7") r 77 lay' 
L 	 se
n 
 C—L )cbc=°' 
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Calcularemos, agora, o valor de b.: 
c° 	 (nnx Multiplicando toda a fungdo f(x)=- 1  ao+E[a„cosL (—nz` j+b„ sen —
L
)1 por 
2 	 n=1 
 
( sen —rnax , integrando e aplicando a PROPOSIÇÃO 1.2, teremos: 
L 
	
772C 	 171 71JC 	 ma) (ma 	 (ma) (micic 
	
senH
L
jf (x)=-1 ao sen(—)+ E[an cos(— sen 	 sen —
L 
sen —
L
)] 
2 	 L 	 L 
L 	 L 	 (_  
f sen(-1"x f(x)dx = -1 ao fsen ---1777U +Ean f co —nrix sen —mnx dx + 
L 	 2 	 L 	 L 	 L 
-L 	 -L 	 n=1 -L 
. L [ (nfix 	 1. 	 In=  
+ Ebn f sen —
L
) sen("2—/dx <=> if (x)sen(—
L
)11.x=k.L 
	
n=1 -L 	 L 
L 
= 1 - j[f(x)sen(—midx . 
Observe que isso decorre 
,o 	 LI 	 mrx  
0 
dos 
pois 
seguintes 	 fatos: 
 
L 
f[cos(-117")sen(—max  
-L 	 L 	 L 
L 
a
0 
- 
dr 
- 
. 
 f sen 
= 0 
, 
que 
L 
e de Ea.! cos(—
L
jsen(—nly = , 
n=1 	 _ 	 L 
E b. $ i  sen(—taxi sen(—nricx )ichc = b.L , pois f[sen(—L sen — dr= L 	 L 	
nn:x) (ma) 	 {L se n=m 
L 	 0 se n*m . 
. 	 L 	 L 	 - 
n=1 -L 	 -L 
Logo, obtemos: 
L 
a 
_1  
.-- flf(x)cos(7)]chc , 	 e b. = -El [f(x)sen( n-1--11dx , 
Com isso, já podemos definir Série de Fourier de uma fimçd'of 
DEFINIÇÃO 1.7: Seja f(x) definida, integrável e absolutamente  integrável no 
intervalo [-L,L] e determinada fora desse intervalo por f(x+2L). f(x), isto 6, 
suponhamos que f (x) seja periódica e de período 2L. Defini-se a Série de Fourier 
de f(x) como: 
1
a + E[ - 	 an cosHma j + b. 	
L 
sen(— , onde os coeficientes de Fourier são: 
2 n=1 
= Lif(x)cosHnlicbc, n e b„ = -1 Li[f(x)sen(---nAldx , 
• 
a 
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1.4 Cálculo de Séries de Fourier 
Na seção anterior, nós associamos a cada função 
 f,  definida em 93. e 
periódica de período 2L, integrável e absolutamente integrável em [-L, L] , a sua 
série de Fourier. Uma pergunta natural que logo aparece é seguinte sell que a série 
de Fourier converge para esta mesma função f? 
0 exemplo a seguir mostra, que isto nem sempre é assim. 
EXEMPLO: 
Seja f uma função periódica de período 27r definida por: 
f (x) = 
{1, 0__:c<7t 
0, -7E5_x<0 
Vamos encontrar a série de Fourier 
1 	 cc f -
2
a 0 +E[an cos(n- rx )+ b „sen[---1 . 
n=1 	 L 
Antes de tudo, temos que calcular coeficientes de Fourier a0 , a „ e : 
(i) ao =? e a „ =? 
Como 
1 
a = - Lf[f (x)cos(=)1dx ; n , 
L 
temos: 
= iff (x)cos(0)]dx = 1[1f(x)dx +I f (x)dd= 1[0 +I dd= 1 =1 
7t 	 71 
e 
o 
= j[f (x)cos(7)1clx = 2-4f f (x)cos(rvc)chc + f f (x)cos(nx)chci= 
Como, 
b 	 f[f (x)sen(ldic ; 1, 
temos: 
b.= -1
—i[f(x)sen(n4dx = 
-111 f(x)sen(vc)cbc if(x)sen(nx)dd = 
, 	 0 
— 	 +Isen(nx)dici = 1 (cos(nx)') 
 = 
1 
— cosknzn 
Logo: 
f v ‘c° 	 cos(nleN  sen(ruix)] . 
—+ 2 n=1 
Observe que, para 
Se n=2k , 
bn
_[1—cos(2k)] 
 .o. 2kic 
Se n=2k+1, 
b = 11— cosK2k +1)7ED _ 	 2 „ „
n (2k +i) 	 pk-F1pr 
Então, a Série de Fourier sera: 
1{ 2  
senK2k + 0=1} . 2 k=o 
Notemos que, pela de finição, f(0)= 1, mas 
1 	 { 2  
—2 + kE=0 (2k + seng2k +1)7c 0]} = —2 
quer dizer 
f(x) 21 + g{(2k+1)7c senR2k +1)74 
para x = 0. 
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Veremos, agora, algumas condições suficientes para que uma função f(x) 
ser igual a sua Série de Fourier. 
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Antes, porém, vamos definir funções seccionalmente continuas e 
seccionalmente diferenciáveis: 
DEFINIÇÃO 1.8: Diz-se que uma função f (x) é seccionalmente continua em um 
intervalo I se: 
(i) o intervalo pode ser subdividido em um número finito de subintervalos, em cada 
um dos quais f (x) é continua, ou seja, dado a < b , existe a a, <a2 <a3 <..a 
	 , 
tais que f (x) é continua em cada intervalo aberto (a pa j+i) , j =1,2,...(n —1). 
(ii) os limites laterais de f(x) , quando x tende para os pontos extremos desses 
subintervalos são finitos, ou seja, existem os limites f(aj 0) = um f (x) e 
f(a —0). 
 um f(x) (neste caso se diz que a função f (x) tem descontinuidade da 
primeira espécie em ponto  ai ). 
Ou seja, uma função f(x) sera seccionalmente continua se ela tiver apenas 
um número finito de descontinuidades da primeira espécie em qualquer intervalo 
limitado. 
EXEMPLO: 
{1, sex>0 
Sejafuma função definida por: f (x) = 0, se x = O. 
-1, sex <0 
ftv 
20 
Observe que, no intervalo (- co,O) f é continua, assim como no intervalo 
(0,+oo), porém,f não é continua no intervalo (-1,1), por exemplo. Logo, f possui um 
ninnero finito de descontinuidades de primeira espécie neste intervalo limitado e, 
portanto, é uma função seccionalmente continua. 
CONTRA-EXEMPLO: 
1, se x 1 
Sejaf uma função definida por: f(x). —1 , se 	 1 , 	 , x <-1 n>1. 
n 	 kn +1) 	 n ' 
0, se x 0 
Observe que no intervalo (0,1) há um número infinito de descontinuidades. 
Logo, f não é uma função seccionalmente continua. 
DEFINIÇÃO 1.9: Uma função f: 91—> 91 é seccionalmente diferenciável se ela 
for seccionalmente continua e sua função derivada f' for também seccionalmente 
continua. 
EXEMPLO: 
Sejafuhia função periódica de período 2 defmida por: f (x) = Ix', para 
	 1. 
Usando a definição de f, temos que: 
{ 
, 	 x, x 0 
. f(x)=Ixl, -1 .,v 1 e, portanto, im = 
Observe que f  é uma função seccionalmente continua. 
Analisaremos, agora, a sua derivada: f  (x)-= 
1, x 0 
-1, x < 0 - 
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f' também é uma função seccionahnente continua, logo, f é seccionalmente 
diferenciável. 
CONTRA-EXEMPLO: 
Seja furna função periódica de período 2, defmida por f (x) = I1_ x 2 ,  se 
Pela definição, f (x) = 	 , -1 x 1. 
f é uma função seccionalmente continua, pois é continua em todo R.  
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Já a sua derivada, 
1 	 —x f (x) =  2(1—  
possui descontinuidade de 2a espécie, logo, f não 6 uma função 
seccionalmente diferenciável. 
Podemos enunciar, agora, o Teorema de Fourier: 
TEOREMA 1.5 (Teorema de Fourier): 	 Seja f: R —> R uma função 
seccionalmente diferenciável e de periodo 2L. Então, a série de Fourier da função 
f —1 ao +1[an cos(—nmc) + i,,  sen(-1171 2 	 n=1 
converge, em cada ponto x, para: 
[f (x 
 
+0) + f (x— 0)]. -1 ao +i a„co 	 +b„ sen 
L 	 L 	 • 
Portanto, voltando ao nosso primeiro exemplo, obtemos que, para a função f 
1 	 it 
que é periódica de período 24- definida por: f(x) = 	 0 < x < 0, ^7C.X<IV 
2 	 2 	 2 
e, portanto, a sua série de Fourier 
+ 	 ,2k + ly 2 ,  r  senK2k +1)4 2 .4 (  
toma o valor —1 no ponto x =0 o que se concorda perfeitamente com o resultado do 2 
TEOREMA 1.5. 
1.5 Séries de Fourier de Funções Pares e impares 
Nesta seção mostraremos que se pode tirar alguma vantagem do fato de uma 
função ser par ou impar e simplificar a tarefa de calcular seu desenvolvimento em 
Série de Fourier. 
Primeiramente, veremos algumas propriedades que são conseqüências 
imediatas das definições de funções pares e impares. 
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PROPOSIÇÃO 1.4: 
(i) A soma de duas funções pares é uma função par e a soma de duas funções 
impares é uma função impar. 
(ii) 0 produto de duas funções pares é uma função par. 
(iii) 0 produto de duas funções impares é uma função par. 
(iv) 0 produto de uma função par por uma função impar é uma função impar. 
DEMONSTRAÇÃO: 
(1) Sejam f: 91-> 91 e g: 91-> 91 funções pares. Então, (f + g)(x) 
= f(x)+ g(x) = f(-x)+ g(-x)= (f + g)(-x) . Logo, (f + g) : 91-> 91 é uma função par. 
Da mesma forma, sejam u : 91-> 91 e v: 91 -> 91 funções impares.  Então, (u + vXx)= 
u(x)+ v(x)= [-u(-x)] +[-v(-x)] = -[u(-_x)+ v(-x)] = -(u + v)(-x). Logo, a função 
(u+v): 91-> 91 é impar. 
(ii) Sejam f : 91 -> 91 e g : 91-> 91 funções pares. Então, (fgXx) = 
= f(x)g(x) f (-x)g(-x) = (fg)(-x). Logo, (fg): 91-> 91 é uma função par. 
(iii) Sejam u :91 -*91 e v: 91-> 91 funções impares. Então, (uv)(x) = 
= u(x)v(x) = [-u(-x)][-g(-x)] = -[u(-x)v(-x)]=-(uv)(-x) . Logo, (zrv) :91 -*91 é uma 
função impar. 
(iv) Sejam f : 91-> 91 uma função par e u : 91-> 91 uma função impar. Então,  
( fu)(x) = f (x)u(x) =  f(-x)[-u(-x)] = -[f (-x)u(-x)] = -(fu)(-x) . Logo, (fu) : 91-> 91 
é uma função impar. 
Q.E.D. 
PROPOSIÇÃO 1.5: 
(i) Seja f : 91 ->91 uma função par integrável em qualquer intervalo limitado. 
L 	 L 
Então, if .  = 2if 
-L 	 0 
(ii) Seja f : 91 -*91 uma função impar integrável em qualquer intervalo limitado. 
Então, if = 0 . 
-L 
DEMONSTRAÇÃO: 
(i) Seja f : 91 -*91 uma função par e integrável em qualquer intervalo limitado. 
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Então, 
f f(x)dx = .{ f(x)dx + f f(x)dx = - f f( x) cbc + f f(x)dx = .f f(- x)dx + 
+1 f (x)cbc = Lf f (x)dx + If (x)cbc = 21 f (x)dx. 
o 	 o 	 o 	 o 
(ii) Seja f :91 —> 91 uma função impar e integrável em qualquer intervalo limitado. 
Então, 
f (x)cbc = f (x)dx + f (x)dx = - f (- x)dx + f (x)dx =  -j f (x)cbc + f (x)dx = 
o 	 o 
	 o 
Q.E.D. 
Aplicaremos, agora, as proposições acima ao cálculo da Série de Fourier de 
Funções Pares e Funções Impares. 
AFIRMAÇÃO: Se f for uma função par, periódica e de período 2L, integrável e 
absolutamente integrável, então: 
De fato, 
PROPOSIÇÃO 
2 L  
a = — f (x)cos(--nfix 
L o 
como f (x) e cosHL 
1.4(ii), temos que 	 f(x)cos 
n 	 0 e 
Iva 
sao 
b. = 0, n 
funções 
é uma 
l. 
pares, 
função 
então, 
par e, 
pela 
pela 
) 
(ma) 
--- 
L 
PROPOSIÇÃO 1.5, temos que: a. = —1 SI. f(x)cos(—nroc` 
L 	 L y 
-L 
2 '  
dx= —J f(x)cosln d:c . Do L o 	 L y 
mesmo modo, como f (x) é uma função par e sen( 7-2E-c ) 
L 
pela PROPOSIÇÃO 1.4 (iv), f (x)sen(7) é uma 
PROPOSIÇÃO 1.5, temos que b. = -121 f (x) Sete fiX \dx = O. 
L 0 	 L ) 
função impar e, pela 
• 
a 
é uma função impar, então, 
AFIRMAÇÃO: Se f for uma função ÍMPAR, periódica e de período 2L, 
integrável e absolutamente  integrável, então: 
L 
a „ = 0, 	 e b,, = ff(x) sen( 	 dx, n?.1. 
L 	 L y 
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A demonstração dessa afirmação é análoga à anterior. 
EXEMPLO: 
Considere a função f(x)= 2x, — yr _x<7 r , periódica de período 2't. 
Como f é uma função ÍMPAR, periódica e absolutamente integrável, 
n 
an =0 e b = —2 
 Jr
f(x)sen( 	 , 
n 	 o 	 L j 
ou seja, 
k=-2 12x sen(rvc)cbc 
7r .1 
Fazendo y = nx , temos 
4 7 y 
	 4 int 
sen(y)iy = 	 ysen(y)dy 
,t o n 	 ltn o 
Integrando por partes, temos: 
f y sen(y)dy = — y cos(y)I7 + f cos(y)dy = —(nr) cos(mr) + sen(y)r = —(n7r)cos(nyr) 
o 
4 Entd'o, b =—(—mt)cos(mt)=-4 cos(nic) e, portanto 
irn2 
4+ 
=(-1)"'.  
Logo, a série de Fourier é dada por: f 	 [--4  (-1r1  se --)], ou seja, 
n 
f 4±1-(-1)n+1 sen(nxi 
L 
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1.6 Integração de Séries de Fourier 
{f :91—>91 
f (x) = 
	 E[an  cos fix + b n sen —
L 2 	 n=1 	
71 
a qual se sup& convergir uniformemente. 
Usando a PROPOSIÇÃO 1.2, temos: 
f (x)dx = f tit dx + a [an cos M + bn sen(7) cbc .(=> 
<=> ff(x)dx = rs-dv + t[f an  cos i 
	 + f b„ sen(7)dx]. 
2 	 n=1 
Nesta seção, mostraremos que: 
i f (x)dx = f a cbc + i[f an cos?.} /ac + f b„ sen(n-2--ricbc1, 2 	 n-4 	 L 	 L 
mesmo quando a série de Fourier não convergir uniformemente para f. 
Seja uma função f :91—> 91 periódica de período 2L e seccionalmente 
continua. Definimos a função F:  --> 91 pela expressão F(x) = f f(t) 
 
2 
Pelo Teorema Fundamental do Calculo temos que F' (x) existe em todos os 
pontos x onde f é continua e, além disso, F'(x) = f(x) nesses pontos. Assim, 
F' (x) é seccionalmente continua. F também é periódica de período 2L. 
Então, pelo LEMA 1.1 e pelo Teorema Fundamental do Cálculo, temos: 
x+2L 	 x+2L 
F ± 2 L) F (x) = (f (t) — a}lt — 	 (t) — 6A)lt =(t) — 
	 = 	 (t) — Nick = 2 	 2 	 2 	 2 
L a 	 L a 	 [L f (odt f odt _o_ ch + x-% j an cos( 	 t + bn sen --mct t 	 t = 
_L 2 	 L 2 	 2 
-L 
L ao „ [ L 	 L 	 L , 
mct 	 mct} i ] L ao 
= --at +  
	
_L 2 	 _L 2 	 2 
-L 2 	 n=1 	 -L 	 -L 
Seja f uma função definida por: 
Logo, F é continua, possui derivada F'  continua por partes e é periódica de 
período 2L. 
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Então, pelo Teorema de Fourier, temos: 
F(x). —A0 + ±(A„ cos(—nnx) + Bn  se ni))rx 
onde os coeficientes de Fourier A n e B„ são dados por: 
/ 	 1 L  An = 1 - F(x)cos(ma\dx , 	 e Bn = -
L 
IF(x)sen( nicc ndx, n 
Integrando por partes, temos: 
= LrF(x)cos( 1-22-a-\ dx = [F(x)sen(!--1-5-c ) L 	 L 	 L 	 L ng 
L 
ngx)
g 
L 
- F' (x)sen(— —dri= 
-L -L 	 L n  
L 1 L 	 ngx L 
_ IL [F(L)sen(ng)--- + F (-L)sen(ng)—nz 1- 7, iLf (x)senH-
L j—ng dx = n 
L[
i t f (x)sen(—ngx )dx] =-- L k. L 	 L 	 n 
-L Logo, A„ = 	 n > 1. 
1111. 
Fazendo o mesmo para Bn, temos: 
L 	 L 1 	 nax) L 
=-
L 
F (x)sen( n7c° = -1 [F (x) cosE—mx)  L 
 + f F' (x) cot— —cbc]=
1. L , L 	 L n 	 L ng -L 	 -L 
= 1[F(L)cos(ng) L - F (-L)cos(-na-) -L' 1+ [-1-1 1 f (x) cos( /-2217-1dd = L 	 ng 	 na- mi. L _L 	 L 
1 r 
	 i L 
= 	 LF(L)cos(ng)- F(-L) cos(-na-)i+ — an . 
n a- na- 
Como cos(x) é uma função par, e, portanto, 
 cos(n) = cos(-n7r) , e, como 
F(L) = F(-L) , temos: 
B„ =—L an , n 
rig 
Para calcular o coeficiente Ao, fazemos x=0 em: 
F( x) = A+ i[An cos(----127") + Bn sen[-1  2 ," 	 L 	 L 
e obtemos a seguinte expressão: 
 
F(0). + i[An coo)+ sen(0)] <=:, F(0) = -A-14 A,, 
X 
Observe que, como: F(x) = I( f (t) — -dt, F(0) =  ø, então: 2 
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+ E A = O <z> Ao = 	 A, 
> A o _2L 
7C n=1 72 
Então, 
2L 	 ,, 
--± 
U 	 b„ cos 27c 	 n n=1 
 L Inc 
L b„ L 	 f avc) 
=—E--F—E cos — 
TC n=1 n 	 n 	 L ) 
<=>A0  
?„.1 Tnt 
n 	'ic + sen —rna = 
L 
a n(n7rx 
	
Como, F (x) = f(f (t)— `-')bdt = f (t)dt — 	 = f (t)dt — -x, temos: 2 	 2 	 2 
a 	 a 
o 	 o 	 o 	 o 
o 	 2
Rx) a 
sen n n 	 nfix COS - 
	
Jr11-  n=1 n 	 n=i n 	 L 	 n 
Assim, demonstramos o teorema a seguir: 
TEOREMA 1.6: Seja f :91–>91 uma função periódica de período 2L e 
	
seccionalmente continua e seja 5-2-+ ±[an 
 cosi 	 b 	 L n sen ix )] sua série de 2 n=, 	 L  
Fourier, então: 
(i) a série pode ser integrada termo a termo e o valor da serie integrada é a integral 
de f : 
f (x)dx= 	 dx + [an cos(Lfildx + hn sen(=)civi ; 2 	 .4 	 L 	 a 	 L a 	 a 	 a 
(ii) a função F(x)= 1(1(0 — - ) -a )dt é periódica de período 2L, continua, tem 2 o 
derivada F' seccionalmente continua e é representada por sua serie de Fourier: 
x aoldt .__ 1, _ c± b„ +Li,' [—b„ s( 
co —mrx +&sen (mix 
 2 	 Tr it=1 n 7C Ltn= 	 n 	 L 	 n 	 L o 
L b1 L 
e —E—L, .—f F(x)dr.
n 2L 
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OBS.: Para as aplicações, o teorema acima toma a forma prática seguinte: 
Se 
a 	 nyrc f (x) 	 + a 
 
cos E( n (H+ b,, se _T , 
L 	 n=1 
então, 
F (x) = f (f (t) — 
	
1  	L   [—   b 
=   f F (x)dx   +   _E   ,-cos(-72771+ 
2, 2L  	n  	LL) 
	 L IT   n=1  	
—Laisen 
EXEMPLO: 
Seja f :91 91 uma função periódica de período 2L definida por f (x) = x, 
para 
(1) Cálculo da série de Fourier: 
L  
Como f (x)= x é uma função ÍMPAR, ou seja, f (x) = 
— f (— x) , periódica de 
2 L  período 2L e absolutamente integrável, então: ar,=0 e b„ = —f f(x)sen( ma\ dx • 
L 
Ou seja, 
2 L 	 ( nroc 
arc-0 e b„ = --fxsen 	 cbc 
L o 	 L 
 
n ;cc)
, temos: Fazendo y = 
 
2L bn = —2 7 l, 
—
y
sen(y) 	 dy 	 ysen(y)dy 
L ng 
	 ng 	 ng 0 
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Integrando por partes: 
flit 
hir ysen(y)dy = - y cos(yr + cos(y)dy -(na)cos(na) + sen(y)I 0 = -na cos(na) 
2L r Logo, b„ = 2 2 I. nacos(na)]=  
n 
Portanto, a série de Fourier de f (x) sera: 
2L f(x) E [—(-1)n+1 sen(—n 
n 
(2) Aplicação do Teorema sobre a Integração de Séries de Fourier: 
a Pelo TEOREMA 1.6, se f ( x) 	 1 + E(a „ cos( rx.--) L + b senM então, 2 n= 	 " 	 L 
2 ( 	 a 0 	 1 L  F(x) = f (0- —
2
jcit = —2L IF(x)dx + °±[-- -'-cot-n-L-ric)+ a 'sen(7-L-1; -11 . a 	 n 	 Ln 	 L 
Calculando o primeiro membro da igualdade: 
F (x) = f(f (t) - }it = tdt 
jX 
= 
2 
2 	 2 0 2 o 
Calculando o segundo membro da igualdade: 
1 it F( wir _ 1 Ix' .11. 	 L2 e 
2L 	 2L 2 - 4L 3 I 	 6 
L = — 	 - 1 2L (_ 1)11+1 cos(L5-c = 
,rjLn 
	
Ln 	 L 	 n n 
2L2 ±[(-1)n11 s(7rX 
= 	 CO —1 
ir2 ,,4 n2 	 L 
Então, 
2 	 .2 X 	 2L2 	 n7IX ] [(-1)" 
—2 = —6 + E —n2 cos(—) I.  
n=1 
L )dx= 
ngx` 
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1.7 Estimativas dos Coeficientes de Fourier 
Mostraremos, agora, algumas estimativas dos coeficientes de Fourier de uma 
funçãof, obtidas a partir de hipóteses sobre a deri-vabilidade dessa função. 
Primeiramente vamos supor que f seja periódica de período 2L, integrável e 
absolutamente integrável, então, podemos obter: 
lanI = 	 f(x)cos(—rillíN olx -_-1 1if(x)Idx e lb I = —1 If(x)sen("rx ‘chc 1- 11f( x)111' , 
Fazendo M = 	 (x)icbc ,temos que 	 M e IN M , \-11 n. 
L 
Suponhamos, agora, que f seja periódica de período 2L, derivável, e tal que a 
derivadaf seja integrável e absolutamente  integrável. 
 
Então, aplicando a fórmula de integração por partes ,para n 
L 	 L 
La = f (x)cos(—ma\cbc = f (x)—( nifxsen —
L
) - —L sen 
L 
L  
n --L 	
-L -L na- 
=[f (L)—sen(ng)- f(-L)—L sen(- 	 f 	 sen( 
ng 	 n 
L 
-L 
L L  
= — — 
 If (x)sen(MIX nr 
Ou seja, 
	
L 	 ( 	 dx 	
,
n7CC\ 
a„= 
1 
 f' (x)sen 
	
ng 	 L 
então: 
1 L  
Ian' 	 fir (x)lcbc- nz 
-L 
De modo análogo, temos: 
L 	 ,..,,\ 	 L 	 L L (mrc Lb„ = i f(x)sen(= cb: = -f(x)—cos --) +—L Scos(-7111x )fi(x)dx= 
L , 	 ng 	 L 	 ng 	 L 
-L 	
-L 	 -L 
r, 	 1 L L  -L 
= 
ng
u (L)cos(ng)- f (-L)cos(- nn -)j+ — f f (x)cos(—nnx )dx. 
ng 	 L 
-L 
-L 
onde utilizamos o fato de que as funções sen(x) e cos(x) são limitadas em valor 
absoluto por 1. 
L 	 L 	 L 	 L 	 L 	 L 
?_ 1 obteremos 
(
—
nxx )f'(x)dx= 
dx. 
L 
• 
32 
Como! é uma função periódica, F(L)= F(-L) e, portanto: 
= 	 Li fi(x)cos( 1.1 -1dx. 
na 
-L 
Então, tomando valores absolutos: 
, L 
flf(x)Idx. 
na- 
1 Lr Fazendo M =—(x)idx, temos que existe Mtal que: 
la 	 e ib1 
M 
„ 
n 	 n 
Finalmente, suponhamos f seja periódica de período 2L, com l a derivada 
continua, e 2a derivada integrável e absolutamente 
 integrável. 
 
Poderemos melhorar as estimativas anteriores, fazendo: 
1 Lr 	 (mu \ 	 L L Lr 
	
14= --nic i f'(x)sen 
	 dx = - -L[f'(x)cos( majd _ .,, , (x)cos(=)-L" cid L , 
	 nit 	 L nit 
-L -L 	 L nit -L 
= --
me
Kf'(L)cos(nt) 1"-- f (-L)cos(- inc))- Li f" (x)cos(=)L" dx = 
nit 	
-L 	 L nit 1 
nitx\ 
= 2 2 f f "(X)COS(-
1, jdx. n 	 _L  
L 	 nax Ou seja, a„ = 
n2 71. 2 f"(x)cos( 
	
(fr. 
	
-L 	 L) 
Tomando valores absolutos, temos: 
L rlf" la -7--  2 l n a- _L  
De modo análogo, obtemos: • a 
lb n i  
n 	 _L  
L L Portanto, existe 	 fif"(x)idx, tal que: 
-L 
M 	 ivr 
I 17f - -1-7T e ibn i 	 , 
Capitulo 2 
Convergência das Séries de Fourier 
No capitulo anterior vimos que, dada uma função f: 91 —* 91 periódica e de 
período 2L, caso esta função seja integrável e absolutamente integrável num 
intervalo de comprimento 2L, podemos obter seus coeficientes de Fourier e, 
consequentemente, escrever sua Série de Fourier. 
Entretanto, a série de Fourier de uma função qualquer nem sempre converge, 
e mesmo quando converge, o valor da soma da série de Fourier pode ser bem 
diferente da 
 própria função. 
Neste capitulo, estudaremos a convergência, tanto pontual como uniforme, 
da série de Fourier dessa funçã'of.  
2.1 Integral de Riemann 
Antes de iniciarmos nosso estudo sobre a convergência das séries de Fourier, 
relembraremos um pouco sobre a Integral de Riemann. 
Para isso, precisaremos relembrar, também, de algumas defini93es já 
estudadas: 
DEFINIÇÃO 2.1: Seja C um corpo ordenado. Dado um subconjunto não-vazio A 
de C, 
(i) diz-se que c é uma cota superior de A se x C,VX E A;  
(i i) diz-se que b é uma cota inferior de A se x b, VX E A.  
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DEFINIÇÃO 2.2: Dado um subconjunto A de C, dizemos que sEC é o supremo 
de A se s é a menor das cotas superiores de A.  
34 
DEFINIÇÃO 2.3: Dado um subconjunto A de C dizemos que iEC do ínfimo de 
A se i é a maior das cotas inferiores de A.  
Considere, agora, as fiinções f :[a,b]--* , onde f é uma função limitada. 
Chamamos de P uma partição do intervalo [a,b] se P é um conjunto finito 
da forma: 
p= 	 , 
onde 
a=x<x<x «x <x=b o 	 1 	 2 	 ' - • 	 n-1 	 n 	 • 
Ao considerar a área A= {(x, y)e 91 2 ;a xb,0 y f(x)) formada pelos 
pontos do plano compreendidos entre o eixo das abcissas, o gráfico de f e as retas 
verticais x= a e x=b, podemos, por simplicidade, restringir nossa atenção a 
polígonos retangulares, que são reuniões de retângulos justapostos cujos lados são 
paralelos aos eixos x= O e y= O. 
Mais particularmente ainda, se A for determinado por uma função não-
negativa, basta considerarmos polígonos retangulares formados por retângulos cujas 
bases inferiores estão sobre o eixo das abcissas e cujas bases superiores tocam o 
gráfico da função. 
Como f é uma função limitada em [a,b], f é limitada superiormente e 
inferiormente, então, existem números m, M tais que 7 25. f(x)M, V XE [a ,b] . 
Dada uma partição P definida por [x,,xi+1] , indicaremos com m, o ínfimo e 
com M, o supremo dos valores de f nesse intervalo. 
Indicaremos, ainda, r, como a integral inferior de f no intervalo [x1 , x,] e 
R, como a integral superior de f no intervalo [x1 ,x1+1]. 
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Então, 
 
ri =(x,÷1 --. On; e Ri 	 x1 )M1 . 
A partir disso, definimos a Soma Superior de f relativa a P como: 
15(f, = En-1 [Mi • (Ci„ - xi )]. 
i=0 
Da mesma forma, definimos a Soma Inferior de f relativa a P Como: 
n- 
s(f , 	
1 	
JO]. 
i=0 
PROPRIEDADE: Se uma partição P* 6 um refinamento de uma partição P,  
então: 
4f; P) .. s(f; 13*) e S(f; P) S(f;P*). 
DEMONSTRAÇÃO: 
Seja P* = Pu (x* ), onde x,0 <x  < x,0+1 , para io fixo. 
A área correspondente ao retângulo inferior no intervalo [x1. ,xio+16: 
r4 =(x,0 _,1
- x,o )inf fir 
vet 
Consideremos, agora, o intervalo [,o ,xio,] como soma dos intervalos [x,0 ,x1 
e x ,x,0+1 1 , ja que x, < x < 
Então, teremos: 
r,: = [(x - )inf 
	 xlinf 	 j] . 
Como [x,0 , x e [x ,x,. +1 ] são sub-intervalos pertencentes ao intervalo 
[xf. ,x,0+1 1, o ínfimo da função nesses intervalos não poderá ser menor que o ínfimo 
da função do intervalo ao qual eles pertencem. 
Logo, r,." rio . 
Por outro lado, a área correspondente ao polígono retangular superior no 
intervalo [x,i, , x10+1 1 6: 
Rio = 	 )sup 
36 
Então, pelo mesmo processo, teremos: 
Rio * = [(x* — 
 )sup 
	 x')sup fly i] e, da mesma forma, os 
supremos da função nos intervalos [xio ,x*j e [x*,xio+ii não poderão ser maiores que 
o supremo da função em [xio ,xio+I } e, portanto: Rio * R,0 . 
Dai, concluímos que: 
s(f ;P). s(f;P*) e S(f ; 	 SV; 
Q.E.D. 
Observe também que s(f;P) S(f ;P), já que m, 	 Vi. 
;6i partir dessas afirmações, podemos concluir que: 
s( f ;13)..s(f;P* ).3(f;P* )_ S(f;P) . 
Ou seja: 
(b — a)irif 
 f  kb, s( f;p) 	 s(f;ps). s(f;p)-. (b — a)sup 
Defmiremos, agora, a Integral Inferior j. f(x)dx e a Integral Superior 
f (x)dx de uma função limitada f[a,b]—> n , pondo: 
a 
f(x)dx = sup s(f P) e f f (x)dx = ml S(f ; P) . 
-a 	 a 
Observe que, o supremo e o ínfimo 
 são tomados relativamente a todas as 
partições P do intervalo [a,M. 
Definiremos, agora, funções Riemann-Integraveis: 
DEFINIÇÃO 2.4: Dizemos que uma função limitada f[a,b]--->91 é Riemann-
Integrivel se: 
ff (x)dx = f f (x)dx 
-a 
	
a 
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Este valor comum é chamado a integral de f e é indicado como: if (x)cbc 
a 
ou, simplesmente, 5. 
 
a 
-8 
Quando f(x) 0 para todo x E [a ,b] as integrais f f (x)dx = f(x)dx resultam 
- a 	 a 
de tentar medir a Area do conjunto plano A ={(x,y)e 912 ; a x b, 0 	 f(x)} , 
limitado pelo gráfico de f pelo segmento [a ,b] do eixo das abscissas e pelas retas 
verticais x = a ex=b. 
Então, em f f(x)cbc usamos Areas de polígonos contidos em A como 
a 
-b 
aproximações (por falta) da Area de A, enquanto em I f(x)cbc tomamos polígonos 
 
a 
que contém A, isto 6, aproximações por excesso. 
Logo, podemos dizer que if(x)dx é a "área interna" do conjunto A, e que 
-a 
b 
f(x)dx é sua "Area externa". 
a 
A afirmação de quef seja integrável significa que as aproximações por falta 
e por excesso para a área A conduzem ao mesmo resultado, isto 6, que o conjunto A 
possui, de fato, uma área, igual a ff(x)dx. 
a 
Vejamos, agora, um exemplo de uma função que não é Riemann-Integrável: 
 
EXEMPLO: 
Seja f : [0 ,1] --> 91, defmida por f (x) = {1 se xeQr)[0 ,1] 
0 se xoQn[0,1) 
Calculando as somas Inferior e Superior de f relativa a P, temos: 
n=1 
S(f = 	 = 0 e 
	
1(11 L 
	 fry-y-lo 
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11=1 
S(f; P) = E(x,+, — x,)1. (x1 — .xo )±(x2 —.x.,)±(x3 — x2 )+...+( vx„ —x.4)= 
-1 
Logo, f(x)dic =1 e if (x)cbc -= 0 e, portanto,f não é uma função integrável. 
-0 
2.2 Classes das funções consideradas 
Como já vimos anteriormente, para que possamos expressar uma função 
f: ¶IR —> 91 como uma série de Fourier, f  deverá ser, necessariamente, uma função: 
(i) periódica de período 2L;  
(ii) integrável e; 
(iii) absolutamente integrável no intervalo [- 
 L , L]. 
Usaremos, agora, com o intuito de explicarmos melhor a afirmação acima, a 
Integral de Riemann. 
Consideremos funções f ,b]—> R definidas em um intervalo limitado 
[a,b]. 
Neste caso: 
(i) se f for limitada, f  será integrável se o supremo das somas inferiores 
é igual ao ínfimo das somas superiores; 
(ii) se f não for limitada, f sera integrável se o intervalo [a,b] puder ser 
decomposto em um número finito de intervalos .11 ,12 , 	 com =[ak ,bk ], tais 
que, para todos 5> 0 e 8'.?_ 0,1  é limitada e integrável em [ak  + S,bk — g'] e existem 
os limites: 
bk 	 bk -6' 
f (x)dx = urn f(x)dx 
cur ->0 
ah ak +8 
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Além disso, a Integral Imprópria de f sera: 
n bk 
f (x)dx = E f(x)dx. 
a 	 k=l ak 
Observe, também, que f serd absolutamente integrável se o valor absoluto 
for integrável no sentido (i) ou (ii) relacionados acima. 
Também vale a pena observar que: 
(i) Se f for integrável e limitada, então, f  será absolutamente integrável.  
(ii) Se f não for limitada, a integrabilidade de f não implica em sua 
integrabilidade absoluta. 
NOTAÇÃO: Seja f :[a,b]4  R, f = <=> f e VI forem integráveis. 
TEOREMA 2.1: Seja f :[a,b1-> 91 uma função . Então, dado s > O , existe uma 
	
função continua w:[a, b]--> 91 tal que flf(x)- tv(x)Idx 
 < e e vii(a) = 	 O .  
a 
DEMONSTRAÇÃO: 
Primeiramente, suponhamos que f seja uma função limitada e integrável,  
então, dado s > 0 , existe uma partição  a=  x0 <x1 < < xk = b tal que 
f f (X)C1X — ± MÁXi — 
a 	 i=1 
onde 
m = inftf(x). 	 < X _ < Xi). 1 
Designemos g(x) como a função definida por g(x) = m, para x 1 x 	 . 
k 
Deste modo, podemos representar Eimxi - x11) como g(x)dx 
a 
Logo, 
1 f(x)dx- tmj (x, - x )< <:=> fb f (x)dx g(x)d.x < 	 <4. 111 [f (x)- g(x)]cbc < . 
a 	 a 	 a 
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Suponhamos, agora, que a partição tenha quatro pontos e o gráfico de x(x) 
seja o da figura abaixo: 
Observe que x(x) não é continua. Queremos que ela seja continua, então 
substituiremos os "retângulos" por "trapézios", cujos lados inclinados tam 
inclinação n. Então, para cada n, consideremos a função v„ assim obtida: 
Vamos calcular, então, a área de um trapézio de base (xj - 	 e altura mj : 
2nzi 	 2m int ., 
A= (B +b)  h= (xj - x j_j )+(xj -xj_i)-- 	 = 2(x - 	 —= 
2 	 tg(n) 2 	 tg(n) 2 
2 	 2 {2[(xi - xj_1 )tg(n)-mj }}m i m
(
i
n)
. 
.(xj -xj4 )mj - 	 A.(x j -xj_1 )mj 
tg(n) 	 2 	 tg(n) 	 tg  
, Observe que: 
k 	 b k 
X(X)d X = Ekxj - xj_z )ni e v „(x)dx =E (x• - x J-1  • )m• m i
2 
j
a 	 Jr=1 	 a 	 tg(n) 
e, portanto: 
k 	 2 
- 
, 
a 	 tgkn) 
Então, teremos: 
1 1X(X)— W 
a 
2 / 
/tg(r0' 
Como toda função continua é limitada, seja M> 0 tal que 
(x)I M, /x  e[a , b] , então: 
1 LZ(x) - Va(x)]dx k 42 tg(n) a 
Portanto, existe n tal que Ex(x)- 4,„(x)Icbc < 	 basta fazer k s tg(n) 2 /v12 
a 
Com isso, obtemos o seguinte resultado: 
f If 	 Wn (x)dx = il[f(x) - X(x)1+ [X(x) -  W„(x)idx < 
a 	 a 
If(X)- 
	 IX(X)— 	 + = e. 22 a 	 a 
Portanto, dado s>  0, existe uma função continua w„ : [a,b]--> 93. com 
„(a). „(b) =  O tal que 
I f(X)— n (X)id7C < E 
a 
Agora, suponha que! não seja uma função limitada, mas seja integrável e 
absolutamente integrável no sentido das integrais impróprias. Para facilitar, vamos 
supor quef se tome ilimitada apenas nas vizinhanças de a e b. Portanto, dado 6 > 0, 
existe (5 >0 tal que: 
bilf (X)Idr .IIf(x)H  
C 	 a+8 	 2 
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Como f é limitada e integrável em [a + ,b -8], existe uma função continua 
com kv(a + 8). w(b + 8). 0 tal que: 
b-8 
fif(x)- kv(x)Idx < E 2 a4-8 
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Consideremos a função vi : [a,1]--> 91 definida como: 
w(x), para a + 
xp(x) = 
0, para 	 x5_a+5 e 
 
a+8 
f (x)— w(x)Icix = fif (x)Iclx + flf(x)lcbc + 'if (x)—w(x)Idx < E+E = . 
2 2 
Temos: 
a 
Logo, dado s > O, existe uma  função continua tv : [a , b] —> 91 tal que: 
J f(x) — v(x)dr< 8 .  
Q.E.D. 
2.3 Lema de Riemann-Lebesgue 
Nesta seção, apresentaremos um importante lema que nos  auxiliará nas 
demonstrações futuras, o Lema de Riemann-Lebesgue: 
LEMA 2.1: Seja f: [a,  b] — -> 91 uma funçãoLl em um intervalo [a , b] Então:  
liM f f (x)sen(tc)dx = ; 
1-3.= 
a 
liM f (x)cos(tx)dx = O . 
a 
DEMONSTRAÇÃO: 
(i) 	 Suponhamos que f seja uma função limitada, isto 6, que existe M> 0 tal 
que I f(x)I 	 V xe [a , b] . 
Como f é uma função integrável e limitada, por definição de funções  L',  
dado s > O, existe uma partição P:a=x0 <x1 <x2 <...<x„=b, tal que 
n 
tqf ; 	 S(f; P) < , onde S(f; /3) = 	 (x; — x,j, M = sup[f(x)/ xi„ x x j } 
n 
e s(f ; /1= Emi kxj _xj_4 ), mi . inf[f(x)/ x j_ x 5_ Xj são, respectivamente, as 
somas Superior e Inferior associadas b. partição P.  
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Considere a partição do intervalo [a, b] 
 determinada pelos pontos 
= a + 	 (b– a), para j = 0,1,2, ,n. 
Deste modo, teremos: 
n xit r 
f(x)sen(tx)clx=E ilf(x)sen(t4+ f(x j )sen(tx)– f(x i )sen(tx)]dx= 
a 	 .1=1 x jA  
x n a 	 „ 	 n 
= E hi 
 if (x) f Asen (tx)+ f (x j )sen(tx)icix = Ef(x) sen(tx) cbc + 
j=1 	 j=1 
X 
 + En fj (X) f (xOlsen (tx)dx. 
J=1 x1, 
  
– cos (tx)ix, < 
t 
e que V(x)– fi (x)1 111 – nip Observe que fsen(tx)dx 
   
para 	 x X 
  
Logo: 
I f(x)sen(tx)cbc = 
2nM 
t 	
.1=1  
n 	 „ 
Ef(ci ) sen (tx)dx + 	 (c)– f (x.d.1 sen (tx)dx 
i=1 	 xjA 	 J1 
M J  .)• J  - X )= 
2nM 	 n 
= — —x
.1-1 )— E "if (x, — xfr, )= .1 	 .1  J=1 	 J=1 
= 21711 -F[Af ; P)– SU. ; 111 
Agora, basta tomarmos to tal que 2nM < E , então, dado e > 0 , temos: to 	 2 
f f(x)sen (tX)C1X 
a 
< 2nM 	 !--+-E-=E , V t =to . 
to 	 2 2 
  
Vamos supor, agora, que f seja uma função 	 (f e Ifi integráveis) 
qualquer. 
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Então, pelo TEOREMA 2.1 temos que, dado E >0, existe uma função  
continua w : [a,b]—> 91 tal que: 
f (X) - W (X)Id X < E e tv(a)— tp(b) = O. 
2 a 
Como toda função continua num compacto é limitada e integrável, 
concluímos que existe to tal que, para qualquer 	 to , temos 1 W(X)Sen (tX)CbC 
a 
C 
< — . 
2 
   
Como f(4en (bc)dx = jw(x)sen (bc)dx + [f (x)— 41(.1c)]sen (tx)cbc , tem-se: 
f f(x)sen(bc)cbc < w(c)sen(t/c)dx + if(x)— w(c)cbc < —+— e. 
a 22 
E, portanto, limff(x)sen(tx)dx = 0 . 
a 
A demonstração de (ii) faz-se de modo 
 análogo. 
 
Q.E.D. 
24 Convergência Pontual da Série de Fourier 
Nesta seção, estudaremos quais as condições sobre a funçãof que garantem a 
convergência da sua Série de Fourier num ponto fixado x para o valor f(x) . 
Além das hipóteses necessárias para que possamos definir os coeficientes da 
Fourier, descritos na seção 2.2, faremos outra hipótese sobre o comportamento da 
função nas vizinhanças do ponto x. 
Nosso objetivo aqui, primeiramente, é fazer estimativas do valor 
e(x) = S„(x)- 124f(x+0)+ f(x— , 
para isso, precisaremos deduzir uma fórmula para as somas parciais de uma série 
arbitrária de Fourier. 
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A dedução é a seguinte 
Seja 
S(x) --2-a + [ak cos(—lc=j+ bk senC-c--nx)] , onde: 2 k =1 	 L 	 L 
	
1 L 	 lacy \ 
ak = - f(y)cos ( dy , bk = 
-1- Lf f ( Y) sen( dy e  - 
f é uma função qualquer de [-L,L], então: 
1 4r S„(x)= ,... j f(y)dy +i[cos(k:_71_15f(y)cos(lc-)dy 4. senMc)1 1 f(Y)sen MdY ] =  LL  -L 	 k=1 	 L L _ L  
1 L 	 1,-,", 	 kin- 	 L  
n [ 1 Lf  
= 7-- I f (y)dy -FE 
— f(y) cos(==-) cos(=)dy + -L-1 j. f (y) sen( k7Y-jsen(L-xx)dy] = 
k=1 L -1, 	 L 	 L 	 _L 	 L 	 L 
1 Lr 	 n f 1 it 
= -2 L i f (y)dy ±E — f (y)[cos( k-71cos( knx) + sen( k7-9-1L ) en(7-kuldy}. k=i [L 
	 L 
-L 
Utilizando, agora, a identidade trigonométrica: 
cos(a)cos(b)+ sen(a)sen(b)=cos(a -b), obtemos: 
s„ (x) = — fo,)dy+± Scos[  L  
	
I I" 	 kx(x- Atf olvd,. If 1 { 1 + En 
•IL L 2 k=1 
	 L 
cosr"-(xL- 
	YV(Y)dY 2L 	 k=1 L 
-L, 
onde a expressão -1 [ -1 + ±co kra é denominada Niicleo de Dirichlet, e tem as 
	
L 2 k4 	 L 
propriedades anunciadas 6. seguir: 
PROPRIEDADES DO NÚCLEO DE DIRICHLET (D.(x)): 
(i) D(x) é uma função par; 
(ii) D„(x)dx =1; 
-L 
(iii) D(x) é uma função continua; 
(iv) D(x) é uma função periódica, de período 2L; 
n+j-) 
(v) D„(0)=-. 	 2 
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(vi) Vale a seguinte expressão compacta de D(x) para x # 0,±2L,±4L,... : 
sen(n + —1)  
D„(x). 1 	 2 L  
DEMONSTRAÇÃO: 
(i) Como cos(x) é uma função PAR, cos( ,--brxj= co  axL 
 e, portanto: 
Logo, D„(x) é uma função PAR. 
1 	 k (ii) Como D„ (x) = +1 + cos( 71x temos que: 
L 2 k_4 	 L 
Dn (x)cbc = L.f [-1 F C 0 SP 5—Ck )]d X = -}‘N cbc + 	 cos( 1-Vcbc]. 
-L 	 _L L 2 kA 	 L 	 -L 
n L 	 k  
Como já foi demonstrado, E j• cos (—
L
zx
jdx = 0, portanto: 
k=1 -L 
Licos( kroc)ch+:1 Li! 
x 
L 
-L 2 	 k=1 	
L 	
L _L 2 	 2L 
1 
	
I
L 
=1. 
Logo, f D„(x)cbc =1 . 
-L 
(ii) Como a soma de funçaes continuas é urna função continua e cos(x) é 
uma função: continua, E cos(—knx) também sera uma função continua e, 
k=1 
in 	 v-," portanto, D„(x) = —[
2 
— + 
L 	
L cos(--
L
—kfixj] é unia função continua. 
k=i  
2L 
sen( zicic 
(iv) Observe que, como cos(x + 271k) = cos(x), temos: 
.D„(x + 2L)= {--1-+ icos[—trk + 	 = [-1 + ¡cos( knx + 27-ck)] 2 
 k=l 	 L 	 L[2 k=i 	 L 
1 [1 ÷,1 	 (k 
,4=l --E-1 +cos _J] Lin (x). 
Logo, D(x) é uma função periódica, de período 2L. 
(v) Como D„(x). -1[1+ 	 então:  L 2 	 L 
D„(0)= TiR+icos(0)].+R+1].—L1R+n 
Logo, =1
[2
+ n]. 
(vi) Para mostrar que vale a expressão: 
sen(n+  
	
D n(X)= 1 	 2) L 
 , para x # 0,±2L,±4L,... 2L 
sen(-71x ) 2L 
calcularemos a expressão +±c-os( 
2 k=1 	 L 
Para isso, usaremos a seguinte identidade trigonométrica: 
sen(k +-1 )s — sen(k — —1 )s =2 sen(-8 )cos(ks). 
	
2 	 2 	 2 
Fazendo s =(-71x ) e kvariando de 1 a n, obtemos: L 
(  1 121 	 ( 	 ;a   r 7xI íkr sent 	 =2senLcos 	 1 < 2 L 	 L )	 => 2/,) 	 L ) 
.c4, ií set( k + lyal_se,irk- —1" 541= ±1-2.ralcospEk 1. 
k=11_ 	 2A L ) 	 2A L Li kA L 
	
2L) 
	 L 
<:=> ±[senfk + 1\ f-T-c—c l— senrk --z1Prq — 2 n( 7cili (kicc) se T-L- k=i
cos Z_)  <=> 
k=1 L 	 2i n L J 	 2A L JJ — 
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1 f RX <==> sen(1 + -1 1- sen(1 - Ira) + sen(2 + - i --) - ... + se n((n - 1) + -ja _ [ 2 L 	 2 L 	 2A L 	 2 L 
n 	 k TDC 
- sen((n -1)—Of—;cc) +senrn + ly =I 
- sent 1 pa VI =.. L 21 L ji 2 sen(yEL ( L ) 
'ix 
 Ecos — <:* 2 A  L ) 
	 L 21 L ) 
3 . rim 	 1 rix 
<=> [senGAT) - sen(-i 	 + sen(T5 I 7-7) - sen(-3 P) + + sen(n - -1 I irx) - 2 L 	 2 L 
- sent  3 - 
2 
;cc 
L sent  
1 
+ - 
2 
Vnx )- sen(n 
A  L 
-1N r 	 = 2 sen( 72-c cos(-Lfx-k 21 L)] 	 2L 	 L 
icos — <=> <=> [sen(n + 	 sen(-21 jI 7--Lc;1 --= L 	 jj 2 sell(211=1 	 L) 
Rx 	 o knx) <=> <=> [sen(n + -1 ra) -sen( 2--Dil= 2 set{ 2L c L 21 L1  
<=> sen(n + 	 = sen(2-r-cL)+ 2 sen(a)± cos(-T--) <=> 2)L 
	 2L 
2-cc 1 + 	 kax <=> sen( n + -1 j-71x = 2 sen( I= 2., cos 2)L 	 2L 2 
 kJ 	 L 
Logo, 
sen(n
1 ) Rx 
+ - 
cos(knx) 	 _ 1 	 2 L  
2 	 L ) 2 sen( ) 
2L 
Como, D.(x) = -1 [-1 + i±cos(11:±k 	 , temos L 2 	 L 
sen(n + -1 zx  1 	 2) L  D(x) - 
2L 	 para x 
sen(_) 
Q.E.D. 
Agora, fazendo y = (x — t), obtemos 
L+x 
S yi (X) = D.(x)f(y)dy = D.(t) f(x - t)dt 
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Como D(x) e f (x) são funções periódicas e de período 2L, a soma parcial 
S n (x) pode ser escrita como S 	 D„(t)f (x - t)dt 
Usando, agora, o fato de que D(t) é uma função PAR, temos que: 
L 	 o 	 L 	 L 
JD 	(x - t)dt = f Dn (t) f (x - t)dt 
 +5  D(t)f (x - t)dt  =5  Dn (t)[f (x + t)+ f(x - tAit . 
Então, 
S n (x) = D„(t)[f (x + t) + f(x - t)]it , 
e a expressão, para a qual queremos obter estimativas, ganha a forma: 
e(x) = D„(t)if (x + t)- f (x + 0)1+[f (x - t)- f (x - 0))it 
Usaremos o Lema de Riemann-Lebesgue para demonstrar nosso primeiro 
teorema sobre a convergência das séries de Fourier: 
TEOREMA 2.2 (Teste de Dini): Seja f -> R uma função periódica de período  
2L e LI em [-LA . Fixando x, em [-44 suponha que f (x + 0) e f (x  -0) existam 
e que exista 77 > 0 tal que: i g(x ' dt < c o , onde g(x,t)=[f (x + t) - f(x + 0)1+ 
+ [f (x - f (x - 	 então, en (x) 0 , ou seja, (x) -> [f(x+ 0)+ f (x - 0)]  quando 2 
n -> oo . 
DEMONSTRAÇÃO: 
Primeiramente, vamos decompor e(x) = D„(t)g(x,t)dt em duas partes: 
8 	 L 
e„(x) = tD(t) g(x'' dt + isein + 1 ) 71] g(x ' t)  dt . 2 L 2Lsen(-7-1-) 2L 
3 
A primeira integral, 	 p t f, i (t) g(Xj  dt ) , faremos pequena tomando 5 
o 
convenientemente pequeno e usando o fato de que, por  hipótese,  pg(xt,t) dt <0 o 
01 
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Como D„(t)= 
senftn + —1 )1 
2 L para t # 0,±2L,±4L,... , então, podemos 
2L sen( Irt 
2L 
 
concluir que itD„ e como a função 	  
2L sen( 	 2L sen(—zt 
2L ) 	 2L 
é continua e 
crescente em [O,L] , obtemos a estimativa: ItD„(t)1 	 , para t E (0, L]. 
11 
Então, como g(x ' t) dt <co , dado E> O, tomemos 8<  min(L,n) tal que 
 
8 
tD (t) g(x,t)  dt 
o 	 t 
e teremos: 
  
8 
StD (t) g(x ' t) dt 
	
o n 	 t 
Quanto a segunda integral, senftn + 1 ) Tcti g(x ' t)  dt , usaremos, como 2 L 
	
8 	 2L sen(-7" ) 2L 
já foi anunciado, o Lema de Riemann-Lebesgue. 
Para isso, basta verificarmos se a função h(t).  g(x,t) 	 t e [5,L] é 2L sen(nt) 
integrável. Mas isso é imediato, pois o denominador de h(t) nunca se anula em 
[5,L] e g(x,t) é uma função integrável. 
Logo, para n suficientemente grande, pelo Lema de Riemann-Lebesgue 
temos que: 
1 g(x,t) )dt sen n + 
8 	 2 L 2Lsen(-
2L 
< 2 
<- 
2 
e, portanto: 
  
le„(x)-01= 
8 g (x,t) 
	 L ft 	 i j nt i g(x ,t)  dt f tA i (t) 	 dt + isen n+ 2 L 
 
5 2 L sen(yrd 
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8  
StD (t)  g(x 't)  di 
o 	 t 
 
t) Lfsen[(n+ 21 171  An(x' di 
• 2 L se u: 
E E 
22 
   
    
Logo, en (x) ---> O quando n->oo . 
Q.E.D. 
0 Teste de Dini pode ser utilizado para obter condições suficientes para a 
convergência da Série de Fourier, condições que sejam mais facilmente verificáveis. 
 
EXEMPLO: 
Suponha que f seja Hólder continua na vizinhança do ponto x, isto 6, que 
existam constantes a > 0 , õ>O e K > 0 tais que: 
if (t)- f (s)I Kit - sr para t,S E [-T-8,x+8]. 
Como if (t)- f(s)I 	 - sr faz com quef seja continua em x, temos que: 
f(x + 0) = f(x - 0) = f (x) , 
o que implica que: 
lex,t)1=1[f(x+t)- f(x + 0)Hf(x - t)- f(x - 0)1= 
(x + t)- f (x)]+[f (x - t)- f 
If (x + t)- f(x)1+if (x - t)- f (x)i 
Kl(x + t) 
 -4'  + KI(x - t) - xr = KItIa + 	
a 
= 2Kta. 
Observe, então, que 
8 
8 g(x t) 
	 12Kta 2K < 00 ' dt —dt - j . t'dt . 
o 	 t 	 o 
Logo, a condição de Dini 	 ' t)  dt < oo se verifica. 
o 	 t 
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Podemos, então, demonstrar o Teorema de Fourier, teorema este, já 
enunciado na seção 4 do capitulo 1: 
DEMONSTRAÇÃO: 
Suponhamos que f seja uma função 
derivadas laterais 
4(x) 	 f (x + t) f (x +0 )] 
existem em cada ponto x. 
e 
seccionalmente continua, então, as 
f2(x) = lim[f t ) — f (x -0 ) 1 
Portanto, as razões 
ff(x +1) — f (x + 0)] e Lax 
	 f(Jr — 0)] 
são limitadas para t > 0 suficientemente pequeno. 
Vamos mostrar que a condição de Dini se verifica, ou seja, que fixado x 
exista 4> 0 tal que a integral 
711 
o
,g(X,Oldt <co 
t 
onde 
g(x, = [f (x + — f (x + 0)]+[f (x - t ) - f 
 (x 
Ora, 
(x + t)— f(x + 0)]+[f(x- t ) - f (x -0)] dt <1If + t) 	 + 	 +Ílf (x - t)- f (x - -0 )1 dt 
Então, basta mostrarmos que 
	
f(x-+ t)- f (x + 0)1 
dt e 
1r !fix t)-- f(x- 
	 dt 
são integráveis. 
 
Suponhamos que numa vizinhança de um ponto x fixo, f seja uma função 
I f (x + t) - f (x +0)1 
continua. Então, é continua em (0,77] para r1 
suficientemente pequeno. 
Como 	 (x) jim[f  (x + t) — f + 0)] 
 
existe, g1 (x,t)é uma função continua 
em todo o intervalo [Om]. 
Logo, g1 (x,t) é diferenciável. 
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Suponhamos, agora, que no ponto x, f' tenha descontinuidade de primeira 
espécie. Então, como antes, g1(x,t) = if(x + t) —
t
f(x + 0)1 
 e
, 
continua em Om] para ti 
suficientemente pequeno. 
f (x + t)— f (x + 	 0)] Como f 	 existe, g 1 (x ,t) é uma função continua 
em todo o intervalo [0, rd. 
Logo, g (x , t) é diferenciável. 
Do mesmo modo obtemos que g 2 (x ,t) é diferenciável. 
Portanto, a condição de Dini se verifica. 
O que nos leva a concluir que 
+ O)+ f (x —  O)} ! a 
 o +E[a „cos(—fi  171+ b  
n=1 
1 r  
Q.E.D 
2.5 Desigualdade de Bessel 
DEFINIÇÃO 2.5: Uma função f :[a,b] -+ 9'1 é chamada de quadrado integrável se 
f e 1112 forem integráveis.  
Nomenclatura: L2 . 
Observações: 
(1) Se f for limitada e Riemann-Integrável, então f será de quadrado 
integrável e fif(x)12 dx A/2(b– a), onde M = suplif (911 x e [a ,b]) . 
a 
(0 Se f não for limitada, f pode ser , mas não sera L2 . 
(iii) Se f for L2 , então f 
 é  necessariamente L'.  
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Uma sucessão (fn) de funções de quadrado integráveis, em um intervalo 
[a,b], converge, em média quadrática, para uma função f de quadrado integrável 
2 
se limf I f„(x)- f (x)( dx = 0 . 
a 
2 
Denominamos a expressão j f„(x) - f (x)I dx de erro médio quadrático, na 
a 
aproximação de f por fn . 
A seguir, mostraremos que as reduzidas Sn(x) da série de Fourier de uma 
função f de quadrado integrável são os polinômios trigonométricos que melhor 
aproximam f em média quadrática. 
Ou seja, consideraremos um polinômio trigonométrico de ordem n: 
Co NI ( ck cos(_kX 	 kg X)) 
tn(X) = 	 alk • sen(— 
2 k=1 
e mostraremos que: 
2 	 2 
	
Is„(.4 - f(x)Idx 	 It„(x)- f(x)idx. 
-L 	 -L 
Sejam 
en = is„(x) f (x)r dx e en= j* (x) -  
-L 
Usando as relações de ortogonalidade 
L 	 imr , N 
fCO — se — dic = 0, se n,m> 1, 
-L L 	 L 1 
--L 	 {0,sen*m, n,m_1' 
'j 
	 ' 
L 	 L 	
L sen= m, n,m.1 
SL sell( "lsen("nidx = 
L 	 L 	 0,se n4 in, n,m1' 
L,se n= m, n,m1 
demonstradas no capitulo anterior, e a PROPOSIÇÃO 1.2, temos: 
= jit„(x)- f(x)1 2 dx= fla)-1-t[c cos( lal d 	 (kluic 
-L 	
_1. 2 	 k sen 	 f (x) 
2 
dx= 
-L 
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2 
+ d k 2 sen2 —
knx 
	 krcx 
=1{(-1 + ii[ck 2 COS2(-ki--LX) 	 f (A) 2 Co E ck cos —L  11+ 
2 	 k=1 
	
k=1 
a 	 arc 	 kruc 	 krcx 
+ c 0E[d k sent 
	
co f (x)- 2±[ck cosH f (x)- 2±[dk senMif (x)+ 
k=1 	 k=1 	 k=1 
	
± ti i [Ck di CO( k-7-5-) 1Sen(C1 	 = 
k=1 1=1 	 L 	 L 
L 	 2 	 L n 	 irwir  - 	 L n 	 - 	 L 
= j •CII dx + SE[ck 2 COS2 (=) dx + SE dk2 sen2(—ax) dx + j. f (x)2 cbc + 
-1, 4 
( 
-Lk=i 	 L _ 	 -LkA 	 L _1 	 -L 
L 	 n  
	
krcx - 	 L 	 L „ kvc 
+ i co_E[ck cos(---) dx + f coE[dk sen(—) dx- 5 co f (x)dx  -2 jl[ck cos( --)If (x)dx - 
-1, k=1 
	
L 	
-1, k=1 	 L - 
	 -L 	 -Lk=1 	 L 
- 
krra 
—25 L[dk sen(—Af(x)dx +1 ti[ckd 1 cos(kilsen(11  dx = 
4, k=1 	 L 	
-1-' - -L 
	
 - 	 L 
= 1 I c 2 dx +tic 2 l'ilcos(k7 c)cos(=-1 cbc +tdk 2 lisen(—ax)sen(-=) dy + if (x)2dx + 
7-  ° 	 k=1 k - 	 L 	 L _ 
	 -L 
n L i- 	 btx 	 n 	 L 
	
f 	 krx 	 L 	 L 	 jcivr + E cock i cos(—L-)dx +Ecodk i senHdx — co if (x)dx - 2Lc k j. cos(---
L
)f (x)dx - 
k=1 	 4, 	 k=1 	 -L 	 L 	 -L 	 k=1 -L 
L 	 L n n r 	 krrx 	 r 	 krcx 	 lrcx 
- 2Ed k i sen(— f (x)dx + EEckd, i cosHsenH dx = 
k=1 -.E, 	 L ,, 	 k=1 IA 	
-L 	 L 	 L j 
L2 a 	 a 	
L 	 L 	 n 	 n 
= —Co + Eck2L + Edk2L + 5 f (x)2 cbc - co .1. f (x)dx -2Ec kLak -2EdkLbk = 
2 	 k=1 	 k=1 	
-L  
	
L 	 n n 
(ckak + L , 2 	 v-1 ( 	 f 	 2 = —c + L 2, c 2 k + dk 2 )+ j if (x)I eh - Laoco -2LE 	 d k b J. 
2 - 	 k=1 
 
E dai, completando quadrados, temos: 
^ 	 L 	 %.2 	 2 	 n 	 2 L 	 2 La 2 
	
e„ —2 kco - ao) + LE (ck - a k ) + 	 - bk ) + f If (x)I cbc - 	 - - 	 k2 + bk 2) . k=1 
	 k=1 	
-L 	 2 	 k=1 
A 
Observe que o menor valor de en será obtido quando co = ao , c a k = k 
d k = bk , para k= 1,2,... ,n, ou seja, quando 
Lf 	 n 
ISn (X) - f (x)I 2 dx = j If (x)I 2 cbc - La °2 LDak2 + bk 2 ) 
2 
ou ainda 
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Logo, 
L 
	
2 	 n 
	
ti o E(a k 2 b k 2), 	 f (4 xa2 - Vne  N.  
	
2 	 k=1 	 L I 
-L 
Somas Parciais so limitadas de cima, portanto, a série 
	
2 	 ,„„ 
a
° +E(ak 2 + bk2) 
	
2 	 k=i 
converge e é valida a Desigualdade de Bessel: 
2 	 L 
ao +E(ak2 +1,k2) :ç j. if 	 dx. 
2 	 k=1 	 L 
2.6 Desigualdade de Cauchy-Schwarz e de Minkowsld 
2.6.1 Desigualdade de Cauchy-Schwarz: 
Considere dois vetores a = (a, , a 2 ) e 
 f  =(I3,,132 ), com componentes lido-
negativos. 
0 produto escalar entre a e 13 é definido por: a13 = ali31 a2132- 
Chamando de lal = Va l + a: e 431= Vf3,2 +13: a norma dos vetores a e 
 13, 
respectivamente, e de O e 
 4  os ângulos dos vetores a e 13 com o semi-eixo 
positivo dos x, respectivamente, podemos escrever: 
a cos° = —a1 e sent) = 2 
(ai 
 
= (;(1 cos 0, sen 0) 
cos 4) = --r31 e sen4 = L32 
13 = Q131 cos 4), 113( sen 4)) 
Logo, o produto escalar entre a e 13 pode ser escrito como: 
a13 = cos0113I cos + 1alsen01131sen+). aI  cose cos 4) + 143isen0 sen 4)) = 
= la11131(cos 
 O cos 4) + sen O sen 4)) = la11131cos(o  –01 
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Juntando as igualdades: 
al3 = «1131+ a2(32 e aP =144131cos(0— 4)), 
obtemos: 
R + 11 202 = I mcoso - 0), 
ou ainda, 
'2E101 +a213 2 	 I 1101<=> ai131 +a213 2 5 (Cti2 1-0c22)2(1312 2 2 )-2- 
Sejam (al , a2) e (b1 ,b2 ) dois vetores quaisquer de 912 . 
Então: 
+ a2b2 -5 a lb + la2 P2 1. (a12 a22 (biz b22 2 
que é a Desigualdade de Cauchy-Schwarz para vetores em 912 . 
Sejam, agora, a =- 	 e b = 	 dois vetores do 91". 
A Desigualdade de Cauchy-Schwarz para 2 vetores em 91" sera: 
ti 	 n 	 (n 
b./ Ectibi 	 E a .,2 	 2 . 
J=1 	 j=1 	 J=1 
DEMONSTRAÇÃO: 
Consideremos a expressão: 
n 	 n 
+ tbi f = Ea; +2tEaib1 +t2 Ebj2 
i=1 
Olhando para o 1 0  membro da expressão acima, observamos que essa 
expressão é sempre 0 para todo t real. 
Olhando para o 2° membro, reconhecemos um trinômio do 2° grau em t. 
fato de que esse triniknio é sempre 	 , implica que seu discriminante deva ser 50, 
ou seja, 
2 	 2 
A = (2E a ib — 11(E a j21En bi 2 )._ O <=> 41[En ai bi < 4[± a i21± b ;]P 
1 	 1 
n 
bj2 , 
que é a desigualdade de Cauchy-Schwarz para vetores em 91". 
Q.E.D. 
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Sejam, agora, f [a ,b] --> R e g : [a , bi 91 duas funções de quadrado 
integrável.  
A Desigualdade de Cauchy-Schwarz para funções de quadrado 
integrável tem a seguinte forma: 
  
1 	 1 
[ 
o 
If (X) I2 CbC]
2 [j 
Ig(X) 1
2 
CLC ]
2 
a 	 a a 
f ( x)g(x)cbc 
  
DEMONSTRAÇÃO: 
Consideraremos a expressão: 
	
1. 	 b 
Lf (X) -1- tg(x)f dx = V 2 (x) I- 29e (x)g(x) + t2 g2 (x)Jcbc = 
 J»  (x) 2ti f(x)g(x)cbc + 12 	 (x)dx 
a 	 a 	 a 	 a 	 a 
Novamente, olhando o 1 ° membro da expressão acima, vemos que essa 
	
expressão é sempre 	 . 
Olhando para o 2° membro, reconhecemos um trinômio do 2 ° grau em t. 
	
Isso implica que seu discriminante deva ser 	 , ou seja: 
2 	 2 
A = f (x)g(x)dd - 4[J f (x)d][1 g2 (x)H5 O <=> 4[ f  (x)g(x)dx] 
a 	 a 	 a 	 a 
	
1 	 1 b 
4[1 f  2 (X)Cir g 2 (X)dX1 <=> f f  (x)g(x)dx 5[Ilf (x)I2 dx][f Ig(x)12 dx] , 
a 	 a 	 a 	 a 
que nada mais é do que a Desigualdade de Cauchy-Schwarz para função de 
quadrado integrável.  
Q.E.D. 
2.6.2 Desigualdade de Minkowski 
Uma outra desigualdade, bastante  útil , é a Desigualdade de Minlsowski ou 
Desigualdade do Triângulo: 
	
1 	 1 	 1 
n 	 x, 2 	 n 2 )2 	 n 2 ji 
[E ka +bid 5_ Ea./ + Eb 
A Desigualdade de Minkowski também pode ser representada por: 
la + bl lal + Ibi , 
onde 
 lal 
 e  IbI  são normas dos vetores a e b respectivamente. 
2 	 2 
ai 
[n 
+ Eb .12 
n 2(E n 	 n E bi2 bi2 Evi. +by := Ea +2± j ibj + n , 
1 
[ = (tail 
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DEMONS I 	RAÇÃO: 
Seja 
n n En (a + .)2 =E(a +2aJ bJ  + bJ 2  )=Ea 2 -F2Ea b +lb
• 
 2 
J 	
2  
J=1 	 j=1 	 j=1 	 j=1 	 J=1 
Utilizando a Desigualdade de Cauchy-Schwarz para vetores de 91", obtemos: 1 
Logo, 
1 	 1 	 1 
n (a Efri i +b, \-ry [ 	 . 	 n .< Eai  2 i  + Eb 2 
1=1 — 	 14 i ) 
que é o mesmo que dizer que 
la ±b1--lal+111, 
que é Desigualdade de Minkowski. 
Q.E.D. 
Sejam, agora, f la,b1 91 e g :[a,b] --> 91 duas funções de quadrado 
integrável.  
A desigualdade de Minkovvski para tais funções é a seguinte: 
_ 
rja (x)+ g(42 dx12 _[fi lf(x)12 dx]2 +Rig(x)12 did2 . 
DEMONSTRAÇÃO: 
Usando a Desigualdade de Cauchy-Schwarz para funções de quadrado 
integrável, na identidade abaixo 
511(x)  + g(x)12 dc = lif (x)I 2 + 2f (x)g(x)+Ig(x)1 21dx = bilf (x)1 2 dx + 211 f (x)g(x)dx 
a 	 a 	 a 
obtemos: 
f Ig(x)1 2 dr, 
 
(x) + g(x)12 dx = b jif (x)I2 + 2{[ bf If  (x)12  dx1 2 +[11g(x)I2 ] 2 4- bf ig(X)12 
a 	 a 	 a 	 a 
 2 
2 [ 
g(x)i - dx] } • 
b 	 2 
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[11 f (x)I 2 cbc 
 
 
  
Logo: 
lif(x) g (x)I 2 
12 
[fa if(i)1 2 chd 2 
 +1  bilg(X)12H2 
e, portanto: 
	
1 	 1 
(l 
	
if (x) + g(x)I2 d7c) 2 	 f (x)I 2 dx] 2 +1  i g(x)I2 dx] 2 
a 	 a 	 a 
que é a Desigualdade de Minkowski para funçties de quadrado  integráveis.  
Q.E.D. 
PROPOSIÇÃO 2.1: Seja f 	 uma função de quadrado integrável. Então, 
existe uma sucessão de funyCies continuas kv„ :f a ,b] --)91 com n(a) = klin(b) =0 , tal 
que (x) — k v „(x)i2 = 0 • 
a 
DEMONSTRAÇÃO: 
Suponha, inicialmente, quef seja uma fungdo limitada. Como fé de quadrado 
integrdvel, segue-se quef é absolutamente integrável, em virtude da desigualdade: 
1 
1 
	
 
fit  (x)lcbc 	 — to)i[f I f (x)l -
2 
dr] , 
a 	 a 
que é uma consequência da Desigualdade de Cauchy-Schwarz. 
Pelo TEOREMA 2.1, temos que, dado e> O, existe uma função continua 
: [a,1]--> 91, com kv(a) w(b) = 0 , tal que: I f(x) 	 n (x)iclx < E 
2M a 
Sabemos que Iwn (x)1 5_ M, onde M é uma constante, tal que If (x)I M, para 
qualquer x fa,bi. 
Essas majorações nos permitem escrever: 
f If (x) — W. (x) 	 If (x) — (x)11f(x) — W. (x) 
(X)1±1W n (x)Olf(x) — w n (x)Idx < f2M1 (x) —ky,, (x)frix = 
a 	 a 
2M I f (x)— w n (x)idx <214 2cm = s 
a 
e, portanto: 
AX) — (X)1 2 dx < c. 
Suponha, agora, quef no seja limitada. Consideraremos o caso em quef se 
tome ilimitada apenas nas vizinhanças de a e b:  
Dado s > O, escolha 8 > 0 , tal que: 
	
a+8 	 b-1-8 
JIA:012cix < --8 e 	 f(42 dx < —6 . 
3 	 3 a 
Como já foi mostrado, existe uma funçao j, : [a +6, b 
 —
61 -3 91. continua, 
b-6 
n (a +  6)=  W.(b — 8) = 0 tal que:  
a+5 
Portanto, definindo 
{0,sea5.“a+8 
w(x)= w(x), se a + 45 x 5..b — 43 , 
O, se b —8 .7c<b 
obtém-se: 
2 
f (x)— „(x)1 dx = 
a 
	
a+a 	 2 	 b-a 	 2 	 b 
= f f (x)— - 	 l 	 - 	 1 	 - 
	
I 	 NJ n(x)1dx 
 
	
a 	 a+cs 	 b-a 
	
a-i-a 	 b-a 	 2 	 b 
= f if (.12 d7C ± f If (X) — W n (xl dx + f if (x)I2 dx <E + E +!. = e. 
3 3 3 
	
a 	 a i-c7 	 b-a 
Logo, 
(x)— n (x)12  
a 
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cbc < 
Q.E.D. 
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OBSERVAÇÃO: Suponha que f :91–> R seja uma função periódica de período 2L 
e de quadrado integrável em [–L,L]. Então, existe uma sucessão kir n de funções 
contínuas w„ :91 –*91 periódicas de  período 2L tal que: 
lim fif(x)–wp,(x)1 2 °• 
-L 
2.7 Convergência Uniforme das Séries de Fourier 
Agora, que resolvemos a  questão da convergência pontual das séries de 
Fourier de funções continuamente diferenciáveis por pa rtes, determinaremos as 
condições em que esta convergência seja uniforme num intervalo fechado [a,M. 
Surpreendentemente, basta que as funções sejam continuas para que 
possamos garantir convergência uniforme e absoluta. 
TEOREMA 2.3: Seja f uma função continua em (– co, co), com 
 período 2L, e 
suponhamos que f tenha derivada primeira continua por partes. Então, a série de 
Fourier def converge uniforme e absolutamente paraf em todo o intervalo fechado 
do eixo dos x. 
DEMONSTRAÇÃO: 
Sejam 
IX 
-i- aE [an cos(___) b„ sen(—
L 2 ,m e 
a' 	 mu) ,, 	 mu)] 
-+ 2.,[a „ cosi 
	 + o „ sen 2 	 =1 
as séries de Fourier def ef, respectivamente. 
Então, comof é periódica de período 2L, f(x)= f(–x) e, portanto: 
L if'(x)dx = If(L) – f 	 , 
enquanto que, para n > 0 temos: 
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a' „ = f' (x)cos(tcbc 
	 f (x)cos(7: z 	 (x) se L 
=1.{[f (L) cos(n7c) — f (—L)cos(— 727)]+( 	 L.f f (x) sen( 121CX' dicl= L 	 L 
= ={(
L  
±r)j f(x)sen( n—LL -rx)cix}=(Vb L L 
onde 
1 L  b„ =- f (x) sen(
7 
rilrx)dx 
17 -L 	 —1 
 
nrcx 
 
  
  
Da mesma forma, para [a,b] , temos: 
L  
by „ = 1 tf (x) sen(---. nx )dx -- i —L f (x)sen(
—L  
471-1{+ L f (x)c° { nTirj:cH=(=?)an.  -L 
L ( Inc )1 
f (x)co( n--1 1 — — 0Lx ]= 
onde 
L  
a =! — f f(x)cos( 127-1clt 
Com isso, vimos que: 
{a „ =  —L 
 b' „ 
nrc 
L b 
 = —a
, 
 „. 
Int 
Observe que 
(MIX a n COS —) 
~fa I  e b n sen( mtx 
   
Mostraremos que a série numérica Egani+ 1177,0 converge. 
n=1 
Suponha que f seja continua e que sua derivada primeira seja uma função 
, 2 . 
Como an = — L b' „ 	 a' „ , onde a'„ e b',, designam os coeficientes de 
nit 	 tzar 
Fourier de f',  a reduzida de ordem n da série E + 	 é 
n=1 
En la + lb = 
 
.1=] 
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que, pela Desigualdade de Cauchy-Schwartz em 9?, é majorada por 
Y, Hb , 
-1
1)21 x 
--- L, 	 ) L, 
71 J=1
( J 
	 L i=' i 	 . 
Como 
+b2 ), 
obtemos 
_Lc (j1.2 
Portanto, a série 
<i _ Ç) 	 1, 12 )-i y2 
Iti=1 i2) Lf.1 	 1+ r) -1 	 • 
an i -1-11)„1) 
é majorada por 
7tj1J 	 i=1 
onde ambas as séries convergem (a segunda em virtude da Desigualdade de Bessel). 
Então, 	 pelo 	 Teste 	 de 	 Weirstrass, 	 temos 	 que 
+ i[ak cos(—kxx j+ bk sen(—latxj] é uniforme 
2 	 k=1 
qualquer intervalo fechado dos eixo x. 
e absolutamente convergente em 
0 que conclui a demonstração do teorema. 
Q.E.D. 
Observe que as hipóteses do TEOREMA 2.3 supõem quef seja continua por 
partes, e assim, permite quer seja não-definida em pontos isolados do eixo dos x. 
• Sei for descontinua em um ponto x0 , a série de Fourier não pode convergir 
uniformemente paraf em nenhum intervalo que contenha x 0 . Isso porque sabemos 
que o limite uniforme de uma  sucessão de funções continuas (neste caso, as 
reduzidas Sn(x) da série de Fourier de f) é uma função continua (1). Logo, para se 
ter a convergência uniforme da série de Fourier em toda a reta, a funçãof deve ser 
necessariamente continua. 
Isolamento Térmico 
Capitulo 3 
Equação do Calor 
Neste capitulo, deduziremos a equação diferencial em derivadas parciais que, 
pelo menos em uma primeira aproximação, governa a condução de calor nos 
sólidos. Esta equação se chama Equação do Calor e é uma representante 
 típica de 
uma classe das equações parabólicas da segunda ordem. 
E importante ressaltar que, a análise matemática de propriedades das 
soluções da Equação do Calor reflete varias propriedades de processo físico da 
condução de calor, o que nos ajuda a entender melhor diferentes aspectos 
matemáticos do problema. 
3.1 Condução do calor numa barra 
Considere uma barra de comprimento L, cuja seção transversal tem 
 área A,  
feita de um material condutor uniforme de calor. 
Suponhamos que a superfície lateral da barra esteja isolada termicamente de 
modo que não haja transferência de calor com o meio ambiente através dela, apenas 
através de suas extremidades. 
Devido à uniformidade do material e o isolamento térmico lateral, o fluxo de 
calor se dá apenas na direção longitudinal. Portanto, trata-se de um problema de 
condução de calor em uma dimensão apenas. 
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Utilizaremos a Lei de Resfriamento de Fourier para estudar a condução de 
calor nessa barra: 
Lei de Resfriamento de Fourier: 
Considere duas placas, PI e P2 de áreas  iguais a A, mantidas em temperaturas 
constantes, T, e T2 , respectivamente. Se PI e P2 forem colocadas paralelamente a 
uma distância d uma da outra, haverá passagem de calor da placa mais quente 
para  aplaca  mais fria, e a quantidade de calor transmitida por unidade de tempo é 
dada por: Q. 	 , onde o fator de proporcionalidade positivo k é a 
condutibilidade térmica do material entre as placas PI e P2 . 
Consideraremos, agora, uma barra  retilínea, cuja seção reta é uniforme e 
constituída por um material homogêneo, orientada de modo que o seu eixo coincida 
com o eixo dos x. 
Seja x = 0 uma das extremidades e x=L a outra extremidade. 
Vamos admitir que a superficie lateral da barra esteja perfeitamente isolada, 
de modo que não haja passagem de calor através dela. VamOs admitir, também, que 
a temperatura u só dependa da posição axial x e do tempo t, mas não das 
coordenadasy e z, ou seja, que a temperatura só dependa de um ponto de abscissa x, 
num tempo t, que representaremos por u(x,t), seja uniforme em qualquer seção reta 
da barra. 
• 
Esta hipótese é satisfatória quando as dimensões laterais da barra forem 
pequenas em relação ao respectivo comprimento. 
A equação diferencial que governa a temperatura na barra é uma expressão 
de um equilíbrio flsico fundamental: a taxa de passagem do calor para qualquer 
parte da barra é igual à taxa de absorção do calor nesta parte da barra. 
Os termos na equação correspondentes a cada efeito, são os termos do fluxo 
de calor e o de absorção do calor. 
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Primeiramente, vamos calcular o termo do fluxo. 
Consideremos um elemento da barra situado entre a seção reta em x e a seção 
reta em (x + d), onde x é um ponto qualquer arbitrário no eixo da barra e d é 
pequeno. 
As temperaturas nessas condições variam com o tempo e, portanto, não são 
constantes, como requer a Lei de Resfriamento de Fourier. Para superar essa 
/MITI — T2 1 dificuldade, fixaremos o tempo I em Q= 	 , fazendo T1 = u(x,r) e 
T2 = u(x + d,t) e calculando seu limite quando d 	 . 
IrAlu(x,t)—u(x+d,1 	 lu(x t)—u(x+ d,t)I limQ = hm 	 = kAlim 	 =kAlux (x,t)1 
d->0 	 d-)43 
Definimos, então, o fluxo de calor na direção positiva do eixo x como uma 
função q(x,t) dada por: 
q(x,t). —kAlu x (x,t)i. 
0 sinal negativo aparece nesta equação, pois só  haverá um fluxo positivo de 
calor, da esquerda para a direita se a temperatura à esquerda de x for maior que a 
temperatura à direita, neste caso, ux (x,t) sera negativa. 
De maneira semelhante, a taxa na qual o calor passa da esquerda para a 
direita através da seção na reta (x + d) é dada por: 
q(x+d,t).—kAlu i (x+d,t)i. 
A taxa liquida na qual o calor flui para o segmento da barra entre x e (x + d) 
é, então, dada por: 
Q=q(x,t)—q(x+d,t) 
Q = —kAu x (x,t)+ kAu x (x+d,t) 
Q = kA[ux (x+d,t)—u x (x,t)]. 
E a quantidade de calor que entra neste elemento de volume da barra, no 
intervalo de tempo en tre to e (to + At) 6: 
QAt = kA[u x (x+d,t)—u x (x,t)lAt . 
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Calculemos, agora, o termo de absorção.  
A variação média de temperatura Au, no intervalo de tempo At,  é 
proporcional 6. quantidade de calor QAt que entrou no elemento de volume e 
inversamente proporcional à massa Am do elemento. 
Desta forma: 
1 QAt QAt 	 QAt 
= = 	 =  „ 
c Am c(pV) c(pAd)' 
onde a constante de proporcionalidade c é o calor especifico 
barra ep é a densidade da substância. 
A variação média de temperatura Au no elemento da barra é 
num ponto intermediário (x + 6/5/), onde 0 <e <1. 
Assim, podemos escrever 
AU= QAt 
cpAd 
ou 
ou ainda: 
QAt =[u(x + 8d ,t + At) — u(x + 0:1,t)]cpAd 
QAt 
u(x + ed ,t + At) — u(x+ Od ,t)= 
cpAd 
do material da 
a variação real 
A fim de equilibrar os termos do fluxo e da absorção, igualaremos as duas 
expressões de QA: 
QA t =[u(x + Od ,t + 	 u(x + Lii ,t)Ic pAd = kA[u x (x + d,t)— u x (x,t)]At 
Ou seja, 
	
[u(x +64i,t  + At)— u(x + 8d ,t)] k [ux (x + d ,t)— u , 
At 	 cp 
Logo, passando para o limite quando At —> 0, Ax —> O obteremos a equação 
de calor na forma seguinte: 
UI = - 2172 
Cp 
Fazendo K = , temos u = Ku,  onde K é a difusibilidade térmica. 
cp 
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Essa equação, u, = Ku,, é a lei da variação da temperatura numa barra 
uniforme com a superficie lateral isolada termicamente, denominada Equação do 
Calor. 
CONDIÇÕES DE FRONTEIRA: 
Inicialmente, vimos que a distribuição de temperatura deve depender da 
temperatura inicial da barra (essa distribuição inicial da temperatura é a condição 
inicial do problema), e escrevemos que u(x,0) = f(x), onde f : [0, L] —01 é uma 
função dada que descreve a temperatura nos vários pontos da barra no instante t=0. 
Além dessa condição, é importante saber o que passa nas extremidades da 
barra. 
Como as extremidades  não estão isoladas termicamente, pode haver entrada 
ou saída de calor. Isso deve, necessariamente, influir no valor de u(x,t) . 
Diversas condições, relativamente simples, podem ser impostas as 
extremidades da barra. 
Por exemplo, a temperatura em uma extremidade pode ser mantida a um 
certo valor constante T. Nesta extremidade, a condição de contorno (ou de 
fronteira) é u=T. 
Veremos, agora, vários tipos de condições de fronteira: 
TIPO 1 (Condições de Dirichlet): Suponhamos que, por algum processo, as 
extremidades da barra sejam mantidas a temperaturas conhecidas. 
EXEMPLO A: Quando conhecemos a temperatura, que é constante, em cada 
extremidade: 
u(0,t)=7; 	 e 	 u(L,t)= T2 , 
onde Ti e T2 são temperaturas dadas. 
EXEMPLO B: Quando conhecemos a variação da temperatura em uma extremidade 
(ou em ambas): 
u(0,t) = ho (t) 	 e 	 u(L,t). k (t), 
onde he (t) e h1 (t) , para t , são as temperaturas conhecidas em cada uma das 
extremidades. 
70 
TIPO 2 (Condições de Neumann): Suponhamos que as extremidades estejam 
isoladas termicamente. Deste modo, não haverá passagem de calor através dela, ou 
seja, ux = O é a condição de contorno, então, 
q(x,t)= -KAu x (x,t)= , 
pois 
ux (0,0=ux (L,t). 
 O . 
TIPO 3 (Condições Mistas): Suponhamos que o meio ambiente tenha temperatura 
u0 e que haja transferência de calor entre a barra e o meio ambiente, regidas pela lei: 
Kux (0,0= 040,0 — u0 } , — Kux (L,t)=e{u(L,t) — u0 } , 
onde e é uma constante, dita emissividade, característica do par constituído pelo 
material da barra e pelo meio ambiente. 
TWO Uma combinação de duas quaisquer das condições acima. 
EXEMPLO C: 
u(0,t)= 0 e ux (L,t)=0 O. 
EXEMPLO D: 
u(0,t) ho(t) e ux (1„0 = 0 , 
onde ho (t), t 	 é temperatura conhecida. 
EXEMPLO E: 
u(0,t) = 0 e 21(0). T , 
onde a temperatura T é dada. 
3.2 Equações Lineares de Segunda Ordem 
Nesta seção, apresentaremos alguns resultados sobre Equações Diferenciais 
Lineares de Segunda Ordem, assunto que será indispensável no estudo da resolução 
matemática da Equação do Calor. 
Uma equação diferencial  ordinária de segunda ordem tem a seguinte forma: 
d2y 	 dv 
dt2 = 	 Y)—dt ) 3 
ondef é uma função conhecida. 
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Dizemos que a equação é Linear quando a função f é linear em y e suas 
derivadas, isto 6, quando: 
dv g(t)- p(t)—dy - q(t)y ,  
dt 
onde g, p e q são funções da variável independente t. 
dv Neste caso, a equação —d2y = f(t, y, 	 fica: 
dt 2 	 dt 
d2 y 	 dy 
= g(t)- p(t)-- q(t)y <=> y"-= g(t)- p(t)yl-q(t)y <z> y"+ p(t)34q(t)y = g(t) . 
dt 2 	 dt 
No lugar da equação y"+p(t)y+q(t)y = g(t) , encontramos freqüentemente a 
equação 
P(t)y"+Q(t)y'+R(t)y = G(t). 
E evidente que, se dividirmos a equação P(t)y"+Q(t)y'+R(t)y = G(t) , por 
P(t), ela se reduz a equação 
yu+p(t)34q(t)y = 
onde: 
At) = Q0) 	 q(t) R(t) e 	 (. G(t) 
P(T)' 	 P(T) 	 g0   P(T) • 
d 2y ( dv) Se a equação 	 = f t,y, — não for da forma y"+p(t)y'+q(t)y = g(t) ou dt2 	 dt 
P(t)y"+Q(t)y'+R(t)y=G(t) é denominada NAG-Linear. 
Uma equação diferencial linear de 2a ordem é homogênea se o termo G(t) 
for nulo para todo t. Não sendo assim, a equação é não-homogénea. Por isso, o 
termo em questão é denominado o termo não-homogêneo. 
 
Iniciaremos, agora, a discussão com as Equações Homogêneas, que 
escrevemos da forma 
P(t)y"+Q(t)y'+R(t)y =0 O. 
Vamos dirigir a atenção para as equações nas quais as funções P(t), Q(t) e 
R(t) são constantes. 
Neste caso, a equação 
P(t)y"+Q(t)y'+R(t)y = 
fica 
ay"+by'+cy = 0, 
onde a, b e c são constantes dadas. 
• 
a 
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Vamos ganhar um pouco de experiência analisando um exemplo 
especialmente simples: 
Considere a equação y"- y = 0 que tem a forma da equação ay"+by' +cy = 0, 
com a=1, b= 0 e c=-1. 
Queremos achar uma função y que tenha a propriedade de a derivada ser a 
própria função. 
Uma ligeira meditação, nos levará a pelo menos duas funções bastante 
conhecidas no cálculo que tem essa propriedade: as funções exponenciais y1 (t) = 
e y2 (t)= e'. A experimentação  revelará que os múltiplos dessas 2 funções são 
também soluções da equação, como, por exemplo 2e' e 5e'. Logo, as funções 
clYi(t) = cie t  e c2y2 (t) = c2e-' satisfazem à equação diferencial y"-y = 0, para todos 
os valores constantes c1 e c2. 
Em particular, uma vez que ciyi (t) = cle t e c2y2 (t)= c2e-f são soluções da 
equação, então, também é solução a função y = ciy i (t) c2Y2(t) = + c2e-t , para 
quaisquer valores de c, e C2 . 
Pode-se verificar a afirmação pelo calculo da derivada segunda de y" : como 
y = c,e` + c2e-t , então, y'= c1 e1 - c2e-t <=> y"= c,et + c2e-` . Logo, y = y" 
Ou seja, uma vez observada que as funções Mt) e y2 (t) são soluções da 
equação y"-y= 0, temos que a combinação linear destas funções também será uma 
solução. 
Retomamos, agora, à equação: ay"+byi+cy = 0, que tem coeficientes 
constantes arbitrários (reais). 
Vamos supor que y e", onde r é uma parâmetro a ser determinado. Então, 
y' = re"  e y" = r2 e" 
Substituindo os valores y,  y' e y" em ay"+by'+cy = 0, obtemos: 
+ br + cXer9= O. 
Como ert # 0 , ar2 + br + c = 0 . 
A equação ar2 +br+c=0 é denominada a Equação Característica da 
Equação Diferencial ay' +by'-i-cy =  O . 
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Uma vez que ar2 +br + c= 0 é uma equação quadrática com coeficientes 
reais, tem 2 raízes que podem ser reais e diferentes, reais iguais ou complexas 
conjugadas. 
Se ar2 + br + c = 0 possuir 2 raizes reais e distintas, que denotaremos por r1 
e r2 , então, y1 (t) = e'v e y2 (t)= e-r2t são duas soluções da equação ay' t+byi+cy =O e, 
portanto, y = (t) e2Y2(t) = clef  + c2e 12i também é solução. 
Suponhamos, agora, que desejamos encontrar um certo membro da família 
de soluções de y = c1y1(t)A - c2y2 (t) =c1eur  + c2er2' que satisfaça também as condições 
iniciais de que y(t 0 ) = yo e y' (t0 ) = y0 1 .  
Pela substituição t = to e y =yo na equação y = ciyi (t)+ c2y2 (t)= cle'v + c2 er21 , 
obtemos: 
clef° + c2eq° 
 =0  . 
Analogamente, fazendo t = to e y'. 
 y0 ' em y', obtemos: 
Y 0 1 = cirie44 c2r2e7A • 
Logo, resolvendo o sistema 
{
yo -= c1 e 5i° + c2er2ia 
y 0 ' = c, ri elk -1- c2r2erA 
encontramos: 
cierA  =y0  — c2e r24 	 Yo 1= ri (Y0 — c2er21° )±c2r2e r24 <=> y0 '=13 0 
 tic 2e rA 	 2r2er24 <=> 
Y —11Y o   < 	 Yo t — .Yon - => y o ' = riyo 	 = + c2erA (r2 — ) <=› c2er2k 	 f 	 e rgo C2 -- kr2 — 	 (r2 	 ) 
'—hr2 
_ri  Analogamente, c1 = 	 e 
r2 ) 
 
Assim, concluímos que, quaisquer que sejam as condições iniciais 
estipuladas, sempre é possível determinar c, e c2 de modo a satisfazê-las. 
Antes de continuarmos, apresentaremos dois importantes teoremas: 
TEOREMA 3.1 (Principio da  Superposição): 
 Se y, e y2 forem duas soluções 
distintas de uma equação diferencial linear L(x) = y"+ p(t)34q(t)y =0 , então, a 
combinação linear clyi + c2y2 também é uma solução para quaisquer valores das 
constantes c1 e c2. 
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DEMONSTRAÇÃO: 
Substituindo a expressão cly,(t)+ c2y2 (t) por y em L(y), temos: 
gc1.Y1 c2)/2) =(ciYI ± c2Y2)"-}-Xc1YI±c2.Y2Y-Fq(c1Yi e2Y2) = 
= (c1Y1)"±(c2Y2)"±P(qY1)'±P(c2h) i-Fq(c1Y1) q(c2Y2) = 
= ci(Yi "±PYi 1-EgY1 ) c2(Y2 11 A-PY2'+gY2) = ciL(Yi) 4- c2L(Y2)- 
Uma vez que L(y1 ) = L(Y2) = O,  segue-se que gcl y, + c2y2 )=  O, e, portanto, 
+ c2y2 é solução de L(y) 
Q.E.D. 
Concluímos, então, pelo TEOREMA 3.1, que qualquer múltiplo de urna 
solução da equação L[y]. y"+p(t)y'+q(1)y =O também é uma solução. 
Vamos, agora, discutir sobre como saber quando as constantes c, e c2 da 
equação y = ciyi(t)+ c2y2(t) podem ser escolhidas de modo a satisfazer As condições 
iniciais y(to ) = yo e At e ). yo ' . 
Essas condições iniciais exigem que c1 e c2 sejam soluções do sistema de 
equações: 
f clYi(to) -F c2Y2(t0)= Yo 
(to) ± c2Y2' (to) = yo' • 
Resolvendo as equações acima, em c, e c2 encontramos que: 
Y02'00 — 	 Yo' Y2(to) 	 — Ai/1W -* yo ' y1 (t0 ) 
 c1 = 	 e  	 . c2 — 
• y1 (t0 ).312 I (t0 ) — yl 1 (t0 ).Y2 (t0 ) 	 yl (1'0 ).Y2 I (t0 ) — .Y11 (t0 )312 (t0 ) 
Ou, em termos de determinantes: 
c, — 
Yo 	 Y2(r0) 
'0 Y2 ) 
e 
y1(t0) 
	 Yo 
y11 (t0) 
	 yol 
I YI (t0 ) 	 Y2(t0)1 
IYI'(t0) 	 Y2 1 00 
c2 
	
y1(t0) 
	 Y2(t0)1. 
	
(to ) 	 Y2 ' N A 
Com estes valores de c1 e C2 a expressão y = c1y 1 (t)+c2y2 (t) satisfaz As 
condições iniciais y(to ) = yo e Ato)= yo' e também A equação diferencial 
My]. y"+p(t)y'+q(t)y =0 O. 
A fim de as expressões de c, e c2 fazerem sentido, 6 necessário que os 
denominadores sejam não-nulos. 
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Observe que, nas expressões de c, e c2 , o denominador 6 o mesmo: 6 o 
determinante 
W = Y1(t0) Y2( t 0) 
Y 1 1 (t 0) Y 2 1 (t 0) 
= Y100312 100 —  Y1 '00312(t0). 
   
Este determinante W é o determinante Wronskiano das soluções y, e y2 
(W(14,Y2)(t0)). 
0 argumento anterior é suficiente para comprovar o seguinte enunciado: 
TEOREMA 3.2: Suponhamos que y, e y2 sejam soluções da equação 
L[y]. y"+p(t)y1+47(t)y =0, e que o Wronskiano W = Yi (t0  )Y2 1 (10 ) — i(to )Y2 (to ) não 
seja nulo no ponto t0 , onde se Exam as condições iniciais y(t 0 )= yo e y'(to ) = 
 y0 1 .  
Então, há uma escolha das constantes c, e c2 para a qual y = cly,(t)+ c2y2 (t) 
satisfaz à equação diferencial /IA= y"±p(t)y-1-q(t)y = O e As condições iniciais 
Y(r0)=  y0  e 	 = .Y0 1 . 
Suponhamos, agora, que 8 2 — 4ac seja negativo. Então, as raizes da equação 
característica  ar2 + br + c = O são números complexos conjugados. Vamos denota-
los por r, = + iu e r2 = A — iu , onde A e u sdo nitmeros reais. 
Então, as expressões correspondentes de y são (t) = e("u» e y2 (t) = 
A primeira tarefa, agora, 6 explorar o significado dessas expressões, que 
envolvem a função exponencial de um nfunero complexo. 
Uma vez que desejamos que as -pi 	opriedades usuais da função exponencial 
tenham validade para expoentes complexos, certamente queremos que e(2")t  
satisfaça a igualdade e(21"" = eel . 
Se substituirmos t por ut na Fórmula de Euler e" = cost + i sent , teremos: 
eh' =cosut+ isenut , logo, e("i"Y = 	 = eAt (cosut-i- isenut)= COSut+ sen ut 
Tomaremos, agora, a equação e As cos ut + ie' senut como defmição de P.+" . 
Observe que as partes real e imaginária de e (')' estão expressas 
inteiramente em termos de funções elementares reais. 
Com as definições = cost +i sent e e(1+" = e" cosut +iem sen ut 6 imediato 
mostrar que as regras usuais dos expoentes 
 são válidas para a função exponencial 
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d 
complexa. Também é fácil verificar que a fórmula da derivação —dt ke'). re" 
também vale para valores complexos de r. 
Então, fazendo a soma e a diferença de y, e y2 , temos: 
y1 (t)+ y2 (t) = ef21-i"" + e(A-h* = e" (cos ut + isen ut) e" (cosut - isenut) = 2e' cos ia' e 
(t) - y2  (t) = 	 _ = e" (cos ut + isenut)- elf (Cos tit senut)= 21e' sen ut . 
Desprezando os fatores 2 e 2i em cada expressão, obtemos um par de 
soluções reais 40= cosut e v(t) = senut . Observe que u(t) e v(t) são a parte 
real e a parte imaginária, respectivamente de y 1 .  
Pelo cálculo direto, temos que o Wronskiano de u e v 6: 
W(u,vXt)= u(t)vi (t)-v(t)u'(t)= e" cos(ut)P1, sen(ut)-ue" cos(ut)]- 
- sen(ut)ple'll cos(ut) - ue" sen(ut)]. ue2" cos2 (ut)+ue2" sen2(ut) = ue2" 
Assim, desde que u 0, o Wronskiano W não é zero e, assim, u e v formam 
um conjunto fundamental de soluções. 
Portanto, se as raizes da equação forem números complexos ± iu , com 
u 0, então, a solução geral da equação ay"+by'+cy =  O é 
y = 	 cosut + e2e" sen ut , 
onde ci e c2 são constantes arbitrárias. 
Finalmente, vamos considerar, a possibilidade de que as duas raizes r, e r2 
da equação característica serem iguais. 
Este caso ocorre quando o discriminante b 2 - 4ac é nulo e, vein dal, pela 
fórmula da equação do 2° grau, que i = r2 = -b . 
2a 
A dificuldade que aparece é imediatamente perceptível: as duas raizes levam 
-u 
a mesma solução yi (t)= e 2° da equação diferencial ay"+by'+cy  = 0 e não é evidente 
como podemos encontrar uma segunda solução. 
Como exemplo, resolveremos a equação diferencial y"+4y+4y =0. 
A equação característica da equação acima é r2 + 4r + 4 = 0 <=> (r +2Y =0 , 
logo, r1 =r2 = -2 são as raizes dessa equação. 
w(yi, Y2 Xi) = = 8-4 -21e-st 2te-4t  =e'  O. 2e-21 
— 2t)e -21. 
e
-2t 	 te -2t 
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Portanto, uma solução de y"+4y'+4y =  O é y1 (t) =  e 21. A fim de 
encontrarmos uma solução geral para essa equação, precisaremos de uma segunda 
solução que não seja múltipla de 34 (t) . 
E bom lembrar que, se y1 (t) for uma solução da equação ay"+by' +cy = 
 O, 
cyl (t) também o sera, para qualquer constante c. 
A idéia básica é a de generalizar esta observação pela substituição de c por 
uma função v(t) e tentar fazer a determinação de v(t) de modo que o produto 
v(t)y l (t) também seja solução. 
Então, vamos substituir y por v(t)y i (t) na equação y"+4y1+4y =  O , e usar a 
equação resultante para encontrar v(t). 
Como y = v(t)y l (t)= v(t)e', temos que 
yo= vi(t)e2' _ 2v(t)e2' e 
y"= v"(t)e -21 - 2v' (t)e- 4v(t)e -2t -2v' (t)e-2t = v" (t)e -2t - (t)e-21 + 4v(t)e-2' 
Logo, substituindo os valores de 31, y" e 3;" em y"+4yi+4y = O, temos: 
[v"(t)e' - 41,(t)e -21 + 4v(t)e-21 ]+ 4[vt (t)e-2  -2v(t)e'l+ 4[v(t)e-21 ]= O <=> 
<=> v"(t)e -2' +[4v' (t)+ 4v(t)le -21 +[4v(t)- 8v(t)+4v(t)le -21 = O 	 v"(t)e -2' = O. 
0 que significa que v" (t)  0 e, portanto, v' (t)  ci e v(t)= c1 t + c2 , onde c1 e 
C2 são constantes arbitrárias. 
Finalmente, pela substituição de v(t) na equação y = v(t)e -21 , obtemos: 
y = c1te
-2/ ±c2e
-2/ Observe que a segunda parcela do 2° membro da equação acima 
descrita corresponde a solução original Mt). e 21 , mas a 1a 
 parcela constitui uma 
segunda solução, y2 (t)= te-21 
Essas duas soluções não são proporcionais uma 6. outra, e podemos verificar 
que são linearmente independentes, pelo cálculo do Wronslciano: 
Portanto, y1 (t) = e-2' e y2 (t) = te-2` constituem o conjunto fundamental de 
soluções da equação y"+43/±4y =0. 
Usando o mesmo procedimento que foi utilizado no exemplo anterior, 
encontramos a equação geral cuja equação característica 
 tenha raizes repetidas. 
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Isto 6, admite-se que os coeficientes da equação ay"+by'+cy= O 
 obedeçam a 
-bt 
b2 — 4ac = 0, e neste caso, Y, (t) = e 2a é uma solução. 
-bt 
Depois, admite-se que y =v(t)yi (t)=V(t)e 2a e leva-se essa equação na 
equação ay"+by'+cy= 0 a fim de determinar v(t) . 
-bt 	 L  
u 	
-bt 	 -bt 	 L  
u
-bt 	 b 2 Temos y'= v'(t)e 2a — — v(t)e 2a e yII v (t)e 2a — — (t)e 2a 1,(t)e 2a 
2a 	 a 	 4a2 " 
Então, fazendo a substituição, encontraremos: 
v, (0+ 
 b2 	 -bt {a[v" ( t) 	 v(t) + b v'(t)--b v(t) + cv(t) 
	 =0 <=> 
a 	 4a2 	 2a 
[
-
4 2a 
b2
+ civ(t) = 0 <=> crv"(t)+[c --b2 1(t)= O. 
	
a 	 4a 
Agora, observe que, como b 2 — 4ac 0, c=—b2 , entdo, o coeficiente de v(t) 4a 
será nulo e, portanto, v"(t) = O. 
Logo, v(t)= C1 (t)± C2 . 
-hi 
Então, y = cite 2a ± c2te 2a , que é a solução da equação ay"+by'+cy= O. 
3.3 Método de Fourier para 
 resolução do Problema de Valores 
Inicial e de Fronteira para a Equação de Calor 
Vamos apresentar por R a região do plano (x,t) determinada por 
 O < x < L e 
t > O, e por R a união de •R com sua fronteira, a(R), formada pelas semi-retas 
Ix = 0,t > 0) e {x4 L,t > e pelo segmento {0 x i„t = 0). 
0 problema da condução do calor consiste em determinar uma função real 
u(x,t) definida em i , que satisfaça a equação diferencial u, = 	 (Equação do 
Calor) em R, sujeita a uma das condições de fronteira descritas anteriormente, em 
cada extremidade e à condição inicial u(x,0)= f(x), onde f :[0,1,] —>91 é uma 
função dada. Esse problema é chamado de Problema de Valores Initial e de 
Fronteira, ou Problema Misto. 
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Vamos começar com o caso em que as temperaturas nas ex tremidades da 
barra são mantidas constantemente iguais a zero, isto 6: u(0,t). u(L,t) = O . 
Para isso, usaremos o Método de Fourier. 
Esse método consiste em, primeiramente, usar separcKeio de variáveis e 
procurar soluções u(x,t) do problema na forma: u(x,t)= F(x)G(t). 
Nossa meta é descobrir uma ou mais funções que se constituam candidatos 
razoáveis à solução do nosso problema. Uma vez identificado esse candidato, 
tentaremos mostrar que ele é solução do problema. 
Substituindo u(x,t) = F(x)G(t) em u, = Ku,, temos: 
1 G(t) = F"(x)  F(x)G'(t)= KF"(x)G(t).(=>   onde F(x),G(t)# O. 
K G(t) F(x) 
Como o lado esquerdo da equação depende apenas de t e o lado direito de x, 
tanto o lado direito como o lado esquerdo da equação devem independer de x e de t, 
' 
respectivamente, podemos escrever: F"(x) =a 	 1 G (t) e K—G(t) =a.,  onde a é um F(x) 
parâmetro independente de x e de t. 
" AFIRMAÇÃO: A primeira equação, F (x)  = a nos  
F(x) 
satisfazer a equação diferencial ordinária F"(x). F(x) 47> F" 
O < x < L , e, como u(0,t) = u(L,t) = O, a função F(x) também 
condições F(0)= 0 e F(L)= O. 
diz que F deverá 
 
(x)— o-F(x) = 0 , para 
deverá satisfazer as 
De fato, u(0,t) = F(0)G(t) = 0, Vt > O. Se F(0)* O, G(t). 0 e, portanto, 
u(x,t) = F(x)G(t) = O. Mas se u = 0, essa função não terá como satisfazer a condição 
inicial que diz que u(x,0)= f(x) , ao menos que f (x) = 0, logo, F(0) = 0 e F(L) = O. 
Procederemos no sentido de verificar quais os valores de a que conduzem as 
soluções F(x) do problema dado. 
Observe que, não nos interessa soluções F(x) identicamente nulas, pois, desta 
forma, obteríamos u(x,t)=F(x)G(t)= O . 
Portanto, precisamos resolver o seguinte problema: encontrar os valores de 
o- e 91 tais que o problema de valores de contorno 
fF"(x)—aF(x)= 
1F(0) = F(L)=0 
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admita pelo menos uma solução não-trivial. Esse problema 6 um caso particular do 
Problema de Sturm-Liouville para operadores diferenciais lineares de segunda 
ordem. 
Para resolver esse problema, analisaremos cada uma das tres possibilidades 
para o- : 
(i) se cr > 0 , a solução geral é da forma: F(x)= c1e'-'1 '' + c2e"F`Tx e, para 
satisfazer as condições que F(0) = F(L) = O, o par de constantes c, e c 2 deverá ser 
solução do sistema: 
1F(0) = cle° + c2e° = ci + c2 ci + C2 = 0 <=> Ci = -C2 F (L)= ciel`l + c2e- FL cie'lL + c2e—hrIL =0  <=> c1e'47'L = —c2e-"1`7' 
Resolvendo a segunda equação temos: 
cle - -c2e 	 = ce = cie`""L <=> cle"irt - cle-  = 0 <=> 	 - 	 ) = . 
Mas, como (e‘1°--i - 	 ')* 0, a única solução desse sistema é c1 = c2 = 0 , o 
que implica que F(x) = 0, que não nos interessa. 
(ii) se o- =0 , a solução geral é da forma: F(x)= cix + c2 e, para satisfazer as 
condições que F(0) = F(L)= , o par de constantes c, e c2 deverá ser solução do 
sistema: 
{ F(0) = c1 0 + c2 =c2 c2 =0 
F(L)= ciL+ c2 crl, + c2 = 0 ciL = 0 
0 que implica que c, = c2 = 0 , e, portanto, F(x)= . 
(iii) Finalmente, se cr < 0 , fazemos a = --/V, onde > 0 e a equação 
F" (x)- o-F(x) = O fica F" (x)+ F(x) =  0. 
A solução geral dessa equação 6: F(x)= c1 cos(.1x)+ 2 sen(Ax). 
A primeira condição de contorno exige que F(0). 0 , ou seja, 
F(0) = c1 cos(0)+ c2 sen(0) = c, = c1 = 0 , de modo que F (x) = c2 sen(Rx) . Então, a 
segunda condição de contorno, F(L) = 0, leva a F(L)= c2 sen(AL) = c 2 sen(2L)= 0 . 
Uma forma de cumprir a equação c 2 sen(AL) =0 é fazer c2 =0, mas isso leva 
solução trivial F(x)= 0, Vx 
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Uma outra escolha é fazer sen(AL) O, o que significa que AL =n9 , com 
n=1,2,3... 
Então, 2= —mr e, portanto, 
.12 = 711,27r2 2 	 , n= 1,2,3... 
Observe que n não pode ser nulo, pois admitimos A> O.  
OBSERVAÇÃO: Os valores de a = -A2 para os quais existem soluções não-triviais, 
são denominados autovalores do problema de valor de contorno e as soluções 
ao-triviais correspondentes F(x), que são proporcionais a sen( nlix são 
L 
denominadas autofunções. 
1 G'(t) Analisaremos, agora, a segunda equação diferencial: 	 = a.  
K G(t) 
Através dela, obtemos
, (t). aKG(t)<=> G. (t) - oic-G(Í) = O. 
Fazendo a =-A2 , obtemos: 
(t)+ kA2G(t)= O. 
Como /1.2 = n211-2 , temos: 
L2 
G.(t)+
n2
-
2
7. 	
(t)=0 O. 
L
1 
A solução geral dessa equação é G(t). Ce -n21C2DI . 
Então, multiplicando as soluções de F"(x) - aF(x)= 0 e G' (t)+ k»G(t)= , e 
desprezando suas constantes de proporcionalidade arbitrárias, obtemos: 
t / 
U(X,I) = F(x)G(t)=e2 sen(—rurc ce_n2,2KL2  
L ) 
ou ainda, 
n2— n 2 Kt 1L2 n( MIX 21(X, t) = e 	 se H. 
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Com isso, concluimos que as funções 	 (x, t) = e-n2,'KtfL' sen ._j j. 
 
Vn = 1,2,3... obedecem a Equação do Calor e cumprem as condições de fronteira 
u(0,t) = u(L,t)= O , t > 0, para qualquer valor positivo do inteiro n. 
x-ix senHnl S6 nos falta agora, mostrar que un (x,t) = e Y - 	 também cumpre 
as condição inicial de que un (x,0) = f (x) , 	 x L.  
Como ut =  Ku 	 as condições de contorno são lineares e são satisfeitas por 
un (x, 0, para Tr=1,2,3..., pelo Princípio da Superposição, sabemos que a 
combinação linear de un (x,t) também cumpre a equação diferencial e as condições 
de contorno. 
Por isso, vamos admitir que: 
	
u(x, t) = E 	 (x, t) .Ecne-n2'2WL2 sen(—"x ), 
	
n=-1 	 n=1 
onde c„ são constantes. 
Admitamos que (ampliando o Principio da Superposição), 
u(x,0 =E cuu (x, 0 =Ecne—Yrati-2 sen(—Inu ). 
n=1 	 n=1 
Podemos ver que, cada parcela individual de u(x,t) obedece a equação 
diferencial u, = K;„ e as condições de fronteira u(0, t) = u(L,t) = O e que qualquer 
soma finita dessas parcelas também cumpre essas condições. 
A fim de obedecer à condição inicial, devemos ter 
u(x,o) =E c„ sen( m–Z-) (x). 
n=1 
Então, o candidato para solução do problema dado seria: 
u(x,t) Ecne-n2n21CVesen(-72xx) . 
n=1 
CO 
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3.4 Existência e representação de soluções do Problema de 
Valores Inicial e de Fronteira para a Equação de Calor 
Até agora, vimos que o problema da condução de calor em uma barra 
consiste em determinar uma função zi(x,i) definida para. > 0 e 0 x L , tal que: 
{ u,=Kuxx ,0<x<t, t>0 
u(0,t)=u(L,t)=0, t >0 , 
u(x,0) = f(x), 0 -. x L 
onde a constante K e a função f são dadas. 
Um problema desse tipo é denominado de Problema de Valores Inicial e de 
Fronteira, para a qual designaremos a sigla PVIF. 
Também chegamos, a uma expressão que nos pareceu razoável candidata 
solução do PVIF, que foi: 
E[cne--2-2K0 sen( mrx j] 
L 
onde os coeficientes c„ devenam ser escolhidos de modo que 
f(x). [c,, sen(-nmc 
L)] . 
Portanto, os c 	 ser coeficientes de Fourier da função f, 
 dada em 
[0,L] e estendida para o resto de 91, de modo a ser uma função impar e periódica de 
período 2L. 
Assim, c, = -=-I[f (x)sen( 	 )dx. 
2 L 
L 0 	 L _ 
Lembremos que, a distribuição inicial de temperatura f(x) deve satisfazer a 
certas condições para que possamos representar a função f como soma de uma 
Série de Fourier. 
Por exemplo, pelo Teorema de Fourier, võ-se que f(x)= E[c„ sen(
—n7a)] se 
n=1 
verificará para todo x em [0,L], caso f seja continua, f (0)= f(L).O e seja 
seccionalrnente continua. 
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Antes de prosseguirmos, vamos definir o que se entende por solução PIVF: 
DEFINIÇÃO (I) DE SOLUÇÃO DE PVIF: Uma função u : ----> R, onde 
R.{(x,t)E91 2 /0<x<L,t>0} e 	 = {(x,t) E 912 /0 x 	 0) é uma solução 
clássica do PVIF se ela for continua em 1k, tiver derivadas parciais u, e uu em R,  
e satisfazer As relações: 
0<x<L, t>0 
u(0,t) = u(L,t) = 0, t > 0 
u(x,0) = f(x), 
onde a constante K e a função f são dadas. 
A definição que vimos é bastante natural, mas exige que o dado inicial que 
f(x) seja uma função continua e que AL). AO). O.  
Mas, existem casos, como quando temos duas barras de mesmo material, de 
temperaturas diferentes que são postas em contato em uma das suas extremidades, e 
a partir desse instante, são olhadas como um sistema constituído por apenas uma 
barra, cuja temperatura inicial f(x) uma função descontinua. 
Para atender a esse tipo de condição inicial, apresentamos a defmiçao abaixo: 
DEFINIÇÃO (II) DE SOLUÇÃO DE PVIF: Uma função u : Rt —> R, onde 
= {(x,t) E 912 /0 X 	 t > 0) é uma solução do PVIF se: 
Iu,=Kuxr, 0<x<L, t>0 u(0 ,t) = u(L,t) = 0, t > 0 	 , L 	 L lim f u(x,t)p(x)dx = i f (x)v(x)dx 
para toda a função p seccionalmente continua em [0,L] . 
Mas o que significa limf u(x,t)0(x)cbc = f (x)v(x)dx ? 
o 
Veremos, a seguir, que dizer limf u(x,t)p(x)dx = f f(x)v(x)dx é o mesmo que t-40 0 	 0 
afirmar que a condição inicial 6 satisfeita num certo sentido médio, cuja 
razoabilidade é justificada pelo fato de que é mais próprio falar em temperatura 
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média na vizinhança V de um ponto x, do que propriamente em temperatura no 
ponto x.  
Antes, porém, vamos relembrar alguns conceitos importantes: 
DEFINIÇÃO 3.1: Dizemos que V é uma vizinhança de x, se x pertence ao 
interior de V,  ou seja, x E int(V) 
DEFINIÇÃO 3.2: Sejam (M ,d) um espaço métrico e 0# V M.  Um ponto x E 
V é chamado de ponto de interior de V se existe r> O  tal que B(x,r) c V,  onde 
B(x,r) é uma bola aberta de centro em x e raio r. 
Se a vizinhança V não fosse um continuo, e sim um conjunto de n pontos 
a temperatura média seria a média aritmética: 
u(x,,t)+ u(x2 ,t)+... + u(x„,t) 
• 
Sendo V um continuo, tomamos a versão continua da média aritmética, para 
u(x, t)X „(x)dx 
definir a temperatura média 
 
,onde X, é uma função característica  
 
X, (x)cbc 
da vizinhança V , isto 6, X,(x) = 1, se x€V,e X,(x) = 0, se x E V . 
Como funções características de qualquer vizinhança de pontos x de [0,L] 
são funções seccionalmente continuas, limju(x,t)v(x)dx = f (x)q)(x)dx , implica 
0 
dizer que a temperatura média evolui continuamente a partir de t = O. 
Na verdade, a DEFINIÇÃO ( 1) nada mais é do que uma extensão da 
DEFINIÇÃO (I), logo, se o PVIF tiver uma solução no sentido (I), essa solução 
também será no sentido OD. 
De fato, basta verificarmos que limf u(x,t)(o(x)dx = f (x)p(x)dx se verifica. 
Seja uma função yo(x) seccionalmente continua e sejam ././ , j =1,2,...k , 
intervalos disjuntos, formando uma partição de tO,L1 e tais que op seja continua em 
86 
cada um deles. Assim, basta observar que limf u(x,t)v(x)dx = f f(x)p(x)dx, para 1-40 
cada / J , decorrência do fato de que quando u(x,t)v(x) é uma função 
uniformemente continua no conjunto {(x, t)/ x e /J ;0 t l}, então, podemos passar 
para o limite quando t 0 na integral paramétrica ju(x,t)v(x)dx 
0 
Enunciaremos, agora, o Teste da Razão, teste este, estudado no curso de 
Cálculo, que nos será útil na demonstração do Teorema que apresentaremos logo a 
seguir: 
Teste da Razão: Suponha que o limite p = um 
CO 
série infinita Ea. de termos não nulos: 
n=1 
(i) converge absolutamente se p <1, 
(ii) diverge se p 
 > 1 e 
se p =1 nada podemos dizer. 
a ±!I exista e seja finito.  Então, a 
a„ 
TEOREMA 3.3: Se f for quadrado integrável em [0,/,], então, a expressão: 
EcnenzIrtk'2 sen —117" define uma função em 93.' que é solução PV1F no sentido 
DEMONSTRAÇÃO: 
Queremos mostrar que a função u(x,t) = Ecne-n21121'2 sen(—nzxj é solução 
n=1 
PVIF no sentido ( 1), em 91* = 1(x,t) e 912 /0 x L, t> 0). 
Para isso, u(x,t) deverá ser continua em 91*, ter derivadas parciais u, e uz, e 
satisfazer as seguintes condições: 
ui =Kuz,,0<x<L, t>0; 
u(0,t) = u(L,t)= 0; 
limf u(x,t)(p(x)dx  
o 
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para toda função q seccionalmente continua em [0,./]. 
Primeiramente, mostraremos que a expressão EG° cfle-n2 R 2'2 sen 1L–TCX define 
n=1 
uma função continua em  
Para isso é suficiente demonstrar que a série 
iCne-n27Z2ktie sen --127" 
n=1 
converge uniformemente em cada sub-retângulo 
9112 	 x x2 <L, 0<t1..7ct2<co), 
7C 2Kt Observe que essa série é majorada pela série ye'n2 , onde a = 
n=1 
Como: 1' 
-cr(n+ly 	 I, 	 2 
() 
	  
= lim 	 , 
- 
a Yr+2n+1 = 111 c-75–rt+1)= 0, pelo Teste da Razdo, temos 
	
ec" 	 4 1 .1.; 
que Ee-'2 é uma série convergente e, aplicando o Teste M de Weirstrass, 
podemos concluir que a série ECnen242k111.2 sen --mrx converge uniformemente. 
n=1 
A convergência uniforme, em Ç,  dessa série implica, pela PROPOSIÇÃO 
1.1, que a função u(x,t) é continua em 91*. 
Mostraremos, agora, que as derivadas parciais u, e uxr existem e são 
continuas em 9112 . 
Como u(x,t).Ecne ionle (mu sen 	 temos: 
n=1 
u = 	 Ecnn e 
ye 	 z 
t 	 T2 	 sen 
_.7c 2 k 2 _nkti 	 nx 
n=1 
ff  
= 	
_n2x2kile 
cos
(nrcc 
u„ —Lc ne  
L 
e, portanto, 
u = 
–7E2 	 2 -n2n21a/1.2 sen —mcx . 
1,2 n=1 
0 que mostra que u(x,t) é solução da equação u, -= Ku , , em  
CO 
Como as séries 
n2„2k 2 
ncne-n2x2k sen —rinx e 	 n2c71e- 	 sen — 
n=1 	 L 	 n=1 
são majoradas, respectivamente, pelas séries: 
CO 
Ene -an2 e En2e'l 
n=1 	 n=1 
(n2 Kt1 
onde a =  L2 , cujas convergências também decorrem da aplicação do 
Teste da Raab: 
iim[(n÷ 1)e la  2(n+1)2 ]=1imr 1 +1 	 +3) ) 1 i =0  7,--. 	 ne' 	 71- ‘'k n e42B 
'fin (71 +02 e-a(n+1) 	 - / 	 1 )21
j
I 
 
[ 
n2 n' 	 = ° 
	
=- 11M 1 + — —W 	 r2n+1) 
\ n e 
Portanto, aplicando o Teste de M de Weirstrass podemos concluir que as 
séries: 
Enc e -n2n2kt1 L2 	
ma 
	
sen
( 
— e E/22Cne-122421a/L2 	 mur se  
n=1 	 n=1 
convergem uniformemente. 
Veremos, também, que u(x,t) satisfaz a condição de fronteira: 
u(0,t) = u(L,t) = 0 ; t > 0 . 
Observe: 
u(o,t)=Ecne-n2'21" sen(0). 0, 
71=1 
14,0= Ec71e-n2K21L2 seri(nt)=  O. 
n=1 
Para finalizar nossa demonstração, mostraremos que, para toda função ço(x) 
secciorialmente continua em [0,1], 
lim u(x,t)cp(x)dx = f(x)9(x)dx 1,0 
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Seja bn o coeficiente de Fourier de p(x), estendida como função  ÍMPAR e 
periódica de período  
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Vamos mostrar, então, que: Ecnb. = —2 f (x)v(x)cbc 
n=1 	 L o 
Sejam 
9(X) 	 [ 
k=1 
sen( /—Lxk )1 e f (x) = 	 sen(n—lt-x--)1. 
5 9(x) f (x)cbc = i { 1[1,1 sen(—knxt{ ac2[cn sen(—/dx 
0 	 0 k=1 	 L 	 n=1 	 L 
L 	 L _2_, 
. 5 E E iv. sen(--- sen HI& .EEbkcn 5 senHkRx)sen lucc\ cfr = L { p: i e g3 [ 
o 11=1 n=1 	
knx) (nnx 
L 	 L 	 k=1 n=1 
	 0 
	
cO ce 	 L 
L 	 L j 
. E bk ck f sen2(brx\ CIX 
= .0 
E bk Ck j —
2 
 1—cos (2ba -, ) dx =Ebkck f -1-dx = ibkck L . . 	 L 	 L r 1 	 . 	 L 
k=1 	 0 	 L , 	 k=1 	 o 	 L 
- 	
k=1 	 0 2 	 k=1 	 2 
Logo, 
5 9(x) f (x)dx = b kck L  o 	 k=1 	 2 
e, portanto, 
E bkck = 9(x)f (x)dx • 
k=1 
	
o 
Por outro lado, 
L 
ju(x, t)9(x)cfr = 	 sen( n19(x)cbc = 
o 
L 	
__2kti 
	 MIX E Cne-n2A2kile sen( n--uc )(p(x)dx Ecne 2 r2 -n ' cp(x) sen(---)cbc = 
n=1 	 0 11 0 
r 	 L 
	
1 1. 	 mrx Ec ne_n2 7,2 k„ (.14,. E`c cne--2-2ki/L2 (—)f 9(x) sen(Hdx = 
2 
L 9(x)sen(21-1x)dd= 
2 	 n=1 
	
-L n=1 
E cne-www (lb 
" 
= i• 
L 
n=1 	 2
Cn2X2Irtill e b 
-n n • 
•n• 
Observe que, para chegarmos a esse resultado, foram utilizadas a 
PROPOSIÇÃO 1.2 e a PROPOSIÇÃO 1.5 (ii) 
Finalmente, observamos que: 
	
e-n2'2klle c„b„ 	 lc 	
co 
 b„2 	 2 < 00 para n n 2 n=1 	 n=1 	 n=1 
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onde usamos a desigualdade 'alibi lia2  +1)21, conseqüência imediata de 2 
o. 
Ern virtude da Desigualdade de Bessel, a desigualdade -2-1E1).2 + c„2 I < , 
implica que a série E C71221'11'2 c„b„ converge uniformemente em t . 
n=1 
Conseqüentemente, ela define uma função continua de t, o que implica que: 
hm E e-"2-1'21"-L2 cnb„  
1-4 
n=1 	 n=1 
e, portanto, 
limf u(x,t) 9(x)cbc = f f(x) 9(x)cbc 
t-40 
Logo, u(x,t) é solução do PVlF no sentido (1). 
Q.E.D. 
TEOREMA 3.4: Seja f : [0,L] -->91 uma função continua com f(L) = f(0) = O e tal 
que a derivada f' exista em 0,L1 e seja de quadrado integrável.  Então, a expressão 
X-1 -n2nKt/L seietX) Cne 2 2 	 define uma função continua em /7, que é solução do PVIF no 
n=1 
sentido (I). 
DEMONSTRAÇÃO: 
Como f é uma função continua, f e 1 f 12 
quadrado integrável. 
são integráveis, quer dizer, f é 
Aplicando o TEOREMA 3.3 temos que a expressão cfle-2-2K1/1-2 sen 
n4 
define uma função u(x,t) que é a solução do PVIF no sentido (1), isto 6, u t = k.u,„ 
O < x < L , u(0,t) = u(L,t) = 0, t > 0 e lim u(x,t) 9(x)dx = f(x) 9(x)dx , para toda 1,0 
função 9 seccionalmente continua em [O, L] . 
Portanto, basta mostrarmos que Ecne 	 2  sen)—
L 
define uma função 
n=1 
continua em t O. 
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Observe que a série E c ne-n21'21crl 1'2 se —In" é majorada pela série 	 para 
n=-1 n=1 
todo (x,t) 	 Então, se mostrarmos que Elcn I corverge, concluiremos, pelo Teste 
n=1 
M de Weierstrass, que a série 	 e-2.2K1i12 sen —nitx  I converge uniformemente e 
n=1 n 
absolutamente em [0,L] . 
Para provarmos que Elcn i converge, necessitamos de uma expressão ligando 
Cn com o coeficiente de Fourier de f'.  
2 L 	 mix Observe: cn = jf(x)sen(—L )dx L o 
Usando integração por partes, temos: 
2 	 ngx)L 
= -[-  cosi 	 — (x)1 - f' (x - cos 	 L dx = C n L 	 L na- 	 L 	 L )n ,r 1  0 	 0 
+ [ L 
	
= - -2 —L [cos(-1"rxjf (x)] 	 f (x)cos(711dx]. 
	
L ng 	 L 	 L n.g 
	
o 	 o 
2 r / 1  
— Lcosogg(L) - cos(0) f (0)1+ 
--
f 
 f (x)cot-ddx. 
nit n.g 
Como por hipótese, f (L) = f(0) = 0, temos: 
2 L 
Cn = — f f 1 (x)cos(-71 71x)dx = —L [-21 f , (x)cosHrildx]. 
ng 	 L 	 nit L 	 L 	 nit 
	
o 	 o 
onde dn são os coeficientes de Fourier de flx), função par e periodica de período  
2L. 
De c„ = 	 , obtemos 
nit 
1 L2 	
c/2 
	
ICn I 	 —1- 4- 
2 n
7 
 2 
e, dai, 
o 	 L2 	 1 	 1 
n2 2 n=1 
onde usamos a desigualdade de Bessel 
L 
	
Ed n2 	 If 1 1 2 
n=1 	 0 
para concluir que essa  última série converge. 
Q.E.D. 
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3.5 Unicidade de solução clássica do PVIF 
A unicidade da solução do PVIF no sentido (I) que apresentaremos logo a 
seguir, é consequência imediata do resultado enunciado a seguir: 
TEOREMA 3.5 (Principio do Máximo-Mínimo): Seja u(x,t) uma função 
 
	
continua no retângulo 	 = {(X,t)/Xi 	 X2 ,t1 	 2'2 }, tal que u, = 	 para 
<x < x2 e t, < t < t2 . Então, o máximo de u é assumido em um dos seguintes lados 
de R12 : 
	
li ={x = x1 ,t1 •5_ t 	 = = 	 X x2 ) ; 13 = {x = x2 ,1-1 	 t2 }. 
DEMONSTRAÇÃO: 
Seja Mo máximo de u em 1712 em o máximo de u em A, onde A =11 V12 Ud3 
Queremos mostrar que M = m. 
Suponhamos, por contradição, que M> m, já que não há possibilidade de 
M < m pois A c 
Seja P = (x0 ,t0 ) um ponto de A, -A, onde u assume seu valor máximo. 
Seja v(x,t) uma função definida como: 
-m  
v(x,t)= u(x,t)+ 
	 (x x0 )2 
4L2 	
, onde L = x2 - 
- Em A, temos v(x,t)< m+ 111 in  L2 < M e v(x 0 ,t0 ). u 
4L2 
máximo de v é assumido em um ponto (, i) de .1712 - A. 
o , . o = 0 . Logo, o 
Em (7, T), devido a condição de máximo de uma função de várias variáveis, 
temos que: 
v t (5e,T) 0 e vix (.7,17) O. 
Por outro lado, como 
v(Y,T)=4Y,T)+ 111 -172 	 x0 )2 = 
4/.2 
= 21(17,0+ M 	 (77C 2 - 2.TCX0 + x02) = 
4/.2 
= U(TC,F)--F k7 2 - 2k-XX 0 bCO2 
onde k = M —m 	 , temos que: 4L2 
v, 07,0 = ui (e,t) M e v.(7, i) 
	x(Y 
 ' t)± 2L2 
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pois 
v c 	 74{Y ,0 + 	 —2kx 0 
e, portanto, 
( V,T)+ M —m  u  
2L2 
E como u satisfaz a equação de calor, u, = ku,,, temos que 
= kuic,07, 1-) 
e, portanto, 
—  
v,(,1) = k[v .„„(.7,t)—(M ff1 )1<=> v,(T) Y, — kv x,(7,T) k M 	  
21,2 	 2L2m  
Então, v,( , )< kv,c,(.77,i), o que contradiz que v t , 	 0 e vix (77,0 O. 
Logo, M = m. 
Q.E.D. 
COROLÁRIO: Seja f uma função dada em [0,L] Então, a solução do PVIF no 
sentido (I), caso exista, éúnica. 
DEMONSTRAÇÃO: 
Sejam (x,t) e u2 (x,t) soluções distintas de PVIF no sentido (I). 
Seja v(x,t). (x,t)— u2 (x,0 . 
Como u2 (x,t) e ui (x,t) são funções continuas, v(x,t) também será. 
Veremos, agora, se as derivadas parciais v, e v de v(x ) t) satisfazem a 
condição v, = Kv,, x . Como as funções u,(x,t) e u2 (x,t) são soluções do PVIF no 
sentido (I), satisfazem as condições (u,), = Iqu i L, e (u2 ), =•K(u2). , temos que: 
v, = (u1 ), — (u2 ), = K(u 1 ) — 	 = K(u, — u2 
e, portanto, 
= 
Da mesma forma, como u, (0,0= u, (L„t)=  O e u2 (0,0= u2 (L,t) = 0, temos que: 
v(0,0= u2 (0,t)— ul(0,0 = 0 e v(L, 	 u2 (L,t)— u l(L,0= 0 , 
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logo, v(x,t) satisfaz as condições de fronteira 
t) = v(L, t) = 0 . 
Além disso, u2 (x,0). u1 (x,0)= f (x) ,  então:  
v(x,0). u2(x,0)–u1 (x,0). f (x) – f(x) = O. 
Então, v é continua e satisfaz as seguintes condições: 
Kv„, 
v(0,t) = v(L ,t) = 
v(x,0) = 
e, portanto, pelo TEOREMA 3.5, v(x,t). 0 , o que nos leva ao resultado 
u2 (x, t) = ui (x,t). 
Logo, a solução PVT no sentido (I), caso exista, é única. 
Q.E.D. 
3.6 Resolução de PVIF relacionados à Equação de Calor 
Nesta seção, usaremos o que estudamos para resolveremos alguns problemas 
relacionados à Equação do Calor. 
3.6.1 Condições de Contorno Homogêneas 
Até agora, consideramos o problema constituído pela equação da condução 
do calor u,= Ku, , 0<x<L, t > 0 e as condições de contorno u(0,t) = 0 , u(Lt)=0, 
t> 0 e a condição inicial u(x,0)= f(x), 	 Jr I, e encontramos a solução 
u(x,t) = E,e_nyKite se ma 	 onde os coeficientes c , são dados por 
n=1 
2 L 	 niTTN 
c„ = 
 -f  f(x)sen("— L 
Como exemplo, resolveremos o seguinte problema de condução de calor: 
{ ur = u, 0 < x < 1, t > 0; 
u(0,t)= u(1,t) = 0, t > 0; 
u(..x,0) =50, 0 < x <1. 
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Como a temperatura da barra satisfaz  às condições de calor, neste caso, com 
K =1, L=1 e f(x). u(x,0). 50, 0< X < 1 , temos que: 
	
n-n22a1L2 	
mu 
u(x,t) Ece 	 sen —) e°  .Ecn e-n2'21 sen(rinx), 
n=1 	 n=1 
onde 
L 	 1 	 1 2 	 mu 
en =
j-
- f(x)sen(-1--)dx = 2150 sen(mtx)dx = 100f sen(nnx)cbc .. 
L o 	 o 	 o 
= --ioo 
 [cos(nn) - 1] 
 = 
— 100 k ir -11 
	
mc 	 nn 
Observe que, se n for impar, teremos cn =0 . 
Então, faremos n= 2n- 1 e, assim: 
en = / 
-100 
 k 1)2.-1 1] =.  200  
	
2n 	 (2.n - 
e, portanto: 
c° 	 200 
	 o2 	 r 
	
U(X 	 (2n -1) 
	
t = E 	 seni(2n -1)7rxi . 7E 
c n-0 R2I 
3.6.2 Condições de Contorno não-Homogêneas 
Suponhamos que uma das extremidades da barra seja mantida na temperatura 
constante T e a outra extremidade na temperatura constante T2 •  Então, as condições 
de contorno são: u(0,t) = T1 , u(1„0= T2 , t > 0 
• Já a condição inicial u(x,0) = f(x) , 0<x<L, e a equação diferencial 
U, = Ku.,, continuam imutáveis. 
Com modificações apropriadas, reduzindo o problema a um outro com as 
condições de contorno homogêneas, o problema pode ser resolvido diretamente pelo 
Método de Separagdo das Variáveis. 
Depois de um intervalo de tempo dilatado, isto 6, quando t --> cc, podemos 
prever que sera atingida uma distribuição permanente de temperatura v(x), que será 
independente do instante I e das condições iniciais. 
Uma vez que v(x) deve obedecer a equação do calor 
u, = Ku,  
temos que 
v"(x)=0, 0<x<L. 
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Além disso, v(x) deve obedecer as condições de contorno, logo, 
v(0) = T e v(L) = T2 , 
que valem também quando t co . 
Com isso, temos que: 
v(x) 	  
Portanto, a distribuição permanente de temperatura é uma função linear de x. 
Voltando ao problema original, vamos tentar exprimir u(x,t) como a soma 
da distribuição de temperatura no estado permanente v(x) e uma outra distribuição 
de temperatura w(x,t). 
Escrevemos, então:  
u(x ,t)= v(x ) + w(x, t) . 
Uma vez que v(x) = (T2 - T1) x , o problema sera resolvido desde que 
possamos determinar w(x,t). 
Pela equação u, = Ku,  temos: 
e, dai, como 
temos que, 
(1 + = 411 
vE,=v,=0, 
w = kw.  
E, como 
temos que 
e, portanto: 
e, finalmente,  
u(x,t)=v(x)+w(x,t), 
w(x, t)= u(x, t) - v(x) 
w(0 ,t) = u(0 ,t) — v(0) = T1 — T1 =0,  
w(L,t) = u(L,t)—v(L) = T2 T2 =0 
C,0) = U(X,O) V(X) = f (x)— v(x) . 
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Portanto, a parte transiente da solução do problema original se encontra pela 
resolução do problema constituído pelas equações: 
{
w,=Kw,0<x<L, t>0; 
w(0,t). w(L,t). 0, t >0; 
w(x,0). f(x)-v(x), 0 x- L. 
Este problema, porém, já foi resolvido, onde f (x) — v(x) tem, agora, o papel 
de distribuição inicial de temperatura. 
Portanto, 
u(x, t) = (T2 T 
GO 
_2 1,,A2 
	 tinx 
x+ i + Ecne " " 	 sen 
n=1 
onde 
2 L 
cn — f[f(x)- (T 2 -T1 )--I-Idsen( rnwldx . 
o 	 L 	 L 
EXEMPLO: 
Resolveremos, agora, o seguinte problema de condução de calor: 
u,=u„„ 0<x<1, t>0; 
u(0,t) = 10, u(1,t) = 60, t >0; 
u(x,0)=10, 0 < x<1. 
Observe que, neste caso, K =1, L=1 e f(x)=u(x,0)=10, 0 <x <1. Além 
disso, temos que u(x,t) terá que satisfazer as condições de contorno 
u(0,t)=10, u(1,0 = 60, t > O, logo, trata-se de um problema com condições de 
contorno não-homogêneas,  onde T1 =10 e T2 =60. 
Então, 
2 -T 
u(x,t)= 	 x+T1 + Lc„e-712'21cill-2 sen(—nmc )= 50x +10 + Ecne-"22r2i sen(nnx), (T O  
n=1 	 n=1 
onde 
2 L 
c„ = 	 (x)-(T2 -71)Z--Ti lsen(51-x )dx= 2f [- 50xlsen(ngx)dx= 
L 	 L o 
sen(nir)+ nn- cos(n2r)]  
=100r 	 100 	 n(— i)"  =100 (-11)n , n=1,2, .. 2 2 	 • n 	 n2x 2 
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Portanto, 
u(x,t) = 50x +10+ ccE' 100 {— 1)n e -'122.21 sen(nnvc). 
n=1 	 nn 
3.6.3 Barra com as extremidades isoladas 
Um problema ligeiramente diferente aparece se as extremidades da barra 
estiverem isoladas, de modo que no haja passagem de calor através delas. 
De acordo com a Lei de Resfriamento, a -taxa de passagem de calor através de 
uma seção reta é proporcional A. taxa de variação de temperatura na direção x. 
Assim, no caso da inexistência de passagem de calor, as condições de 
contorno são uz(0,t)= O, ux (L,t)= O, t > 0 . 
0 problema proposto pelas equações: 
0<x<L, f>0; 
i.;(0,t). 0, ur(L,t) = 0, t > 0; 
u(x,0)= f (A), 0 	 L. 
também pode ser resolvido pelo Método da Separaçtio de Variáveis. 
Se fizermos u(x,t)= X(x)T(t), e substituirmos esta expressão de u na 
equação ut = Ku, temos que 
X" (x)  
	
X(x)T(t)= KT(t)X"() 	 1 (t) x)<=> 
	 — , 
K T(t) X(x) 
onde a é uma constante. Obtemos, então, duas equações diferenciais 
ordinárias: 
	
X"(x)+ aX(x) = 0 e 	 T' (x)+ KaT(x)= 0 . 
Para qualquer valor de a, o produto das soluções das equações acima 6 uma 
solução da equação diferencial ur =  Ku,. No entanto, estamos interessados somente 
nas soluções que também obedecem as condições de contorno. 
Se substituirmos a expressão u(x,t)= X(x)T(t) nas condições de contorno em 
x= O , obtemos u(0,0= X'(0)T(0= O. Como não podemos aceitar que T(t) seja 
nula para todos os valores de t, e, então, u(x,t) também ser nula, devemos ter 
X'(0)= O. 
Se, da mesma forma, usarmos a condução de contorno em x= L, temos: 
,c(L,t)= X' (L)T(t) = 0 e, encontramos X'(L) = O. 
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Admitindo que a seja um  número real, analisaremos os casos em que a <O,  
a=0 e a>0. 
1 0) Se a < 0 é conveniente fazermos a = 	 , onde A. é um número real e positivo. 
Então, a equação X " (X) aX(x) = 0 fica X " (x) -- ? 2X(x) = 0 e a sua solução geral é 
X(x) = K1 sen(A.x) + K2 cos(A.x) . 
Neste caso, as condições de contorno só podem ser obedecidas se fizermos 
= .K2 = . 
Uma vez que esta escolha é inaceitável, segue-se que a não pode ser 
negativo. 
2°) Se a = 0 teremos X " (x)= 0 e, portanto, X(x) = Kix + K2 . 
Então, pelas condições de contorno temos que K, = O, mas não sabemos o valor de 
K2 . 
Como, T ' (x) -f- KaT(x)= 0, com a = 0 temos que T ' (x)= 0 e, portanto, que 
T(t) é uma constante, o que pode ser combinado com K2 . 
Portanto, quando a = O, obtemos a solução 
zi(x,t) = K2 _ 
3°) Finalmente, com a >  O , seja a = , onde é um número real positivo. 
Então, a equação X " (x)+ aX(x)= 0 fica X " (x)+ X,2X(x)= 0 e sua solução 
geral é 
X(x) = K1 sen(Xx) + K2 COS().X) 
A condição de contorno X ' (0) = 0 exige que K1 = O, e a condição X ' (L). O requer 
que A, = ./ com n =  1,2,..., mas deixa K2 indeterminado. 
L 
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Desta forma, o problema tem uma seqüência infinita de autovalores 
a = —
n27/2 
com as autofunções correspondentes X(x) = cos( ) . 
L2 
Para estes valores de a as soluções T(t) são proporcionais a e -772112.1011,2 
Combinando esses resultados, 
soluções para o problema: 
temos o 
uo (x,t) = 1, 
n 	 -n22KII 2 u(x,t) = e 	 I 
{ 
seguinte conjunto fundamental de 
, 	 n= 1,2,... ' rmlcos—L  
onde desprezamos as constantes de proporcionalidade. 
Em virtude de a equação diferencial e as condições de contorno serem 
lineares e homogêneas, qualquer combinação linear finita das soluções 
fundamentais também satisfaz a ambas. 
Vamos admitir que esta afirmação seja correta para as combinações lineares 
infinitas das soluções fundamentais. 
Assim, para que se cumpra a condição inicial u(x,0) f(x), 	 x L, vamos 
admitir que u(x,t) tenha a forma: 
u(x,t) = c –Lido (x, t) + cnu,i (x 	 — E0 	 ene _n2n2Kile COS mr-x c 
2 	 n=1 	 2 	 n=1 
Os coeficientes c„ são determinados pela exigência 
u(x,0) = + L cn cos(—m" = 
2 	 L 
Assim, os coeficientes desconhecidos na equação acima devem ser os 
coeficientes da série de co-senos de Fourier paraf, com o  período 2L. 
Dai, temos: 
2 L 
Cn = f(x)cos(—Incx
L
)dx, n=1,2, .. 
L o  
Com esta escolha, 
+Ecne-"2112WL2 cos(nRx  —) 
proporciona a solução do problema da condução de calor em uma barra com as 
extremidades isoladas. 
CO 
c 
u(x,t)=-+ Ec e-n2A210-2 cos 2 n=1 n 
'ma) 
L 
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EXEMPLO: 
Como exemplo, resolveremos o problema de condução de calor abaixo: 
{ ut =u, O<X<TC, t>0; 
Ux (0,t) -= 0, 1.4x (lt,t)=- 0, t > 0; 
Zi(X,O) = X, 0 < X < IL 
Neste caso, K =1, L= 7E e f(x) = x, 0< x < r. Além disso, u1 (0,0 = 0 e ux (re,t) = 0, 
t> 
 0 , ou seja, trata-se de uma barra com as extremidades isoladas e, portanto, a 
solução u(x,t) é da forma 
onde 
2 L 	 mrx 
= —f f (x) cosHd 	
' 
x, n =1,2, .. 
L  
Então, calculando co e c„, temos: 
2 )dx co = —ix cos(0 	 = = 7C c„ = —2 1x cos(nx)dx = 
It o 
 
2 r, i '  1 
Logo, 
Lk 
1TJ2 
u(x ,t 
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