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Local Weyl modules and cyclicity of tensor
products for Yangians
Yilan Tan, Nicolas Guay
Abstract
We provide a sufficient condition for the cyclicity of an ordered tensor prod-
uct L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk) of fundamental representations
of the Yangian Y (g). When g is a classical simple Lie algebra, we make the
cyclicity condition concrete, which leads to an irreducibility criterion for the
ordered tensor product L. In the case when g = sll+1, a sufficient and neces-
sary condition for the irreducibility of the ordered tensor product L is obtained.
The cyclicity of the ordered tensor product L is closely related to the structure
of the local Weyl modules of Y (g). We show that every local Weyl module
is isomorphic to an ordered tensor product of fundamental representations of
Y (g).
Key words: Yangians; Finite-dimensional representations; local Weyl modules; cyclic-
ity conditions.
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1 Introduction
Yangians and quantum affine algebras form two of the most important classes of
quantum groups. The representation theory of Yangians has many applications in
mathematics and physics. For instance, from any finite-dimensional representation
of a Yangian, one can construct a R-matrix which is a solution of the quantum Yang-
Baxter equation [9]. As stated in [25], “the physical data such as mass formula, fusion
angle, and the spins of integrals of motion can be extracted from the Yangian highest
weight representations;” see also [12].
One fundamental problem regarding the highest weight representation of a Yan-
gian Y (g) is to determine the structure of the finite-dimensional irreducible represen-
tations. Unfortunately, this is unknown in most cases except for g = sll+1 where a lot
is known thanks to the work of S. Khoroshkin, M. Nazarov et al., see for instance [19]
and related papers. In this article, we focus on the cases when g is a finite-dimensional
simple Lie algebra over C of rank l. It was proved in [14] that every finite-dimensional
irreducible representation L of Y (g) is a highest weight representation, and its high-
est weight is encapsulated by an l-tuple of monic polynomials π =
(
π1(u), . . . , πl(u)
)
,
where πi(u) =
mi∏
j=1
(u− ai,j); πi(u) is called a Drinfeld polynomial. An irreducible rep-
resentation is called fundamental if there is an i such that πi(u) = u−a and πj(u) = 1
for any j 6= i. In this case, we denote the representation by Va(ωi). V. Chari and A.
Pressley showed in [9] that the finite-dimensional irreducible representation of Y (g)
associated to π is a subquotient of a tensor product of fundamental representations⊗
i,j
Vai,j (ωi), where the tensor factors take any order.
The finite-dimensional representation theory of the quantum affine algebra Uq(gˆ)
over C(q) is an analogue of the one for Y (g), where q is an indeterminate and C(q)
is the field of rational functions in q with complex coefficients. Finite-dimensional
irreducible representations of the quantum affine algebra Uq(gˆ) are parameterized
by l-tuples of polynomials P =
(
P1(u), . . . , Pl(u)
)
, where Pi(0) = 1. An irreducible
representation is called fundamental if there is an i such that πi(u) = 1− cu for c 6= 0
and πj(u) = 1 for any j 6= i. In this case, we denote the representation by Lc(ωi).
It is well known that the finite-dimensional irreducible representation associated to
P is a subquotient of
⊗
ij
Lci,j(ωi), where the tensor factors take any order and the
ci,j are roots of Pi(u). In [1], the authors conjectured that if for any ci and cj,
1 ≤ i 6= j ≤ k, ci
cj
does not have a pole at q = 0, then the ordered tensor product
L˜ = Lc1(ωd1)⊗Lc2(ωd2)⊗ . . .⊗Lck(ωdk) is irreducible, and proved this conjecture in
the case of type A
(1)
n and C
(1)
n . This conjecture was also proved by E. Frenkel and
E. Mukhin [16] using the q-characters method, by M. Varagnolo and E. Vasserot [27]
2
via quiver varieties when g is simply-laced, and by M. Kashiwara in [18] through
crystal bases. This result was generalized in [3] by V. Chari who gave a sufficient
condition for the cyclicity of the tensor product of Kirillov-Reshetikhin modules, i.e.,
finite-dimensional irreducible representations associated to an l-tuple of polynomials
P such that the roots of Pi(u) form a ‘q-string’ and Pj(u) = 1, for all j 6= i. This
condition is obtained by considering a braid group action on the imaginary root
vectors. However, there is no braid group action available for the representation of
Y (g); there is no analogue of the sixth relation in (2.4) in [3] for Yangians.
In order to have a better understanding of the category of finite-dimensional ir-
reducible representations of quantum affine algebras associated to an l-tuple of poly-
nomials P, the local Weyl module W (P) was introduced in [13]. The module W (P)
has a nice universal property: any finite-dimensional highest weight representation
of Uq(gˆ) associated to P is a quotient of W (P). It is known that W (P) is isomorphic
to an ordered tensor product of fundamental representations of Uq(gˆ). A proof of
this fact can be found in [7]. The notion of a local Weyl module has been extended
to the finite-dimensional representations of current algebras [4, 17, 23], twisted loop
algebras [5], and current Lie algebras on affine varieties [15].
In this paper, we study the local Weyl modules W (π) and the cyclicity condi-
tion for a tensor product of fundamental representations of Y (g). In Section 2, we
introduce the Yangian Y (g) and its finite-dimensional representations. In Section 3,
we give the definition of the local Weyl module W (π) of Y (g) and prove that its
dimension is bounded by the dimension of the local Weyl module W (λ) of the cur-
rent algebra g[t], where λ =
∑
i∈I
miωi. In Section 4, we provide the structure of the
local Weyl module W (π) of Y (sl2) by showing that W (π) is isomorphic to an ordered
tensor product of fundamental representations of Y (sl2), see Theorem 4.7. In Section
5, we first provide a cyclicity condition for an ordered tensor product of fundamental
representations L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . .⊗ Vak(ωbk), see Theorem 5.2. We next
make the cyclicity condition concrete when g is classical, see Theorem 5.17. Recall
that a finite-dimensional representation L of Y (g) is irreducible if both L and the left
dual tL are highest weight representations. Since the left dual of a tensor product
of fundamental representations is again a tensor product of fundamental ones, our
cyclicity condition for L leads to an irreducibility criterion on L, see Theorem 5.19. In
particular, when g = sll+1, a sufficient and necessary condition on the irreducibility
of L is obtained (See [22] and [24] for more general irreducibility results for Y (gll+1)).
In Theorem 5.24, we show that W (π) is isomorphic to an ordered tensor product of
fundamental representations. This parallels the results obtained on the structure of
the local Weyl modules of quantum affine algebras.
3
2 Yangians and their representations
In this section, we recall the definition of the Yangian Y (g) and some results
concerning its finite-dimensional representations.
Definition 2.1. Let g be a simple Lie algebra over C with rank l and let A = (aij)i,j∈I,
where I = {1, 2, . . . , l}, be its Cartan matrix. Let D = diag (d1, . . . , dl), di ∈ N, such
that d1, d2, . . . , dl are co-prime and DA is symmetric. The Yangian Y (g) is defined to
be the associative algebra with generators x±i,r, hi,r, i ∈ I, r ∈ Z≥0, and the following
defining relations:
[hi,r, hj,s] = 0, [hi,0, x
±
j,s] = ± diaijx±j,s, [x+i,r, x−j,s] = δi,jhi,r+s,
[hi,r+1, x
±
j,s]− [hi,r, x±j,s+1] = ±
1
2
diaij
(
hi,rx
±
j,s + x
±
j,shi,r
)
,
[x±i,r+1, x
±
j,s]− [x±i,r, x±j,s+1] = ±
1
2
diaij
(
x±i,rx
±
j,s + x
±
j,sx
±
i,r
)
,∑
pi
[x±i,rpi(1) , [x
±
i,rpi(2)
, . . . , [x±i,rpi(m) , x
±
j,s] · · · ]] = 0, i 6= j,
for all sequences of non-negative integers r1, . . . , rm, where m = 1− aij and the sum
is over all permutations π of {1, . . . , m}.
Let the degree of x±i,d and hi,d be d; then we obtain a filtration on Y (g) by taking
Y (g)r to be the linear span of all monomials of degree at most r in the generators
x±i,s and hi,s.
Proposition 2.2 (Proposition 12.1.6, [10]). The associated graded algebra gr Y (g) is
isomorphic to the universal enveloping algebra of the current algebra g⊗C C[t].
There is a version of the Poincare-Birkhoff-Witt theorem for Yangians.
Proposition 2.3 ([20]). Let ∆+ be the set of positive roots of g. Let x±α,k be the
elements constructed in [20]. Fix a total ordering on the set∑
= {x±α,k | α ∈ ∆+, r ∈ Z≥0}
⋃
{hi,r | i ∈ I, r ∈ Z≥0}.
Then the set of ordered monomials in the elements of
∑
is a vector space basis of
Y (g).
It has been established that Y (g) has a Hopf algebra structure. The coproduct
of Y (g), however, is not given explicitly in terms of the generators x±i,r and hi,r. To
describe the Hopf algebra structure of Y (g), let Y ± and H be the subalgebras of Y (g)
generated by the x±α,k, for all positive roots α, and hi,k for all i ∈ I, respectively. For
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a fixed i ∈ I, let Y ±i and Hi be the subalgebras of Y (g) generated by x±i,k and hi,k,
respectively, and set M±i =
∑
k x
±
i,kY
±
i . Set N
± =
∑
i,k x
±
i,kY
± and define N±i to be
the subalgebras of Y (g) generated by all monomials in x±α,k with at least one factor
with α 6= αi. V. Chari and A. Pressley proved the following proposition.
Proposition 2.4 (Proposition 2.8,[9]).
Denote Y (g) by Y . Modulo Y ≡ (N−Y ⊗ Y N+)⋂ (Y N− ⊗N+Y ), we have
1. ∆Y (g)
(
x+i,k
) ≡ x+i,k ⊗ 1 + 1⊗ x+i,k + k∑
j=1
hi,j−1 ⊗ x+i,k−j,
2. ∆Y (g)
(
x−i,k
) ≡ x−i,k ⊗ 1 + 1⊗ x−i,k + k∑
j=1
x−i,k−j ⊗ hi,j−1,
3. ∆Y (g) (hi,k) ≡ hi,k ⊗ 1 + 1⊗ hi,k +
k∑
j=1
hi,j−1 ⊗ hi,k−j.
We need to modify some of the results of Proposition 2.4. We denote the genera-
tors of Y (sl2) by x
±
k and hk. In Y (g), for a fixed i ∈ I, {x±i,r, hi,r|r ≥ 0} generates a
subalgebra Yi of Y (g) and the assignments
√
di
di
k+1x
±
i,k → x±k and 1dik+1hi,k → hk define an
isomorphism from Yi to Y (sl2). Let h1 = h1− 12h20 and hi,1 = hi,1− 12h2i,0. It is proved in
[8] that ∆Y (sl2)
(
h¯1
)
= h¯1⊗1+1⊗h¯1−2x−0 ⊗x+0 . The isomorphism Yi ∼= Y (sl2) becomes
a Hopf algebra isomorphism if we set ∆Yi
(
h¯i,1
)
= h¯i,1⊗1+1⊗ h¯i,1−(αi, αi) x−i,0⊗x+i,0.
We denote by ∆Yi and ∆Y (g) the coproducts of Yi and Y (g), respectively. There is
a difference between the coproduct of Yi and the coproduct of Y (g) restricted to Yi.
For instance,
∆Yi
(
h¯i,1
)
= h¯i,1 ⊗ 1 + 1⊗ h¯i,1 − (αi, αi) x−i,0 ⊗ x+i,0;
∆Y (g)
(
h¯i,1
)
= h¯i,1 ⊗ 1 + 1⊗ h¯i,1 − (αi, αi) x−i,0 ⊗ x+i,0 −
∑
α≻0,α6=αi
(α, αi)x
−
α,0 ⊗ x+α,0.
The next proposition follows from the proof of Proposition 2.8 [9].
Proposition 2.5. ∆Y (g)
(
x±i,k
)−∆Yi (x±i,k) ∈ HiN−i ⊗HiN+i .
Similar arguments show that
Proposition 2.6.
1. ∆Y (g)
(
x−i,ks . . . x
−
i,k1
)−∆Yi (x−i,ks . . . x−i,k1) ∈ HN−i ⊗M−i HN+i .
2. ∆Y (g)
(
x+i,ks . . . x
+
i,k1
)−∆Yi (x+i,ks . . . x+i,k1) ∈M+i HN−i ⊗HN+i .
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Before moving on to discuss the representation theory of Y (g), we present the
following useful proposition.
Proposition 2.7 (Proposition 2.6, [9]). For any a ∈ C, the assignment
τa(hi,k) =
k∑
r=0
(
k
r
)
ak−rhi,r, τa(x
±
i,k) =
k∑
r=0
(
k
r
)
ak−rx±i,r
extends to a Hopf algebra automorphism of Y (g).
We are now in the position to introduce basic results on the finite-dimensional
representation theory of Y (g).
Definition 2.8. A representation V of the Yangian Y (g) is said to be highest weight
if it is generated by a vector v+ such that x+i,kv
+ = 0 and hi,kv
+ = µi,kv
+, where µi,k
are complex numbers.
The defining relations of a Yangian allow one to define highest weight representa-
tions of Y (g). Set µ =
(
µ1 (u) , µ2 (u) , . . . , µl(u)
)
, where µi (u) = 1 +
∑
k∈Z≥0
µi,ku
−k−1
is a formal series in u−1 for i ∈ I. The Verma module M (µ) of Y (g) is defined to be
the quotient of Y (g) by the left ideal generated by N+ and the elements hi,k − µi,k1.
The image 1µ of the element 1 ∈ Y (g) in the quotient is a highest weight vector of
M (µ). The Verma module M(µ) is a universal highest weight representation in the
sense that if V (µ) is another highest weight representation with a highest weight
vector v, then the mapping 1µ 7→ v defines a surjective Y (g)-module homomorphism
M (µ)→ V (µ). It is known that Y (g)0, the degree 0 part of the filtration on Y (g), is
isomorphic to the universal enveloping algebra U(g), hence V (µ) can be viewed as a
U(g)-module. The weight subspace Vµ(0) with µ
(0) = (µ1,0, . . . , µl,0) is one-dimensional
and spanned by the highest weight vector of V (µ). All other nonzero weight sub-
spaces correspond to weights γ of the form γ = µ(0)−k1α1−. . .−klαl, where all ki are
nonnegative integers and not all of them are zero. A standard argument shows that
M (µ) has a unique irreducible quotient L (µ). In [14], V. Drinfeld gave the following
classification of the finite-dimensional irreducible representations of Y (g).
Theorem 2.9.
(a) Every irreducible finite-dimensional representation of Y (g) is highest weight.
(b) The irreducible representation L (µ) is finite-dimensional if and only if there
exists an l-tuple of polynomials π = (π1(u), . . . , πl(u)) such that
πi (u+ di)
πi (u)
= 1 +
∞∑
k=0
µi,ku
−k−1,
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in the sense that the right-hand side is the Laurent expansion of the left-hand
side about u =∞. The polynomials πi (u) are called Drinfeld polynomials.
In [9], V. Chari and A. Pressley proved that L(µ) is a subquotient of a tensor
product of fundamental representations, see Theorem 2.11. To show this, we need
the following proposition.
Proposition 2.10 (Proposition 2.15, [9]). Let both V and V˜ be irreducible finite-
dimensional representations of Y (g) with associated l-tuples of polynomials π and π˜,
respectively. Let v+ ∈ V , v˜+ ∈ V˜ be their highest weight vectors. Then v+ ⊗ v˜+ is a
highest weight vector in V ⊗ V˜ and its associated polynomials are πiπ˜i.
Theorem 2.11 (Theorem2.16, [9]). Every finite-dimensional irreducible representa-
tion L(µ) of Y (g) is a subquotient of a tensor product W = V1 ⊗ . . . ⊗ Vn of the
fundamental representations. In fact, V is a quotient of the cyclic sub-representation
of W generated by the tensor product of the highest weight vectors in the Vi.
In [11] and [8], it was proved that every finite-dimensional irreducible representa-
tion of Y (sl2) is a tensor product of evaluation representations which are irreducible
under sl2. However, this property is not true in general and in most cases the struc-
ture of finite-dimensional irreducible Y (g)-modules remains unknown.
Let V be a finite-dimensional irreducible representation of Y (g) with l-tuple of
Drinfeld polynomials π. Define the following associated Y (g)-representations:
1. Pulling back V through τa as defined in Proposition 2.7, we denote the repre-
sentation by V (a). V (a) has Drinfeld polynomials
(
π1(u− a), . . . , πl(u− a)
)
.
2. The left dual tV of V and right dual V t of V are the representations of Y (g)
on the dual vector space of V defined as follows:
(y · f) (v) = f (S (y) · v), y ∈ Y (g), f ∈ tV , v ∈ V ;
(y · f) (v) = f (S−1 (y) · v), y ∈ Y (g), f ∈ V t, v ∈ V ,
where S is the antipode of Y (g).
It is well known that the dual of an irreducible representation is irreducible. The
dual spaces tV and V t are vital in determining the irreducibility of V as indicated
in the proposition below.
Proposition 2.12 (Proposition 3.8, [12]). Let V be a finite-dimensional representa-
tion of Y (g). V is irreducible if and only if V and tV
(
respectively, V and V t
)
are
both highest weight Y (g)-modules.
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Note that every finite-dimensional highest-weight representation is also a lowest
weight representation and vice-versa. The following lemma is an analogue of Lemma
4.2 in [3]. The proof has been omitted as it is similar to the proof of that Lemma.
Lemma 2.13. Let V and W be two finite-dimensional highest weight representations
of Y (g) with lowest and highest weight vectors v− and w+, respectively. Then v− ⊗
w+generates V ⊗W .
3 Local Weyl modules of Y (g) have finite dimen-
sion
In this section, we give the definition of the local Weyl module W (π) of Y (g) and
show that W (π) is finite-dimensional.
Definition 3.1. Let πi (u) =
mi∏
j=1
(u− ai,j) and π =
(
π1(u), π2(u), . . . , πl(u)
)
. The
local Weyl module W (π) for Y (g) is defined as the module generated by a highest
weight vector wpi that satisfies the following relations:
x+i,kwpi = 0,
(
x−i,0
)mi+1wpi = 0, (hi (u)− πi (u+ di)
πi (u)
)
wpi = 0. (3.1)
Remark 3.2.
1. The local Weyl module W (π) of Y (g) can be considered as the quotient of
the Verma module M(µ) by the submodule generated by
(
x−i,0
)mi+1wpi, where
µi(u) =
pii(u+di)
pii(u)
.
2. It follows from Remark [2], part C of section 12.1 of [10] that for any finite-
dimensional highest weight representation V (π) of Y (g),
(
x−i,0
)mi+1wpi = 0.
Therefore V (π) is a quotient of W (π).
Before showing that W (π) is finite-dimensional, we need some results regarding
local Weyl modules of the current algebra g[t].
Definition 3.3. Let λ =
∑
i∈I
miωi be a dominant integral weight of g. Denote by
W (λ) the g[t]-module generated by an element vλ which satisfies the relations:
n+ ⊗ C[t]vλ = 0, h⊗ tC[t]vλ = 0, hvλ = λ (h) vλ, and
(
x−αi ⊗ 1
)mi+1 vλ = 0,
for all h ∈ h and all simple roots αi. This module is called the local Weyl module
associated to λ ∈ P+.
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Theorem 3.4 (Theorem 1.2.2, [13]). Let λ be a dominant integral weight of g. The
local Weyl moduleW (λ) is finite-dimensional. Moreover, any finite-dimensional g[t]-
module V generated by an element v ∈ V satisfying the relations:
n+ ⊗ C[t]v = 0, h⊗ tC[t]v = 0, hv = λ (h) v
is a quotient of W (λ).
The dimension of the local Weyl module W (λ) of g[t] has been determined.
Proposition 3.5 (Corollary A, [23]).
Dim W (λ) =
∏
i∈I
(
Dim
(
W (ωi)
))mi
.
Combining the isomorphism (9.1) in [23] with the first part of the main theorem
of Section 2.2 in [6], we obtain the following important corollary.
Corollary 3.6. When g is a classical simple Lie algebra, W (ωi) ∼=g Va (ωi) for any
i ∈ I and a ∈ C. In particular, Dim (Va(ωi)) = Dim (W (ωi)).
We are now in a position to prove the main objective of this section.
Theorem 3.7. The local Weyl module W (π) is finite-dimensional.
Proof. Let λ =
∑
i∈I
miωi, where mi is the degree of the polynomial πi (u). We divide
the proof into steps.
Step 1: The N-filtration on Y (g) induces a filtration onW (π) as follows: letW (π)s
be the subspace of W (π) spanned by elements of the form ywpi, where y ∈ Y (g)s.
Denote by gr
(
W (π)
)
=
∞⊕
r=0
W (π)r/W (π)r−1 the associated graded module, where
W (π)−1 = 0. Let wpi be the image of wpi in gr
(
W (π)
)
.
Step 2: gr
(
W (π)
)
= gr
(
Y (g)
)
wpi = U (g[t])wpi.
Proof: Let v ∈ gr(W (π)). Without loss of generality, we may assume that v ∈
W (π)r\W (π)r−1. Thus v = ywpi for some y ∈ Y (g)r\Y (g)r−1 by Step 1 and hence
v¯ = y¯ wpi, where y¯ is the image of y in Y (g)r/Y (g)r−1. So gr
(
W (π)
)
= gr
(
Y (g)
)
wpi.
Step 3: gr
(
W (π)
)
is a highest weight representation of gr
(
Y (g)
)
.
Proof: Note that (x+α ⊗ tr)wpi = x+α,rwpi = 0 and hiwpi = 1dihi,0wpi = miwpi. Since
wpi ∈ W (π)0 ⊆ W (π)r for all r ≥ 1, (hi ⊗ tr)wpi = hi,rwpi = c.wpi = 0, where c ∈ C.
Moreover, (x−i )
mi+1wpi = (x
−
i,0)
mi+1wpi = 0. Therefore Step 3 holds.
Step 4: W (π) is finite-dimensional.
Proof: There is a surjective homomorphism ϕ : W (λ) → gr(W (π)) by Theo-
rem 3.4. It follows from Proposition 3.5 that W (λ) is finite-dimensional and hence
gr
(
W (π)
)
is as well since it is a quotient of W (λ). It follows that W (π) is finite-
dimensional and Dim
(
W (π)
)
= Dim
(
gr
(
W (π)
))
.
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Since gr
(
W (π)
)
is a quotient of the Weyl module W (λ) of g[t], we obtain an
upper bound of the dimension of the local Weyl module.
Theorem 3.8. Using the notation as in the theorem above,
Dim
(
W (π)
) ≤ Dim(W (λ)).
4 Local Weyl module W (π) of Y (sl2)
In this section, we describe the local Weyl module W (π) of Y (sl2). This module
plays a key role in the characterization of local Weyl modules of Y (g).
Denote by Wm(a) the finite-dimensional irreducible representation of Y (sl2) asso-
ciated to the Drinfeld polynomial
(
u− a)(u− (a1 + 1)) . . . (u− (a+m− 1)).
Proposition 4.1 (Proposition 3.5,[11]). For any m ≥ 1, the module Wm(a) has a
basis {w0, w1, . . . , wm} on which the action of Y (sl2) is given by
x+k ws = (s+ a)
k(s+ 1)ws+1, x
−
k ws = (s+ a− 1)k(m− s+ 1)ws−1,
hkws =
(
(s+ a− 1)ks(m− s+ 1)− (s+ a)k(s+ 1)(m− s))ws.
The cases when m = 1 and m = 2 are important in the characterization of local
Weyl modules of Y (g). Explicit identities are listed in the corollary below.
Corollary 4.2. In W1(a),
hkw1 = a
kw1, x
−
k w1 = a
kx−0 w1, hkx
−
i,0w1 = −akx−0 w1. (4.1)
In W2(a) = Y (sl2)(w2) = span{w0, w1, w2},
1. (x−1 x
−
0 + x
−
0 x
−
1 )(w2) = (2a+ 1)(x
−
0 )
2(w2).
2. (x−2 x
−
0 + x
−
0 x
−
2 )(w2) = (2a
2 + 2a+ 1)(x−0 )
2(w2).
It follows from Proposition 2.4 and Corollary 4.2 that:
Corollary 4.3. Let v1 and w1 be the highest weight vectors in W1(b) and W1(a)
respectively. In W1(b)⊗W1(a),
1. (x−1 x
−
0 + x
−
0 x
−
1 )(v1 ⊗ w1) = (a + b)(x−0 )2(v1 ⊗ w1).
2. (x−0 x
−
2 + x
−
2 x
−
0 )(v1 ⊗ w1) = (a2 + b2)(x−0 )2(v1 ⊗ w1).
The next proposition is fundamental for the characterization of finite-dimensional
irreducible representations of Y (sl2).
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Proposition 4.4 (Proposition 3.7, [11]). Let a1, a2, . . . , am ∈ C, m ≥ 1. Then if
aj − ai 6= 1 when i < j, W1(a1)⊗ . . .⊗W1(am) is a highest weight Y (sl2)-module.
From this proposition, we obtain:
Corollary 4.5. Let a1, a2, . . . , am ∈ C, m ≥ 1, and Re(a1) ≥ . . . ≥ Re(am), where
Re(ai) is the real part of ai. Then W1(a1)⊗ . . .⊗W1(am) is a highest weight Y (sl2)-
module.
Lemma 4.6 (Corollary 3.8.[11]). Let P1, P2, . . . , Pm be polynomials, and let V (Pi) be
the irreducible highest weight representation whose Drinfeld polynomial is Pi. Assume
that if ai is a root of Pi and aj a root of Pj, where i < j, then aj − ai 6= 1. Then
V (P1)⊗ V (P2)⊗ . . .⊗ V (Pm) is a highest weight Y (sl2)-module.
Theorem 4.7. Let π(u) = (u− a1)(u− a2) . . . (u− am) be a decomposition of π over
C such that Re(a1) ≥ . . . ≥ Re(am). Then W (π) is isomorphic to the ordered tensor
product W1(a1)⊗ . . .⊗W1(am).
Proof. It follows from Corollary 4.5 that W1(a1) ⊗ . . .⊗W1(am) is a highest weight
module of Y (sl2) and from Proposition 2.10 we obtain that the associated polynomial
is π(u). As a consequence of Remark 3.2, we have Dim
(
W (π)
) ≥ 2m. By the
main theorem of [4] and Theorem 3.8, Dim
(
W (π)
) ≤ 2m. Thus Dim(W (π)) = 2m.
Therefore W (π) =W1(a1)⊗ . . .⊗W1(am).
Remark 4.8. The order of the tensor product decomposition of W (π) in the previous
Theorem is not necessarily unique. We use the condition Re(a1) ≥ . . . ≥ Re(am)
because it is convenient.
5 Local Weyl module W (π) of Y (g)
Let v+1 and v
−
1 be the highest and lowest weight vectors in Va(ωi), respectively.
There exists a “path” from v+1 to v
−
1 . For instance, when g = sll+1,
v−1 =
(
x−l+1−i,0 . . . x
−
2,0x
−
1,0
) (
x−l−i+2,0 . . . x
−
3,0x
−
2,0
)
. . .
(
x−l,0 . . . x
−
i+1,0x
−
i,0
)
v+1 .
When g is a simple Lie algebra of other than type A, we use the techniques in [3]
to find a path. Suppose that one reduced expression of the longest element of the
Weyl group of g is w0 = sr1sr2 . . . srp, where srj is a simple reflection. Suppose
srj+1srj+2 . . . srp(ωi) = mjωrj +
∑
n 6=rj
cnωn. Then
v−1 =
(
x−r1,0
)m1(x−r2,0)m2 . . . (x−rp,0)mpv+1 .
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Define σj := srj+1srj+2 . . . srp and vσj(ωi) :=
(
x−rj+1,0
)mj+1(x−rj+2,0)mj+2 . . . (x−rp,0)mpv+1 .
We claim that
Lemma 5.1. Suppose mj 6= 0. Yrj
(
vσj(ωi)
)
is a highest weight representation of Yrj .
Proof. Suppose that x+rj ,0vσj(ωi) 6= 0, then σj(ωi) + αrj is a weight of Va1(ωi). Thus
ωi+ σ
−1
j (αrj) is a weight which does not precede ωi, which implies that σ
−1
j (αrj ) is a
negative root. However, ℓ(srjσj) = ℓ(σj) + 1, hence σ
−1
j (αrj ) is a positive root, so we
have a contradiction. Thus x+rj ,0vσj(ωi) = 0. Since the weight space of weight σj(ωi)
is 1-dimensional and H is a commutative subalgebra of Y (g), hrj ,svσj(ωi) = cj,svσj(ωi),
where cj,s ∈ C. Thus Yrj
(
vσj(ωi)
)
is a highest weight representation of Yrj .
As Va(ωi) is finite-dimensional, so is Yrj(vσj(ωi)). Let the associated polynomial
of Yrj
(
vσj(ωi)
)
be Qi,j(u) and set Qi,j := Qi,j(u). The highest weight representation
Yrj
(
vσj(ωi)
)
can be partially understood via its associated polynomial Qi,j: it is a
quotient of the local Weyl module W (Qi,j) of Y (sl2).
Theorem 5.2. The ordered tensor product L = Va1(ωb1)⊗ Va2(ωb2)⊗ . . .⊗ Vak(ωbk)
is a highest weight representation if for all 1 ≤ j ≤ p and 1 ≤ m < n ≤ k, when
bn = rj, the difference of the number
an
drj
and any root of the associated polynomial of
Yrj
(
vσj(ωbm )
)
does not equal 1.
Proof. Let v+m be the highest weight vector of the fundamental module Vam (ωbm) and
let v−1 be the lowest weight vector of Va1 (ωb1). We prove this theorem by induction
on k. For k = 1, L = Va1 (ωb1) is irreducible and hence it is a highest weight
representation. We assume that the claim is true for all positive integers less than or
equal to k−1 (k ≥ 2). By the induction hypothesis, Va2(ωb2)⊗Va3(ωb3)⊗. . .⊗Vak(ωbk)
is a highest weight representation of Y (g) and its highest weight vector is v+ =
v+2 ⊗ . . .⊗ v+k . To show that L is a highest weight representation, it suffices to show
v−1 ⊗ v+ ∈ Y (g)
(
v+1 ⊗ v+
)
by Lemma 2.13.
We first show that
Yrj
(
v
σj(ωb1)
)
⊗ Yrj
(
v+2
)⊗ . . .⊗ Yrj (v+k ) = Yrj (vσj(ωb1) ⊗ v+2 ⊗ . . .⊗ v+k ) .
Recall that we normalized the generators of Yrj to satisfy the defining relations of
Y (sl2). For 2 ≤ n ≤ k, Yrj (v+n ) is either trivial, if rj 6= bn, or isomorphic toW1( andrj ), if
rj = bn. When rj = bn, if the difference of the number
an
drj
and any root of Qb1,j does
not equal 1, W (Qb1,j) ⊗ Yrj
(
v+2
) ⊗ . . . ⊗ Yrj (v+k ) is a highest weight representation
of Y (sl2) by Lemma 4.6. Hence its quotient Yrj
(
v
σj(ωb1)
)
⊗ Yrj
(
v+2
)⊗ . . .⊗ Yrj (v+k )
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is a highest weight module of Yrj with highest weight vector vσj(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k .
Thus
Yrj
(
v
σj(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
⊇ Yrj
(
v
σj(ωb1)
)
⊗ Yrj
(
v+2
)⊗ . . .⊗ Yrj (v+k ) .
By the coproduct of Yangians and Proposition 2.6, it is obvious that
Yrj
(
v
σj(ωb1)
⊗ v+2 ⊗ . . .⊗ v+k
)
⊆ Yrj
(
v
σj(ωb1)
)
⊗ Yrj
(
v+2
)⊗ . . .⊗ Yrj (v+k ) .
Therefore the claim is true.
Since vσj−1(ωb1 ) ⊗ v+ = (x−rj ,0)mjvσj(ωb1) ⊗ v
+ ∈ Yrj
(
vσj(ωb1 )
)
⊗ Yrj (v+), we have
vσj−1(ωb1 ) ⊗ v+ ∈ Yrj
(
v
σj(ωb1)
⊗ v+
)
. By downward induction on the subscript j of
vσj(ωb1 ), v
−
1 ⊗ v+ ∈ Y (g)
(
v+1 ⊗ v+
)
. By Lemma 2.13, L = Y (g)
(
v+1 ⊗ v+
)
.
To find an explicit cyclicity condition for the ordered tensor product L, we need to
find the roots of the polynomial Qbm,j. From now on, we suppose that g is a classical
simple Lie algebra over C. In contrast to the method used in Proposition 6.3 in [3],
we compute the associated polynomial Qbm,j by using some of the defining relations
of Y (g). We only provide the details for the case when g = sp(2l,C) where all the
techniques needed to prove the other cases are used (the detailed computations in the
other cases can be found in [26]). Before carrying out some long computations, we
would like to indicate to our reader that a concrete cyclicity condition for the ordered
tensor product L is given in Theorem 5.17.
Remark 5.3. In this paper, we fix the reduced expression for the longest element w0
given in table 1 in [2]. When g = so(2l,C),
w0 = slsl−1 (sl−2slsl−1sl−2) . . . (s3 . . . sl−2slsl−1sl−2 . . . s3)
(s2 . . . sl−2slsl−1sl−2 . . . s2) (s1s2 . . . sl−2slsl−1sl−2 . . . s2s1) ,
where the entry al−1,l in the Cartan matrix equals 0. When g = sp(2l,C) or g =
so(2l + 1,C),
w0 = sl (sl−1slsl−1) (sl−2sl−1slsl−1sl−2) . . .
(s2 . . . sl−1slsl−1 . . . s2) (s1s2 . . . sl−1slsl−1 . . . s2s1) ,
where the root αl is a long root and a short root, respectively.
When g = sp(2l,C), a path from v+1 to v
−
1 is given as follows.
v−1 =
(
x−i,0 . . . x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0
)((
x−i−1,0
)2
x−i,0 . . . x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0
)
. . .
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((
x−2,0
)2
. . .
(
x−i−1,0
)2
x−i,0 . . . x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0
)
((
x−1,0
)2
. . .
(
x−i−1,0
)2
x−i,0 . . . x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i,0
)
v+1 .
The degree of the associated polynomial of Yrj
(
vσj(ωi)
)
is mj . If mj = 1, then
let Qi,j(u) = u − a. Note that Qi,j(u+1)Qi,j(u) =
u−(a−1)
u−a = 1 + u
−1 + au−2 + a2u−3 + . . . .
The eigenvalue of vσj(ωi) under hrj ,1 will tell us the value of a. If mj = 2, then let
Qi,j(u) = (u− a)(u− b). Note that
Qi,j (u+ 1)
Qi,j (u)
=
u− (a− 1)
u− a
u− (b− 1)
u− b
=
(
1 + u−1 + au−2 + a2u−3 + . . .
) (
1 + u−1 + bu−2 + b2u−3 + . . .
)
= 1 + 2u−1 + (a+ b+ 1)u−2 +
(
a2 + b2 + a + b
)
u−3 + . . . . (5.1)
Thus the values of both b and a will be derived from the eigenvalues of vσj(ωi) under
hrj ,1 and hrj ,2.
For i ≤ k < l, denote x−k,0x−k+1,0 . . . x−l−1,0x−l,0x−l−1,0 . . . x−i+1,0x−i,0 by x−k,0 . . . x−i,0 and
for k < i, denote
(
x−k,0
)2 (
x−k+1,0
)2
. . .
(
x−i−1,0
)2
x−i,0 x
−
i+1,0 . . . x
−
l−1,0x
−
l,0x
−
l−1,0 . . . x
−
i+1,0x
−
i,0
by
(
x−k,0
)2
. . . x−i,0. In our computations, there is a difference between the cases 1 ≤
i ≤ l − 1 and i = l. (Case 2 starts after Proposition 5.14.)
Case 1: 1 ≤ i ≤ l − 1.
Proposition 5.4. Let i ≤ k ≤ l − 1 and 1 ≤ m ≤ i− 2.
Item Y (sl2)-module Associated polynomial
1 Yk
(
x−k−1,0x
−
k−2,0 . . . x
−
i,0v
+
1
)
u− (a1 + k−i2 )
2 Yl
(
x−l−1,0x
−
l−2,0 . . . x
−
i,0v
+
1
)
u− 1
2
(
a1 +
l−i+1
2
)
3 Yk
(
x−k+1,0 . . . x
−
i,0v
+
1
)
u− (a1 + 2l−i−k+22 )
4 Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
) (
u− (a1 + l − i+ 32) )(u− (a1 + 12) )
5 Ym
((
x−m+1,0
)2
. . . x−i,0v
+
1
) (
u− (a1 + 2l−i−m+22 ) )(u− (a1 + i−m2 ) )
6 Yi
((
x−1,0
)2
. . . x−i,0v
+
1
)
u− (a1 + 1)
Proof. The first item is proved in Lemma 5.5. Lemma 5.6 is devoted to proving the
second item, and Lemmas 5.7 and 5.8 handle the third item. The fourth is proved in
Lemma 5.9 and the fifth is proved in Lemmas 5.10 and 5.11. The proof of the last
item is similar to Lemma 5.10, so we omit the proof.
Lemma 5.5. The associated polynomial of Yk
((
x−k−1,0x
−
k−2,0 . . . x
−
i,0
)
v+1
)
is given by
u− (a1 + k−i2 ) for i ≤ k ≤ l − 1.
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Proof. The associated polynomial of Yk
((
x−k−1,0x
−
k−2,0 . . . x
−
i,0
)
v+1
)
is of degree 1, say
u − ak. The value ak is the eigenvalue of x−k−1,0 . . . x−i,0v+1 under hk,1. We claim
ak = a1+
k−i
2
and prove this by using induction on k. If k = i, then hi,1v
+
1 = a1v
+
1 and
hence the claim is true. Suppose this is true for k − 1. By the induction hypothesis,
we have
hk−1,1x−k−2,0 . . . x
−
i,0v
+
1 =
(
a1 +
k − 1− i
2
)
x−k−2,0 . . . x
−
1,0v
+
1 ,
then by (4.1)
x−k−1,1x
−
k−2,0 . . . x
−
i,0v
+
1 =
(
a1 +
k − 1− i
2
)
x−k−1,0x
−
k−2,0 . . . x
−
i,0v
+
1 .
To show that the claim is true for k, we note
hk,1x
−
k−1,0x
−
k−2,0 . . . x
−
1,0v
+
1
= [hk,1, x
−
k−1,0]x
−
k−2,0 . . . x
−
1,0v
+
1
=
(
x−k−1,1 +
1
2
x−k−1,0 + x
−
k−1,0hk,0
)
x−k−2,0 . . . x
−
1,0v
+
1
=
(
a1 +
k − 1− i
2
+
1
2
)
x−k−1,0x
−
k−2,0 . . . x
−
1,0v
+
1
=
(
a1 +
k − i
2
)
x−k−1,0x
−
k−2,0 . . . x
−
1,0v
+
1 .
Therefore the claim is proved by induction.
Recall that {x±l,r, hl,r|r ∈ Z≥0} generates a subalgebra Yl of Y (g) and Yl ∼= Y (sl2).
However, x±l,r and hl,r do not satisfy the defining relations of Y (sl2). Therefore, in
order to apply the results in the case of Y (sl2), we need to rescale these generators.
Let x˜±l,r =
√
2
2r+1
x±l,r and h˜l,r =
1
2r+1
hl,r. The new generators satisfy the defining relations
of Y (sl2).
Lemma 5.6. The associated polynomial of Yl
(
x−l−1,0 . . . x
−
i+1,0x
−
i,0v
+
1
)
is given by u −
1
2
(
a1 +
l−i+1
2
)
.
Proof. The associated polynomial is of degree 1, say u − a. The constant a is the
eigenvalue of x−l−1,0x
−
l−2,0 . . . x
−
i,0v
+
1 under h˜l,1.
h˜l,1
(
x−l−1,0x
−
l−2,0 . . . x
−
i,0
)
v+1
=
1
4
hl,1
(
x−l−1,0x
−
l−2,0 . . . x
−
i,0
)
v+1
=
1
4
[hl,1, x
−
l−1,0]
(
x−l−2,0 . . . x
−
i,0
)
v+1
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=
1
4
(
2x−l−1,1 + hl,0x
−
l−1,0 + x
−
l−1,0hl,0
)
x−l−2,0 . . . x
−
i,0v
+
1
=
1
4
(
2x−l−1,1 + hl,0x
−
l−1,0
)
x−l−2,0 . . . x
−
i,0v
+
1
=
1
2
(
a1 +
l − i− 1
2
+ 1
)
x−l−1,0x
−
l−2,0 . . . x
−
i,0v
+
1
(
by (4.1)
)
=
1
2
(
a1 +
l − i+ 1
2
)
x−l−1,0x
−
l−2,0 . . . x
−
i,0v
+
1 .
Lemma 5.7. The associated polynomial of Yl−1
(
x−l,0x
−
l−1,0 . . . x
−
i+1,0x
−
i,0v
+
1
)
is given by
u− (a1 + l−i+32 ).
Proof. The associated polynomial is of degree 1, say u − a. The value a equals
the eigenvalue of x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1 under hl−1,1. By Lemma 5.6 and (4.1), we
have that x−l,1x
−
l−1,0 . . . x
−
i,0v
+
1 = 2
√
2x˜−l,1 . . . x
−
i,0v
+
1 =
√
2
(
a1 +
l−i+1
2
)
x˜−l,0 . . . x
−
i,0v
+
1 =(
a1 +
l−i+1
2
)
x−l,0 . . . x
−
i,0v
+
1 .
hl−1,1
(
x−l,0x
−
l−1,0 . . . x
−
i,0
)
v+1
= [hl−1,1x
−
l,0]x
−
l−1,0 . . . x
−
i,0v
+
1 + x
−
l,0hl−1,1x
−
l−1,0 . . . x
−
i,0v
+
1
=
(
2x−l,1 + 2x
−
l,0 + 2x
−
l,0hl−1,0 −
(
a1 +
l − i− 1
2
)
x−l,0
)
x−l−1,0 . . . x
−
i,0v
+
1
(
by (4.1)
)
= 2x−l,1x
−
l−1,0 . . . x
−
i,0v
+
1 −
(
a1 +
l − i− 1
2
)
x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1
= 2
(
a1 +
l − i+ 1
2
)
x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1 −
(
a1 +
l − i− 1
2
)
x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1
=
(
a1 +
l − i+ 3
2
)
x−l,0x
−
l−1,0 . . . x
−
i,0v
+
1 .
Lemma 5.8. For i ≤ k ≤ l− 2, the associated polynomial of Yk
(
x−k+1,0 . . . x
−
i,0v
+
1
)
is
u− (a1 + 2l−i−k+22 ).
Proof. The proof is similar to the proof of Lemma 5.7, so we omit the proof.
If i = 1, the proof of Proposition 5.4 is complete and we move on to Case 2. Now
suppose that i ≥ 2.
Lemma 5.9. The associated polynomial of the representation Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
)
is
given by
(
u− (a1 + l − i+ 32) )(u− (a1 + 12) ).
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Proof. The associated polynomial of the representation Yi−1
(
x−i,0 . . . x
−
i,0v
+
1
)
has de-
gree 2, say (u− a) (u− b). The eigenvalues of x−i,0 . . . x−i,0v+1 under hi−1,1 and hi−1,2
will tell us the values of a and b (see (5.1)). Let A = a1 + l − i+ 1 and B = a1.
hi−1,1x−i,0 . . . x
−
i,0v
+
1
= [hi−1,1, x
−
i,0]x
−
i+1,0 . . . x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0[hi−1,1, x
−
i,0]v
+
1
=
(
x−i,1 +
1
2
x−i,0 + x
−
i,0hi−1,0
)
x−i+1,0 . . . x
−
i,0v
+
1
+ x−i,0 . . . x
−
i+1,0
(
x−i,1 +
1
2
x−i,0 + x
−
i,0hi−1,0
)
v+1
=
((
a1 +
2l − i− i+ 2
2
+
1
2
+ 1
)
+
(
a1 +
1
2
))
x−i,0 . . . x
−
i,0v
+
1
=
((
A +
1
2
)
+
(
B +
1
2
)
+ 1
)
x−i,0 . . . x
−
i,0v
+
1 .
To obtain the third equality, we used Lemma 5.8 when k = i and (4.1).
hi−1,2x−i,0 . . . x
−
i,0v
+
1
= [hi−1,2, x−i,0]x
−
i+1,0 . . . x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0[hi−1,2, x
−
i,0]v
+
1
=
(
x−i,2 + x
−
i,1 +
1
4
x−i,0 + x
−
i,1hi−1,0 +
1
2
x−i,0hi−1,0 + x
−
i,0hi−1,1
)
x−i+1,0 . . . x
−
i,0v
+
1
+ x−i,0 . . . x
−
i+1,0
(
x−i,2 + x
−
i,1 +
1
4
x−i,0 + x
−
i,1hi−1,0 +
1
2
x−i,0hi−1,0 + x
−
i,0hi−1,1
)
v+1
=
(
x−i,2 + 2x
−
i,1 +
3
4
x−i,0
)
x−i+1,0 . . . x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0hi−1,1x
−
i,0v
+
1
+ x−i,0 . . . x
−
i+1,0
(
x−i,2 + x
−
i,1 +
1
4
x−i,0
)
v+1
=
(
x−i,2 + 2x
−
i,1 +
3
4
x−i,0
)
x−i+1,0 . . . x
−
i,0v
+
1 + x
−
i,0 . . . x
−
i+1,0
(
x−i,2 + 2x
−
i,1 +
3
4
x−i,0
)
v+1
=
(
A2 + 2A+B2 + 2B +
3
2
)
x−i,0 . . . x
−
i,0v
+
1
=
((
A+
1
2
)2
+
(
B +
1
2
)2
+
(
A+
1
2
)
+
(
B +
1
2
))
x−i,0 . . . x
−
i,0v
+
1 .
Therefore it follows from (5.1) that a = a1 +
1
2
and b = a1 + l − i+ 32 , or vice-versa
with a and b switched.
For i = 2, see Lemma 5.12. Now we suppose i ≥ 3.
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Lemma 5.10. The associated polynomial Q(u) of Yi−2
((
x−i−1,0
)2
. . . x−i,0v
+
1
)
is given
by
(
u− (a1 + l − i+ 2)
)(
u− (a1 + 1)
)
.
Proof. The associated polynomial Q (u) has degree 2. Let Q (u) = (u− a) (u− b).
The eigenvalues of
(
x−i−1,0
)2
. . . x−i,0v
+
1 under hi−2,1 and hi−2,2 will tell us the values of
a and b. Denote a1 + l − i + 32 by A and a1 + 12 by B. By the defining relations,
hi−2,0x−i−1,0 . . . x
−
i,0v
+
1 = x
−
i−1,0 . . . x
−
i,0v
+
1 .
hi−2,1
(
x−i−1,0
)2
. . . x−i,0v
+
1
=
[
hi−2,1,
(
x−i−1,0
)2]
x−i,0 . . . x
−
i,0v
+
1
= [hi−2,1, x−i−1,0]x
−
i−1,0 . . . x
−
i,0v
+
1 + x
−
i−1,0[hi−2,1, x
−
i−1,0]x
−
i,0 . . . x
−
i,0v
+
1
=
(
x−i−1,1 +
1
2
x−i−1,0 + x
−
i−1,0hi−2,0
)
x−i−1,0 . . . x
−
i,0v
+
1
+ x−i−1,0
(
x−i−1,1 +
1
2
x−i−1,0 + x
−
i−1,0hi−2,0
)
x−i,0 . . . x
−
i,0v
+
1
=
(
x−i−1,1x
−
i−1,0 + x
−
i−1,0x
−
i−1,1
)
x−i,0 . . . x
−
i,0v
+
1 + 2
(
x−i−1,0
)2
. . . x−i,0v
+
1
= (A+B + 2)
(
x−i−1,0
)2
. . . x−i,0v
+
1
=
((
A +
1
2
)
+
(
B +
1
2
)
+ 1
)(
x−i−1,0
)2
. . . x−i,0v
+
1 ,
where the second equality from the end follows from Corollary 4.3 and Lemma 5.9.
hi−2,2
(
x−i−1,0
)2
. . . x−i,0v
+
1
=
[
hi−2,2,
(
x−i−1,0
)2]
x−i,0 . . . x
−
i,0v
+
1
= [hi−2,2, x
−
i−1,0]x
−
i−1,0 . . . x
−
i,0v
+
1 + x
−
i−1,0[hi−2,2, x
−
i−1,0]x
−
i,0 . . . x
−
i,0v
+
1
=
(
x−i−1,2x
−
i−1,0 + x
−
i−1,0x
−
i−1,2 + 2x
−
i−1,1x
−
i−1,0 + 2x
−
i−1,0x
−
i−1,1 +
3
2
(
x−i−1,0
)2)
x−i,0 . . . x
−
i,0v
+
1
=
(
A2 +B2 + 2 (A+B) +
3
2
)(
x−i−1,0
)2
. . . x−i,0v
+
1
=
((
A+
1
2
)2
+
(
B +
1
2
)2
+
(
A+
1
2
)
+
(
B +
1
2
))(
x−i−1,0
)2
. . . x−i,0v
+
1 ,
where the second equality from the end follows from Corollary 4.3 and Lemma 5.9.
Therefore it follows from (5.1) that a = a1 + 1 and b = a1 + l − i + 2, or vice-versa
with a and b switched.
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Similarly to Lemma 5.10, using induction on m downward, we have
Lemma 5.11. If 1 ≤ m ≤ i−3, the associated polynomial of Ym
(
(x−m+1,0)2 . . . x
−
i,0v
+
1
)
is given by
(
u− (a1 + 2l−i−m+22 )
)(
u− (a1 + i−m2 )
)
.
The following lemma follows immediately from explicit computations.
Lemma 5.12. Let 1 ≤ n ≤ i − 1. Denote snsn+1 . . . sl−1slsl−1 . . . si by sn. Then
s−1n (αj) is a positive root, where αj is a simple root of sp(2l,C) and j = n + 1, n +
2, . . . , l.
Using the idea of the next proposition, we will be able to obtain also Proposition
5.14, and in this way we will not have to repeat the previous long computations
needed to prove Proposition 5.5. Let v2 = (x
−
1,0)
2 . . . x−i,0v
+
1 .
Proposition 5.13. Let i ≤ k ≤ l − 1 and 2 ≤ m ≤ i− 2.
Item Y (sl2)-module Associated polynomial
1 Yk
(
x−k−1,0x
−
k−2,0 . . . x
−
i,0v2
)
u− (a1 + 1 + k−i2 )
2 Yl
(
x−l−1,0x
−
l−2,0 . . . x
−
i,0v2
)
u− 1
2
(
a1 + 1 +
l−i+1
2
)
3 Yk
(
x−k+1,0 . . . x
−
i,0v2
)
u− (a1 + 1 + 2l−i−k+22 )
4 Yi−1
(
x−i,0 . . . x
−
i,0v2
) (
u− (a1 + l − i+ 52) )(u− (a1 + 1 + 12) )
5 Ym
((
x−m+1,0
)2
. . . x−i,0v2
) (
u− (a1 + 2l−i−m+42 ) )(u− (a1 + 1 + i−m2 ) )
6 Yi
((
x−1,0
)2
. . . x−i,0v2
)
u− (a1 + 2)
Proof. By removing the first node in the Dynkin diagram of the Lie algebra of type
Cl, we obtain a simple Lie algebra of type Cl−1. Let I ′ = {2, 3, . . . , l}. Let Y (1)
be the Yangian generated by all x±j,k and hj,k, for j ∈ I ′ and k ∈ Z≥0, so that
Y (1) ∼= Y (sp(2(l − 1),C)).
As in Lemma 5.1, we can show, by Lemma 5.12, that Y (1) (v2) is a highest weight
representation of Y
(
sp(2(l − 1),C)). Suppose that the associated (l − 1)-tuple of
polynomials is π′ =
(
π′2(u), . . . , π
′
l(u)
)
. Since the weight of v2 is −2ω1+ωi, π′j(u) = 1
if j 6= i and π′i(u) = u − a. It follows from the sixth item of Proposition 5.4 that
a = a1 + 1. The remainder of the proof of this proposition can be obtained by
replacing a1 with a1 + 1 in the proof of Proposition 5.4. This explains why this
proposition is the same as Proposition 5.4, but with a1 replaced by a1 + 1.
Note that if i = 2, only the first three items in the above proposition are necessary.
We now assume that i ≥ 3. Inductively define vn+1 =
(
x−n,0
)2
. . . x−i,0vn for 2 ≤
n ≤ i − 1, and let Y (n) be the Yangian generated by all x±r,k and hr,k for r > n and
k ∈ Z≥0. Since n ≤ i− 1 ≤ l − 2, Y (n) is a Yangian of type Cl−n. We can show
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Proposition 5.14. Let i ≤ k ≤ l − 1 and n+ 1 ≤ m ≤ i− 2.
item Y (sl2)-module Associated polynomial
1 Yk
(
x
−
k−1,0x
−
k−2,0 . . . x
−
i,0vn
)
u− (a1 + n+ k−i2 )
2 Yl
(
x
−
l−1,0x
−
l−2,0 . . . x
−
i,0vn
)
u− 12
(
a1 + n+
l−i+1
2
)
3 Yk
(
x
−
k+1,0 . . . x
−
i,0vn
)
u− (a1 + n+ 2l−i−k+22 )
4 Yi−1
(
x
−
i,0 . . . x
−
i,0vn
) (
u− (a1 + n+ l − i+ 32) )(u− (a1 + n+ 12) )
5 Ym
((
x
−
m+1,0
)2
. . . x
−
i,0vn
) (
u− (a1 + n+ 2l−i−m+22 )
)(
u− (a1 + n+ i−m2 )
)
6 Yi
((
x
−
1,0
)2
. . . x
−
i,0vn
)
u− (a1 + n+ 1)
Case 2: i = l.
Denote v+1 by v1 and inductively define vn+1 =
(
x−n,0
)2 (
x−n+1,0
)2
. . .
(
x−l−1,0
)2
x−l,0vn for
1 ≤ n ≤ l − 2. We omit the proof of the following proposition because it is very
similar to the proof of Lemmas 5.9 and 5.10 and Proposition 5.13.
Proposition 5.15. Let m = l − 1 or 1 ≤ m ≤ l − 2 and m ≤ k ≤ l − 2.
Item Y (sl2)-module Associated polynomial
1 Yl (vm) u− a1+m−12
2 Yl−1
(
x−l,0vm
) (
u− (a1 +m)
)(
u− (a1 +m− 1)
)
3 Yk
(
(x−k+1,0)2 . . . x
−
l,0vm
) (
u− (a1 +m+ l−k−12 )
)(
u− (a+m+ l−k−3
2
)
)
We summarize all results in Cases 1 and 2 into the following corollary.
Corollary 5.16. The set T (i, rj) of all possible roots of the associated polynomial of
Yrj
(
vσj(ωi)
)
is listed below. For 1 ≤ i, rj ≤ l − 1,
1. T (i, rj) =
{
a1 +
|i−rj |
2
+ r, a1 + l + 1 + r − i+rj2 |0 ≤ r < min{i, rj}
}
;
2. T (i, l) =
{
1
2
(
a1 +
l−i+1
2
+ r
) |0 ≤ r < i} ;
3. T (l, rj) =
{
a1 +
l−rj+1
2
+ r, a1 +
l−rj−1
2
+ r|0 ≤ r < rj
}
;
4. T (l, l) =
{
a1
2
, a1+1
2
, . . . , a1+l−1
2
}
.
Similar computations can be carried out when g is a classical simple Lie algebra
of any other type to obtain a concrete set T (i, rj). We omit the details here, see [26].
By Theorem 5.2, using the sets T (i, rj), we obtain a concrete cyclicity condition for
certain tensor products.
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Theorem 5.17. Let L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk) be an ordered tensor
product of fundamental representations of Y (g). If an − am /∈ S (bm, bn) for n > m,
then L is a highest weight representation of Y (g), where the set S (bm, bn) is defined
as follows:
1. When g = sll+1, S (bm, bn) =
{
|bn−bm|
2
+ k|1 ≤ k ≤ min {bm, l − bn + 1}
}
.
2. When g = so(2l + 1,C),
(a) S (bm, bn) = {|bm − bn|+ 2 + 2r, 2l − (bm + bn) + 1 + 2r},
where 1 ≤ bm, bn ≤ l − 1 and 0 ≤ r < min{bm, bn};
(b) S (l, bn) = {l − bn + 2 + 2r|0 ≤ r < bn, 1 ≤ bn ≤ l − 1};
(c) S (bm, l) = {l − bm + 1 + r, l − bm + r|0 ≤ r < bm, 1 ≤ bm ≤ l − 1};
(d) S (l, l) = {1, 3, . . . , 2l − 1}.
3. When g = sp(2l,C),
(a) S (bm, bn) =
{
|bm−bn|
2
+ 1 + r, l + 2 + r − bm+bn
2
|0 ≤ r < min{bm, bn}
}
,
where 1 ≤ bm, bn ≤ l − 1;
(b) S (l, bn) =
{
l−bn+1
2
+ 1 + r, l−bn−1
2
+ 1 + r|0 ≤ r < bn, 1 ≤ bn ≤ l − 1
}
;
(c) S (bm, l) =
{
l−bm+1
2
+ 2 + r|0 ≤ r < bm, 1 ≤ bm ≤ l − 1
}
;
(d) S (l, l) = {2, 3, . . . , l + 1}.
4. When g = so(2l,C),
(a) S (bm, bn) = { |bm−bn|2 + 1 + r, l + r − bm+bn2 }, where 1 ≤ bm, bn ≤ l − 2 and
0 ≤ r < min{bm, bn};
(b) S (l − 1, bn) = S (l, bn) = S (bn, l − 1) = S (bn, l) ={
l−1−bn
2
+ 1 + r|0 ≤ r < bn, 1 ≤ bn ≤ l − 2
}
;
(c) S (l − 1, l) = S (l, l − 1) = {2, 4, . . . , l − 2 + l}, where l = 0 if l is even
and let l = 1 if l is odd;
(d) S (l − 1, l − 1) = S (l, l) = {1, 3, . . . , l − 1− l}.
Remark 5.18.
1. Our result on the cyclicity condition for L is an analogue of the case of Corollary
6.2 in [3] in which m1 = m2 = 1. The numbers in the sets S(i1, i2) as defined
above are the exponents of q in the set S(i1, i2) as defined in [3] up to a factor
of 2 and a constant.
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2. When g = sll+1 and k = 2, the previous theorem gives the same condition for
cyclicity as Theorem 6.2 in [12]. when g = so(2l,C) and k = 2, our results in
cases (b), (c) and (d) above agree with those in Theorem 7.2 in [12]. In case
(a) with k = 2, if bm+bn ≤ l, our set S(bm, bn) is the same as the corresponding
set of values in Theorem 7.2 in [12]; if bm + bn > l, our set S(bm, bn) contains
it strictly.
By Proposition 2.12, L is irreducible if and only if both L and the left dual tL
are highest weight representations. Denote the half of dual Coxeter number of g
by κ. By Proposition 3.4 and Corollary 3.6 in [12] that tL ∼= Vak−κ
(
ω−w0(bk)
) ⊗
Vak−1−κ
(
ω−w0(bk−1)
)⊗ . . .⊗Va1−κ (ω−w0(b1)). The cyclicity condition for L leads to an
irreducibility criterion for L. We note that when g = sll+1, S(bm, bn) = S(l − bn +
1, l − bm + 1) for 1 ≤ bm, bn ≤ l.
Theorem 5.19. Let L and S(bi, bj) be defined as in Theorem 5.17. If aj − ai /∈
S(bi, bj), for 1 ≤ i 6= j ≤ k, then L is an irreducible representation of Y (g).
When g is of type A, the implication in Theorem 5.19 becomes an equivalence.
This result is given in Theorem 5.21 , but to prove this, we use the following lemma.
Lemma 5.20 (Theorem 6.2, [12]). Let 1 ≤ bi ≤ bj ≤ l. Vai(ωbi)⊗Vaj (ωbj) is reducible
as a Y (sll+1)-module if and only if
aj − ai = ±
( bj−bi
2
+ r
)
, where 0 < r ≤ min(bi, l + 1− bj).
Theorem 5.21. Let L = Va1(ωb1) ⊗ Va2(ωb2) ⊗ . . . ⊗ Vak(ωbk) be an ordered tensor
product of fundamental representations of Y (sll+1). L is irreducible if and only if
aj − ai /∈ S (bi, bj) for any ai and aj with 1 ≤ i 6= j ≤ k.
Proof. The sufficiency of this condition is proved in Theorem 5.19. We now show the
necessity of this condition. Suppose that L is irreducible. Suppose on the contrary
that there exist ai and aj for i 6= j such that aj − ai ∈ S(bi, bj). Since L is irre-
ducible, any permutation of tensor factors Vas(ωbs) gives an isomorphic representation
of Y (sll+1). Arranging the order if necessary, we may assume that a2−a1 ∈ S(b1, b2).
Suppose b1 ≤ b2. By Lemma 5.20, Va1(ωb1) ⊗ Va2(ωb2) is reducible, hence so is
L, which is a contradiction. So b1 > b2. Note that S(b1, b2) = S(b2, b1). Thus
a2 − a1 ∈ S(b2, b1), i.e., a2 − a1 = b1−b22 + r for some 0 < r ≤ min(b2, l + 1 − b1).
Hence we have a1 − a2 = −
(
b1−b2
2
+ r
)
, and then Va2(ωb2)⊗ Va1(ωb1) is reducible by
Lemma 5.20, which implies that L is reducible, contradicting the assumption that L
is irreducible. Therefore aj − ai /∈ S (bi, bj) for any ai and aj with 1 ≤ i 6= j ≤ k.
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Remark 5.22. For the Yangian Y (gll+1), Theorem 1.1 in [22] gives a necessary and
sufficient condition for the tensor product of two evaluation modules to be irreducible.
Moreover, Theorem 4.9 in [24] states that a tensor product of elementary Y (gll+1)-
modules is irreducible if and only if the tensor product of any two of those elementary
modules is irreducible. These two theorems can be combined to obtain a more general
result than our Theorem 5.21.
In what follows, we prove that the local Weyl module W (π) is isomorphic to an
ordered tensor product of fundamental representations of Y (g).
Proposition 5.23. Let π =
(
π1(u), . . . , πl(u)
)
, where πi (u) =
mi∏
j=1
(u− ai,j). Let S
be the multiset of the roots of these polynomials. Let a1 = ai,j be one of the numbers
in S with the maximal real part and let b1 = i. Inductively, let ar = as,t (r ≥ 2) be one
of the numbers in S \ {a1, . . . , ar−1} (r ≥ 2) with the maximal real part and br = s.
Let k = m1+ . . .+ml. Then the ordered tensor product L = Va1(ωb1)⊗Va2(ωb2)⊗ . . .⊗
Vak(ωbk) is a highest weight representation of Y (g), and its associated polynomial is
π.
Proof. Note that if Re(ai) ≥ Re(aj) for 1 ≤ i < j ≤ k, then aj − ai /∈ S(bi, bj). The
rest of the proof follows from Theorem 5.17 and then Proposition 2.10.
Theorem 5.24. The local Weyl module W (π) of Y (g) is isomorphic to the ordered
tensor product L as in Proposition 5.23.
Proof. On the one hand, Dim
(
W (π)
) ≤ Dim (W (λ)) by Theorem 3.8; on the other
hand, the dimension of W (π) is ≥ Dim (L) since L is a quotient of W (π). By
Corollary 3.6, Dim
(
W (ωi)
)
= DimVa (ωi). Thus we have Dim
(
W (λ)
)
= Dim (L),
which implies that Dim
(
W (π)
)
= Dim (L). Therefore W (π) ∼= L.
We conclude this section with the following remarks. The methodology used
in this paper can be also applied to describe the local Weyl modules and cyclicity
condition for the tensor product of fundamental representations of Y (g) when g is an
exceptional simple Lie algebra over C. The main difficulty in working with such Lie
algebras is in finding the eigenvalues of hrj ,k, 1 ≤ k ≤ mj , on vσj(ωi). When g is a
classical simple Lie algebra, mj ∈ {0, 1, 2}, but mj can be greater than 2 when g is an
exceptional simple Lie algebra. For instance, when g is of type F4, mj ∈ {0, 1, 2, 3, 4}
and when g is of type E8, mj ∈ {0, 1, 2, 3, 4, 5, 6}. When mj ≥ 3, using defining
relations of Y (g) to compute the eigenvalues is more complicated.
It is possible to define modules for the Yangian Y (g) that would be similar to the
global Weyl modules for loop and quantum loop algebras. It is normal to expect that
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they would share analogous properties to their classical and quantum loop counter-
parts, but this question deserves a separate publication. In particular, since results
for global Weyl modules for loop algebras are not exactly the same as for quantum
loop algebras, it is not clear to which of these two cases the Yangian case would be
more similar.
A good number of papers have been written about the representation theory of
twisted Yangians and the classification theorem for their finite dimensional represen-
tations is similar to the classification theorem for Y (g). It is possible to define for
them modules that are analogous to the local Weyl modules for the Yangian Y (g).
However, it is not clear if results similar to our main theorems could be obtained.
Twisted Yangians are coideal subalgebras of the Yangian of gln (not Hopf algebras)
and the latter should be viewed using the RTT-presentation. It is not clear if this set
of generators for Y (gln) is well adapted to the study of local Weyl modules and the
same could be said about the generators for twisted Yangians.
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