Objective: Sudden sensorineural hearing loss (SSHL) is a multifactorial disorder with high heterogeneity, thus the outcomes vary widely. This study aimed to develop predictive models based on four machine learning methods for SSHL, identifying the best performer for clinical application.
10%-15% patients have the chance to be identified with distinct causes for SSHL. Given the high heterogeneity of SSHL, it is rather challenging to tell the likelihood that a specific patient will achieve recovery. Although tons of studies investigated the prognostic factors of SSHL, few involved constructing practical model for outcome prediction. Cvorovic L et al 4 • DBN has the potential to extract informative features automatically for hearing outcome prediction in SSHL.
• Logistic regression (LR) model is more practical for early prediction when inputting three variables: baseline hearing, audiogram and time duration.
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performance with the increase in feature size as well. More details of all the variables included in different feature combinations could be seen in (Table S1 ).
| Audiometric assessment
Pure tone averages (PTA) were computed across fixed frequency band (0.5, 1, 2, 4 kHz) or across affected frequencies. Only the mean hearing thresholds at affected frequencies was used to determine the dichotomised hearing outcome which was derived but modified from Siegel's criteria. 9 Patients who met the following criteria were categorised as no-recovery in the present study: 
| Statistical analysis methods and model development
The frequency of missing data for each variable varied from zero to 5.98%. We identified the distribution characteristics for each partially observed covariate and then replaced the missing data with the value produced by random function without changing the distribution of observed data. This allowed cases with incomplete data to be included in analyses, reducing the biases that may occur in "complete case" analysis, thereby increasing power and precision. 10 Final models were tested on imputed data sets by combining estimates of effects and standard errors of estimates thus allowing for the uncertainty caused by missing data.
To compare the groups with and without recovery, continuous values were shown as the mean AE SD and compared by unpaired Student's t-test for normal distribution or the Mann-Whitney U-test
for those who were not normally distributed. Categorical values were expressed by counts and proportions and compared using the chi-square test or Fisher's exact test. The differences in accuracy and ROC-AUC of four prediction models were compared by oneway ANOVA. Differences were considered as statistically significant if the two-tailed P value was less than.05.
In this study, we evaluated four different prediction models and adopted n-fold cross validation method to mitigate overfitting. The data set was randomly divided into four subsets that were similar in size, among which three were used as training set for building and optimising the model and one was used as the testing subset for verifying model efficiency. A total of four repeated empirical tests were performed where each subset was used as the testing data and the average performance was used for evaluation.
For LR model, the independent variables were listed in different feature combinations (Table S1 ) and outcome (recovery or nonrecovery) was the dependent variable. Regarding SVM model, the parameter of kernel type, regularisation parameter (C) and regression precision (epsilon) were tuned until the training subset gave the highest F score. Then, the best parameters were applied to the testing set. 11 The third model was a feed-forward, back-propagation neural networks, that is MLP, with one hidden layer and one output node. The feature combinations were used as the input to this model, thus determining the number of input nodes to the MLP. All the units of a hidden layer are fully connected to the units in the previous layer. 12 The parameters for MLP were adjusted using the training set, and the training cycle was repeated until the test error no longer decreases. 13 The learning rate was set to 0.3. DBN can be seen as a highly sophisticated nonlinear feature extractor where each layer of hidden units learns to capture higher order correlations in the original input data. In this study, a three-layer DBN with two layers of 100-100 hidden units were constructed as previously described, 8 reducing the dimensionality of the input feature vectors using series layers of multiple restricted Boltzmann machines. To train the DBN model in a generative approach, a baseline system is built by greedy layer-wise unsupervised training. We use the momentum mechanism to adjust learning process, with 0.5 in momentum and two in the learning rate. The number of iteration was optimised to 100 as the accuracy curve remains stable once this value was greater than 100. In this study, the DBN model was developed by adopting the MATLAB-based GitHub DeepLearnToolBox which is downloadable from: https://github.com/ rasmusbergpalm/DeepLearnToolbox. Table S1 ), thus having the potential for automatic feature selection.
| The second best performance was achieved by MLP in the three-variable data set
The second highest accuracy (74.03%) and AUC (0.81) were obtained using MLP with input of only three variables. No significant difference is found in accuracy and AUC between DBN with 149 variables and MLP with three variables (Student's t-test: accuracy, t = 2.425, P = .052; AUC, t = 0.960, P = .374).
| Changes in prediction performance with varying feature subsets
The authors derived five feature subsets in order to alleviate a large ratio of predictors to cases (nearly 1:8) and multicollinearity existing in the original feature set. As there were containment relations for the five feature subsets, which maximised comparability across and within models with the increasing feature size (Figure 1 ).
The individual best ROC-AUC of LR (0.80), SVM (0.79) and MLP (0.81) was achieved in the three-variable subset which included initial hearing level, audiogram and the time interval between deafness onset and study entry, and then dropped gradually with the increase of feature set size (see Table 2 and Figure 1) . In contrast, DBN demonstrated an opposite trend as the lowest accuracy (60.67%) was found when tested in the smallest feature subset and then sharply increased by 9.83% in the 11-variable subset. Additionally a further 7.66% growth was seen when feature set size rise from 47 to 149
variables. The accuracy as another function of feature combination also revealed the same tendency for different models (see Figure 1 ).
| The behaviour of the DBN model on increasing sample size
As the best performer in 149 feature set, we further analysed the impact of sample size on the AUC performance of the DBN All models were trained and tested using the data set with the inclusion of 3, 11, 18, 21, 47, 149 variables. DBN exhibited significant better accuracy as compared to LR, SVM and MLP (Accuracy: one-way ANOVA, F = 12.80, P = .0005; ROC-AUC: one-way ANOVA, F = 10.60, P = .0011; * P < .05, ** P < .01, *** P < .001) The performance for LR, SVM, MLP and DBN in the training samples is listed in Table S2 .
algorithm. After randomly selecting 11 data sets with sample size varying from 200 to 1200, each of them were randomly divided into four subsets of similar size, among which one was assigned as testing set while the others were training sets. As shown in Figure 2 , the ROC-AUC showed some volatility and the overall trend is rising with the increasing number of data size, ranging from 0.72 to 0.84.
The area under PR curves (PR-AUC) was on a similar trajectory, Our result demonstrated that DBN algorithm outperformed LR, SVM and MLP when using 149-variable set. This suggested that the 149-variable set had more information regarding the hearing outcome, which LR, SVM and MLP failed to capture at present. As is known, the DBN model can tackle more complex task and uncovering unknown relationship using two-phase training system which includes unsupervised pre-training and supervised fine-tuning, thus affording a more robust solution. In the first step, unsupervised pretraining is conducted to capture abstract features in a layer-wise manner as restricted Boltzmann machines using unlabeled data.
Afterwards, in supervised fine-tuning, the whole neural network is optimised on classification by retraining with labelled data. 8 Furthermore, DBN framework automatically extracted informative features for hearing outcome prediction using indices from first lay weights.
Most features listed on the top 20 ranking (Table S1) This is due in large part to the nonlinear relationship between age and hearing outcome which cannot be easily recognised by LR ( Figure S1 ). Consequently, it adds substantial weight to the claim that DBN outperforms LR in terms of extracting nonlinear features. when it comes to practical use of early outcome prediction in clinic, LR still may be an optimal choice because of its competitive performance using merely three readily available variables, that is hearing threshold, audiogram pattern and time duration before study entry.
Moreover, LR is much easier to be interpreted and implemented by clinicians, and more understandable for patients. As is seen from our findings, no single machine learning algorithm performed best in every feature combination. It is improper to simply judge that one method outperforms the others without analysing the data structure and application objectives.
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