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Abstract
The goal of this paper is to give a negative answer to Kameko’s conjecture on the hit problem stating
that the cardinal of a minimal set of generators for the polynomial algebra Pk , considered as a module over
the Steenrod algebra A, is dominated by an explicit quantity depending on the number of the polynomial
algebra’s variables k. The conjecture was shown by Kameko himself for k  3 in his PhD thesis in the Johns
Hopkins University in 1990, and recently proved by us and Kameko for k = 4. However, we claim that it
turns out to be wrong for any k > 4.
In order to deny Kameko’s conjecture we study a minimal set of generators for A-module Pk in some
so-call generic degrees. What we mean by generic degrees is a bit different from that of other authors in
the fields such as Crabb–Hubbuck, Nam, Repka–Selick, Wood . . . We prove an inductive formula for the
cardinal of the minimal set of generators in these generic degrees when the number of the variables, k,
increases. As an immediate consequence of this inductive formula, we recognize that Kameko’s conjecture
is no longer true for any k > 4.
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Let Vk be an elementary abelian 2-group of rank k. Denote by BVk the classifying space of Vk .
It may be thought of as the product of k copies of the real projective space RP∞. Then
Pk := H ∗(BVk) ∼= F2[x1, x2, . . . , xk],
a polynomial algebra on k generators x1, x2, . . . , xk , each of degree 1. Here the cohomology is
taken with coefficients in the prime field F2 of two elements.
Being the cohomology of a space, Pk is a module over the mod 2 Steenrod algebra A. The
action of A on Pk can explicitly be given by the formula
Sqi(xj ) =
⎧⎨
⎩
xj , i = 0,
x2j , i = 1,
0, otherwise,
and subject to the Cartan formula
Sqn(fg) =
n∑
i=0
Sqi(f )Sqn−i (g),
for f,g ∈ Pk (see Steenrod and Epstein [31]).
A polynomial f in Pk is called hit if it can be written as a finite sum f =∑i>0 Sqi(fi)
for some polynomials fi . That means f belongs to A+Pk , where A+ denotes the augmentation
ideal in A. We are interested in the hit problem, set up by F. Peterson, of finding a minimal set of
generators for the polynomial algebra Pk as a module over the Steenrod algebra. In other words,
we want to find a basis of the F2-vector space F2 ⊗A Pk .
Let GLk = GLk(F2) be the general linear group over the field F2. This group acts naturally
on Pk by matrix substitution. Since the two actions of A and GLk upon Pk commute with each
other, there is an action of GLk on F2 ⊗A Pk . The subspace of degree n homogeneous polyno-
mials (Pk)n and its quotient (F2 ⊗A Pk)n are GLk-subspaces of the spaces Pk and F2 ⊗A Pk
respectively.
The hit problem was first studied by Peterson [25], Wood [35], Singer [29], and Priddy [26],
who showed its relationship to several classical problems respectively in cobordism theory, mod-
ular representation theory, Adams spectral sequence for the stable homotopy of spheres, and
stable homotopy type of classifying spaces of finite groups. The tensor product F2 ⊗A Pk was
explicitly calculated by Peterson [25] for k = 1,2, by Kameko [19] for k = 3, and recently by
us [32] and Kameko [21] for k = 4. The 240-page manuscript [32] is available on request from
the author; a shorter version is in preparation, which is based on some results of the present paper.
Several aspects of the hit problem were then investigated by many authors. (See Boardman [1],
Bruner, Hà and Hưng [2], Carlisle and Wood [3], Crabb and Hubbuck [4], Giambalvo and Peter-
son [6], Hà [7], Hưng [8–11], Hưng and Nam [12,13], Hưng and Peterson [14,15], Janfada and
Wood [17,18], Kameko [19–21], Minami [22], Nam [23,24], Repka and Selick [27], Singer [30],
Silverman [28], Walker and Wood [34], Wood [36,37] and others.)
Carlisle and Wood showed in [3] that the dimension of the vector space (F2 ⊗A Pk)n is
uniformly bounded by a number depended only on k. In 1990, Kameko made the following
conjecture in his Johns Hopkins University PhD thesis [19].
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dim(F2 ⊗A Pk)n 
∏
1ik
(
2i − 1).
An analogue of this conjecture for the odd prime case was set up by Crossley [5].
The conjecture was shown by Kameko himself for k  3 in [19], and recently proved by
us [32] and Kameko [21] for k = 4. The purpose of this paper is to give a negative answer to this
conjecture for any k > 4. The following is the main result of the paper.
Theorem 1.2. Kameko’s conjecture is not true for any k > 4.
One of our main tools in the proof of this theorem is the so-called Kameko squaring operation
Sq0 : F2 ⊗GLk PH∗(BVk) → F2 ⊗GLk PH∗(BVk).
Here H∗(BVk) is homology with F2 coefficients, and PH∗(BVk) denotes the primitive subspace
consisting of all elements in the space H∗(BVk), which are annihilated by every positive-degree
operation in the mod 2 Steenrod algebra; therefore, F2 ⊗GLk PH∗(BVk) is dual to (F2 ⊗A Pk)GLk .
It was recognized by Boardman [1] for k = 3 and Minami [22] for general k that the Kameko
squaring operation commutes with the classical squaring operation on the cohomology of the
Steenrod algebra through the Singer algebraic transfer
Trk : F2 ⊗GLk PHd(BVk) → Extk,k+dA (F2,F2).
Boardman [1] used this fact to show that Tr3 is an isomorphism. Bruner, Hà and Hưng [2] applied
it to prove that Tr4 does not detect any element in the usual family {gi}i>0 of Ext4A(F2,F2), and
therefore gave a negative answer to Minami’s conjecture predicting that the algebraic transfer
becomes an isomorphism after localizing by inverting the squaring operation Sq0. Further, Hưng
showed in [11] that the Kameko squaring operation is eventually isomorphic, and exploited this
fact to prove that Trk is not an isomorphism in infinitely many degrees for any k  4. Recently,
Hưng and his collaborators have completely determined the image of the fourth transfer Tr4 (in
[2,11,7,24,16]).
The μ-function is one of the numerical functions that have much been used in the context of
the hit problem. For a positive integer n, by μ(n) one means the smallest number r for which
it is possible to write n =∑1ir (2di − 1), where di > 0. A routine computation shows that
μ(n) = s if and only if there exist integers d1 > d2 > · · · > ds−1  ds > 0 such that
n = 2d1 + 2d2 + · · · + 2ds−1 + 2ds − s. (1.1)
From this it implies n − s is even and μ(n−s2 ) s = μ(n) (see Kameko [19]).
Peterson [25] made the following conjecture, which was subsequently proved by Wood [35].
Theorem 1.3. (See Wood [35].) If μ(n) > k, then (F2 ⊗A Pk)n = 0.
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GLk-homomorphism S˜q
0
∗ : F2 ⊗A Pk → F2 ⊗A Pk . The latter is induced by the F2-linear map,
also denoted by S˜q0∗ : Pk → Pk , given by
S˜q
0
∗(x) =
{
y, if x = x1x2, . . . , xky2,
0, otherwise,
for any monomial x ∈ Pk . Note that S˜q0∗ is not an A-homomorphism. However, S˜q0∗Sq =
Sq/2S˜q
0
∗, where the symbol Sq/2 is interpreted as the zero homomorphism if  is odd.
Theorem 1.4. (See Kameko [19].) Let m be a positive integer. If μ(2m + k) = k, then S˜q0∗ :
(F2 ⊗A Pk)2m+k → (F2 ⊗A Pk)m is an isomorphism of GLk-modules.
Based on Theorem 1.3, Theorem 1.4 and the fact that if μ(2m + k) = k, then μ(m) k, the
hit problem is reduced to the case of degree n with μ(n) = s < k.
The hit problem in the case of degree n of the form (1.1) with s = k − 1, di−1 − di > 1
for 2  i < k and dk−1 > 1 was studied by Crabb and Hubbuck [4], Nam [23] and Repka and
Selick [27]. Nam [23] showed that in this case if di−1 − di  i for 2 i < k and dk−1  k, then
Kameko’s conjecture holds.
In order to prove the main theorem, we study the hit problem in the case of the degree n of the
form (1.1) with s = k − 1 and dk−2 = dk−1. The following theorem gives an inductive formula
for the dimension of (F2 ⊗A Pk)n in this case.
Theorem 1.5. Let n = 2d1 + 2d2 + · · · + 2dk−3 + 2dk−2+1 − k + 1 with di positive integers such
that d1 > d2 > · · · > dk−3 > dk−2, and let m = 2d1−dk−2 + 2d2−dk−2 + · · · + 2dk−3−dk−2 − k + 3.
If dk−2 > k  4, then
dim(F2 ⊗A Pk)n =
(
2k − 1)dim(F2 ⊗A Pk−1)m.
Consider the case where the degree n is of the form (1.1) with s = k − 2. By induction on k,
using Theorem 1.5 we have the following theorem.
Theorem 1.6. Let n = 2d1 + 2d2 + · · · + 2dk−2 − k + 2 with di positive integers and let dk−1 = 1,
nr = 2d1−dr−1 + 2d2−dr−1 + · · · + 2dr−2−dr−1 − r + 1 with r = 3,4, . . . , k. If di−3 − di−2 > i for
4 i  k + 1 and k  5, then
dim(F2 ⊗A Pk)n =
∏
1ik
(
2i − 1)+ ∑
5rk
( ∏
r+1ik
(
2i − 1))dim Ker(S˜q0∗)nr ,
where (S˜q0∗)nr : (F2 ⊗A Pr)2nr+r → (F2 ⊗A Pr)nr denotes the squaring operation S˜q0∗ in degree
2nr + r . Here, by convention,∏r+1ik(2i − 1) = 1 for r = k.
Obviously 2nr +r = 2e1 +2e2 +· · ·+2er−2 −r+2, where ei = di −dr−1 +1 for 1 i  r−2.
So, in degree 2nr + r of Pr , there is a so-called spike x = x2e1−11 x2
e2−1
2 . . . x
2er−2−1
r−2 , i.e.
a monomial whose exponents are all of the form 2e − 1 for some e. Since the class [x]
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(Ker S˜q0∗)nr = 0, for any 3  r  k. Therefore, by Theorem 1.6, Kameko’s conjecture is not
true in degree n = 2nk + k for any k  5, where nk = 2d1−1 + 2d2−1 + · · · + 2dk−2−1 − k + 1.
We will show in Section 4 that dim(F2 ⊗A P4)2n4+4 =
∏
1i4(2i − 1). So, Theorem 1.6
holds also for k = 4. Using this fact and Theorem 1.5, we get
dim(F2 ⊗A P5)n5 =
(
25 − 1)dim(F2 ⊗A P4)2n4+4 = ∏
1i5
(
2i − 1).
This means that Kameko’s conjecture is still valid in degree n5 for k = 5.
However, with n = 2nk + k as in Theorem 1.6, we have dim(F2 ⊗A Pk)2nk+k =
dim(F2 ⊗A Pk)nk + dim Ker(S˜q0∗)nk . Then, by Theorem 1.6,
dim(F2 ⊗A Pk)nk =
∏
1ik
(
2i − 1)+ ∑
5r<k
( ∏
r+1ik
(
2i − 1))dim Ker(S˜q0∗)nr .
Thus, Kameko’s conjecture is not true even in degree nk for any k > 5.
The following gives our prediction on the dimension of (F2 ⊗A Pk)2nk+k and (F2 ⊗A Pk)nk
in the appropriate case.
Conjecture 1.7. Under the hypotheses of Theorem 1.6,
dim Ker
(
S˜q
0
∗
)
nr
=
∏
3ir
(
2i − 1).
This paper is organized as follows. In Section 2, we recall some needed information on the
admissible monomials in Pk and Singer criterion on the hit monomials. We prove Theorem 1.5
in Section 3 by describing a basis of (F2 ⊗A Pk)n in terms of a given basis of (F2 ⊗A Pk−1)m.
Theorem 1.6 is proved in Section 4. In this section, we explicitly determine Ker(S˜q0∗)n for k = 4
and n = 2s+t−1 + 2s−1 − 3 with s, t positive integers and t  2.
The main results of the present paper have already been announced in [33].
2. Preliminaries
In this section, we recall some results in Kameko [19] and Singer [30] which will be used in
the next sections.
Notation 2.1. Throughout the paper, we use the following notations.
Nk = {1,2, . . . , k},
XI = Xi1,i2,...,ir = x1 . . . xˆi1 . . . xˆir . . . xk =
∏
i∈Nk\I
xi, I = {i1, i2, . . . , xir } ⊂ Nk.
In particular, we have
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X0 = X∅ = x1x2 . . . xk,
Xi = x1 . . . xˆi . . . xk, 1 i  k.
Let αi(a) denote the i-th coefficient in dyadic expansion of a nonnegative integer a. That
means a = α0(a)20 + α1(a)21 + α2(a)22 + · · · , for αi(a) = 0,1 and i  0.
Let x = xa11 xa22 . . . xakk ∈ Pk . Set Ii(x) = {j ∈ Nk: αi(aj ) = 0}, for i  0. Then we have
x =
∏
i0
X2
i
Ii (x)
.
For a polynomial f in Pk , we denote by [f ] the class in F2 ⊗A Pk represented by f . For
a subset S ⊂ Pk , we denote
[S] = {[f ]: f ∈ S}⊂ F2 ⊗A Pk.
Definition 2.2. For a monomial x = xa11 xa22 . . . xakk ∈ Pk , we define two sequences associated
with x by
ω(x) = (ω1(x),ω2(x), . . . ,ωi(x), . . .),
σ (x) = (a1, a2, . . . , ak),
where ωi(x) =∑1jk αi−1(aj ) = degXIi−1(x), i  1.
The sequence ω(x) is called the weight vector of x (see Wood [36]). The weight vectors and
the sigma vectors can be ordered by the left lexicographical order.
For simplicity, we write ω(x) = (ω1(x),ω2(x), . . . ,ωm(x)) if ωi(x) = 0 for i > m with suit-
able positive integer m. Denote by Pk(ω(x)) the subspace of Pk spanned by all monomials y
such that degy = degx and ω(y) < ω(x). Denote by A+s the subspace of A spanned by all Sqj
with 1 j < 2s .
Definition 2.3. Let x be a monomial and f,g two homogeneous polynomials of the same degree
in Pk . We denote:
i) f ≡ g if and only if f − g ∈ A+Pk . If f ≡ 0, then f is called hit.
ii) x ≈ f if and only if x − f ∈ A+Pk + Pk(ω(x)).
iii) x  f if and only if x − f ∈ A+s Pk + Pk(ω(x)), ωs(x) = 0, ωi(x) = 0 for i > s.
We recall some relations on the action of the Steenrod squares on Pk .
Proposition 2.4. Let f be a homogeneous polynomial in Pk .
i) If i > degf , then Sqi(f ) = 0. If i = degf , then Sqi(f ) = f 2.
ii) If i is not divisible by 2s , then Sqi(f 2s ) = 0 while Sqr2s (f 2s ) = (Sqr(f ))2s .
Proposition 2.5. Let x, y be monomials and g a homogeneous polynomial in Pk such that
degy = degg and ωi(x) = 0 for i > s > 0. If y ≈ g, then xy2s ≈ xg2s .
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From this and Proposition 2.4, we have
xy2
s = xg2s + xh2s +
∑
r>0
xSqr2
s (
z2
s
r
)
.
Since ωi(x) = 0 for i > s and h ∈ Pk(ω(y)), we get xh2s ∈ Pk(ω(xy2s )). Using the Cartan
formula and Proposition 2.4, we obtain
xSqr2
s (
z2
s
r
)= Sqr2s (xz2sr )+ ∑
0<br
Sqb2
s
(x)
(
Sqr−b(zr )
)2s
.
Since ωi(x) = 0 for i > s, we have x =∏0i<s X2iIi (x). Using the Cartan formula and Proposi-
tion 2.4, we see that Sqb2s (x) is a sum of polynomials of the form
∏
0i<s
(
Sqbi (XIi(x))
)2i
,
where
∑
0i<s bi2i = b2s and 0  bi  degXIi(x). Suppose that bi = 0, 0  i < , b > 0 for
suitable 0   < s, and that a monomial z appears as a term of the polynomial
(
∏
0i<s(Sq
bi (XIi(x)))
2i )(Sqr−b(zr ))2
s
. Then ωj (z) = degXIj−1(x) = ωj (x) = ωj (xy2s ) for
1 j  , and ω+1(z) = degXI(x) − b < degXI(x) = ω+1(x) = ω+1(xy2s ). Hence,( ∏
0i<s
(
Sqbi (XIi(x))
)2i)(
Sqr−b(zi)
)2s ∈ Pk(ω(xy2s )).
This implies Sqb2s (x)(Sqr−b(zi))2
s ∈ Pk(ω(xy2s )) for 0 < b  r , and xy2s ≈ xg2s . The propo-
sition is proved. 
Proposition 2.6. Let x, y be monomials and f,g homogeneous polynomials in Pk such that
degx = degf , degy = degg, ωs(x) = 0 and ωi(x) = 0 for i > s > 0. If x  f and y  g, then
xy2
s  fg2s .
Proof. Suppose ωr(y) = 0, ωj (y) = 0 for j > r > 0 and
x + f +
∑
1i<2s
Sqi(zi) = h ∈ Pk
(
ω(x)
)
,
y + g +
∑
1j<2r
Sqj (uj ) ∈ Pk
(
ω(y)
)
,
where zi, uj ∈ Pk . From the proof of Proposition 2.5, we have
xy2
s + xg2s +
∑
r
Sqj2
s (
xu2
s
j
) ∈ Pk(ω(xy2s )).
1j<2
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the Cartan formula, we get
xg2
s + fg2s +
∑
1i<2s
Sqi
(
zig
2s )= hg2s ∈ Pk(ω(xy2s )).
Note that 1 < 2s  j2s < 2r+s for 1  j < 2r , ωr+s(xy2
s
) = ωr(y) = 0 and ωi(xy2s ) =
ωi−s(y) = 0 for i > r + s. Combining the above equalities gives xy2s − fg2s ∈
Ar+sPk + Pk(ω(xy2s )). The proposition is proved. 
Definition 2.7. Let x, y be monomials in Pk . We say that x < y if and only if one of the following
holds
i) ω(x) < ω(y);
ii) ω(x) = ω(y) and σ(x) < σ(y).
Definition 2.8. A monomial x is said to be inadmissible if there exist monomials y1, y2, . . . , yt
such that yj < x for j = 1,2, . . . , t and x ≡ y1 + y2 + · · · + yt .
A monomial x is said to be admissible if it is not inadmissible.
Obviously, the set of all the admissible monomials of degree n in Pk is a minimal set of
A-generators for Pk in degree n.
Observe that if y is a monomial in Pk(ω(x)), then y < x. Hence, we easily obtain the follow-
ing proposition.
Proposition 2.9. A monomial x is inadmissible if and only if there exist monomials y1, y2, . . . , yt
such that yj < x, for j = 1,2, . . . , t , and x ≈ y1 + y2 + · · · + yt .
Definition 2.10. A monomial x is said to be strictly inadmissible if and only if there exist mono-
mials y1, y2, . . . , yt such that yj < x, for j = 1,2, . . . , t and x  y1 + y2 + · · · + yt .
It is easy to see that if x is strictly inadmissible, then it is inadmissible. The following theorem
is a modification of the result in [19].
Theorem 2.11. Let x, y,w be monomials in Pk such that ωi(x) = 0 for i > r > 0, ωs(w) = 0
and ωi(w) = 0 for i > s > 0.
i) If w is inadmissible, then xw2r is also inadmissible.
ii) If w is strictly inadmissible, then xw2r y2r+s is inadmissible.
Proof. Suppose that there exist monomials y1, y2, . . . , yt such that yj < w for j = 1,2, . . . , t
and w ≈ y1 + y2 + · · · + yt . According to Proposition 2.5, we have xw2r ≈ xy2r1 + xy2
r
2 +
· · · + xy2rt . Since ωi(x) = 0 for i > r and yj < w, we get xy2rj < xw2
r for j = 1,2, . . . , t . The
first part of the theorem is proved.
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and
w + y1 + y2 + · · · + yt +
∑
0<i<2s
Sqi(zi) = g ∈ Pk
(
ω(w)
)
,
where zi ∈ Pk for 0 < i < 2s . Since ωi(w) = 0 for i > s and g ∈ Pk(ω(w)), we have gy2s ∈
Pk(ω(wy
2s )). Hence, using the Cartan formula and Proposition 2.4, we obtain
wy2
s + y1y2s + · · · + yty2s +
∑
0<i<2s
Sqi
(
ziy
2s )= gy2s ∈ Pk(ω(wy2s )).
Since yjy2
s
< wy2
s
, j = 1,2, . . . , t , the monomial wy2s is strictly inadmissible. By the first part,
x(wy2
s
)2
r = xw2r y2r+s is inadmissible. The theorem follows. 
Now, we recall a result of Singer [30] on the hit monomials in Pk .
Definition 2.12. A monomial z = xb11 xb22 . . . xbkk is called a spike if bj = 2sj − 1 for sj a nonneg-
ative integer and j = 1,2, . . . , k. If z is a spike with s1 > s2 > · · · > sr−1  sr > 0 and sj = 0 for
j > r , then it is called a minimal spike.
The following is a criterion for the hit monomials in Pk .
Theorem 2.13. (See Singer [30].) Suppose x ∈ Pk is a monomial of degree n, where μ(n) k.
Let z be the minimal spike of degree n. If ω(x) < ω(z), then x is hit.
From this theorem, we see that if z is a minimal spike, then Pk(ω(z)) ⊂ A+Pk .
Now we prove the following lemmas which will be used in the next sections.
Lemma 2.14. Let n be as in Theorem 1.5 and x a monomial of degree n in Pk . If [x] = 0, then
ωi(x) = k − 1 for 1 i  dk−2.
Proof. Observe that z = x2d1−11 x2
d2−1
2 . . . x
2dk−3−1
k−3 x
2dk−2−1
k−2 x
2dk−2−1
k−1 is the minimal spike of de-
gree n in Pk and ωi(z) = k − 1, for 1 i  dk−2.
Suppose ωi(x) = k − 1 for 1  i < , ω(x) = k − 1 and 1    dk−2. If ω(x) < k − 1,
then ω(x) < ω(z). By Theorem 2.13, x is hit. This contradicts the fact that [x] = 0. If ω(x) = k,
then XI(x) = X0. So we get x = (
∏
1i< X
2i−1
Ii−1(x))X
2−1
0 y
2 with y a monomial in Pk . From
this, we obtain n = degx = (k − 1)(2−1 − 1)+ k2−1 + 2 degy. Hence, degy = 2d1− + · · · +
2dk−3− + 2dk−2−+1 − k + 12 and we have a contradiction. The lemma is proved. 
Lemma 2.15. Let n be as in Theorem 1.5 and x a monomial in Pk such that ωi(x) = k − 1, for
i = 1,2, . . . , b  dk−2 and ωi(x) = 0 for i > b. Suppose y, f and g are homogeneous polyno-
mials in Pk with degf = degx and degy = degg = (n − degx)/2b = 2d1−b + · · · + 2dk−3−b +
2dk−2−b+1 − k + 1.
i) If x  f , then xg2b ≡ fg2b .
ii) If y ≡ g, then xy2b ≡ xg2b .
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 f , we have x = f +y1 +· · ·+yr +∑1t<2b Sqt (zt ), where yj is a monomial,
1  j  r , ωij (yj ) < k − 1 for suitable 1  ij  b and zt ∈ Pk , t  1. From this, the Cartan
formula and Proposition 2.4, we get
xg2
b = fg2b + y1g2b + · · · + yrg2b +
∑
1t<2b
Sqt
(
ztg
2b).
If a monomial z appears as a term of the polynomial g, then ωij (yj z2
b
) = ωij (yj ) < k − 1. By
Lemma 2.14, yj z2
b is hit. Hence, yjg2
s is hit and xg2b ≡ fg2b .
Suppose y = g +∑i1 Sqi(ui) with ui ∈ Pk . From the proof of Proposition 2.5, we have
xy2
b = xg2b +
∑
i1
Sqi2
b(
xu2
b
i
)+∑
j
zj ,
where zj are monomials in Pk and ωij (zj ) < ωij (x) = k − 1 for suitable 1  ij  b. By
Lemma 2.14, zj is hit for any j . Hence, xy2
b ≡ xg2b . The lemma is proved. 
3. Proof of Theorem 1.5
We denote
Nk =
{
(i; I ) : I = (i1, i2, . . . , ir ), 1 i < i1 < · · · < ir  k, 0 r < k
}
.
Definition 3.1. Let (i; I ) ∈ Nk , xI = ∏1tr x2r−tit for r > 0, x∅ = 1. For a monomial x =
x
a1
1 x
a2
2 . . . x
ak
k in Pk , we define the monomial φ(i;I )(x) by setting
φ(i;I )(x) =
{
(x2
r−1
i x)/xI , if αr−t (ait ) = 1, 1 t  r,
0, otherwise.
Then we have an F2-linear map φ(i;I ): Pk → Pk . In particular, φ(i;∅)(x) = x. If x = X2r−1i y2
r
,
with y a monomial in Pk , then
φ(i;I )(x) = φ(i;I )
(
X2
r−1
i
)
y2
r = x2r−1i
( ∏
1tr
X2
r−t
i,it
)
y2
r
. (3.1)
For 1 i  k, define the homomorphism fi = fk;i : Pk−1 → Pk of algebras by substituting
fi(xj ) =
{
xj , if 1 j < i,
xj+1, if i  j < k.
This is also a monomorphism of A-modules. The following is a modification of the result in
[23] which was proved by another method.
N. Sum / Advances in Mathematics 225 (2010) 2365–2390 2375Proposition 3.2. Let n,m be as in Theorem 1.5 and d = dk−2 > k. If Bk−1(n) is a minimal set of
generators for A-module Pk−1 in degree n, then
Bk(n) =
⋃
(i;I )∈Nk
φ(i;I )
(
fi
(
Bk−1(n)
))
is also a minimal set of generators for A-module Pk in degree n.
We prepare some lemmas for the proof of this proposition.
Lemma 3.3. Let j0, j1, . . . , jd−1 ∈ Nk , a permutation σ of the set {0,1, . . . , d − 1} such that
jσ(0) > jσ(1) > · · · > jσ(r) = jσ(r+1) = · · · = jσ(d−1) and a polynomial y ∈ (Pk)m. Set i = jσ(r),
it = jσ(r−t), 1 t  r and I = (i1, i2, . . . , ir ). Then we have
( ∏
0t<d
X2
t
jt
)
y2
d ≡ φ(i;I )
(
X2
d−1
i
)
y2
d
.
Proof. The symmetric group Σd on the set {0,1, . . . , d − 1} is generated by the permu-
tations (t, t + 1),0  t < d − 1. Hence, there are 0  t1, t2, . . . , tu < d − 1 such that
σ−1 =∏1iu(ti , ti + 1). Let t = ti with 1  i  u. If jσ(t) = jσ(t+1), then Xjσ(t)X2jσ(t+1) =
Xjσ(t+1)X
2
jσ(t)
. If jσ(t) = jσ(t+1), then
Xjσ(t)X
2
jσ(t+1) = xjσ(t)x2jσ(t+1)X3jσ(t),jσ(t+1)
 x2jσ(t)xjσ(t+1)X3jσ(t),jσ(t+1) + Sq1
(
xjσ(t)xjσ(t+1)X
3
jσ(t),jσ(t+1)
)
 Xjσ(t+1)X2jσ(t) .
Combining the above equalities with 1 i  u and using Proposition 2.6, we get
φ(i;I )
(
X2
d−1
i
)= ∏
0t<d
X2
t
jσ (t)

∏
0t<d
X2
t
jt
.
The lemma now follows from the last equality and Lemma 2.15. 
Let I = (i1, i2, . . . , ir ) and j ∈ Nk . We denote I ∪{j} = I if j ∈ I , I ∪{j} = (j, i1, i2, . . . , ir )
if j < i1, I ∪ {j} = (i1, i2, . . . , ir , j) if j > ir and I ∪ {j} = (i1, . . . it−1, j, it , . . . , ir ) if it−1 <
j < it for suitable 1 < t  r . From Lemma 3.3, we get
Corollary 3.4. Let (i; I ) ∈ Nk , j ∈ Nk and a polynomial y in (Pk)m. If j > i, then
φ(i;I )
(
X2
r+1−1
i
)(
X2
d−r−1−1
j y
2d−r−1)2r+1 ≡ φ(i;I∪{j})(X2d−1i )y2d .
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by substituting
p(i;I )(xj ) =
⎧⎨
⎩
xj , if 1 j < i,∑
s∈I xs−1, if j = i,
xj−1, if i < j  k.
Then p(i;I ) is a homomorphism of A-modules. We denote pi = p(i;∅). Then pi(xi) =
p(i;∅)(xi) = 0. Denote by (I ) the length of I .
Lemma 3.6. Let (i; I ), (j ;J ) ∈ Nk and a homogeneous polynomial g ∈ (Pk−1)n. If (J ) (I ),
then
p(j ;J )
(
φ(i;I )
(
fi(g)
))≡ {g, if (j ;J ) = (i; I ),
0, if (j ;J ) = (i; I ).
Proof. It is easy to see that the lemma is true if (I ) = 0. Suppose that r = (I ) > 0. It suffices to
prove the lemma for g a monomial in (Pk−1)n. Suppose that fi(g) = xa11 . . . xai−1i−1 xai+1i+1 . . . xakk . If
there is an index 1 t  r such that αr−t (ait ) = 0, then ωr−t+1(g) < k−1. By Lemma 2.14, g ≡
0 = p(j ;J )(0) = p(j ;J )(φ(i;I )(fi(g))). If αr−t (ait ) = 1 for any t and ωs(g) < k − 1 for suitable
1 s  r , then we have ωs(φ(i;I )(fi(g))) = ωs(g) < k − 1. By Lemma 2.14, φ(i;I )(fi(g)) ≡ 0.
Hence, p(j ;J )(φ(i;I )(fi(g))) ≡ 0 ≡ g.
Suppose ωs(g) = k − 1 for 1  s  r . Then g = (x1x2 . . . xk−1)2r−1y2r , with y a monomial
in Pk−1. From this, we get fi(g) = X2r−1i (fi(y))2
r
. Using the relation (3.1), we have
φ(i;I )
(
fi(g)
)= x2r−1i
( ∏
1tr
X2
r−t
i,it
)(
fi(y)
)2r
. (3.2)
Suppose (j ;J ) = (i; I ). If either i < j or j < i and i /∈ J , then from (3.2), we see that
p(j ;J )(φ(i;I )(fi(g))) is a sum of monomials of the form
w = x2r−1
i′ fk−1;i′(z),
for suitable monomial z in Pk−2. Here i′ = i if j > i and i′ = i − 1 if j < i. In this case, we have
αr(2r − 1) = 0 and ωr+1(w) < k − 1. By Lemma 2.14, w = fk(w) is hit.
Since (J )  (I ) and (j ;J ) = (i; I ), if either j < i and i ∈ J or i = j , then there is
an index 1  t  r such that it = ju for any u. A direct computation using (3.2) shows that
p(j ;J )(φ(i;I )(fi(g))) is a sum of monomials of the form
w = x2r−2r−t−1+2r ait−1 fk−1;it−1(z),
for suitable monomial z in Pk−2 and a nonnegative integer a. It is easy to see that
αr−t (2r − 2r−t − 1 + 2ra) = 0 and ωr−t+1(w) < k − 1. By Lemma 2.14, w = fk(w) is hit.
By an analogous argument, we see that if (j ;J ) = (i; I ), then p(i;I )(φ(i;I )(fi(g))) is a sum
of monomials of the form
w =
( ∏
x
2r−2r−t−1+bt
it−1
)( ∏
x2
r−1
u
)
y2
r
,1tr u+1/∈I
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and ωr−t+1(w) < k − 1. By Lemma 2.14, w = fk(w) is hit. Suppose that bt > 0 for any t . Let
ut be the smallest index such that αut (bt ) = 1. If ut = r − t , then αut (2r − 2r−t − 1 + bt ) = 0
and ωut+1(w) < k − 1. By Lemma 2.14, w = fk(w) is hit. So ut = r − t and bt = 2r−t + b′t with
b′t  0. Then we have
2r − 1 = b1 + b2 + · · · + br
= (2r−1 + b′1)+ (2r−2 + b′2)+ · · · + (21 + b′r−1)+ (20 + b′r)
= 2r − 1 + (b′1 + b′2 + · · · + b′r).
This implies b′t = 0 for 1 t  r and w = g. The lemma is proved. 
Proof of Proposition 3.2. Denote by P(n) the subspace of (Pk)n spanned by all elements of the
set Bk(n).
Let x be a monomial of degree n in Pk and [x] = 0. By Lemma 2.14, we have ωi(x) = k − 1
for 1 i  dk−2 = d . Hence, we obtain x = (∏0t<d X2tjt )y¯2d , for suitable monomial y¯ ∈ (Pk)m.
According to Lemma 3.3, there is (i; I ) ∈ Nk such that
x =
( ∏
0t<d
X2
t
jt
)
y¯2
d ≡ φ(i;I )
(
X2
d−1
i
)
y¯2
d = φ(i;I )
(
X2
r+1−1
i
)
X2
d−2r+1
i y¯
2d ,
where r = (I ). It is easy to see that y¯ = xai fi(y), where a is a nonnegative integer and y is a
monomial in (Pk−1)m−a . We prove [x] ∈ [P(n)] by double induction on (i, a).
Set hu = 2d1−u +· · ·+ 2dk−3−u + 2dk−2−u+1 − k + 1, for 0 u d . We have h0 = n, hd = m,
2hu + k − 1 = hu−1 and μ(2hu + k − 1) = k − 1 for 1  u  d . By Theorem 1.4, the squar-
ing operation (S˜q0∗)hu : (F2 ⊗A Pk−1)hu−1 → (F2 ⊗A Pk−1)hu is an isomorphism of F2-vector
spaces. So the iterated squaring operation
(
S˜q
0
∗
)d = (S˜q0∗)hd . . . (S˜q0∗)h1 : (F2 ⊗A Pk−1)n → (F2 ⊗A Pk−1)m
is also an isomorphism of F2-vector spaces. Hence,
Bk−1(m) =
(
S˜q
0
∗
)d(
Bk−1(n)
)= {z ∈ (Pk−1)m : X2d−1z2d ∈ Bk−1(n)}
is a minimal set of A-generators for Pk−1 in degree m. Where X = x1x2 . . . xk−1.
Suppose a = 0. Since y ∈ (Pk−1)m, we have y ≡ z1 + z2 + · · · + zs with zt polynomials in
Bk−1(m). Using Lemma 2.15, we get
x ≡ φ(i;I )
(
X2
d−1
i
)(
fi(y)
)2d ≡ ∑
1ts
φ(i;I )
(
X2
d−1
i
)
fi(zt )
2d .
Since φ(i;I )(X2
d−1
i )fi(zt )
2d = φ(i;I )(fi(X2d−1z2dt )) and X2d−1z2dt ∈ Bk−1(n), we get
[x] ∈ [P(n)].
2378 N. Sum / Advances in Mathematics 225 (2010) 2365–2390Let y0 be a monomial in (Pk)m−1 and yi = y0xi for 1 i  k. Applying the Cartan formula,
we have Sq1(X2
c−1
0 y
2c
0 ) =
∑
1jk X
2c−1
j y
2c
j , where c is a positive integer. From this, we obtain
X2
c−1
i y
2c
i ≡
∑
1j<i
X2
c−1
j y
2c
j +
∑
i<jk
X2
c−1
j y
2c
j . (3.3)
Suppose a > 0 and i = 1. Note that d − r − 1 d − k  1. Applying the relation (3.3) with
y0 = xa−11 f1(y), c = d − r − 1, i = 1, using Lemma 2.15 and Corollary 3.4, we get
x ≡ φ(1;I )
(
X2
r+1−1
1
)(
X2
d−r−1−1
1
(
xa1f1(y)
)2d−r−1)2r+1
≡
∑
2jk
φ(1;I )
(
X2
r+1−1
1
)(
X2
d−r−1−1
j
(
xjx
a−1
1 f1(y)
)2d−r−1)2r+1
≡
∑
2jk
φ(1;I∪{j})
(
X2
d−1
1
)(
xa−11 f1(xj−1y)
)2d
.
From this and the inductive hypothesis, we obtain [x] ∈ [P(n)].
Suppose i > 1. It is easy to see that if 1 j < i, then
φ(i;I )
(
X2
r+1−1
i
)
X2
d−2r+1
j = φ(j ;I∪{i})
(
X2
d−1
j
)
.
Applying the relation (3.3) with y0 = xa−1i fi(y), c = d − r − 1 > 1 and using Corollary 3.4, we
obtain
x ≡ φ(i;I )
(
X2
r+1−1
i
)(
X2
d−r−1−1
i y
2d−r−1
i
)2r+1
≡
∑
j =i
φ(i;I )
(
X2
r+1−1
i
)(
X2
d−r−1−1
j y
2d−r−1
j
)2r+1
≡
∑
1j<i
φ(j ;I∪{i})
(
X2
d−1
j
)
y2
d
j +
∑
i<j<k
φ(i;I∪{j})
(
X2
d−1
i
)
y2
d
j ,
where yj = xjy0 = xa−1i fi(xj−1y) for j > i. Using the inductive hypothesis, we get [x] ∈[P(n)].
Now we prove that [Bk(n)] is linearly independent in F2 ⊗A Pk . Suppose that∑
((i;I ),z)∈Nk×Bk−1(n)
γ(i;I ),zφ(i;I )
(
fi(z)
)≡ 0, (3.4)
where γ(i;I ),z ∈ F2. We show that γ(i;I ),z = 0, for all (i; I ) ∈ Nk and z ∈ Bk−1(n), by induction
on (I ). Let 1 j  k. By Lemma 3.6, the homomorphism pj = p(j ;∅) sends the relation (3.4)
to
∑
z∈Bk−1(n) γ(j ;∅),zz ≡ 0. This relation implies γ(j ;∅),z = 0 for any 1 j  k and z ∈ Bk−1(n).
Suppose (J ) > 0 and γ(i;I ),z = 0 for all (i; I ) ∈ Nk with (I ) < (J ), 1  i  k and z ∈
Bk−1. Then using Lemma 3.6, we see that the homomorphism p(j,J ) sends the relation (3.4)
to
∑
z∈Bk−1(n) γ(j ;J ),zz ≡ 0. Hence, we get γ(j ;J ),z = 0 for all z ∈ Bk−1(n). The proposition is
proved. 
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2k − 1,
φ(i;I )
(
fi
(
Bk−1(n)
))∩ φ(j ;J )(fj (Bk−1(n)))= ∅,
for (i; I ) = (j ;J ) and φ(i;I )(fi(y)) = φ(i;I )(fi(y′)) for all y, y′ ∈ Bk−1(n), y = y′. So
|φ(i;I )(fi(Bk−1(n)))| = |Bk−1(n)|. From Proposition 3.2, we have
dim(F2 ⊗A Pk)n =
∣∣Bk(n)∣∣= ∑
(i;I )∈Nk
∣∣Bk−1(n)∣∣
= |Nk|dim(F2 ⊗A Pk−1)n
= (2k − 1)dim(F2 ⊗A Pk−1)n.
The iterated squaring operation (S˜q0∗)d : (F2 ⊗A Pk−1)n → (F2 ⊗A Pk−1)m is an isomorphism
of F2-vector spaces. So we get dim(F2 ⊗A Pk−1)n = dim(F2 ⊗A Pk−1)m. The theorem is
proved. 
4. Proof of Theorem 1.6
Observe that nr = 2u1 +· · ·+2ur−3 +2ur−2+1 −r +1, where ui = di −dr−1, for 1 i < r −2,
and ur−2 = dr−2 − dr−1 − 1 > r . We have
mr = 2u1−ur−2 + 2u2−ur−2 + · · · + 2ur−3−ur−2 − r + 3
= 2d1−dr−2+1 + 2d2−dr−2+1 + · · · + 2dr−3−dr−2+1 − r + 3
= 2nr−1 + r − 1.
Hence, applying Theorem 1.5, we obtain
dim(F2 ⊗A Pr)nr =
(
2r − 1)dim(F2 ⊗A Pr−1)mr
= (2r − 1)dim(F2 ⊗A Pr−1)2nr−1+r−1.
It is easy to see that the squaring operation
(
S˜q
0
∗
)
nr
: (F2 ⊗A Pr)2nr+r → (F2 ⊗A Pr)nr
is an epimorphism. Hence, we get
dim(F2 ⊗A Pr)2nr+r = dim Ker
(
S˜q
0
∗
)
nr
+ dim(F2 ⊗A Pr)nr
= dim Ker(S˜q0∗)nr + (2r − 1)dim(F2 ⊗A Pr−1)2nr−1+r−1
for 4 r  k. Note that 2nk + k = n. Computing inductively from the above equalities, we get
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( ∏
5ik
(
2i − 1))(dim Ker(S˜q0∗)n4 + dim(F2 ⊗A P4)n4)
+
∑
5rk
( ∏
r+1ik
(
2i − 1))dim Ker(S˜q0∗)nr .
Since 2n3 + 3 = 2d1−d2+1 − 1 and d1 − d2 + 1  6, using Kameko’s result in [19], we have
dim(F2 ⊗A P3)2n3+3 = 14. Combining this and Theorem 1.5, we obtain
dim(F2 ⊗A P4)n4 = 15 dim(F2 ⊗A P3)2n3+3 = 210.
The theorem now follows from the above equalities and the following theorem.
Theorem 4.1. Let n = 2s+t−1 +2s−1 −3 with s, t positive integers and k = 4. If s  3 and t  4,
then dim Ker(S˜q0∗)n = 105.
In the remaining part of the section, we prove this theorem by explicitly describing a basis of
Ker(S˜q0∗)n in terms of the admissible monomials.
Lemma 4.2. Let x be a monomial in Pk such that ωi(x) = 0 for i > 2. If either ω1(x) = 0,
ω2(x) > 0 or ω1(x) < k, ω2(x) = k, then x is strictly inadmissible.
Proof. If ω1(x) = 0 and ω2(x) > 0, then x = Sq1(y) for some monomial y in Pk . Hence,
the lemma is true. If 0 < ω1(x) = m < k and ω2(x) = k, then x = xi1 . . . ximX20. Suppose
i = i1, i2, . . . , im. Then we have
x =
∑
1rm
xixi1 . . . x
4
ir
. . . ximX
2
i,ir
+ Sq1(xixi1 . . . ximX2i ).
Since ω(xixi1 . . . x4ir . . . ximX
2
i,ir
) = (m, k − 2,1) < (m,k,0) = ω(x), for 1 r m, the lemma
is proved. 
From Theorem 2.11 and Lemma 4.2, we easily obtain the following proposition.
Proposition 4.3. Let x be an admissible monomial in Pk .
i) If there is an index i0 such that ωi0(x) = 0, then ωi(x) = 0 for all i > i0.
ii) If there is an index i0 such that ωi0(x) < k, then ωi(x) < k for all i > i0.
By a direct computation, we obtain the following lemma.
Lemma 4.4. Let w be a monomial in P4. If ω(w) is one of the sequences (1,1,3), (2,1,3),
(2,3,2,2), then w is strictly inadmissible.
Lemma 4.5. Let x be an admissible monomial of degree 2t+1 in P4. If t  4 and [x] ∈
Ker(S˜q0∗)2t−2, then ω1(x) = 2 and ωi(x) = 1 for 2 i  t + 1.
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degree 2t − 1 and 1 i < j  4. Then either ω1(y) = 3 or ω1(y) = 1.
Suppose ω1(y) = 3. Then y = Xiy21 with y1 a monomial of degree 2t−1 − 2 and
1  i  4. Since x is admissible, using Proposition 4.3, we get ω1(y1) = ω2(y1) = 2 and
ω(x) = (2,3,2,2,ω3(y1), . . .). By Lemma 4.4 and Theorem 2.11, x is inadmissible.
Suppose ωi(y) = 1, i = 1,2, . . . , u and ωu+1(y) > 1 for 1  u < t . Then ωu+1(y) = 3 and
ω(x) = (2,1, . . . ,1,3,ωu+2(y), . . .). By Lemma 4.4 and Theorem 2.11, x is inadmissible. The
lemma follows. 
Lemma 4.6. The following monomials are strictly inadmissible:
i) x2i xj , x3i x4j , 1 i < j  4.
ii) x2i xj x, x3i x12j x, x3i x4j x9 , x3i x5j x8 , 1 i < j <  4.
iii) x31x42x3x84 , x31x42x83x4.
The proof of this lemma is straightforward.
Denote by B3(n) the set of all the admissible monomials of degree n in P3. We set
C(s, t) =
⋃
1i4
fi
(
B3
(
2s+t + 2s − 2)), s  1, t  2.
Note that [C(s, t)] ⊂ Ker(S˜q0∗)2s+t−1+2s−1−3. Using Kameko’s results in [19], we have
|C(1,2)| = 42, |C(1, t)| = 38 for t  3, and |C(s, t)| = 66 for s, t  2.
Set B(1, t) = C(1, t)∪A(t), where A(t) denotes the subset of P4 consisting of all the mono-
mials aj = a1,t,j , 1 j  7, which are determined as follows:
a1 = x1x2x23x2
t+1−4
4 , a2 = x1x22x3x2
t+1−4
4 , a3 = x1x22x2
t+1−4
3 x4,
a4 = x1x22x43x2
t+1−7
4 , a5 = x1x22x53x2
t+1−8
4 , a6 = x1x32x43x2
t+1−8
4 ,
a7 = x31x2x43x2
t+1−8
4 .
Proposition 4.7. For any t  4, the set [B(1, t)] is a basis of Ker(S˜q0∗)2t−2. Consequently
dim Ker(S˜q0∗)2t−2 = 45.
Proof. By Lemma 4.5, it suffices to consider monomials x of degree 2t+1 with ω1(x) = 2 and
ωi(x) = 1 for 2  i  t + 1. A direct computation shows that if x is a monomial of degree
2t+1 in P4, [x] ∈ Ker(S˜q0∗)2t−2 and x /∈ B(1, t), then there is a monomial w which is given in
Lemma 4.6 such that x = yw2uz2u+v with suitable monomials y, z ∈ P4, ωi(y) = 0 for i > u > 0
and ωi(w) = 0 for i > v > 1. By Theorem 2.11, x is inadmissible. Hence, Ker(S˜q0∗)2t−2 is
spanned by the set [B(1, t)].
Now, we prove that the set [B(1, t)] is linearly independent. Suppose there is a linear relation∑
a∈C(1,t)
γaa +
∑
1j7
γjaj ≡ 0, (4.1)
where γa, γj ∈ F2 for a ∈ C(1, t) and 1 j  7.
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a ∈ fi(B3(2t+1)), pi(a) = 0 if a /∈ fi(B3(2t+1)) and pi(aj ) = 0 for any j . Hence, pi sends (4.1)
to
∑
a∈fi(B3(2t+1)) γaf
−1
i (a) ≡ 0. This equality implies γa = 0 for any a ∈ fi(B3(2t+1)). So the
relation (4.1) becomes ∑
1j7
γjaj ≡ 0. (4.2)
Using Kameko’s result in [19], we see that B3(2t+1) contains the following monomials:
w1 = x1x2x2t+1−23 , w2 = x1x22x2
t+1−3
3 , w3 = x1x32x2
t+1−4
3 ,
w4 = x1x2t+1−22 x3, w5 = x31x2x2
t+1−4
3 .
Note that z = x2t+1−11 x2 is the minimal spike of degree 2t+1 in P3. A direct computation
using Theorem 2.13 shows that the homomorphisms p(2;3), p(2;4) : P4 → P3 send the relation
(4.2) respectively to
γ7w1 + γ4w2 + (γ1 + γ2 + γ5 + γ6 + γ7)w3 + γ3w4 + γ7w5 ≡ 0,
(γ2 + γ7)w1 + (γ1 + γ3 + γ4 + γ6 + γ7)w2 + γ5w3 + γ7w5 ≡ 0.
From this, it implies γ2 = γ3 = γ4 = γ5 = γ7 = 0. So the relation (4.2) becomes
γ1a1 + γ6a6 ≡ 0. (4.3)
Now, the homomorphism p(3;4) : P4 → P3 sends the relation (4.3) to
γ1w1 + γ6w3 ≡ 0.
From this, we obtain γ1 = γ6 = 0. The proposition is proved. 
Next, we compute Ker(S˜q0∗)2t+1−1. We need the following lemma.
Lemma 4.8. The following monomials are strictly inadmissible:
i) x2i xj x3 , x2i x3j x, x3i x2j x, 1 i < j <  4.
ii) x1x22x23x4, x21x2x3x24 , x21x2x23x4, x21x22x3x4.
Lemma 4.9. The following monomials are strictly inadmissible:
i) x3i x4j x3 , x7i x9j x2 , x3i x7j x8 , x7i x3j x8 , x7i x8j x3 , 1 i < j <  4.
ii) x31x122 x3x24 , x1x62x93x24 , x1x72x83x24 , x71x2x83x24 , x71x82x3x24 ,
x31x
4
2x3x
10
4 , x1x
6
2x
3
3x
8
4 , x1x
6
2x
8
3x
3
4 , x
3
1x
4
2x
9
3x
2
4 .
iii) x31x52x243 x24 , x31x52x83x184 , x31x52x103 x164 .
The above lemmas can easily be proved by a direct computation.
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1 j  23, which are determined as follows:
a1 = x1x22x2
s−1
3 x
2s+t−4
4 , a2 = x1x22x2
s+1−4
3 x
2s+t−2s−1
4 ,
a3 = x1x22x2
s+1−3
3 x
2s+t−2s−2
4 , a4 = x1x22x2
s+1−1
3 x
2s+t−2s−4
4 ,
a5 = x1x22x2
s+t−4
3 x
2s−1
4 , a6 = x1x22x2
s+t−3
3 x
2s−2
4 ,
a7 = x1x2
s−2
2 x3x
2s+t−2
4 , a8 = x1x2
s+1−2
2 x3x
2s+t−2s−2
4 ,
a9 = x1x2
s+t−2
2 x3x
2s−2
4 , a10 = x1x2
s+1−1
2 x
2
3x
2s+t−2s−4
4 ,
a11 = x31x2
s+1−3
2 x
2
3x
2s+t−2s−4
4 , a12 = x2
s+1−1
1 x2x
2
3x
2s+t−2s−4
4 ,
a13 = x1x32x2
s+1−4
3 x
2s+t−2s−2
4 , a14 = x1x32x2
s+t−4
3 x
2s−2
4 ,
a15 = x1x32x2
s+1−2
3 x
2s+t−2s−4
4 , a16 = x31x2x2
s+1−4
3 x
2s+t−2s−2
4 ,
a17 = x31x2x2
s+t−4
3 x
2s−2
4 , a18 = x31x2x2
s+1−2
3 x
2s+t−2s−4
4 ,
a19 = x1x2x2
s+t−2
3 x
2s−2
4 , a20 = x1x2x2
s+1−2
3 x
2s+t−2s−2
4 ,
a21 = x1x2x2
s−2
3 x
2s+t−2
4 , a22 = x1x32x2
s−2
3 x
2s+t−4
4 ,
a23 = x31x2x2
s−2
3 x
2s+t−4
4 .
Set B(2, t) = C(2, t) ∪ D(2, t) ∪ {a24 = x31x32x43x2
t+2−8
4 }.
Proposition 4.10. For every t  4, the set [B(2, t)] is a basis of the F2-vector space
Ker(S˜q0∗)2t+1−1. Consequently dim Ker(S˜q
0
∗)2t+1−1 = 90.
Proof. It is easy to verify that
B(2, t) ⊂ {xixj y2: 1 i < j  4, y ∈ B(1, t)}⊂ Ker(S˜q0∗)2t+1−1.
Let x be an admissible monomial of degree 2t+2 +2 and [x] ∈ Ker(S˜q0∗)2t+1−1. Then ω1(x) =
2 and x = xixj y2 with y a monomial of degree 2t+1 and 1 i < j  4. Since x is admissible,
by Theorem 2.11, y is also admissible. Using Proposition 4.7, we get y ∈ B(1, t). By a direct
computation, we see that if y ∈ B(1, t) and xixj y2 /∈ B(2, t), then there is a monomial w, which
is given in one of Lemmas 4.8, 4.9 such that ωi(w) = 0, i > u > 1 and xixj y2 = wy2u1 for
suitable monomial y1 in P4. By Theorem 2.11, xixj y2 is inadmissible. So we have proved that
Ker(S˜q0∗)2t+1−1 is spanned by [B(2, t)].
Now we show that the set [B(2, t)] is linearly independent in the F2-vector space
Ker(S˜q0∗)2t+1−1. By a same argument as given in the proof of Proposition 4.7, we need only
to prove that the set [D(2, t) ∪ {a24}] is linearly independent. Suppose that there is a linear
relation ∑
1j24
γjaj ≡ 0, (4.4)
where γj ∈ F2,1 j  24.
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w1 = x1x22x2
t+2−1
3 , w2 = x1x32x2
t+2−2
3 , w3 = x1x62x2
t+2−5
3 ,
w4 = x1x72x2
t+2−6
3 , w5 = x1x2
t+2−2
2 x
3
3 , w6 = x1x2
t+2−1
2 x
2
3 ,
w7 = x31x2x2
t+2−2
3 , w8 = x31x32x2
t+2−4
3 , w9 = x31x52x2
t+2−6
3 ,
w10 = x31x2
t+2−3
2 x
2
3 , w11 = x71x2x2
t+2−6
3 , w12 = x2
t+2−1
1 x2x
2
3 .
The monomial z = x2t+2−11 x32 is the minimal spike of degree 2t+2 + 2 in P3. A direct com-
putation using Theorem 2.13 shows that the homomorphism p(1;2) : P4 → P3 sends the relation
(4.4) to
(γ2 + γ4 + γ5)w2 + γ2w3 + γ4w4 + γ5w5 + γ7w7
+ (γ1 + γ2 + γ4 + γ5)w8 + γ3w9 + γ6w10 + γ8w11 + γ9w12 ≡ 0.
From this, it implies γj = 0 for 1 j  9. Substituting this into (4.4), we get
∑
10j24
γjaj ≡ 0. (4.5)
By the same argument, the homomorphisms p(1;3), p(3;4) : P4 → P3 send the relation (4.5)
respectively to
(γ15 + γ21 + γ24)w2 + (γ15 + γ16 + γ20 + γ24)w4 + (γ17 + γ19)w6
+ γ10w7 + (γ10 + γ15 + γ22 + γ24)w8 + γ13w9 + γ14w10 + γ10w11 ≡ 0,
(γ13 + γ14 + γ15 + γ22)w2 + γ10w4
+ (γ16 + γ17 + γ18 + γ23)w7 + γ24w8 + γ11w9 + γ12w11 ≡ 0.
From these equalities, we get
{
γj = 0, j = 10,11,12,13,14,24,
γ15 + γ21 = γ15 + γ16 + γ20 = 0. (4.6)
Substituting (4.6) into (4.5), we obtain
∑
15j23
γjaj ≡ 0. (4.7)
The homomorphisms p(1;4), p(2;3) : P4 → P3 send the relation (4.7) respectively to
(γ21 + γ23)w1 + (γ18 + γ20)w3 + γ19w5 + γ22w7 + γ15w9 ≡ 0,
(γ18 + γ21)w2 + (γ18 + γ20)w4 + γ19w6 + (γ18 + γ23)w8 + γ16w9 + γ17w10 ≡ 0.
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{
γj = 0, j = 15,16,17,19,22,
γ18 = γ20 = γ21 = γ23. (4.8)
Combining (4.6) and (4.8), we get γj = 0 for j = 18,20,21,23. The proposition is proved. 
Now we determine Ker(S˜q0∗)2s+t−1+2s−1−3 for s  3 and t  4. By a direct computation, we
can easily prove the following lemmas.
Lemma 4.11. The following monomials are strictly inadmissible:
i) x3i x4j x7 , x3i x7j x4 , x7i x3j x4 , 1 i < j <  4.
ii) x1x62x33x44 , x31x42x3x64 , x31x42x33x44 .
Lemma 4.12. The following monomials are strictly inadmissible:
i) x7i x7j x8 , 1 i < j <  4.
ii) x1x72x103 x44 , x71x2x103 x44 , x1x62x73x84 , x1x72x63x84 , x71x2x63x84 ,
x31x
3
2x
4
3x
12
4 , x
3
1x
3
2x
12
3 x
4
4 , x
7
1x
9
2x
2
3x
4
4 , x
7
1x
8
2x
3
3x
4
4 , x
3
1x
5
2x
8
3x
6
4 .
iii) x31x52x143 x164 .
Lemma 4.13. The following monomials are strictly inadmissible:
x1x
7
2x
10
3 x
12
4 , x
7
1x2x
10
3 x
12
4 , x
3
1x
3
2x
12
3 x
12
4 , x
3
1x
5
2x
8
3x
14
4 , x
3
1x
5
2x
14
3 x
8
4 , x
7
1x
7
2x
8
3x
8
4 .
For s  3, t  2, denote by E(s, t) the subset of P4 consisting of all the monomials aj = as,t,j ,
24 j  39, which are determined as follows:
a24 = x1x22x2
s−4
3 x
2s+t−1
4 , a25 = x1x22x2
s−3
3 x
2s+t−2
4 ,
a26 = x1x22x2
s+t−1
3 x
2s−4
4 , a27 = x1x2
s−1
2 x
2
3x
2s+t−4
4 ,
a28 = x1x2
s+t−1
2 x
2
3x
2s−4
4 , a29 = x31x2
s+t−3
2 x
2
3x
2s−4
4 ,
a30 = x2s−11 x2x23x2
s+t−4
4 , a31 = x2
s+t−1
1 x2x
2
3x
2s−4
4 ,
a32 = x1x32x2
s−4
3 x
2s+t−2
4 , a33 = x1x32x2
s+t−2
3 x
2s−4
4 ,
a34 = x31x2x2
s−4
3 x
2s+t−2
4 , a35 = x31x2x2
s+t−2
3 x
2s−4
4 ,
a36 = x31x52x2
s+t−6
3 x
2s−4
4 , a37 = x31x52x2
s+1−6
3 x
2s+t−2s−4
4 ,
a38 = x31x2
s−3
2 x
2
3x
2s+t−4
4 , a39 = x31x52x63x2
t+3−8
4 , for s = 3,
a39 = x31x52x2
s−6
3 x
2s+t−4
4 , for s > 3.
Set B(s, t) = C(s, t) ∪ D(s, t) ∪ E(s, t). The following implies Theorem 4.1.
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Ker(S˜q0∗)n with n = 2s+t−1 + 2s−1 − 3. Consequently dim Ker(S˜q0∗)n = 105.
Proof. We prove the proposition by induction on s. It is easy to verify that
B(s, t) ⊂ {xixj y2: 1 i < j  4, y ∈ B(s − 1, t)}⊂ Ker(S˜q0∗)n.
Let x be an admissible monomial of degree 2n+4 = 2s+t +2s −2 and [x] ∈ Ker(S˜q0∗)n. Then
ω1(x) = 2 and x = xixj y2 with y a monomial of degree 2s+t−1 + 2s−1 − 2 and 1 i < j  4.
Since x is admissible, by Theorem 2.11, y is also admissible. Using the inductive hypothesis, we
get y ∈ B(s − 1, t). By a direct computation, we see that if y ∈ B(s − 1, t) and xixj y2 /∈ B(s, t)
then there is a monomial w, which is given in one of Lemmas 4.8, 4.11, 4.12, 4.13 such that
ωi(w) = 0 for i > u > 1 and xixj y2 = wy2u1 for suitable monomial y1 in P4. By Theorem 2.11,
the monomial xixj y2 is inadmissible. Hence, Ker(S˜q
0
∗)n is spanned by [B(s, t)].
Now we show that the set [B(s, t)] is linearly independent in the F2-vector space Ker(S˜q0∗)n.
It suffices to prove that the set [D(s, t) ∪ E(s, t)] is linearly independent in F2 ⊗A P4. Suppose
there is a linear relation
∑
1j39
γjaj ≡ 0, (4.9)
where γj ∈ F2, 1 j  39.
According to Kameko’s result in [19], B3(2s+t + 2s − 2) contains the following monomials:
w1 = x1x2
s−2
2 x
2s+t−1
3 , w2 = x1x2
s−1
2 x
2s+t−2
3 ,
w3 = x1x2
s+1−2
2 x
2s+t−2s−1
3 , w4 = x1x2
s+1−1
2 x
2s+t−2s−2
3 ,
w5 = x1x2
s+t−2
2 x
2s−1
3 , w6 = x1x2
s+t−1
2 x
2s−2
3 ,
w7 = x31x2
s−3
2 x
2s+t−2
3 , w8 = x31x2
s+1−3
2 x
2s+t−2s−2
3 ,
w9 = x31x2
s+t−3
2 x
2s−2
3 , w10 = x2
s−1
1 x2x
2s+t−2
3 ,
w11 = x2s+1−11 x2x2
s+t−2s−2
3 , w12 = x2
s+t−1
1 x2x
2s−2
3 .
It is clear that the monomial x2
s+t−1
1 x
2s−1
2 is the minimal spike of degree 2
s+t + 2s − 2
in P3. By a direct computation using Theorem 2.13, we see that the homomorphisms p(1;2),
p(3;4) : P4 → P3 send the relation (4.9) respectively to
γ24w1 + γ1w2 + γ2w3 + γ4w4 + γ5w5 + γ26w6
+ γ25w7 + γ3w8 + γ6w9 + γ7w10 + γ8w11 + γ9w12 ≡ 0,
γ7w1 + γ27w2 + γ8w3 + γ10w4 + γ9w5 + γ28w6
+ η1w7 + γ11w8 + γ29w9 + γ30w10 + γ12w11 + γ31w12 ≡ 0,
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{
γj = 0, j = 1,2, . . . ,12,24,25, . . . ,31,
η1 = 0. (4.10)
Substituting (4.10) into (4.9), we get
∑
13j23
γjaj +
∑
32j39
γjaj ≡ 0. (4.11)
The homomorphisms p(1;3), p(1;4) : P4 → P3 send the relation (4.11) respectively to
(γ21 + γ22 + γ34)w2 + (γ15 + γ16 + γ20)w4
+ (γ17 + γ19 + γ33)w6 + γ32w7 + γ13w8 + γ14w9 ≡ 0,
η2w1 + (γ13 + γ18 + γ20 + γ37)w3
+ (γ14 + γ19 + γ35 + γ36)w5 + η3w7 + γ15w8 + γ33w9 ≡ 0,
where η2 = γ21 + γ23 + γ32 + γ38 for s = 3, η2 = γ21 + γ23 + γ32 + γ38 + γ39 for s > 3, η3 =
γ22 + γ39 for s = 3 and η3 = γ22 for s > 3. From these equalities, we get
⎧⎨
⎩
γj = 0, j = 13,14,15,32,33,
γ21 + γ22 + γ34 = γ16 + γ20 = γ17 + γ19 = 0,
η2 = γ18 + γ20 + γ37 = γ19 + γ35 + γ36 = η3 = 0.
(4.12)
Substituting (4.12) into (4.11), we obtain
∑
16j23
γjaj +
∑
34j39
γjaj ≡ 0. (4.13)
The homomorphisms p(2;3), p(2;4) : P4 → P3 send the relation (4.13) respectively to
η4w2 + (γ18 + γ20 + γ37)w4 + (γ19 + γ35 + γ36)w6 + γ34w7 + γ16w8 + γ17w9 ≡ 0,
(γ21 + γ22 + γ34)w1 + (γ16 + γ20)w3 + (γ17 + γ19)w5 + η5w7 + γ18w8 + γ35w9 ≡ 0,
where η4 = γ21 + γ23 + γ38 for s = 3, η4 = γ21 + γ23 + γ38 + γ39 for s > 3, η5 = γ23 + γ39 for
s = 3 and η5 = γ23 for s > 3. These equalities imply
{
γj = 0, j = 16,17,18,19,20,34,35,36,37,
γ21 + γ22 = η4 = η5 = 0. (4.14)
Combining (4.10), (4.12) and (4.14), we get γj = 0 for 1  j  39. The proposition is
proved. 
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Note that Proposition 4.14 is true for all s  3 and t  2. Proposition 4.10 is true for t  3.
However, it is not true for t = 2. In this case, we have the following proposition.
Proposition 5.1. The set [C(2,2) ∪ D(2,2) ∪ {x31x32x43x84 , x31x52x83x24}] is a basis of Ker(S˜q0∗)7.
Consequently dim Ker(S˜q0∗)7 = 91.
Proposition 4.7 is not true for t = 2,3. In these cases, we have the following proposition.
Proposition 5.2.
i) The set [C(1,2) ∪ F ] is a basis of Ker(S˜q0∗)2, where
F = {x1x2x23x44 , x1x22x3x44 , x1x22x43x4, x1x22x23x34 , x1x22x33x24 , x1x32x23x24 , x31x2x23x24}.
Consequently dim Ker(S˜q0∗)2 = 49.
ii) The set [C(1,3) ∪ A(3) ∪ {x1x32x63x64 , x31x2x63x64 , x31x52x23x64 , x31x52x63x24}] is a basis of
Ker(S˜q0∗)6. Consequently dim Ker(S˜q
0
∗)6 = 49.
The above propositions can be proved by a direct computation.
Theorem 1.5 is true for dk−2  k − 1. Theorem 1.6 is also true if d1 − d2  4 and
di−2 − di−1  i for 4 i  k. However, the proofs of these results are more complicated.
By Theorem 1.6, to determine (F2 ⊗A Pk)n we need to compute Ker(S˜q0∗)nr for 5 r  k. It
is well known that dim Ker(S˜q0∗)n3 = 7 and dim Ker(S˜q0∗)n4 = 105. We terminate this paper by
the following conjecture, which is also numbered as Conjecture 1.7 in the introduction.
Conjecture 5.3. Under the hypotheses of Theorem 1.6,
dim Ker
(
S˜q
0
∗
)
nr
=
∏
3ir
(
2i − 1).
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