Purpose. To understand which specific student behaviors predict performance ratings from standardized patients and behavioral scientist preceptors. Method. In 1996 -98, objective, real-time ratings of student verbal and nonverbal behaviors were conducted on 75 videotaped interviews between second-year medical students and standardized patients at University of North Carolina at Chapel Hill School of Medicine. The coding system used in these analyses was developed based on evidence-based literature reviews and used software that provides for real-time recording; 30 nonverbal and 33 behaviors were coded. The coded behaviors were then compared with four ratings: a global rating of the encounter by the standardized patient, a summary score derived from a checklist completed by the standardized patient, a global rating of the encounter by a behavioral science preceptor who observed the encounter, and a summary score derived from a checklist completed by the preceptor. Results. Analyses identified strong correlations between all four of the preceptor and patient ratings, a strong independent effect of case scenario, and significant between-rater variation. When multivariable analysis was used to predict these global ratings based on coding of specific behaviors, a relatively high proportion of observer variation was explained by a small group of coded behaviors. Conclusions. This study suggests that the coding of specific behaviors may hold promise as a student evaluation technique thereby improving medical training techniques and ultimately enhancing the communication skills in physician-patient encounters. It also illustrates the need to better clarify which specific behaviors are most critical in influencing patient satisfaction. Acad Med. 2004;79:162-170.
This method is expensive (requiring both a patient or simulator and the expert to be present) and faces the same potential interobserver biases that plague patient evaluations. Furthermore, it is unclear the extent to which the responses of outside, "expert" observers will mirror the feelings and reactions of real or standardized patients.
A third method, which has been little employed in medical education, involves objective, real-time ratings of specific behaviors from videotapes or digitized files of student-patient interviews. Such a method would have the potential value of quantitatively documenting student behaviors, both in terms of the frequency in which they occur but also in terms of their timing in the interview. Recent innovations in computer technology make the coding of events much more feasible than in the past. 4 However, whether such a time-intensive evaluation method has adequate added value compared with more global, subjective rating methods is unknown.
In this paper, we compare objective, real-time ratings of student behaviors with ratings of the same encounter by standardized patients and by behavioral science experts who observed the encounter. The goals of our study were to compare the various sources of data on studentstandardized patient encounters, and to better understand the extent to which specific student behaviors predicted standardized patient and behavioral preceptor ratings of student performance.
METHOD Sample
In 1996 -98, we videotaped interviews between standardized patients and second-year medical students. The interviews were conducted as part of the medical students' required training in clinical skills at the University Of North Carolina at Chapel Hill School of Medicine. One hundred sixty students were enrolled, and each student completed two interviews with standardized patients. Interview scenario 1 involved a mother whose two-year-old daughter had fractured her arm; scenario 2 involved a young man who presented with genital symptoms from chlamydia urethritis. The encounters did not include physical examinations; they took place in a room set up with two chairs that faced each other at about a 70-degree angle. Students were not provided with a medical record and were not required to develop a written report based on the interview. While interviews were allowed to vary in length, they averaged 20 -25 minutes each.
At the end of each encounter, the standardized patient completed a onepage rating checklist and (for scenario 2 only) a single-item global rating of the student's performance. In addition, each encounter was observed via a video monitoring system by a behavioral scientist faculty member (psychologist or clinical social worker) who completed a two-page rating checklist during the encounter and a single-item global rating of the student's performance. Both the standardized patient and the behavioral preceptor forms had been developed based on existing instruments from several other medical schools and organized to correspond to Coulehan and Block's textbook of medical interviewing. 5 All items on both instruments were scaled so that a larger numeric code represented more favorable behavior.
From the course database of approximately 300 videotapes, we selected 75 to be coded for specific physician verbal and nonverbal behaviors. The selection process occurred as follows: First, cases were eliminated for which the tapes could not be located or the sound or visual quality was poor. Next, the standardized patient and behavioral preceptor on each tape were noted, and patients or preceptors who had rated the fewest encounters were excluded from sampling because estimates of rater effect would not be stable. The remaining tapes were eligible for selection. To ensure that the sample adequately represented the range of student performance, we stratified this sample into tertiles of student performance based on behavioral preceptor ratings. Seventyfive tapes were then randomly selected from within these three strata, the number of tapes being determined by study resources and power considerations. Of the selected tapes, 46 involved standardized patient scenario 1, and 29 involved scenario 2. These 75 simulated encounters represented nine standardized patients and six behavioral sciences faculty raters.
Measures
Ratings by standardized patients and behavioral scientists. Standardized patients generated two overall measures of student performance:
Checklist Score (SPOCS) was a mean of the ratings on the 18-item checklist (scenario 1) or 19-item checklist (scenario 2) that each standardized patient completed at the end of an encounter. Items evaluated included communication (respect, attentiveness, encouragement, interest, vocal skills) and the patient's impression of the relationship established (e.g., comfort, respect, understanding on the part of the student). The scores for the standardized patient encounters were normally distributed, with a standardized alpha ϭ .89 for scenario 1 and alpha ϭ .92 for scenario 2. Ⅲ The Standardized Patient Global Rating (SPGR) was a single-item completed for scenario 2 only in which the standardized patient rated the interview based on a five-point scale (1 ϭ fail to 5 ϭ honors).
Behavioral preceptor evaluations also yielded two measures of overall student performance, an additive scale and a single-item global rating:
Checklist Score (BPOCS) was a mean of the ratings on the 39 items on the checklist completed by behavioral scientist observers during each interview. Items covered questioning style, facilitation skills, relationship skills, behaviors related to beginning and ending the interview, and information gathering behaviors. Scores were normally distributed, with a standardized alpha ϭ .85 for both scenarios. Ⅲ The Behavioral Preceptor Global Rating (BPGR) was a single item in which behavioral preceptors rated the student's overall performance, using the same five-point scale used in the SPGR. BPGR scores were obtained for both scenarios.
Coding of videotaped interviews. The coding system we used in these analyses was developed based on evidence-based literature reviews that had identified factors that were, in primary care-based empirical studies, associated with patient satisfaction or compliance. 6 The literature-derived list was modified by eliminating items that could not be seen on many of the study videotapes (i.e., facial expressions). The resulting items were divided into events (for which incidence is the measure) and states (for which the proportion of time spent in that behavior is the measure). 7 Separate coding systems were developed for verbal and nonverbal behaviors; each system was field tested, and formal reliability studies were conducted on the nonverbal system (because it was the most novel, whereas the verbal system was more derivative). Items lacking variation and/or with poor reliability were revised or deleted. Interrater correlations were above .60 for 68% of the final nonverbal items.
The study interviews were converted to digital files and coded by trained student research assistants. Coding used the Observer Video-Pro, a software that provides for real-time event recording and enables the coder to collect/code, review, and edit data using a synchronized display of the corresponding video images or sound. 4 Interviews were coded separately for verbal behaviors (using the audio track only) and nonverbal behaviors (using the video image only), and each variable was coded as either a "state" or an "event." State variables were used to code conditions that are always present (e.g., position of arms); coding involved noting changes from one state to another, and the computed statistic was the percentage of time spent in each state. Event variables were used to code behaviors that are discrete and tend to last for a short time (e.g., use of humor); coding was done when the event was noted, and the computed statistic was number of events per unit time. A single rater was trained and employed as coder for the study tapes, so we did not compute interrater reliability statistics.
Thirty provider nonverbal behaviors and 33 provider and patient verbal behaviors were coded. To standardize ratings and to reduce rater time, the first and last three minutes of each simulated interview were coded (i.e., a total of six minutes of each interview was coded).
Data Management and Analysis
For the standardized patient and preceptor ratings, data were entered and descriptive statistics calculated using the Statistical Package for the Social Sciences (SPSS). 8 Means and standard deviations were computed for each of the four global measures (SPOCS, SPGR, BPOCS, and BPGR). Correlations between the four measures were calculated using the Pearson correlation coefficient. Differences between mean scores of individual evaluators were determined using analysis of variance. Because preceptors and standardized patients varied significantly in their mean ratings of students (i.e., bias was likely), each of the global measures was standardized as a z score before conducting the above analyses.
For coded observational data, summary statistics (percentages or rates) were computed using The Observer Video-Pro software. 4 Data were then converted to analytical files and analyzed using the Statistical Analysis System (SAS). 9 Descriptive statistics were calculated for each study variable, and bivariate associations between individual variables and the four outcomes (SPOCS, SPGR, BPOCS, and BPGR) were calculated.
Multivariable analyses were conducted to determine which of the coded verbal and nonverbal behaviors were independent predictors of each of the four global outcomes (SPOCS, SPGR, BPOCS, and BPGR). The analytical models for the four outcomes were identical; each included all variables demonstrating a bivariate correlation with any of the four outcomes at a p Ͻ .10. Analyses were performed using generalized estimating equations, employing the GENMOD procedure in SAS to adjust for the intercorrelation between individual student scores in scenarios 1 and 2 and the clustering effects of ratings by the different behavioral preceptors and standardized patients. The p values displayed in this paper are score statistics for type III analyses, which are generally more conservative (larger) than those calculated using z or Wald statistics.
The study was approved by the Committee for the Protection of the Rights of Human Subjects of the University of North Carolina at Chapel Hill School of Medicine.
RESULTS
All of the summary and global ratings of the standardized patients and behavioral preceptors were intercorrelated (see Table 1 ). The strongest correlation (.824) was between the SPOCS and the SPGR; the least strong correlation (.515) was between the BPOCS and the SPGR.
Within each scenario, the behavioral preceptor mean ratings demonstrated statistically significant variation across raters (p Ͻ .001 for all four ratings). Among the seven behavioral preceptors who provided ratings in scenario 1, mean BPOCS ratings ranged from .56 to .77 and mean BPGR scores ranged from 2.78 to 4.10. Among the six behavioral preceptors who rated scenario 2, mean BPOCS ratings ranged from .54 to .75 and mean BPGR scores ranged from 2.91 to 3.57.
The standardized patient mean ratings also demonstrated statistically significant variation across raters (p Ͻ .001 for each of the three ratings). Among the six standardized patients who provided ratings in scenario 1, mean SPOCS ratings ranged from .69 to .86 (SPGR ratings were not done for this scenario). Among the six standardized patients who rated scenario 2, mean SPOCS scores ranged from 1.57 to 2.69 and mean SPGR scores ranged from 3.13 to 5.00.
The frequency or percentage of time of the coded medical students' nonverbal behaviors in the videotaped encounters are presented in Table 2 . In general, the students maintained little physical contact with the patients but engaged in many reactive and facilitative behaviors, such as head nod and gestures. Furthermore they focused their gaze toward the patient 93% of the time and toward notes only 2% of the time. Rare behaviors included common gaze, 180-degree orientation of patient and student, and crossed arms.
Verbal behaviors by the medical students are presented in Table 3 . Patients talked approximately half (45.8%) of the time. Interview time focused on biomedical (51.7%) and psychosocial topics (39.6%), with little time spent on small talk or other talk. The following student behaviors occurred infrequently: open-ended followed by closedended questions, interruptions, self-disclosure, encouragement, advisement, sharing of medical data, directiveness, asking for patient's opinion, or asking for patient's questions.
Associations between nonverbal behaviors and each of the four types of interview ratings are displayed in the top of Table 4 . Many behaviors exhibited low correlation with any of the ratings; these included gaze behaviors, lean behaviors, leg position, and head nodding. Both behavioral preceptor scores were significantly positively correlated with head cock and negatively associated with crossed arms in scenario 1, and negatively associated with absence of physician touch in scenario 2. However, a total of 210 tests of association were conducted, yielding nine results (4.3%) at p Ͻ .05; so the number of associations identified was no greater than would have been identified by chance. Furthermore, none of the associations observed was statistically significant at p Ͻ .01.
Associations between verbal behaviors and preceptor and patient ratings are displayed in the bottom of 
Results of multivariable analyses are shown in Table 5 . The R 2 statistic for the models ranged from .490 (for the BPGR) to .963 (for the SPOCS). Scenario was the strongest predictor of all ratings, and when it was omitted the R 2 for the models was reduced to from .154 (for the SPOCS) to .750 (for the SPGR). Among the coded behaviors demonstrating the strongest relationships in the multivariable analysis were: crossed arms and patient interruptions (with the SPOCS), open-ended questions, self disclosure, and directiveness (with the SPGR), crossed arms and patient interruptions (with the BPOCS), and head cock and crossed arms with the BPGR.
DISCUSSION
In this study, we intensively evaluated 75 interactions between standardized patients and second-year medical students, with the goal of better understanding the process of providing evaluation and feedback about student performance. We found strong correlations between all four types of ratings commonly used in student evaluation: global ratings by behavioral preceptors, summary scores derived from behavioral preceptor checklists, global ratings by standardized patients, and checklist ratings by standardized patients. Our study confirmed that case scenario (vignette) has a strong independent effect on individual student performance. 10, 11 We also found significant between-rater variation, suggesting that adjustment across raters (as was done in these analyses) may be necessary if valid student comparisons are to be made when multiple raters are present. This variation can be minimized by intensively training raters and standardized patients, keeping number of raters to a minimum, and having multiple stations when implementing a high stakes examination. 12, 13 Our study evaluated specific nonverbal and verbal behaviors during the first and last three minutes of each interaction, using codes previously validated in studies in primary care medical practice settings. 5 When these discrete behavior codes were compared with global ratings, the most striking finding was that relatively few of the coded behaviors were associated at p Ͻ .05 with either standardized patient or behavioral pre- *Data are from behavioral coding of the first and last three minutes of each interview (six minutes total). †F, frequency per six-minute observation period; P, percentage of time per six-minute observation period. Within each class, percentages that do not add up to 100% represented times when raters were unable to determine which behavior was occurring because the participant was unfavorably positioned relative to the video camera.
ceptor ratings. This was particularly true of nonverbal behaviors (see Table 4 ) and, therefore, raises questions about the importance of nonverbal behavior in rater evaluations. We observed some positive associations, however (behavioral preceptor ratings with head cock behavior, crossed arms, and absence of touching; and standardized patient ratings with gestures). So, while overall the impression is that nonverbal behaviors may not be among the most critical aspects of the interview, our results suggest that head movements, gestures, and arm movements particularly merit further study, perhaps with greater attention to behavioral specificity. For example, gestures and touches may need to be broken down into types to better understand whether and when they affect global ratings. The lack of published outcome studies between nonverbal behaviors and any patient care outcomes further underscores the need for additional research in this area. 5 Numerous bivariate associations were noted between verbal behaviors and rating scores (see Table 4 ). Again, relatively few consistent trends were observed, and few relationships were sustained in multivariable analyses (see Table 5 ), raising concerns that many may be spurious, due to the performance of multiple statistical comparisons. The most consistent bivariate association was between open-ended questioning and favorable ratings, a finding that is congruent with the tenet in medical education that open-ended questions are important, particularly early in an interview.
14 Whether and how this finding carries over to practice settings is unclear, however, because physician questioning in general has been negatively correlated with patient satisfaction. 15 In scenario 2, standardized patient ratings were negatively correlated with student directiveness. This is consistent with research results on the effectiveness of patient-centered interviewing and shared decision-making approaches. 16 -18 We noted inconsistent relationships between the various ratings and encouragement by the physician, a behavior that in prior studies had been associated with favorable patient outcomes. 19 -21 A possible explanation for the lack of a consistent association in our analyses may be that the timing of these behaviors is crucial. Thus, further research of physician-patient encounters in both clinical settings and in student evaluation should study the timing of specific behaviors in the medical encounter, using methods that evaluate the sequencing of events. 7 In multivariable analysis a relatively high proportion of observer variation was explained by a small group of coded behaviors (see Table 5 ), suggesting that the coding of specific behaviors may hold promise as a student evaluation technique. Particularly intriguing would be the ability of such a coding scheme to give quantitative feedback to students on their actual behaviors, which might motivate behavior change better than subjective ratings.
Our study has many potential limitations. Among the factors that limit the generalizability of these findings are the use of only two scenarios, the homogeneous and relatively inexperienced nature of the learners, the use of a single coder, and the evaluation of only six minutes per encounter. Among the factors that could potentially threaten the validity of these findings to medical care settings in general are the simulated nature of the encounter (e.g., no medical records were used) and the modest sample size (with attendant increase in the potential for type II error). Furthermore, the observational measures used, which emphasize frequency and duration, may fail to capture the impact of infrequent behaviors that have major impact on relationship-building. 22, 23 Finally, limited variability observed in some items may also have hindered the study's ability to identify associations. Nevertheless, our study provides a unique comparison of an observational coding system with traditional checklist and global rating measures in a relatively homogeneous study setting, and its data raise many questions that would benefit from further investigation. An unexamined aspect of behavioral coding is reliability. Our analyses used a single coder, and, though preliminary and pilot studies suggested modest to good reliability, formal reliability testing with more coders and additional source material would be needed to establish the reliability of the coding system used here. Among the barriers to reliability that would face widespread application of a behavioral coding system are not only interrater variation, but also differences among standardized patients and test sites. 10, 13, 24 Another issue that we did not evaluate in this study is cost. However, the behavioral coding was quite time-consuming; indeed the prohibitive length of time required to rate an entire interview (four to eight hours) was in part responsible for our decision to use time sampling in this study. Thus, cost may be a significant barrier to adaptation of such objective, real-time coding in student evaluation. Professional coders would no doubt streamline the process, but even so the cost of such a method may well exceed that of standardized patients or behavioral preceptors.
The National Board of Medical Examiners is currently using standardized patients in evaluating international medical graduates. 25 It will soon begin using standardized patients in its evaluation of all U.S. medical students, and it is currently developing national centers for training. This and the use of objective structured clinical examinations (sometimes called clinical practice examinations) by many institutions at various levels of training must be accompanied by valid, reproducible, standardized evaluation methods. Our study indicates that many potential barriers exist to conducting valid ratings of student performance. We observed and adjusted for bias across raters; however, elimination of bias through rigorous training should be the goal. We also demonstrated inconsistent associations between discrete, objective ratings of student behaviors and ratings by preceptors and patients. These findings underscore how little we know about the actual behaviors that students should learn, and when and how they should be employed in actual provider-patient encounters. Further studies in clinical settings with actual patients, and further investigation into the utility of objective, realtime coding systems would help medical education move forward confidently in this challenging and important area.
