We consider the L 2 critical nonlinear Schrödinger equation , we studied finite time blow up solutions for which lim t↑T <+∞ |∇u(t)| L 2 = +∞ and proved classification results of the blow up dynamics for the specific class of small super critical L 2 mass initial data. We extend these results here to a wider class of finite time blow up solutions corresponding the ones which accumulate at one point exactly the ground state mass. In particular, we prove the existence and stability of large L 2 mass log-log type solutions which are believed to describe the generic blow up dynamics.
Introduction

Setting of the problem and previous results
We consider in this paper the critical nonlinear Schrödinger equation 
with u 0 ∈ H 1 = H 1 (R N ) in dimension N ≥ 1. From a result of Ginibre Velo [4] , (1) is locally well-posed in H 1 and thus, for u 0 ∈ H 1 , there exists 0 < T ≤ +∞ such that u(t) ∈ C([0, T ), H 1 ) and either T = +∞, we say the solution is global, or T < +∞ and then lim sup t↑T |∇u(t)| L 2 = +∞, we say the solution blows up in finite time. Moreover, the Cauchy problem is locally well-posed in L 2 from Cazenave, Weissler, [3] .
(1) admits the following conservation laws in energy space H 1 :
|u(t, x)| 2 = |u 0 (x)| 2 ; Energy : E(u(t, x)) = For notational purpose, we shall introduce the following invariant:
It is classical from the conservation of the energy and the L 2 norm that the power non linearity in (1) is the smallest one for which blow up may occur, and existence of blow up solutions is known from the virial identity: let an initial data u 0 ∈ Σ = H 1 ∩ {xu ∈ L 2 }, then the corresponding solution u(t) to (1) satisfies:
u(t) ∈ Σ and d 2 dt 2 |x| 2 |u(t, x)| 2 = 16E(u 0 ).
Thus if u 0 ∈ Σ with E(u 0 ) < 0, the positive quantity |x| 2 |u(t, x)| 2 cannot exist for whole times and u blows up in finite time.
Equation (1) admits a number of symmetries in energy space H 1 : if u(t, x) is a solution to (1) then ∀(λ 0 , t 0 , x 0 , β 0 , γ 0 ) ∈ R + * × R × R N × R N × R, so is v(t, x) = λ A last symmetry is not in energy space H 1 but in the virial space Σ, the pseudo conformal transformation: if u(t, x) solves (1), then so does
4t .
Special solutions play a fundamental role for the description of the dynamics of (1). They are the so called solitary waves of the form u(t, x) = e iωt W ω (x), ω > 0, where W ω solves
Equation (4) is a standard nonlinear elliptic equation, and from [1] and [5] , there is a unique positive solution up to translation Q ω (x). Q ω is in addition radially symmetric. Letting Q = Q ω=1 , then Q ω (x) = ω N 4 Q(ω 1 2 x) from scaling property, and from direct computation and Pohozaev identity:
Recall also that in dimension N ≥ 2, (4) for ω = 1 admits a family of non zero radial solutions Q i ∈ H 1 which is unbounded in L 2 .
For |u 0 | L 2 < |Q| L 2 , the solution is global in H 1 from the conservation of the energy, the L 2 norm and Gagliardo-Nirenberg inequality as exhibited by Weinstein in [20] :
In addition, this condition is sharp: for |u 0 | L 2 ≥ |Q| L 2 , blow up may occur. Indeed, the pseudo-conformal transformation applied to the stationary solution e it Q(x) yields an explicit solution
Q( x t )e −i |x| 2 4t
which blows up at T = 0 with |S(t)| L 2 = |Q| L 2 . Note that blow up speed for S(t) is:
Moreover, from [10] , S(t) is the unique minimal mass blow up solution up to the symmetries.
Most results concerning blow up dynamics of (1) now concern the perturbative situation when u 0 ∈ B α * = {u 0 ∈ H 1 with Q 2 ≤ |u 0 | 2 < Q 2 + α * } for some small constant α * > 0 as studied in the sequel of papers [11] , [12] , [13] , [14] , [18] . More precisely, let us consider the following property:
Spectral Property Let N ≥ 2. Consider the two real Schrödinger operators
and the real valued quadratic form for ε = ε 1 + iε 2 ∈ H 1 :
Then there exists a universal constantδ 1 > 0 such that ∀ε ∈ H 1 , if (ε 1 , Q) = (ε 1 , Q 1 ) = (ε 1 , yQ) = (ε 2 , Q 1 ) = (ε 2 , Q 2 ) = (ε 2 , ∇Q) = 0, then H(ε, ε) ≥δ 1 ( |∇ε| 2 This property has been proved in [11] for dimension N = 1 and will always be implicitly assumed in higher dimension N ≥ 2.
We first have the following theorem which exhibits two different blow up behaviors in
Theorem 1 (Dynamics of (1), [11] , [12] , [13] , [14] , [18] ) Let N = 1 or N ≥ 2 assuming Spectral Property holds true. There exist universal constants α * > 0, C * > 0 such that the following holds true. For u 0 ∈ H 1 , let u(t) the corresponding solution to (1) with [0, T ) its maximum time interval existence on the right in H 1 . Let the set O = {u 0 ∈ B α * with T < +∞ and lim
then: Log-log regime: (i) Dynamic of non positive energy solutions:
(ii) Stability of the log-log regime: O is open in H 1 .
S(t) type of regime:
(iii) If 0 < T < +∞ and u 0 ∈ B α * does not belong to O, then E G 0 > 0 and the following lower bound holds:
Remark 1 Let us recall that log-log behavior (9) had been predicted from numerics in [6] , and Perelman proves in [17] in dimension N = 1 the existence of an even solution of this type and its stability in some space E ⊂ H 1 . On the other hand, the existence of super critical mass solutions blowing up with the S(t) speed |∇u(t)| L 2 ∼ 1 T −t has been derived by Bourgain and Wang in [2] .
A second type of results address the question of the blow up profile. It was first investigated in [13] , and then more precisely answered in [15] .
Theorem 2 (Existence of a L 2 profile at blow up time, [14] , [15] ) Let N = 1 or N ≥ 2 assuming Spectral Property holds true. There exists a universal constant α * > 0 such that the following holds true. Let u 0 ∈ B α * and assume the corresponding solution to (1) blows up in finite time 0 < T < +∞, then there exist parameters (λ(t), x(t), γ(t)) ∈ R * + × R N × R and an asymptotic profile u * ∈ L 2 such that
The blow up point is finite in the sense that
Moreover, we have the following two cases:
and in particular:
(ii) S(t) case: if u(t) satisfies (21), then
Statement of the results
Our aim in this paper is to obtain similar classification results like Theorems 1 and 2 for a suitable class of large L 2 mass solutions.
Let us recall that in [11] , [12] , [13] , [14] , [15] , [18] , the small super critical mass assumption is in particular used to ensure that finite time blow up solutions admit a suitable geometrical decomposition in the vicinity of blow up time of the form
where the excess of mass ε(t) is small in H 1 . This is the so called orbital stability of the ground state solitary wave.
Our main observation is that a large part of the analysis in [11] , [12] , [13] , [14] , [15] , [18] relies on dispersive properties of (1) which in the variable of geometrical decomposition (13) involve local in space interactions of Q with the excess of mass ε(t). In other words, the knowledge of the global in space shape of ε(t) is partly not needed and a similar analysis may be carried out for ε(t) small inḢ 1 only. One may thus obtain classification results for blow up solutions which blow up at one point with a profile close to the Q profile, so that geometrical decomposition (13) will indeed hold for these solutions close to blow up time.
Our results thus decompose into two type of results: we first classify the blow up dynamics of blow up solutions which are a priori assumed to blow up at one point with profile Q in some sense to precise, and recover in this setting the results of Theorems 1 and 2. A second type of results is then the existence and the stability of large L 2 mass blow up solutions which indeed blow up at one point according to exact log-log law (9) , showing that the set of solutions we considered in the first place was indeed not empty.
We fix one for all for the rest of this paper χ(r) a radial positive and smooth cut-off function with χ(r) = 1 for 0 ≤ r ≤ 1 and χ(r) = 0 for r ≥ 2. For a given function f ∈ L 1 loc , we define its concentration function:
We start by defining a set of functions which satisfy a suitable concentration condition, and to which the finite time blow up solutions we will consider will belong close to blow up time.
Definition 1 Let M > 0 and α * > 0. We denote E(M, α * ) the set of functions u ∈ H 1 such that: (i) L 2 size condition: |u| 2 < M.
(ii) Energy condition:
(iii) Concentration shape condition: let
then there exists 0 < R 0 ≤ +∞ with
and x 0 ∈ R N such that:
where
For u ∈ E(M, α * ), we note R u = sup{R 0 > 0 such that (16) and (17) hold} > 0.
We now define precisely the set of finite time blow up solutions which blow up at one point with a profile close to the ground state profile. Definition 2 . Let M > Q 2 . Given u 0 ∈ H 1 , let u(t) the corresponding solution to (1) with [0, T (u)), T u ∈ (0, +∞], its maximum time interval of existence in H 1 . We defineẼ(M, α * ) to be the set of initial data u 0 ∈ H 1 for which u(t) blows up in finite time 0 < T u < +∞ and satisfies the following shape concentration condition: there exists
where R u is given by (18) .
Remark 2 For all M > Q 2 and α * > 0,Ẽ(M, α * ) contains in particular the set of initial data u 0 ∈ H 1 with small super critical mass
for which u(t) blows up in finite time. Indeed, blow up and the conservation of the energy ensure (14) , while the conservation of the L 2 norm ensures (17) with R u(t) = +∞ for all time, and thus (19) is satisfied.
Remark 3
The space E(M, α * ) is invariant through phase, scaling and translation invariance, but not Galilean invariance because of the energy condition (14) . Now the spaceẼ(M, α * ) is also invariant with respect to Galilean shifts thanks to blow up assumption on u(t) and the conservation of the energy and the momentum. We thus have:
We now recover the classification results of Theorems 1 and 2 under the a priori shape control.
Theorem 3 (Blow up dynamics under shape control) Let N = 1 or N ≥ 2 assuming Spectral Property holds true. Let M > Q 2 , then there exists α * (M ) > 0 such that the following holds true. Let
then: (i) Rigidity of the blow up rate: we have either
for t close enough to T u .
(ii) Existence of a L 2 profile at blow up time: there exist parameters (λ(t), x(t), γ(t)) ∈ R * + × R N × R and an asymptotic profile u * ∈ L 2 such that
and blow up point is finite in the sense that
Comments on Theorem 3
1. On the constant in (21): From the proof, (21) holds with the constant:
2. Properties of the asymptotic profile u * : Asymptotics (10) and (12) of the blow up profile u * are also true here. More precisely, the proof of the existence of blow up profile u * and of these properties has been derived in [15] as a consequence of dispersive estimates on the blow up solutions which had been obtained in previous works [11] , [12] , [13] , [14] , [18] , and are at the heart of the proof of Theorem 1. Now the proof of (20) and (21) relies on the derivation of the same kind of estimates, and then techniques in [15] directly apply. The proof of the existence of blow up profile u * (22) and its asymptotic behavior near blow up time will thus be left to the reader.
3. On the quantization of the blow up mass: The existence of asymptotic profile u * and convergence (22) mean that the solution decomposes in two parts: a singular part with a universal space time structure and which focuses the universal amount of mass Q 2 at blow up time, and a regular part which remains in L 2 at blow up time. In general, we conjectured the following in [15] :
Conjecture: Let u(t) ∈ H 1 a solution to (1) which blows up in finite time 0 < T <
The set of admissible focused mass m i for N ≥ 2 is known to contain the unbounded set of the L 2 masses of excited bound states Q i solutions to (4), see for example [9] , and these are the only known examples. Now (3) implies that the universal amount of mass Q 2 is isolated in some sense among the set of admissible blow up masses. Observe indeed that assumption u ∈Ẽ(M, α * (M )) allows the solution to focus a priori a maximum amount of mass Q 2 +α * (M ), while from (22), the amount of focused mass is exactly Q 2 .
The existence of solutions to (1) inẼ(M, α * (M )) satisfying (21) for arbitrarily large M > 0 is a consequence of the construction in [2] . For small super critical mass initial data, existence of solutions satisfying (20) inẼ(M, α * (M )) is a consequence of Theorem 1. Now existence of log-log solutions inẼ(M, α * (M )) for arbitrarily large M > 0 follows from the following stability result.
Theorem 4 (Stability of the log-log dynamic) Let N = 1 or N ≥ 2 assuming Spectral Property holds true. Let M > Q 2 . Then (i) H 1 stability of the log-log regime: The set of initial data u 0 ∈Ẽ(M, α * (M )) such that u(t) satisfies log-log law (20) is open in H 1 .
(ii) Stability of the log-log regime under large H 1 deformation: Let u 0 ∈Ẽ(M, α * (M )) such that (20) holds. Then for all v 0 ∈ H 1 , there exists a time t(v 0 ) such that ∀t 0 ∈ [t(v 0 ), T u ), the solution w(t) to (1) with initial data w(0) = u(t 0 ) + v 0 satisfies:
) and w(t) satisfies log-log law (20) .
As we already pointed out, the proof of Theorems 3 and 4 will follow by adapting the techniques in [11] , [12] , [13] , [14] , [15] , [18] for the small super critical mass case. Two main inputs will be needed to carry out the whole program. First, concentration compactness type of techniques as introduced by P.L. Lions in [7] , [8] together with the variational characterization of Q will allow us prove that the concentration condition (17) implies the existence of a geometrical decomposition (13) with ε small inḢ 1 and L 2 loc . Now the fact that ε is now allowed to be large in L 2 will induce a major difficulty when treating in particular the terms induced by the Galilean invariance. Indeed, the conservation of the momentum Im ( ∇uu) allowed us in [11] to obtain a degeneracy estimate using the control
This last estimate is no longer available and the proof of the corresponding decoupling in the non linear dynamics thus breaks down. This is not a technical problem but an intrinseque difficulty which forces us to refine our understanding of the Galilean invariance. We will introduce an additional modulation parameter related to it and exhibit further degeneracies estimates on the soliton core to recover the non linear dispersive estimates needed for our analysis. We will then in the proofs of Theorems 3 and 4 mainly focus onto the two new inputs which are the concentration compactness type of estimates and the corrections induced by the additional Galilean modulation.
We fix the following notation: given a well-localized function f , we set
Note that integration by part yields
2 Geometrical decomposition of the solution Our aim in this section is to generalize for solutions inẼ(M, α * ) the geometrical decomposition (13) and to obtain the corresponding dispersive properties at the heart of the proof of Theorem 1 in the small super critical mass case. The existence of this decomposition is a consequence of the specific shape we impose on the solution as prescribed by Definitions 1 and 2. The proof will follow from concentration compactness techniques, [7] , [8] , together with the variational characterization of Q. After recalling in the first subsection the construction of refined localized self similar profiles of [12] , we introduce in the second subsection a sharp geometrical decomposition for which we derive the key dispersive estimates and the monotonicity type of results at the heart of the proof of Theorem 3.
Localized self similar profiles
We recall from [12] the existence of a one parameter family of localized self similar profiles in the vicinity of ground state solution Q. Let a parameter 0 < η << 1 small enough to be fixed later.
Proposition 1 (Localized self similar profiles) See Propositions 8 and 9 of [13] . There exist universal constants C > 0, η * > 0 such that the following holds true. For all 0 < η < η * , there exist constants ε * (η) > 0, b * (η) > 0 going to zero as η → 0 such that for all |b| < b * (η), there exists a unique radial solution Q b to
ProfilesQ b are not exact self similar solutions and we define error termΨ b by:
We next introduce outgoing radiation escaping the soliton core according to the following Lemma:
Lemma 1 (Linear outgoing radiation) See Lemma 15 in [13] . There exist universal constants C > 0 and η * > 0 such that ∀0 < η < η * , there exists b * (η) > 0 such that ∀|b| < b * (η), the following holds true: letΨ b given by (23), there exists a unique radial solution ζ b to
Moreover, let
then there holds: e
Geometrical decomposition of the solution
We claim that up to scaling, phase and translation invariances, functions in E(M, α * (M )) for α * (M ) > 0 small enough are close to Q in some local sense. In other word, the concentration condition (17) implies the decomposition of the solution up to the invariances into a "big" non linear part which is exactly the ground state Q and a locally small part ε. This fact will be a consequence of concentration compactness type of techniques and the variational characterization of Q.
Lemma 2 (Geometrical decomposition of functions in
There exists α * (M ) > 0 such that for all 0 < α < α * (M ), there exists δ(α ) with δ(α ) → 0 as α → 0 such that the following holds true. For all u ∈ E(M, α ), there exist γ 0 ∈ R and
0 u(λ 0 y +x 0 ) − Q(y) with λ 0 given by (15) satisfies:
Proof of Lemma 2
For the sake of contradiction, consider a sequence u n ∈ H 1 which violates the claim and let v n (y) = λ N 2 0n u n (λ 0n y + x 0n ), then the sequence v n satisfies
and the concentration property: there exists 0 < R n ≤ +∞ with
Let w n = χ(
Rn y)v n , then from (28),
Moreover, from (26), (27) and the definition of w n , lim sup
We now recall the following modified Gagliardo-Nirenberg estimate.
Lemma 3 (Modified Gagliardo Nirenberg inequality)
There exists a constant C * > 0 -depending only on the choice of cut off function χ-such that the following modified Gagliardo Nirenberg inequality holds true:
Proof of Lemma 3
The argument is standard. Let us briefly recall it. Let a countable family of points x i ∈ R N such that the balls B(x i , R) cover the whole space. Then:
We now apply the standard Gagliardo Nirenberg inequality to get on each localized ball:
Summing in i yields the claim. This ends the proof of Lemma 3.
Applying (31) to v n using (28), we conclude in particular:
and thus
To sum up, we thus have that the sequence w n satisfies:
From standard concentration compactness techniques, see [7] , [8] , we conclude that there exists y n ∈ R N , γ n ∈ R and λ 0 ∈ R + * such that
From (26), (30) and E(Q) = 0, we conclude that E(v n ) → 0 as n → +∞, and thus from (26), (32) and strong convergence (33), λ 0 = 1. This in turns implies |∇v n | 2 → |∇Q| 2 and thus
It remains to prove (24) which follows from
which is easily derived from (28). This concludes the proof of Lemma 2.
Sharp geometrical decomposition
Given a solution u(t) to (1), we want to apply Lemma 2 to u(t) for each fixed time. Recall that in the small super critical mass case, shape condition (17) is automatically fulfilled with R u(t) = +∞ from the conservation of the L 2 norm, so two types of assumptions ensure that the solution indeed admits a geometrical decomposition: the solution is either assumed to have negative energy or to blow up, and in both cases (14) is fulfilled. Here, in our situation, we will have to assume the more restrictive condition
Nevertheless, for the proof of the stability of this regime, Theorem 4, we will need to bootstrap a local information in time to ensure (19) .
For the rest of this section, we thus consider u 0 ∈ H 1 with
and let u(t) the corresponding solution to (1) with maximum time interval existence [0, T u ), 0 < T u ≤ +∞. As exhibited in [11] , we first observe that we may modify u 0 by a fixed Galilean transform to ensure
prove the result in this context and then transpose it to the general case.
We now assume that there exists a time interval
for some α * (M ) > 0 small enough. On [t 1 , t 2 ], we may sharpen the decomposition of Lemma 2 and introduce a regular geometrical decomposition of u(t) related to its proximity in H 1 to the manifold
where we defineQ
Note that we enlarge here the manifold considered in [12] to take into account further refined effects induced by the Galilean invariance. Conservation law (34) will again be a crucial issue in the proof.
From now on, we noteQ b,β (y) = Σ + iΘ in terms of real and imaginary parts. From (23),Q satisfies
Lemma 4 (Nonlinear modulation of the solution with respect to M) There exist some continuous functions
satisfies the following:
where ε = ε 1 + iε 2 in terms of real and imaginary part;
The proof of this Lemma is similar to the one of Lemma 2 in [12] and we skip it.
We now introduce rescaled time
,
We first observe from a standard argument that {λ(s),
withγ(s) = −s − γ(s). The linear operator close toQ writes M = (M + , M − ) with
Non linear interaction terms are explicitly:
We now claim the following preliminary estimates for this decomposition:
Lemma 5 For all s ∈ [s 1 , s 2 ], there holds: (i)Estimates induced by conservation of energy and momentum:
(ii) Estimates on the modulation parameters:
Proof of Lemma 5.
This Lemma is very similar to Lemma 3 in [12] and Lemma 5 in [14] , and relies onto the derivation of the conservation laws in the variables of the geometrical decomposition (39) and the injection into equations (45) and (46) of orthogonality conditions of Lemma 4. Note that the algebra must now take into account the β deviation in profileQ. Exact computations with respect to this issue are carried out in Appendix A. Following then the proof in [12] and assuming the same estimates on non linear interaction terms, estimate (49) follows from (112) and (113); estimate (50) follows from (114); estimates (51) and (52) follow from (116), (117), (118), (119) and (120). Note that a helpful tool proved in [13] to compare different local norms is the following: ∀κ > 0, there exists C κ > 0 such that for all ε ∈ H 1 ,
Now almost all interaction estimates proved in [12] indeed hold from direct check for ε small in the sense of (25) only -with respect to global H 1 smallness in [12] -. Indeed, according to the structure of the non linear terms R 1,2 (ε) given by (47), (48), all non linear terms involve interaction with a well localized bump except the pure power term |ε|
N . In [12] , smallness for this term was derived from the L 2 smallness of ε according to the Gagliardo Nirenberg inequality:
Now in our new setting, the L 2 norm of ε is a priori allowed to be large. Nevertheless, we claim that a similar estimate holds as a consequence of shape control (17) and modified Gagliardo-Nirenberg inequality of Lemma 3.
We claim:
From (31), we equivalently need to prove:
First observe from (24) that
Thus, for all y c ∈ R N ,
Now from (25) and (53),
and thus from (17) and (39):
where the last step follows from (55), and (54) follows. This concludes the proof of Lemma 5.
Virial dispersive estimate and rigidity of the blow up dynamic
We derive in this subsection the virial dispersive estimate at the heart of the results in [11] and the general rigidity property for blow up solutions first exhibited in [18] . Assumptions on the considered solution u(t) are the same like in the previous subsection.
The virial dispersive estimate can be written as follows in our setting.
Proposition 2 (Local virial estimate) See Lemma 7 of [18] . There exist universal constants δ 0 > 0, C > 0 such that for all s ∈ [s 1 , s 2 ], there holds:
The proof is very similar to the one of Lemma 8 in [14] and we skip it. The main input is the Spectral Property stated in the introduction which yields a coercive control of the quadratic form H given by (8) and which appears in the virial computation (116). Injecting this positivity property together with orthogonality conditions of Lemma 4 and estimates on the geometrical parameters of Lemma 5 into (115) yields the claim.
A fundamental consequence of the virial law is a maximum principle type of argument which implies a rigidity property of the blow up dynamic. This argument was first derived in [11] and generalized in [18] . 
and consider the functions defined on [t 1 , t 2 ]:
Assume that there holds for some t − u ∈ (t 1 , t 2 ):
and similarly for f + .
Proof of Proposition 3
We follow the proof in [18] . Let s ∈ [s(t 1 ), s(t 2 )] and compute
First observe from (16) that Dλ ≤ δ(α * (M )). We thus get from (51) and (56):
from choice (57) for C * 1 > 0 universal large enough. Assume now that at some point s 0 ∈ (s 1 , s 2 ), we have both f − (s 0 ) = 0 and (f − ) s (s 0 ) ≤ 0, then at this point 
Blow up dynamics inẼ(M, α * (M ))
This section is devoted to the proof of Theorem 3 which amounts understanding the dynamics inẼ(M, α * (M )), that is for finite time blow up solutions in E(M, α * (M )) with a uniformly lower bounded shape concentration parameter R u(t) . Following the lines in [11] , [12] and [18] , the first step of the analysis is to use the strong rigidity property of Proposition 3 to separate within the two possible dynamics. In the log-log regime, we will then use the techniques developed in [14] to prove the exact log-log law. At this stage, some difficulties will occur due to the introduction of the β modulation on the profile to treat the effects induced by the Galilean invariance, and we will mainly focus onto them in the proof. L 2 convergence (22) will then follow from obtained dispersive estimates on the solution as in [15] .
and u(t) the corresponding solution to (1). We first use Galilean invariance as an explicit symmetry and consider
so that
Then the corresponding solution to (1) is
To prove Theorem 3, we need only prove that either (20) or (21) occur for u β 0 (t, x).
Without loss of generality, we thus assume that u 0 ∈Ẽ(M, α * (M )) satisfies the zero momentum condition (34):
Let u(t) the corresponding solution to (1) defined on [0, T u ), 0 < T u < +∞. Up to a translation in time, we may assume:
We let
Now results of section 2 apply on the whole interval [0, T u ) and u(t) admits a geometrical decomposition as in Lemma 4. Moreover, rigidity property of Proposition 3 holds. From (57) and (62), we apply it with admissible constant
and consequently let
Now from Proposition 3, we have the following: either there exists
The first possibility corresponds to the log-log regime, the second one to the S(t) regime.
Lemma 6 (Dynamical controls in the S(t) regime) There exists some universal constant C > 0 such that the following holds true. Assume that
Then lower bound (21) holds. More precisely, we have the following estimates for t close enough to T u : (i) Pointwise control of b by λ:
(ii) Pointwise control of the speed:
(iii) Estimate of the speed of dispersion:
Proof of Lemma 6
The proof is similar to Lemma 5 in [18] and we briefly recall it.
step 1 Use of the monotonicity property.
We first claim (65):
From Proposition 3 applied with f + , we argue by contradiction and assume:
Injecting this into virial relation (56) yields
and control (51) reads
Integrating this in time s yields in particular: ∀s ≥ 0,
from b < 0, what contradicts blow up assumption on u(t), λ(s) → 0 as s → +∞, and (65) is proved.
step 2 Integration of the scaling law
We now inject control (65) into (56) and (51) and get: ∀s ≥ s 1 = s(t 1 ),
We now claim:
for some universal constant C > 0. Integrating this differential inequation with λ(T u ) = 0 yields (66). Proof of (70): Using λs λ = λ t λ and λ(T u ) = 0, we integrate (69) on [t, T u ) for t ≥ t 1 and get:
(70) now follows from the following:
Indeed, we estimate from (68) and (69):
Now from (68), b s + Cλ 2 D 2 0 ≥ 0, and the smallness of |b| yields (71). This concludes the proof of (70). 
Now from (65) and (66), |b(t)| ≤ CD 2 0 (T − t) and (67) follows. This concludes the proof of Lemma 6.
Log-log upper bound inẼ(M, α * (M ))
We pursue in this section the analysis of the preceding subsection and examine the case when f − given by (64) becomes strictly positive.
Lemma 7 (Log-log upper bound for f − (t) > 0) Assume that there exists t 0 ∈ [0, T u ) such that f − (t 0 ) > 0. Then: (i) Rigidity property:
(ii) Control of λ by b: there holds for t close enough to T u
for some universal constant C > 0.
In particular, there holds for t close to T u :
for some universal constant C * > 0.
Proof of Lemma 7
We follow the lines of the proof in [18] . Rigidity property (72) is given by Proposition 3 and yields: 
Now from (60) applied withf − ≥ 0, we conclude
for some universal constant C > 0. Integrating this differential inequality in time yields
for s large enough. We now integrate the scaling law (51) in time using (56) and b > D 0 λ to conclude: for all s ≥ s 1 large enough,
and thus for s large enough from (77):
.
Taking the log of this inequality together with (77) yields (73). The proof of the upper bound on blow up rate (74) is now a standard consequence of (73), see [12] . This concludes the proof of Lemma 7.
Log-log lower bound inẼ(M, α * (M ))
Under the hypothesis of Lemma 7, we finish in this section the study of the log-log regime inẼ(M, α * (M )) by proving the exact log-log law (20) in this regime. The proof relies on the analysis in [14] which is rather technically involved. Our main concern will be to show that the correction terms inherited from the β modulation on Galilean invariance are of lower order and do not perturb the arguments. Apart from this concern, all proofs are very similar to the ones in [14] where in particular the main key estimates on interaction terms are proved, and we will only briefly sketch the main steps.
Let the cut-off parameter
for some parameter a > 0 fixed small enough. Let χ A (y) = χ( y A ) and
We now consider the new variableε = ε −ζ.
Note that we may without loss of generality assume that estimates of Lemma 7 hold for s ≥ 0.
We start with the following refined virial identity.
Lemma 8 (Virial dispersion in the radiative regime) There holds for some universal constants δ 1 > 0, c > 0 and s ≥ 0:
Proof of Lemma 8
This Lemma is similar to Lemma 6 in [14] and relies on three main steps. The first step is an algebraic derivation of the virial law in theε variable. The second one is to estimate interaction terms. All non linear estimates proved in [14] apply here, our main concern will be to control new terms inherited from the β modulation. The conclusion then follows from a flux type of computation involving the radiationζ.
step 1 Algebraic virial identity.
where (L,K,H b (ε, ε),R 1,2 (ε), J(ε)) are residual terms exhibited in Appendix B where (82) is proved, and Ψ 0 =Ψ b e iβ·y .
step 2 Estimates on the interaction terms.
All estimates proved in step 2 of the proof of Lemma 5 in [14] apply from direct check, except for the pure power term for which we add the correction term
in (80) from Lemma 3. We now treat the terms induced by the β modulation: (i) The modified parameters β s + bβ, xs λ − 2β are quadratic terms from (51) and (52). We thus estimate:
for some z 0 = z 0 (a) > 0. Control (52) on modified parameter also allows us to treat the corresponding term as in Lemma 5 in [14] .
(ii) The β correction terms are controlled from the exponential smallness ofζ b and the choice of A, together with crucial estimate (50):
(iii) The correction term due to the error
is easily estimated from (50) again:
. step 3 Flux computation and conclusion.
As in [14] , we have the key flux computation which enlightens one of the two dominant terms in (82):
for some universal constant c > 0. The other dominant term in estimated from CauchySchwarz and a sharp estimate on the size of F given by (79):
These two facts together with estimates of step 2 yield (80). This concludes the proof of Lemma 8.
The next step in the analysis is to control the L 2 type term
2A
A |ε| 2 in (80). This is achieved by computing the flux of L 2 norm outside the ball of radius A. This computation takes into account what happens very far away from the soliton core where Q is completely negligible with respects to the dominant terms, and thus so are the β corrections to the profile. One of the main keys here is that b(s) > 0 for s large, what in our situation is a consequence of (77). We then couple the obtained estimate with refined virial estimate (80) and use the conservation of the L 2 norm to derive the existence of a Lyapounov function in H 1 . The proof here is the same like the ones of Lemma 7 and Proposition 4 in [14] .
Proposition 4 (Lyapounov functional in H 1 ) Let a radial non negative cut off function φ(r) such that φ(r) = 0 for r ≤ 1 2 , φ(r) = 1 for r ≥ 3,
A(s) given by (78). Then here holds for some universal constant C > 0 and for s ≥ 0:
We now are in position to prove the exact log-log law (20) .
Proposition 5 (Exact law for the geometrical parameters)
Under the hypothesis of Lemma 7, we have as t → T u :
Moreover, the blow up point x(t) has a finite limit as x(T ) ∈ R N and
Proof of Proposition 5
We follow the steps of subsection 5.1 in [14] . 
In particular, (73) implies for s ≥ s 1 large enough:
and we thus rewrite (83):
From energy type of estimates, we claim the following control on J : ∀s ≥ s 1 ,
where f 2 given by
To prove this estimate, we inject the conservation of the energy (112) into (84). Again, we need to check that the β deformation of the profile is not going to perturb the corresponding estimates. It is the specific sign of the modified energy which allows us to conclude. Indeed, rewrite (112) using (38):
Now using orthogonality conditions of Lemma 4 together with
and (50), we conclude:
Injecting this into (84), estimating interaction terms and using the coercivity of the linearized energy as in [14] yields (92).
step 3 Pointwise exponential estimate on ε.
We claim for s large enough:
If b s (s) ≤ 0, then (94) follows from (56) and (90). If b s (s) > 0, then from(89), we may assume without loss of generality that s ∈ (s * 1 , s * 2 ) with b s (s
. The Lyapounov monotonicity property (91) yields J (s * 2 ) ≤ J (s) ≤ J (s * 1 ). We then inject controls (92) together with the fact that (94) holds at s = s * 1 to get:
where we also used (78). Now from monotonicity property (93) on
, and (94) follows. From (94), we get for s large enough:
and we now view (91) as a differential inequation for b and integrate it to get for s large enough:
Injecting now (94) into (45) yields:
Integration in time yields in particular the converse inequality in (73)
and the corresponding differential inequation for λ now yields the lower bound
step 5 Exact laws.
We now have obtained lower and upper bounds of log-log type on the geometrical parameters b(t) and λ(t). The derivation of exact convergence (86) and (87) is a technical issue. The proof in section 5.2 of [14] directly applies in our case. The proof of convergence of the blow up point with estimate (88) also follows as in [15] . This concludes the proof of Proposition 5.
Existence of the
To finish the proof of Theorem 3, we now need to prove the existence of the asymptotic profile u * so that (22) holds. In [15] , this result is obtained by working in the original u(t, x) variables and to translate in these variables the dispersive estimates obtained in both the S(t) regime and the log-log regime. The same analysis applies word for word here as we have proven for data inẼ(M, α * (M )) similar dispersive estimates for ε. Galilean corrections induced by β are moreover negligible for this analysis.
This concludes the proof of Theorem 3.
4 Stability of the log-log regime
Our aim in this section is to prove the stability statements of the log-log regime of Theorem 4. In particular, we will prove that a solution belongs to the set of log-log solutions inẼ(M, α * (M )) if and only if it reaches an asymptotic regime which can be explicitly described in the variables of the geometrical decomposition of Lemma 4.
Characterization of the log-log regime inẼ(M, α * (M ))
The proof of Lemma 7 holds provided the solution u(t) to (1) is a priori assumed to remain in E(M, α * (M )) with some uniformly lower bounded R u(t) ≥ R 0 > 0. We now claim a much stronger result which is that if the solution enters a suitable asymptotic regime, then it cannot escape it and in particular will remain in E(M, α * (M )) with some uniformly lower bounded R u(t) ≥ R 0 > 0. This fact is at the heart of the proof of the stability of the log-log regime.
Proposition 6 (Open characterization of the log-log regime) Let u 0 ∈ H 1 satisfying (34) and assume
Let u(t) the corresponding solution to (1) with [0, T u ), 0 ≤ T u ≤ +∞, its maximum time interval existence in H 1 . u(t) admits at time t = 0 a geometrical decomposition as in Lemma 4, and we assume:
where C * 1 > 0 is the universal constant of Proposition 3,
and
and u(t) satisfies exact log-log law (20) .
Proof of Proposition 6 step 1 Rigidity property.
From assumption u 0 ∈ E(M,
) and a straightforward continuity argument, we have u(t) ∈ E(M,
2 ) for t ∈ [0, t 1 ]. Moreover, we may assume on [0, t 1 ] that (17) holds with R u(0) , that is:
and consequently t 1 = T u . We apply results of section 2 on [0, t 1 ], and thus u(t) admits a decomposition as in Lemma 4 and rigidity property of Proposition 3 holds. Let 
step 2 Integration of the scaling law.
We now proceed through a careful integration of differential inequality (100) and scaling law (51). We first define the origin of rescaled time s 0 = s(0) as
and let s 1 = s(t 1 ). We may assume α * (M ) > 0 small enough so that
From (100), we have:
We now integrate (51) in time using virial control (60), (100) and the positivity of b on [s 0 , s 1 ] ensured by (103) to get:
In particular from b > 0, we have:
From assumption u 0 ∈ E(M, 1 10 α * (M )), the conservation of the energy and the definition of t 1 , we conclude:
We now inject (103) into (104) using (102):
Now from (97) and (101),
0 , and thus:
This together with (105) concludes the proof of (99). Proof of (107): From (1), we compute:
Similarly, we compute:
We thus have using (51):
Integrating this in time, we conclude from u(0) ∈ E(M,
We now use (106) and (101) to estimate: From (99), we conclude that
with from (107):
As a consequence, we may apply Lemma 7 to u 0 which satisfies f − (0) > 0 from (96), and thus also from Proposition 5, u(t) satisfies log-log law (20) . This concludes the proof of Proposition 6.
Proof of the stability criteria
This subsection is devoted to the proof of Theorem 4.
Proof of Theorem 4
(i) The proof of H 1 stability follows from (4). Indeed, let u 0 ∈Ẽ(M, α * (M )) satisfying log-log law (4) . We may assume up to a fixed Galilean transform which does not change the blow up behavior of u(t) that u 0 has zero moment according to (34). From Proposition 5 and L 2 convergence (22), there exists t(u 0 ) ∈ [0, T u ) such that u(t(u 0 )) satisfies the hypothesis of Proposition 6. Now from the H 1 continuity of the flow of (1) with respect to the initial data and the continuity of the geometrical decomposition of Lemma 4 with respect to u(t) for each fixed t, we conclude that there is a neighborhood of u 0 in H 1 such that for any v 0 in this neighborhood with zero momentum, the corresponding solution v(t) to (1) is defined on [0, t(u 0 )] and satisfies the hypothesis of Proposition 6, and consequently, v 0 ∈Ẽ(M, α * (M )). The fixed Galilean transform (61) being an H 1 continuous deformation of the initial data, this concludes the proof of H 1 stability of the log-log regime in (Ẽ(M, α * (M )).
(ii) Let u 0 ∈Ẽ(M, α * (M )) satisfying log-log law (20) and v 0 ∈ H 1 . For τ ∈ [0, T u ), let w τ (t) the solution to (1) with initial data
Let xũ(T u ) the blow up point ofũ and
which again has zero momentum. First observe from the definition of w τ and integration by parts that:
Next, from L 2 convergence (22),
We thus conclude that for t ∈ [t 1 (u 0 , v 0 ), T u ),
We then rewritẽ
·x .
For τ close enough to T u ,ũ(τ ) admits a geometrical decomposition as in Lemma 4 which we note:ũ
We then write:w
·x (λ(τ )y+xũ(t)).
Using (88) forũ(τ ), we conclude that for τ ∈ [t 1 (u 0 ), T u ):
From the proof of Lemma 4,w τ (0, x) thus admits a decomposition as in Lemma 4:
We then estimate:
Last, from convergence (22), there exists R 0 > 0 such that ∀τ close enough to T ,
Now from Proposition 5,ũ(τ ) satisfies for all τ close enough to T u assumptions of Proposition 6, and thus from (109), (110) and (111),w τ (0, x) also for all τ ∈ [t 0 (u 0 , v 0 ), T u ) close enough to T u . We thus conclude thatw
, and thus so does w τ (0). This concludes the proof of Theorem 4.
Appendix A: Computation of the geometrical parameters
In this Appendix, we exhibit algebraic formulas to compute geometrical parameters associated to the decomposition of Lemma 4. Our will is in particular to take into account the β deviation induced by modified profilesQ given by (36). We shall use the general formulas derived in Appendix A of [18] for a profile satisfying equation (37) for some non specifiedΨ b , and inject formulas (36) and (38) for some key computation. Observe that
• Conservation of the energy: it writes
(112)
where the explicit formula for cubic term J(ε) is given in Appendix B in [14] . Observe that:
• Conservation of the zero momentum: From(34), Im ∇(Q + ε)Q + ε = 0. Expanding this using orthogonality condition (44) and Im ∇Q bQb = 0 yields:
• Computation of b s : Take the inner product of (45) with the well-localized function −Θ 1 and of (46) with Σ 1 , sum the obtain equalities, integrate by parts and use (43) and the conservation of the energy to get:
where the quadratic form H b explicitly writes
given by (8) . Explicit formulas for the small second order correction order term H b (ε, ε) and the cubic terms G(ε) are to be found in Appendix B of [14] . We now use (38) to compute:
Moreover, we compute:
and we thus rewrite (115):
• Computation of λs λ : Take the inner product of (45) with the well-localized function |y| 2 Σ and of (46) with |y| 2 Θ, sum the obtain equalities and integrate by parts to get:
Note that the boundary term cancels according to:
ExpandingΨ from (38) and using orthogonality condition (43), we conclude:
• Computation ofγ s : Take the inner product of (45) with the well-localized function Θ 2 and of (46) with −Σ 2 and sum the obtained equalities to get:
and expanding (38):
• Computation of xs λ : Take the inner product of (45) with the well-localized function yΣ and of (46) with yΘ, sum the obtained equalities and integrate by parts to get the vectorial relation:
Note that we used:
Next, we compute:
Expansion of (38) and the use of (44) now yield:
, y ∂Θ ∂b ) + (β s + bβ) · {(ε 1 , y∇Σ) − (ε 2 , y∇Θ)} + λ s λ + b {(ε 2 , yΘ 1 ) + (ε 1 , yΣ 1 )} + (R 2 (ε), yΣ) − (R 1 (ε), yΘ).
• Computation of β s : Take the inner product of (45) with the well-localized function ∇Θ and of (46) with −∇Σ, sum the obtained equalities and integrate by parts to get the vectorial relation: 
Appendix B: Proof of virial identity (82)
This appendix is devoted to the proof of algebraic virial identity (82) and is very similar to Appendix B in [14] . Our main concern is to take into account the effect of the β modulation on Galilean invariance. We note to simplify notations:
Let us rewrite the ε equation (45), (46), as follows:
Take the inner product of (122) with (Σ +ζ re ) 1 and of (121) where we in particular used (113). Explicit formulas for cubic termsR 1 (ε),R 2 (ε) are to be found in Appendix B in [14] . It now remains to transform the first two lines of (123). We first write: We now recall from Appendix D in [13] : 
