Abstract-In compressive sensing (CS) the known structure in the transform coefficients may be leveraged to improve reconstruction accuracy. We here develop a hierarchical statistical model applicable to both wavelet and JPEG-based DCT bases, in which the tree structure in the sparseness pattern is exploited explicitly. The analysis is performed efficiently via variational Bayesian (VB) analysis, and comparisons are made with MCMC-based inference, and with many of the CS algorithms in the literature. Performance is assessed for both noise-free and noisy CS measurements, based on both JPEG-DCT and wavelet representations.
I. INTRODUCTION

C
OMPRESSIVE SENSING (CS) [1] - [3] constitutes a framework whereby linear measurements may be performed to recover an -dimensional sparse or compressible signal , with . The CS measurements may be represented as , where is a random projection matrix constituted according to CS theory [2] , [4] . In practice represents the transform coefficients associated with a basis in which the signal of interest may be sparsely rendered. The structure in due to the properties of the orthonormal transform (beyond just sparseness) may be exploited to reduce the number of required CS measurements [5] - [9] . Most of these algorithms employ a wavelet transform, and exploit structure in associated with wavelet quadtrees [10] .
In this letter we employ Bayesian CS inversion to exploit structure in , and in this sense the work reported here is most closely related with a recent tree-structured Bayesian CS inversion algorithm [9] . However, the approach in [9] employs Markov chain Monte Carlo (MCMC) inference, which may not be computationally efficient, and for which convergence may be difficult to diagnose. Variational Bayesian (VB) inference [11] has been widely considered recently in Bayesian analysis, because it often provides a good approximation to the exact posterior, and VB convergence is readily monitored. In the work presented here we propose a modified model to that in [9] , allowing inference via VB analysis; the CS inversion time may be significantly reduced compared to the MCMC-based inference in [9] . We also demonstrate how one may exploit the structure in JPEG-based DCT transforms within CS inversion. Two of the most widely used transform encoders are block-DCT-based JPEG [12] and wavelet-based JPEG2000 [13] . Although most of the existing CS inversion algorithms consider a wavelet basis, we here show that related algorithms may be employed for wavelet-based and JPEG-based DCT representations of .
The contributions of this letter are therefore twofold: (i) development of a hierarchical Bayesian CS inversion algorithm in which VB inference may be performed, yielding computational efficiency while providing state-of-the-art performance (for noise-free and noisy CS measurements); and (ii) the placement of wavelet-based and JPEG-based DCT representations of within a single setting, allowing direct CS-inversion compatibility with JPEG or JPEG2000, while exploiting the structure (beyond sparseness) inherent to each construction.
II. EXPLOITING TRANSFORM-COEFFICIENT TREE STRUCTURE
A. Tree Structure in Discrete Cosine Transform
Xiong et al. introduced a tree-based representation to characterize the block-DCT transform associated with JPEG [14] . The characteristics of this representation are related to the tree structure exploited in wavelet-based encoding [15] , [16] . Using this tree structure in a JPEG block-DCT signal construction, [14] demonstrated state-of-the-art compression quality. As employed in the JPEG standard, the input image is divided into contiguous 8 8 blocks, and each block is transformed to the DCT domain. In [14] each block defines a single DCT tree, while in our CS model we adopt a modified version of this structure. Specifically, we consider each 8 8 block in the DCT domain as three depth-three trees, plus one DC component; the three trees (rooted by coefficients 1, 2, and 3 in [14] ) are analogous to the high-low, low-high and high-high trees associated with the wavelet transform [10] , and hence our developed model may be readily applied directly to a wavelet-based transform instead of the block-DCT-based transform. Each of the three trees consist of 21 dependent coefficients, and the parent-children relationships are defined in [14] . The key idea behind the tree structure is that if a parent coefficient is small, its children are also likely to be small. As discussed in Section II-B, the three trees associated with each block are modeled via a Markovian statistical model, and the DC components are modeled separately. Our CS inversion algorithm is used to infer all transform components including the DC components.
B. Tree-Structured Bayesian Compressive Sensing
In a Bayesian CS framework [17] , the CS measurements are represented as , with , where represents the large nonzero components in the original transform 1070-9908/$26.00 © 2009 IEEE coefficients, and the small-amplitude coefficients are modeled by the noise . Any additive measurement noise is added to .
To model the sparseness of , the previous work in [9] employed a "spike-and-slab" prior defined as for the component , with a mixing weight and a point mass concentrated at zero. The MCMC method was used in [9] for inference. Although the algorithm achieves good inversion accuracy, it may be slow in general, and MCMC convergence may be difficult to diagnose. The model in [9] is not directly applicable to VB inference.
In this letter, we propose an equivalent form to the "spikeand-slab" prior, where the term is removed, so that the VB inference can be implemented. The equivalent form represents the sparseness of the coefficients as , where are non-sparse coefficients, are zero/one indicators, and " " denotes Hadamard product; accordingly, we let , and . For nonzero components in , the associated components in will be one; otherwise, the associated components in will be zero. The model is summarized as follows:
where the subscript indexes the th components at level of a DCT-tree in block , and represents the associated parent component, when present. Let denote DC components, and let denote AC components from root level to leaf level of a tree; for an 8 8 DCT-block, . The tree-structural information is imposed in the third row of (1). Depending on the parent values of the coefficients, different prior parameters are imposed for the associated indicators : for the coefficients with a zero-valued parent, a prior preferring zero is considered for , and for the coefficients with a nonzero parent, a uniform prior is imposed for . Readers may refer to [9] for a detailed explanation of the model and the specification of hyperparameters (which are readily set, and for which no tuning has been performed for the results presented below). The graphical form of the model is summarized in Fig. 1 .
Note that in the model are block-DCT coefficients, and the tree structure is constructed in the block-DCT representation, as discussed in Section II-A. However, one may readily replace the block-DCT coefficients with wavelet coefficients, and replace the DCT trees with wavelet trees as defined in [9] , with minor change of the model (the only change happens on the definition of the parent-children relationship ). When presenting results, we compare the performance of DCT-based CS inversion to wavelet-based inversion. The posterior distributions of the model parameters are inferred from observed data-CS measurements , via VB inference [11] , which converges fast and is computationally efficient (by contrast, MCMC convergence may be difficult to assess). The VB inference employs a set of distributions to approximate the true posterior distributions , and uses a lower bound to approximate the true log-likelihood of the model . The algorithm iteratively updates so that approaches to until convergence. In our model, . The update equations for the posterior distributions of these model parameters can be found at http://www.ece.duke.edu/lihan/cs/.
III. EXPERIMENTAL RESULTS
We compare CS inversion with a block-DCT-based (JPEG) representation vis-a-vis a wavelet-based (JPEG2000) representation. For the latter the same basic inversion model (1) is employed, with the trees now corresponding to wavelet coefficients. The Haar wavelet was employed, but any discrete wavelet may be used. We also perform an analysis of performance in the presence of noise. The proposed model is referred to below as TS-BCS-VB, for tree-structured Bayesian CS implemented by VB inference, with detailed distinctions made depending on whether a block-DCT or wavelet decomposition is used. In all examples presented below the matrix is constructed randomly, with components drawn i.i.d. from
. Any of the other constructions for discussed in [1] - [3] may also be employed.
A. Comparisons to Other CS Algorithms
We compare the performance of TS-BCS-VB to eight recently developed CS reconstruction algorithms: basis pursuit (BP) [18] , Bayesian compressive sensing (BCS) [17] , fast-BCS [17] , orthogonal matching pursuit (OMP) [19] , stagewise orthogonal matching pursuit (StOMP) [20] , Lasso-modified least angle regression (LARS/Lasso) [21] , total variation (TV) [22] , and TS-BCS-MCMC [9] . For the TV and BP implementations, we used solvers from the -Magic toolbox; 1 for the OMP, StOMP and LARS/Lasso algorithms, we use the solvers SolveOMP, SolveStOMP, and SolveLasso, respectively, from the SparseLab toolbox; 2 for the BCS, fast-BCS, and TS-BCS-MCMC, we use the packages bcs_vb, bcs_ver0.1, and tswcs(for wavelet) and tsdctcs(for block-DCT), respectively, from the BCS website, 3 where one may also find the TS-BCS-VB and TS-BCS-MCMC software. All software are written in MATLAB.
All examples considered below are for 128 128 images. Our objective is to estimate DCT coefficients, or scaling and wavelet coefficients. To provide a fair comparison, we let wavelet decomposition depth such that the DCT-tree and the wavelet-tree have the same depth. The hyperparameters for both TS-BCS-VB and TS-BCS-MCMC are set as in [9] . For the other CS algorithms, default parameters are used. For the StOMP algorithm, we use the CFAR thresholding, with the false-alarm rate specified as 0.01.
For each CS algorithm we produce a curve of relative reconstruction error as a function of number of CS measurements . The relative reconstruction error is defined as , where is the original image, and is the recovered image based on the DCT coefficients or wavelet coefficients reconstructed by a particular CS algorithm.
We consider the same dataset used in [9] . The dataset contains five image classes and ten images from each class. In Fig. 2(a) , a comparison of reconstruction error is performed for all algorithms discussed above, for a JPEG-DCT basis, using the first image in the dataset, and the comparison for computation time is presented in Fig. 2(b) . The results for wavelet-based representation and for all other images are quite similar to this example, and are omitted for brevity (tabulated results are presented below). The BP results were found to yield errors significantly larger than those associated with the other methods [the relative errors are greater than 0.7 when in Fig. 2(a) ], and therefore they are not explicitly presented in Fig. 2(a) and in other results below.
From Fig. 2 we observe that the TS-BCS algorithm benefits from exploiting the tree-based structure information, especially with a small number of measurements. With MCMC inference, the TS-BCS algorithm achieves the best accuracy under comparison, with competitive computation time. The VB inference reduces the computation time significantly, with a relatively small cost of reconstruction quality. Typically the VB inference converges after 30 to 40 iterations, and it takes about 2 minutes to reconstruct a 128 128 image with 8000 CS measurements. Consequently, one may consider TS-BCS with MCMC inference if the reconstruction accuracy is the main concern, or consider TS-BCS with VB inference if the computation time is more important.
In Table I is presented average performance of all algorithms, for block-DCT and wavelet-based representation, based on all 50 images in the dataset, for (corresponding to a relatively small number of CS measurements) and (corresponding to a relatively large number of measurements). From these results, we observe that the TS-BCS consistently performs better than the other algorithms, both under the block-DCT basis and with the wavelet basis. In addition, the reconstruction error by VB inference is a bit larger than that by MCMC inference, but we should note that the VB inference is much faster. These results also indicate that CS reconstruction performance under the block-DCT and wavelet basis are very similar for all the algorithms.
B. Performance With Noisy Measurements
In all experiments presented above we assumed the CS measurements were noise free. We now test the reconstruction performance with noisy measurements, and therefore within TS-BCS now the Gaussian precision accounts for negligibly small coefficients and additive noise.
Assume additive white Gaussian noise is introduced in the CS measurements. The noisy measurements , where is the noise-free measurements, and each component . Note that when performing CS inversion, the noise variance is not assumed known, and is inferred in the CS inversion. Fig. 3 shows the reconstruction error vs. SNR when number of measurements . It is observed that when , all the algorithms perform well. However, when the SNR becomes lower, the TS-BCS algorithm for both DCT coefficients and wavelet coefficients are less sensitive to the noise, and performs particularly better than the other algorithms when the SNR is very low. This may be attributed to the fact that noisy measurements are naturally accounted for within the Bayesian linear-regression model. In addition, we observe that the performances for a block-DCT and wavelet-based reconstruction are comparable.
IV. CONCLUSIONS
A hierarchical Bayesian model has been developed to characterize the statistics of the coefficients in a block-DCT or wavelet transform of natural images, and this model has been employed within a CS inversion algorithm. The framework explicitly imposes sparseness in the inferred coefficients, also constituting a Markovian structure between different spectral components. The model is particularly designed for the implementation of the variational Bayesian inference, so that the computation time may be significantly reduced compared to the MCMC-based model in a previous study [9] . The inversion algorithm allows direct utilization of a signal decomposition that is compatible with JPEG, and therefore the inferred coefficients may be directly employed within a subsequent JPEG encoder.
Based upon extensive tests with natural images, we observe that exploitation of the statistical structure in the block-DCT and wavelet representations yields state-of-the-art CS inversion quality, relative to many of the existing algorithms in the CS literature. The VB inference greatly reduces the computation time, with minimal increase of the reconstruction error, compared to the MCMC inference.
