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Abstract: We show that the dimension of the exit distribution of planar partially
reflected Brownian motion can be arbitrarily close to 2.
1 Introduction
Let Ω be a domain in R2. It is well known (see [Mak85], [JW88]) that the exit distribution
of Brownian motion in Ω is carried by a borel subset of the boundary of dimension at most
1 (equal to one for simply connected domains). We are interested in the minimal dimension
of sets carrying the exit distribution of partially reflected Brownian motion.
The problem is posed as follows. Consider an (, δ) domain Ω , take F ⊂ Ω a closed
subset of the boundary of Ω and consider Brownian Motion inside Ω absorbed by F and
reflected on ∂Ω\F (for definitions of the (, δ) domains and of reflected brownian motion see
section 2). Note Rt the above process and τF the (first) hitting time of F by Rt. In general,
τF may not be finite or may be finite but of infinite expectation (see also the so called “trap
domains” [BCM06]).
We prove the following theorem
Theorem 1.1 For all η > 0 there exist a domain Ω (that can be taken simply connected)
and F ⊂ ∂Ω such that Px(τF < ∞) = 1 and for all x ∈ Ω and for all A ⊂ F of dimension
dimA < 2− η we have,
Px(RτF ∈ A) = 0
In particular this answers a question of B. Sapoval concerning Brownian motion as we
will point out at the end of the paper: Consider a domain Ω and let A be a subset of
the boundary of (standard) harmonic measure equal to 1. If we change A into reflecting
boundary, is the dimension of the exit distribution for this new diffusion still less than 1?
Acknowledgement: The author would like to thank A. Ancona, L. Veron and M. Zins-
meister for many discussions that helped to clarify the original arguments and simplify the
early proofs.
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2 Definitions of the main objects
The following definition is due to P. Jones [Jon81].
Definition 2.1 We say that a (not necessarily simply connected) domain Ω is an (, δ)-
domain or locally uniform if there exist constants  and δ such that for all x, y ∈ Ω with
|x− y| < δ there is a (rectifiable) curve γ joining x and y satisfying
1. `(γ) ≤ |x− y|
2. min{|x− z|, |y − z|} ≤ dist(z, ∂Ω)
The (, δ)-domains satisfy the so called W 1,2- extension property, cf [Jon81]: if we note
W 1,2(Ω) = {f ∈ L2(Ω) ; ∇f ∈ L2(Ω)} with the usual Sobolev norm ||f ||1,2 = ||f ||2 + ||∇f ||2,
we assume that there is a bounded linear operator T : W 1,2(Ω) → W 1,2(R) extending the
identity of W 1,2(Ω).
For f, g ∈ W 1,2(Ω) define
E(f, g) =
∫
Ω
< ∇f,∇g > dx,
and
E1(f, g) = E(f, g) +
∫
Ω
fgdx.
The Dirichlet form (E ,W 1,2(Ω)) is said to be regular on Ω if W 1,2(Ω) ∩ C(Ω) is dense
both in (W 1,2(Ω), E
1
2
1 ) and in (C(Ω), ||.||∞). Clearly, if Ω is a (, δ)-domain the Dirichlet form
(E ,W 1,2(Ω)) is regular on Ω.
Following [Che93], [BCR04] we can now define the “reflected” Brownian motion. If Ω
in an (, δ)-domain, there is a strong Markov process R associated, with continuous sample
paths. Furthermore, we can construct a family of distributions (Rxt )t for this process starting
at every x ∈ Ω (for further detail see also [FOT94]).
Take F a closed subset of ∂Ω and consider τF the hitting time of F for the process Rxt .
Now if we suppose that Ex[τF ] < +∞ for at least one x ∈ Ω, we get that for any f ∈ C(F ),
the function
u : x 7→ Ex [f(RτF )]
is bounded harmonic in Ω and takes the value f at all regular points of F .
If we suppose that ∂Ω\F is smooth then u is the solution to the mixed Dirichlet-Neumann
problem 
u harmonic in Ω
∂u
∂η
= 0 on ∂Ω \ F
u = f on F
, (1)
where η denotes the normal vector to the boundary ∂Ω.
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Remark 2.2 We denote by CF (Ω) the set of continuous functions on Ω vanishing on F .
Suppose that W 1,2(Ω) ∩CF (Ω) is dense in CF (Ω), ||.||∞). We can then define the stochastic
process RFt associated. This process agrees with the previous one for all (, δ)-domains (see
also [AB10]).
Let ω. denote the harmonic measure of this diffusion, ie. for x ∈ Ω and A ⊂ ∂Ω,
ωx(A) = Px(RτF ∈ A).
Remark that, from (1), for A ⊂ ∂Ω measurable, the function x 7→ ωx(A) is positive
harmonic in Ω, tending to 1 on A, to 0 on F \ A and of nul normal derivative on ∂Ω \ F .
In the following we keep this same notation.
3 Preliminary lemmas and remarks
Let E ⊂ R2 be any set and, for every covering Vδ(E) of E with discs of radius less than δ,
let Hα (Vδ(E)) =
∑
B∈Vδ diam(B)
α. Consider
Hδα(E) = infVδ(E)Hα (Vδ(E)) and Hα(E) = limδ→0H
δ
α(E)
Then, there exists an α0 ≥ 0 such that Hα(E) = 0 for all α > α0 and Hα(E) = ∞ for all
0 ≤ α < α0. This α0 is denoted dimH(E), the Hausdorff dimension of E.
For a Borel measure µ we define the Hausdorff dimension of µ as
dimH(µ) = inf{dimH(E) ; µ(E) > 0}
In particular, let µ be the harmonic measure ω. defined above. Using the fact that, for
any A ⊂ F , x 7→ ωx(A) is harmonic we get that dimH(ωx) does not depend on the choice of
x ∈ Ω and will be therefore denoted by dimH(ω).
In this paper we are interested in the dimension of harmonic measure for partially reflected
Brownian motion in domains in R2. Theorem 1.1 can now be reformulated in the following
terms:
“for all η > 0, there exists a uniform planar domain Ω and a closed set F ⊂ ∂Ω such
that if ω. is the harmonic measure for partially reflected Brownian motion (ie. reflected on
∂Ω \ F , absorbed on F ) we have dimH(ω) > 2− η.”
Clearly, dimH(ω) ≤ dimH(F ). Therefore the boundary of Ω will be of Hausdorff dimen-
sion ≥ 2− η.
3.1 Potential theoretic lemmas
By “adapted cylinder” C to a graph Γ of a Lipschitz function f we understand the intersection
of a vertical revolution cylinder of finite height centered on Γ with the Γ+ = {(x, y) ; y >
3
Figure 1: Boundary Harnack Principle.
f(x)}. We also ask the ratio (height):(revolution radius) of C to be greater than 2 times
||f ||L, la lipschitz norm of f .
We recall the boundary Harnack principle for reflected Brownian motion (see [BH91],
[Anc90]). We say that D is a Lipschitz domain if it is a Jordan domain and if the boundary
is locally the graph of a Lipschitz function (with uniform lipschitz norm).
Let D be a Lipschitz domain, u and v be positive harmonic functions on D with vanishing
normal derivatives on the graph between the adapted cylinder (to a graph-component of the
boundary) C and the “sub”-adapted cylinder C ′′ of the same center and revolution axis but
of ` times the size, ` < 1 (see figure 1).
Proposition 3.1 If C ′ is the “middle” cylinder of the same center and revolution axis but
of 1+`
2
times the size of C. Then for all x ∈ ∂C ′ ∩ V
v(x)
u(x)
∼ v(P )
u(P )
,
where P is the intersection point of the revolution axis of the cylinder C ′ and of its boundary.
The multiplicative constants in the equivalence relation depend on the ratio (revolution
radius):(height) of C , on `, on the Lipschitz norm of the boundary and on the dimension of
the space n (here n = 2) see also [Anc78].
We also need a Dirichlet-Neumann version of the maximum principle.
Proposition 3.2 Let D be a planar domain , Γ a continuous subset of the boundary of D,
graph of a Lipschitz function, and u a function harmonic in D such that lim infy→x u(y) ≥ 0
for all x ∈ ∂D \ Γ and ∂u
∂η
= 0 on Γ, where η denotes the normal vector on Γ. Then u ≥ 0
on D.
This is a consequence of the unicity of solutions (see for instance [Ho¨r94]) and the probabilis-
tic description of these same solutions of the mixed Dirichlet-Neumann problem, described
above.
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3.2 Subsidiary results
We will use the following result due to Benjamini, Chen and Rohde.
Theorem 3.3 (Theorem 5.1 of [BCR04]) Let Ω be a locally uniform bounded planar domain.
Then, dimH (R ([0,∞)) ∩ ∂Ω) = dimH(∂Ω), Px-almost surely, for all x ∈ Ω.
In particular, under the assumptions of the theorem, if F ⊂ Ω is a closed set such that
dimH(∂Ω \ F ) < dimH(F ) we have
Px (τF < +∞) = 1 (2)
for all x ∈ Ω.
Proposition 3.4 Under the same assumptions, formula (2) implies Ex [τF ] < +∞, for all
x ∈ Ω.
To prove this proposition we recall a result of Burdzy, Chen and Marshall.
Theorem 3.5 ([BCM06]) Let Ω be any bounded locally uniform domain and B a closed ball
in Ω. If we note τB the hitting time of B by Rt then supx∈Ω Ex [τB] <∞.
Proof of Proposition 3.4. Let z be a point in Ω and Bz ⊂ Ω a closed disc centered at z.
For x ∈ Ω and any s > 0,
Ex [τF ] ≤
∑
n∈N
sPx(τF ≥ ns).
By formula (2) for all N ∈ N there exists s sufficiently big such that Px
(
τF >
s
2
)
< 1
N
and
Pz
(
τF >
s
2
)
< 1
N
. Furthermore we can choose s > 2 supx∈Ω Ex [τBz ]. We get that, for n > 1,
Px(τF ≥ ns) = Px(τF ≥ ns|τF ≥ (n− 1)s)Px(τF ≥ (n− 1)s)
We can bound Px(τF ≥ ns|τF ≥ (n − 1)s) ≤ supy∈Ω Py (τF > s). On the other hand
Py (τF > s) ≤ Py (τBz > s/2) + Py
(
τBz < s/2 , R[τBz ,s] ∩ F = ∅
)
.
Using the Markov property of R ,
Py
(
τBz < s/2 , R[τBz ,s] ∩ F = ∅
) ≤ Py (τBz < s/2) sup
v∈Bz
Pv (τF > s/2) .
Using parabolic Harnack principle (see [BCM06]) we get that there is a constant c > 1 such
that
sup
v∈Bz
Pv
(
τF >
s
2
)
≤ cPz
(
τF >
s
2
)
< c/N.
We also have
Py (τBz < s/2) <
2 supx∈Ω Ex [τBz ]
s
therefore, for s big enough,
Px(τF ≥ ns|τF ≥ (n− 1)s) < 1/2
By induction we get Px(τF ≥ ns) ≤
(
1
2
)n
and hence Ex [τF ] < +∞. •
5
Figure 2: A. 4-corner Cantor set and its encoding. B. The squares S`(Q) .
In fact we have proved that supx∈Ω Ex [τF ] < +∞.
4 Proof of theorem 1.1
Even though our proof can be carried out using only simply connected domains we have
chosen to present a totally disconneted example: the constructions appear better and the
lemmas get easier to write.
4.1 Construction of the domain
We construct, for α ∈ (0, 1
2
) a 4-corner Cantor set (fig 2.A) in the following way. We start
with the square Q = [−1
2
, 1
2
]2 that we replace by four squares of sidelength α situated at the
four corners of Q. We name these squares Q1, ..., Q4. We replace then each Qi , i = 1, ...4
by four smaller squares of sidelength α2 situated at the corners of Qi. We note these squares
of the second generation Qij, where j = 1, ..., 4 and so on. Let us denote K the Cantor
set constructed in this way. We endowe K with the natural encoding identifying it to the
abstract Cantor set {1, ..., 4}N.
Observe that dimH(K) =
∣∣∣ log 4logα∣∣∣ and hence for α close to 12 the dimension of the Cantor
set is close to 2.
The set K will be the absorbing part of the boundary of Ω. Let us know construct the
reflecting part. First of all, in order to ensure boundedness let us consider a ball B0, centered
at 0 of radius, say, 106. The domain Ω will be a subset of B0 \K.
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Let Q be a square of sidelength ρ centered at (x∗, y∗) and for 0 < β < 10−2ρ and ` > 1
consider the “unfinished” squares
Sβ,`(Q) = {(x, y) ∈ R2 ; |x− x∗| = |y − y∗| = ρ` and x /∈ (x∗ − β`/2, x∗ + β`/2)}
(see figure 2.B). Finally consider the blown-up version of Sβ,`(Q) (see figure 3):
Lβ,`(Q) = {z ∈ R2 ; dist(z, Sβ,`(Q)) ≤ 10−6βρ} (3)
Note that, if ` is less than 1
2α
, for any Q and Q′ squares of the construction of the Cantor
set Lβ,`(Q) ∩ Lβ,`(Q′) = ∅. Consider the union of the Cantor set K with
Mβ,`(K) =
⋃
n∈N
⋃
i1,...in
(Lβ,` (Qi1,...in))
The domain Ω is defined as the complementary of this union within the ball B0 of radius
106:
Ω = B0 \ (K ∪Mβ,`(K)) .
Remark 4.1 For ` > 1 and β > 0 fixed the domain Ω is clearly a bounded uniform domain.
Therefore we can construct partially reflected Brownian motion Rt in Ω with the partition
of the boundary of Ω into an absorbing part of the boundary F = K and a reflecting part
∂Ω \ F .
Note also that the Hausdorff dimension of ∂Ω equals the Hausdorff dimension of K if
dimHK > 1 (ie. if α > 14). This is because ∂Ω\K consists of a countable union of rectifiable
arcs and is therefore of Hausdorff dimension 1.
We will show that for α ∈ (0, 1
2
) and every  > 0 there exists ` < 1
2α
and β close to 0
such that the domain Ω, constructed in the previous way, satisfy dimH ω > (1− ) dimHK.
4.2 Preparatory lemmas
Let Q = Qi1,...,in be a square of the construction of K of sidelength ρ and let (x∗, y∗) be it’s
center. Let Fβ,`(Q) = Lβ,`(Q) ∪ Cβ,`(Q) where
Cβ,`(Q) = {(x, y) ; y > y∗ + ρ` and ||(x− x∗, y − y∗ − ρ`)|| = ( 1
2α
− `)ρ}⋃
{(x, y) ; y < y∗ − ρ` and ||(x− x∗, y − y∗ + ρ`)|| = ( 1
2α
− `)ρ},
see figure 3.
Let D˜ be the bounded component of the complementary of Fβ,`(Q) and D = Ω ∩ D˜ (as
in figure 3).
We consider reflected Brownian motion DR in D and we note τD the hitting time of
K∪Cβ,`(Q) by DR. It follows on the previous discussion that for all x ∈ D, ExτD <∞ and,
furthermore, Px
(
DRτD ∈ K
)
> 0. To prove this last claim one can also use the arguments
of relation (8) below, applied to the domaine D and to the diffusion DR respectively.
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Figure 3: Fβ,`(Q)
Remark 4.2 Consider Q1 = Qi1,...,ina, Q2 = Qi1,...,inb (with a, b = 1, .., 4) two sub-cubes of
Q = Qi1,...,in . By symmetry we get that, if xQ = (x
∗, y∗) is the center of Q,
PxQ
(
DRτD ∈ K ∩Q1
)
= PxQ
(
DRτD ∈ K ∩Q2
)
.
It follows, using Harnack’s principle, that for all  > 0 there exists r = r > 0 (depending
only on , `, α but not on β) such that
||x− xQ|| < r =⇒ PxQ
(
DRτD ∈ K ∩Q1
) ≤ (1 + )PxQ (DRτD ∈ K ∩Q2) . (4)
Let us now prove that for β small enough, the harmonic functions (measures) Ui(.) =
P.
(
DRτD ∈ K ∩Qi
)
, i = 1, 2, satisfy inequality (4) in the subdomain D′ of D :
D′ = D \
(
B
(
(x∗, y∗ + ρ`), (
1
2α
− `)ρ
)
∪ B
(
(x∗, y∗ − ρ`), ( 1
2α
− `)ρ
)
) ∪
⋃
i=1...4
`Qi
)
. (5)
Remark that the closure of D′ is a compact subset of D ∪ Lβ,`(Q).
Lemma 4.3 For all  > 0 there exists β0 > 0 such that for all β < β0 and all x ∈ D′
Px
(∃t < τD ;DRt ∈ B(xQ, r)) > 1− 
Proof We introduce an auxilliary subdomain D′′ of D, D′′ = D \ B(xQ, r). Consider, in
D′′ the harmonic function ζ satisfying the mixed Dirichlet-Neumann boundary conditions
ζ = 0 on B(xQ, r), ζ = 1 on K ∪ Cb,`(Q) and ∂ζ∂η = 0 elsewhere on ∂D′′.
It is immediate that, since r does not depend on β, ζ tends to 0 when β goes to 0. By
the maximum principle 3.2,
1− ζ(x) < Px
(∃t < τD ;DRt ∈ B(xQ, r)) .
On the other hand, for every x there is an β0 such that ζ(x) <  for all β < β0 and by
Harnack’s principle this inequality can be taken uniform in D′. •
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Keeping the same notation we also have:
Lemma 4.4 Let Qi = Qi1,...,ini, i = 1, ...4, be a sub-cube of Q = Qi1,...,in. Then, there is a
constant C > 0 depending only on α, ` such that for all x ∈ Cβ,`(Qi)
Px(∃ 0 < t1 < t2 < τD ;DRt1 ∈ B(xQ, r) , DRt2 ∈ Cβ,`(Qi)) ≥ C
The proof of this lemma is standard and hence omitted.
4.3 Harmonic measure estimates
As before, let Q1 = Qi1,...,ina, Q2 = Qi1,...,inb be two sub-cubes of a given cube Q = Qi1,...,in of
the construction of K.
Take U1 and U2 to be the harmonic functions previously defined in D, ie. satisfying the
mixed Dirichlet-Neumann boundary conditions :
U1 = 1 on K ∩Q1
U1 = 0 on (K ∩Q2) ∪ Cβ,`(Q)
∂U1
∂η
= 0 elsewhere on ∂D
and

U2 = 1 on K ∩Q2
U2 = 0 on (K ∩Q1) ∪ Cβ,`(Q)
∂U2
∂η
= 0 elsewhere on ∂D
(6)
Thus, Ui(.) = P.
(
DRτD ∈ K ∩Qi
)
, i = 1, 2.
Lemma 4.5 For every  > 0 there existe β0 > 0 such that for all 0 < β < β0 and all x ∈ D′,
U1(x) < (1 + )U2(x).
Proof The proof relies on lemma 4.3. By Harnack’s principle there exists C > 0 such that
Ui(x) ≥ CUi(xQ), for all x ∈ D′. On the other hand,
Ui(x) = P.
(
DRτD ∈ K ∩Qi
)
=
= P.
(
DRτD ∈ K ∩Qi , DR[0,τD] ∩ B(xQ, r) = ∅
)
+
+ P.
(
DRτD ∈ K ∩Qi , DR[0,τD] ∩ B(xQ, r) 6= ∅
)
Lemmas 4.3 and 4.4 imply that
P.
(
DRτD ∈ Qi ,DR[0,τD] ∩ B(xQ, r) = ∅
) ≤ P. (DRτD ∈ Qi ,DR[0,τD] ∩ B(xQ, r) 6= ∅)
On the other hand, by the Markov property,
P.
(
DRτD ∈ Qi ,DR[0,τD] ∩ B(xQ, r) 6= ∅
) ≤ sup
x∈B(xQ,r)
Px
(
DRτD ∈ Qi
)
.
Therefore, using once more Harnack’s inequality
Ui(x) ≤ (1 + c)Ui(xQ),
and the lemma’s claim follows using symmetry. •
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Consider now the functions V1 and V2 that solve the following mixed Dirichlet-Neumann
problem in Ω. 
V1 = 0 on K ∩Q1
V1 = U1 on K \Q1
∂V1
∂η
= ∂U1
∂η
on ∂Ω \K
and

V2 = 0 on K ∩Q2
V2 = V1 on K \Q2
∂V2
∂η
= ∂U2
∂η
on ∂Ω \K
(7)
4.4 Proof of theorem
We need to show that for β small enough Vi ≤ (1 + )Vj, for i, j = 1, 2. Since Vi(x) =
Px(RτK ∈ K ∩ Qi), this inequality clearly implies that the harmonic measure for partially
reflected Brownian motion ω satisfies
(1 + )−n4−n ≤ ω(Qi1,...,in) ≤ (1 + )n4−n,
for all n and all indices i1, ...in ∈ {1, ..., 4} and hence the claim.
We note
C ′β,` = D ∩ ∂
(
B
(
(x∗, y∗ + ρ`), (
1
2α
− `)ρ
)
∪ B
(
(x∗, y∗ − ρ`), ( 1
2α
− `)ρ
))
For n ∈ N, consider the increasing sequences of hitting times
Tn = inf{t ; ∃t1 < s1... < tn−1 < sn−1 < t s.t. Rti ∈ C ′β,` , Rsi ∈ Cβ,`}
and
Sn = inf{s ; ∃t1 < s1... < tn < s s.t. Rti ∈ C ′β,` , Rsi ∈ Cβ,`}
with the convention Tn =∞ (Sn =∞) if the corresponding set is empty.
Vi(x) = Px(RτK ∈ Q ∩K , RτK ∈ K ∩Qi)
=
∑
n
Px (0 < T1 < ... < Tn < τK <∞ , Sn =∞ , RτK ∈ K ∩Qi)
=
∑
n
Px (0 < T1 < ... < Tn <∞)ExPRTn (S1 =∞ , RτK ∈ K ∩Qi) (8)
where the last equality is derived by Markov’s property. By lemma 4.5, for i, j = 1, 2 and
all z ∈ C ′β,`,
Pz (S1 =∞ , τK ∈ K ∩Qi) ≤ (1 + )Pz (S1 =∞ , RτK ∈ K ∩Qj) .
Implementing this inequality in (8) we get
Vi(x) ≤
∑
n
Px (0 < T1 < ... < Tn <∞)ExPRTn (S1 =∞ , RτK ∈ K ∩Qj)
and hence Vi ≤ (1 + )Vj, which completes the proof.
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Comments-Further Remarks: If the boundary of the domain Ω is entirely absorbing,
ie. for the Laplace equation with Dirichlet boundary conditions, then harmonic measure is
carried by ∂Ω \K. This is not difficult to see. In fact, using previous notation, to get to K
Brownian motion has to go through an infinity of conformal annuli of the type Lβ, `(Q) \Q.
But, at every passage of this type, there is a -bounded from below probability- to hit Lβ, `(Q).
Hence the probability that brownian motion hits K is 0. Moreover, harmonic measure will
be carried by a union of curves of finite length.
This answers the question of B. Sapoval mentionned in the introduction.
Another way to study the passage between Dirichlet boundary condition to the Neumann
boundary condition through the mixed Dirichlet-Neumann is through a random approach.
This the object of a previous work [BLZ11] that should be completed in a forthcoming artcile
[ABZ10].
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