We present a method that reduces the problem of computing the radical of a matrix algebra over an arbitrary field to solving systems of semilinear equations. The complexity of the algorithm, measured in the number of arithmetic operations and the total number of the coefficients passed to an oracle for solving semilinear equations, is polynomial. As an application of the technique we present a simple test for isomorphism of semisimple modules. @ 1997 Elsevier Science B.V.
Introduction
In this paper we present a method for finding the Jacobson radical of an algebra of linear transformations acting on a vector space W of dimension n. We shall think of an algebra as a subalgebra of M,(F), the algebra of all n x n-matrices over the field F. Such an algebra A can be thought of as given in terms of a basis B for the vector space underlying A. Since A is finite-dimensional, the Jacobson radical coincides with the nilradical, that is, it is the maximal ideal of A which is nilpotent in the sense that some power of it is 0. It is also the maximal nilpotent left ideal or maximal nilpotent right ideal. Henceforth, we shall write Rad(A) and call the Jacobson radical simply the radical of A. The reader is referred to one of the textbooks [4, 1 l] for the definitions and basic facts concerning the radical of algebras, modules, as well as Wedderbum's theorems on semisimple algebras.
Our method brings the problem back to solving a set of semilinear equations over F.
There is a standard method which works in characteristic zero (cf. [5] ). This is to find a basis for the matrices which have trace 0 and for which the product with any other element has trace 0. This method does not work in positive characteristic p. Rather it results in an ideal which contains the radical but in general is larger. We show how to continue this process to obtain a descending series of ideals (Ai);>, which after log,(n) steps gives the radical.
The first polynomial-time algorithm for computing the radical of algebras over finite prime fields was discovered by Ronyai [ 131. To compute the series of ideals (Ai)i>l, he used lifting of matrices over EP to those over Z. His method was extended in [6] to arbitrary finite fields and in [9] to finitely generated transcendental extensions. These methods are also based on lifting to appropriate rings of characteristic zero.
The approach presented in this paper follows the ideas of [ 131, but, rather than lifting to Z, uses traces of elements of A on exterior powers of W, and is valid for all fields F (provided one can compute in them and solve semilinear equations). It turns out, that from the point of view of computability, finding the radical of matrix algebras is equivalent to solving semilinear equations of the form ~1.~1" + CQX: + . . + LX,.
x,p = 0.
An interesting application is Ronyai's method [13] to compute the nilradical and the solvable radical of a Lie algebra over a finite field from the radical of its associative enveloping algebra. The algorithm has been implemented by de Graaf into ELIAS, a library of Lie algebra algorithms, cf. [3] . We expect improvement in the performance from replacing the method with the new one, in particular, if the ground field is not prime.
In Section 2 we describe the ideals A, and show some of their properties. In Section 3
we consider representations of A on an arbitrary finite dimensional vector space and how they decompose into composition factors. We use results obtained in Section 2 to find invariants of semisimple representations of A. Finally, in Section 4 we sketch how the results obtained might be used in the development of new algorithms for determining the radical of an algebra A as well as an isomorphism of semisimple A modules.
Basic construction
In this section we suppose we have an algebra A of linear transformations acting on a vector space W of dimension n over a field F. We may think of A as being given by a basis B of n x n matrices with entries from F. We are considering a faithful action so only the zero in A acts as the 0 matrix. We will show how to find the radical by solving sets of linear equations. The first step is to find the set of all a EA for which Tr(a) = 0 and Tr(ab) = 0 for all SEA. Here Tr is the trace of a acting on W. Call this set Al. As Tr(ab) = Tr(ba), this condition is the same as the condition Tr(a) = 0 and Tr(ba) = 0 for all beA. Observe that Al is a subspace of A, which can be found by forming the matrix Tr(ajaj) where ai for 1 <i<m is a basis of A and then finding the nullspace.
The approach for finding RadA that we choose is based on the following well-known description of the radical: RadA={xEAIY=O andV';EA (xy)"=O}.
Observe that x" = 0 if and only its characteristic polynomial x(x, t) in the indeterminate t equals t".
We are interested in the coefficients of this characteristic polynomial. To this end, we consider, for each i E { 0,. . . , n}, the ith exterior product space A'(w) and the corresponding x action for elements x EA. We denote the trace of this action as Tr(i, x).
Thus, in the notation above Tr( 1, x) is Tr(x). Now x(x, t) = C:=a(-1)'
where x(x, t) is the characteristic polynomial. This can be seen, for example, by upper triangularizing x in some extension field. Going over to the variation x(x, t) = Det (I + tx) = Px(-x, l/t) of x, we obtain
Thus, xn = 0 if and only if Tr(i, x) = 0 for all i = 1,. . . ,n. In particular, Al contains the radical of A.
Lemma 1. A, is an ideal of A which contains Rad A.
Proof. As Tr is linear, Al is a subspace. Suppose ~EAI and ~czA. Note Tr(ba) = 0 as above and Tr((ba)c) = Tr(b(ac)) = Tr((ac)b) = Tr(a(cb)) = 0 for all CCGA and so ba E Al. Similarly, ab EAT and so Al is an ideal. We have already seen that the radical ofAisinAi. 0
By properties of the radical, RadA = RadAt so the problem of finding RadA has been reduced to finding Rad Al. with Rad A, as it contains RadA and all of its elements are nilpotent. We assume from now on that the characteristic of the field is p as we have found the radical otherwise.
We now consider only A, and define an ideal of it which also contains RadAt which we know is the radical of A. Let A2 be the set of all a E A1 for which Tr( p, a) = 0 and Tr(p, ab) = 0 for all beA,.
We will show that A2 is an ideal of Al which contains Rad AI . We will be able to continue this process by defining additional ideals Aj.
However, in order to understand some of their properties we will need the following lemmas. In this paper we use the following simplified version of Amitsur's formula (see also [12, Ch. 71 
Proof. For the convenience of the reader we give here a direct proof of the lemma.
For any c f A consider the variation z(c, t)= Det (I + tc) of the characteristic polynomial x(c, t) of c in the indeterminant t. The coefficient of tk is described in (2) . We are looking for the coefficient of tk in Det(Z + t(a + b)).
We begin by noticing
This implies that, modulo the ideal spanned by t3, we have 
To continue we multiply (I + tu)(Z + tb)(Z -t2ub) by (I + t3a2b)(Z + t3bub). For definiteness, we do this on the right. The corresponding product modulo t4 is Z+t(a+b).
By collecting the coefficients of t3, we get Tr
This is of the correct form.
We continue by induction on k.
To be more precise, assume at step k we have a product (I + tu)(Z + tb)(Z -t2ab). . . (1 -I-61tkwk, 1). . . (I+ &tkwk,,) where each wk,i is a word in a and b of length k and each Sj E { 1, -l}. We assume further the product is Z + t(a + b) modulo t k+' After expansion, one sees that the coefficient of tk+' can .
be written as a sum of expressions of the form &iWk+l,i (1 5 i 5 r') where wk+l,l are words in a and b of length k + 1 and si E { 1, -1). Our case above is step k = 2.
Multiply the product by
The result is congruent to I+t(u+b) modulo t k+2 Taking determinants of this congru-.
ence modulo tk+2, using the product rule for determinants, expanding the determinants using the trace formula (2) Define A0 to be A. Then the present definition of Al, coincides with the one above Lemma 1.
We will need the following theorem to show that the nonzero eigenvalues of elements in A, all occur with multiplicities which are multiples of pi. When pi > n, they must all be 0 and so Aj = Rad A. Proof. This is proved by induction on j. We have shown (i) and (ii) for j = 1 in Lemmas 1 and 2. We will use Lemma 4 to show (iii). We must examine Tr is in Al because it is an ideal. This shows that (iii) holds for j = 1 as well. Now suppose j > 1. We assume the theorem true for j -1 and will prove each of the three assertions for j.
Assertion (i).
Because of the semi-linearity of the trace of elements in A.i_1 acting on nJ'-'( W) by (iii), Aj is closed under addition. Note that Tr( pJ, La) = ip'Tr( pi, a) so it is also closed under scalar multiplication.
Note that for UE /1P'( IV), ub(u) = u(bv)
and so Tr( pJ, ub) = Tr(pj, bu). Now Aj is an ideal in Aj-1 which contains Rad A just as in Lemma 1.
Because of this semi-linearity, it is possible to find Aj by solving linear equations just as for Al. The input is a basis for Aj_1, the output a basis for Aj.
Assertion (ii).
We know from Lemma 2 applied to np'-'(IV) that the distinct nonzero eigenvalues of UE Aj acting on /iPI-' (IV) must all be of multiplicity a multiple of p.
These eigenvalues are by Lemma 3 of the form 1;' 2;' . . .if' each with multiplicity (E:) ($ I. (z;) where p is a partition of piPi with parts (~1,. . . , pr} where some of these parts are allowed to be 0. We know by induction that mi is a multiple of 1-1 I p-'-l and so we may assume m; = pj-'m:. The proof of the theorem by induction is complete. q
As has been mentioned, this process terminates when pi >n and the corresponding Aj is the radical.
Module invariants
In this section we will be considering the action of the finite-dimensional algebra A on other finite-dimensional vector spaces. We will not require the action to be faithful as we did above. From here on we assume familiarity with the usual notions of algebra actions, vector space modules and the implications of the Wedderbum theorems. In particular, as the dimensions are finite all modules have a composition series. We continue to denote the action by a.
We A is called semisimple if its radical is zero. In this case the Wedderbum theorems say that A is a direct sum of full matrix rings over division rings. The irreducible nonzero modules are the natural modules on exactly one of these matrix rings. If A is not semisimple, its radical is the intersection of the kernels of all of the irreducible modules and A/RadA is semisimple.
In order to find more properties of Tr(s,a) where a acts on V, it is convenient to extend the field so that the action on each of the nonzero composition factors of 1' is a full matrix ring over the field. This will certainly be the case for the algebraic closure but will also be true for a finite extension. Let K be an extension of the ground field F. Then A can be identified with the subalgebra 1 @A of A = K 81, A. Also, if I' is an F-module then 7 = K @ V can considered to be a K-module in a natural way. 
It is known that if F is of zero characteristic and
A is semisimple, the ordinary trace determines the representation multiplicities of the nonzero composition factors. We generalize this fact to the case of positive characteristic. We will need the following additivity property.
Lemma 8. Let p be a prime. Assume that F is of characteristic p. Let U be a submodule of V Suppose that Tru(pi, a) = 0 for every 0 5 i < j und a E A or
Trv/u(p', a) = 0 for every 1 <i < j and aEA. Then Trv(pj, a) = Tr&pj, a) + Trv/u (pi, a) for every a E A. 
Proof. Obviously, ~v(u, t) = jju(a, t)&o(a, t); whence

F-algebra. Suppose B C A is an F-linear generating set (e.g., a basis) of A. For the A-modules U and V the following assertions are equivalent:
(i) ~u(a,t)=~v(a,t) for aEA; (ii) Tr"(pi, a) = Trr(pj, a) for aEA and jg N, j > 0; (iii) TrU(pj, a) = Trv(pj, a)for UEB and j< max{log,dimF U,log, dimF V}.
Proof. Assertion (i) can be reformulated as follows.
(i') TrU(s,a)=Trv(s,a) for every QEA and positive integer s.
Implications (i') =+ (ii) + (iii) are obvious. Assume that (iii) holds.
Let N = max{ [log, dimF Ul, [log, dimF Vl} and W = UP'-' $ V (direct sum of
PN -1 copies of U and one of V). We work in U $ W. We have To&a, t)= &(a, t))P'Xv(a, t) s xv(a, t) (mod tp').
In other words, Tru@&s,a)=Trr(s,a) for aEAandO<s<p'. We prove by induction on j that Trw(pJ, .) is identically zero on A if j < N. For j = 0, it follows from the linearity of the ordinary trace. Assume that 0 < j < N and the functions Trw(p', .) are identically zero on A for i < j. Lemma 8 implies that
Tr&pJ, a)=Tro@w(pJ, a)-Tru(p', a). We have seen that the expression on the right hand side equals TrV( pi, a) - Tru( p', a) , which is zero for every UEB by condition (iii). By Theorem 7(iii), the function Trw(pi, .) must be identically zero on A.
We have proved that the functions Tr,(p', .) (0 <j < N) vanish on A. Theorem 7(iii) implies that the same holds for the functions Trw(s, .) for every 1 5 s < fl. In other words, for every a E A, we have zw(a, t) s l(mod tp'), whence j$~w(a, t) = ?"(a, t) (mod tp' ). Combining with the congruence xuew(a,t) f ?~(a, t) (mod tP\') and looking at the degrees we infer ?~,(a, t) = z"(a, t). 0 
Proof. By Proposition 9, assertion (ii) is equivalent to
(ii') ?"(a, t) = xv(a, t) for every a E A. Since for every a E A we have &J,u,(u, t) = Xu(a, t)/iL(a, t) and &,~,(a, t)=&(a, t)/ ?~(a, t), assumption (ii) is inherited by U/UL and V/V,, and we can use induction in the case where U > UL. Cl
Implication (i) + (ii') is obvious. We prove implication (ii'
)
Corollary 11. Let F be of characteristic p > 0, and let A be a finite-dimensional F-algebra and suppose B is a subset of A such that B U RadA is an F-linear generating set of A (e.g., B induces an F-basis of AJRadA). For any two A-modules U and V the following assertions are equivalent: (i) U and V have isomorphic nonzero composition factors (counted with multiplicities);
(ii) Tru(pj, a) = TrV(p', a) for UEA andfEN, j > 0; (iii) TrU(pJ, a) = Trr(pj, a) for DEB and j 2 max{log, dimF U, log, dimF V}.
Proof. The implications (i) + (ii) + (iii) are obvious. Assume that (iii) holds. We replace U and V with the direct sum of the nonzero composition factors, achieving the situation where U and V are semisimple. Since RadA annihilates U and V, and TrU(pj, a) and TrV(pj, a) depend only on the class a + RadA, we can apply the preceding theorem for A/Rad A in place of A to derive the equivalence of (i) and (ii).
Finally, the equivalence of (ii) and (iii) follows from Proposition 9. 0
Combining again with the characteristic 0 case we have the following result.
Corollary 12. Let F be an arbitrary field, and let A be a finite-dimensional F-algebra and B CA such that B U RadA is an F-linear generating set of A (e.g., B induces an F-basis of AJRadA). For the A-modules U and V the following assertions are equivalent: (i) U and V have isomorphic nonzero composition factors (counted with multiplicities);
(ii) xu(u, t) = x~(u, t) for every a EA; (iii) xu(a,t) = Xr(u, t) for every UEB.
We will need the following result in Section 4, where we extend a parallel algorithm of Eberly [7] for computing the Wedderburn decomposition of semisimple algebras over an arbitrary ground field. Assume that A is a finite dimensional commutative semisimple algebra. An element b E A is said to split a pair Al, A2 of simple components of the commutative semisimple algebra A if the minimal polynomials of the projections of b onto Al and AZ, respectively, are relatively prime. This also leads to an alternate characterization of the ideals Aj and shows they satisfy certain "radical" like properties. In particular it is easy to show using our properties that Aj is the largest left ideal for which Tr(p', .) = 0 for all a E Aj and i E (0,. . . ) j -1 }. Of course "right ideal" or "ideal" can be used in place of "left ideal" in this characterization.
Algorithms
In this section F is of characteristic p > 0. The results of Section 2 suggest a method for computing RadA based on solving semilinear equations. The present algorithm differs from those in [6, 9, 131 only in the way of computing the trace functions.
The following simple example (see also [6] ) demonstrates that the problem of computing the radical of finite dimensional algebras over F involves taking pth roots of elements of F.
Example 1. Let F be a field of characteristic p, CI E F, and A = F[x]/(xP -a). It is known that the polynomial xp -c( is either irreducible in F[x]
or has a unique root x'!P in F. In the former case RadA = (0). In the latter case the inverse image of RadA is the ideal I in F[x] generated by x -a'/P, and, using standard polynomial arithmetic over F, from RadA we can compute the unique manic generator x -CC'!J' of I.
In [S], Frohlich and Sheperdson proved that it is algorithmically
intractable to take pth roots (therefore computing the radicals of finite dimensional algebras) by algorithms using merely the field operations. There is a more sophisticated construction, due to Lazard [lo] , of a field F together with an element z E F, such that effective algorithms for both arithmetic in F and factoring polynomials over F are available, but it is undecidable, whether an element IX of F has a pth root in the extension field Note that there is a construction of a ground field F due to Frohlich and Sheperdson (cf. [8, lo] Note that if F is a perfect field such that the inverse x H x1/J' of the automorphism x H xJ' is given as a part of the input (this can be assumed in the most important case where F is finite), we can replace the entire while loop around (* * *) by the more direct code f := {(y:'",...,y~'S)lyEr}
If F is finite then the running time (measured in bit operations) of the algorithm is obviously polynomial. In [9] , an (n + dimA logq)"(m) bound on the number of bit operations is proved for the case F = E&XI,. . . , x,,,). This is a polynomial bound if m is constant. Note that the method is applicable to algebras over finite extensions of E&l,..., x,) (e.g., the global function fields if m = 1) as well, via considering A as an algebra over Eq(xi,. . . ,x,).
For the remainder of this complexity analysis we discuss the most important case where F is finite. The time critical step in the algorithm is the determination of Tr(p',x) for x a product of two elements of B (for the various instances of B during the algorithm) since such computations may have to be performed as many as logP(n)(diyA) times. Computing these exterior traces as sums of the principal minors of degree pi is rather costly. In [13] , a method polynomial in log p and n, where F is of order p is presented. The algorithm (together with the definition of Tr(p',x)) is based on exponentiation of an integral lift of the matrix x. In view of (2), they can be computed via the characteristic polynomial x(x, t). The number of arithmetic operations in F needed to compute a characteristic polynomial is O(m(n) log2 n) (or slightly better), polynomial in n. Here, m(n) stands for the number of operations needed to multiply two n by n matrices over F. (The best-known asymptotic result for m(n) is 0(n2.376) with a huge constant, see [2] for the details.) We have that the time consumed by computation of Tr(pJ, bb') is (up to a factor 0(log2 n)) in the same magnitude as the time needed for computing the product bb'. The main problem with Ronyai's method is that it requires a prime ground field. Considering an algebra over GF(p') as an algebra over the prime field Ep results in a very undesirable blowup of the dimension (hence the sizes of the systems of linear equations to solve). This problem could be remedied using Eberly's method (lifting from GF(p') to a ring which is a free Z-module of rank t), although if pf is small then even this method appears to be more time consuming than using an implementation of arithmetic in GF( pf ) based on tables for the operations.
A problem is that the size of B does not always decrease; in fact, the weakly descending chain of Aj may stammer until the last step. For example, if A is the subalgebra of M,(F) consicsting of all upper triangular matrices all of whose diagonal entries are equal, and n = pk, then Aj = A for all j 5 k, while &+i is the ideal of all upper triangular matrices all of whose diagonal entries are zero. A consolation is that if Aj =Aj+l, one can use the old characteristic polynomials for determining the new Gram matrix G.
From Theorem 14 it is apparent that throwing in another A module next to IV, the standard one, is very useful. In general, the anomalies of the multiplicities of one module being multiples of a high power of p, will not readily recur in other modules.
By way of example, consider once more the algebra A of the previous paragraph.
Taking in addition to W = U$ its submodule V = #l), we find A,, = Rad(A).
Application
Corollary 13 enables us to extend the proof of correctness of a parallel ("NC2") reduction algorithm by Eberly from the problem of computing the Wedderbum decomposition of F-algebras to factoring polynomials over F for arbitrary ground field F (e.g., for every global function field). We give a sketch of Eberly's algorithm. The reader is referred to [7] , Section 4 for the details. Assume that the factorization of the minimal polynomial of every b E B for a basis B of the center of a semisimple matrix algebra A <M,(F)
is given as a part of the input. For every b E B, from the factorization of the minimal polynomial of b, we compute the decomposition of 1~ into the sum of primitive idempotents in the (central) subalgebra generated by 1~ and b.
We have partial decompositions of 1 A into sums of orthogonal central idempotents. The common refinement of all the decompositions can be obtained by an iteration based on computing pairwise refinements of disjoint pairs in parallel. This method can be implemented on arithmetic-Boolean circuits over F of polynomial size and depth O(log2(n + dimA)). Lemma 4.1 in [7] asserts that, assuming F to be either finite or of characteristic zero, the common refinement is the decomposition of 1~ into the sum of the primitive idempotents of the center. The main ingredient of the proof is that under the assumption on the ground field, any pair of simple components of A is split by at least one basis element b E B. We have proved this fact for an arbitrary field F in Corollary 13, hence the assertion of Lemma 4.1 of [7] holds without any assumption on the ground field. This means that the algorithm finds the Wedderbum decomposition of a finite dimensional semisimple algebra over an arbitrary field.
Module isomorphisms
There is a straightforward way to compute an isomorphism between two A-modules U and V. For, HomA( U, V) can be computed as the solution space of the system of linear equations in linear maps U + V expressing that they commute with the action of generators of A. If the ground field is large enough, a randomized method is available to find an invertible element of Horn (U, V), if it exists. Both methods are polynomial time.
A test, based on Corollary 11, checking whether two unital A-modules have the same composition factors, would lead to an alternative method of deciding isomorphism for two semisimple modules U and V. Our method is deterministic and works for small ground fields as well. For a large ground field we could make the following randomized
