The isomorphism problem for graphs has be@n in recent years the object of a much research (see e.g. [Col 78] or It was natural to try to extend these algorithms to classes of non-planar graphs. This was not possible in the absence of better algorithms for embedding graphs in surfaces. Previous work by Filotti [Fi 78] and Filotti and Miller rFi-Mi 79] was a necessary stepping stone to this end. This enabled us to give the algorithm we shall present here for determining the isomorphism of graphs of genus y. The algorithm runs in time 0(~ Y+n) for some positive constants m and n. This enlarges considerably the class of graphs for which there exists a polynomial algorithm-for isomorphism.
|. Introduction
The isomorphism problem for graphs has be@n in recent years the object of a much research (see e.g. [Col 78] or ). Its complexity is still unknown. It is not known whether the problem is NP-complete, although it is NP, of course. It is not known whether there exists a polynomialtime algorithm for it. Recently, Babai [Ba 79 ] has discussed probabilistic algorithms. For additional information see also [Mi 77] . The problem has also some practical applications. Of the known algorithms let us only quote the work of Weinberg ~We 66] and of ]. Weinberg's algorithm rums in quadratic time (in So, the number of vertices of the graphs). Hopcroft and Tarjan's runs in time 0(~ o log Co) and uses their powerful technique of depth-first search. Both these algorithms apply only to planar (Weinberg's only to 3-connected planar) graphs. They rely on a wellknown rigidity theorem of Withney [Withney 323.
It was natural to try to extend these algorithms to classes of non-planar graphs. This was not possible in the absence of better algorithms for embedding graphs in surfaces. Previous work by Filotti [Fi 78] and was a necessary stepping stone to this end. This enabled us to give the algorithm we shall present here for determining the isomorphism of graphs of genus y. The algorithm runs in time 0(~ Y+n) for some positive constants m and n. This enlarges considerably the class of graphs for which there exists a polynomial algorithm-for isomorphism.
Weinberg's method relies on the fact that a planar 3-connected graph has only one embedding in the plane (actually two embeddings if we count an embedding and its mirror image as different). This *) On visit at INRIA, 78150 Le Chesnay, FRANCE.
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theorem is due to Withney rWithney 32]. Weinherg shows how to canonically associate a code to a planar embedding. From Withney's theorem it follows that for planar 3-connected graphs the code depends only on the graph. To etablish the isomorphism of planar 3-connected graphs it suffices to compare the corresponding codes. This algorithm runs in time bounded by a quadratic polynomial in So. Weinberg does not generalize his algorithm to arbitrary planar graphs. This is done by who show how to construct a code for a graph from the codes of its 2-connected components and how to construct a code for a 2-connected graph from those associated to its 3-connected components. The latter depends on a decomposition due to Tutte [Tu 66 ]. This decomposition, and hence this part of the algorithm of Hopcroft and Tarjan, holds for arbitrary graphs. Hopcroft and Tarjan show how this decomposition can be achieved within time bounded by a polynomial in So (actually, within ~o log~o steps). We can therefore confine ourselves to 3-connected graphs.
For 3-connected graphs of higher genus the immediate generalization of Withney's theorem is false. Let Sy denote the compact surface of genus y. A graph with only one embedding (up to mirror image) in S. will be called y-rigid. A graph G is called rigid if it is y(G)-rigid, where y(G) is the genus of G. Thus Withney's theorem asserts that planar 3-connected graphs are (o)-rigid. In contrast, it is easy to construct for every y>o an infinity of 3-connected graphs that are not y-rigid.
Our algorithm relies on a generalization of Withney's rigidity theorem. Let H be a subgraph of G and let H 2 be an embedding of H in Sy. The pair (H 2, G) will be called rigid if there is just one (up to mirror image) embedding G 2 of G in Sy that extends H 2. We shall also say that the extension problem (H 2, G) is rigid. Theorem 7 below, a generalization of Withney's theorem, will yield an important class of rigid extension problems. We then use techniques inspired from the embedding algorithms of Filotti and Miller (~Fi 78 Graphs (i.e. CW-complexes of dimension I) are written with superscript ] (as in H I , G I, etc), embeddings (i.e. CW-complexes of dimension 2) are written with superscript 2. The superscript will be omitted when it is clear from the context. G 1 will in general denote the l-skeleton of G 2. V(G), E(G) and F(G) denote respectively the set of vertices, edges and faces of G. Their cardinalities are respectively ~o(G), ~i(G) and ~2(G). The Euler characteristic of G 1 is x(G 1) = ~o(G I) -el(Gl).
The Euler characteristic of G 2 is x(G 2) = ~o(G 2) -~i(G 2) + ~2(G2). To any complex one can associate homology groups Ri(G j) (i = O,I .... ,j ; j = 1,2~. These are free ab@lian groups. The rank of Hi(GJ)is denoted by Bi(GJ). By the "alternating sum theorem",
. can be shown that 8o(G 2) = 82(G2). 8o(G j) equals the number of connected components of the underlying graph. An embedding G 2 can be described by a method due to, among others, Hefter and Edmonds (see e.g. [White 73]). Briefly, G 2 can be completely described by giving at each vertex of G I a cyclical ordering of the edges incident to it. To every embedding of G one can associate a graph G, (depending on the embedding) as follows : associate a vertex to every face of the embedding and connect two vertices of G, if the corresponding faces are adjacent(i.e, share an edge). G, is called a (geometric) dual of G. There is a natural bijection between the edges of G and those of G,. Edmonds (lEd 65] ) has shown that an embedding is completely described by a geometric dual. In general the dual is not unique. This notion of dual must not be confused with that of algebraic dual introduced by Withney, although the two are intimately connected. Further, the dual has a canonical embedding G 2 of the same genus as G 2.
To a graph G 1 one associates a directed graph by associating to every edge of G 1 two arcs with opposite orientations. If the edge was e th two arcs will be denoted arbitrarily by e and e -~ and will be called the sides of the edge. A face of G 2 is a circuit in the digraph associated to G I. If a face never traverses an edge or a vertex more than once it is called simply connected. An All our notions are combinatorical, but it will be quite often useful to use a geometrical language. This is motivated by the fact that to every embedding there is associated a topological space obtained as follows. To every face associate a copy of the unit disk of the complex plane. Map the oriented boundary of the disk onto the oriented circuit corresponding to the face. When composed with the morphism from the directed graph to the undirected graph that identifies opposite sides of the same edge and various copies of the same vertex, this results in a disk with a certain number of identi- Other notations are as follows :
Ix(G) denotes the class of embeddings of genus X of G.
Kx(G) denotes the class of all embeddings of subgraphs of G.
Fy(G) denotes the class of all embeddings of G that are frames (see section 3).
3. The Rigidity Theorem Let G 2 be an embedding. A set of faces is said to contain a simplex if that simplex is contained in some subdivision of the faces. A non-contractible cycle on a surface is also called essential. A bracelet is a pair (fl, f2) of simply connected faces whose union contains an essential cycle. It is easy to see (using Jordan's theorem) that a bracelet must contain a pair (Sl, s 2) of disjoint simplexes such that the cycle c consisting of two chains c I and c 2 joining s I to s 2 in fl and f2 is essential. Such a pair is called a strap of the bracelet. A bracelet may have more than one strap. A frame is a bracelet-free quasi-planar embedding.
Our goal in this section is to prove the Rigidity Theorem, Theorem 7 below.
The details of this proof will appear elsewhere [Fi-May 80]. We shall only give a series of lemmas from which our theorem will follow. LEMMA |. If F 2 is a frame and F2cG 2 then G 2 is a frame. LEMMA 2. Let G2cH 2 he such that H 2 is a proper expansion of G 2.
(a) If G 1 is 3-connected then so is H 2.
(b) if G 1 is simplicial (i.e. without loops or multiple edges) then so is H I . LEMMA 3. Let G 2 be a frame of a 3-connected simplieial graph G 1 . Then G 1 is simplicial and 3-connected.
For any graph G we denote by C(G) the matroid of its cycles.
2 and G 2 be two planar LEMMA 4 (Withney). Let G 1 2 embeddings of the same graph G. Then the natural edge bijection between G~, and GI2* induces an isomorphism of C(G~,) and C(G~,).
The following lemma is our generalization of the previous one. LEMMA 5. Let F 2 be a frame and let FloG I. Let Gi2 and G 22 be two embeddings of G I that are conservative extensions of F 2. Then the natural bijection between the edges of G~, and of G~, induces an isomorphism of C(G~,) and C(G~,). LEMMA 6 (Withney). Let G and H be 3-connected graphs. Let f be a bijection between the edges of G and those of H that induces an isomorphism of C(G) and C(H). Then f induces an isomorphism of G and H. This leads us to the following important theorem.
THEOREM 7 (The Rigidity Theorem). Let G 1 be a 3-connected sim~licial graph. Let F 2 be a frame and let X = ¥(FZ). Let G~ and G~ be two conservative extensions of F 2 with G 1 as l-skeleton. Let G~. and G~. be the corresponding duals. Then the canonical bijection between the edges of G~. and G 1 2* induces an isomorphism of G~, and G~,. Hence G~ and G~ are identical. In particular, the extension (F 2, G I) is rigid.
Proof. G~, and G~, are proper expansions of F I ., By Lemma I, G~ and G~ are frames. By Lemma 3, G~, and G~, are simplicial and 3-connected. By Lemma 5, C(G~,) = C(G~,) under the natural bijection. Finally, G I = G~, under the natural bijection. Hence i* the two embeddings are the same by Edmond's characterization.
Remark. There is an easy algorithm that will construct the unique extension of F 2 to G I . Namely, select a chain of Gi-F 1 that rests on F I. We are sure by the Theorem that this chain can be embedded in a single way. Let G~ be the resulting embedding. Let H2cG 2 be a conservative extension and let e be a chain internal to a face f of H 2. If no edge of e is internal in G 2 we shall say that the internal chain e has been removed or has been sepca~ated in G 2. Similary, if v is an internal vertex of H 2 that is no longer internal in G 2 we shall say that the internal vertex v has been removed. Finally, if (sl, s 2) is a strap in H 2 but is no longer one in G 2, we shall say that it has been removed.or separated.
LEMMA 8. Let H2cG 2 be a conservative extension.
(a) If a chain e of G 2 is internal, then it is also internal in H 2.
(b) If a vertex v of G 2 is internal, then it is also internal in H 2.
(c) If (sl, s2) is a strap in G 2 it is also one in H 2 .
Proof. Immediate.
Thus an internal vertex that has been removed in some extensions cannot become internal in some further extension. Similar remarks hold for internal edges and straps.
4.2. The following version of Menger's theorem will be very useful. Let S and T be two disjoints subsets of V(GI). A set XcV(G I) is said to separate S and T if after its deletion no component contains both a vertex of S and one of T (cf. e.g. ). In particular, if S is a singleton, removal of the vertex trivially separates S from T.
LEMMA 9 (Menger). Let S and T be two disjoint sets of at least k+| vertices. Let Cl,C2,...,c k (ke|) be vertex-disjoint chains connecting S to To Then S and T are connected by k+1 vertex-disjoint chains if and only if no k-tuple (Vl,V2,...,Vk) of vertices of Cl,C2,...,c k respectively separates S from T.
4.3 Let H2cG 2 be a conservative extension. We shall associate to the extension a planar embedding called its planar representation, P(H2,G2). To every face f~F(H 2) associate an undirected cycle in the plane, different faces receiving disjoint disks. The pieces of GI-H 1 can then be embedded in these disks in exactly the same manner as in G 2. Figure } shows an example of such a representation.
H 2 is in solid lines G2-H 2 is in dotted lines p(He,G 2) Figure | By an abuse of language we denote the cycle that corresponds to f in p(H2,G 2) by the same letter and the component corresponding to face f by f(G2). To every internal edge of H 2 there will correspond two edges in f(G 2) called its sides. To every internal vertex of H 2 there will correspond a number of vertices on f(G 2) called its corners. We call p(H2,H 2) the planar representation of H 2. If H 2 is quasi-planar, it consists simply of disjoint disks in the plane. Each edge of the boundary of such a disk corresponds to an edge of H 2 and the two sides of an edge always occur in different disks.
4.4. Let again H2cG 2 be a conservative extension, and let feF(H 2) have an internal edge e. f is then of the form eae-lb for some directed chains a and b of the directed graph associated to H I . We shall call a and b the components of the rim of f. LEMMA |0. (a) e is no longer internal in G 2 if and only if f(G 2) has no articulation points in the interior of e.
(b) if G 2 is quasi-planar,then f(G 2) has no articulation points on e.
(c) if e is no longer internal in G 2, then f(G 2) contains two independant chains connecting the opposite sides of the rim. A pair of chains as in (c) or (d) is said to separate the chain e in f.
We now turn to internal vertices. LEMMA ]|. Let feF(H 2) and v' and v" be two corners of the same vertex v. If G 2 has no repeated vertices then there exists a chain in f(G 2) that separates v' and v". 4.5 Extending slightly a notion of Tutte [Tu 66 ], let us call a pair (Sl,S2) of non-adjacent simplexes of H I a hinge if its removal disconnects the graph. It can be shown that in a planar graph a pair of simplexes is a hinge if and only if it is common to two faces of any embedding of the graph.
We now modify slightly the notion of strap. First, we shall allow the si's to be chains of edges, s 2 and s 2 being non-adjacent. Further, we shall insists that a strap be maximal, i.e. that no pair of non-adjacent chains (s{,s~) be a strap if s~ms.. Ii Consider now an extension H2cG 2 with H 2 quasiplanar. Let (fl,f2) be a bracelet of H 2. In p(H2), the embedding induced on a bracelet is, after identifying the common chains, of one of the following three types (Figure 2 Define the rim of (fl,f2) with respect to the strap as consisting of the vertices of (the boundary) fl and f2 that are not interior to s 1 or to s 2 (a vertex being eonsidered interior to itself). In cases (a) and (b) the rim has two components. It has four in case (c).
We shall say that the strap (Sl,S2) has been removed from (fl,f2) if G 2 has no pair (s{,s~) of non-adjacent chains and no pair (fl,f2)' ' of faces such that (sl,sl)c(Sl,S2), (fl,f~)c(fl,f 2) and that (s{,sl) is a strap of (fl,f2)' ' . A chain of G2-H 2 all of whose edges are embedded in fl or f2 will be said to be embedded in fluf2 . LEMMA |2. Let H 2 be quasi-planar and let H2cG 2 be a conservative extension. Assume that H 2 possesses a bracelet (fl,f2) with strap (Sl,S2) that has been removed from (fl,f2)in G 2. Then (a) if both s I and s 2 are chains of at least one edge, then G 2 possesses three vertex-disjoint chains connecting the two components of the rim and embedded in fluf2 .
(b) if one only of the two components of (Sl,S2) is a chain of at least one edge, then G 2 possesses two vertex-disjoint chains connecting the two components of the rim and embedded in fluf2.
(c) if s I and s 2 are both vertices, then they are separated by a chain embedded in either fl or f2"
Proof. The proof follows from Lemma 9 and the remark concerning the hinges of planar graphs.
The set K(G I) of embeddings of subgraphs of G is partially ordered by c. This induces a partial ordering on any subset of K(Gi). An antic~in is set of mutually incomparable embeddings under this ordering. It is maximal if no superset is an antichain.
Let X, YcK(G). We shall say that ~ dominates X (notation : X~Y) if every embedding of Y extends some embedding of X. A base for X is an antichain dominated by X.
The Main Theorem

5.1
The Main Theorem that we shall prove in this section shows that a 3-connected graph cannot have too many frames of genus ~. Moreover, they can be listed in polynomial time.
Recall that ~x(G) denotes the number of embeddings of G of genus y and that I~(G) denotes the total number of embeddings of G of genus X • THEOREM 13 (Main Theorem). For every genus yeO there exist polynomial py and qy such that for any 3-connected graph G :
(b) the frames of G of genus y can be effectively listed in time bounded by qx(~o(G)).
Let us call a class of graphs x-semi-rigid if there exists a polynomial py such that Ix(G)~p~(~o(G)) for all graphs G of the class. It follows from the Main Theorem that the class of graphs admitting only frames as embeddings in S~ is y-semi-rigid.
To prove the Main Theorem, we shall construct a base D(G) for F(G). The procedure will be efficient i.e. will run in time bounded by a polynomial in so(G). Consequently ID(G)[ is bounded by such a polynomial. By the Rigidity Theorem, it now follows that G I has no more than ]D(G) I frames of genus y. Further, by the remark following the Rigidity Theorem, an extension of F 2 to G I can be constructed very efficiently. Thus, we have reduced the problem to that of the construction of D(G).
To construct D(G) we shall proceed along lines similar to those used in rFi 78] and rFi-Mi 79]. Essentially, the method consists of starting with an embedding that is non-quasi-planar and to study the ways in which a quasi-planar embedding can extend it. We then proceed to remove the straps of the bracelets. More precisely, we shall construct a sequence of antichains of embeddings In what follows yeO is fixed, G is a fixed 3-connected graph and T is a fixed spanning tree of G.
A(G)~B(G)~C(G)~D(G)~F(G)
,
~2~E~!~n_2~_~i~l
For any set S of edges of G-T, we let T(S) be the subgraph constituted of S together with all the paths of T connecting two vertices u and v that are extremities of edges in S. v(v) denotes the valence of vertex v. Proof. (a) The sum on the left-hand side counts every edge twice. Each graph H = T(S) admits at most 0(4x4Y)embeddings. Thus the construction of A(G) requires no more than 0{ao 2Y) steps (for yel, which is anyway the only case of real interest).
We shall construct a chain A(G) = Bo(G ) N BI(G) N...~ Br(G ) = B(G). Assume H2£Bi(G) has been constructed. We shall construct from H 2 a set of extensions that will belong to Bi+i(G). If H 2 has no internal edges then we let H 2 be a member of Bi+i(G).
Assume that H 2 has an internal chain e belonging to a face f. Using the notations of section 4.2, let a and b be the rims of f. Let L 1 be the subgraph of G 1 induced by the edges in (Gi-HI)u{e}. By Lemma 10, any frame extending H 2 will contain two vertex-disjoint chains connecting the rims and embedded in f. We would like to place in Bi+i(G) all possible extensions obtained by augmenting H 2 by two such chains. Unfortunately, this number is much too high. Observe however that if a chain c has been embedded in f then any other chain of Gi-H 1 that touches c at an interior vertex will be also embedded in f. Therefore it suffices to specify the edges that begin and end the separating chains and then verify that such chains exist. To summarize, H 2 will generate a family of embeddings as follows : pick in all possible ways two edges e I and e 2 in L I that have exactly one extremity on a and two edges e~ and e~ in L I that have exactly one extremity on b. Using a standard max-flow-min-cut algorithm construct two disjoint chains c I and c2 in Gi-H 1 connecting {el,e 2} to {el,el}. If no such chains exist take the next choice. Let K 2 be the embedding obtained by embedding c I and c 2 in f and removing e. Bi+i(G) will consist of all such embeddings.
Clearly, the chain (Bi(G))i>o beconmes stationary for i greater than the number of internal edges of H 2. We let B(G) equal its limiting value. Hence ~o(K~ed)~2~ + 2.3~ = 8~.
The number of internal vertices of K~e d does not exceed 8~ and the multiplicity of an internal vertex does not exceed 6U.
Let K2~B(G). By Le~mna 11, if G 2 is a frame of G, then any two co-facial corners of the same vertex of K 2 will be separated by a chain in G 2. By Lemma 8, it suffices to remove all the existing internal vertices and no new ones will be created in the process. Suppose that a face of K 2 has r repeated vertices, each with nl,n2,...,n r corners respectively. In G 2 any two consecutive corners of the same vertex must be separated by a chain. Therefore there can be at most En i separating chains and at most 2En i different extremities.
Each embedding K2EB(G) will generate embeddings L 2 in C(G) as follows.
(a) For each face f6F(K 2) containing internal vertices and for each pair (u',u") of consecutive corners of the same vertex on f, choose a pair (v',v") of corners of f skew to (u',u"). (v',v") will be candidate extremities of a chain separating u' and u" and embedded in f. To evaluate the number of straps and bracelets, notice that every strap of LSe d must involve either an internal edge of H i or an internal vertex of K 2. Thus there cannot be more than 80~ straps.
The running time of this procedure is dominated hy step (a) .
Step (a) requires the choice of no more than 36~ vertices, hence O(~o(G) 36~) choices. Steps (b), (c), (d) and (e) require no more than 3 ~o(G) steps.
~EH£~!~_~_~!~l
This construction is based on Lemmas 8 and 12. By Lemma 8 once all straps have been removed no new ones have been created. By Lemma 12 the simplexes of a chain can be separated by one, two or three chains,depending on the nature of the strap. The number of straps of an embedding L2~C(G) does not exceed 80~ (D = 27 -I). To remove all straps no more than 240~ separating chains are needed. The construction is very similar t~ that of B(G). We shall omit the details.
This completely concludes the proof. We have actually shown that the degree of the polynomial py and qy is linear in y as was stated in the Introduction (unfortunately this statement was omitted from the statement of Theorem 13). We have the following important COROLLARY 17. There exists an algorithm that runs in time 0(=o(G) I(Y)) for determining the isomorphism of 3-connected graphs of genus y that admit only frames of genus X, where I is a linear function.
