In this article, we introduce the class of semimonotone star (E s 0 ) matrices. We establish the importance of E s 0 -matrix in the context of complementarity theory. We illustrate that the principal pivot transform of E s 0 -matrix is not necessarily E s 0 . However,Ẽ s 0 -matrix, the subclass of E s 0 -matrices with some additional conditions is in E f 0 by showing this class in P 0 . If A ∈Ẽ s 0 ∩ P 0 , then LCP(q, A) can be processed by Lemke's algorithm. We show the condition for which the solution set of LCP(q, A) is bounded and stable underẼ s 0 -property. We propose an algorithm based on interior point method to solve LCP(q, A) given A ∈Ẽ s 0 .
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Introduction
The concept of pseudomonotone or copositive star on a closed convex cone with respect to complementarity condition was studied by Gowda [11] . Copositive star matrices are of crucial importance in deriving criterion for P 0 ∩ Q 0 . The properties of copositive star matrices are well studied in the literature of linear complementarity problem. A star matrix [10] is defined as any point x from solution set of LCP (q, A) satisfies A T x ≤ 0. Bazan and Lopez [10] studied F 1 -matrix in the context of star matrix and proved the necessary and sufficient conditions of F 1 -properties. In linear complementarity theory, much of the research is devoted to find out constructive characterization of Q 0 and Q-matrices. The set K(A) is denoted as a closed cone containing the nonnegative orthant R n + . Eaves [9] showed that A ∈ Q 0 if and only if K(A) is convex. A subclass Q of Q 0 is defined by the property that A ∈ Q if and only if K(A) = R n . Aganagic and Cottle [1] showed that Lemke's algorithm processes LCP(q, A) if A ∈ P 0 ∩ Q 0 .
Many of the concepts and algorithms in optimization theory are developed based on principal pivot transform (PPT). The notion of PPT is originally motivated by the well-known linear complementarity problem. The class of semimonotone matrices (E 0 ) introduced by Eaves [9] (denoted by L 1 also) consists of all real square matrices A such that LCP(q, A) has a unique solution for every q > 0. Cottle, Pang and Stone [6] introduced the notion of a fully semimonotone matrix (E f 0 ) by requiring that every PPT of such a matrix is a semimonotone matrix. For the class E f 0 with some additional conditions, LCP(q, A) has a unique solution. Stone studied various properties of E f 0 and conjectured that E f 0 with Q 0 -property are contained in P 0 . The linear complementarity problem is a combination of linear and nonlinear system of inequalities and equations. The problem may be stated as follows: Given A ∈ R n×n and a vector q ∈ R n , the linear complementarity problem LCP(q, A) is the problem of finding a solution w ∈ R n and z ∈ R n to the following system of linear equations and inequalities:
w − Az = q, w ≥ 0, z ≥ 0 (1.1)
Let us consider FEA(q, A) = {z : q + Az ≥ 0} and SOL(q, A) = {z ∈ FEA(q, A) : z T (q + Az) = 0} are said to be feasible and solution set of LCP(q, A) respectively. In this article, we introduce a class of matrices called semimonotone star matrix (E s 0 ) by introducing the notion of star property to semimonotone matrix.
The outline of the article is as follows. In Section 2, some notations, definitions and results are presented that are used in the next sections. In Section 3, we study the properties of this class in connection with complementarity theory, principal pivot transform, Lemke's algorithm and interior point method. We show that if A ∈Ẽ 
Preliminaries
We denote the n dimensional real space by R n . R n + denotes the nonnegative orthant of R n . We consider vectors and matrices with real entries. For any set β ⊆ {1, 2, . . . , n}, β denotes its complement in {1, 2, . . . , n}. Any vector x ∈ R n is a column vector unless otherwise specified and x T denotes the row transpose of x. For any matrix A ∈ R n×n , a ij denotes its ith row and jth column entry, A ·j denotes the jth column and A i· denotes the ith row of A. If A is a matrix of order n, ∅ = α ⊆ {1, 2, . . . , n} and ∅ = β ⊆ {1, 2, . . . , n} then A αβ denotes the submatrix of A consisting of only the rows and columns of A whose indices are in α and β, respectively. For any set α, |α| denotes its cardinality. A and q denote the norms of a matrix A and a vector q respectively. The closure of a set F is denoted by cl(F ). For any set E ⊆ R n , E * denotes the dual of E defined by
In this article we use the following convention. Suppose a class of matrices C ⊆ R n×n is defined by specifying a property which is satisfied by each square matrix of order n in C. We then say that A is a C-matrix. Thus the symbol C is used for the class of matrices satisfying the specified property as well for the property itself. The principal pivot transform (PPT) of A, a real n × n matrix, with respect to α ⊆ {1, 2, . . . , n} is defined as the matrix given by
Note that PPT is only defined with respect to those α for which det A αα = 0. By a legitimate principal pivot transform we mean the PPT obtained from A by performing a principal pivot on its nonsingular principal submatrices. When α = ∅, by convention det A αα = 1 and M = A. For further details see [4] , [6] and [18] in this connection. The PPT of LCP(q, A) with respect to α (obtained by pivoting on A αα ) is given by LCP(q ′ , M) where M has the same structure already mentioned with q
T is column sufficient. − sufficient matrix if A is both column and row sufficient. − P (P 0 )-matrix if all its principal minors are positive (nonnegative). − N(N 0 )-matrix if all its principal minors are negative (nonpositive).
. . , n} and det A > 0. − almost copositive matrix if it is copositive of order n − 1 but not of order n. − almost fully copositive (almost C f 0 ) matrix if its PPTs are either C 0 or almost C 0 and there exists atleast one PPT M of A for some α ⊂ {1, 2, . . . , n} that is almost C 0 . − copositive of exact order k matrix if it is copostive upto order n − k. − Z-matrix if a ij ≤ 0. − K 0 -matrix [3] if it is Z-matrix as well as P 0 -matrix. − connected (E c ) matrix if ∀q, LCP(q, A) has a connected solution set.
is nonempty and compact ∀q ∈ R n . − Q-matrix if for every q ∈ R n , LCP(q, A) has a solution. − Q 0 -matrix if for any q ∈ R n , (1.1) has a solution implies that LCP(q, A) has a solution. − completely Q-matrix (Q) if all its principal submatrices are Q-matrices. − completely Q 0 -matrix (Q 0 ) if all its principal submatrices are Q 0 -matrices.
We state some game theoretic results due to von Neumann [20] which are needed in the sequel. In a two person zero-sum matrix game, let v(A) denote the value of the game corresponding to the pay-off matrix A. The value of the game v(A) is positive (nonnegative) if there exists a 0 = x ≥ 0 such that Ax > 0 (Ax ≥ 0). Similarly, v(A) is negative (nonpositive) if there exists a 0 = y ≥ 0 such that A T y < 0 (A T y ≤ 0).
The following result was proved by Väliaho [19] for symmetric almost copositive matrices. However this is true for nonsymmetric almost copositive matrices as well.
n×n be almost copositive. Then A is PSD of order n − 1, and A is PD of order n − 2.
Theorem 2.2. [7] Suppose A ∈ R n×n is PSBD matrix and rank(A) ≥ 2. Then A T is PSBD and at least one of the following conditions hold:
Here we consider some more results which will be required for next section. A matrix A is said to satisfy (++)-property [3] if there exists a matrix X ∈ K 0 such that AX ∈ Z.
Moreover, if A ∈ E 0 , then all five statements are equivalent.
Theorem 2.6. [14] Let A ∈ R n×n be such that for some index set α (possibly empty),
Theorem 2.10.
[19] Any 2 × 2 P 0 -matrix with positive diagonal is sufficient.
Theorem 2.11.
[9] L-matrices are Q 0 -matrices.
Theorem 2.12.
[5] Let A ∈ R n×n where n ≥ 2. Then A is sufficient if and only if A and each of its principal pivot transforms are sufficient of order 2.
Theorem 2.14.
3 Some properties of E s
-matrices
We begin by the definition of semimonotone star (E s 0 ) matrix.
Definition 3.1. A semimonotone matrix A is said to be semimonotone star (E
Example 3.1. Let us consider the matrix
Hence we consider the following cases.
Case I: For
The following result shows that E s 0 -matrices are invariant under principal rearrangement and scaling operations.
Proof. Let A ∈ E s 0 and let P ∈ R n×n be any permutation matrix. For any
, since P is a permutation matrix. It follows that P AP T is a E s 0 -matrix. The converse of the above theorem follows from the fact that P T P = I and
The converse follows from the fact that D −1 is a positive diagonal matrix and
T .
The following example shows that
It is easy to show that
We show that PPT of E Proof. Since A is pseudomonotone on R n + , then A is P 0 matrix by Theorem 2.8. Hence A ∈ E 0 . We have to show that A T satisfies the following property.
For rest of the proof, we apply the approach given by [11] . Since A T ∈ R 0 then 0 = x ≥ 0, A T x = 0 has no solution then for atleast for one i, (A T x) i > 0. Let us define e i be the vector which has one at the i-th portion and zeros elsewhere. Now consider y = e i + λe j , where i = j and λ ≥ 0. Then, for any small δ > 0, we get
By pseudomonotonicity, (x − δy) T Ax ≥ 0. Thus y T Ax ≤ 0. This gives (Ax) i + λ(Ax) j ≤ 0. As δ is arbitrary, (Ax) i ≤ 0 and (Ax) j ≤ 0. Hence Ax ≤ 0.
Corollary 3.1. Suppose that A is pseudomonotone on R n + , and satisfies one of the following conditions: but it is easy to show that
Proof. Let A be PSBD matrix with rank(A) ≥ 2. By the Theorem 2.2 we have following three cases. Case I: A is PSD matrix. This implies 
Note
Assume that every legitimate PPT of A is either almost E orĒ 
Where
Therefore A ∈ Q 0 by the Theorem 2.11. For rest of the proof, we follow the approach given by Das [8] . However for the sake of completeness we give the proof. Note that every legitimate PPT of A is either almost E orĒ Now to complete the proof, we need to show that det A ≥ 0. Suppose not. Then det A < 0. This implies that A is an almost P 0 -matrix. Therefore
almost E then this contradicts that the diagonal entries are positive. Therefore det A ≥ 0. It follows that A ∈ P 0 .
Proof. We show that A ∈ P 0 . Suppose M is a PPT of A so that M ∈ exact order k C 0 . By Theorem 2.1, all the principal submatrices of order (n − k) of M are PSD. Now to show M (n−k+1) ∈ P 0 it is enough to show that det M (n−k+1) ≥ 0. Suppose not. Then det M (n−k+1) < 0. We consider B = M (n−k+1) is an almost P 0 -matrix. Therefore Proof. First we show that A = A αα + − 0 with A αα ∈ P 0 is E 0 -matrix. Let us consider (u α , v) ∈ R n + be a given vector where α ⊆ {1, 2, · · · , (n − 1)}. Without loss of generality we assume u α = 0. Now as A αα ∈ P 0 , we can write A αα ∈ E 0 . By semimonotonicity A αα ∃ an index i such that (u α ) i > 0 and (A αα u α ) i ≥ 0. For such an index i, (A αα u α + v) i ≥ 0. Hence A ∈ E 0 . We consider the following two cases: Case I: Firstly we take x = [x α , 0]
T , where α ∈ {1, 2, · · · , (n − 1)}. Then suppose Proof. As A ∈ L 2 , so A ∈ Q 0 by Theorem 4.19. Now by taking α ⊂ {1, 2, · · · , n − 1}, Aᾱ = 0. Therefore by Theorem 2.6 A ∈ E c .
Remark 5.1. Suppose A ∈ R n×n with A = A αα + − 0 and A αα ∈ P 0 ∩ Q. Now as A ∈ E c so A ∈ E c ∩ Q 0 and by the Theorem 2.7 Lemke's algorithm processes LCP(q, A).
Theorem 5.24. Suppose that A ∈ R n×n with A = A αα + − 0 and A αα ∈ P 0 ∩ Q.
Proof. Since A ∈ R n×n with A = A αα + − 0 and A αα ∈ P 0 ∩ Q then by the Theorem 5.23, A ∈ E c . Again by the Theorem 2.9 A ∈ E f 0 . As A ∈Ẽ s 0 by the Theorem 5.22, A ∈ L by the Theorem 4.19. By applying degree theory, it can be shown that A ∈ P 0 . Remark 5.2. Gowda and Jones [13] raised the following open problem: Is it true that P 0 ∩ Q 0 = E c ∩ Q 0 ? Cao and Ferris [2] showed that P 0 ∩ Q 0 = E c ∩ Q 0 is true for second order matrices. We settle the above open problem partially by considering a subclass P 0 ∩Ẽ 
Proof. Suppose A ∈Ẽ λ =ẑ + λz such that z ∈ SOL(0, A) \ {0} and z λ ∈ SOL(q, A) ∀λ ≥ 0. We select an r ∈ K(A) such a way that α = {i : z i = 0}. Then r i − q i < 0 Now for sufficiently large λ, (z λ − w) α > 0 and w ∈ SOL(r, A). We write
This implies
However strict inequality does not hold in case of α = {i : z i = 0}. 
Proof. The first part of the proof follows from the proof of Theorem 5.25. Now we select an r ∈ K(A) and consider α = {i : z i = 0}. We select an r ∈ K(A) and consider α = {i : z i = 0}. Then r i − q i ≥ 0. Now for sufficiently large λ, (z λ − w) α > 0 and w ∈ SOL(r, A). To prove this we consider following two cases. Case I: Let α = {i :ẑ i > 0, z i = 0}. Then r i − q i = 0. We write
Case II: Let α = {i : z i =ẑ i = 0}. Then r i − q i > 0. We write 
According to Ville's theorem of alternative, there does not exist x > 0 such that Ax > 0. However, Ax > 0, x > 0 has a solution since A ∈ Q. This is a contradiction. Hence LCP(0, A) has only trivial solution. Therefore A ∈ Q ∩ R 0 . Now by the Theorem 2.14, A ∈ Q b . Hence SOL(q, A) is nonempty and compact.
We illustrate the result with the help of an example. and U of (q, A) such that (i) for all (q,Ā) ∈ U, the set SOL(q,Ā) ∩ V = ∅.
(ii) sup{ y − x * : y ∈ SOL(q,Ā) ∩ V = ∅} goes to 0 as (q,Ā) approaches (q, A).
Definition 5.5. A solution x * is said to be strongly stable if there exists a neighborhood V of x * such that the set SOL(q,Ā) ∩ V is singleton.
Definition 5.6. A solution x * is said to be locally unique if there exists a neighborhood V of x * such that SOL(q,Ā) ∩ V = {x * }.
The following result shows that the solution set of LCP(q, A) is stable when A ∈ E 
Iterative algorithm to process LCP(q, A)
Aganagic and Cottle [1] proved Lemke's algorithm process LCP(q, A) if A ∈ P 0 ∩ Q 0 . Todd and Ye [17] proposed a projective algorithm to solve linear programming problem considering a suitable merit function. Using the same merit function Pang [15] proposed an iterative descent type algorithm to process LCP(q, A) with A is row sufficient matrix. Here we propose a modified version of interior point algorithm in line with Pang [16] for finding solution of LCP(q, A) given that A ∈Ẽ s 0 . We prove that the proposed algorithm converges to the solution under some defined condition.
Algorithm.
Let z > 0, w = q + Az > 0, and ψ :
Step 1: Let β ∈ (0, 1) and σ ∈ (0, 1 2 ) following line search step and z 0 be a strictly feasible point of LCP(q, A) and w 0 = q + Az 0 > 0.
and
Step 2: Now to find the search direction, consider the following problem
Step 3: Find the smallest m k ≥ 0 such that
Step 4: Set
Step 5:
where ǫ is a very small positive quantity, stop else
Note that we use dynamic κ for each iterations for our proposed algorithm and show that the search directions generated by the algorithm are descent direction.
k w ) generated by the algorithm is descent direction.
Proof. Let us consider r k = ∇ z ψ k + A T ∇ w ψ k and first we show that r k = 0 for kth iteration. Let us consider the merit function z > 0, w = q + Az > 0 and
Therefore ∇ w ψ(z, w) i > 0 ∀i. In a similar way we can show that
This is a contradiction. So our proposed algorithm converges to the solution.
Numerical illustration
A numerical example is considered to demonstrate the effectiveness and efficiency of the proposed algorithm. Table 2 : Summary of computation for the proposed algorithm Table 2 summarizes the computations for the first 3 iterations, 49th, 50th iteration and 99th, 100th iteration. It is clear that the sequence {u k } and {v k } produced by the proposed algorithm converges to the solution of the given LCP(q, A) i.e. 
Concluding remark
In this article, we show that LCP(q, A) is processable by Lemke's algorithm and the solution set of LCP(q, A) is bounded if A ∈Ẽ s 0 ∩ P 0 , a subclass of E s 0 ∩ P 0 . It can be shown that non-negative matrices with zero diagonal with atleast one a ij > 0 with i = j is not a E s 0 -matrix. The classẼ s 0 discussed in this article also helps to identify completeness of Q 0 -matrix. Whether a matrix class belongs to P 0 ∩ Q 0 or not is difficult to verify. We show that the class identified in this article is a new subclass of P 0 ∩ Q 0 which will motivate further study and applications in matrix theory. Finally we propose an iterative and descent type interior point method to compute solution of LCP(q, A).
