This inaugural issue of the Journal of Second Language Pronunciation, an auspicious step forward in our field, gives us an opportunity to take stock of current trends in pronunciation research with an eye to the future of this evolving field. As longtime researchers, we have learned many lessons by trial and error and wish to share our perspectives on sound methodological practices and on pitfalls to avoid. Our review follows the outline of a traditional experimental investigation, starting with the conceptualization of pronunciation research studies. We then discuss theoretical motivations, choice of constructs, and issues arising from the literature review. Next we compare several research designs and summarize types of data commonly used in pronunciation research. We then move on to consider data collection and analysis, focusing on reliability, effect sizes, and speaker variability, and to offer some caveats regarding the interpretation of results. We conclude by suggesting areas for future second language speech research, in terms of both replications and new studies.
Introduction
As is true of all relatively new scientific endeavours, the field of second language pronunciation research is experiencing growing pains. These are the result of a renewed interest in L2 pronunciation in the last decade, as evidenced by the appearance of several special journal issues, the establishment of annual conferences, and the launch of this journal devoted to the topic. Our field owes a debt of gratitude to John Levis for initiating many of these achievements. The growing pains have arisen as new questions are asked, new methods are developed, and new scholars enter the field. In our reflections on the current literature, our own research experiences, and our reading of manuscripts submitted for publication (some of which were rejected for the reasons outlined in this paper), we have noted that many of the difficulties encountered in the conduct of L2 pronunciation research might have been mitigated if new researchers had the benefit of the experience of others. This inaugural issue affords us an opportunity to offer our perspective, through which we aim to heighten awareness of theoretical and methodological choices and problems of interpretation that enhance and undermine the usefulness of L2 pronunciation research findings. Our discussion takes us through each of the critical steps that researchers must consider prior to initiating a study The first step, as in any research study, is the conceptualization of the issues to be addressed. This entails defining one or more research questions in the light of the existing literature with due attention to the terminology, theoretical stances, and contextual factors that other investigators have identified. Next, a scientifically-sound design is developed, taking into consideration the research questions and the potential applications of the findings. Design options are constrained by what is realistically possible, given the research location and available resources. For instance, issues of sample size, number of factors, confounding variables, correlation versus cause, and other determinants of validity must be resolved by addressing scientific needs as well as can be done within the research context. Sometimes compromises must be made. At the same time, the logistics of carrying out a pronunciation study can be complex, and without careful anticipation of potential problems, the risks of serious errors or loss of data are high. Finally, appropriate interpretation of results is crucial to push the field forward. In this vein, we will address two issues that are not sufficiently challenged in our field: underlying assumptions that are not overtly acknowledged, and unsubstantiated claims that are represented as facts. Because the primary motivation for conducting such research is to offer evidence-based advice to teachers, we will tie these concerns to the fundamental issue of ecological validity.
Conceptualization

Theoretical motivation
Fundamental to the conceptualization of any study is the theoretical framework in which the research is situated. Pronunciation is studied in a diverse array of disciplines, including education, phonetics, psycholinguistics, sociolinguistics, second language acquisition (SLA), psychology, and speech science. Within these research traditions, researchers may adopt a variety of orientations (e.g., theoretical vs. applied, structuralist vs. post-structuralist, and quantitative vs. qualitative) that influence goals, methods, and terminological choices. Our psycholinguistics background has led us to use mainly quantitative methods; therefore, our discussion is heavily weighted in quantitative work. Although a number of tensions exist between this orientation and others, we see the resulting pressures as helpful rather than harmful to the field, and we hope that our overview will be of use to researchers representing other approaches as well. We acknowledge, for instance, the value of qualitative research on pronunciation; qualitative and quantitative methods can provide complementary insights on such matters as achievement in comprehensibility, learner motivation, teachers' skills and knowledge, and interlocutors' perspectives on L2 speech. In fact, it is clear that no single method can answer all the questions arising from these concerns. Provided that researchers share the goal of identifying ways to promote communicative effectiveness, matters not addressed by one approach may be suitably covered by the other.
Together the research questions and the theoretical framework dictate the type of data to be collected. Although practitioners' intuitions and opinions on best pedagogical practices are important for orienting empirical investigations, they are not sufficient in and of themselves. Rather, learner data are needed to uncover the nature of second language speech and to determine how to best promote L2 learners' communicative effectiveness. Systematically-collected empirical evidence (rather than impressionistic evaluation) allows us to determine whether the benefits of teaching techniques are replicable and generalizable. The need for such evidence is clear from studies in which findings have run counter to accepted wisdom. For example, internet pronunciation sites often advise L2 speakers to slow down their articulation to foster better listener comprehension; however, research does not fully support this seemingly common-sense intuition, instead showing that a reduced speaking rate can sometimes be detrimental to communication .
Constructs to be investigated
Although much pronunciation-related research investigates accent, comprehensibility, and intelligibility, there has been far from perfect unanimity on how these constructs should be defined and operationalized. (See Table 1 for our definitions.) One matter that is sometimes misconstrued is the role of raters. All three constructs must be understood in terms of listeners' responses to L2 speech, and none of them may be evaluated without some sort of reference to listener data. It is not possible, for instance to assess them directly with acoustic measures. There is no acoustic phenomenon that, either alone or in combination with something else, is fully equivalent to any one of them. Nonetheless, acoustic data can shed light on the underpinnings of L2 speech dimensions. Several studies have shown, for example, that certain acoustic measurements of L2 speech correlate with listener ratings of accentedness, fluency, comprehensibility, and intelligibility to varying degrees (Brennan & Brennan 1981; Derwing, Rossiter, Munro, & Thomson, 2004; Munro, 1993; Pinget, Bosker, Quené, & de Jong; . It is therefore possible to use acoustic data to model listeners' responses to L2 speech through correlational techniques. However, without listener data, acoustic measures themselves are of little or no value. Even if a particular acoustic feature is found to become more native-like through instruction, an investigator cannot predict whether listeners will notice the change, or, if noticed, whether it will make a difference to understanding. A very good illustration of such a case comes from Birdsong's (2007) study of Anglophone speakers' productions of French, in which he observed considerable variability in voice onset times. While some speakers were clearly more nativelike than others on this acoustic dimension, the measurements bore no statistical relationship to accent judgments from a group of native French listeners.
The requirement of listener responses in L2 pronunciation studies creates a particular type of paradigm -widely used in speech research -in which both L2 speakers, as producers of utterances, and listeners, as evaluators or processors of those utterances, commonly serve as participants in the same study. This situation raises a variety of design and analysis issues that we cover throughout our discussion. Levis's (2005) distinction between the nativeness and intelligibility principles has far-reaching implications for the conceptualization of classroom research. Studies focusing exclusively on accentedness tend to be motivated by the nativeness principle, which emphasizes the promotion of native-like speech among L2 learners, even if that assumption is not made explicit. Such investigations probably offer little, if any, benefit for classroom teaching because they do not address communicative effectiveness. Rather, pedagogical specialists increasingly favor a focus on enhancing intelligibility, comprehensibility, or both, in accordance with the intelligibility principle, which is concerned with production of utterances that are understandable by listeners, but not necessarily native-like. Studies rooted in this principle do not use accentedness as a primary focus, and they do not equate "accent reduction" with improvement in spoken communication. This is not to say that research on accent has no merit. In fact, accent-based studies can reveal important aspects of speech processing without claiming to have direct implications for pedagogy. For instance, Major's (2007) finding that English listeners with no previous exposure to Portuguese could distinguish between native and nonnative speakers of Portuguese gives us insight into the larger issue of how humans process speech. Similarly, the work on age and accent by Abrahamsson and Hyltenstam (2009) sheds light on phonetic learning across the lifespan. Another intriguing perspective on accent comes from Piller's (2002) qualitative probing of the sociolinguistic implications of L2 speakers who can sound native-like in restricted conditions, and who see native-like accents as a performance. The intelligibility principle places emphasis on listener comprehension irrespective of how the speech differs from that of the listener. Both comprehensibility and intelligibility are dimensions that bear on comprehension, and in our view, both have much greater impact on communicative effectiveness than accent alone. While intelligibility is the final perceptual product of an interaction, comprehensibility has more to do with the process of understanding. For this reason, intelligibility is often quantified as the number of the speaker's words that the listener has successfully grasped, and comprehensibility is the listener's assessment of the degree of effort exerted to understand the message.
Building on the literature
Our experience as peer reviewers has alerted us to common problems in the conceptualization of pronunciation research. Our field, perhaps like all others, has at times been prone to historical forgetfulness. Frequently, we have reviewed journal submissions that address a question that has already been explored in depth, with no acknowledgement on the part of the author(s). Old ideas are sometimes presented as new revelations, and claims are made that have already been clearly refuted. The very concept of the intelligibility principle, for instance, goes back at least as far as Henry Sweet (1900) and has been reiterated over and over again throughout the 20th and 21st centuries. At the sociolinguistic level, the notion that some L2 learners choose to retain aspects of their L1 accent is sometimes offered as a new insight, but in fact, Abercrombie raised this very issue in 1949. Similarly, the relatively recent lingua franca view that speakers need not emulate particular native pronunciations is not new; Gimson's (1962) focus on intelligibility led him to suggest alternative, non-native pronunciations of English words to replace difficult native forms. Finally, the issue of "Which English language model should be taught?" has been revisited so many times without resolution that the question itself appears to be poorly conceived. In fact it is likely that, within real language classrooms, the question is moot, given that most teachers simply model their own accent.
An intriguing example of how our field may have been led astray by a lack of attention to history stems from views of the benefits of pronunciation teaching that developed in the 1980s. As long ago as 1963, Strain identified controlled experimentation as "perhaps the largest remaining frontier in the field of teaching English as a foreign language" (p. 217). In spite of this call for experimentation, one of the most influential pronunciation studies of the 1980s, Purcell and Suter (1980) , was not an experimental study at all, but rather a correlational examination of factors contributing to success in pronunciation learning. The authors concluded that "teachers and classrooms seem to have had remarkably little to do with how well our students pronounced English" (p. 285). This finding was reiterated by other scholars such as Pica (1994) as an indication that pronunciation instruction was largely ineffective. A decade before, however, Sisson (1970) had published a controlled pronunciation intervention showing improvement under two teaching conditions; unfortunately, his findings were largely ignored and were not even mentioned in either Purcell and Suter (1980) or in Pica (1994) . In fact, a count of citations on the Web of Science 1 (February 2014) showed that Purcell and Suter (published in 1980 in Language Learning) had been cited 52 times (given how small the L2 pronunciation niche has been until very recently, this is a considerable number of citations) and Pica (1994 in TESOL Quarterly) 30 times, but Sisson's finding, also published in Language Learning, had been cited only once. Another under-cited quasi-experimental study from the same era was de Bot and Mailfert (1982 in TESOL Quarterly) , who found that training on L2 intonation perception resulted in improved production. The disproportionate attention given to Purcell and Suter (1980) is unfortunate, given the now compelling evidence that pronunciation instruction can indeed be effective (Lee, Jang, & Plonsky, 2014) . Perhaps the wrong turn in our field (away from pronunciation teaching) was partly due to a failure to appreciate the limitations of correlational studies, particularly with respect to internal validity, and of the Purcell and Suter (1980) study in particular. Unlike quasi-experiments, correlational studies cannot establish cause and effect relationships (Larson-Hall, 2010) because they do not include a controlled experimental manipulation. Thus, for design reasons, the Purcell and Suter (1980) study cannot correctly be interpreted as showing a lack of effectiveness of instruction. To complicate matters, information is not provided on the types, duration, and quality of instruction that the participants received, so that the independent variable 'instruction' may not be reliable. In short, as in many other relatively small correlational investigations in the social sciences, only weak interpretations are justifiable. It is unknown whether these issues went largely unremarked because they presented an inconvenient truth for advocates of input-based learning (e.g., Krashen, 2013) or because they simply failed to catch the attention of readers and researchers.
A further issue related to historical practice concerns the terminology used in pronunciation work. Understandably, researchers from different empirical backgrounds may find it convenient to import familiar vocabulary or to coin new terms. When developing our framework, we interpreted 'intelligibility' and 'accentedness' in the same way that these terms have been used by speech science researchers for decades. We also recognized a need to distinguish these concepts from another dimension, which we termed 'comprehensibility, ' at the same time realizing that no matter what vocabulary we adopted, our usage would not match that of all others. Nelson (2008) , in particular, points to numerous terminological inconsistencies in pronunciation work over a 40-year period. 2 Our choices were supported by strong empirical evidence, though we have been careful to reiterate our definitions in every publication to minimize confusion. Unfortunately, however, misrepresentation continues to be generated in articles such as Golombek and Rehn-Jordan (2005) , who either equate or simply confuse intelligibility and accentedness, though they seem aware that many other researchers are very careful not to do so. Their statement that "being intelligible may not matter in the face of other factors" (514) comes across as absurd when intelligibility is interpreted in the now-standard way of 'being understood. ' In a similar vein, Rajagopalan's (2010) assertion that intelligibility is merely "an evaluatory adjective like beautiful 2. We reject outright, however, Nelson's characterization of the dimension of accentedness as "mysterious. " The term 'accentedness' is used by scores of speech researchers who have applied it in the same way we do (see, e.g., Baker Smemoe & Haslam, 2013; Magen, 1998; Major, 2007; Piske, MacKay, & Flege, 2001; Southwood & Flege, 1999.) [or] ugly" (p. 468) arises from a puzzling refusal to concede that speakers (both native and non-native) sometimes produce messages that are not understood by most or all listeners, and that such cases are empirically verifiable. As Munro (2011) noted, few of us question this fact when considering the need for an airline pilot to produce speech that is intelligible to air traffic controllers. While it is possible to argue at great length about terminology, a challenge facing our field is to build consensus on matters like these. Common definitions are essential for replication and extension of existing work. Moreover, an agreed-upon set of standards for the conduct of such work, including instrumentation and procedural choices is needed to make studies comparable.
Level of focus
The focus of pronunciation studies ranges from broad concerns, such as global accentedness and intelligibility (Derwing, Munro & Wiebe, 1998) to microscopic details of speech production, such as voice onset time (Munro, Derwing & Saito, 2013) and word stress in isolated word productions (Field, 2005) . Irrespective of the level of detail, the pedagogical value of a study depends on how its findings relate to real communication. A useful illustration of how the level of the listeners' focus can affect outcomes is given by Ou, Yeh, and Chuang (2012) , who explored the intelligibility of /θ/ in nonnative speech. Using two contexts -word-level and utterance-level -to elicit responses, they observed that listeners' transcriptions of sentences containing a word-initial /θ/ were more accurate than transcriptions of the same word in isolation and concluded that richer semantic contexts enhanced intelligibility. In real communication, words are usually contextualized, either by other words, the situation, or the physical environment, to support the listener in interpreting the speaker's message. Ou et al. 's finding is therefore consistent with the view that mispronunciation of /θ/ is a relatively minor concern in English (Catford, 1987; . Another issue arising in connection with /θ/ is its status as a low functional load segment. The theoretical concept of functional load (Catford, 1987) refers to the "amount of work" done by particular segmental contrasts in a language. Oppositions which discriminate many minimal pairs of high frequency words are considered to carry high functional load, especially if they distinguish words of the same lexical category. Speech errors involving low functional load items should theoretically pose much less of a problem for intelligibility than high functional load errors. Preliminary empirical evidence in favour of this prediction was presented by , though much work remains to be done on this topic.
Research design
Cross-sectional vs. longitudinal
In our examination of the major historical themes in accent and intelligibility research (Munro & Derwing, 2011) , four main threads emerged: empirical teaching studies; empirical assessment studies; empirical studies of factors that influence success in pronunciation learning; and theoretical and other non-empirical discussions. Most quasi-experimental pronunciation studies use cross-sectional designs, with the exception of pedagogical interventions, which are, of necessity, longitudinal. Consequently, much of our knowledge of the nature of L2 phonetic learning is based on research comparing two or more independent groups of learners from different L1 backgrounds, different ages of learning, different durations of L2 experience, and different types of exposure, both in terms of quantity and quality. This methodological choice is born of practicality; for example, few researchers are willing to wait for 20-year-old learners to turn 60 in order to establish how L2 speech perception develops over the life-span, though studies of comparable duration are not unheard of in the speech sciences (e.g., Hollien & Schwartz, 2001) . It is feasible, however, to compare the perceptual and productive skills of a group of 20-year-olds with those of a 60-year-old cohort. Despite this advantage, cross-sectional research is susceptible to several threats to internal validity, one of the most troublesome being the difficulty in recruiting truly comparable groups of learners. When groups are far apart in length of residence, for example, the likelihood that one or more between-group differences are confounded with the independent variable is high. People who emigrate from one country to another at one point in time may have very different life histories from those who do so many years later. While two groups may share the same L1 along with their cultural experiences, their motivations for relocating may be entirely different, as may be their experiences in and responses to the L2 community. These influences have potentially important effects on L2 acquisition, but measuring, controlling, or even noticing such confounds may be beyond a researcher's capabilities. In contrast, variability is partially controlled in longitudinal work because the same learners are observed at several time points, allowing for repeated measures analyses. All factors being equal, many statistical authorities (Howell, 2013; Murphy & Myors, 2004) have pointed out that repeated measures designs tend to have greater statistical power than similarly-structured between-group comparisons. Consequently, the risk of failing to observe meaningful changes (i.e., false negatives) is sometimes lower in longitudinal work. To some degree, cross-sectional researchers may minimize the problems described above by using appropriate sample sizes based on a priori power analysis, though we have not often observed this precaution in our reading of the literature. For an accessible discussion of the nature and importance of statistical power, and of repeated-measures designs, see Larson-Hall (2010) .
The descriptor 'longitudinal' is often applied to studies covering only short time periods (days or weeks). A good example of the merits of longer-term longitudinal work is illustrated in Trofimovich, Lightbown, Halter and Song's (2009) comparison of ESL students who were learning in either a comprehension-only or a "regular" setting (i.e., a teacher-fronted class involving interaction). At the end of the first year, the groups' pronunciation scores were equivalent, while at the two-year point the regular learners held an advantage. In that study, very different conclusions would have been reached if the results from only the first year had been considered. For elaboration on this point, see Ortega and Ibarri-Shea (2005) .
In a particularly innovative longitudinal study, French, Collins, Gagné and Guay (2014) repurposed data collected by colleagues years earlier from learners in grades 5 and 6. The students (Lightbown & Spada, 1991) had been exposed to different ESL instruction: one group had received intensive training for five months, while the other had traditional ("drip feed") classroom instruction. French et al. (2014) located the same participants in grade 11 and compared their earlier and later oral language performance through comprehensibility and accentedness measures to identify lasting effects of the different methods of instruction. This approach to longitudinal work has the ecological merit of reusing old data in new ways; furthermore, it allows for previously unplanned longitudinal comparisons in a one-shot investigation. We find it encouraging that this and other longitudinal studies are now appearing in the pronunciation literature (e.g., Couper, 2006; Derwing, Munro & Thomson, 2008; Sardegna, 2011; Yates & Major, 2014; Zielinski, Pryor & Wang, 2014) .
While we believe that it is very important to complement existing and future cross-sectional research with more longitudinal studies, we do not mean to suggest that longitudinal work is inherently free of limitations. One particular concern is the high cost of conducting a study over a period of months or years. Another is the challenge of anticipating (during the planning stages) the types of data that will yield the most interesting and useful results. We (perhaps like all longitudinal investigators) have sometimes found ourselves second-guessing our original data collection plans and procedures several years into a project. It is also worth noting that longitudinal designs are prone to certain threats to validity that are non-existent or less likely in cross-sectional work. These include maturation (the changes that occur in participants as the study progresses), testing effects (the effect of using the same evaluation procedures many times over on the same sample of participants) and selective attrition (dropping-out of participants such that the remaining ones represent a somewhat different population than did the original cohort).
Classroom and laboratory research
Pedagogical studies comprise an essential thread in pronunciation research, because their results often have direct ramifications for the classroom. Mackey and Gass (2005) provide a useful overview of classroom research practices for SLA in general. With specific respect to the teaching of pronunciation, a decade ago we commented on the relative paucity of research and called for more "empirical, replicable studies to inform pronunciation instruction" (Derwing & Munro, 2005, p. 380) . Our earlier observation has been substantiated by Lee, Jang & Plonsky's (2014) recent count of only 26 studies of pronunciation instruction in the 23-year period from 1982 to 2005. To interpret this number for pedagogical purposes we must, of course, carefully consider the nature of the individual studies. Some were motivated by the nativeness principle, and several were never published. Even published work had serious limitations including lack of control (Perlmutter, 1989) or small Ns with extremely short instructional intervals (e.g., just 10 to 30 minutes in Macdonald, Yule & Powers, 1994) , such that findings were inconclusive and not generalizable. In the end, the number of studies actually offering usable information for teachers was, at best, a handful. This fact is well-substantiated by Murphy and Baker's (in press) comprehensive review of the history of pronunciation teaching, which identifies a wave of pedagogically-oriented empirical work beginning in the mid-1990s, but which did not show much momentum until a decade or so later. We are cautiously optimistic about Lee et al. 's (2014) finding of 59 new papers after 2005. However, many of these investigations suffer from similar limitations to those mentioned above, and a narrative review demonstrates that the number of pedagogically useful studies is much smaller (Thomson & Derwing, forthcoming) . This situation is probably due to the complexity of executing classroom research. A great deal of the work in such investigations must be completed up front. In addition to careful conceptualization of the research questions and adherence to ethics requirements, the establishment of a trusting relationship with program directors, instructors, and students is essential. This is especially critical if a researcher wishes to maintain an ongoing relationship with the institution, perhaps with the intention of longitudinal tracking of pronunciation learning or delayed posttests after an intervention. Classroom studies can impose considerable disruption. Whole-class interventions may interfere with curriculum completion, and pullout of students for individual data collection creates numerous interruptions for the class; furthermore, the instructor may have to spend extra time to compensate for missed classroom attendance. Despite the inconveniences of classroom studies in intact classes, if institutional staff members understand that results will be reported back to them and if the research is designed to benefit future students, they may consider it worthwhile to participate.
The distinction between classroom and laboratory research is not as clearcut as is sometimes believed. In reality, research contexts fall along a continuum from intact classes, in which the researcher has little control over variables, to a strictly lab-based environment with random group assignment and highly controlled conditions. In between are contexts such as Saito and Lyster's (2012) study in which Japanese L1 students were recruited for an intervention involving English /ɹ/. Although the findings of this research may be applied in classrooms, the investigation is not a true classroom study because the "classes" were constructed strictly for the purpose of comparing techniques for teaching /ɹ/. Further along the continuum, Hardison's (2004) study has more elements of laboratory research in that participants received training in a carefully controlled "before and after" paradigm. However, the study has clear relevance to language pedagogy; the participants were actual learners of French who had elected to receive additional training in the experiment.
Readers of pronunciation research should not prejudge studies simply on the basis of whether they were conducted in a lab or in a classroom. These two ends of the continuum reflect a fundamental tradeoff between experimental control, which typically results in cleaner, easier-to-interpret data, and the much less-controlled classroom, which yields messier data, but may give the research greater ecological validity.
Types of data in pronunciation research
The range of data types in pronunciation research is wide, in part because of the diverse disciplines from which L2 research has borrowed. The tasks vary depending on whether participants are L2 speakers, who often provide recorded speech samples; listeners, both native and nonnative speakers of the learners' L2, who rate or transcribe L2 speech; or interviewees, including learners and teachers, who describe their experiences.
Perception and production
The study of second language speech perception has a long history. Researchers in this tradition are generally interested in understanding the processes that underlie phonological acquisition, with much early work focusing on particular consonants such as English /ɹ/ and /l/ for Japanese listeners (e.g., Strange & Dittman, 1984) . Through studies of the perception of nonnative sounds, it has been possible to identify areas of difficulty for L2 learners and to establish the benefits of perceptual training, not only for perception (e.g., Thomson, 2012) but also for production.
The range of perceptual tasks in these studies is wide and encompasses identification and discrimination of segments, words, and other units; oddity tasks in which the listener must identify a syllable, word or longer utterance that differs from at least two others; and matching tasks focusing on the productions of second language speakers. Hahn (2004) L2 speech productions may be elicited through many tasks, including picture naming, picture narratives, reading aloud, spontaneous monologues, interactions, oral repetition, and mimicry. Table 2 provides a summary of these task types, along with common approaches to evaluation and specific examples of studies. The range of tasks illustrates different levels of control that the experimenter imposes on the material to be elicited. The merit of highly controlled tasks such as picture naming and repetition is that they guarantee similar speech material from all speakers, which is necessary if direct comparisons are to be made. On the other hand, the trade-off between control and ecological validity is also pertinent here, since uncontrolled tasks (e.g., unrehearsed narratives) are generally more representative of real world speech. Given this trade-off, these task types make different contributions to our overall understanding of L2 pronunciation phenomena.
To evaluate the L2 speech productions described above, researchers commonly present them to native and/or nonnative listeners. Tasks assigned to them include transcribing utterances to assess intelligibility, rating dimensions such as accent, comprehensibility and fluency, and identifying the speaker's productions in forced-choice tasks (for instance, judging whether the speaker said 'bit, ' 'bet' or 'bat'). Bailey (1986) cautioned L2 researchers to be wary of Murphy's law that anything that can go wrong will go wrong. Data collection in pronunciation studies, in particular, requires attention to details that may be more important than in other types of SLA research. For instance, because recordings are an essential component of most studies, careful attention must be paid to equipment quality, quiet recording conditions, and post-collection processing of audio files. When preparing stimuli for Munro and Derwing (1994) , one of our earliest collaborations, we used the services of a technician who promised to provide high-quality recordings in a university-run recording studio. On receiving the cassette tapes, we were horrified to hear a loud buzz on some of the recordings that rendered them useless. In the end, we had to make new recordings ourselves. (See MacKay, 2013, for a detailed description of recommended recording protocol.)
Data collection procedures
Technology
One of the most dramatic changes in speech research in the last few decades has been the influence of technological innovations on research design, data collection and analysis. The recording process, for instance, has moved from one involving tapes, to mini-discs, to CDs, to fully digital computer recording. Acoustic analysis, which used to entail printing of spectrograms, is now accomplished with far greater precision using freely available tools such as Praat (Boersma & Weenink, 2014) . Response collection (e.g., listener judgments of L2 speech samples) has been greatly facilitated by computer software that allows speech samples to be easily cut and manipulated, and randomly presented to listeners with no loss of fidelity.
Experimental control
Another important consideration is that in much pronunciation research, listeners provide responses to accented speech. Both the original recording and the collection of listener data must be carried out under quiet conditions so that extraneous factors do not influence the judgments. We learned some valuable lessons while collecting listener data in our earliest studies. Until we secured a space designed for listening experiments, we booked regular university classrooms for this purpose. In one instance, as we were setting up equipment, a band began practicing in an adjacent room. The noise was overwhelming and would have ruined the listening experiment, which had been months in preparation. Fortunately, we located another room and posted signs at the original location to direct participants to the appropriate place. However, the experience induced high anxiety, and it was only serendipity that enabled us to find a suitable room in the remaining hour available for set-up.
The importance of controlled "quiet conditions" in the research-related sense is sometimes not appreciated by beginning researchers. At times we have reviewed manuscripts in which the authors report that untrained listeners were invited to judge sound files in their own homes on their own computers at their leisure. In our view, this is unacceptably poor practice because the actual listening conditions are unknown to the researcher. Distractions such as a barking dog, a crying baby, a nearby television, or the noise created when a listener chews gum can be enough to nullify the accuracy of the judgments, even if the participants report having used headphones. Furthermore, different computers and headphones vary widely in the quality of audio output. Finally, the researcher may have no control over how many times the raters listen to the stimuli, regardless of instructions. The essence of our concern is a lack of experimental control that undermines the interpretation of results. Even though some of our own studies have not been carried out under ideal conditions (i.e., in a sound-treated room with high quality headphones), our insistence on monitoring listeners at all times means that we can be sure that they completed the task under identical conditions that can be replicated.
A related issue in data collection concerns the use of the internet for eliciting responses. The internet lends itself well to survey data, provided the experimenter is able to control who may respond and how often they may do so. However, listener judgments should not be collected unsupervised over the internet for the same reasons described earlier, namely, that the experimenter has no control over listening conditions in such a situation. One final caution about internet research: some providers of survey software such as Survey Monkey are based in the USA and are thus subject to monitoring by American security agencies. Some universities in Canada, for instance, ban the use of such software because it violates the requirements of their research ethics boards.
Recruitment
Recruitment of research participants commonly involves a variety of eligibility restrictions. For example, both speakers and listeners may be required by the scientific nature of the study to belong to a particular L1 and/or dialect group, meet a particular English proficiency level, and be either trained or untrained in linguistics. Non-pathological speech and hearing are usually required for both speakers and listeners. While serious speech disorders are normally evident to the researcher, hearing difficulties may be missed entirely. In some of our work, we have tested participants' hearing using an audiometer, a common practice in the speech sciences. However, many researchers do not have access to such equipment and may need to rely on listeners' self-report. Another strategy to reduce the risk of including participants with impaired hearing is to restrict the subjects' age range. Adults over 50 are far more likely to exhibit age-related hearing loss than younger individuals. Each of these eligibility restrictions is aimed at enhancing the control of the study and eliminating irrelevant variables that might compromise the findings. 3
Conduct of the data collection
Accommodation and flexibility are critical in the recruitment and scheduling of participants, both to meet sample size requirements and to ensure a high retention rate in studies that involve data collection at more than one point. This may require the researcher to collect data several times per day over the course of several days, or to run tasks in the evenings or on weekends. In longitudinal studies lasting months or years, it is wise to oversample at the outset, in order to counteract the inevitable attrition of participants. Unanticipated events may also lead to attrition, such as the severe weather conditions that took place at the final data 3. As one reviewer helpfully noted, design choices are determined by a researcher's desired precision of the data, the generalizability sought, and the resources available. With large numbers of participants assigned randomly to groups, the effect of outliers is mitigated. collection point for the Derwing, Munro and Wiebe (1997) study of the benefits of pronunciation instruction for long-term immigrants. With temperatures below -30°C (-22 °F), several participants stayed home, though enough attended to make the study viable.
After recruitment, it is essential to collect demographic information about the participants, which should be summarized in any published work, including means and ranges as appropriate. This is necessary not only so that future researchers can replicate the study, but as importantly, so that the investigator can refer back to it when interpreting the results. Occasionally, in a rating study, for instance, one or more listeners emerge as outliers. Without relatively comprehensive demographic information, it may be difficult to understand why. Another reason for collecting and reporting demographic information is to help readers appreciate how the findings may legitimately be generalized, an issue of external validity. Personal information is typically elicited using a Language Background Questionnaire (LBQ), which is customized to fit the needs of the study. Table 3 shows some of the categories of information that we have used in the past. This list is not exhaustive, and not every item is necessary or appropriate for every study.
Whatever tasks participants undertake, scripted instructions help to minimize variability across collection times and to serve as a record of procedures. This is particularly important if more than one experimenter is administering the tasks. Scripts should be reported in an appendix in any publications, or at least summarized in detail. During actual data collection, irregularities such as equipment malfunctions and interruptions should be logged. The requirements of speech and pronunciation studies with respect to speaker and listener attention to the task can be somewhat more demanding than other types of research. Participants must not chew gum, eat or drink, and in group settings, they must be as quiet as possible, repressing coughs, sneezes or laughter, as well as distracting movements such as tapping the table, so as not to disturb others. They must turn off their cell phones, and when a task requires headphones, they may need to remove jewelry, such as earrings. Experimenters should take note of additional factors that may influence performance, such as tongue piercings or orthodontic braces. The experimental area should be secured (and signs should be posted) to prevent interruptions.
Data collection sessions must be carefully planned with due attention to the amount of time required for all required steps (reading and signing of consent forms, completion of the LBQ, instructions, practice items, the task or tasks, a short debriefing, and if the participants receive an honorarium, the time it takes to sign for the money). Participant fatigue is recognized as a threat to reliability in rating-based research (Mackey & Gass, 2005) . We learned this first-hand in a study completed several years ago, when we collected judgments of comprehensibility, accent, and fluency in a task lasting over an hour. During data entry, we noticed that the last quarter of the judgments were very different from the first parts of the test because several participants had started to circle the same numbers all the way down the page. They were tired and bored, and had stopped paying attention to the task. We had to discard the data, which was costly, both in terms of time and money. Since then, we are highly cognizant of the demands we place on our listeners, especially untrained participants, and we now build in required breaks, offer snacks and water, and encourage them to stand up, stretch, and walk around. We also limit experimental sessions to one hour, including all breaks. In a few training studies calling for many hours of listening, we have spread the task over several days to reduce fatigue. After data collection, a short debriefing session allows the investigator to gather information about the participants' experience of completing the tasks. This step can bring to light unanticipated design weaknesses or strategies used by listeners. Debriefing also satisfies an ethical desideratum, in that participants can learn about the uses of their data and the benefits of the research. For many speakers and listeners, speech research is something quite new; taking the time to satisfy their curiosity is well worth the time spent.
Another caution while collecting data is to consider carefully which types of items involve self-report. While the self-reported information suggested in Table 3 is normally reliable, some studies require learners to report their own L2 proficiency or their perceptions of their own pronunciation skills. With respect to proficiency, beginners or true bilinguals may give accurate self-assessments, while those in between may have much more difficulty. In short, it is hard to determine what one doesn't know unless one knows next to nothing or nearly everything. Lappin-Fortin and Rye (2014) presented evidence that self-assessment of pronunciation by French learners might be useful under certain circumstances (e.g., for knowledge of specific rules); however, their learners tended to overestimate their own nativeness. We know of no relevant work on comprehensibility and intelligibility, however. It is conceivable that self-assessments of intelligibility may be accurate for highly unintelligible speakers who take notice of how regularly they are asked for clarification, but not for most others, given the usual reluctance of interlocutors to offer feedback (Derwing, 2003) . Further empirical work on this issue is needed.
One form of self-report that is both innovative and reliable is highlighted by Zielinski (2008) , who asked listeners to identify unintelligible portions of L2 recordings. Zielinski sat beside the respondents and collected their reflections on what they had heard in real time. This study offered insights into aspects of intelligibility that could not be easily accessed any other way. For instance, missing a single word in an utterance could sometimes jeopardize comprehension of the intended meaning entirely, whereas in other situations it might have virtually no repercussions. Replications of this study with other L1 accents and more listeners would be worthwhile in terms of enhancing external validity.
Data analysis
Although descriptive and inferential statistics have been reported in pronunciation studies since at least the 1960s, it was common until recently for pronunciation articles to present only descriptive accounts of pedagogical techniques along with anecdotal evidence or of argumentation about theoretical points. However, the recognition in SLA that evidence-based pedagogical practice requires a strong empirical foundation now means that statistical analyses are indispensible in the growing body of quantitative research. In recent decades, data analyses have become increasingly sophisticated in both SLA in general, and pronunciation research in particular. As Loewen and Gass (2009, p. 181) have pointed out, "SLA is not an innovator but an increasingly knowledgeable borrower and adapter of statistical procedures. " It is not possible to issue blanket statements about the best quantitative practices for our field because of the very wide range of data types in use. However, given that certain issues come up repeatedly in L2 speech studies, three aspects of current approaches deserve special comment: reliability, effect sizes, and speaker variability.
Reliability
The extensive use of listener ratings to measure aspects of L2 speech heightens the importance of the various types of reliability that can have an impact on statistical outcomes and their interpretations. A failure to find relationships between variables, for instance, may be due to a lack of reliability in the measures used. In pronunciation research, high inter-rater reliability suggests, among other things, that listeners share a similar perceptual experience of the phenomenon at hand. Low inter-rater reliability can arise for several reasons. The measurement instrument itself could be at fault, or the raters might have misunderstood the instructions. Another possibility is that listeners did not agree on the gravity of the aspects of speech influencing the rating dimensions (e.g., comprehensibility). When it is low, intra-rater reliability, the extent to which listeners agree with themselves, is also a serious concern. Among other possibilities it may reflect a poor understanding of the construct under evaluation, perhaps because it has been improperly defined or operationalized. Finally, instrument reliability refers to whether the instrument elicits similar judgments across contexts. In our view, any study relying on listener data should include statistical measures of reliability. In particular, for interrater reliability, the current method of choice is the average measures intraclass correlation coefficient, (in most cases computationally equivalent to Cronbach's α), which is now reported by many researchers (Baker Smemoe & Haslam, 2013; Isaacs & Trofimovich, 2012; Southwood & Flege, 1999; Warren, Elgort, & Crabbe, 2009 ). In our work, typical intra-class correlations exceed .9 and are often above .95. Intra-rater reliability can be determined by eliciting multiple responses on the same item presented at different randomized times. Instrument reliability can be assessed in several ways, perhaps the most well-known being the split-half reliability test. Researchers should consult a suitable statistical source for information on alternative approaches and on how to use and interpret the tests we have mentioned. Larson-Hall (2010) , in particular, provides a step-by-step account of how to compute these statistics using SPSS.
Effect sizes
The addition of a requirement for specifying effect sizes by the journal Language Learning (Ellis, 2000) marked an important advance in statistical reporting in applied linguistics. First, effect sizes provide more detailed information than the simple p-values used in null-hypothesis statistical testing. Often, it is not enough to know whether or not an effect is significant; it may be far more meaningful to establish how important that effect is in the broader context. Second, the availability of effect sizes in published work makes it more convenient to carry out metaanalyses, which are increasingly used in SLA. A variety of effect size measures are available to researchers. Because some of these are more appropriate to some contexts than to others, researchers should consult authoritative sources such as Mackey and Gass (2012) .
Speaker variability
Theoretically-motivated studies often rely on cross-sectional comparisons to test research hypotheses. Such investigations might examine, for instance, whether speakers of a certain L1 have more difficulty with particular segments or prosody than speakers of an L1 with a very different phonological inventory. However, it is increasingly recognized that comparisons using group means often present a misleading picture of L2 acquisition because they rely on the abstract notion of "average" behavior which belies intra-learner variability over time (Verspoor, Lowie, & Van Dijk, 2008) as well as important inter-learner differences. We observed this phenomenon in a 10-year investigation of productions of aspirated /p/ by Slavic learners of English (Munro, Derwing, & Saito, 2013) . Although [p h ] is often claimed to be difficult for speakers of languages that do not use aspiration, most speakers in our study learned to produce intelligible tokens at some point during the 10 years. However, learning trajectories across participants varied dramatically. They were non-linear, and not a single speaker showed a pattern corresponding to the means over time. This outcome suggests that a full understanding of phonological acquisition processes requires more attention to individual variability than has traditionally been assumed.
Interpretation
Interpretations of the results of pronunciation studies normally require reference to some framework or philosophy. For instance, our work is embedded in the intelligibility principle (Levis, 2005) . From that perspective, the value of pedagogy depends on how it benefits learners in communicative contexts. However, sometimes research entails a hidden and perhaps subconscious assumption of the nativeness principle. As a result, a common flaw in L2 pronunciation manuscripts submitted to journals is the attempt to apply observations about learners' difficulties pronouncing a given segment to direct recommendations for pedagogy in the absence of evidence that the pronunciation phenomenon at issue actually causes problems for listeners. In other words, the fact that L2 learners make a particular error does not necessarily mean that they require pedagogical intervention. While such a finding may be of theoretical interest, its practical implications in terms of the intelligibility principle depend on whether or not correcting the error leads to improved comprehensibility and/or intelligibility.
Another common problem we have noted in journal submissions is the inappropriate generalization of findings from a particular sample to unrelated contexts. We work in an immigrant-receiving country, in which L2 pronunciation learners engage in interactions with native speakers, as well as other NNSs. Our context is not very different from that of Australia, New Zealand, and the USA. However, it does differ significantly from English as a foreign language and several World Englishes contexts in terms of the interlocutors. Although there may be some overlap in the value of findings from one situation to another, it is crucial that researchers not generalize without thinking carefully about contextual implications. Limitations on the generalizability of a study should be made explicit.
The terms 'subjective' and 'objective' frequently arise in discussions of measures of speech. For example, when intelligibility is scored in terms of words correctly identified by listeners, the term 'objective measure' tends to be used, whereas ratings of comprehensibility, fluency, and accentedness are often labelled 'subjective. ' Sometimes it is even implied that 'objective' measures are superior to 'subjective' ones. Our research experience has led us to view these terms very differently than we did at the outset of our careers. As Mackey and Gass (2005) emphasize, both types of measures play important roles in L2 classroom investigations, and we believe that the same is true for most types of pronunciation work. Moreover, we question whether the subjective-objective distinction is actually of much use in gaining an understanding of the evaluation of second language speech. Different judges' ratings of comprehensibility, fluency, and accentedness clearly have a shared component when listeners focus on the task of distinguishing among several speakers. The typically high levels of inter-rater reliability observed in such data (intraclass correlations are commonly above .95 and rarely below .85, as in demonstrate that listeners are able to respond to aspects of the actual speech that they hear; moreover, quasi-experimental studies show that their judgments bear a cause-and-effect relationship with properties of the speech itself (Magen, 1998; Tajima, Port, & Dalby, 1997) . Nonetheless, judgments of comprehensibility and accentedness can be contaminated by listener bias, an issue that has been carefully examined by Winke, Gass, and Myford (2013) . Some L1 accents may be rated more harshly than others, and negative social judgments of some accented speakers are also well documented (Lippi-Green, 2012; Munro, 2003) . However, it would be wrong to conclude on the basis of such evidence that listener ratings are useless because of their alleged subjectivity. In particular, when all speakers who are judged in a study come from the same L1 background, the potential for differential bias against or in favour of particular accents may be of little relevance. Even if there is listener prejudice against a particular L1 group, when voices from only that ethnic group are rated and the results are not compared with ratings of other groups, the relative rankings of voices on a particular scale often provide the information the researcher is seeking. A poorly understood aspect of rating data is that researchers are not normally interested in the absolute ratings assigned by judges, but instead care more about the relative assignment of scores. The issues of greatest importance, then, might be which speakers are perceived to be less comprehensible than others and why. One rater may routinely assign a '5' to a given voice, whereas another may assign a '4' , but if the listeners agree on the rank ordering of the speech samples and are consistent with themselves, the results can be regressed on predictor variables to probe relationships. Comprehensibility studies typically access listeners' perceptions of the processing difficulty of accented speech to determine which phonological aspects require greater effort. For example, compared the effects of high and low functional load errors on comprehensibility ratings. Understanding the distinction between the component of listener judgments that is due to bias and the component that is due to processing effects is crucial. If there were no reliable processing effects, pronunciation instruction would be utterly pointless, because listeners would be affected by L2 speech patterns in completely idiosyncratic ways. That is clearly not the case; nor is there any reason to believe that bias effects overwhelm processing effects in most rating studies. Questions of sociolinguistic bias address an important phenomenon, but one that concerns socially constructed issues rather than linguistic processing.
Still another concern that arises in the interpretation of listener responses is the ways in which the listeners' language experience may influence their ratings. It is often pointed out that listeners having exposure to a particular accent may have less difficulty understanding speakers than individuals who have no experience with the same accent (Gass & Varonis, 1984) ; however, numerous studies have shown that the effects of experience are complex and unpredictable Major, Fitzmaurice, Bunta & Balasubramanian, 2002; Munro, Derwing & Morton, 2006) . In discussing experienced-based listener effects, it is important to recognize the inconsistency of previous findings. It is also critical that researchers discuss the magnitudes of the differences that do occur, given the absence of large effects in earlier work. For instance, if experienced listeners understand an utterance better than inexperienced listeners, how much of a difference is actually at issue? As Munro (2008) observed, it is essential to evaluate the effects of the listener on perception of L2 utterances in relation to the effects of properties of the speech itself. If listener effects are small relative to those of the stimuli, their importance should not be exaggerated.
7. Looking to the future 7.1 Replication and expansion of existing studies Our reflections on the state of research methodology for pronunciation have led us to a number of proposals for future work. One particular need in SLA in general has been formally expressed by Valdman (1993) , the editor of Studies in Second Language Acquisition, who called for more replications of studies, and created a section of the journal dedicated to that type of work. Detailed elaboration on replication work is provided in Porte (2012) . Pronunciation is as much in need as other areas of SLA with respect to this issue because of the widely differing contexts in which studies have been conducted and the sometimes contradictory results that have emerged. A number of problems stem from very small sample sizes, which contribute to low statistical power (Larson-Hall, 2010) . As mentioned earlier, a particular consequence of this is a failure to observe meaningful effects that are actually present, i.e., Type 2 error. Nelson (2008) , for instance, criticized Jenkins (2000) for drawing elaborate interpretations about speech factors that do and do not matter in the 'Lingua Franca Core' on the basis of only 40 interactional misunderstandings, as compared with data from over 1300 subjects reported in Smith and Rafiqzad (1979) . Further skepticism is presented in Nelson (2012) and Prodromou (2008) due to the narrowness and absence of clear documentation of Jenkins' (2000 Jenkins' ( , 2002 data. Clearly, transparent and expanded replications of Jenkins' work with learners from a range of proficiency levels and L1 backgrounds is called for, if her conclusions are to be taken seriously.
The benefits of replication studies for the field of SLA have also been discussed by Mackey and Gass (2005) . Although some previous work requires replication to address its deficiencies, clear models for replication and expansion might also be developed from empirically strong work such as Hahn's (2004) study of primary phrase stress. The design of that study lends itself well to replication and expansion, using the design to assess other aspects of L2 speech. We also see a pressing need for expansion of classroom instruction studies to evaluate the persistence of training benefits over time. Delayed post-tests such as Couper's (2006) that evaluate speech produced under variable conditions might well refute Krashen's (2013) assertion that pronunciation cannot be "acquired" from instruction. His view is that pedagogy can lead only to declarative knowledge ("learning") that has to be accessed inefficiently by invoking a putative "monitor. " This view contrasts sharply with that of speech researchers such as Flege, who view L2 phonetic learning as possible using essentially the same mechanisms available to L1 learners (Flege, 1995) . Another area deserving of replication and expansion is functional load. study was preliminary; further investigation is warranted using different segments and the development and testing of functional load hierarchies in other frequently studied L2s would be valuable as well.
New avenues for pronunciation research
Several pronunciation phenomena have received little more than passing mention in L2 speech research. One such area is voice quality, which has been cited for decades as potentially important for L2 speech (Esling & Wong, 1983; Honikman, 1964 ), yet the literature on this topic remains paltry.
Individual differences in L2 perception and production are also under-researched. Most pronunciation work reports only group means, but in fact, individual learning trajectories may diverge dramatically from the 'average pattern. ' The reasons for individual differences probably include such factors as L2 experience, aptitude, L1 identity, and motivation, but these influences are still poorly understood (Marx, 2002; Moyer, 2013) . The same is true of learner strategies, which have been found to promote learning in longitudinal work by Sardegna (2011) , but have received little attention elsewhere. A long-term goal should be to explore interactions between individual differences (e.g., aptitude) and the effects of different types of pronunciation instruction.
Despite a plethora of studies involving global speech evaluations, and numerous investigations of learners' performance on individual segments and prosodic features, few researchers have considered the interactions of the effects on interlocutors of the wide range of difficulties that L2 learners may experience. Our work on segmental errors suggests that they may be additive under some circumstances, but not under others . However much more work is required to clarify how the interaction of pronunciation errors at both segmental and prosodic levels may influence comprehension. Much also remains to be done on the interaction of L2 speech with pragmatics and grammar (Varonis & Gass, 1982) .
A methodological approach that holds considerable potential entails controlled digital manipulations of natural L2 speech. Magen (1998) , for instance, examined the impact of digitally correcting segmental errors on listener ratings, while Tajima, Port and Dalby (1997) and Mixdorff and Munro (2013) manipulated prosodic phenomena. These quasi-experimental studies allow much stronger conclusions about factors that affect intelligibility and comprehensibility than do purely correlational investigations.
We are encouraged by the strong resurgence of interest in L2 pronunciation research and the burgeoning numbers of new scholars in this area. We hope that this paper will provide some useful direction for future work, and we look forward to reading many innovative new studies in future issues of this journal.
