Abstract. Autonomous underwater vehicles (AUVs) offer unique possibilities for exploring the 12 deep seafloor in high resolution over large areas. We highlight the results from AUV-based 13 multibeam echosounder (MBES) bathymetry / backscatter and digital optical imagery from the 14 DISCOL area acquired during research cruise SO242 in 2015. AUV bathymetry reveals a 15 morphologically complex seafloor with rough terrain in seamount areas and low-relief 16 variations in sedimentary abyssal plains which are covered in Mn-nodules. Backscatter 17 provides valuable information about the seafloor type and particularly about the influence of 18
backscatter was clustered using both raw data and corrected backscatter mosaics.
23
In total, two unsupervised methods and one machine learning approach were utilized for 24 backscatter classification and Mn-nodule predictive mapping. Bayesian statistical analysis was 25 applied to the raw backscatter values resulting in six acoustic classes. In addition, Iterative Self-26
Organizing Data Analysis (ISODATA) clustering was applied to the backscatter mosaic and its 27 statistics (mean, mode, 10 th , and 90 th quantiles) suggesting an optimum of six clusters as well.
28
Part of the nodule metrics data was combined with bathymetry, bathymetric derivatives and 29 backscatter statistics for predictive mapping of the Mn-nodule density using a Random Forest 30 classifier. Results indicate that acoustic classes, predictions from Random Forest model and 31
image-based nodule metrics show very similar spatial distribution patterns with acoustic 32 classes hence capturing most of the fine-scale Mn-nodule variability. Backscatter classes reflect 33 areas with homogeneous nodule density. A strong influence of mean backscatter, fine scale BPI 34 and concavity of the bathymetry on nodule prediction is seen. These observations imply that 35 nodule densities are generally affected by local micro-bathymetry in a way that is not yet fully 36 understood. However, it can be concluded that the spatial occurrence of Mn-covered areas can 37 be sufficiently analysed by means of acoustic classification and multivariate predictive 38 mapping allowing to determine the spatial nodule density in a much more robust way than 39 previously possible. 40 41
Introduction 42
higher mounds to the NW clearly show that the DISCOL area is not located on a flat and 83 homogenous deep seafloor.
84
The ploughed DISCOL Experimental Area (DEA) itself is located on a relatively smooth, 85 slightly elevated part of the seafloor with a central valley of about 20m depth that dips 86 southward ( Fig. 2A) . When inspecting the bathymetry data generated by the autonomous 87 underwater vehicle (AUV) in more detail, the central part of the area shows a 20m deep valley, 88 the floor of which is comprised by low-relief N-S trending ridges giving the impression of a 89 braided river system ( Fig. 2A) . Despite the rich morphological features in the study area, it 90 does not contain steep slopes and represents a rather smooth seafloor (<5 degrees). 91 92 93
Acoustic mapping of Mn-nodules and study objectives 94
Acoustic mapping has proved to be a useful tool for supporting deep sea mineral 95 resource assessments. The initial studies mentioned below, showed promising results for Mn-96 nodule detection and quantification, however, progress in more detailed and meaningful 97 method development and data processing capabilities has remained slow, mainly due to 98 fluctuations in the global interest of deep sea mining. The majority of surveys performed for 99
Mn-nodule mapping purposes rely on acoustic remote sensing and near-bottom photography 100 (de Moustier, 1985) . The applicability of acoustic methods is based on the clear acoustic 101 contrast of at least 11 dB between the background deep sea soft sediment and the nodules (de 102
Moustier 1985). Weydert (1985) found that the nodule size is proportional to the average 103 backscatter strength for low frequency signals (<30 kHz). In addition, Weydert (1990) 
104
concluded that it is possible to map the percentage of seafloor covered by nodules based on 105 backscatter measurements of sonar frequencies higher than 30 kHz , whereas for a frequency 106 of 9 kHz it is possible to use the backscatter response to determine whether the nodule 107 diameter is greater than 6 cm or smaller than 4 cm. Masson and Scanlon (1993) suggested that 108 lower sonar frequencies produce a much weaker acoustic contrast between nodules and 109 surrounding sediments for nodules of given size. They concluded that on a seafloor covered 110 with mixed-size nodules larger nodules will have a greater impact on the backscattered energy 111 than smaller ones. They also suggested that minor differences of nodule coverage will have a 112 
AUV MBES data acquisition and processing 156
The data in this study were collected using the AUV "Abyss" (built by HYDROID Inc.) from 157 GEOMAR, during cruise SO242-1 where various AUV missions were flown. The AUV is 158 equipped with a RESON Seabat 7125 MBES sensor with 200 kHz operating frequency, 256 159 beams with 1 by 2 degree opening angle along and across track, respectively. From the original 160 PDS2000 sonar data, files backscatter snippet data were extracted into s7k format whereas 161 bathymetry data were extracted into GSF format. Prior to exporting, MBES bathymetric data 162 were filtered within the PDS2000 software. Bathymetry data from different AUV dive-missions 163
were jointly used for interpolating one single grid of bathymetry and backscatter (Fig.2) .
164
Latency and roll-related artefacts affected bathymetry in places due to a none-constant time 165 delay for roll values creating uncorrectable artefacts in the resulting grid. Therefore, the 166 bathymetry was smoothed by applying a Gaussian filter with a 10 m x 10 m rectangular 167 window with 3 and 5 standard deviations as smoothing factors in SAGA GIS. Filtered 168 bathymetry was visually inspected for artefacts using the hill-shade function in SAGA GIS, 169 giving satisfactory results. Vertical differences between the smoothed grid with the originally 170 processed surface were everywhere less than 1 m, highlighting that the filtering did not cause 171 significant smoothing and removal of finer details. The filtered bathymetric grid was used for 172 calculating a variety of derivatives listed in Table 2 .
173
The MBES backscatter data were processed in two ways. First, the s7k/GSF pairs were 174 automatically corrected (for radiometric and geometric bias) and mosaicked in QPS FMGT (Fig.  175  2B) . In addition, backscatter mosaic statistics were calculated and exported as GEOTIF files 176 using a 10 m x 10 m neighbourhood. The raw snippets data were exported prior to any 177 processing using a combination of in-house conversion software and QPS DMagic for merging 178 beam data with ray-traced easting and northing. The raw snippets data were transformed from 179 16-bit amplitude units to dB using the formula in Eq. (1) AUV surveys were undertaken for collecting close-up images from the seafloor using a camera 193 system recently described by Kwasnitschka et al (2016) . In this system the camera is mounted 194 behind a dome port along with a 15mm fish-eye lens that produces extreme wide-angle 195
images. This type of lens and dome port configuration induces significant distortions to the 196 image which need to be corrected prior to any image analysis processing. Surveying at 197 altitudes of 4-8m above the seafloor and using the novel state-of the-art LED flash system, the 198 AUV collected several hundred-thousand seafloor images at a 1Hz interval. The respective AUV 199 surveys were designed to cover a large part of the study area with a single-track dive pattern 200 and also to focus on two selected areas running track lines 5m apart for dense 2D image 201 mosaicking ( Fig. 2A) . Each image was individually georeferenced using the AUV navigation and 202 altitude data. This way, each pixel of the AUV imagery is translated to an actual portion of the 203 seafloor.
204
For the automated image analyses (e.g. Mn-nodule counting), all images were smoothed by a 205
Gaussian filter to remove noise and then converted to grayscale for computational speedup.
206
Following, the images were corrected for inconsistent illumination due to the varying AUV 207 altitude using the fSpice method described by Schoening, et al. (2012 In this study, we considered the number of Mn-nodules per square meter as a normalized 221 measure of nodule density in order to avoid overestimation of Mn-nodules due to multiple-222 detections between overlapping images. This metric is derived from the ratio of the number of 223 nodules detected to the area (m 2 ) of the image footprint (the size of the central 'good' part of 224 the image). Therefore the results of the predictive mapping are presented with 6 m x 6 m 225 resolution which is representative for the majority of image footprint sizes. 226 227 228
Seafloor classification and prediction methods 229 230
Three different approaches were applied for a predictive Mn-nodule mapping. The first 231 approach is an unsupervised method based on Bayesian statistics applied on raw snippet data.
232
It examines the within-beam backscatter variability in the entire area in order to estimate the 233 optimum number of seafloor classes. The output acoustic classes can then be validated with 234 available ground-truth data. The second approach, is based on the ISODATA algorithm (an 235 unsupervised method as well), applied on gridded backscatter data. This algorithm can 236 automatically adapt the number of classes to the data for given minimum and maximum 237 values set by the user. Finally, a supervised machine learning method was applied on gridded 238 bathymetric and backscatter data. This method requires a training set in order to model the 239 complex relationship between the Mn-nodules occurrences and the bathymetry, bathymetric 240 derivatives and backscatter information. Alevizos et al. (2015) . In order to enhance the method's performance, strong 261 outliers in the raw data were filtered by using a variance threshold set to 100 (i.e. 10 standard 262 deviations). Thus, beams with a snippet data variance greater than 100 were disregarded from 263 the classification process. The remaining snippet data were averaged for each beam for 264 obtaining the mean relative backscatter intensity. The Bayesian method is based on the central 265 limit theorem and the assumption that acoustic backscatter measurements of a homogeneous 266 seafloor type would express normal distribution when derived from a certain incidence angle. At the next stage, an ensemble procedure based on several regression trees of random subsets 314 of the explanatory variables is iteratively applied for classifying/predicting Mn-nodule density 315 per grid-cell using a-priori information from the training sample. The prediction at a certain 316 grid-cell is defined by the majority votes of all random subsets of trees (Gislason et al., 2006) . 317
During the iterative processing, the Random Forest will reserve randomly selected parts of the 318 training sample for internal cross-validation of the results (out-of-bag sample). During each 319 iteration, one explanatory variable is neglected and its importance score is calculated 320 according to its contribution to the resulting prediction error. The variable importance 321 calculation is considered one of the main advantages of the Random Forest algorithm. An 322 important step prior to Random Forest application is data exploration. With data exploration it 323 is possible to identify which explanatory variables are capable to discriminate patterns of 324 nodule density in the study area better. A standard approach is to explore the probability 325 density function of the response variable with each of the other gridded variables (e.g. slope, 326 BPI, etc.). These plots give first indications about the distribution type of the response variable 327 for a given explanatory variable.
328
The explanatory variables presented in Table 2 were chosen as good descriptors of nodule 329 density in the area based on the probability density functions of arbitrarily chosen classes of 330 nodule density (Fig. 3, Appendix) . The arbitrary classes where based on the quantiles method 331 for classifying the nodule density histogram. It has to be noted that the arbitrary classes were 332 used only for data exploration and not for the prediction of nodule densities. All descriptor-333 grids were resampled to 6 m x 6 m pixels in order to be compatible with the average effective 334 area of the AUV images upon which nodule metrics were computed. 335
An appropriate selection of training samples is fundamental for modelling the relationship 336 between the response variable and the gridded descriptor data. Particularly, the training 337 samples need to span the entire range of the study area capturing most of the data variability. 
Automated nodule detection from AUV images 352
The automated nodule detection algorithm results for nodule density (number of nodules m -2 ) 353 are shown in Fig. 4 . The dense point cloud offers a detailed view of the nodule spatial 354 distribution which can significantly enhance the interpretation of nodule density in 355 conjunction with MBES bathymetry. In Fig. 4 the nodule density fluctuates in a pattern of 356 alternating bands. By colorizing the seafloor surface and the bathymetric profile cross-section 357 according to nodule density values, it can be seen that higher nodule densities appear on 358 smooth slope features where the seafloor appears locally concave or terraced and also on the 359 foot of these slopes which appear relatively lower compared to the surrounding area. By 360 colouring the AUV bathymetry according to the nodule density it became clear that MBES 361 derivatives may be useful for quantifying the nodule distribution in the entire study area. We 362 thus calculated bathymetric derivatives such as BPI, concavity, slope and slope-related 363 derivatives (LS factor, TRI) to be included in predicting nodule densities. 364 365 366
Bayesian acoustic classification of raw BS data 367 368
The Bayesian method identified six classes based on the analysis of beams with incidence 369 angles between 38 and 42 degrees (Table 3) . Despite the variance-based filtering, it was not 370 possible to compensate for the remaining effects on beam incidence angles in the middle 371 range and towards the nadir. We believe that these effects are responsible for the stripe-like 372 classification at the outer part of the swath. The selection of six classes resulted from the 373 agreement between two adjacent beams (Table 3 ) and the relative lower overlap of the 374 Gaussian curves. The finally derived classes are ordinal; meaning that from class 1 to class 6 375 there is an increase in backscatter intensity. The spatial distribution of the acoustic classes 376 expresses a gradient of high to low backscatter classes in the N-S direction (Fig. 5A) The ISODATA algorithm was applied to the mean, mode, 10% and 90% quantiles of the 387 backscatter mosaic. These datasets are considered more suitable than the raw backscatter 388 data, as they hold a more realistic representation of backscatter spatial variability and they are 389 slightly correlated (correlation coefficients: 0.5-0.9) with the mean backscatter. The ISODATA 390 algorithm was set to produce an optimal number of clusters for different ranges of cluster 391 amounts (minimum number of clusters from 2 to 5; maximum number of clusters from 6 to 392 10). The results for all possible pairs regarding the minimum and maximum clusters were 393 divided, indicating five or six clusters as optimal. To have comparable results with the Bayesian 394 method, six clusters were selected for further analyses. Although the algorithm does not 395 output classes with ordering, the ISODATA classes were reclassified based on their nodule 396 statistics to be comparable with Bayesian results (see discussion section). The classes show a 397 decreasing amount of nodules from north to south with the nodule-free areas being 398 sufficiently demarcated. 399 400 401 402
Random Forest predictions using bathymetry derivatives and BS data 403 404
The RF was performed in two steps: the training and the prediction step. First a sensitivity test 405 was carried out using different percentages of training samples (Fig. 6B ) and fitting models 406 with 200 and 1000 trees. This test is essential for examining the optimal settings prior to 407 applying a predictive model. It also helps in quantifying the stability of results (given the 408 random character of the process) by running the model with optimal settings repeatedly. For 409 quantifying the model accuracy we used the percentage of variance explained by the out-of-410 bag samples (RF algorithm output report) whereas for assessing the prediction results, 411 calculation of R 2 was applied for measuring the correlation between the predicted and 412 measured nodule density. According to the sensitivity analysis, a training set with 30% of the 413 total amount of images with Mn-nodule statistics was sufficient to explain more than 70% of 414 the variance of the out-of-bag sub-sample when training 200 trees. It was also found that this 415 accuracy value is not improving significantly when increasing the training sample size (Fig. 6B ).
416
By maintaining the same amount of training samples (30% of the total images acquired, ca. 417 2700 images) while using ten different parts of the data as training sample (ten-fold cross-418 validation), the model performance was relatively consistent (69-72%) regarding the out-of-419 bag variance explained (Table 4) . These results refer to the Mn-nodules m -2 analyses. In 420 addition we tested the predictability of the 2D size of nodules using the 50% and 75% 421 quantiles of 2D sizes in square centimetres. The resulting out-of-bag variance explained was 422 found to be much lower (35-40%), independently from the number of trees and the size of the 423 training sample set. By using the results from the ten-fold cross-validation (or sensitivity test) 424
we extracted the mean importance score of each bathymetry and backscatter parameter (Fig  425  6C) . Considering the prediction of Mn-nodules m -2 , the mean backscatter data was found to be 426 the most influencing variable which constantly scored first, followed by the BPI, bathymetry 427 and concavity. After the sensitivity test an optimal model using 30% of all images as training 428 data and growing 200 trees (1000 trees did not produce better results) was developed using 429 the explanatory variables for prediction of nodule densities. The final results of the RF method 430 express a gradient from higher to lower nodule densities from North to South (Fig. 6A ). An 431 independent subsample of nodule measurements was used for validating the prediction 432
results. This validation sample consists of measurements selected at least six meters away 433 from any training location, to avoid the introduction of autocorrelation effects on the 434 validation process which could overestimate the performance of the model. The value of 6m 435 was selected as the majority of images cover a 6 m x 6 m area on the seafloor. A comparison 436 between the image-based Mn-nodule measurements and the averaged predicted values based 437 on ten different RF runs show a good average correlation based on the R 2 coefficient ( Both, the unsupervised classifications (ISODATA, Bayesian) and the random forest prediction 474 results are largely comparable to the nodule detection measurements map (Fig. 7) . Hence, 475 both classification and prediction data, and nodule measurements reflect a similar spatial 476 distribution pattern of nodule densities. The Mn-nodule densities seen in the imagery highlight 477 a pattern of alternating high and low density bands on bathymetric slope features. According 478 to studies on the fine scale (tens of meters) distribution of Mn-nodules as summarized by 479
Margolis and Burns (1976) higher nodule densities are related to hilltops, slopes and the foot 480 of slopes. The authors particularly highlighted that e.g. nodule sizes vary significantly over 481 short distances; unfortunately there were no methods to capture this variability sufficiently at 482 the time of this study. The correlation to the bathymetry is supported by the variable 483 importance plot of the RF model (Fig. 6C ). This plot shows that both bathymetry and 484 backscatter features contribute significantly to the prediction of the Mn-nodule densities with 485 variables such as mean backscatter intensity, fine scale BPI, and concavity as good predictors.
486
The predictive potential of these variables needs to be validated in future studies using MBES 487 data from different study areas.
489
Both unsupervised acoustic classes and the Random Forest prediction suggest a gradient of 490 decreasing nodule densities from north to south while the RF quantitative map (Fig. 6A) shows 491 more gradual changes regarding the fine-scale spatial distribution of Mn-nodules. The 492 northern part of the MBES survey is located very close to, and partly within, a seamount area.
493
According to towed camera video footage these seamounts comprise ancient volcanoes that 494 are now covered with deep sea fine sediments. In addition, a few pillow-basalt outcrops were 495 found along with basalt slabs being exposed on the seamount slopes. Greater nodule densities 496 can be observed from these images suggesting that accumulated nodules or exposed basalt 497 rocks may be assigned to the same acoustic class that represents higher acoustic intensities. In 498 the random forest prediction, high nodule densities could be confused with basalt rock as well 499 (Fig. 6A, black arrows) . Video data can be used in order to differentiate these seafloor types in 500 the acoustic classes. Greater nodule densities in the vicinity of the seamounts area can be 501 explained by the findings presented by Vineesh et al. (2009) and Sharma et al., (2013) . These 502 two studies propose that in the proximity of abyssal hills and slopes, abundant basalt 503 fragments act as nodule nuclei that favour nodule development. Away from the seamount 504 area, the nodule density variations follow a banded pattern of high and low density 505 alternations with localized depressions representing nodule-free areas (Fig. 2B) . The band-506 pattern variation is not fully understood by the datasets available in this study; however, it is 507 assumed that it is the result of a combination of the deep sea benthic boundary layer 508 hydrodynamics, local sediment movement and active tectonics that impacts pore fluid 509 migration. It is not clear why and how the nodule-free areas are formed and why we observe 510 moderate nodule densities in broad deep plains of the area. Margolis and Burns (1977) suggest 511 that bathymetric valleys are more influenced by sedimentation hence not favouring nodule 512 growth, but that hill tops and bathymetric slopes are covered by a greater amount of nodules 513 due to a lower impact of local sedimentation. Whether this explanation is also true for the 514 described study area remains speculative. In any case, backscatter data clearly indicate where 515 areas of higher and lower Mn-nodule densities exist, allowing for future investigations of the 516 underlying factors. 517 518 519 520 4.2 Assessing the Mn-nodule acoustic classification 521 522
To assess the performance of unsupervised classification methods in clustering homogeneous 523 areas of Mn-nodules, we examined the within-and between-class variability of the Mn-524 nodules densities (nodules m -2 ). The assessment is based on the descriptive statistics of nodule 525 measurements from each class (Table 5 ) and box-plots of nodules m -2 from each class (Fig. 8) .
526
The box-plots assist to better illustrate the separation between classes as well. efficiently mapped with high resolution hydro-acoustic data. In addition, applying machine 620 learning methodology showed great potential in quantitative predictive mapping of Mn-621 nodules through modelling the complex relation between image-derived nodule metrics with 622 bathymetric derivatives and backscatter statistics. In essence, by using a relatively small 623 amount of AUV images (ca. 2700) as the training set it was possible to obtain a 70% correlation 624 between predicted and measured Mn-nodule densities. High quality and spatial resolution 625 AUV hydro-acoustic and optical data can provide a fast and less costly mean for Mn-nodule 626 mapping. This has three major implications in deep sea studies: 1) it raises questions about 627 what causes the Mn-nodules to follow the fine scale bathymetric morphology, 2) it assists in 628 better resource assessment of Mn-nodules and provides the information needed for planning 629 the optimal mining path and 3) it provides more accurate information about Mn-nodule 630 substrate as a benthic habitat, hence it can be utilized for better understanding the deep sea 631 ecology and ecological impact of potential Mn-nodule mining. 632 633 634 635 636
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