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Abstract
We prove a comparison theorem between the d-plane Radon transform and the Fourier-Laplace
transform for D-modules. This generalizes results of Brylinski and d’Agnolo-Eastwood.
Introduction
The history of the Radon transform goes back to the famous paper [Rad17] of Radon. This transfor-
mation associates to a function f on Rn a corresponding function on the family of affine d-dimensional
planes in Rn whose value at a given plane is the integral over f restricted to this plane. Since then
various generalizations, like the Radon transform on homogeneous spaces [Hel66] and the Penrose
transform [EPW81] were made, which had plenty of applications in representation theory, harmonic
analysis and mathematical physics. Later it was realized that the Radon transform and its various
cousins could be best understood in the context of integral geometry and D-modules (see [D’A00]
for a nice overview). This Radon transform for D-modules was introduced by Brylinski in [Bry86].
There, he considers D-modules on the complex projective space and measures their restriction to
all d-planes, which gives rise to a (complex of) D-module(s) on the corresponding Grassmanian. As
an application he proved, among other things, the irreducibility of the monodromy action on the
vanishing cohomology of a hyperplane section of a (possibly singular) variety. The study of these
integral transforms was further advanced by d’Agnolo and Schapira who on the one hand extended
in [DS96a] the hyperplane Radon transform to twisted D-modules and to a quantized contact trans-
formation between the cotangent bundles of the projective spaces and on the other hand to the very
general setting of double fibrations in [DS96b].
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The Fourier-Laplace transform on the other hand is an indispensable tool in the theory of differ-
ential equations. In the context of integral geometry it is a transform with a so-called exponential
kernel. This property is reflected in the D-module picture by the fact that the Fourier-Laplace
transform does not preserve regular holonomicity. If however the D-module is monodromic then
the Fourier-Laplace transform is equivalent to the so-called Fourier-Sato transform (or monodromic
Fourier-Laplace transform) which preserves regularity. By a theorem of Brylinski [Bry86], the hyper-
plane Radon transform for D-modules on Pn is closely related to the monodromic Fourier-Laplace
transform on Cn+1. Roughly speaking the theorem of Brylinski says, that the hyperplane Radon
transform of a holonomic D-module on Pn is isomorphic to the (monodromic) Fourier-Laplace trans-
form of a specific lift of the D-module from Pn to Cn+1. This result was generalized by d’Agnolo
and Eastwood [DE03] to quasi-coherent D-modules and to a variant of the Radon transform which
does measure the restriction of the D-module to the complement of a given hyperplane, rather then
the restriciton to the hyperplane itself.
In this paper we extend the results of Brylinski and d’Agnolo-Eastwood to the case of the d-plane
Radon transform. Possible applications of this result are explicit computations of Gauss-Manin
systems of maps whose fibers are d-plane sections inside a quasi-projective variety. This technique
was already used in [Rei14] in the case of families of Laurent polynomials, where the fiber of a
given Laurent polynomial can be compactified to a hyperplane section of a projective toric variety,
which is given by the Newton polytope of the corresponding Laurent polynomial. In forthcoming
work it is planned to use the comparison theorem between the d-plane Radon transform and the
Fourier-Laplace transform, which is proven here, to study hyperplane arrangements. More precisely,
we want to use a variant of the d-plane Radon transform, defined below, to compute explicitly the
Gauss-Manin system of the universal family of hyperplane arrangements and of the universal family
of the complements.
Let us give a short overview of the paper. We first give a brief review of algebraic D-modules, the
Radon as well as the Fourier-Laplace transform and state the comparison result for the hyperplane
case of d’Agnolo and Eastwood. The proof of the general case proceeds as follows. We first prove that
the d-plane Radon transform for a D-module is equivalent to a diagonal embedding of this D-module
on a product of projective spaces and then applying the hyperplane Radon transform on each factor
(Lemma 2.8 and Lemma 2.10). This result stems from the simple geometric fact that a d-plane in
P
n is isomorphic to the diagonal in (Pn)×n−d cut with an appropiate hyperplane on each factor.
We then prove in Proposition 2.11 that we can apply the theorem of d’Agnolo and Eastwood on
each factor. Finally we have to prove that the extension functors and the Fourier-Laplace transform
interchange (Lemma 2.12).
Acknowledgements: I would like to thank Christian Sevenheck and Claude Sabbah for useful
discussions. Furthermore, I thank Claus Hertling for his continuous support and interest in my
work.
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1 Preliminaries
In the first section we review briefly the theory of algebraic D-modules in order to fix notations. In
the second section we review the d-plane Radon transform and various variants (cf. Definition 1.1)
and show how they arise as an integral transformation (cf. Proposition 1.3). Then we show in Propo-
sition 1.5 that the various transformations preserve (regular) holonomicity and (quasi-)coherence.
In the last section we introduce in Definition 1.7 the Fourier-Laplace transform for D-modules as
an integral transform with exponential kernel .
1.1 D-modules
Let X be a smooth algebraic variety over C. We denote byM(DX) the abelian category of algebraic
left DX -modules on X. The full triangulated subcategories of D
b(DX) := D
b(M(DX)), consisting
of objects with OX-quasi-coherent resp. DX -coherent resp. (regular) holonomic cohomology are
denoted by Dbqc(DX) resp. D
b
coh(DX) resp. D
b
h(DX) resp. D
b
rh(DX). We subsume the different cases
by writing Db∗(DX) for ∗ ∈ {qc, coh, h, rh}.
Let f : X → Y be a map between smooth algebraic varieties. We denote by DX→Y resp. DY←X
the transfer bimodules. Let M ∈ Db(DX) and N ∈ D
b(DY ), then the direct and inverse image for
D-modules is defined by
f+M := Rf∗(DY←X
L
⊗DX M),
f+N := DX→Y
L
⊗f−1DY f
−1N .
Recall that the functors f+, f
+ preserve quasi-coherence, holonomicity and regular holonomicity
(see e.g., [HTT08]).
If f : X → Y is non-characteristic, then the functor f+ preserves coherency and is exact.
Denote by ωX the canonical line bundle on X. There exists a duality functor D : D
b
coh(DX) →
Dbcoh(DX) defined by
DM := HomOX (ωX , RHomDX (M,DX))[dimX].
Recall that for a single holonomic DX-module M , the holonomic dual is also a single holonomic
DX-module ([HTT08, Corollary 2.6.8 (iii)]).
For a morphism f : X → Y between smooth algebraic varieties we additionally define the functors
f† := D ◦ f+ ◦D and f
† := D ◦ f+ ◦ D.
Consider the following cartesian diagram of algebraic varieties
Z
f ′ //
g′

W
g

Y
f // X
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then we have the canonical isomorphism f+g+[d] ≃ g
′
+f
′+[d′], where d := dimY − dimX and
d′ := dimZ − dimW (cf. [HTT08, Theorem 1.7.3]).
Notice that by symmetry we have also the canonical isomorphism g+f+[d˜] ≃ f
′
+g
′+[d˜′] with d˜ :=
dimW − dimX and d˜′ := dimZ − dimY . In the former case we say we are doing a base change
with respect to f , in the latter case with respect to g.
Using the duality functor, we get isomorphisms:
f †g†[−d] ≃ g
′
†f
′†[−d′] and g†f†[−d˜] ≃ f
′
† g
′†[−d˜′] .
Let M ∈ Db(DX) and N ∈ D
b(DY ). We denote by M ⊠ N ∈ D
b(DX×Y ) the exterior tensor
product. The exterior tensor product preserves quasi-coherence, coherence, holonomicity and regular
holonomicity. If M1,M2 ∈ D
b(DX), we denote by
M1
L
⊗M2 := ∆
+(M1 ⊠M2)
the internal tensor product, where ∆ : X → X ×X is the diagonal embedding. The internal tensor
product preserves quasi-coherence, holonomicity and regular holonomicity. Notice that it preserves
coherency if M1 ⊠M2 is noncharacteristic with respect to ∆, i.e. if M1,M2 satisfy the following
transversality condition
char(M1) ∩ char(M2) ⊂ T
∗
XX .
Let f : X → Y a map between smooth algebraic varieties. One has the following projection formula
(cf. [HTT08, Corollary 1.7.5])
f+(M
L
⊗ f+N) ≃ f+M
L
⊗N . (1.1.1)
In the following it will sometimes be convenient to use the language of integral kernels. Let X and
Y be two smooth varieties, M ∈ Db(DX) and K ∈ D
b(DX×Y ). Denote by q1 : X × Y → X resp.
q2 : X × Y → Y the projection to the first resp. second factor. The integral transform with respect
to the kernel K is defined by
⋄K : Db(DX) −→ D
b(DY ) ,
M 7→M ⋄K = q2+(q
+
1 M
L
⊗K) .
Let Z be another smooth algebraic variety and K˜ ∈ Db(DY×Z). The convolution of the two kernels
K and K˜ is defined by
K ⋄ K˜ := q13+(q
+
12K
L
⊗ q+23K˜) ,
where qij is the projection from X × Y × Z to the corresponding factor. Notice that the folding is
associative in the sense that for M ∈ Db(DX) we have
(M ⋄K) ⋄ K˜ ≃M ⋄ (K ⋄ K˜) ∈ Db(DZ) .
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1.2 Radon transform
Let V be a complex n + 1-dimensional vector space and denote by Vˆ the dual vector space. Fix
k ∈ {1, . . . , n} and set Wˆ := Vˆ k , so a point in Wˆ gives rise to a vector subspace of V of codimension
≤ k. Set d := n − k and denote by S(k, n) the subvariety of Wˆ consisting of points giving rise to
vector subspaces of codimension equal to k resp. d-planes in P(V ). Notice that GL(k) acts on
S(k, n) from the left. The quotient
G(d, n) := Gl(k) \ S(k, n)
is the Grassmanian parametrizing n+ 1− k-dimensional subspaces in V , i.e. d-planes in P(V ). We
use the following abbreviations P := P(V ), V˙ := V \ {0} and G := G(d, n).
Let Z
iZ
→֒ P×G be the universal hyperplane, i.e.
Z := {[v], [λ1, . . . , λk] ∈ P×G | λ1(v) = . . . = λk(v) = 0}
and denote by C
jC
→֒ P×G its complement
C := {[v], [λ1, . . . , λk] ∈ P×G | ∃l ∈ {1, . . . , k} with λl(v) 6= 0} .
We will define various versions of the Radon transform. Consider the following diagram
C
piC2
''PP
PPP
PPP
PPP
PPP
P
piC1
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
 _
jC

P P×G
pi1oo pi2 // G ,
Z
piZ1
gg❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖ ?
iZ
OO
piZ2
77♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
where π1 resp. π2 are the projections to the first resp. second factor and π
C
1 , π
Z
1 , π
C
2 , π
Z
2 are the
corresponding restrictions of π1 and π2 to C resp. Z.
Definition 1.1. Let V,Z,U as above. The Radon transform is the functor
Rδ : D
b
qc(DP)→ D
b(DG)
M 7→ πZ2+(π
Z
1 )
+M ≃ π2+iZ+i
+
Zπ
+
1 M .
Define two variants
R1/t : D
b
qc(DP)→ D
b(DG)
M 7→ πC2+(π
C
1 )
+M ≃ π2+jC+j
+
Cπ
+
1 M
and
RY : D
b
coh(DP)→ D
b(DG)
M 7→ πC2†(π
C
1 )
+M ≃ π2+jC†j
+
Cπ
+
1 M ,
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as well as a constant Radon transform
R1 : D
b
qc(DP)→ D
b(DG)
M 7→ π2+(π1)
+M .
In order to compare the Radon transform to the Fourier-Laplace transform which will be introduced
below, we will need another type of Radon transform but this time with target in Wˆ = Vˆ ×k instead
of G = G(n − k, n).
Let Z ′
iZ′
→֒ P× Wˆ be defined as
Z ′ := {[v], λ1, . . . , λk ∈ P× Wˆ | λ1(v) = . . . = λk(v) = 0}
and denote by C ′
jC′
→֒ P× Wˆ the complement of Z ′:
C ′ := {[v], λ1, . . . , λk ∈ P× Wˆ | ∃l ∈ {1, . . . , k} with λl(v) 6= 0} .
We will also consider the subvariety A′
iA′
→֒ P× Wˆ :
A′ := {[v], λ1, . . . , λk ∈ P× Wˆ | ∃l ∈ {1, . . . , k} with λl(v) = 0}
together with its complement U ′
jU′−→ P× Wˆ :
U ′ := {[v], λ1, . . . , λk ∈ P× Wˆ | λ1(v) 6= 0, . . . , λk(v) 6= 0} .
Consider the following diagrams
C ′
piC
′
2
''❖❖
❖❖
❖❖❖
❖❖
❖❖
❖❖❖
❖
piC
′
1
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
 _
jC′

P P× Wˆ
pi1oo pi2 // Wˆ
Z ′
piZ
′
1
gg❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖ ?
iZ′
OO
piZ
′
2
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
U ′
piU
′
2
''PP
PPP
PPP
PPP
PPP
P
piU
′
1
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
 _
jU′

P P× Wˆ
pi1oo pi2 // Wˆ ,
A′
piA
′
1
gg❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖ ?
iA′
OO
piA
′
2
77♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
where as above π1 resp. π2 are the projections to the first resp. second factor and π
C′
1 , π
Z′
1 , π
U ′
1 , π
A′
1 ,
πC
′
2 , π
Z′
2 , π
U ′
2 , π
A′
2 are the corresponding restrictions of π1 and π2 to C
′ resp. Z ′ resp. U ′ resp. A.
Definition 1.2. Let Z ′, U ′, C ′ as above. The affine Radon transform is the functor
R′δ : D
b
qc(DP)→ D
b(DWˆ )
M 7→ πZ
′
2+(π
Z′
1 )
+M ≃ π2+iZ′+i
+
Z′π
+
1 M .
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Define the variants
R′1/t : D
b
qc(DP)→ D
b(DWˆ )
M 7→ πC
′
2+(π
C′
1 )
+M ≃ π2+jC′+j
+
C′π
+
1 M
R′Y : D
b
coh(DP)→ D
b(DWˆ )
M 7→ πC
′
2† (π
C′
1 )
+M ≃ π2+jC′†j
+
C′π
+
1 M
R′U+ : D
b
qc(DP)→ D
b(DWˆ )
M 7→ πU
′
2+(π
U ′
1 )
+M ≃ π2+jU ′+j
+
U ′π
+
1 M
as well as a constant Radon transform
R′1 : D
b
qc(DP)→ D
b(DWˆ )
M 7→ π2+(π1)
+M .
We can now express the affine Radon transforms R′u for u ∈ {1, δ, 1/t, Y, U
+} as an integral trans-
formation with respect to a kernel R′u. Set
R′δ = iZ′+OZ′ , R
′
Y = jC′†OC′ , R
′
1/t = jC′+OC′ , R
′
U+ = jU ′+OU ′ , R
′
1 = OP×Wˆ .
Recall that
M ⋄R′u = π2+(π
+
1 (M)
L
⊗R′u) ,
then we have the following result.
Proposition 1.3. Let M ∈ Dbqc(P). We have the following isomorphism
M ⋄R′uˆ ≃ R
′
uˆ(M) for uˆ ∈ {δ, 1, 1/t, U
+} ,
if M ∈ Dbcoh(P) then
M ⋄R′uˆ ≃ R
′
uˆ(M) for uˆ ∈ {Y } .
Proof. The proof essentially uses the projection formula (cf. (1.1.1)). We prove the statement for
u = δ the other cases are similar or easier.
M ⋄R′δ = π2+(π
+
1 (M)
L
⊗ iZ′+OZ′)
≃ π2+iZ′+(i
+
Z′π
+
1 M
L
⊗OZ′)
≃ πZ
′
2+((π
Z′
1 )
+M)
= R′δ(M)
Finally, we define the last variant with respect to a kernel having support on the non-smooth
subvariety A′.
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Definition 1.4. Let A′ ⊂ P× Wˆ as above. Set
R′A+ := RΓA′OP×Wˆ
and define for M ∈ Dbqc(P)
R′A+(M) := π2+(π
+
1 (M)
L
⊗R′A+) ≃ π2+RΓA′ π
+
1 M .
Proposition 1.5. The Radon transforms preserve the following subcategories
Rδ,R1/t,R1 : D
b
∗(DP)→ D
b
∗(DG) for ∗ ∈ {qc, coh, h, rh} ,
RY : D
b
∗(DP)→ D
b
∗(DG) for ∗ ∈ {coh, h, rh} ,
The affine Radon transforms preserve the following subcategories
R′δ,R
′
1/t,RU+ ,R
′
1,R
′
A+ : D
b
∗(DP)→ D
b
∗(DWˆ ) for ∗ ∈ {qc, coh, h, rh} ,
R′Y : D
b
∗(DP)→ D
b
∗(DWˆ ) for ∗ ∈ {coh, h, rh} ,
Proof. First notice that the claim is clear for ∗ ∈ {qc, h, rh}, because the direct image, the in-
verse image and the derived tensor product
L
⊗ preserve quasi-coherence, holonomicity and regular
holonomicity and the proper direct image preserves holonomicity and regular holonomicity. The
functors Rδ,RY ,R1 resp. R
′
δ,R
′
Y ,R
′
1 preserve coherency because π
Z
1 , π
C
1 resp. π
Z′
1 , π
C′
1 are smooth
and coherency is preserved by proper direct images. In order to prove that R′1/t preserves coherency,
recall that we have the isomorphism
R′1/t(M) ≃M ⋄R
′
1/t ≃ π2+(π
+
1 M
L
⊗R′1/t) .
Because π2 is proper, it is enough to show that π
+
1 M
L
⊗R′1/t ∈ D
b
coh(DP×Wˆ ) forM ∈ D
b
coh(DP). Notice
that char(R′1/t) ⊂ T
∗
Z′P × Wˆ ∪ T
∗
P×Wˆ
P × Wˆ . Thus one can easily compute that the transversality
condition
(char(M) × T ∗
Wˆ
Wˆ ) ∩
(
T ∗Z′(P× Wˆ ) ∪ T
∗
P×Wˆ
P× Wˆ
)
⊂ T ∗
P×Wˆ
P× Wˆ
is satisfied. This shows the claim for R′1/t. The proofs for R
′
U+,R
′
A+ and R1/t can be easily
adapted.
Lemma 1.6. Let M ∈ Dbcoh(DP), we have the following triangles in D
b
coh(DWˆ ):
1. R′1(M) −→ R
′
1/t(M) −→ R
′
δ(M)
+1
−→
2. R′δ(M) −→ R
′
Y (M) −→ R
′
1(M)
+1
−→
3. R′A+(M) −→ R
′
1(M) −→ R
′
U+(M)
+1
−→
Proof. The first and the third triangle can be deduced from the following triangles
iZ′+i
+
Z′ [−1](N) −→ N −→ jC′+j
+
C′(N)
+1
−→ and RΓA(N) −→ N −→ jU ′+j
+
U ′(N)
+1
−→
where N ∈ Dbcoh(P× Wˆ ). The second triangle can be deduced by applying D to the first one.
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1.3 Fourier-Laplace transform
In the next definition we want to introduce the Fourier-Laplace transform.
Definition 1.7. Let as above V be a vector space and denote by Vˆ its dual. Define L := OV×Vˆ e
−〈v,vˆ〉
where 〈•, •〉 is the natural pairing between V and Vˆ and the D-module structure is given by the product
rule. Denote by π1 : V × Vˆ → V , π2 : V × Vˆ → Vˆ the canonical projections. The Fourier-Laplace
transform is then defined by
FL : Dbqc(DV ) −→ D
b
qc(DVˆ ) ,
M 7→ π2+(π
+
1 M
L
⊗ L) .
Remark 1.8. In the setting above with Wˆ = Vˆ k and W := V k we can perform the Fourier-Laplace
transform stepwise. Set Nj,l := V
×j × Vˆ ×l for j, l ∈ {0, . . . , k} with j + l = k + 1 and denote by
v1, . . . , vj , λ1, . . . λl elements of Nj,l. Define Ljl := ONj,le
−〈vj ,λ1〉. Notice that Ljl ≃ (π
j,l)+L if
πj,l : Nj,l → V × Vˆ is the canonical projection to the j − th factor of V
×j and to the first factor of
Vˆ ×l. Set
FLj(M) := (π
j,l
2 )+((π
j,l
1 )
+M ⊗ Ljl) ,
where
πj,l1 : Nj,l −→ Nj,l−1 ,
(v1, . . . , vj , λ1, . . . , λ
l) 7→ (v1, . . . , vj , λ2, . . . , λl) ,
πj,l2 : Nj,l −→ Nj−1,l ,
(v1, . . . , vj , λ1, . . . , λ
l) 7→ (v1, . . . , vj−1, λ1, . . . , λl) .
One can easily show that for M ∈ Dbqc(DW ) we have
FL1 ◦ . . . ◦ FLk(M) ≃ FL(M) ,
where the Fourier-Laplace transform on the right hand side is performed with respect to W .
We will also need a relative version of the Fourier-Laplace transform. So let E → X be a vector
bundle, Eˆ → X its dual and denote by can : E ×X Eˆ → X the canonical pairing with respect to
the fibers. Define LX := OE×Eˆ e
−can. The Fourier-Laplace transform with respect to the base X is
defined by
FLX : D
b
qc(DE) −→ D
b
qc(DEˆ)
M 7→ πX2+((π
X
1 )
+M
L
⊗ LX)
where πX1 : E ×X Eˆ → E and π
X
2 : E ×X Eˆ → Eˆ are the canonical projections.
Consider the case where the vector bundle E is trivial, i.e. π : E = X × V → X and Eˆ = X × Vˆ .
Let v1, . . . , vn be coordinates on V and denote by λ1, . . . , λn the dual coordinates on Vˆ . This gives
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an isomorphism between E and Eˆ which allows us to view π−1DX -modules to be defined on Eˆ.
Let M be a DX×V -module. We denote by Mˆ the DX×Vˆ -module on Eˆ which is equal to M as a
π−1DX -module and where λi acts as ∂vi and ∂λi acts as −vi.
The following proposition goes back to Laumon and Katz [KL85]. The D-module case is due to
Malgrange [Mal88].
Proposition 1.9. There is the following isomorphism in Db(DEˆ):
FLX(M) ≃ Mˆ for M ∈Mqc(DE) .
Proof. The proof given in [Mal88] of the case X = pt carries over almost word for word.
2 The comparison theorem
In this section we give the proof of the comparison theorem. In the first section we review the
theorem of d’Agnolo and Eastwood for the codimension one case. In the second section we state the
results for the higher codimension case and in the last section we give the proof of these statements.
2.1 The case of codimension one
Notice that in codimension one the varieties Z ′ and A′ as well as U ′ and C ′ are equal, hence we
have the following equality of functors Rδ[−1] = RA+ and R1/t = RU+ .
Denote by π˜ : V˜ −→ V the blowup of the origin 0 in V and by E the exceptional divisor. Then V˜
carries the following stratification
E
iE
→֒ V˜
j
V˙
←֓ V˙ .
Denote by i˜ : V˜ → P× V the natural embedding. Consider the maps
P
pi
← V˜
j˜
→ V (2.1.1)
obtained by restriction of the natural projections from P× V and by
P
pi
← V˙
j
→ V
their restriction to V˙ . This gives rise to the following diagram
V˙
j
V˙
j
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
pi
yyrrr
rr
rr
rr
rr
rr
P V˜
j˜ //pioo V .
E
iE
OO
j0
88qqqqqqqqqqqqq
piE
ff▼▼▼▼▼▼▼▼▼▼▼▼▼
(2.1.2)
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We define the following kernels
S˜1 = i˜+OV˜ , S˜Y = i˜+jV˙ †OV˙ , S˜1/t = i˜+jV˙+OV˙ , S˜δ = i˜+iE+OE
on P× V .
The following result, comparing the affine Radon transform and the Fourier-Laplace transform, is
proven in [DE03] for the case k = 1.
Proposition 2.1. [DE03, Proposition 1] There is the following isomorphism of integral kernels in
Db(D
P×Vˆ ).
S˜u ⋄ L ≃ R
′
uˆ ,
where
u = 1, δ, Y, 1/t and uˆ = δ, 1, 1/t, Y .
Define the following functors from Dbqc(DP) to D
b
qc(DV ):
extδ(M) := j0+(π
E)+M ≃ j˜+iE+i
+
E π˜
+M
ext1(M) := j˜+π˜
+M
ext1/t(M) := j+π
+M ≃ j˜+jV˙+j
+
V˙
π˜+(M)
resp. from Dbcoh(DP) to D
b
coh(DV )
extY (M) := j†π
+M ≃ j˜+jV˙ †j
+
V˙
π˜+(M)
Lemma 2.2. Let M ∈ Dbcoh(DP), we have the following triangles in D
b
coh(DV ):
1. ext1(M) −→ ext1/t(M) −→ extδ(M)
+1
−→
2. extδ(M) −→ extY (M) −→ ext1(M)
+1
−→
Proof. The triangles can be deduced from
iE+i
+
E [−1](M) −→M −→ jV˙+j
+
V˙
(M)
+1
−→
and the corresponding dual triangle.
The proposition above gives the following comparison between the affine Radon transform and the
Fourier-Laplace transform.
Corollary 2.3. For M ∈ Dbqc(DP) there are natural isomorphisms in D
b
qc(DVˆ )
FL ◦ extu(M) ≃ R
′
uˆ(M) u = 1, δ
and for M ∈ Dbcoh(DP) there are natural isomorphisms in D
b
coh(DVˆ )
FL ◦ extu(M) ≃ R
′
uˆ(M) u = 1/t, Y .
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Furthermore, there are the following isomorphisms of triangles
R′1(M)
//
≃

R′1/t(M)
//
≃

R′δ(M)
+1 //
≃

FL ◦ extδ(M) // FL ◦ extY (M) // FL ◦ ext1(M)
+1 //
and
R′δ(M)
//
≃

R′Y (M)
//
≃

R′1(M)
+1 //
≃

FL ◦ ext1(M) // FL ◦ ext1/t(M) // FL ◦ extδ(M)
+1 //
Proof. We have
R′uˆ(M) ≃M ⋄R
′
uˆ ≃M ⋄ S˜u ⋄ L ≃ FL(M ⋄ S˜u) .
So we need to shows that extu(M) ≃ M ⋄ S˜u. But this follows from [DE03, Lemma 1]. The
isomorphism of triangles follows from the fact that the proof of [DE03, Proposition 1] is completely
functorial.
The two results above which deal with the affine Radon transform were used by d’Agnolo and
Eastwood to prove the following theorem, which generalizes a result obtained by Brylinski in [Bry86,
The´ore`me 7.27]
Theorem 2.4. [DE03, Theorem 2] ForM ∈ Dbqc(DP) there are natural isomorphisms in D
b
qc(DVˆ \{0})
r+FL ◦ extu(M) ≃ πˆ
+Ruˆ(M) u = 1, δ
and for M ∈ Dbcoh(DP) there are natural isomorphisms in D
b
coh(DVˆ \{0})
r+FL ◦ extu(M) ≃ πˆ
+Ruˆ(M) u = 1/t, Y .
where r : Vˆ \ {0} → Vˆ is the natural inclusion and πˆ : Vˆ \ {0} → P the canonical projection.
2.2 Statement of results
In order to state the comparison theorem in the case k > 1 we have to introduce the following maps.
Let
∆ : P −→ P×k
be the diagonal embedding. Consider the following cartesian diagram
V˙ //
pik

V˙ ×k
∏
pi

P
∆ // P×k
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where the vertical map
∏
π on the right is just the k-th product map of the canonical projection
π : V˙ → P and V˙ is defined as the k-times product:
V˙ := V˙ ×P . . .×P V˙ . (2.2.1)
Recall that the closure of the map (π, j) : V˙ → P × V is the space V˜ defined above which is the
total space V(OP(−1)) of the tautological line bundle OP(−1). We get the following commutative
diagram
P× V ×k // (P× V )×k
V˙
OO
// V˙ ×k
∏
(pi,j)
OO
where the closure of the image of
∏
(π, j) is equal to V˜ ×k. Hence the closure V of the image of
V˙→ P× V ×k is equal to
V = V
(
k⊕
i=1
OP(−1)
)
which is the total space of the k-times direct sum of the tautological bundle of P. Denote by D the
complement of V˙ in V, by E the image of the zero section in V and by V◦ the complement of E in
V. We get the following diagrams
V
◦
jV◦

j◦
''❖❖
❖❖
❖❖❖
❖❖❖
❖❖
❖
pi◦
xxqqq
qq
qq
qq
qq
qq
P V
jk //pikoo V ×k
E
iE
OO
jE
77♦♦♦♦♦♦♦♦♦♦♦♦♦
piE
ff▼▼▼▼▼▼▼▼▼▼▼▼▼
V˙
j
V˙

j∗
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
pi∗
yyrrr
rr
rr
rr
rr
rr
P V
jk //pikoo V ×k ,
D
iD
OO
jD
77♦♦♦♦♦♦♦♦♦♦♦♦♦
piD
ff▲▲▲▲▲▲▲▲▲▲▲▲▲
where π◦, πE , π∗ and πD are restrictions of the projection P × V ×k → P to the first factor and
j◦, j∗, jE and jD are restrictions of the projection to the second factor.
Define the following functors from Dbqc(DP) to D
b
qc(DV ×k):
extkδ (M) := (jE)+(π
E)+M ≃ (jk)+(iE)+(iE)
+(πk)
+M
extk1(M) := (jk)+(πk)
+M
extk1/t(M) := (j
◦)+(π
◦)+M ≃ (jk)+(jV◦)+(jV◦)
+(πk)
+M
(2.2.2)
resp. from Dbcoh(DP) to D
b
coh(DV ×k)
extkY (M) := (j
◦)†(π
◦)+M ≃ (jk)+(jV◦)†(jV◦)
+(πk)
+M
extkU†(M) := (j
∗)†(π
∗)+M ≃ (jk)+(jV˙)†(jV˙)
+(π˜k)
+M
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We still need one more extension functor. Let V′ := V
(⊕k
i=1OP(1)
)
be the dual vector bundle of
V. Denote by D′l for l = 1, . . . , k the image of the zero section of the l-the summand OP(1) and by
D′ =
⋃l
i=1D
′
l their union in V
′. Let V˙′
j
V˙′−→ V′ the complement of D′. We get the following triangle
in Dbcoh(DV′)
RΓD′OV′ −→ OV′ −→ (jV˙′)+(jV˙′)
+OV′
+1
−→
We now apply the Fourier-Laplace transformation FLP to the triangle above:
FLP(RΓD′OV′) −→ iE+OE −→ (jV˙)†(jV˙′)
+OV′
+1
−→ (2.2.3)
In order to see this we have to compute the second and third term. We will do this locally with
respect to P. Let (v0 : . . . : vn) be homgeneous coordinates on P and let Vi ⊂ P the affine chart with
coordinates (vi1, . . . , vin) given by vi 6= 0. Then Vi := V|Vi ≃ Vi × C
k and V′i := V
′
|Vi
≃ Vi × (C
k)′
are trivial vector bundles with fiber coordinates ξ1, . . . , ξk and x1, . . . , xk, respectively. Hence by
Proposition 1.9 we have the following isomorphisms in Dbqc(DVi):
FLVi(OV′i) ≃ FLVi
(
DV′i/(∂vi1 , . . . ∂vin , ∂x1 , . . . , ∂xk)
)
≃ DVi/ (∂vi1 , . . . , ∂vin , ξ1, . . . ξk)) ≃ iEi+OEi ,
where iEi : Ei := E ∩ Vi → Vi is the canonical inclusion of the zero section.
Denote by j
V˙′i
: V˙′i := V˙
′ ∩V′i → V
′
i and jV˙i : V˙i := V˙ ∩Vi → Vi the canonical inclusions. The third
term follows from the following isomorphisms in Dbqc(DVi):
FLVi
(
(j
V˙′i
)+(jV˙′i
)+OV′i
)
≃ FLVi
(
OV′i(∗(D
′ ∩ V′i))
)
≃ FLVi(DV′i/(∂vi1 , . . . , ∂vin , ∂x1x1, . . . , ∂xnxn))
≃ DVi/(∂vi1 , . . . , ∂vin , ξ1∂ξ1 , . . . , ξn∂ξn) ≃ (jV˙i)†(jV˙i)
+OVi ,
where the first isomorphism follows from (j
V˙′i
)+(jV˙′i
)+OV′i ≃ (jV˙′i
)∗(jV˙′i
)−1OV′i (since jV˙′i
is an open
embedding) and the last isomorphism follows from
(j
V˙i
)†(jV˙i)
+OVi ≃ D(jV˙i)+D(jV˙i)
−1OVi ≃ D (jV˙i)∗ DOV˙i ≃ D (jV˙i)∗OV˙i ≃ DOVi(∗D ∩ Vi)
≃ D (DVi/(∂vi1 , . . . , ∂vin , ∂ξ1ξ1, . . . , ∂ξnξn)) ≃ DVi/(∂vi1 , . . . , ∂vin , ξ1∂ξ1 , . . . , ξn∂ξn) .
We are now able to define the last extension functor:
extkA†(M) := (jk)+ ((πk)
+M
L
⊗ FLP(RΓD′OV′))
from Dbcoh(DP) to D
b
coh(DV ×k).
Lemma 2.5. Let M ∈ Dbcoh(DP), whe have the following triangles in D
b
coh(DV ×k):
1. extk1(M) −→ ext
k
1/t(M) −→ ext
k
δ (M)
+1
−→
2. extkδ (M) −→ ext
k
Y (M) −→ ext
k
1(M)
+1
−→
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3. extk
A†
(M) −→ extkδ (M) −→ ext
k
U†
(M)
+1
−→
Proof. The first triangle can be deduced from
iE+i
+
E [−1](M) −→M −→ jV˙+j
+
V˙
(M)
+1
−→
and the second from corresponding dual triangle. The third triangle follows from (2.2.3).
We have the following generalization of Corollary 2.3
Proposition 2.6. For M ∈ Dbqc(DP) there are natural isomorphisms in D
b
qc(DWˆ )
FL ◦ extku(M) ≃ R
′
uˆ(M) u = 1, δ uˆ = δ, 1
and for M ∈ Dbcoh(DP) there are natural isomorphisms in D
b
coh(DWˆ )
FL ◦ extku(M) ≃ R
′
uˆ(M) u = 1/t, Y, U
†, A† uˆ = Y, 1/t, U+, A+ .
Furthermore, there are the following isomorphisms of triangles
R′1(M)
//
≃

R′1/t(M)
//
≃

R′δ(M)
+1 //
≃

FL ◦ extkδ (M)
// FL ◦ extkY (M)
// FL ◦ extk1(M)
+1 //
R′δ(M)
//
≃

R′Y (M)
//
≃

R′1(M)
+1 //
≃

FL ◦ ext1(M) // FL ◦ ext1/t(M) // FL ◦ extδ(M)
+1 //
R′A+(M)
//
≃

R′1(M)
//
≃

R′U+(M)
+1 //
≃

FL ◦ extA†(M) // FL ◦ extδ(M) // FL ◦ extU†(M)
+1 //
The corresponding generalization of Theorem 2.4 is the following theorem.
Theorem 2.7. For M ∈ Dbqc(DP) there are natural isomorphisms in D
b
qc(DS(k,n))
r+(FL ◦ extku(M)) ≃ πˆ
+Ruˆ(M) u = 1, δ uˆ = δ, 1
and for M ∈ Dbcoh(DP) there are natural isomorphisms in D
b
coh(DS(k,n))
r+(FL ◦ extku(M)) ≃ πˆ
+Ruˆ(M) u = 1/t, Y uˆ = Y, 1/t .
where r : S(k, n)→ Wˆ = Vˆ ×k is the natural inclusion and πˆ : S(k, n)→ G the canonical projection.
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2.3 Proof of the higher codimension case
In this section we give the proof of the comparison theorem in the case of k > 1, using the case
k = 1 already proven by d’Agnolo and Eastwood.
We first introduce various Radon like transformations on the product space P×k and prove in Lemma
2.8 that these transformations applied to some D-module M which is supported on the diagonal of
P
×k are isomorphic to the d-plane Radon transforms of M . Set
Z˜ := {([v1], . . . , [vk], λ1, . . . , λk) ∈ P×k × Wˆ | λi(vi) = 0 ∀i ∈ {1, . . . , k}}
and denote by iZ˜ : Z˜ −→ P
×k × Wˆ its inclusion. Define the open subvariety
U˜ := {([v1], . . . , [vk], λ1, . . . , λk ∈ P×k × Wˆ | λ1(v1) 6= 0, . . . , λk(vk) 6= 0}
and let jU˜ : U˜ −→ P
×k × Wˆ be the canonical inclusion. Denote by π∆1 , π
∆
2 the projections from
P
×k × Wˆ to P×k resp. Wˆ and denote their restrictions to Z˜ resp. U˜ by πZ˜1 , π
Z˜
2 resp. π
U˜
1 , π
U˜
2 .
We define the following transformations for M ∈ Dbqc(DP×k)
R˜δ(M) := π
Z˜
2+(π
Z˜
1 )
+M ≃ π∆2+iZ˜+i
+
Z˜
(π∆1 )
+M ,
R˜U+(M) := π
U˜
2+(π
U˜
1 )
+M ≃ π∆2+jU˜+j
+
U˜
(π∆1 )
+M ,
R˜1(M) := π
∆
2+(π
∆
1 )
+M .
Consider the following diagram
Wˆ
U ′
jU′
//
∆U′

P× Wˆ
pi2
::✈✈✈✈✈✈✈✈✈
pi1
yyttt
tt
tt
tt
tt
∆×id
Wˆ

Z ′
∆Z′

iZ′
oo
P
∆

U˜
j
U˜
// P×k × Wˆ
pi∆2
✏
✏
✏
✏
✏
✏
✏
✏
✏
✏
✏
✏
✏
✏
✏
GG
✏
✏
✏
✏
✏
✏
✏
pi∆1zz✉✉✉
✉✉
✉✉
✉✉
✉
Z˜
i
Z˜oo
P
×k
where all squares are Cartesian.
Lemma 2.8. We have the following isomorphism for M ∈ Dbqc(DP)
R′uˆ(M) ≃ R˜uˆ(∆+(M)) uˆ = δ, 1, U
+ .
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Proof. We are going to show R′δ(M) ≃ R˜δ(∆+(M)) the other cases are similar or even simpler.
R′δ(M) ≃ π2+iZ′+i
+
Z′π
+
1 M
≃ π∆2+(∆ × idw)+iZ′+i
+
Z′π
+
1 M
≃ π∆2+iZ˜+∆Z′+i
+
Z′π
+
1 M
≃ π∆2+iZ˜+i
+
Z˜
(∆× idW )+π
+
1 M
≃ π∆2+iZ˜+i
+
Z˜
π∆1+∆+M
= R˜δ(∆+(M)) .
Now we want to define transformations R˜iuˆ which can be considered as partial Radon transforms with
respect to the i-th factor of P×k. We will prove in Lemma 2.10 that the Radon like transformations
R˜uˆ introduced above are actually equivalent to the consecutive application of the corresponding
hyperplane Radon transforms R˜iuˆ on each factor.
Define Ti,j := P
×i× Vˆ ×j for i, j ∈ {0, . . . , k} with k ≤ i+j ≤ 2 ·k and consider the following diagram
of spaces
Tk,k T1,k
pi
T1,k
1

pi
T1,k
2
// T0,k
T1,k−1
Tk,2
pi
Tk,2
2 //
pi
Tk,2
1

Tk−1,2
pi
Tk−1,2
2 //
pi
Tk−1,2
1

Tk−2,2
Tk,1
pi
Tk,1
2
//
pi
Tk,1
1

Tk−1,1
Tk,0
where the maps are defined as follows:
π
Ti,j
1 : Ti,j −→ Ti,j−1 ,
([v1], . . . , [vi], λ1, . . . , λj) 7→ ([v1], . . . , [vi], λ2, . . . , λj) ,
π
Ti,j
2 : Ti,j −→ Ti−1,j ,
([v1], . . . , [vi], λ1, . . . , λj) 7→ ([v1], . . . , [vi−1], λ1, . . . , λj)
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for i, j ∈ {1, . . . , k} with k + 1 ≤ i+ j ≤ 2 · k. Now it is easy to see that the squares
Ti,j
pi
Ti,j
2 //
pi
Ti,j
1

Ti−1,j
pi
Ti−1,j
1

Ti,j−1
pi
Ti,j−1
2 // Ti−1,j−1
are cartesian for i, j ∈ {2, . . . , k} with k + 2 ≤ i+ j ≤ 2 · k.
We now define closed subvarieties Zi,j ⊂ Ti,j = P
×i×Vˆ ×j for i, j ∈ {0, . . . , k} with k+1 ≤ i+j ≤ 2·k:
Zi,j := {([v
1], . . . , [vi], λ1, . . . , λj) ∈ Ti,j | λ
1(vk−j+1) = . . . = λi+j−k(vi) = 0} .
Notice that
Zk,k = {[v
1], . . . , [vk], λ1, . . . , λk ∈ Tk,k | λ
1(v1) = . . . λk(vk) = 0} = Z˜
and
Zi,k−i+1 = {[v
1], . . . , [vi], λ1, . . . , λk−i+1 ∈ Ti,k−i+1 | λ
1(vi) = 0}
for i ∈ {1, . . . , k}.
Lemma 2.9. Let π
Zi,j
1 resp. π
Zi,j
2 be the restrictions of π
Ti,j
1 resp. π
Ti,j
2 to Zi,j. The squares
Zi,j
pi
Zi,j
1

pi
Zi,j
2 // Zi−1,j
pi
Zi−1,j
1

Zr+1,s+1
pi
Zr+1,s+1
2 //
pi
Zr+1,s+1
1

Zr,s+1
pi
Zr,s+1
1

and
Zi,j−1
pi
Zi,j−1
2 // Zi−1,j−1 Zr+1,s
pi
Zr+1,s
2 // Tr,s
are cartesian for i, j ∈ {2, . . . , k} with k+3 ≤ i+j ≤ 2 ·k and for r, s ∈ {1, . . . , k−1} with r+s = k.
Proof. First, we write down the definition of the spaces involved
Zi,j = {([v
1], . . . , [vi], λ1, . . . , λj) ∈ Ti,j | λ
1(vk−j+1) = . . . = λi+j−k(vi) = 0} ,
Zi−1,j = {([v
1], . . . , [vi−1], λ1, . . . , λj) ∈ Ti−1,j | λ
1(vk−j+1) = . . . = λi−1+j−k(vi−1) = 0} ,
Zi,j−1 = {([v
1], . . . , [vi], λ2, . . . , λj) ∈ Ti,j−1 | λ
2(vk−j+2) = . . . = λi+j−k(vi) = 0} ,
Zi−1,j−1 = {([v
1], . . . , [vi−1], λ2, . . . , λj−1) ∈ Ti−1,j−1 | λ
2(vk−j+2) = . . . = λi−1+j−k(vi−1) = 0} ,
where we changed the indices of the elements in the definition of the spaces Zi,j−1 and Zi−1,j−1.
Now one can see rather easily that the maps
Zi,j
pi
Zi,j
1

pi
Zi,j
2 // Zi−1,j
Zi,j−1
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are well-defined and that the left square is cartesian. The proof of the fact that the right square is
cartesian is completely parallel if one sets Zi,j := Ti,j for i+ j = k.
The lemma above gives rise to the following diagram of cartesian squares
Zk,k Z1,k
pi
Z1,k
1

pi
Z1,k
2
// T0,k
T1,k−1
Zk,2
pi
Zk,2
2 //
pi
Zk,2
1

Zk−1,2
pi
Zk−1,2
2 //
pi
Zk−1,2
1

Tk−2,2
Zk,1
pi
Zk,1
2
//
pi
Zk,1
1

Tk−1,1
Tk,0
(2.3.1)
We now define open subvarieties Ui,j ⊂ Ti,j = P
×i×Vˆ ×j for i, j ∈ {0, . . . , k} with k+1 ≤ i+j ≤ 2·k:
Ui,j := {([v
1], . . . , [vi], λ1, . . . , λj) ∈ Ti,j | λ
1(vk−j+1) 6= 0, . . . , λi+j−k(vi) 6= 0} .
Notice that
Uk,k = {[v
1], . . . , [vk], λ1, . . . , λk ∈ Tk,k | λ
1(v1) 6= 0, . . . , λk(vk) 6= 0} = U˜
and
Ui,k−i+1 = {[v
1], . . . , [vi], λ1, . . . , λk−i+1 ∈ Ti,k−i+1 | λ
1(vi) 6= 0}
for i ∈ {1, . . . , k}. Arguing as in the case of the Zi,j we get a diagram of cartesian squares
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Uk,k U1,k
pi
U1,k
1

pi
U1,k
2
// T0,k
T1,k−1
Uk,2
pi
Uk,2
2 //
pi
Uk,2
1

Uk−1,2
pi
Uk−1,2
2 //
pi
Uk−1,2
1

Tk−2,2
Uk,1
pi
Uk,1
2
//
pi
Uk,1
1

Tk−1,1
Tk,0
We have the following diagram
Ui,j
pi
Ui,j
2
''❖❖
❖❖❖
❖❖
❖❖
❖❖❖
❖
pi
Ui,j
1
ww♦♦♦
♦♦
♦♦♦
♦♦♦
♦♦  _
jUi,j

Ti,j−1 Ti,j
pi
Ti,j
1oo
pi
Ti,j
2 // Ti−1,j
Zi,j
pi
Zi,j
1
gg❖❖❖❖❖❖❖❖❖❖❖❖❖
?
iZi,j
OO
pi
Zi,j
2
77♦♦♦♦♦♦♦♦♦♦♦♦♦
(2.3.2)
for i, j ∈ {0, . . . , k} with i + j = k + 1. Now define the following partial Radon transforms for
M ∈ Dbqc(DTi,j−1)
R˜iδ(M) := π
Zi,j
2+ (π
Zi,j
1 )
+M ≃ π
Ti,j
2+ iZi,j+i
+
Zi,j
(π
Ti,j
1 )
+M ,
R˜iU+(M) := π
Ui,j
2+ (π
Ui,j
1 )
+M ≃ π
Ti,j
2+ jUi,j+j
+
Ui,j
(π
Ti,j
1 )
+M ,
R˜i1(M) := π
Ti,j
2+ (π
Ti,j
1 )
+M .
Lemma 2.10. We have the following isomorphisms for M ∈ Dbqc(DTk,0)
R˜1uˆ ◦ . . . ◦ R˜
k
uˆ(M) ≃ R˜uˆ(M) uˆ = 1, δ, U
+ .
Proof. We will only show R˜1δ ◦ . . . ◦ R˜
k
δ (M) ≃ R˜δ(M) the other cases are again similar or simpler.
20
Recall the pyramid diagram 2.3.1 from above. The squares
Zi,j
pi
Zi,j
1

pi
Zi,j
2 // Zi−1,j
pi
Zi−1,j
1

Zr+1,s+1
pi
Zr+1,s+1
2 //
pi
Zr+1,s+1
1

Zr,s+1
pi
Zr,s+1
1

and
Zi,j−1
pi
Zi,j−1
2 // Zi−1,j−1 Zr+1,s
pi
Zr+1,s
2 // Tr,s
are cartesian for i, j ∈ {2, . . . , k} with k+3 ≤ i+ j ≤ 2 ·k and for r, s ∈ {1, . . . , k−1} with r+s = k.
By base change we have the following isomorphisms of functors
(π
Zi−1,j
1 )
+(π
Zi,j−1
2 )+ ≃ (π
Zi,j
2 )+(π
Zi,j
1 )
+ and (π
Zr,s+1
1 )
+(π
Zr+1,s
2 )+ ≃ (π
Zr+1 s+1
2 )+(π
Zr+1 s+1
1 )
+ .
Thus we have
R˜1δ ◦ . . . ◦ R˜
k
δ (M) = (π
Z1,k
2 )+(π
Z1,k
1 )
+ . . . (π
Zk,1
2 )+(π
Zk,1
1 )
+M
≃ (π
Z1,k
2 )+ . . . (π
Zk−1,k
2 )+(π
Zk,k
2 )+(π
Zk,k
1 )
+ . . . (π
Zk,2
1 )
+(π
Zk,1
1 )
+M .
It now follows from the construction of the Zi,j that Zk,k ≃ Z˜ and, if we identify the latter spaces,
that
π
Z1,k
2 . . . π
Zk−1,k
2 π
Zk,k
2 = π
Z˜
2 and π
Z1,k
1 . . . π
Zk,k−1
1 π
Zk,k
1 = π
Z˜
1 .
Thus
R˜1δ ◦ . . . ◦ R˜
k
δ (M) ≃ π
Z˜
2+(π
Z˜
1 )
+M
≃ R˜δ(M) .
As a next step we want to compare the partial Radon transform R˜iu with a partial Fourier-Laplace
transform. For this, we need a description of the partial Radon transform as an integral transfor-
mation with kernel R˜iuˆ. Recall diagram (2.3.2) and set
R˜iU+ := jUi,j+OUi,j , R˜
i
δ := iZi,j+OZi,j , R˜
i
1 := OTi,j .
for i ∈ {1, . . . , k} and j = k + 1− i. By arguing as in Proposition 1.3, we get
M ⋄ R˜iuˆ := π
Ti,j
2+ ((π
Ti,j
1 )
+(M)
L
⊗ R˜iuˆ) ≃ R˜
i
u(M)
for M ∈ Dbqc(DTi,j−1) and uˆ = δ, 1, U
+.
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Recall the definition of the space Ti,j and define for i+ j = k + 1:
Ti := Ti,j =
i−1∏
l=1
P× (P × Vˆ )×
k−1∏
l=i
Vˆ
together with the following projection:
πTi : Ti −→ P× Vˆ ,
([v1], . . . [vi−1], [vi], λ1, λ2, . . . , λk+1−i) 7→ ([vi], λ1) .
We also need to define the following spaces
Qi :=
i−1∏
l=1
P× (P× V )×
k−1∏
l=i
Vˆ ,
Oi :=
i−1∏
l=1
P× (V × Vˆ )×
k−1∏
l=i
Vˆ ,
Pi :=
i−1∏
l=1
P× (P × V × Vˆ )×
k−1∏
l=i
Vˆ ,
together with the corresponding projections
πQi : Qi −→ P× V ,
πOi : Oi −→ V × Vˆ ,
πPi : Pi −→ P× V × Vˆ .
This gives rise to the following commutative diagram
Pi
piPi

qi23
  ❅
❅❅
❅❅
❅❅
❅
qi13
qi12||①①
①①
①①
①①
①
Oi
piOi

Ti
piTi✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉
zz✉✉✉
✉✉
✉
Qi
piQi
rr
P× V × Vˆ
q23   
q13

q12
}}
V × Vˆ P× Vˆ P× V
We consider now the following lifts of the kernels i˜+S˜u on P× V to Qi:
S˜i1 := (π
Qi)+ i˜+OV˜ , S˜
i
U† := (π
Qi)+i˜+(jV˙ †OV˙ ), S˜
i
δ := (π
Qi)+ i˜+(iE+OE)
and
Li := π
Oi+L
on Oi. Notice that we have R˜
i
uˆ ≃ π
Ti+R′uˆ.
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Proposition 2.11. We have the following isomorphisms of kernels in Db(P × Vˆ ):
S˜iu ⋄ Li ≃ R˜
i
uˆ for u = 1, δ, U
† uˆ = δ, 1, U+ .
Proof.
S˜iu ⋄ Li ≃ q
i
13+((q
i
23)
+S˜iu
L
⊗ (qi12)
+Li)
≃ qi13+((q
i
23)
+(πQi)+S˜u
L
⊗ (qi12)
+(πOi)+L)
≃ qi13+((π
Pi)+q+23 S˜u
L
⊗ (πPi)+q+12L)
≃ qi13+(π
Pi)+(q+23 S˜u
L
⊗ q+12L)
≃ (πTi)+q13+(q
+
23 S˜u
L
⊗ q+12L)
≃ (πTi)+(S˜u ⋄ L)
≃ (πTi)+(Ruˆ) (2.3.3)
≃ Riuˆ ,
where (2.3.3) follows from Proposition 2.1.
Now define the following spaces
Ni,j,l := P
×i × V ×j × Vˆ ×l .
with i, j, l ∈ N0 and i+ j + l = k. Notice that Tk−i,i = Nk−i,0,i. We define functors
extijlu : D
b
qc(DNi,j,l)→ D
b
qc(DNi−1,j+1,l) for u = δ, 1
and
extijl
U†
: Dbcoh(DNi,j,l)→ D
b
coh(DNi−1,j+1,l) ,
which are lifts of the functors
extu : D
b
qc(DP) −→ D
b
qc(DV ) for u = δ, 1 ,
M 7→ extu(M) ≃ π2+(π
+
1 M
L
⊗ S˜u)
resp. extU† : D
b
coh(DP)→ D
b
coh(DV ). More precisely, let
πijl1 : P
×(i−1) × (P× V )× V ×j × Vˆ ×l → Ni,j,l = P
×(i−1) × P× V ×j × Vˆ ×l , (2.3.4)
πijl2 : P
×(i−1) × (P× V )× V ×j × Vˆ ×l → Ni−1,j+1,l = P
×(i−1) × V × V ×j × Vˆ ×l , (2.3.5)
πijl : P×(i−1) × (P× V )× V ×j × Vˆ ×l → P× V (2.3.6)
be the canonical projections, then
extijlu (M) := (π
ijl
2 )+
(
(πijl1 )
+M
L
⊗ (πijl)+S˜u
)
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for M ∈ Dbqc(DNi,j,l) and u = δ, 1 resp. M ∈ D
b
coh(DNi,j,l) and u = U
†.
We also want to define various partial Fourier-Laplace transforms
FLijl : D
b
qc(DNi,j,l) −→ D
b
qc(DNi,j−1,l+1) ,
which lift the corresponding functor
FL : Dbqc(DV ) −→ D
b
qc(DVˆ ) ,
M 7→ FL(M) ,
i.e. let
χijl1 : P
×i × V ×(j−1) × (V × Vˆ )× Vˆ ×l −→ Ni,j,l = P
×i × V ×(j−1) × V × Vˆ ×l ,
χijl2 : P
×i × V ×(j−1) × (V × Vˆ )× Vˆ ×l −→ Ni,j−1,l+1 = P
×i × V ×(j−1) × Vˆ × Vˆ ×l ,
χijl : P×i × V ×(j−1) × (V × Vˆ )× Vˆ ×l −→ V × Vˆ
be the canonical projections, then
FLijl(M) := (χ
ijl
2 )+
(
(χijl1 )
+M
L
⊗ (χijl)+L
)
.
Now consider the following diagram of functors (for readability we just wrote the spaces and not
the categories on which the functors are defined)
N0,0,k
N1,0,k−1
ext1,0,k−1u
//
R1
uˆ
88qqqqqqqqqqqqqqq
N0,1,k−1
FL0,1,k−1
OO
Nk−2,0,2
Nk−1,0,1
extk−1,0,1u
//
Rk−1
uˆ
88qqqqqqqqqqqqqqq
Nk−2,1,1
FLk−2,1,1
OO
Nk,0,0
extk,0,0u
//
Rk
uˆ
88rrrrrrrrrrrrrr
Nk−1,1,0
FLk−1,1,0
OO
extk−1,1,0u
// Nk−2,2,0
FLk−2,2,0
OO
N0,k,0
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First notice that the upper triangles commute, i.e. for M ∈ Dbqc(DP×k) and u = δ, 1 resp.
M ∈ Dbcoh(DP×k) and u = U
† we have the following isomorphisms
R˜iuˆ(M) ≃M ⋄R˜
i
uˆ ≃M ⋄(S˜
i
u⋄Li) ≃ (M ⋄S˜
i
u)⋄Li ≃ FLi−1,1,k−i(M ⋄S˜
i
u) ≃ FLi−1,1,k−i◦ext
i,0,k−i
u (M) .
Lemma 2.12. Let M ∈ Dbqc(DP×k). We have the following isomorphisms
FL0,1,k−1 ◦ ext
1,0,k−1
u . . . FLk−1,1,0 ◦ ext
k,0,0
u (M) ≃ FL ◦ ext
1,k−1,0
u ◦ . . . ◦ ext
k,0,0
u (M)
Proof. To prove the proposition we have to show that the following squares commute
Ni,j−1,l+1
exti,j−1,l+1u // Ni−1,j,l+1
Ni,j,l
FLi,j,l
OO
exti,j,lu
// Ni−1,j+1,l
FLi−1,j+1,l
OO
for i, j, l ∈ N0 with i+ j + l = k. It is enough to prove the commutativity of the following diagram:
X × P× Vˆ
ext2u // X × V × Vˆ
X × P× V
FL2
OO
ext1u
// X × V × V
FL1
OO
where X is some smooth algebraic variety and the functors FL1, FL2, ext
1
u, ext
2
u are defined below.
Consider the following maps
p1 : X × P× V × V −→ X × P× V ,
(x, [v1], v2, v3) 7→ (x, [v1], v2) ,
p2 : X × P× V × V −→ X × V × V ,
(x, [v1], v2, v3) 7→ (x, v2, v3) ,
p : X × P× V × V −→ P× V ,
(x, [v1], v2, v3) 7→ ([v1], v3) .
The functor ext1u is defined by:
ext1u(M) := p2+(p
+
1 (M)
L
⊗ p+(S˜u)) .
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Consider the following maps
q1 : X × P× V × Vˆ −→ X × P× Vˆ ,
(x, [v1], v2, λ1) 7→ (x, [v1], λ1) ,
q2 : X × P× V × Vˆ −→ X × V × Vˆ ,
(x, [v1], v2, λ1) 7→ (x, v2, λ1) ,
q : X × P× V × Vˆ −→ P× V ,
(x, [v1], v2, λ1) 7→ ([v1], v2) .
The functor ext2u is defined by:
ext2u(M) = q2+(q
+
1 (M)
L
⊗ q+(S˜u)) .
Now define the maps
χ1 : X × V × V × Vˆ −→ X × V × V ,
(x, v1, v2, λ1) 7→ (x, v1, v2) ,
χ2 : X × V × V × Vˆ −→ X × V × Vˆ ,
(x, v1, v2, λ1) 7→ (x, v2, λ1) ,
χ : X × V × V × Vˆ −→ V × Vˆ ,
(x, v1, v2, λ1) 7→ (v1, λ1) .
The functor FL1 is defined by:
FL1(M) := χ2+(χ
+
1 (M)
L
⊗ χ+L) .
Now define
κ1 : X × P× V × Vˆ −→ X × P× V ,
(x, [v1], v2, λ1) 7→ (x, [v1], v2) ,
κ2 : X × P× V × Vˆ −→ X × P× Vˆ ,
(x, [v1], v2, λ1) 7→ (x, [v1], λ1) ,
κ : X × P× V × Vˆ −→ V × Vˆ ,
(x, [v1], v2, λ1) 7→ (v2, λ1) .
The functor FL2 is defined by:
FL2(M) := κ2+(κ
+
1 (M)
L
⊗ κ+L) .
Consider the following diagram
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X × P× V × V × Vˆ
θ1vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥
θ2 ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
X × P× V × V
p1
yyrrr
rr
rr
rr
rr
p2
((PP
PPP
PPP
PPP
PPP
X × V × V × Vˆ
χ1
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠
χ2 &&▲▲
▲▲
▲▲
▲▲
▲▲
X × P× V X × V × V X × V × Vˆ
where the maps θ1 and θ2 are defined as follows
θ1 : X × P× V × V × Vˆ −→ X × P× V × V ,
(x, [v1], v2, v3, λ1) 7→ (x, [v1], v2, v3) ,
θ2 : X × P× V × V × Vˆ −→ X × V × V × Vˆ ,
(x, [v1], v2, v3, λ1) 7→ (x, v2, v3, λ1) .
Notice that the square is a cartesian diagram. We have
FL1 ◦ ext
1
u(M) = χ2+
(
χ+1 p2+
(
p+1 (M)
L
⊗ p+S˜u
)
L
⊗ χ+L
)
= χ2+
(
θ2+θ
+
1
(
p+1 (M)
L
⊗ p+S˜u
)
L
⊗ χ+L
)
= χ2+
(
θ2+
(
θ+1 p
+
1 (M)
L
⊗ θ+1 p
+S˜u
)
L
⊗ χ+L
)
= χ2+θ2+
((
θ+1 p
+
1 (M)
L
⊗ θ+1 p
+S˜u
)
L
⊗ θ+2 χ
+L
)
= (χ2 ◦ θ2)+
((
(p1 ◦ θ1)
+(M)
L
⊗ (p ◦ θ1)
+S˜u
)
L
⊗ (χ ◦ θ2)
+L
)
.
Now consider the other diagram
X × P× V × V × Vˆ
ρ1ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
ρ2 ''PP
PPP
PPP
PPP
P
X × P× V × Vˆ
κ1
yyttt
tt
tt
tt
t
κ2 ''PP
PPP
PPP
PPP
P X × P× V × Vˆ
q1ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
q2 %%❑❑
❑❑
❑❑
❑❑
❑
X × P× V X × P× Vˆ X × V × Vˆ
where the maps ρ1 and ρ2 are defined as follows:
ρ1 : X × P× V × V × Vˆ −→ X × P× V × Vˆ ,
(x, [v1], v2, v3, λ1) 7→ (x, [v1], v2, λ1) ,
ρ2 : X × P× V × V × Vˆ −→ X × P× V × Vˆ ,
(x, [v1], v2, v3, λ1) 7→ (x, [v1], v3, λ1) .
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This makes the square a cartesian diagram. We have
ext2u ◦ FL2(M) = q2+
(
q+1 κ2+
(
κ+1 (M)
L
⊗ κ+L
)
L
⊗ q+S˜u
)
≃ q2+
(
ρ2+ρ
+
1
(
κ+1 (M)
L
⊗ κ+L
)
L
⊗ q+S˜u
)
≃ q2+
(
ρ2+
(
ρ+1 κ
+
1 (M)
L
⊗ ρ+1 κ
+L
)
L
⊗ q+S˜u
)
≃ q2+ρ2+
((
ρ+1 κ
+
1 (M)
L
⊗ ρ+1 κ
+L
)
L
⊗ ρ+2 q
+S˜u
)
≃ (q2 ◦ ρ2)+
((
(κ1 ◦ ρ1)
+(M)
L
⊗ (κ ◦ ρ1)
+L
)
L
⊗ (q ◦ ρ2)
+S˜u
)
.
Notice that we have q2 ◦ ρ2 = χ2 ◦ θ2, κ1 ◦ ρ1 = p1 ◦ θ1, κ ◦ ρ1 = χ ◦ θ2 and q ◦ ρ2 = p ◦ θ1. This,
together with the associativity of
L
⊗ shows
ext2u ◦ FL2 = FL1 ◦ ext
1
u .
But as observed above, this shows the claim.
Consider the following diagram, which is the k-th product of diagram (2.1.2) above:
V˙ ×k
∏
j
V˙
∏
j
''❖❖
❖❖
❖❖❖
❖❖❖
❖❖❖∏
pi
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
P
×k V˜ ×k
∏
j˜ //
∏
pioo V ×k .
E×k
∏
iE
OO
∏
j0
77♥♥♥♥♥♥♥♥♥♥♥♥♥
∏
piE
gg❖❖❖❖❖❖❖❖❖❖❖❖❖
Define the following functors from Dbqc(DP×k) to D
b
qc(DV ×k):
ext
∏
δ (M) := (Π j0)+(Ππ
E)+M
ext
∏
1 (M) := (Π j˜)+(Π π˜)
+M
(2.3.7)
resp.
ext
∏
U†
(M) := (Π j)†(Ππ)
+M
from Dbcoh(DP×k) to D
b
coh(DV ×k).
Lemma 2.13. Let M ∈ Dbqc(DP×k) and u = δ, 1 resp. M ∈ D
b
coh(DP×k) and u = U
†. We have the
following isomorphisms
ext1,k−1,0u ◦ . . . ◦ ext
k,0,0
u (M) ≃ ext
∏
u (M) .
where ext
∏
u are the extension functors defined above.
28
Proof. We begin by proving the case u = 1. Set Mi,j := P
×i × V˜ ×(k−i−j) × V ×j for i + j = k and
define morphisms
σij1 := id
×i
P
× π˜ × id×k−i−j−1
V˜
× id×jV : Mi,j −→Mi+1,j ,
σij2 := id
×i
P
× id×k−i−j−1
V˜
× j˜ × id×jV : Mi,j −→Mi,j+1 ,
where π˜ : V˜ → P and j˜ : V˜ → V are the maps from equation (2.1.1).
Consider the following diagram
M0,0
σ0,02
//
σ0,0
1

M0,1
σ0,1
1

M0,k−1
σ0,k−12
//
σ0,k−11

M0,k
M1,0
σ1,02
//M1,1 M1,k−1
Mk−1,0
σk−1,01

σk−1,02
//Mk−1,1
Mk,0
where the squares are cartesian diagrams. Notice that Mk−i,i = Nk−i,i,0 = P
×(k−i) × V ×i and
extk−i,i,01 (M) ≃ (σ
k−i−1,i
2 )+(σ
k−i−1,i
1 )
+(M)
for i ∈ {0, . . . , k − 1} (cf. [DE03, lemma 1]). We therefore conclude by base change that
ext1,k−1,01 . . . ◦ ext
k,0,0
1 (M) ≃ (σ
0,k−1
2 )+ . . . (σ
0,0
2 )+(σ
0,0
1 )
+ . . . (σk−1,01 )
+(M)
≃ (σ0,k−12 ◦ . . . ◦ σ
0,0
2 )+(σ
k−1,0
1 ◦ . . . ◦ σ
0,0
1 )
+(M) .
Notice that σk−1,01 ◦ . . . ◦ σ
0,0
1 = Π π˜ : V˜
×k → P×k and σ0,k−12 ◦ . . . ◦ σ
0,0
2 = Π j˜ : V˜
×k → V ×k. This
shows the claim for u = 1.
The proof for u = U † is virtually the same if one defines Mi,j := P
×i × V˙ ×(k−i−j) × V ×j with
σij1 := id
×i
P
× π × id×k−i−j−1
V˙
× id×jV : Mi,j −→Mi+1,j ,
σij2 := id
×i
P
× id×k−i−j−1
V˙
× j × id×jV : Mi,j −→Mi,j+1 ,
where π : V˙ → P is the canonical projection and j : V˙ → V the natural inclusion. In this case
extk−i,i,0
U†
(M) ≃ (σk−i−1,i2 )†(σ
k−i−1,i
1 )
+(M)
as well as σk−1,01 ◦ . . . ◦ σ
0,0
1 = Ππ : V˙
×k → P×k and σ0,k−12 ◦ . . . ◦ σ
0,0
2 = Π j : V˙
×k → V ×k.
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It remains to prove the case u = δ. Define Li,j := P
×i × {0}k−i−j × V ×j for i + j ≤ k and define
morphisms
αij1 := id
×i−1
P
× p× id×k−i−j{0} × id
×j
V : Li,j −→ Li−1,j ,
αij2 := id
×i
P
× id×k−i−j−1{0} × i0 × id
×j
V : Li,j −→ Li,j+1 ,
where p : P→ {0} is the map to the point and i0 : {0} → V is the canonical inclusion.
Consider the following diagram
L0,0
α0,02 // L0,1 L0,k−1
α0,k−12 // L0,k
L1,0
α1,0
1
OO
α1,02 // L1,1
α1,1
1
OO
L1,k−1
α1,k−11
OO
Lk−1,0
αk−1,02 // Lk−1,1
Lk,0
αk,0
1
OO
where the squares are commutative diagrams. For the following isomorphisms, notice that Lk−i,i =
Nk−i,i,0 = P
×(k−i) × V ×i, and recall the following maps
πk−i,i,01 : Nk−i,i+1,0 −→ Nk−i,i,0 = Lk−i,i ,
πk−i,i,02 : Nk−i,i+1,0 −→ Nk−i−1,i+1,0 = Lk−i−1,i+1 ,
πk−i,i,0 : Nk−i,i+1,0 −→ P× V ,
which were defined in equation (2.3.4), (2.3.5) and (2.3.6).
and denote by ξi : Lk−i,i → Nk−i,i+1,0 the embedding with image P
×(k−i) × {0} × V ×i.
extk−i,i,0δ (M) ≃ (π
k−i,i,0
2 )+
(
(πk−i,i,01 )
+M
L
⊗ (πk−i,i,0)+i˜+S˜δ
)
≃ (πk−i,i,02 )+
(
(πk−i,i,01 )
+M
L
⊗ ξi+OLk−i,i
)
≃ (πk−i,i,02 )+ξi+
(
ξ+i (π
k−i,i,0
1 )
+M
L
⊗OLk−i,i
)
≃ (πk−i,i,02 )+ξi+M
≃ (αk−i−1,i2 )+α
k−i,i
1+ (M) . (2.3.8)
for i ∈ {0, . . . , k − 1}, where the second isomorphism follows from the fact that the image of the
exceptional divisor E ⊂ V˜ under the embedding i˜ : V˜ → P × V is equal to P × {0} and the fourth
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isomorphism follows from the fact that ξi is a section of π
k−i,i,0
1 . We therefore conclude by the
commutativity of the diagram that
ext1,k−1,0δ ◦ . . . ◦ ext
k,0,0
δ (M) ≃ (α
0,k−1
2 )+ . . . (α
0,0
2 )+α
1,0
1+ . . . α
k,0
1+(M)
≃ (α0,k−12 ◦ . . . ◦ α
0,0
2 )+(α
1,0
1 ◦ . . . ◦ α
k,0
1 )+M
≃ (i0)+p+M
≃ (Π j0)+(Ππ
E)+M
= ext
∏
δ (M) ,
where p : P×k → {0} is the map to a point and i0 : {0} → V
×k is the embedding with image
{0} × . . . × {0} and Π j0 resp. Ππ
E were defined above.
Finally, we have to compare the functors ext
∏
u and extku.
Lemma 2.14. Let M ∈ Dbqc(DP) and u = δ, 1 resp. M ∈ D
b
coh(DP) and u = U
†. We have the
following isomorphisms
ext
∏
u ◦∆+(M) ≃ ext
k
u(M) .
where extku are the extension functors defined in Section 2.2.
Proof. In order to prove the lemma, consider the following diagrams
V ×k
V
jk
>>⑤⑤⑤⑤⑤⑤⑤⑤⑤ i˜k //
pik

V˜ ×k
∏
j˜
bb❋❋❋❋❋❋❋❋
∏
pi

P
∆ // P×k
V ×k
V˙
j∗
==⑤⑤⑤⑤⑤⑤⑤⑤⑤
//
pi∗

V˙ ×k
∏
j
bb❋❋❋❋❋❋❋❋
∏
pi

P
∆ // P×k
V ×k
E
jE
==④④④④④④④④④
//
piE

E×k
∏
j0
bb❋❋❋❋❋❋❋❋
∏
piE

P
∆ // P×k
where the lower squares are cartesian and the upper triangles are commutative, respectively. We
will prove the lemma in the case u = 1, the other cases are similar:
ext
∏
1 ◦∆+(M) = (Π j˜)+(Π π˜)
+∆+(M) ≃ (Π j˜)+(˜ik)+π˜
+
k (M) ≃ (j˜k)+π˜
+
k (M) = ext
k
1(M)
We are now able to give the proof of Proposition 2.6.
31
Proof of proposition 2.6. For u = δ, 1, U † and uˆ = 1, δ, U+ we have the following isomorphisms:
R′uˆ(M) ≃ R˜uˆ(∆+(M))
≃ R˜1uˆ ◦ . . . ◦ R˜
k
uˆ(∆+(M))
≃ FL0,1,k−1 ◦ ext
1,0,k−1
u . . . FLk−1,1,0 ◦ ext
k,0,0
u (∆+(M))
≃ FL ◦ ext1,k−1,0u ◦ . . . ◦ ext
k,0,0
u (∆+(M))
≃ FL ◦ ext
∏
u (∆+(M)) ,
≃ FL ◦ extku(M) ,
where the first isomorphism follows from Lemma 2.8, the second isomorphism from Lemma 2.10,
the third isomorphism follows form Proposition 2.11, the fourth isomorphism follows from Lemma
2.12, the fifth isomorphism follows from Lemma 2.13 and the last isomorphism from Lemma 2.14.
This gives rise to the following triangles
R′1(M)
//
≃

R′1/t(M)
//

R′δ(M)
+1 //
≃

FL ◦ extkδ (M)
// FL ◦ extkY (M)
// FL ◦ extk1(M)
+1 //
R′δ(M)
//
≃

R′Y (M)
//

R′1(M)
+1 //
≃

FL ◦ ext1(M) // FL ◦ ext1/t(M) // FL ◦ extδ(M)
+1 //
R′A+(M)
//

R′1(M)
//
≃

R′U+(M)
+1 //
≃

FL ◦ extA†(M) // FL ◦ extδ(M) // FL ◦ extU†(M)
+1 //
Notice that that the connecting homomorphisms in the first two diagrams resp. the second square
in the last diagram commutes by the functoriality of the proof. Hence the third arrow exists in each
diagram and is an isomorphism in Dbcoh(DWˆ ).
We can now give the proof of Theorem 2.7.
Proof of Theorem 2.7. Using Proposition 2.6 it remains to prove
r+R′uˆ(M) ≃ π
+Ruˆ(M)
Let Z ′′ := {[v], λ1, . . . , λk ∈ P × S(k, n) | λ1(v) = . . . = λk(v) = 0} and C ′′ := {[v], λ1, . . . , λk ∈
P× S(k, n) | ∃l ∈ {1, . . . , k} with λl(v) 6= 0}.
We will prove the case r+R′δ(M) ≃ π
+Rδ(M) the other cases are similar or simpler.
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Consider the following commutative diagram
Z ′
piZ
′
1
xxrrr
rr
rr
rr
rr
rr
piZ
′
2 // Wˆ
P Z ′′
piZ′′

rZ′′
OO
piZ
′′
1oo
piZ
′′
2 // S(k, n)
r
OO
pi

Z
piZ2
//
piZ1
ff▼▼▼▼▼▼▼▼▼▼▼▼▼
G
where πZ
′′
1 resp. π
Z′′
2 are the canonical projections restricted to Z
′′ and rZ′′ resp. πZ′′ were chosen
such that the upper resp. lower square becomes cartesian. One has
r+R′δ(M) = r
+πZ
′
2+(π
Z′
1 )
+M
≃ πZ
′′
2+r
+
Z′′(π
Z′
1 )
+M
≃ πZ
′′
2+ (π
Z′′
1 )
+M
≃ πZ
′′
2+π
+
Z′′(π
Z
1 )
+M
≃ π+πZ2+(π
Z
1 )
+M
= π+RδM
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