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CONSTRAINED LEVENBERG–MARQUARDT METHOD WITH
GLOBAL COMPLEXITY BOUND ∗
NAOKI MARUMO† , TAKAYUKI OKUNO‡ , AND AKIKO TAKEDA†‡
Abstract. A new Levenberg–Marquardt (LM) method for solving nonlinear least squares prob-
lems with convex constraints is described. Various versions of this method have been proposed, their
main differences being in the choice of damping parameter. In this paper, we propose a new rule
for updating the damping parameter that is based on the perspective of majorization-minimization
method. Our method finds an ε-stationary point within O(ε−2) iterations and converges locally
quadratically under a local error bound condition. These properties are guaranteed even when the
subproblems are solved inexactly, which reduces the computational cost per iteration of our method.
To the best of our knowledge, this is the first LM method that has an iteration complexity bound for
constrained problems. Numerical results show that our method achieves better global performance
than those of two existing LM methods and the projected gradient method.
Key words. Nonconvex optimization, Constrained optimization, Nonlinear least squares, Levenberg–
Marquardt method, Global complexity
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1. Introduction. In this study, we will consider the constrained nonlinear least
squares problem:
min
x∈Rd
f(x) :=
1
2
‖F (x)‖2 subject to x ∈ C,(1.1)
where F : Rd → Rn is a continuously differentiable function and C ⊆ Rd is a closed
convex set. If there exists a point x ∈ C such that F (x) = 0, the problem is said to
be zero-residual, and it reduces to the constrained nonlinear equation problem:
find x ∈ C such that F (x) = 0.
Such problems cover a wide range of applications, including chemical equilibrium sys-
tems [27], economic equilibrium problems [9], power flow equations [35], nonnegative
matrix factorization [4, 23], phase retrieval [6, 37], nonlinear compressed sensing [5],
and learning constrained neural networks [7].
Levenberg–Marquardt (LM) methods [24, 26] are efficient iterative algorithms for
solving problem (1.1); they were originally developed for solving unconstrained prob-
lems (i.e., C = Rd) and later extended to constrained cases by [21]. Given a current
point xk ∈ C, an LM method defines a model function mkλ : Rd → R with a damping
parameter λ > 0:
mkλ(x) :=
1
2
‖Fk + Jk(x− xk)‖2 + λ
2
‖x− xk‖2,(1.2)
where Fk := F (xk) ∈ Rd, Jk := J(xk) ∈ Rn×d, and J : Rd → Rn×d is the Jacobian
matrix function of F . The next point xk+1 ∈ C is set to an (approximate) solution to
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the convex subproblem:
min
x∈Rd
mkλ(x) subject to x ∈ C(1.3)
for some λ = λk. Various versions of this method have been proposed, and their
theoretical and practical performances largely depend on how the damping parameter
λk is updated.
Here, we propose an LM method with a new rule for updating λk. Our method
is based on majorization-minimization (MM) methods, which successively minimize
upper bounds on the objective function. To derive and analyze our method, we show
that the model mkλ(x) defined in (1.2) is just the upper bound on the objective f(x)
under certain standard assumptions. This MM perspective enables us to create an
LM method that has desirable properties including iteration complexity guarantee.
Iteration complexity is often used to measure the theoretical global performance
of nonconvex optimization algorithms. It provides the number of iterations needed
to find an ε-stationary point (see Definition 4.5) from any starting point. As we will
see in Section 2, some studies have given iteration complexity bounds of LM methods
for unconstrained least squares (i.e., (1.1) with C = Rd). By contrast, the iteration
complexity of LM methods for constrained cases has not been studied yet, to the best
of our knowledge.
Our contributions. We propose a new Levenberg–Marquardt (LM) method for
solving problem (1.1) with constraints as well as without constraints. The method
has the following desirable properties:
(i) O(ε−2) iteration complexity. The method attains O(ε−2) iteration complexity
for an ε-stationary point assuming the boundedness and Lipschitz continuity of
the Jacobian matrix J(x). To the best of our knowledge, this is the first LM
method for solving the constrained problem that has an iteration complexity
bound.
(ii) Local quadratic convergence. For zero-residual problems, given a starting point
x0 ∈ C sufficiently close to the optimal solution set, a sequence {xk} generated
by the algorithm converges quadratically to an optimal solution under standard
assumptions including a local error bound condition.
(iii) Inexact solution to subproblems. Our method enjoys properties (i) and (ii) even
when the subproblems are solved inexactly, which helps us reduce the computa-
tional cost per iteration. To achieve the O(ε−2) iteration complexity, it suffices
to solve the subproblems at least as accurately as a single step of the projected
gradient method does.
(iv) Simplicity. The algorithm only has two input parameters and does not have to
be combined with another globally convergent method.
Even for unconstrained cases, our method has some advantages over existing
LM methods. The algorithm achieves both (i) O(ε−2) iteration complexity and (ii)
local quadratic convergence and has (iv) simplicity. Thus, our method is not just an
extension of an existing LM method to constrained cases.
Numerical results show that the proposed method globally converges faster than
the existing LM methods [13, 21] or the projected gradient method. We also verify
local quadratic convergence of our method when the subproblems are solved inexactly.
Notation. For a vector a, let ‖a‖ denote the `2-norm, and for a matrix A, let
‖A‖ denote the spectral norm, or the largest singular value. For a ∈ R, let dae denote
the least integer greater than or equal to a.
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2. Related work. Here, we review the previous theoretical analyses of LM
methods for solving problem (1.1) and compare them with our work from three per-
spectives. The references are summarized in Table 2.1.
2.1. Iteration complexity and local superlinear convergence. The itera-
tion complexity for the (possibly nonzero-residual) problem (1.1) without constraints
(i.e., C = Rd) has been proved under certain assumptions, including the Lipschitz
continuity of J or ∇f [2, 3, 34,38]. The best known complexity bound for the uncon-
strained problem is O(ε−2). By contrast, to the best of our knowledge, the iteration
complexity is not yet known for problem (1.1) with constraints (i.e., C 6= Rd).
Local quadratic convergence for zero-residual problems has been proved under
a local error bound condition [21, 36]. Several studies have extended this result to
different choices of λk under the local error bound condition [11, 13, 16, 18, 19]. By
solving two subproblems in each iteration, an LM method was shown to achieve local
cubic convergence [12, 14]. When a single subproblem is solved in each iteration, the
best known order of local convergence of LM methods is quadratic.
Most of the existing LM methods are guaranteed to attain either an iteration
complexity bound or local superlinear convergence. An exception is the algorithm in
[3] (preprint) that achieves both O(ε−2 log ε−1) iteration complexity, which is slightly
worse than the best known bound, O(ε−2), and local quadratic convergence. Although
this is a novel result, it applies only to unconstrained problems.
Our LM method achieves both O(ε−2) iteration complexity and local quadratic
convergence, and our analysis is valid for constrained problems as well as uncon-
strained ones. Our assumptions for these guarantees are not stronger than those of
the analyses mentioned above.
2.2. Inexact solution to subproblems. Some of the existing LM methods
allow the subproblem to be solved inexactly as long as the next point xk+1 satisfies a
certain criterion. To derive the iteration complexity for unconstrained problems, the
condition that
mkλk(xk+1)−mkλk(xk) ≤ −
c
2
‖∇f(xk)‖2
‖Jk‖2 + λk , ∀k = 0, 1, . . .(2.1)
with a constant c > 0 is used in [2, 3]. Such a point xk+1 is guaranteed to exist, and
it can be computed much more easily than the exact solution to the subproblem. To
prove local superlinear convergence for zero-residual problems, the condition that
xk+1 is an ε
′-stationary point of the subproblem for ε′ = cλk‖Fk‖q(2.2)
with some constants c, q > 0 is used in [1, 8, 15, 17, 20]. Note that condition (2.2)
becomes stronger for larger q, when ‖Fk‖ → 0 as k →∞. A condition different from
(2.2) is used in [10] to prove local quadratic convergence.
In this paper, we use a condition similar to (2.1) to establish a bound on the
iteration complexity, and use (2.2) for q = 1 to prove local quadratic convergence.
Our conditions are formally stated in Assumptions 4.2 and 5.2.
2.3. Techniques for assuring global convergence and deriving iteration
complexity. LM methods with a simple choice of {λk} such as λk = ‖Fk‖2 may fail
to converge globally. To attain global convergence and further, to derive the itera-
tion complexity, the existing methods employ the following techniques: (i) combining
with another globally convergent method such as a projected gradient method, (ii)
line search with Wolfe or Armijo rules, (iii) trust region based choice of λk, and (iv)
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Table 2.1: Comparison of LM methods. The “iteration complexity” results are ap-
plicable to zero/nonzero-residual problems, whereas the “order of local convergence”
results are only applicable to zero-residual problems.
(a) For unconstrained problems
choice of λk
iteration
complexity
order of local
convergence
remarks
[34] TR-based O(ε−2) n/a algorithm proposed in [33]
[38] Mk‖∇f(xk)‖ O(ε−2) n/a TR-based Mk
[2] TR-based O(ε−2) n/a inexact: (2.1)
[3] Mk‖∇f(xk)‖2 O(ε−2 log ε−1) 2 TR-based Mk, inexact: (2.1)
for iteration complexity
[36] ‖Fk‖2 n/a 2
[18] ‖Fk‖ n/a 2
[19] ‖Fk‖p n/a 2 p ∈ [1, 2]
[11] Mk‖Fk‖ n/a 2 TR-based Mk
[16] Mk‖Fk‖p n/a min{1 + p, 2} p ∈ (0, 2], TR-based Mk
[12, 14] Mk‖Fk‖p n/a min{1 + 2p, 3} p ∈ (0, 2], TR-based Mk,
multiple subproblems
[8] ‖Fk‖2 n/a 2 inexact: (2.2) for q = 2
[8] ‖Fk‖p n/a > 1 p ∈ (0, 2],
inexact: (2.2) for q > 1
[15] ‖Fk‖ n/a 2 inexact: (2.2) for q = 2
[20] ‖Fk‖ n/a 2 inexact: (2.2) for q = 1
[17] ‖Fk‖p n/a min{p+ q, 2q,
4− p}
p ∈ (0, 4),
inexact: (2.2) for q ≤ 1
[29] (2.3) n/a 2 assumption different from
local error bound
(b) For constrained (and unconstrained) problems
choice of λk
iteration
complexity
order of local
convergence
remarks
[21] ‖Fk‖2 n/a 2
[13] ‖Fk‖p n/a 1 + p2 p ∈ (0, 2]
[1] ‖Fk‖p n/a min{1 + p, 2} p ∈ (0, 2], inexact: (2.2) for q = 1
[10] ‖Fk‖2 n/a 2 inexact
This work Mk‖Fk‖ O(ε−2) 2 MM-based Mk,
inexact (Assumptions 4.2 and 5.2)
majorization-minimization based choice of λk. Techniques (i), (ii), and (iii) are used
in [13,21], [8,15,18,19,36], and [11,12,14,16], respectively, to guarantee global conver-
gence. Technique (iii) is also used in [2,3,34,38] to derive the iteration complexity, and
most of the existing LM methods with iteration complexity bounds employ technique
(iii). An important exception is the algorithm of Nesterov [29], which uses technique
(iv).
The algorithm in [29] is a majorization-minimization (MM) method using a non-
smooth upper bound different from the model mkλ defined in (1.2). The MM method
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coincides with the LM method that sets λk as the optimal solution to the one-
dimensional problem
min
λ≥0
λ
2Mk
+
Mk
2
F>k
(
JkJ
>
k + λI
)−1
Fk(2.3)
with a constant Mk > 0. This MM-based LM method is mathematically elegant and
has fewer input parameters than the LM methods that use techniques (i)–(iii), but it
requires the computationally expensive problem (2.3) to be solved in every iteration.
This difficulty is due to the nonsmoothness of the upper bound on the objective used
in [29].
Moreover, although this method has been proved to converge globally and quadrat-
ically for unconstrained zero-residual problems, the proof requires an assumption
stronger than in the other analyses using techniques (i)–(iii). The assumption im-
plies that problem (1.1) has a unique local (and global) optimum x∗ ∈ Rd such that
F (x∗) = 0 on the sublevel set {x ∈ Rd | f(x) ≤ f(x0) }, where x0 ∈ Rd is the starting
point. We should also emphasize that it is nontrivial to extend this MM-based LM
method and its analysis to constrained or nonzero-residual problems.
Our method also employs technique (iv), majorization-minimization (MM); the
major difference from the above MM-based method [29] is in the choice of majoriza-
tion, i.e., the upper bound of the objective function. Unlike the existing method that
uses another nonsmooth function, we show that the model mkλ itself is an upper bound
of the objective under certain standard assumptions and use this smooth model as
a majorization. This enables us to solve the general constrained problem (1.1) while
avoiding the computationally demanding subproblem (2.3) and the strong assump-
tion, and keeping the mathematical elegance of the existing MM-based method.
3. Majorization lemma and proposed method. Here, we will prove a ma-
jorization lemma that shows that the model mkλ defined in (1.2) is an upper bound
on the objective function. This lemma lets us characterize our LM method as a
majorization-minimization method. For a, b ∈ Rd, we denote the sublevel set and the
line segment by
S(a) := {x ∈ Rd | f(x) ≤ f(a) },(3.1)
L(a, b) := { (1− θ)a+ θb ∈ Rd | θ ∈ [0, 1] }.(3.2)
3.1. LMmethod as majorization-minimization. Majorization-minimization
(MM) is a framework for nonconvex optimization that successively performs (approx-
imate) minimization of an upper bound on the objective function. The following
lemma, a majorization lemma, shows that the model mkλ(x) defined in (1.2) is an
upper bound on the objective f(x) under certain assumptions. Thus, the LM method
can be interpreted as a type of MM.
Lemma 3.1. Let X ⊆ Rd be any closed convex set, and fix a point xk ∈ X .
Assume that for some constant L > 0,
‖J(y)− J(x)‖ ≤ L‖y − x‖, ∀x, y ∈ X s.t. L(x, y) ⊆ S(xk).(3.3)
Then for λ > 0 and x ∈ X such that
λ ≥ L‖Fk‖ and(3.4)
mkλ(x) ≤ mkλ(xk),(3.5)
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the following bound holds:
f(x) ≤ mkλ(x).(3.6)
The proof is given in Appendix A.2.
This lemma assumes three conditions (3.3)–(3.5), which are explained below
through a comparison with the following gradient descent (GD) method with a fixed
step-size. Suppose that the function f has an Lf -Lipschitz continuous gradient, i.e.,
‖∇f(y)−∇f(x)‖ ≤ Lf‖y − x‖, ∀x, y ∈ Rd.(3.7)
We can derive the GD method using the update rule xk+1 := xk − 1η∇f(xk) with
η ≥ Lf from the following majorization lemma: under the assumption of (3.7), for all
η ≥ Lf and x ∈ Rd,
f(x) ≤ f(xk) + 〈∇f(xk), x− xk〉+ η
2
‖x− xk‖2.
The right-hand side is the model function of the GD method, and its minimizer is
xk+1 = xk − 1η∇f(xk).
Condition (3.3) is analogous to (3.7), but requires the Jacobian matrix J , rather
than the gradient ∇f , to have a Lipschitz-like property. Condition (3.4) requires
a sufficiently large damping parameter, which corresponds to the condition η ≥ Lf
for the GD method. Condition (3.5) requires the point x ∈ X to be a solution to
subproblem (1.3) that is at least as good as the current point xk ∈ X in terms of
the objective value, which seems to be a reasonable assumption for the MM method.
We can obtain a point that satisfies (3.5) by applying a suitable algorithm (e.g., a
projected gradient method) to subproblem (1.3). Unlike in the above majorization
lemma of the GD method, the points x, y ∈ X in (3.3) are restricted on the sublevel
set S(xk), which is the main reason condition (3.5) is necessary.
3.2. Proposed LM method. On the basis of Lemma 3.1 with X = C, we pro-
pose an LM method, Algorithm 3.1, that can solve the constrained problem (1.1).
To describe the algorithm, let us assume (3.3) for X = C and some (probably un-
known) constant L > 0. If the value of L is known, we can solve subproblem (1.3) for
λ = L‖Fk‖ and obtain a pair (x, λ) that satisfies (3.5). Accordingly, we also have (3.6)
by Lemma 3.1. Setting such a pair (x, λ) to (xk+1, λk) yields the following bound:
f(xk+1) ≤ mkλk(xk+1) ≤ mkλk(xk) = f(xk),(3.8)
where the equation mkλk(xk) = f(xk) follows from the definition (1.2) of the model
mkλ. This bound implies that the objective value f(xk) is nonincreasing in k and plays
an essential role in our analysis.
Now let us extend this argument to the case in which the constant L is initially
unknown and is estimated with a standard backtracking technique, thereby obtaining
Algorithm 3.1. First, the algorithm initializes the update count k and the estimate M
of the constant L. Given the k-th point xk ∈ C, the algorithm computes a candidate
pair (yk, µk) for (xk+1, λk). More specifically, it sets µk = M‖Fk‖ with the current
estimate M and finds a point yk ∈ C such that (3.5) holds for (x, λ) = (yk, µk) by solv-
ing the subproblem (exactly or inexactly). If the candidate (x, λ) = (yk, µk) satisfies
(3.6), it is accepted as a pair (xk+1, λk). Otherwise, Lemma 3.1 implies that λ = µk
is too small to satisfy (3.4) and the algorithm enlarges M . We refer to the former
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Algorithm 3.1 Proposed LM method for solving problem (1.1)
Input: starting point: x0 ∈ C, parameters: M0 > 0 and α > 1.
1: k ← 0, M ←M0 . initialization
2: loop
3: µk ←M‖Fk‖
4: Compute a point yk ∈ C such that (3.5) holds for (x, λ) = (yk, µk) by solving sub-
problem (1.3) for λ = µk exactly (or inexactly so as to satisfy Assumptions 4.2
and 5.21).
5: if (3.6) holds for (x, λ) = (yk, µk) : (xk+1, λk)← (yk, µk), k ← k + 1 . successful
6: else : M ← αM . unsuccessful
case as a “successful” iteration and to the latter case as an “unsuccessful” iteration.
As shown later in Lemma 4.4(ii) and Theorem 5.4(i), the number of unsuccessful
iterations is upper bounded by a constant under certain assumptions.
To guarantee O(ε−2) iteration complexity, we need to solve each subproblem to
a certain accuracy, as will be shown later in Assumption 4.2. On the other hand,
to guarantee local convergence, we will make Assumption 5.2 instead of 4.2, on the
accuracy of the solutions to the subproblems. These two assumptions hold if the
subproblems are solved exactly. In addition, the sequences {xk} and {λk} generated
by Algorithm 3.1 satisfy xk ∈ C and (3.8) by definition. Since f(xk) ≥ 0, the sequence
{f(xk)} converges to a certain value without any assumptions on the accuracy of the
solution to the subproblems.
The algorithm is simple and user-friendly in that it has only two input parameters,
M0 and α. In fact, the existing LM methods (for unconstrained problems) with
iteration complexity bounds [2, 3, 34, 38] have four or more input parameters. Even
the projected gradient method with a similar backtracking technique, which is one of
the simplest methods of solving problem (1.1), has two parameters.
Remark 3.2. To make the algorithm more practical, we can introduce another
parameter β ∈ (0, 1) and update M ← βM after every successful iteration. As with
the gradient descent method, such an operation prevents the estimate M from being
too large and eliminates the need to choose M0 carefully. Inserting this operation
does not change the iteration complexity described in Section 4.
3.3. Solution to the subproblem. In Line 4 of Algorithm 3.1, we may choose
to solve subproblem (1.3) exactly or inexactly. However, by solving the subproblem
more accurately, i.e., by reducing the value of mkλk(xk+1) more, the objective value
f(xk+1) will be smaller, as (3.8) shows, and the algorithm should converge after fewer
iterations. In other words, there is a trade-off between the computational cost per
iteration and the total number of iterations. This suggests that when the computa-
tional cost of evaluating F (x) and J(x) is dominant, the subproblem should be solved
as accurately as possible to decrease the number of iterations.
To solve the subproblem, we can choose an algorithm such as an (accelerated)
projected gradient method, (block) coordinate descent method, or a Frank–Wolfe
method. When the constraint set C is a polytope, we may use interior point methods,
active set methods, or augmented Lagrangian methods. For unconstrained cases,
since the subproblem reduces to solving a system of linear equations, we may use
conjugate gradient methods or direct methods including Gaussian elimination. The
1If only O(ε−2) iteration complexity or local quadratic convergence is needed, it suffices to solve
the subproblems so as to satisfy only Assumption 4.2 or 5.2, respectively.
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whole algorithm becomes more efficient by selecting an algorithm for the subproblem
that is appropriate for the problem’s characteristics, including the sparsity of the
Jacobian J and the shape of the set C.
4. Iteration complexity. We will prove that Algorithm 3.1 finds an ε-stationary
point of the constrained least squares (1.1) within O(ε−2) iterations. Throughout this
section, {xk} and {λk} will denote the sequences generated by the algorithm.
4.1. Assumptions. We make the following assumptions to prove the iteration
complexity result. Recall that the sublevel set S(a) and the line segment L(a, b) are
defined in (3.1) and (3.2) and that x0 ∈ C denotes the starting point of Algorithm 3.1.
Assumption 4.1. For some constants σ, L > 0,
(i) ‖J(x)‖ ≤ σ, ∀x ∈ C ∩ S(x0),
(ii) ‖J(y)− J(x)‖ ≤ L‖y − x‖, ∀x, y ∈ C s.t. L(x, y) ⊆ S(x0).
Assumption 4.1(i) means the σ-boundedness of J on C∩S(x0). Assumption 4.1(ii)
is the same as (3.3) with X = C and xk = x0, which is slightly weaker than the L-
Lipschitz continuity of J on C ∩ S(x0), i.e.,
‖J(y)− J(x)‖ ≤ L‖y − x‖, ∀x, y ∈ C ∩ S(x0).
Assumption 4.1 is milder than the assumptions in the previous work that discussed the
iteration complexity (for unconstrained problems), even when C = Rd. For example,
the analysis in [38] assumes f and J to be Lipschitz continuous on Rd, which implies
the boundedness of J on Rd.
Assumption 4.2. For some constant γ > 0,
mkλk(xk+1)−mkλk(xk) ≤ −Dγ(xk), ∀k = 0, 1, . . . ,
where the function Dη : C → R is defined for η > 0 by
Dη(x) := −min
y∈C
{
〈∇f(x), y − x〉+ η
2
‖y − x‖2
}
≥ 0.(4.1)
Assumption 4.2 requires that the next point xk+1 reduces the model, or the
objective of the subproblem, by at least Dγ(xk) ≥ 0 from the current point xk. This
assumption holds if a single step of the projected gradient (PG) method is used to
solve each subproblem, as Proposition 4.3 shows. Note that Assumption 4.2 does not
require a PG method to be used to solve the subproblems; other methods can be used
as long as Assumption 4.2 holds.
For η > 0, the PG operator Pη : C → C for the original problem (1.1) is given by
Pη(x) := argmin
y∈C
{
〈∇f(x), y − x〉+ η
2
‖y − x‖2
}
= projC
(
x− 1
η
∇f(x)
)
,(4.2)
where projC denotes the projection operator defined by projC(x) := argminy∈C ‖y−x‖.
Proposition 4.3. Suppose that Assumption 4.1 holds, and define M¯ by (4.4). If
yk ∈ C is defined by
yk := Pη(xk) for η = ‖Jk‖2 + µk(4.3)
in Line 4 of Algorithm 3.1; then, Assumption 4.2 holds for γ = σ2 + M¯‖F0‖.
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The proof is given in Appendix A.4; it uses Lemma 4.4, which is proved later in
Subsection 4.2.
The PG step (4.3) is assumed in the above proposition, but Assumption 4.2 also
holds when the subproblems are solved more accurately, especially exactly. If the
inexact solution (4.3) is used in Algorithm 3.1, the computational complexity per
iteration is the same as that of the PG method for the original problem (1.1).
Although Proposition 4.3 requires knowledge of ‖Jk‖ to determine the parameter
η in (4.3), we can obtain a similar result without ‖Jk‖ by using a standard backtrack-
ing technique for the PG method. In that case, the computational complexity per
iteration of Algorithm 3.1 is the same as that with ‖Jk‖.
Assumption 4.2 can be regarded as a constrained version of condition (2.1) used
in [2,3]. Furthermore, Proposition 4.3 is an extension to constrained cases of the fact
that a point xk+1 satisfying condition (2.1) can be found by performing a single step
of the conjugate gradient method on the (unconstrained) subproblem.
4.2. Upper bound on the number of unsuccessful iterations. Thanks to
our majorization lemma, Lemma 3.1, we can easily show that unsuccessful iterations
occur only a finite number of times in Algorithm 3.1.
Lemma 4.4. Suppose that Assumption 4.1(ii) holds, and let
M¯ := max{M0, αL},(4.4)
where M0 and α are the inputs of Algorithm 3.1. Then,
(i) the parameter M in Algorithm 3.1 always satisfies M ≤ M¯ , and
(ii) the number of unsuccessful iterations is at most dlogα(M¯/M0)e = O(1).
Proof. Since f(xk) is nonincreasing in k from (3.8), we have S(xk) ⊆ S(x0).
Suppose that M ≥ L holds at Line 3. Let (x, λ) = (yk, µk), where µk and yk are
defined on the line and the succeeding Line 4. Then, from Lemma 3.1 with X = C
and S(xk) ⊆ S(x0), (3.5) implies (3.6). Therefore, the iteration and all subsequent
ones must be successful, and the parameter M will never be updated again in the
algorithm. Thus, if M0 ≥ L, no unsuccessful iterations occur and the parameter
M always satisfies M = M0. Otherwise, there exists an integer l ≥ 1 such that
L ≤ αlM0 < αL. Since M = αlM0 after l unsuccessful iterations, the parameter M
always satisfies M < αL. Consequently, we obtain the first result, and the second
follows from the first.
4.3. Approximate stationary point. The definition of an ε-stationary point
of the constrained problem (1.1) is as follows.
Definition 4.5 (see e.g., Definition 1 in [30]). Let ιC : Rd → R ∪ {+∞} be the
indicator function of the convex set C ⊆ Rd. For ε > 0, a point x ∈ C is said to be an
ε-stationary point of the problem minx∈C f(x) if
min
g∈∂ιC(x)
‖∇f(x) + g‖ ≤ ε,
or equivalently
〈∇f(x), y − x〉 ≥ −ε‖y − x‖, ∀y ∈ C.
This definition is consistent with the definition for the unconstrained case, a point
x ∈ Rd such that ‖∇f(x)‖ ≤ ε.
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A useful tool for deriving the iteration complexity of finding an ε-stationary point
is the gradient mapping (see, e.g., [28]), also known as the projected gradient [22] or
reduced gradient [31]. For η > 0, the gradient mapping Gη : C → Rd for the original
problem (1.1) is defined by
Gη(x) := η(x− Pη(x)),(4.5)
where Pη is defined in (4.2). The following lemma, a modification of [30, Corollary 1]
to our setting, shows that an ε-stationary point can be easily obtained, given a point
at which the norm of the gradient mapping is small.
Lemma 4.6. Suppose that Assumption 4.1 holds, and let
Lf := σ
2 + L‖F0‖.(4.6)
Then, for any x ∈ C ∩ S(x0) and η ≥ Lf , the point Pη(x) is a (2‖Gη(x)‖)-stationary
point of problem (1.1).
The proof is given in Appendix A.5. This lemma assumes the boundedness and
Lipschitz-like property of J only on C ∩S(x0), whereas the statement in [30] assumes
Lipschitz continuity on Rd. This makes the proof more complicated than in [30].
4.4. Global O(ε−2) iteration complexity. Let us state our main theorem on
the iteration complexity of the proposed algorithm.
Theorem 4.7. Suppose that Assumptions 4.1 and 4.2 hold, and define Lf by
(4.6). Then, for any constant η ≥ max{γ, Lf}, Algorithm 3.1 finds a point xk ∈ C
such that Pη(xk) is an ε-stationary point of problem (1.1) within O(ε−2) iterations.
Proof. We have
f(xk+1)− f(xk)
≤ mkλk(xk+1)−mkλk(xk) (by (A.11) and the first inequality in (3.8))
≤ −Dγ(xk) (by Assumption 4.2)
≤ −Dη(xk) (since Dη(x) is nondecreasing in η)
≤ − 1
2η
‖Gη(xk)‖2 (by Lemma A.6).
Averaging this inequality for k = 0, 1, . . . ,K − 1, we obtain
min
k=0,1,...,K−1
‖Gη(xk)‖2 ≤ 1
K
K−1∑
k=0
‖Gη(xk)‖2 ≤ 2η(f(x0)− f(xK))
K
,
which implies that Algorithm 3.1 finds a point xk ∈ C∩S(x0) such that ‖Gη(xk)‖ ≤ ε/2
within O(ε−2) successful iterations. The result follows from Lemmas 4.4(ii) and 4.6.
We again emphasize that if the projected gradient method is used to solve the
subproblem, Assumption 4.2 follows from Assumption 4.1, as Proposition 4.3 shows.
When C = Rd, we have Gη(xk) = ∇f(xk), and thus, the following corollary holds.
Corollary 4.8. Let C = Rd, and suppose that Assumptions 4.1 and 4.2 hold.
Then, Algorithm 3.1 finds an ε-stationary point xk of problem (1.1) within O(ε
−2)
iterations.
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5. Local quadratic convergence. For zero-residual problems, we will prove
that the sequence {xk} generated by Algorithm 3.1 converges locally quadratically to
an optimal solution. Throughout this section, we fix a point x∗ ∈ C such that F (x∗) =
0 arbitrarily and denote the neighborhood by B(r) := {x ∈ Rd | ‖x− x∗‖ ≤ r }
for r > 0. Moreover, let us denote the optimal set of problem (1.1) by X ∗ :=
{x ∈ C | F (x) = 0 }, and the distance between a point x ∈ Rd and the set X ∗ simply
by dist(x) := miny∈X∗ ‖y − x‖. As in the previous section, we denote the sequences
generated by Algorithm 3.1 by {xk} and {λk}.
5.1. Assumptions. We make the following assumptions to prove local quadratic
convergence.
Assumption 5.1.
(i) There exists x ∈ C such that F (x) = 0.
For some constants ρ, L, r > 0,
(ii) ρdist(x) ≤ ‖F (x)‖, ∀x ∈ C ∩ B(r),
(iii) ‖J(y)− J(x)‖ ≤ L‖y − x‖, ∀x, y ∈ C ∩ B(r).
Assumption 5.1(i) requires the problem to be zero-residual, Assumption 5.1(ii) is
called the local error bound condition, and Assumption 5.1(iii) is the local Lipschitz
continuity of J . These assumptions are used in the previous local convergence analyses
of LM methods [1, 8, 10,11,15,16,18,19,21,36].
Assumption 5.2. For some constant c ≥ 0, the point yk ∈ C computed in Line 4
of Algorithm 3.1 is a (cµk‖Fk‖)-stationary point of the subproblem.
Assumption 5.2 is essentially the same as condition (2.2) used in previous analy-
ses [1, 8, 15, 17, 20]. By Definition 4.5 of the ε-stationary point, we have, under this
assumption,
〈∇mkµk(yk), x− yk〉 ≥ −cµk‖Fk‖‖x− yk‖, ∀x ∈ C.(5.1)
From the definition of (xk+1, λk) in Algorithm 3.1, we can replace (yk, µk) with
(xk+1, λk) in the above inequality; i.e., we also have
〈∇mkλk(xk+1), x− xk+1〉 ≥ −cλk‖Fk‖‖x− xx+1‖, ∀x ∈ C.(5.2)
In the rest of this section, we will sometimes replace (yk, µk) with (xk+1, λk) in the
same way.
Since C ∩ B(r) is compact, there exists a constant σ > 0 such that
‖J(x)‖ ≤ σ, ∀x ∈ C ∩ B(r),(5.3)
which implies
‖F (y)− F (x)‖ ≤ σ‖y − x‖, ∀x, y ∈ C ∩ B(r).(5.4)
Let σ denote such a constant in the rest of this section.
For a point a ∈ Rd, let a˜ ∈ X ∗ denote an optimal solution closest to a; ‖a˜− a‖ =
dist(a). In particular, x˜k and y˜k denote one of the closest solutions to xk and yk,
respectively, for each k ≥ 0. Since ‖a˜ − x∗‖ ≤ ‖a˜ − a‖ + ‖a − x∗‖ ≤ 2‖a − x∗‖, we
have
a ∈ B(r/2) =⇒ a˜ ∈ B(r).(5.5)
Therefore, (5.4) with y := x˜ implies
‖F (x)‖ ≤ σ dist(x), ∀x ∈ C ∩ B(r/2).(5.6)
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5.2. Preliminary lemma. Let x−1 := x0 and λ−1 := M0‖F−1‖ = M0‖F (x−1)‖
to simplify the notation.
Lemma 5.3. Suppose that Assumptions 5.1 and 5.2 hold, and let
M¯ := max{M0, αL},(5.7)
where M0 and α are the inputs of Algorithm 3.1. Define the constants C1, C2, δ > 0
by
C1 :=
√
1 + c2σ2 +
Lr
16ρM0
,(5.8a)
C2 :=
1
c2
(
σ2
(
cM¯ +
L
2ρ
)
+
LσC21
2
+ (L+ M¯)σC1
)
,(5.8b)
δ :=
r
2(1 + C1)
.(5.8c)
If for a fixed k ≥ 0,
λk−1 ≤ M¯‖Fk−1‖, xk ∈ B(δ),(5.9)
then
‖yk − xk‖ ≤ C1 dist(xk),(5.10a)
λk ≤ M¯‖Fk‖,(5.10b)
dist(xk+1) ≤ C2 dist(xk)2.(5.10c)
Proof of (5.10a). Since δ ≤ r/2, we have xk, x˜k ∈ B(r) by (5.5). Moreover, we
have
〈∇mkµk(yk), yk − x˜k〉︸ ︷︷ ︸
(A)
= 〈Fk + Jk(yk − xk), Jk(yk − x˜k)〉︸ ︷︷ ︸
(B)
+µk 〈yk − xk, yk − x˜k〉︸ ︷︷ ︸
(C)
,
and bound the terms (A)–(C) as follows:
(A) ≤ cµk‖Fk‖‖yk − x˜k‖ (by (5.1))
≤ cσµk‖xk − x˜k‖‖yk − x˜k‖ (by (5.6))
≤ c
2σ2µk
2
‖xk − x˜k‖2 + µk
2
‖yk − x˜k‖2,
where the last inequality follows from the arithmetic and geometric means,
(B) = −1
4
‖Fk + Jk(x˜k − xk)‖2 + 1
4
‖Fk + Jk(yk − xk) + Jk(yk − x˜k)‖2
≥ −1
4
‖Fk + Jk(x˜k − xk)‖2 ≥ −L
2
16
‖x˜k − xk‖4,
where the last inequality follows from Lemma A.1(ii), and
(C) =
1
2
(
‖yk − xk‖2 + ‖yk − x˜k‖2 − ‖x˜k − xk‖2
)
.
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Combining these bounds yields
‖yk − xk‖2 ≤ (1 + c2σ2)‖x˜k − xk‖2 + L
8µk
‖x˜k − xk‖4.(5.11)
By ‖x˜k − xk‖ ≤ δ ≤ r/2 from (5.9), µk ≥M0‖Fk‖, and Assumption 5.1(ii), we have
‖x˜k − xk‖2
µk
≤ r
2ρM0
.
Applying this bound to the second term on the right-hand side of (5.11) obtains the
desired result (5.10a).
Proof of (5.10b). By (5.8c), xk ∈ B(δ) in (5.9), and (5.10a),
‖yk − x∗‖ ≤ ‖xk − x∗‖+ ‖yk − xk‖
≤ ‖xk − x∗‖+ C1 dist(xk)
≤ (1 + C1)‖xk − x∗‖ ≤ (1 + C1)δ = r/2,
and thus, yk ∈ B(r/2). Therefore, from (5.5), we have
yk, y˜k ∈ B(r).(5.12)
As in the proof of Lemma 4.4(i), by using Lemma 3.1 with X := C∩B(r) and (5.12) as
well as (5.9), we see that M in Algorithm 3.1 always satisfies M ≤ M¯ until (xk+1, λk)
is defined in the algorithm. Thus, we have obtained the desired result (5.10b).
Proof of (5.10c). By (5.12) with (yk, y˜k) = (xk+1, x˜k+1), we have xk+1, x˜k+1 ∈
B(r). Moreover, we have
‖Fk+1‖2 −
(D)︷ ︸︸ ︷
〈∇mkλk(xk+1), xk+1 − x˜k+1〉
= 〈Fk+1, Fk+1 + Jk+1(x˜k+1 − xk+1)〉+ 〈J>k+1Fk+1 −∇mkλk(xk+1), xk+1 − x˜k+1〉
≤ ‖Fk+1‖‖Fk+1 + Jk+1(x˜k+1 − xk+1)‖︸ ︷︷ ︸
(E)
+ ‖J>k+1Fk+1 −∇mkλk(xk+1)‖︸ ︷︷ ︸
(F)
dist(xk+1)
and bound the terms (D)–(F) as follows:
(D) ≤ cλk‖Fk‖ dist(xk+1) ≤ cM¯‖Fk‖2 dist(xk+1)
by (5.2) and (5.10b),
(E) ≤ L
2
‖Fk+1‖ dist(xk+1)2 ≤ L
2ρ
‖Fk+1‖2 dist(xk+1) ≤ L
2ρ
‖Fk‖2 dist(xk+1)
by Lemma A.1(ii), Assumption 5.1(ii), and ‖Fk+1‖ ≤ ‖Fk‖ from (3.8), and
(F) = ‖J>k (Fk + Jku) + λku− J>k+1Fk+1‖ (by letting u := xk+1 − xk)
≤ ‖J>k (Fk+1 − Fk − Jku)‖
+ ‖(Jk+1 − Jk)>Fk+1‖+ λk‖u‖
≤ Lσ
2
‖u‖2 + L‖Fk+1‖‖u‖+ λk‖u‖
(by
(5.3), Lemma A.1(ii),
and Assumption 5.1(iii))
14 N. MARUMO, T. OKUNO, AND A. TAKEDA
≤ Lσ
2
‖u‖2 + (L+ M¯)‖Fk‖‖u‖ (by ‖Fk+1‖ ≤ ‖Fk‖ and (5.10b))
≤
(LσC21
2
+ (L+ M¯)σC1
)
dist(xk)
2
(by
(5.6) and (5.10a)
with yk = xk+1).
Combining these bounds yields
‖Fk+1‖2 ≤
((
cM¯ +
L
2ρ
)
‖Fk‖2 +
(LσC21
2
+ (L+ M¯)σC1
)
dist(xk)
2
)
dist(xk+1).
We bound ‖Fk‖ and ‖Fk+1‖ in the above inequality by using Assumption 5.1(ii)
and (5.6) and obtain
ρ2 dist(xk+1)
2 ≤
(
σ2
(
cM¯ +
L
2ρ
)
+
LσC21
2
+ (L+ M¯)σC1
)
dist(xk)
2 dist(xk+1),
which implies the desired result (5.10c).
5.3. Local quadratic convergence. Let us state our second theorem on local
quadratic convergence of the proposed algorithm.
Theorem 5.4. Suppose that Assumptions 5.1 and 5.2 hold, and define M¯ by
(5.7). Set x0 ∈ B(δ0) for a sufficiently small constant δ0 > 0 such that
C2δ0 < 1, δ0 +
C1δ0
1− C2δ0 ≤ δ,(5.13)
where C1, C2, and δ are the constants defined in (5.8a)–(5.8c). Then,
(i) the number of unsuccessful iterations is at most dlogα(M¯/M0)e = O(1), and
(ii) the sequence {xk} converges quadratically to an optimal solution x? ∈ X ∗.
Proof of Theorem 5.4(i). As in the proof of Lemma 4.4(ii), it suffices to prove
(5.9) for all k ≥ 0. We will do so by induction on k. For k = 0, (5.9) obviously holds.
For a fixed K ≥ 0, assume that (5.9) holds for all k ≤ K. We then have (5.10a)–
(5.10c) for all k ≤ K; this proves λK ≤ M¯‖FK‖. From the recursion of (5.10c) and
using dist(x0) ≤ δ0, we have
dist(xk) ≤ dist(x0)(C2 dist(x0))2k−1 ≤ δ0(C2δ0)k(5.14)
for all k ≤ K + 1. We obtain xK+1 ∈ B(δ) as follows:
‖xK+1 − x∗‖ ≤ ‖x0 − x∗‖+
K∑
k=0
‖xk+1 − xk‖ (by the triangle inequality)
≤ δ0 + C1
K∑
k=0
dist(xk)
(by
(5.10a))
≤ δ0 + C1δ0
1− C2δ0 ≤ δ.
(by
(5.13) and (5.14)).
This yields (5.9) for all k ≥ 0.
Proof of Theorem 5.4(ii). Note that we have proved (5.14) and (5.10a)–(5.10c)
for all k ≥ 0 in the proof of Theorem 5.4(i). For i ≥ k, we have
dist(xi) ≤ dist(xk)(C2 dist(xk))2i−k−1 ≤ dist(xk)(C2δ0)i−k
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as with (5.14). By using this bound and (5.10a), we obtain
‖xk − xl‖ ≤
l−1∑
i=k
‖xi+1 − xi‖ ≤ C1
l−1∑
i=k
dist(xi) ≤ C1
1− C2δ0 dist(xk)(5.15)
for all k, l such that 0 ≤ k < l. This implies that {xk} is a Cauchy sequence.
Accordingly, the sequence {xk} converges to a point x? ∈ X ∗, since limk→∞ dist(xk) =
0 owing to (5.14) and C2δ0 < 1 in (5.13). Thus, we obtain
‖xk+1 − x?‖ = lim
l→∞
‖xk+1 − xl‖ (by the continuity of ‖ · ‖)
≤ C1
1− C2δ0 dist(xk+1) (by (5.15))
≤ C1C2
1− C2δ0 dist(xk)
2 (by (5.10c))
≤ C1C2
1− C2δ0 ‖xk − x
?‖2 (by x? ∈ X ∗),
which implies Theorem 5.4(ii).
6. Numerical experiments. We conducted numerical experiments to investi-
gate the performance of our method.
6.1. Global performance. On some (possibly) nonzero-residual problems, we
compared the performance of Algorithm 3.1 with those of the existing LM meth-
ods [13,21] and the projected gradient (PG) method.
Instance. We define the function F (x) := [f1(x), . . . , fn(x)]
> by
fi(x) :=
( 1
2m
‖Aix‖2 + 〈bi, x〉
)
−
( 1
2m
‖Aix?‖2 + 〈bi, x?〉+ γi
)
,
and the set C := [−1, 1]d. Here, each entry of Ai ∈ Rm×d and bi ∈ Rd is independently
drawn from a normal distribution N (0, 1), and γi is independently drawn from a
normal distribution N (0, σ2noise). Each entry of x? ∈ Rd is set to 1 or −1 with
probability 1/4, or is drawn from a uniform distribution on [−1, 1] with probability
1/2. Thus, some constraints are active, while the others are inactive at x?. The noise
level and starting point are set to σnoise = 0.1 and x0 = 0. Note that the evaluation
of F (x) and J(x) at a point x takes O(mnd) time.
Details of the algorithms. In Algorithm 3.1, the input parameters were set to
M0 = 1, α = 2, and β = 0.9, where β is an additional parameter described in
Remark 3.2. Regarding the existing LM methods, we implemented [13, Algorithm
2.1] (the Fan method), which generalizes [21, Algorithm 2.12] (the KYF method),
and set the input parameters of [13, Algorithm 2.1] as µ = 1, β = 0.9, σ = 10−4,
γ = 0.99995, and δ ∈ {1, 2}, following the recommendations of [13, 21]. To solve
subproblem (1.3) in Algorithm 3.1, we used 10 iterations of the accelerated projected
gradient method [25, Algorithm 1] combined with the function scheme restart [32,
Section 3.2]. In the Fan and KYS methods, we used the same method for solving the
subproblem.
Results. Table 6.1 and Figure 6.1 show the global performance of the proposed
and existing methods. The existing LM methods (Fan and KYF), which have no
iteration complexity guarantee, did not converge as fast as the projected gradient
(PG) method, whereas our method converged significantly faster. This tendency
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Table 6.1: Comparison of global performances. Average time [sec] required to find
a point x ∈ C such that ‖Gη(x)‖ ≤ 10−3 for η = 106 for 10 random instances. The
symbol “—” indicates timeout; i.e., the algorithm could not find such a point within
100 [sec] for some (or all) of the instances.
d n m Proposed Fan KYF PG
100 50 1 1.228 — — 1.936
100 0.245 15.110 11.004 1.856
100 1 0.098 5.169 5.005 0.152
100 0.263 14.789 14.988 1.632
200 1 0.175 2.644 2.609 0.073
100 0.348 22.928 23.632 1.879
400 200 1 9.686 — — 36.610
100 5.763 — — —
400 1 0.692 — — 4.461
100 13.366 — — —
800 1 0.951 — — 2.316
100 18.665 — — —
becomes more remarkable for problems with more variables (i.e., larger d) or for
problems where the evaluation cost of F and J is higher (i.e., larger m).
The main reason the existing LM methods do not perform well on nonzero-residual
problems is that they employ the technique (i) “combine with another globally con-
vergent method”, which was mentioned in Subsection 2.3, to guarantee global con-
vergence. In each iteration, these LM methods compute a candidate of the next
solution by solving subproblem (1.3) and check whether a certain condition is satis-
fied. If the condition is not satisfied, the candidate is discarded and the next solution
is recomputed using a globally convergent PG method. Since this condition is hard
to satisfy near a stationary point of nonzero-residual problems, these existing LM
methods waste most of their time in unnecessary calculations.2
6.2. Local performance. We validate the theory in Section 5, which shows
that the proposed method converges locally quadratically on zero-residual problems
when the subproblems are solved inexactly as in Assumption 5.2.
Instance and algorithm. The settings of the instance are almost the same as in
Subsection 6.1. However, to make the problems zero-residual and to make the starting
point close to an optimal solution, we set σnoise = 0, and x0 = projC(x
? + u), where
each entry of u ∈ Rd is independently drawn from a uniform distribution on [−0.1, 0.1].
The input parameters M0, α, and β of the algorithm were set as in Subsection 6.1.
Results. Figure 6.2 shows the local convergence of the proposed method when
two different stopping criteria are used for solving the subproblems. We see that
superlinear convergence is achieved if the subproblems are solved accurately enough to
satisfy Assumption 5.2 based on our theory. In contrast, if the number of iterations for
2For zero-residual problems, LM methods including existing ones [13, 21] achieve much faster
local convergence than PG methods, as the theoretical results show.
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Fig. 6.1: Comparison of global performances. The points and error bars indicate the
mean and the standard deviation, respectively, for 10 random instances. Only settings
where all 10 instances could be solved within 100 seconds are presented. The existing
LM methods were much slower than the PG method, and thus, results for them are
omitted.
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(a) Stopped based on Assumption 5.2.
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(b) Stopped after T iterations.
Fig. 6.2: Local convergence of proposed method for an instance with (d, n,m) =
(100, 100, 1). The subproblem solver stops (a) when Assumption 5.2 is satisfied, or
(b) after T iterations.
solving the subproblems is set to a constant, superlinear convergence is not necessarily
achieved. This implies that Assumption 5.2 is essential for superlinear convergence of
our method.
7. Conclusion and future work. We proposed an LM method having an iter-
ation complexity bound for solving constrained least squares problems. The method
achieves local quadratic convergence for zero-residual problems. There are few algo-
rithms having both global iteration complexity bounds and local quadratic conver-
gence even for unconstrained problems; in fact, our investigation yielded only one
such algorithm [3]. The key to our analysis is the majorization lemma (Lemma 3.1),
which leads to O(ε−2) iteration complexity with a simple update rule for {λk}.
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We may be able to extend the convergence analysis shown in this paper to dif-
ferent problem settings. For example, it would be interesting to derive the iteration
complexity of LM methods for a nonsmooth function F or in stochastic settings with
constraints.
Appendix A. Lemmas and proofs.
A.1. Lemma on Lipschitz-like properties. Recall that the line segment
L(a, b) is defined in (3.2).
Lemma A.1. Let X ⊆ Rd be any (possibly nonconvex) set. For some constants
σ, L > 0, consider the following five conditions:
‖J(x)‖ ≤ σ, ∀x ∈ X ,(A.1a)
‖J(y)− J(x)‖ ≤ L‖y − x‖, ∀x, y ∈ X s.t. L(x, y) ⊆ X ,(A.1b)
and
‖F (y)− F (x)‖ ≤ σ‖y − x‖, ∀x, y ∈ X s.t. L(x, y) ⊆ X ,(A.2a)
‖F (y)− F (x)− J(x)(y − x)‖ ≤ L
2
‖y − x‖2, ∀x, y ∈ X s.t. L(x, y) ⊆ X ,(A.2b)
‖∇f(y)−∇f(x)‖ ≤ (σ2 + L‖F (x)‖)‖y − x‖, ∀x, y ∈ X s.t. L(x, y) ⊆ X .(A.2c)
Then,
(i) (A.1a) =⇒ (A.2a),
(ii) (A.1b) =⇒ (A.2b),
(iii) (A.1a) and (A.1b) =⇒ (A.2c).
Proof. By applying the multivariate mean value theorem, i.e.,
F (y)− F (x) =
∫ 1
0
J((1− θ)x+ θy)(y − x) dθ,
we can easily obtain Lemmas A.1(i) and A.1(ii). Lemma A.1(iii) is obtained as follows:
‖∇f(y)−∇f(x)‖ = ‖J(y)>F (y)− J(x)>F (x)‖
≤ ‖J(y)>F (y)− J(y)>F (x)‖+ ‖J(y)>F (x)− J(x)>F (x)‖
≤ ‖J(y)‖‖F (y)− F (x)‖+ ‖J(y)− J(x)‖‖F (x)‖
≤ (σ2 + L‖F (x)‖)‖y − x‖.
The last inequality follows from (A.1a), (A.1b), and Lemma A.1(i).
Remark A.2. By Lemma A.1(ii),
‖∇f(y)−∇f(x)‖ ≤ Lf‖y − x‖, ∀x, y ∈ X s.t. L(x, y) ⊆ X
implies
|f(y)− f(x)− 〈∇f(x), y − x〉| ≤ Lf
2
‖y − x‖2, ∀x, y ∈ X s.t. L(x, y) ⊆ X .
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A.2. Proof of Lemma 3.1. The proof requires the following lemma, which is
useful for deriving the majorization lemma for (general) MM-based algorithms under
the assumption of Lipschitz continuity only on a sublevel set. We will use this lemma
to prove Lemma 3.1 as well as Proposition A.4.
Lemma A.3. Let X ⊆ Rd be any convex set. Fix a function m˜ : Rd → R and a
point xk ∈ X . For x ∈ X , consider the following three conditions:
m˜(x) ≤ m˜(xk),(A.3a)
L(xk, x) ⊆ S(xk),(A.3b)
f(x) ≤ m˜(x).(A.3c)
Assume that
(a) m˜ is strictly convex and satisfies m˜(xk) = f(xk) and ∇m˜(xk) = ∇f(xk), and
(b) conditions (A.3a) and (A.3b) imply (A.3c).
Then, condition (A.3a) implies (A.3b) and therefore (A.3c).
Proof. Fix x ∈ X satisfying (A.3a). Condition (A.3b) obviously holds if x = xk,
and thus, let x 6= xk. Accordingly, we have
〈∇f(xk), x− xk〉 < 0(A.4)
since
〈∇f(xk), x− xk〉 = 〈∇m˜(xk), x− xk〉 < m˜(x)− m˜(xk) ≤ 0
by Assumption (a), (A.3a), and x 6= xk. We will prove (A.3b) by contradiction;
assume
∃θ1 ∈ (0, 1], f((1− θ1)xk + θ1x) > f(xk).(A.5)
From the Taylor expansion,
f((1− θ)xk + θx) = f(xk) + θ〈∇f(xk), x− xk〉+ o(θ),
and (A.4), we have
∃θ2 ∈ (0, θ1), f((1− θ2)xk + θ2x) < f(xk).(A.6)
Combining (A.5) and (A.6) with the intermediate value theorem yields that there
exists θ3 ∈ (θ1, θ2) such that
f((1− θ)xk + θx) = f(xk), for θ = θ3(A.7a)
f((1− θ)xk + θx) ≤ f(xk), for all θ ∈ [0, θ3].(A.7b)
For such θ3, we have
m˜((1− θ3)xk + θ3x) < (1− θ3)m˜(xk) + θ3m˜(x) ≤ m˜(xk)(A.8)
by Assumption (a) and (A.3a), and we have
L(xk, (1− θ3)xk + θ3x) ⊆ S(xk)(A.9)
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by (A.7b). Assumption (b) with (A.8) and (A.9) gives that
f((1− θ3)xk + θ3x) ≤ m˜((1− θ3)xk + θ3x).(A.10)
Thus, we obtain
f(xk) = f((1− θ3)xk + θ3x) (by (A.7a))
≤ m˜((1− θ3)xk + θ3x) (by (A.10))
< m˜(xk) (by (A.8))
= f(xk) (by Assumption (a)),
which is a contradiction.
Now, we prove Lemma 3.1.
Proof of Lemma 3.1. The model function mkλ is strictly convex and satisfies
mkλ(xk) = f(xk), ∇mkλ(xk) = ∇f(xk).(A.11)
Therefore, from Lemma A.3, it suffices to prove (3.6) for all x ∈ X satisfying (3.5)
and (A.3b). Fix such x ∈ X arbitrarily, and let u := x − xk. From the convexity of
X , (3.3), (A.3b), and Lemma A.1(ii), we have
‖F (x)− F (xk)− Jku‖ ≤ L
2
‖u‖2.(A.12)
From the inequality of arithmetic and geometric means, we have
λ
2
‖u‖2 + L
2
2λ
‖u‖2‖Fk + Jku‖2 ≥ L‖u‖2‖Fk + Jku‖.(A.13)
Furthermore, by (1.2) and (3.5), we have
‖Fk + Jku‖2 + λ‖u‖2 = 2mkλ(x) ≤ 2mkλ(xk) = 2f(xk) = ‖Fk‖2.(A.14)
Using these inequalities, we obtain (3.6) as follows:
f(x)−mkλ(x) =
1
2
‖F (x)‖2 −mkλ(x)
≤ 1
2
(
‖Fk + Jku‖+ ‖F (x)− Fk − Jku‖
)2
−mkλ(x)
≤ 1
2
(
‖Fk + Jku‖+ L
2
‖u‖2
)2
−mkλ(x) (by (A.12))
=
L2
8
‖u‖4 − λ
2
‖u‖2 + L
2
‖u‖2‖Fk + Jku‖ (by (1.2))
≤ L
2
8
‖u‖4 − λ
4
‖u‖2 + L
2
4λ
‖u‖2‖Fk + Jku‖2 (by (A.13))
≤ L
2
8
‖u‖4 − λ
4
‖u‖2 + L
2
4λ
‖u‖2
(
‖Fk‖2 − λ‖u‖2
)
(by (A.14))
= −L
2
8
‖u‖4 − 1
4λ
‖u‖2
(
λ2 − L2‖Fk‖2
)
≤ 0 (by (3.4)).
The proof of Lemma 3.1 is complicated mainly because x and y in (3.3) are
restricted on the sublevel set S(xk). If we assume the Lipschitz continuity of J on
the convex set X as in [38], Lemma A.3 is unnecessary and the proof of Lemma 3.1
can be simplified.
CONSTRAINED LM METHOD WITH GLOBAL COMPLEXITY 21
A.3. Proposition on the projected gradient method.
Proposition A.4. Fix a point xk ∈ C. For some constant Lf > 0, assume that
‖∇f(y)−∇f(x)‖ ≤ Lf‖y − x‖, ∀x, y ∈ C s.t. L(x, y) ⊆ S(xk).(A.15)
Then, for η ≥ Lf ,
L(xk,Pη(xk)) ⊆ S(xk),(A.16)
f(Pη(xk))− f(xk) ≤ −Dη(xk).(A.17)
Proof. For η ≥ Lf , we define
m˜(x) := f(xk) + 〈∇f(xk), x− xk〉+ η
2
‖x− xk‖2,
and use Lemma A.3 with this function and X = C. The function m˜ satisfies Assump-
tion (a) of Lemma A.3, and we will confirm Assumption (b). For any point x ∈ C
satisfying (A.3b), we have
f(x) ≤ f(xk) + 〈∇f(xk), x− xk〉+ Lf
2
‖x− xk‖2 ≤ m˜(x)
by (A.15), Remark A.2, and η ≥ Lf . Thus, Assumption (b) of Lemma A.3 holds.
We now have (A.3b) and (A.3c) for any point x ∈ C satisfying (A.3a). By setting
x := argminy∈C m˜(y) = Pη(xk), we obtain the desired results (A.16) and (A.17).
A.4. Proof of Proposition 4.3.
Proof of Proposition 4.3. Note that the PG step at xk ∈ C for the subprob-
lem (1.3) as well as for the original problem (1.1) is given by Pη(xk), owing to (A.11).
Since the model mkµk has a (‖Jk‖2 + µk)-Lipschitz continuous gradient, from (A.17)
in Proposition A.4, we have
mkµk(Pη(xk))−mkµk(xk) ≤ −Dη(xk) for η = ‖Jk‖2 + µk.
Furthermore,
mkλk(xk+1)−mkλk(xk) ≤ −Dη(xk) for η = ‖Jk‖2 + λk
from the definition (4.3) of yk and of (xk+1, λk) in Algorithm 3.1. Here, Assump-
tion 4.1(i) implies ‖Jk‖ ≤ σ, and Lemma 4.4(i) implies λk ≤ M¯‖F0‖, because ‖Fk‖ is
nonincreasing in k from (3.8). We thus have η = ‖Jk‖2 + λk ≤ σ2 + M¯‖F0‖.
A.5. Proof of Lemma 4.6. To prove Lemma 4.6, we first show the following
Lipschitz-like property on ∇f .
Lemma A.5. Suppose that Assumption 4.1 holds, and define Lf by (4.6). Then,
for η ≥ Lf , we have
‖∇f(Pη(x))−∇f(x)‖ ≤ Lf‖Pη(x)− x‖, ∀x ∈ C ∩ S(x0).
Proof. Fix a point x′ ∈ C ∩ S(x0) arbitrarily. Since ‖F (x′)‖ ≤ ‖F (x0)‖ = ‖F0‖,
Assumption 4.1 and Lemma A.1(iii) with X = C ∩ S(x′) imply
‖∇f(y)−∇f(x)‖ ≤ Lf‖y − x‖, ∀x, y ∈ C s.t. L(x, y) ⊆ S(x′)(A.18)
22 N. MARUMO, T. OKUNO, AND A. TAKEDA
By Proposition A.4 and (A.18), we have L(x′,Pη(x′)) ⊆ S(x′) for η ≥ Lf . Therefore,
by using (A.18) again, we obtain
‖∇f(Pη(x′))−∇f(x′)‖ ≤ Lf‖Pη(x′)− x′‖,
which is the desired result.
Now, we prove Lemma 4.6.
Proof of Lemma 4.6. Since
Gη(x) = η(x− Pη(x)) ∈ ∇f(x) + ∂ιC(Pη(x))(A.19)
from the definitions of Pη and Gη in (4.2) and (4.5), we obtain
min
g∈∂ιC(Pη(x))
‖∇f(Pη(x)) + g‖
≤ min
g∈∂ιC(Pη(x))
‖∇f(x) + g‖+ ‖∇f(Pη(x))−∇f(x)‖
≤ ‖Gη(x)‖+ Lf‖Pη(x)− x‖
(by
(A.19) and
Lemma A.5)
=
(
1 +
Lf
η
)
‖Gη(x)‖ (by (4.5))
= 2‖Gη(x)‖ (by η ≥ Lf ).
A.6. Lemma on gradient mapping.
Lemma A.6.
Dη(x) ≥ 1
2η
‖Gη(x)‖2, ∀x ∈ C.
Proof. By the first-order optimality condition on (4.2) and the convexity of C, we
have
〈∇f(x) + η(Pη(x)− x), y − Pη(x)〉 ≥ 0, ∀y ∈ C.(A.20)
Using this inequality, we obtain
Dη(x) = 〈∇f(x), x− Pη(x)〉 − η
2
‖x− Pη(x)‖2 (by (4.1) and (4.2))
≥ η
2
‖x− Pη(x)‖2 (by (A.20) with y = x)
=
1
2η
‖Gη(x)‖2 (by (4.5)).
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