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Abstract
Subglacial bedforms, which include drumlins, ribbed moraine, and mega-
scale glacial lineations, are ubiquitous features in regions which were once
covered by ice sheets, and their genesis is a long-standing and controver-
sial problem in geophysics. In the first part of this thesis, a mathemati-
cal model for subglacial bedform formation is rigorously derived, which
describes the coupled flow of ice, subglacial water, and sediment. We
perform a linear stability analysis of the model and demonstrate that it
can plausibly account for the formation of self-organised subglacial bed-
forms. We outline a novel numerical method to solve the model which
is capable of providing three-dimensional simulations of the subglacial
system for a restricted range of model parameters.
The flow of granular material is a common occurrence in our everyday
lives and understanding its behaviour is of critical importance for several
industrial and geophysical applications. In part two of this thesis, we
outline a popular local rheology for dense granular flows and present
a recent compressible generalisation of this rheology. By using various
analytical, asymptotic, and numerical techniques, we apply the model to
two non-trivial flow phenomena; free-surface instability for inclined plane
flows and spontaneous oscillations in plane shear flows, and compare
model results to existing experimental and numerical data.
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Introduction - The drumlin problem
“Once in Hawaii I was taken to see a Buddhist temple. In the temple a man said,
‘I am going to tell you something that you will never forget.’ And then he said, ‘To
every man is given the key to the gates of heaven. The same key opens the gates of
hell.’ And so it is with science.”
– Feynman (1998, p. 6)
1.1 Overview
During the last ice age, large swathes of Northern America (Canada in particular)
and Northern Europe were covered by ice sheets, i. e. ice masses of continental scale
which rest on solid land. When this ice age ended approximately 10, 000 years
ago (Greve & Blatter, 2009, Chapter 1), it revealed a landscape which had been
significantly modified. The movement of the ice had created a ‘bumpy’ topography,
with well-defined, discernible landforms remaining on the Earth’s surface. The first
part of this thesis is concerned with formulating a mathematical model which can
account for the formation of such landforms.
Subglacial bedforms is a collective term used to describe landforms whose for-
mation is attributed to the over-riding motion of ice, either in the form of a glacier
or an ice sheet, and which consist primarily of glacial sediments (Clark et al., 2009).
It is generally accepted that the coupled movement of ice and deforming subglacial
sediment plays an important role in their formation (Boulton et al. (2001); King
et al. (2007); Menzies et al. (2016) and Evans (2018, Chapter 7)). These landforms
are a ubiquitous natural phenomenon in regions which were once covered by ice
sheets (see Figure 1.1), such as the Laurentide ice sheet in North America and the
Fennoscandian ice sheet in Northern Europe (Colgan & Mickelson, 1997; Möller,
2006; Hess & Briner, 2009; Livingstone et al., 2013), and are also observed in the
deglaciated forelands of glaciers (Hart, 1995; Johnson et al., 2010; Hillier et al., 2018).
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1.1. Overview
Figure 1.1: Digital elevation model of a segment of north central Ireland revealing
a ubiquitously ‘bumpy’ landscape. These ‘bumps’ correspond to both drumlins (see
§1.2.1) and ribbed moraine (see §1.2.4). The image is 150 km wide with Donegal
Bay and Lough Neagh visible in the top left and right, respectively. Reproduced
from Clark (2010).
Moreover, recent studies utilising ground penetrating radar and seismic surveys have
demonstrated the development of such subglacial landforms beneath contemporary
ice sheets (Smith et al., 2007; Smith & Murray, 2009; King et al., 2007, 2009). Sub-
glacial bedforms are most commonly found in the mid- and high-latitudes of Europe
and North America, but also in parts of South America and Asia (Knight, 2010).
While the study of these landforms dates back over two centuries, an accepted the-
ory elucidating their genesis has remained elusive. Indeed, as recently expressed by
Menzies et al. (2016, p. 84), their formation has “long confounded the geological
community as one of its most puzzling and unresolved problems”.
One particularly enigmatic subglacial bedform is a feature known as a drumlin
(described at length in §1.2.1), the study of which will be the primary focus of this
work. Drumlins are the most commonly occurring subglacial bedform and, commen-
surately, are probably the most studied landform in glacial geomorphology (Clark,
2010; Johnson et al., 2010; Schomacker et al., 2018). Their form has fascinated re-
searchers for several centuries and, as we shall see in §1.3, has sparked a plethora
of hypotheses regarding their genesis and several controversies in the literature. In-
deed, the search for an answer as to how and why drumlins form has been coined
“the drumlin problem” (Menzies & Rose, 1987; Dowling, 2016). Over the course of
3
1.2. Subglacial bedforms
Chapters 1 - 4 we present a mathematical model for drumlin formation which aims
to address this problem.
Subglacial bedforms have attracted prodigious interest in the scientific litera-
ture for two primary reasons. First, these landforms are key components in paleo-
glaciology given that they can be used to infer antecedent ice flow conditions. As will
be discussed in sections 1.2.1-1.2.4, their orientation contains information regarding
ice flow direction, while their elongation/streamlining may be used as a barometer
for ice speed. Thus morphological characteristics of subglacial bedforms are of vital
importance for reconstructing former ice sheet evolution as they constrain possible
ice flow dynamics (Colgan & Mickelson, 1997; Kleman et al., 1997; Greenwood &
Clark, 2009; Clark et al., 2018a).
Secondly, subglacial bedforms encode crucial information regarding interactions
at the ice/bed interface. The development of basal topography modifies the bed
roughness and can influence (and indeed is influenced by) the subglacial drainage
system, both of which will impact basal sliding velocities (Schoof, 2007b; Stokes,
2018). Understanding the relationship between basal shear stress and velocity is a
key component in modelling future ice sheet evolution and, consequently, estimating
potential sea-level rises as a result of climate change (Ritz et al., 2015). Moreover,
inferring basal conditions at contemporary glaciers and ice sheets is a major logistical
task (Smith et al., 2007; King et al., 2007; Hart et al., 2018), with direct observation
evidently not possible, and thus subglacial bedforms may provide a more convenient
window into this environment. Indeed, their importance was underscored by Bara-
nowski (1979, p.435) who stated that “until the mechanism responsible for drumlin
formation is fully understood some of the key glaciological problems related to the
glacier bed will remain obscure”.
This chapter is organised as follows. We first discuss some important drum-
lin characteristics in §1.2.1 before briefly describing related subglacial bedforms in
sections 1.2.2-1.2.5. A review of the existing drumlin formation literature is given
in §1.3, touching on contemporary hypotheses in sections 1.3.2-1.3.5. We conclude
with a brief overview of a quantitative model for drumlin formation, known as the
instability theory, in §1.4.
1.2 Subglacial bedforms




(i) their orientation relative to the predominant ice flow direction at the time of
formation, i. e. parallel or transverse to the ice flow, and
(ii) their physical dimensions, i. e. their length, width, and relief, with the former
measured in the down-ice and cross-ice directions, respectively.
These characteristics can be used to categorise landforms into one of the four fol-
lowing types; Drumlins, Mega-Scale Glacial Lineations (MSGL), Flutes, and Ribbed
Moraine. As we shall see over the course of this section, each of these categories
can encompass landforms which vary significantly in terms of their size, shape, and
composition (Möller & Dowling, 2018). Such variation has led to the use of vari-
ous sub-classifications in the literature (see e. g. §1.2.4), however the four broader
categories will be sufficient for our purposes.
In this work the term subglacial bedform will be used to refer to any of the four
landform types mentioned above, each of which will be discussed in more detail in
the following sections. This distinction is important as paleo-ice sheet beds and
deglaciated regions can contain geomorphological features other than the four men-
tioned, such as erratics (large boulders deposited by the ice, Darvill et al. (2015)),
marginal moraines (sediment ridges which delineate former ice margins, Menzies
et al. (2018)) and eskers (long sinuous sediment ridges associated with deposition
from subglacial water channels, Hewitt & Creyts (2019)). While such features are
of significant interest in their own right, their genesis is not the focus of this work.
1.2.1 Drumlins
Drumlins can be loosely defined as elongated oval-shaped hills, typically composed of
subglacial till,1 which are typically aligned in the direction of ice flow. The ‘classical’
depiction of a drumlin is that of an egg half-buried in the ground along its long axis,
with an up-ice (stoss) face which is steeper than the down-ice (lee) face, as depicted
in Figure 1.2 (Menzies, 1979b; Stokes et al., 2011). In fact, the name ‘drumlin’, which
is seemingly of Irish origin, is thought to derive from the word ‘druim’, meaning ‘hill’
(Fowler, 2011, p. 686). Drumlins tend to occur in fields (also referred to as swarms)
of landforms, as in Figure 1.1, as opposed to existing as isolated features in the
landscape. Such fields can typically contain 10−103 drumlins (Menzies (1979b) and
Evans (2018, Chapter 7)) and are typically uncorrelated with local bedrock lithology
and topography (Reed et al., 1962; Patterson & Hooke, 1995). One particularly nice
1Subglacial till refers to a non-uniform mixture of rock fragments (also referred to as clasts)












Figure 1.2: Illustration of a ‘classical’ drumlin profile from (a) side-on and (b)
top-down views.
Figure 1.3: Drumlins in Clew Bay, County Mayo.
example of a drumlin field in Ireland is Clew Bay in County Mayo (Figure 1.3).
Here the drumlin field is partly submerged by water, such that the drumlins form
islands in the bay.2
As recently summarised by Eyles et al. (2016, p.3) “the drumlin literature is
very large” with upwards of 1, 400 papers dedicated to the topic, making drumlins
one of the most studied landforms on Earth (Clark et al., 2009; Spagnolo et al.,
2010). Contemporary interest has been significant; a typical bibliographic search
indicates that the word ‘drumlin’ appears in the title of 85 articles between 2010
and 2019 (metric from Web of Science). This is in part due to the advent of remote
sensing technologies, in particular high-resolution digital elevation models (DEM),
coupled with increasingly sophisticated geographic information system (GIS) tools
which have enabled geomorphologists to conduct rigorous investigations of subglacial
bedforms over large sample sizes. Such investigations of drumlin size, shape, and
spatial organisation have been the subject of much activity in recent years, e. g. see
2Apparently John Lennon owned one of these drumlins. He purchased an island in the bay
known as Dorinish in 1967. A commune, led by ‘King of the Hippies’ Sid Rawle, was established
on the island in 1970, but unfortunately had to be abandoned in 1972 after the islanders’ supplies





Figure 1.4: Frequency distributions for (a) drumlin length and width and (b)
drumlin relief in Great Britain. Reproduced from Clark et al. (2009) and Spagnolo
et al. (2012), respectively.
Clark et al. (2009); Spagnolo et al. (2010, 2011, 2012); Ely et al. (2016); Möller &
Dowling (2016); Clark et al. (2018b); Hillier et al. (2018); Hermanowski et al. (2019).
Extensive analyses of drumlin size in the British Isles have been carried out by
Clark et al. (2009) and Spagnolo et al. (2012). The former study utilised DEM
and satellite imagery data to collate drumlin length and width estimates for over
37, 000 landforms in Britain. Smooth unimodal, positively skewed distributions for
length (L) and width (W ) were obtained (see Figure 1.4(a)), illustrating a strong
preference for a given size. The majority of drumlins (68%) were found to be between
250−1000 m in length and 120−300 m in width, with elongation ratios E = L/W of
2−4 being typical. The authors also found that their estimates for average drumlin
length, width, and elongation were in good agreement with corresponding estimates
obtained from an exhaustive review of previously published morphometry data,
suggesting that these drumlin characteristics are largely independent of geography.
An analogous study of drumlin relief by Spagnolo et al. (2012), which considered
over 25, 000 British drumlins, obtained a similar unimodal distribution for drumlin
height (Figure 1.4(b)). Drumlins were found to have an average relief of 7 m with
the vast majority (79%) being less than 10 m in height.
One interesting (and somewhat remarkable) feature of the distributions for drum-
lin length, width, and height in Figure 1.4 is that they are approximately lognormal
(Fowler et al., 2013; Hillier et al., 2013). This feature of drumlin morphology distri-
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butions has also been observed for streamlined bedforms in Sweden (Dowling et al.,
2015) and for drumlins emerging from the Múlajökull glacier in Iceland (Hillier
et al., 2018). Moreover, individual drumlin flow-sets, i. e. fields interpreted as form-
ing under a single phase of ice flow (Clark, 1999), are also found to exhibit the same
behaviour for drumlin morphology (Ely et al., 2018).
Lognormal distributions naturally emerge in many strands of science (see Limpert
et al. (2001) for an extensive review), and are typically associated with incremen-
tal, multiplicative growth or decay over a large number of independent events,
as demonstrated by Kolmogorov’s classical work on particle fragmentation (Kol-
mogorov, 1941). Observed lognormal distributions in both large-scale studies and
individual drumlin flow-sets thus suggests an element of randomness in their for-
mation, typically attributed to randomly occurring growth phases (likely followed
by periods of decay), which may be of random duration, and/or variably random
physical conditions controlling their formation (Hillier et al., 2013; Spagnolo et al.,
2014; Stokes, 2018).
As well as drumlin size, recent large scale studies of drumlin shape have yielded
significant insights into their form. As illustrated in Figure 1.2(a), a ‘classical’
drumlin cross-section is asymmetric with a steep stoss side and gentler sloping lee
side; a picture which is customary in the literature (e. g. Menzies (1979b) and Benn
& Evans (2010, Chapter 11)). Moreover, a drumlin’s planar shape (i. e. as viewed
from above, Figure 1.2(b)) is similarly asymmetric, typically depicted as having a
rounder, blunt stoss side with a tapered lee side. This ‘teardrop’ shape seems to
owe much of its popularity to Chorley (1959), who suggested a lemniscate loop
as a suitable descriptor for drumlin shape. However, the recent work of Spagnolo
et al. (2010) demonstrated that the planar shapes of ≈ 45, 000 drumlins across
North America and Northern Europe tend to be symmetric. Moreover, an analysis
of drumlin cross-sections in Britain again indicated that most were symmetrical in
shape (Spagnolo et al., 2011). As such, the ‘classical’ form of a drumlin is something
of a misconception.
In addition to their size and shape, the spatial organisation of drumlins in drum-
lin fields is a subject of considerable interest given that it may provide useful insight
into how these features form. For example, if drumlins are typically found to posses
a regular spatial pattern in the field, this may suggest that drumlins represent a
self-organising phenomenon3 (see §1.4.1 for a discussion).
3Loosely defined as the emergence of pattern and order in a system by internal processes, rather
than external constraints or forces (Green et al., 2008).
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Figure 1.5: Frequency distribution for nearest neighbour distance between drumlin
summits from a UK database (≈ 36, 000 drumlins). Reproduced from Clark et al.
(2018b).
The literature appears to be rather divided on this topic. The seminal paper
of Smalley & Unwin (1968) concluded that drumlin fields contain a random dis-
tribution of drumlins, a finding which was corroborated by Francek (1991). Other
works, however, had noted a tendency for transverse bands of alternating high and
low drumlin density formed perpendicular to the ice flow direction (Hill, 1973; Pat-
terson & Hooke, 1995). This lack of consensus may be attributable to the difficul-
ties encountered when testing for spatial regularity in drumlin fields, which include
(i) grouping together bedforms formed by different phases of ice sheet motion and/or
different ice sheets (Hill, 1973), (ii) choosing an appropriate spatial scale over which
statistical tests for spatial regularity are carried out, e. g. the entire drumlin field or
a subset thereof (Smalley & Warburton, 1994), and (iii) patchiness (i. e. large gaps)
in drumlin fields caused by bedrock outcropping, insufficient sediment cover, and
obstructions (e. g. lakes).
Several of these issues have been addressed in a recent large-scale study (Clark
et al., 2018b) using a GIS database of over 42, 000 drumlins from 72 fields. By
grouping drumlins into flow-sets and using a statistical method which accounts for
inherent patchiness within flow-sets, the authors found a strong signal for spatial
regularity. For example, nearest neighbour distances between drumlins in the United
Kingdom (Figure 1.5) follow a unimodal distribution with a well-defined peak at a
spacing of ∼ 325 m. This result contributed to the authors’ conclusion that drumlins
represent a patterning phenomenon. This robust analysis supports a hypothesis in
the literature, which was typically based on visual inspection of aerial photographs
and DEM data, that such spatial organisation is a fundamental characteristic of
drumlins (see e. g. Fowler (2000) and Clark (2010)).
We conclude this discussion by touching on another important drumlin charac-
teristic: their internal composition. The literature on this subject alone is again
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extensive, partly owing to the fact that drumlin composition is found to be widely
varying. Indeed, Menzies (1979b, p.319) encapsulated this variety when he wrote
that the “internal composition of a drumlin varies from stratified sand to unstrat-
ified till to solid bedrock, with every possible permutation between”. The recent
review by Stokes et al. (2011) has attempted to bring some order to this complexity
by introducing five broad drumlin classifications:
(i) Mainly bedrock - Bedrock outcrops which are streamlined by glacial abrasion
and fluvial erosion, and which are also referred to as ‘rock drumlins’ (Eyles,
2012) and ‘whalebacks’ (Evans, 1996).
(ii) Part bedrock/till - Drumlins typically containing a hard bedrock core which
acts as a nucleus for till accretion as deforming sediment moves over the obsta-
cle. These have been classified by Clark (2010) as obstacle drumlins given the
connotation. Such bedforms include so-called ‘crag-and-tail’ features which
consist of a stoss side bedrock protrusion and an elongated lee of glacial till
(Evans & Hansom, 1996).
(iii) Mainly till - Essentially a non-uniform mixture of clasts and finer sediment.
Such drumlins have also been categorised as emergent given that their forma-
tion cannot be directly attributed to a spatial inhomogeneity in the landscape,
such as a bedrock protrusion (Clark, 2010).
(iv) Part till/part sorted sediments - A combination of glacial till and glacioflu-
vial sediments, i. e. sediments which are sorted and deposited by subglacial
meltwater.
(v) Mainly sorted sediments - Principally composed of stratified sediments and
commonly found with a thin veneer of subglacial till.
Stokes et al. (2011) found that drumlins composed primarily of till are the most
common form reported in the literature, as previously noted by Menzies (1979a) and
Patterson & Hooke (1995), with classifications one and five the rarest. It can also
be noted that the term “rock drumlin” is likely a misnomer. These features appear
to be formed from a bedrock outcrop and are thus most likely shaped via subglacial
processes (such as ice abrasion) which are quite distinct from those responsible for
the formation of emergent drumlins. We emphasise that the classifications above
are of course a simplification; in reality the internal composition of drumlins can
exhibit complex stratification and deformational features. While glacial sedimentol-
ogists have profiled the structure of individual drumlins in remarkable detail (see
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Figure 1.6: Satellite image of MSGL on the Dubawnt Lake Ice Stream bed, North-
west Canada. The aerial photograph on the right gives an oblique view of the area
labelled ‘B’ on the left. Reproduced from Stokes et al. (2013b).
e. g. Hill (1971); Dardis (1985); Hart (1997); Evans et al. (2015); Möller & Dowling
(2016)), quantitatively modelling the formation of such complex internal features
is undoubtedly a gargantuan task, and is not done so here. As modellers, we will
assume the glacial till is homogeneous and omit specification of detailed sedimento-
logical features.
Having outlined several key drumlin characteristics, we now briefly discuss the
three remaining subglacial bedforms of interest and highlight some important prop-
erties.
1.2.2 MSGL
While drumlins have been recognised in the literature as far back as Hall (1815)
and Bryce (1833), mega-scale glacial lineations (MSGL) owe their classification to
the comparatively recent work of Clark (1993). MSGL are long streamlined parallel
ridges aligned with the former ice flow direction. When viewed from above, these
ridges appear to give the landscape the appearance of having being combed, and is
similar to a grooved or corrugated surface, as illustrated in Figure 1.6 (Fowler (2011,
p. 686) and Clark et al. (2003)).
MSGL can be primarily distinguished from drumlins by their down-ice extent.
Clark (1993) originally reported lengths ranging between 8− 70 km, however recent
morphological studies have suggested a more modest typical length scale of several
kilometres. The ridges are typically low amplitude (several metres) and are of sim-
ilar width to drumlins (several hundred metres). Thus MSGL typically possess a
larger elongation ratio than their drumlin counterparts, e. g. Spagnolo et al. (2014)
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and Stokes et al. (2013b) report typical ranges of 6 − 31 and 4 − 10, respectively,
delineating MSGL as a distinct morphological feature of subglacial landscapes.
The enhanced elongation of MSGL in the down-ice direction is commonly thought
to be a result of faster ice flow during formation (Hart, 1999; Stokes & Clark, 2002).
This hypothesis is supported by their ubiquity on former (Stokes & Clark, 2003;
Livingstone et al., 2013) and contemporary (King et al., 2009; Smith & Murray,
2009) ice stream beds, where ice streams are regions of rapid ice flow within an ice
sheet which are responsible for discharging the majority of ice within them (Bennett,
2003). As ice streams play a vital role in determining ice sheet stability (Bamber
et al., 2000; Rignot et al., 2011), an increased understanding of MSGL evolution
may be of significant impact for modelling future ice sheet evolution, a topic of
considerable urgency given current concern over increased mass wastage from the
Antarctic and Greenland ice sheets and its subsequent impact on global sea levels
(Pritchard et al., 2009),
One striking characteristic of MSGL is their parallel conformity. The large-scale
studies carried out by Stokes et al. (2013b) and Spagnolo et al. (2014) have found
coherent spatial regularity in the cross-ice direction, with typical spacings of several
hundred metres. This finding strongly suggests that this landform represents a
self-organising phenomenon. Moreover, in a similar manner to drumlins, MSGL
morphological characteristics possess frequency distributions which are unimodal
and approximately lognormal.
1.2.3 Flutes
Flutes are of a similar form to MSGL but typically much smaller in scale. They
are closely-spaced, narrow, elongated sediment ridges formed parallel to the ice flow
direction. Flutes are commonly decimetres in width and relief, range from several
metres to > 1 km in length, and are typically composed of glacial till (Boulton, 1976;
Gordon et al., 1992; Ives & Iverson, 2019). Due to their small size, preservation of
these features on the beds of former ice sheets is unlikely, and they are much more
commonly observed in recently deglaciated regions, i. e. close to present day glacier
margins. They are a ubiquitous presence in such glacier forelands (e. g. see Kjær
et al. (2006), Roberson et al. (2011), and Hart et al. (2018)).
Flutes are commonly associated with the presence of a stoss side boulder (see
Figure 1.7), the size of which correlates with the width and height of the lee-side
flute (Ely et al., 2017). Early field investigations of flutes, such as Dyson (1952)
and Boulton (1976), suggested that “almost all” flutes have a corresponding up-
ice boulder, however boulder-less flutes have also been reported in the literature
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Figure 1.7: A flute formed in the lee of an up-ice boulder. Reproduced from Ely
et al. (2016).
(Rose, 1989; Clark, 2010). This has subsequently motivated the leading hypoth-
esis for flute formation in which a cavity,4 formed downstream from the boulder,
is subsequently infilled by deforming sediment, with the cavity then propagating
downstream (Evans, 2018, p. 125).
This idea has both been supported (Eyles et al., 2015; Ely et al., 2017) and
refuted (Gordon et al., 1992) by field evidence. It has also been criticised by Schoof
& Clarke (2008) on the basis that (i) the lee side cavity created by the boulder
would not extend far enough downstream to account for typical flute lengths, and
(ii) the infilling sediment would not possess the mechanical strength to support a
further cavity downstream. Recent field work by Ives & Iverson (2019) has motivated
the idea that squeezed sediment undergoes consolidation (i. e. till density increases)
after entering the lee side cavity. It is argued that this process may give the till
sufficient strength to support a further cavity, however no quantitative description
of the process is given.
Finally, it is interesting to note that flutes are frequently reported to possess
quasi-regular spacing (typically of several metres) in the cross-ice direction (Hoppe
& Schytt, 1953; Kjær et al., 2006; Hart et al., 2018). This, coupled with the fact
that flutes with no up-ice boulder are observed in the field, may suggest that flutes
represent a self-organising phenomenon (Clark, 2010). Indeed, instability-type hy-
potheses for their formation were proposed by Shaw & Freschauf (1973) and Rose
(1989), a premise which was subsequently adapted into a quantitative theory by
Schoof & Clarke (2008). However, more quantitative field evidence, potentially us-
ing large-scale analyses similar to those discussed for drumlins and MSGL, will be
required to confirm such a hypothesis.
4A region where the ice base becomes separated from the underlying bed, typically on the
down-ice side of obstacles (Paterson, 1994, p. 118).
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Figure 1.8: Satellite image of ribbed moraine at Lake Rogen, Sweden (62◦ 21′ N,
12◦ 24′ E). Image extracted from Google Earth.
1.2.4 Ribbed moraine
While the previous landforms are all elongated parallel to the direction of former ice
flow, ribbed (or Rogen) moraine are flow transverse features. They consist of large,
regularly spaced sediment ridges, composed primarily of glacial till, oriented trans-
verse to the direction of ice flow (Lundqvist, 1989; Hättestrand & Kleman, 1999).
They are frequently referred to as ‘subglacial ribs’ in the literature. A classic exam-
ple of this landform can be observed at Lake Rogen in Sweden, where the feature was
first described and from which the name ‘Rogen moraine’ originates (Hoppe, 1959),
a segment of which is illustrated in Figure 1.8. Such features extend over large areas
of the beds of paleo-ice sheets, such as the Laurentide and Fennoscandian ice sheets
(Lundqvist, 1981; Aylsworth & Shilts, 1989; Dunlop & Clark, 2006a; Lindén et al.,
2008).
A large-scale analysis of ribbed moraine morphology has recently been car-
ried out by Dunlop & Clark (2006b), encompassing ≈ 25, 000 subglacial ribs from
Canada, Ireland, and Sweden. The corresponding frequency distributions obtained
for moraine length (now measured in the cross-ice direction) and width demonstrate
analogous behaviour to those obtained for drumlins (see Figure 1.9(a)), i. e. uni-
modal, positively skewed distributions. Ridges were typically found to be 200 −
1000 m in length and 100 − 400 m in width. Moreover, by measuring the crest-to-
crest distance between ribs in the down-ice direction (i. e. the rib wavelength), the
authors observed a strong signal for spatial regularity (Figure 1.9(b)), with an aver-
age spacing of ≈ 500 m. On the basis of these results, Dunlop et al. (2008) suggested
that ribbed moraine also represent a patterning phenomenon.




Figure 1.9: Frequency distributions for (a) rib length and (b) rib wavelength (i. e.
crest-to-crest distance down-ice) obtained for a sample of≈ 25, 000 ridges in Canada,
Ireland, and Sweden. Reproduced from Dunlop & Clark (2006b).
moraine’ is itself rather broad, and can include landforms which differ significantly
in terms of size, shape, and composition. For example, Clark & Meehan (2001) de-
scribe subglacial ribs in Ireland which are both substantially longer (770 m−16 km)
and wider (130 − 1, 190 m) than those typically observed. Similar features, with
wavelengths ∼ 4 km, are observed in North America and Antarctica, and have sub-
sequently become known as ‘mega-scale’ ribs (Greenwood & Kleman, 2010; Klages
et al., 2013). Subcategories based on rib shape are also common, such as ‘hummocky
moraine’ and ‘Blattnick moraine’ (Lundqvist, 1981; Hättestrand, 1997). However,
we will not concern ourselves with such semantics, and instead use this classification
simply to refer to flow-transverse sediment ridges.
1.2.5 Subglacial bedform continuum
While the four bedforms discussed in §1.2.1-§1.2.4 have been presented as distinct
features of subglacial landscapes, it is a long-standing hypothesis in the glacial geo-
morphology literature that these landforms are actually genetically linked and form
a size and shape continuum, i. e. they are all members of a subglacial bedform con-
tinuum. The idea, which seems to date back to Sugden & John (1976, p. 269), was
motivated by the fact that subglacial bedforms can demonstrate smooth transitions
between different types in the landscape (Aario, 1977; Markgren & Lassila, 1980), as
illustrated schematically in Figure 1.10(a), and are commonly found in close proxim-
ity to one another (see Figure 1.10(b)). This idea appears to have been popularised
by Aario (1977) and Rose & Letzer (1977), with Rose (1987) suggesting that this
size and shape continuum is controlled by factors such as ice thickness and velocity.





Figure 1.10: (a) Representation of the subglacial bedform continuum where bed-
form size and shape smoothly transitions from ribbed moraine through to drumlins
through to MSGL. Figure reproduced from Stokes et al. (2013b), who adapted the
original schematic of Aario (1977) by indicating how the transition from one bed-
form to another could be mediated by ice velocity. (b) DEM from north central
Ireland illustrating a transition from ribbed moraine type features on the left to
more elongate, drumlin-like features on the right (with ice flow from left to right).
Reproduced from Clark (2010).
velocity can indeed influence bedform elongation in the down-ice direction. However,
no consensus currently exists regarding the existence of a bedform continuum.
Once again, one can turn to large-scale bedform morphology data to provide new
insights into this problem. This has recently been carried out by Ely et al. (2016)
who compared size and shape statistics for over 96, 000 bedforms spanning the four
primary classifications, i. e. drumlins, MSGL, flutes, and ribbed moraine. By plot-
ting landform length against landform width (measured in the down-ice and cross-ice
direction, respectively), significant overlap in the size of different bedform types was
observed (as illustrated in Figure 1.11). This evidence suggests that drumlins and
MSGL do indeed form a size and shape continuum for flow-aligned landforms, and
moreover, that a continuum spanning ribbed moraine, drumlins, and MSGL may
also exist, with the transition from flow-transverse to flow-aligned features bridged
by “quasi-circular” bedforms which have no clear orientation with respect to the
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Figure 1.11: Contour density plots of different subglacial bedforms in length(a-
axis)/width(b-axis) parameter space. Overlap of the features previously identified
as MSGL, drumlins, and ribbed moraine is evident, while flutes appear as an iso-
lated cluster. Different contour levels indicated by line shading as in the legend.
Reproduced from Ely et al. (2016).
ice flow. Conversely, this size analysis highlighted flutes as distinct morphological
features, possibly suggesting that they are formed by physical processes separate
from those responsible for the formation of the other three bedforms.
This evidence thus corroborates the existence of a bedform continuum. This,
along with field evidence demonstrating spatial organisation of subglacial bedforms,
may support the hypothesis that the formation of ribs, drumlins, and MSGL orig-
inate from a similar physical mechanism (Menzies, 1979b; Clark, 2010; Spagnolo
et al., 2014; Hart et al., 2018). While a unifying theory for bedform formation (pos-
sibly excluding flutes) is an attractive idea, it is not universally advocated in the
literature (see §1.3.5).
1.3 Drumlin genesis hypotheses
“There are almost as many theories of drumlin formation as there are drumlins.”
– Sugden & John (1976, p.239)
As encapsulated by Sugden and John’s hyperbole, there is a plethora of drumlin
formation hypotheses in the literature, none of which are currently universally ac-
cepted. This large number of hypotheses, which often stem from disparate physical
origins, most likely reflects several factors.
(i) As illustrated in §1.2.1, significant variations in drumlin composition, shape,
and size are observed in the field. This variability in form has in turn motivated
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a variety of ideas as to their formation (Stokes et al., 2011).
(ii) While their growth has been inferred from seismic imaging of ice sheet beds
(Smith et al., 2007; Smith & Murray, 2009), one cannot directly observe the
formation of a drumlin field. Thus empirical studies to identify the important
factors influencing their growth are extremely difficult to carry out.
As the subglacial processes responsible for drumlin formation are poorly constrained,
“the problem of choosing the significant and avoiding the irrelevant is very difficult”
(Smalley & Unwin, 1968, p.377). Indeed the only accepted prerequisites for drumlin
formation, as identified by Menzies (1979b, p.318), are that (i) they are formed
by temperate5 ice, and (ii) the ice is charged with debris in basal areas and/or is
underlain with a thick mobile bed of debris.
Here we will review some of the more popular drumlin hypotheses. Emphasis
is placed on the word hypothesis here, given that many of the theories suggested
in the literature lack a robust quantitative formulation. As we shall see in sections
1.3.2, 1.3.3, and 1.3.5 the large number of competing ideas for drumlin formation
has inevitably lead to several controversies in the literature.
1.3.1 Historical works and Deposition vs. Erosion
The earliest recorded study of a drumlin appears to date back to Hall (1815) (as cited
in Fowler (2011, p.725)), who described crag-and-tail features in Scotland. As with
Bryce’s early study of drumlins in Northern Ireland (Bryce, 1833), the formation of
these features was attributed to deluges (possibly of Biblical origin). However by
the time of Kinahan and Close’s investigation of drumlins in Clew Bay in County
Mayo, ice had been identified as the likely agent of formation (Kinahan & Close,
1872). Initial hypotheses for drumlin formation were principally concerned with the
movement of ice over a ‘hard bed’, i. e. solid bedrock or stiff till (Fowler, 2003), and
subsequently how the ice either eroded its substrate or deposited englacial material
to produce drumlins. Hence, as discussed in Gravenor’s extensive review of the
early literature, hypotheses typically fell into one of two paradigms; depositional
and erosional (Gravenor, 1953).
Depositional hypotheses were largely motivated by observations of drumlins com-
posed either entirely of glacial till or with a distinct core which acted as a nucleus
for till accretion, i. e. composition types 2 and 3 discussed in §1.2.1, with sediment
deposited from the basal ice via melt out. Proponents of depositional-type theories
5For an ice sheet the basal ice is assumed to be at the melting point, while a temperate glacier
is typically at the melting point throughout (Paterson, 1994, Chapter 1).
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included Russell (1895), Millis (1911), and Fairchild (1929). Conversely, drumlins
which were formed primarily from bedrock material or pre-existing stratified sedi-
ments (i. e. composition types 1, 3, and 5 in §1.2.1) were attributed to the erosive
action of ice (Tarr, 1894). Gravenor (1953) proposed a combination of the two ideas,
in the sense that moraines deposited at the front of a glacier due to a temporary
halt in ice movement could be eroded and streamlined by subsequent ice advance to
form drumlins.
These early hypotheses were generally motivated by drumlin composition and
were largely discursive in nature. This emphasis on composition is understandable
given that early researchers did not have the resources available to quantify global
drumlin properties, such as patterning behaviour and size, and instead could only
focus on local details, such as internal structure.
1.3.2 Subglacial sediment deformation
As alluded to in the previous section, modelling work in the mid 20th century focused
extensively on how ice flows over a rigid, rough bed. Of particular interest was the
determination of a sliding law relating the ice basal velocity to the basal shear
stress and subglacial drainage conditions (see §2.3 for a discussion). Progress in this
area was driven primarily by the pre-eminent glaciologists Weertman (1957, 1964),
Nye (1969), and Lliboutry (1968), with differences in opinion devolving into heated
debates (see for example Lliboutry (1969) and the discussion presented in Fowler
(2010c)).
However, around the same time as modelling was being developed, field evidence
started to emerge that ice also resides on deformable subglacial sediment (i. e. water-
saturated till) which can move with the ice flow. This idea was advocated by Geoffrey
Boulton in a series of papers in the seventies (Boulton et al., 1974; Boulton & Paul,
1976; Boulton & Jones, 1979), which suggested that the build-up of high subglacial
porewater pressure would reduce sediment strength6 sufficiently to enable shear
deformation by the overriding ice. Such deformation of the subglacial sediment was
found to account for a considerable portion of ice movement (as opposed to sliding or
internal ice deformation). This hypothesis was subsequently supported by a variety
of studies at contemporary (Alley et al., 1986) and antecedent (Boyce & Eyles, 1991)
ice sheets, with deforming subglacial sediment now recognised as a crucial aspect of
bedform genesis (Boulton et al., 2001; King et al., 2009; Menzies et al., 2018).
6Via Terzaghi’s effective stress concept, see §2.2.
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The seminal work of Smalley & Unwin (1968) was the first to identify that the
geotechnical properties of till could play an important role in the drumlin forma-
tion process. Their hypothesis assumed that subglacial till could exhibit different
rheological behaviour depending on its granulometry. In particular, it was proposed
that coarse-grained regions, containing boulders for example, demonstrate shear-
thickening behaviour (i. e. effective viscosity increases with shear rate) while regions
consisting of finer material undergo shear-thinning. In this case the coarse material
acts as a natural obstruction in the till flow, with the more fluid fine-grained till
deforming around these obstacles which are streamlined into a drumlin-like form.
Smalley and Unwin’s hypothesis was subsequently developed by Menzies (1979a,b)
and Boulton (1979) who appealed not to the rheological behaviour of the till, but
to the role played by porewater dissipation in mediating till strength, i. e. provided
there is a region into which porewater can be evacuated, better-drained regions (e. g.
coarser material with a high permeability) will possess a higher shear strength, re-
sisting deformation and thus acting as nuclei for drumlin growth. This idea was an
important aspect of Boulton’s treatise on the subject (Boulton, 1987), the aim of
which was to provide a complete and unifying theory for drumlin formation. His
theory of subglacial sediment deformation accounts for drumlin formation via three
mechanisms, as sketched in Figure 1.12, i. e.
(i) Coarse-grained, more permeable patches of glacial till act as obstacles in the
overall till flow and undergo streamlining by the fine-grained sediment (Figure
1.12(a)).
(ii) Underlying bedrock protrusions act as nuclei for sediment accretion (Figure
1.12(b)).
(iii) Internal deformation at the interface between an upper deforming till layer and
a lower stationary till layer acts as a bump for further streamlining (Figure
1.12(c)).
While plausible, the main deficiency of Boulton’s theory is that it relies on ran-
domly occurring inhomogeneities in the subglacial sediment, e. g. bedrock protru-
sions and patches of particularly stiff till. As such, while the mechanisms sketched
in Figure 1.12 may indeed explain the formation of specific drumlins within a field,
it seems unlikely that this hypothesis can account for the overall self-organising
behaviour observed in such fields.
Finally, it is of interest to note that Boulton (1987), in tandem with Boulton &
Hindmarsh (1987), sparked an additional controversy in the literature regarding the
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Figure 1.12: The three main drumlin forming mechanisms in Boulton’s subglacial
sediment deformation theory. (a) Coarse-grained deposits act as obstacles in the
till flow and undergo shaping (time increasing from left to right). (b) Bedrock pro-
trusions act as nuclei for till accretion, with a ‘crag-and-tail’ indicated by feature
X. (c) Folding at the interface between an upper, rapidly deforming till layer (‘A’
horizon) and a lower, consolidated, stable till layer (‘B’ horizon). The folding pro-
duces a bump around which streamlining can occur (Clark, 2010). Reproduced from
Boulton (1987).
rheology of subglacial till. In particular, the latter work suggested that till could
be modelled using a viscous rheology, in which the strain-rate tensor ε̇ij and the








where τ is the basal shear stress, N is the effective pressure7 (see §2.2), and A,
m, and n are constants. Note from (1.1) that till deformation increases with basal
shear stress and decreases with effective pressure, features which seem intuitively
reasonable (Fowler, 2003). Versions of this rheology were subsequently used by
various modellers (Hindmarsh, 1998; Fowler, 2000).
However, the notion that till deforms viscously was refuted by several experimen-
talists, starting with Kamb (1991) and later supported by Tulaczyk et al. (2000) and
Iverson & Iverson (2001), who suggested that glacial till should be modelled as a
plastic material. This is understandable given that till is, inherently, a granular
7The overburden ice pressure minus the porewater pressure at the ice base.
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Figure 1.13: Main features of the megaflood hypothesis. Reproduced from Shaw
(2002).
material and thus naturally possesses a yield stress due to internal friction between
the sediment particles. However, as we shall see in Chapter 5, specifying that till
has a yield stress does not determine how the material actually deforms once it has
yielded, and additional constitutive equations are required to specify the flow (the
prescription of which are far from non-trivial). This issue is discussed in more detail
in Fowler (2003, 2018).
1.3.3 Megaflood hypothesis
A radical alternative to the ideas outlined above is the meltwater flood (or megaflood)
hypothesis for drumlin formation originally proposed by John Shaw in the mid-
eighties (Shaw, 1983; Shaw & Kvill, 1984). The idea was motivated by a so-called
“form analogy” between the shape of erosional marks created by turbulent water
flow and that of a typical drumlin (despite several orders of magnitude difference in
size) (Shaw, 2002). While erosional marks are cut down into underlying sediment
beds and are later infilled by sediment, Shaw inverted the process and suggested
that meltwater floods beneath ice sheets could cut similarly-shaped marks into the
ice base (as sketched in Figure 1.13). This action would create huge cavities at
the ice base which could later be filled by sediment squeezing or by deposition of
stratified glaciofluvial sediments by the water, thus forming drumlins. Such floods
could also erode the subglacial bed and in theory create features composed entirely
of bedrock, thus plausibly accounting for each drumlin composition type discussed
in §1.2.1.
The theory relies on the availability of vast quantities of subglacial water to
form cavities of typical drumlin dimensions (i. e. tens of metres in height, hundreds
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of metres in length and width). To give context for the notional water volumes
required, by applying his hypothesis to a sample drumlin field in Canada, Shaw
(1989) concluded that the water discharge necessary for formation of the field would
equate to a sea level rise of ≈ 0.23 m. While there is evidence to suggest that floods
occur under the Antarctic ice sheet (Denton & Sugden, 2005; Wingham et al., 2006),
a major issue with the megaflood hypothesis is that these catastrophic events would
have to occur across huge swathes of North America and Northern Europe to account
for contemporary drumlin fields, while the actual source of all this water is unclear.
Moreover, the hypothesis is again largely qualitative, and a significant amount of
modelling work would be required to enable testable predictions.
While the megaflood hypothesis has been strongly advocated by some researchers,
it appears to be widely disregarded by most in the field, with Benn & Evans (2007)
stating that “most Quaternary scientists give little or no credence to the megaflood
interpretation”.
1.3.4 Alternative modern hypotheses
Over the last decade or so a number of additional hypotheses have been proposed
which invoke distinct physical processes and modelling techniques from those dis-
cussed in the previous sections.
Pelletier’s theory of drumlin formation, as described in Chapter 7 of Pelletier
(2008), draws inspiration from the process of magma transport. It strikes an analogy
between subglacial till, a porous medium composed of solid particles and meltwater,
and partially molten rock in the Earth’s mantle. The latter system, which can be
modelled as a viscously compacting medium (Fowler, 2011, Chapter 9), can undergo
an instability in which the melt localises in regularly-spaced channels. The melt
preferentially moves towards regions of higher porosity which causes expansion of
the solid matrix to accommodate the extra liquid. Subsequently the local porosity
increases further, driving the positive feedback (Spiegelman et al., 2001). Pelletier’s
theory rests on the premise that subglacial till can be modelled in a similar way and
thus possesses an analogous feedback mechanism.
The model equations consist of conservation of mass for both meltwater and the
till particles, Darcy’s law for the water, Stokes’ equations for the sediment, and a
closure relation linking permeability to till porosity. The overriding ice is assumed
stationary and plays a passive role in bedform development, in the sense that it only
provides a downward compacting pressure on the till. By numerically simulating his
model, Pelletier demonstrates that the ice bed is indeed unstable and produces
bedforms in-situ. The resulting features are claimed to be analogous in form to
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ribbed moraine and drumlins. Fowler (2018) has recently questioned the physical
validity of this theory, highlighting that while the solid matrix in partially molten
rock can undergo viscous deformation on a long enough timescale, one does not
expect individual sediment particles in glacial till to exhibit this behaviour. Thus
the main difficulty in Pelletier’s compaction model is that, although the sediment-
meltwater mixture is commonly modelled as a viscous medium (as discussed in
§1.3.2), sediment grains do not deform viscously.
Hooke & Medford (2013) have proposed a formation theory based upon a ther-
momechanical instability at the ice bed. The theory rests on the idea that the bed
consists of frozen and thawed patches, with erosion of the substrate preferentially
occurring in the thawed regions and till accumulation occurring at frozen patches.
It is argued that there will be a negative heat flux away from the ice bed at sediment
ridges (i. e. where till accumulates) and, conversely, a positive heat flux at sediment
troughs. This will cause increased till freezing and erosion at sediment ridges and
troughs, respectively, thus driving a positive feedback. While Hooke and Medford’s
theory describes a potentially plausible instability mechanism for the formation of
a given drumlin, it relies on a largely qualitative description of the subglacial envi-
ronment.
A similar criticism applies to the recent hypotheses of Eyles et al. (2016) and
Menzies et al. (2016). The former has proposed an ‘Erosional Layer Hypothesis’ in
which an abrasive layer of deforming sediment at the ice base cuts down into the
underlying substrate to create bedforms, and thus bedform positioning is the result
of spatial heterogeneities in bed strength. Menzies et al. (2016) provide a discussion
of how ‘sticky spots’ (areas of reduced sediment inertia) form at the interface between
the mobile and immobile subglacial sediment. These sticky spots then act as seeds
for drumlin growth. Neither of these hypotheses address how spatial regularity can
emerge in drumlin fields.
While drumlin hypotheses are typically process-driven, a completely divergent
approach is adopted by Barchyn et al. (2016). In this work, the authors utilise a
cellular automata model to investigate subglacial bedform formation. Cellular au-
tomata systems are numerical tools used to investigate complex physical phenomena.
In such systems space and time are discretised (typically a Cartesian grid) and phys-
ical quantities of interest are iterated in time via a system of reduced-complexity
“logical rules” (Wolfram, 1983). The use of such models is quite popular in landslide
modelling, for example (Piegari et al., 2006; Liucci et al., 2017).
By devising a system of logical rules for the evolution of the subglacial sedi-
ment surface, Barchyn et al. (2016) demonstrated that their system could produce a
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Figure 1.14: Sample simulation results obtained by Barchyn et al. (2016) which
resemble (a) ribbed moraine, (b) drumlins, and (c) MSGL. Bedform type changes
as the ice speed increases from (a)− (c).
range of bedforms, i. e. ribs, drumlins, and MSGL, with bedform type controlled by
ice velocity and initial sediment thickness (see Figure 1.14). While the model can
produce interesting results, its origin is open to scrutiny. For example, the model
proposes that the ice effective pressure increases with the ice basal velocity (equation
(2) therein), which appears to contradict current theories for basal sliding (i. e. the
sliding law, see §2.3 and Fowler (1989)). Moreover an ice-driven erosion/deposition
term is proposed (equation (5) therein) which appears to increase sediment deposi-
tion in the lee side of bedforms as ice velocity increases. This term, whose physical
basis is also questionable, thus naturally promotes a desirable feature of the system
in which bedforms are elongated in the down-ice direction as ice velocity increases.
Finally, Iverson et al. (2017) have recently proposed a drumlin formation theory
based on the results of an extensive survey of subglacial bedforms exposed in the
foreland of the surging8 glacier Múlajökull in Iceland (Johnson et al., 2010; Jónsson
et al., 2014; Benediktsson et al., 2016; McCracken et al., 2016). The model describes
drumlin growth as an incremental process over multiple surge cycles and incorporates
a mechanism known as regelation-infiltration, i. e. the entrainment of sediment into
the base of the glacier and its subsequent release due to basal melting. As this model
was specifically designed to account for geological observations at Múlajökull, its
immediate applicability to other drumlin fields is currently unclear.
1.3.5 Equifinality
To conclude our review, it should be highlighted that while the hypotheses and
modelling work outlined above have typically sought a universal (or unifying) theory
8A surge-type glacier is one which exhibits periodic, short-term phases of rapid ice flow (up to
100 times the normal flow rate). These regimes of rapid flow are typically a year or two in duration
and occur with periods ranging between 10-100 years (Kamb et al., 1985).
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for drumlin formation, an antithetical viewpoint has emerged in recent years which
suggests that this search is misguided, proposing instead the idea of equifinality.
Equifinality suggests that, instead of a single set of processes being responsible
for the formation of a variety of subglacial bedforms, a wide variety of potentially
disparate physical mechanisms may be responsible for the production of bedforms
which have a similar final shape. It is argued that bedform shape is the result of
the subglacial system reaching an “efficiency equilibrium” whereby an obstacle is
shaped so that it enhances ice flow by minimising drag (Dowling, 2016; Möller &
Dowling, 2016). Under this hypothesis a detailed analysis of the bedform’s internal
composition is required to identify the possible physical processes responsible for
its formation (Hermanowski et al., 2019). Unfortunately this raises a significant
logistical problem given that one cannot easily obtain sedimentological records for
a large and representative sample of a given subglacial bedform. For example,
Möller (2006) and Lindén et al. (2008) propose that ribbed moraine are polygenetic
landforms based on analyses of just two and five cross-sections, respectively, of ribs
in northern Sweden.
It has previously been acknowledged by Clark (2010) that a certain degree of
equifinality likely contributes to drumlin formation, in the sense that local hetero-
geneities in the subglacial environment, such as bedrock protrusions and patches
of coarse-grained till, may be responsible for creating individual drumlins as per
Boulton’s theory in §1.3.2 (referred to as obstacle and clone drumlins, respectively,
by Clark). However one must also recognise that subglacial bedforms demonstrate
patterning behaviour in the landscape, and it is this feature in particular which
motivates many authors to argue that a single unifying theory is required in order
to plausibly explain this global behaviour (Dunlop & Clark, 2006b; Spagnolo et al.,
2014; Ely et al., 2016; Clark et al., 2018b).
These contrasting viewpoints are another source of current controversy in the
literature (see Fowler (2018) and Möller & Dowling (2018)). From a modeller’s
perspective, the notion of equifinality raises several difficulties.
(i) Drumlin fields often contain bedforms with significantly varying compositions
located in close proximity with one another. Invoking equifinality would sug-
gest that a complex set of physical processes may be responsible for the pro-
duction of a given drumlin but apparently leave neighbouring drumlins unaf-
fected (Stokes et al., 2011). This would lead to an “unrealistically complicated
mosaic” of physical processes (Hermanowski et al., 2019, p.2046).
(ii) Bedform shape is assumed to result from an “efficiency equilibrium” which
will act to minimise basal drag. While it is a long-standing hypothesis in the
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literature that drumlin shape arises from a necessity to minimise drag (e. g.
Russell (1895); Gravenor (1953); Smalley & Unwin (1968)), there appears to
be no a priori justification for this statement (Fowler, 2018).
(iii) Occam’s razor alone suggests that one should be wary of such an approach.
Indeed, to quote Boulton (1987, p.31), it may “be that physically quite differ-
ent processes individually produce different streamlined drift landforms whose
similarity of form does not reflect similar origin. However, the development of
such a view must be consequent upon failure of a general theory.”
1.4 A mathematical model
While the works of Boulton (1987), Pelletier (2008), and Iverson et al. (2017) incor-
porate some quantitative formalism, the review outlined in §1.3 reveals an absence
of mathematical rigour in the majority of drumlin formation hypotheses. Indeed,
these hypotheses fall somewhat short of an actual theory in the sense that many lack
the ability to provide quantitative, testable predictions for drumlin characteristics,
such as drumlin size and spacing for example. Moreover, the hypotheses discussed
above do not address the patterning behaviour observed in drumlin fields which, as
argued in §1.2.1, is a fundamental characteristic of these landforms.
The tendency to appeal to qualitative physical descriptions for drumlin formation
is in a sense understandable given that one cannot directly observe the subglacial
conditions and processes responsible for their genesis (as discussed in §1.3). More-
over, the subglacial environment likely contains a variety of complex, interacting
physical processes, making a quantitative description far from trivial to construct.
Indeed, as expressed by Boulton (1987, p.31), “It is not however a trivial exercise
to produce a model which satisfies a minimum requirement for geological realism
and yet remain mathematically tractable.” Nonetheless, given their prevalence in
the natural world and their importance in understanding both past and future ice
sheet evolution (see §1.1), it is highly desirable to formulate a drumlin formation
theory, as opposed to a hypothesis, which can formalise the relevant physical mech-
anisms at work and in turn make testable predictions to be reconciled against field
observations.
In this section we briefly motivate a mathematical model, initially proposed two
decades ago, which has become known as the instability theory of drumlin formation.
This theory forms the basis for Chapters 2-4 of this thesis.
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Figure 1.15: Wind-blown sand ripples at Inch Beach, County Kerry, demonstrating
a self-organised pattern. Photo credit J. S. Fannon.
1.4.1 Patterning phenomena
The emergence of self-organisation and patterning phenomena in nature is, from the
perspective of an applied mathematician, inexorably linked to a natural instability
(i. e. a positive feedback mechanism) in the governing system. Biology, for example,
abounds with patterns formed from instabilities in reaction-diffusion systems (e. g.
Turing instabilities), with a classical case being that of animal coat patterns (see
e. g. Murray (2003, Chapters 2 and 3)). Moreover self-organisation driven by hydro-
dynamic instability is a ubiquitous presence in our everyday lives (Drazin & Reid,
1981), ranging from convection cells (Rayleigh–Bénard instability), to the produc-
tion of roll waves on shallow free-surface flows (see Chapter 6), and sand ripples on
a beach formed by aeolian or fluvial action (see Figure 1.15).
Field evidence observed for drumlins, MSGL, and ribbed moraine strongly sup-
port the notion that these subglacial bedforms also represent patterning phenomena.
Smalley & Unwin (1968, p.377) famously noted that drumlin formation hypotheses
are hindered by the fact that “the problem of choosing the significant and avoiding
the irrelevant is very difficult”. In our opinion, this patterning behaviour must be
chosen as “significant”, and as such we suggest that any model explaining the genesis
of these bedforms must also account for this.
Therefore we are immediately motivated to formulate a hydrodynamic descrip-
tion of the problem and subsequently investigate if an inherent instability mechanism
exists which could account for drumlin genesis. Such a mechanism would naturally
28
1.4. A mathematical model
explain the spatial regularity observed in drumlin fields while also allowing drumlins
to spontaneously emerge from the subglacial sediment without invoking the need for
spatial heterogeneities (such as bedrock protrusions).
1.4.2 The instability theory
Given that subglacial sediment deformation has been identified as a critical compo-
nent for bedform formation (see §1.3), from a hydrodynamic perspective the physical
problem under consideration naturally consists of the coupled flow of ice, subglacial
water, and deformable subglacial sediment. Subglacial water must be included here
as the ice is assumed temperate, a commonly invoked prerequisite for drumlin for-
mation (Menzies et al., 2016). As such meltwater is produced from basal melting,
which is typically not entirely evacuated via groundwater flow (Boulton & Jones,
1979; Walder & Fowler, 1994), and hence a subglacial drainage system must be
established (see §2.1 for a discussion). Thus one is tasked with formulating a math-
ematical model of these three coupled flows.
The seminal works of Hindmarsh (1998) and Fowler (2000) were the first to
approach the drumlin genesis problem from this perspective, and thus in doing so
proposed the first general mathematical model for drumlin formation. For simplicity
the initial model was cast in two dimensions and only considered the coupled flow
of ice and subglacial sediment (the subglacial drainage system was not explicitly
modelled). The authors independently demonstrated9 that the base state flow for
the system, which consists of a flat sediment surface and ice base, can become
linearly unstable to small amplitude perturbations. Amplification of perturbations
at the wavelength corresponding to the maximal growth rate was interpreted as
the primary mechanism responsible for the production of ribbed moraine,10 with
preferential wavelengths on the order of 100− 1000 m in good agreement with those
observed in nature.
Over the subsequent 20 years, extension of the model to three-dimensions (Fowler,
2010b) and the explicit incorporation of a subglacial drainage system (Fowler, 2010a)
have revealed additional three-dimensional instabilities which are interpreted as cor-
responding to drumlins and MSGL (Fowler & Chapwanya, 2014). Despite this work
the model is in continual development as it seeks to more accurately represent the
governing physics at the ice-sediment interface. In Chapter 2 we present a rigorous
analysis of our recent extension of the model, published in Fannon et al. (2017),
9With Hindmarsh using numerical tools and Fowler analytical methods.
10Given that this was a two-dimensional analysis, the instability was attributed to ribbed
moraine formation as these bedforms demonstrate patterning behaviour in the downstream di-
rection and are perpendicular to the ice flow direction.
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and in Chapter 3 investigate to what extent the current formulation of the insta-
bility theory can account for the hypothesized subglacial bedform continuum (see




A mathematical model for subglacial bed-
form genesis
Since its incarnation the instability theory for drumlin formation has undergone
many iterations, with successive formulations of the model incrementally increasing
its level of complexity and sophistication. This chapter rigorously derives the most
recently published version of the model (Fannon et al., 2017). The work presented in
this chapter builds upon a series of seminal papers, particularly Fowler (2010a,b) and
Fowler & Chapwanya (2014), with reference to the relevant work given throughout.
While we present some results and methodologies which have been previously
published in these papers, this chapter represents the only complete description of
the instability theory to date. As such, this thorough and self-contained description
of the model will act as a critical reference for future model development. More-
over, as subglacial bedform genesis sits at the crossroads between several diverse
strands of science, such as geomorphology, sedimentology, and applied mathemat-
ics, the instability theory has often been described by non-modellers as of “daunting
mathematical level”, requiring “mathematical prowess” to understand it (Clarke,
2005; Clark, 2010). While we acknowledge that the model is indeed mathematically
involved, the complete description presented herein may act to bridge this gap for
non-modellers, and thus further extend the reach of the theory.
This chapter also outlines our various modifications to the instability theory
presented in Fowler & Chapwanya (2014). In particular;
(i) a new closure equation is proposed in §2.6.
(ii) an extended description of the basal water flow is outlined in §2.4,
(iii) a corrected version of the deformable sediment flux is derived in §2.5.
The remainder of this chapter is organised as follows. A problem outline is
presented in §2.1 while §2.2 introduces various pressure definitions which will be
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used throughout. The ice flow model is presented in §2.3, before dealing with the
subglacial water (§2.4) and sediment (§2.5) flows. A new ice closure equation is
proposed in §2.6 and we outline a reduced version of the model in §2.7. Finally, we
conclude with an overall perspective on the instability theory in §2.8 and discuss
possible areas for future extension. Additional details pertaining to this chapter are
included in Appendix A.
2.1 Problem description
Consider the flow of a large ice mass, with basal temperature at the melting point,
over a layer of deformable subglacial till as sketched in Figure 2.1. The till, with
porosity denoted by φ, is assumed to be water-saturated given that meltwater pro-
duction is unlikely to be entirely evacuated via groundwater flow (Kyrke-Smith &
Fowler, 2014). As such, a subglacial drainage system of some type must be es-
tablished. However, the precise nature of this subglacial drainage system has been
a long-standing problem in glaciology. Thus a brief digression into this topic is
required in order to motivate our problem description.
The pre-eminent work in this area dates back to the late 60s and early 70s. A
classical work is that of Röthlisberger (1972), who described water flow via a system
of subglacial conduits incised into the base of the ice. These conduits, which have
subsequently become known as Röthlisberger channels, are maintained by balancing
meltwater production, which results from heat generation by viscous dissipation in
the flowing water, and subsidence of the channel roof (see §2.6 for further exposition).
A similar idea was proposed by Nye (1973), where now the subglacial channels are
incised into the underlying basal topography as opposed to the ice (termed Nye
channels). Conversely, Weertman (1969, 1972) advocated the possibility that a thin
water sheet, with typical dimensions on the order of millimetres, can develop at the
ice base. In this case the ice and bed are everywhere separated by the water film,
however Walder (1982) demonstrated that such a scenario is typically unstable.
An alternative hydrological system, which was proposed somewhat later, is that
of a network of interconnected cavities at the ice-bed interface. As described by
Paterson (1994, p. 118), ice sliding over an undulating bed can separate from the
sediment surface on the downstream side of obstacles. If the basal water pressure
is high enough (i. e. approaching the overburden pressure, see §2.2), water can then
accumulate there to form a cavity. Isolated cavities can then be connected to a
larger drainage system via narrow Nye or Röthlisberger channels, as illustrated
in Figure 2.2. The original suggestion for such a scenario appears to date back
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Figure 2.1: Cross-section of the problem geometry, where x points in the down-
stream direction. Inset indicates the nature of the notional Creyts-Schoof film (see
also figures 2.3 and 2.7).
to Lliboutry (1969, p.953). This hypothesis was supported by the field evidence
presented by Kamb et al. (1985) and the theory underpinning a linked cavity system
was subsequently developed by Walder (1986). Finally, the somewhat more recent
work of Walder & Fowler (1994) suggested that, for ice flowing over deformable
subglacial till, the drainage system can take the form of a series of distributed
‘canals’ cut into the underlying sediment.
While significant progress has been made in understanding the subglacial drainage
environment (see Flowers (2015) for a recent review), what is less clear is how one
utilises these hydrological models in a scenario where the sediment topography is
dynamically evolving. In particular, given that we are interested in bedform genesis,
how do we couple the drainage system into a continuum model for the subglacial
till, where typical bedform length scales are on the order of kilometres and tens of
metres in the horizontal and vertical directions, respectively? To do so, we adopt
the approach of Fowler & Chapwanya (2014) and assume that the drainage system
takes the form of a ‘Creyts-Schoof’ water film (Creyts & Schoof, 2009). This system
is similar to that proposed by Weertman (1972) in the sense that water is assumed
to exist in a gap between the base of the ice and the till surface. However one
also assumes that, in places, protrusions or clasts (rock fragments) on the sediment
surface bridge the gap between the till and ice (as sketched in Figure 2.3). The
protrusions which grip the ice base hence provide support for the overlying ice flow.
Assuming that the water film thickness is less than the size of the largest flow-
supporting clasts on the sediment surface, the ice can still grip these larger clasts
and hence transmit stress to the underlying sediment (Kyrke-Smith & Fowler, 2014).
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Figure 2.2: Schematic of a linked cavity system at the ice base (as viewed from
above). The ice is in contact with the underlying sediment at the shaded regions
only. The ice separates from the bed at the hachured lines and regains contact at
the solid lines. Notional water flow movement in the cavity network is indicated by
the arrows. Reproduced from Kamb (1987).
The development of a stream or cavity can therefore be interpreted as an area where
the flow-supporting clasts have been completely drowned by the water film. While
this picture is doubtless an over-simplification of reality, it acts as a (reasonably)
intuitive means of accommodating a non-zero water film at all points on the till
surface while avoiding the water sheet instability discussed by Walder (1982) (as
partial contact between the ice base and sediment is accommodated for). As we shall
see in §3.2.3, the incorporation of a subglacial water film is essential to the success
of the theory as it plays a crucial role in its resultant linear stability behaviour, i. e.
it promotes three-dimensional instability regimes corresponding to the formation of
drumlin- and lineation-like bedforms. Further details regarding the nature of the
water film can also be found in §2.6.
We orientate our coordinate system x = (x, y, z) such that x points in the
direction of ice flow (henceforth referred to as the downstream/down-ice direction),
y in the cross-stream direction, and z points vertically upwards. The ice surface is
located at z = zi (x, y, t), the ice base at z = s (x, y, t) and the sediment surface
at z = b (x, y, t). As such the water film thickness, which we assume can exist
everywhere between s and b, is given by
h = s− b. (2.1)
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Figure 2.3: Schematic of the Creyts-Schoof water film, where clasts on the sediment
surface are represented by circles. The white arrows denote the overburden pressure
exerted by the ice and the black arrows the stress exerted on the protrusions. As
the average water film thickness decreases from figures a − c, the ice base makes
contact with progressively smaller clasts on the sediment surface. Reproduced from
Creyts & Schoof (2009).
This prescription of the subglacial drainage system assumes that the water film is
always in contact with the ice base s, and thus the formation of any small air-filled
cavities, which may possibly form around the flow-supporting clasts, will be ignored.
Our aim is to describe the coupled flows of the ice, subglacial sediment, and
subglacial water. Before doing so, it is convenient to first introduce a number of
pressure definitions to be used throughout.
2.2 Pressure definitions
Let pi (x, t) denote the ice pressure and Pc (x, t) the so-called cryostatic pressure
Pc = pa + ρig (zi − z) , s ≤ z ≤ zi, (2.2)
where pa is atmospheric pressure (assumed constant), ρi is the ice density, and g is
gravitational acceleration. One may anticipate that the ice pressure is approximately
cryostatic throughout, i. e. pi ≈ Pc. As such, it is convenient, and indeed standard
practice (Fowler, 2011, p. 688), to define the reduced pressure as
ξ = pi − Pc. (2.3)
We decompose the Cauchy stress tensor σ in the ice in the standard fashion
σ = −piδ + τ = − (Pc + ξ)δ + τ, (2.4)
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where δ is the 3×3 identity tensor and τ is the deviatoric stress tensor. In particular,
denoting n as the unit (upward) normal to some arbitrary surface z = Z (x, y), the
normal stress exerted on this surface is given by
σnn = n · σ · n = −pi + τnn at z = Z, (2.5)
where τnn = n · τ · n is the deviatoric normal stress. As such, the normal stress
exerted by the ice on the underlying till/water composite is given by −σsnn, i. e.
σnn evaluated at the ice base s. Of particular interest is the effective normal stress
N (x, y, t) at the ice base, which is defined as
N = −σsnn − pw, (2.6)
where pw is the water pressure at the ice base. Terzaghi’s effective stress concept (and
indeed its importance) is well-established in the soil mechanics literature (see e. g. the
classic works of Hubbert & Rubey (1959) and Schofield & Wroth (1968, Chapter
1)). The idea is that an overburden normal stress applied to a saturated porous
medium is borne by both the saturating fluid and the solid granular medium (which
in our context is water and subglacial till, respectively). The effective stress can be
considered to be that carried by the porous medium alone (i. e. the stress transmitted
through the particles), and hence deformation of the medium is determined by
this effective stress. This is evident from consideration of (2.6); as N → 0, the
overburden pressure is completely supported by the water alone, and thus the ice
is in a state of flotation (indeed this is the scenario considered by Weertman (1972)
and Walder (1982)). In this case the high basal water pressure also significantly
weakens the till, allowing it to flow more easily (Boulton & Hindmarsh, 1987; Hooke
et al., 1997). In addition, one also finds that N plays a crucial role in determining
the sliding velocity of the ice, as discussed by Fowler (1986, 1987) and Paterson
(1994, p. 151).
It remains to specify the pore water, p, and till, pT , pressures. Fowler (2010b)
illustrated that following a change in the effective normal stress at the ice base, the
water pressure quickly equilibrates to its hydrostatic value, and hence we assume
p = pw + ρwg (s− z) , z ≤ s, (2.7)
where ρw is the water density. Assuming that the till porosity φ does not vary too
much (i. e. φ ≈ constant), we take the till pressure as
pT = −σsnn + ρTg (b− z) + ρwgh, z ≤ b. (2.8)
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Here we invoke the Creyts-Schoof film assumption such that at the sediment sur-
face pT = −σsnn + ρwgh; the first term assumes that the overlying ice normal
stress is transmitted to the sediment, while the second term represents the pres-
sure contribution owing to the water film. The effective till density is given by
ρT = ρwφ + (1− φ) ρs where ρs is the sediment density. As such, in keeping with
Schofield & Wroth (1968, p. 9), the effective till pressure pe is given by the difference
in the till and pore water pressures, i. e.
pe = pT − p = N + (1− φ) ∆ρswgζ, z ≤ b, (2.9)
which follows from (2.6), (2.7), and (2.8). Here ζ = b− z, ∆ρsw = ρs− ρw, and thus
the effective till pressure is found to increase linearly with depth below the sediment
surface.
Finally, the hydraulic head, ϕ, at the ice base is given by the sum of the pressure
head (pw/ρwg) and elevation head (s) (Bear, 1988, p. 64), i. e.
ϕ = s+ pw
ρwg
. (2.10)
Thus the hydraulic potential ψ = ρwgϕ is given by
ψ = pw + ρwgs, (2.11)
gradients in which drive the basal water flow. However, given that this pressure is
only defined up to some arbitrary function of time, for future convenience one can
offset this by a constant to define the hydraulic potential as (Kyrke-Smith & Fowler,
2014)
ψ = pw + ρwgs− (pa + ρigdi) , (2.12)
where di is the local ice depth (taken to be zi at x = 0, without loss of generality).
Using equations (2.3), (2.5), and (2.6) one finds that
ψ = ρig (zi − di) + gs∆ρwi − τnn + ξ −N at z = s, (2.13)
where ∆ρwi = ρw − ρi. With reference to Table 2.1, we note that ρi ≈ 10∆ρwi and
thus (2.13) illustrates that the basal water flow is driven primarily by gradients in
the local ice surface height (Weertman, 1972).





Following standard practice in the literature (e. g. Hindmarsh (1998) and Fowler
(2011, pg. 691)), the ice is modelled as an incompressible Newtonian fluid with
constant viscosity ηi, which is typically very large (∼ 1014 Pa s, as in Table 2.1).
Formally one should consider temperature variations within the ice, such that the
ice viscosity is temperature-dependent and the ice rheology is given by Glen’s law
(see e. g. Hewitt & Schoof (2016)). However, as we are primarily interested in
the ice-sediment interface dynamics here, as opposed to the bulk ice flow, we omit
temperature-dependence in the ice model. This significantly simplifies the ice flow
problem and expedites analytical progress (Schoof & Hewitt, 2013).





where U = 100 m yr−1 and li = 106 m (Fowler & Chapwanya, 2014), one finds that
Rei ∼ 10−11. As such, given that Rei  1, the inertial terms in the Navier-Stokes
equations are negligible in comparison to the viscous terms (Batchelor, 1967, p. 215),
and hence the governing equations reduce to the Stokes equations
∇ · u = 0, (2.15a)
ηi∇2u−∇pi − ρigk̂ = 0, (2.15b)
where u = (u, v, w) denotes the ice velocity. Using equation (2.3) the momentum
equation becomes
ηi∇2u−∇ξ − ρig∇zi = 0. (2.16)
The Stokes equations need to be supplemented with two boundary conditions for
each velocity component and requires an additional equation to determine zi. Given
that the free surface is in contact with air, suitable boundary conditions at zi consist
of continuity of normal and tangential stresses there (Fowler, 1997, p. 78). Hence
− σnn = pa =⇒ ξ − τnn = 0, τh = (τ1, τ2) = 0, at z = zi, (2.17)
where τi = n · τ · ti, with ti denoting the (x, y) tangent vectors at the interface for
i = 1, 2 respectively, are the tangential shear stresses. The normal(tangent) vectors
n(ti) and the corresponding normal(tangential) deviatoric stresses are defined in
Appendix A.1. Given that the free boundary is a material surface, one also has a










where a is a source term representing the accumulation of snow (a > 0) or ablation
(a < 0). Thus at the ice surface we have three stress conditions (which are our
necessary boundary conditions on the velocities) and one kinematic condition to
determine zi.
For the basal boundary conditions, it is common to invoke a basal sliding law1
to relate the tangential shear stresses τh to the basal tangential velocities ubi = u · ti
for i = 1, 2, which are given by
ub1 = u · t1 =
u+ wsx√
1 + s2x
, ub2 = u · t2 =




, at z = s,
(2.19)







are related via a suitable function of the sliding velocity ub = |ub| and




at z = s, (2.20)
where the basal shear stress is given by τ = |τh|. The exact functional form for
f (ub, N) is a matter of some debate and uncertainty (see e. g. Paterson (1994, Chap-
ter 7), Fowler (1986, 2010c), and Joughin et al. (2019)). In practice we suppose that
the sliding law is given by a generalised Weertman law of the form
f (ub, N) = RNnupb , (2.21)
where R is a roughness coefficient and field evidence suggests that the exponents
n ≈ p ≈ 1/3 (Budd et al., 1979; Bindschadler, 1983). Note, however, that all the
analysis presented below carries through for a general f (ub, N). To determine the







at z = s, (2.22)
where the effect of basal melting is ignored from the outset as it is of negligible size
(Fowler, 2010b).
Overall we have two basal stress conditions and one kinematic condition which
determines s. It may appear that the final stress boundary condition arises from
the effective normal stress at the ice base in (2.13), i. e.
N = ρig (zi − di) + gs∆ρwi − τnn + ξ − ψ at z = s, (2.23)
1See §1.3.2 for a brief discussion and key references.
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where the hydraulic potential ψ (or equivalently the water pressure at the ice base)
is to be determined. However, this is the definition of N ; it does not specify what
N actually is! This is the crux of the closure problem in the bedform formation
theory, i. e. we are missing a boundary condition in our Stokes flow problem. The
consequence of this is that we will be required to specify a constitutive relation for
N to close the system (as discussed in detail in §2.6). If we suppose that the ice
base position is known, then utilising the kinematic condition (2.22) as the effective
‘missing’ velocity boundary condition allows us to determine the ice flow solution in
terms of s and N .2
2.3.1 Base state ice flow
To describe the base state ice flow we suppose that the ice sheet flows over a ho-
mogeneous flat till surface with s = constant and reduced pressure ξ = 0 (Fowler,
2010a). In the absence of basal undulations, it is natural to seek a one-dimensional
shear flow of the form u = (u(z), 0, 0) (Fowler, 2010b). In addition we approximate
the ice surface by Taylor expanding about x = 0 to obtain







where the slope S is positive given that the coordinate axes have been orientated such
that x points in the direction of downstream ice flow. As such, conservation of mass
and the (y, z) momentum equations (2.16) are automatically satisfied. Integration
of the x-component yields the profile





for some constant A, where u0 is the mean sliding velocity. From consideration of
the downstream component of the basal sliding law (2.20), it follows that u0 must
satisfy
ηiuz = ηiA = f (u0, N) at z = 0. (2.26)
Note that the other basal boundary conditions on u are automatically satisfied.
Finally, to determine the constant A in the base state profile we must also satisfy the
surface boundary conditions. However, following the approach originally outlined
in Fowler (2010b), we simplify the problem by assuming that spatial derivatives in
the ice surface can be suitably ignored (such that we can omit derivatives appearing
in the deviatoric stresses in Appendix A.1). Under this approximation, the normal
2Indeed this is the approach assumed by Fowler & Chapwanya (2014), as discussed at the top
of page 6 therein.
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and y-tangential conditions are automatically satisfied, and hence the x-tangential
condition yields
uz = 0 at z ≈ di. (2.27)
Thus the base state ice flow is given by









where we define the representative basal shear stress as
τb = ρigdiS. (2.29)
We emphasise that (2.28) does not represent an exact solution to the ice flow problem
given that the surface boundary conditions have been approximated, however it is
accurate provided the slope S is small (Fowler, 2010a,b). Finally, it follows from
(2.26) that u0 and S are related by
τb = f (u0, N) . (2.30)
As discussed in Fowler & Chapwanya (2014), u0 and S are typically determined
from consideration of the ice flow problem on the ice sheet length scale li, where
typically li ∼ 103 km (see Table 2.1). As this length scale li is much larger than
that appropriate for modelling subglacial bedform genesis (see the drumlin length
scale, lD, defined in the next section), for our purposes it is suitable to suppose
that both u0 and S are fixed, known constants. We now consider a suitable non-
dimensionalisation of the system.
2.3.2 Non-dimensionalisation
We non-dimensionalise the ice flow model in order to identify the dominant physical
mechanisms and thus enable reduction of the model into a more tractable form. It
is convenient to first present the non-dimensionalisation to be used and discuss its
motivation thereafter. To scale the model we follow Fowler & Chapwanya (2014) by
taking



















where hi, u∗, and z∗ are the non-dimensional ice surface, velocity, and vertical
coordinate, respectively. A number of length scales have been defined; a bedform























Given that typical bedform relief is significantly smaller than bedform length, as
illustrated in §1.2.1, we anticipate that ν  1 in practice (as indeed evidenced from
the estimate in Table 2.3). As such this choice for the velocity scaling essentially
represents a small perturbation from the base state ice flow (Fowler, 2009), a fact
which will be utilised when the model is linearised in §2.3.3. Such scales are mo-
tivated as follows. The bedform length scale arises from balancing, for example,
the shear stress and velocity gradient terms in the tangential shear stress definition
(A.5a). The bedform elevation scale is a result of balancing the hydraulic gradient
and basal ice surface in (2.13), while the till depth scale arises from balancing the
till effective pressure and depth term in (2.9). Pressure terms have all been scaled
by the representative basal stress τb, while the time scale choice is a result of the
dominant balance in the sediment surface evolution equation (discussed further in
§2.5). Both the scales for a and ub are natural choices.
Here we have also scaled both zi and u with respect to their respective base state
profiles, where the non-dimensional surface profile hi is given by
hi = 1− σSx+ SH, (2.34)




and H (x, y, t) is introduced as a perturbation to the base state surface profile, and
is scaled by S for convenience (e. g. see (2.36b)). Note that we have also introduced
the dimensionless mean basal velocity ū (t) (see (2.58)) which takes into account the
fact that developing topography can change the mean basal velocity (Fowler, 2010b).
Thus for a base state flow corresponding to a sliding velocity of u0, we have that




Under this scaling, the non-dimensional Stokes equations are given by
∇ · u = 0, (2.36a)
∇2u− σı̂ −∇ξ − 1
S
∇hi = 0, (2.36b)
and thus using (2.34) the momentum equation becomes
∇2u−∇H −∇ξ = 0. (2.37)
At the ice surface z = σ−1hi, the normal and tangential stress conditions are simply




where the non-dimensional deviatoric stresses are given in Appendix A.1. The kine-































= ∆ρwi(1− φ) ∆ρsw
. (2.40)
Using the definition of hi in (2.34) and ignoring terms of O (S2), one obtains3
w = ΠHt + Υ (−σ +Hx)
(
ū+ ν2σ + νu
)




where we have defined
Υ = S
νσ




For the basal boundary conditions at z = νs, the effective normal stress condition
(2.23) becomes
N = −σx+H + s− τnn + ξ − ψ at z = νs, (2.43)




at z = νs. (2.44)
For the general Weertman law (2.21), it follows that
f (ub, N) = R∗Nnupb , R∗ = Rτn−1b u
p
0. (2.45)




, as in Table 2.1.
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+ νv (1 + ν2s2x) + ν2wsy√(
1 + ν2 |∇s|2
)
(1 + ν2s2x)
at z = νs, (2.46b)
where the non-dimensional basal deviatoric stresses are again specified in Appendix
A.1. Finally, the basal kinematic condition (2.22) is now










sx + νvsy, (2.47)
which completes the non-dimensionalisation of the ice flow problem. By considering
the size of the dimensionless parameters appearing in our governing equations, we
can now construct a simplified reduced ice flow problem.
2.3.3 Reduced ice flow model
Simplification of the governing equations can be primarily achieved by taking ν  1
(typically ν ∼ O (10−2) as in Table 2.3), an approach originally proposed by Fowler
(2010b). In particular, we omit terms of order ν in the basal boundary conditions.
This has the effect of linearising these conditions which are now applied at z = 0. We
also have that both S, Υ 1, and hence we can simplify the problem by considering
the limit S = Υ = 0. Given that ∇hi = O (S), this has the effect of linearising
the surface boundary conditions, which are now applied at z = σ−1. Note that
the parameters α and Π are retained as they represent adjustment time scales for
the ice base and surface, respectively,4 and thus we retain these parameters for the
moment to assess the stability of both surfaces. Moreover, as will be demonstrated
in §3.1.2, α has a regularising effect on the resulting linear instability of the system,
constituting an a posteriori justification for its retention at this point.
Under these simplifications, the non-dimensional Stokes equations
∇ · u = 0, (2.48a)
∇2u−∇H −∇ξ = 0, (2.48b)
are supplemented with the surface stress conditions (which follow from (2.38) and
(A.8))
ξ − 2wz = 0, uz + wx = 0, vz + wy = 0, at z = σ−1, (2.49)




and surface kinematic condition (from (2.41))
w = ΠHt at z = σ−1. (2.50)
At the ice base the downstream and cross-stream sliding velocities in (2.46) are now
given by
ub1 = ū, ub2 = 0, at z = 0, (2.51)
and hence the basal sliding law (2.44) yields
τ1 = f (ū, N) = 1 + uz + wx, τ2 = 0 = vz + wy, at z = 0, (2.52)
where we have used the basal shear stresses from (A.9). In addition the basal
kinematic condition (2.47) reduces to
w = αst + ūsx at z = 0, (2.53)
while the effective normal stress condition (2.43) becomes
N = −σx+ s+ Φ− ψ at z = 0, (2.54)
where we have defined
Φ = ξ − 2wz +H at z = 0. (2.55)
Note that Φ is thus a function of the ice surface perturbation H, the reduced ice
pressure ξ, and the basal vertical ice velocity w, and is therefore fully determined
by the ice flow solution.
Finally, in order to determine the mean dimensionless sliding velocity ū(t), we
impose the condition that the spatial average of the downstream velocity perturba-
tion u must vanish, i. e. ∫
R2
u dxh = 0, xh = (x, y) . (2.56)
As such, taking the spatial average of (2.52) yields∫
R2










wx dxh = 0, (2.57)
where the latter term vanishes as we assume the velocity perturbations (u, v, w)
vanish in the far-field.5 As such, ū is determined by the condition
f (ū, N) = 1, (2.58)
5Indeed when computing the Fourier transform solution in §2.3.4, we assume the velocity fields




where the overbar denotes the spatial average. This states that, in dimensional
terms, the average basal stress is τb (as in (2.30) of Kyrke-Smith & Fowler (2014)).





since ū = ū (t). Hence in practice we can write the sliding law as a function of N
alone, i. e.




Under the reduction outlined above, we hence obtain a model which is linear, and
thus amenable to a Fourier transform solution.
2.3.4 Ice flow solution
Given that the governing partial differential equations (PDEs) and boundary con-
ditions are linear and on an infinite domain, one can reduce (2.48) to a system of
ODEs for the velocity components by means of a Fourier transform.6 The inte-
gration constants will hence be determined by a system of linear equations formed
by the boundary conditions. We define the Fourier transform of a generic variable
g (x, t) as7
F (g) = ĝ (k, z, t) =
∫
R2
g (xh, z, t) eik·xh dxh, k = (k1, k2) , (2.61)
where (k1, k2) are the downstream and cross-stream wavenumbers, respectively. To
reduce the Stokes equations, one takes the curl of the momentum equation twice and
uses the incompressibility condition to obtain the biharmonic equation ∇4u = 0.
Fourier transforming yields
ûzzzz − 2k2ûzz + k4û = 0, k = |k| . (2.62)




















, C = (C1, C2, C3) , D = (D1, D2, D3) , (2.64)
6This approach for the ice flow problem is similar to that proposed by Schoof (2002, p. 119).
7Note that, for notational convenience, F (·) and ·̂ will be used interchangeably throughout to
denote the Fourier transform.
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which are all functions of k, are to be determined. Compatibility with the incom-
pressibility and conservation of momentum equations yields (see Appendix A.2)
û = (ik1, ik2,−k) β+zekz + (−ik1,−ik2,−k) β−ze−kz +α+ekz +α−e−kz, (2.65a)





as in Fowler (2010b). To find the eight coefficients (α±, β±), we first transform the
six surface and basal boundary conditions to obtain
ξ̂ − 2ŵz = 0
ûz − ik1ŵ = 0
v̂z − ik2ŵ = 0
 at z = σ
−1,
ûz − ik1ŵ = F̂
v̂z − ik2ŵ = 0
ŵ = K̂
 at z = 0, (2.66)
where we have defined
F = f (ū, N)− 1, K = αst + ūsx. (2.67)
As discussed in §2.3, in the absence of a suitable normal stress condition at the ice
base, we utilise the basal kinematic condition in (2.66) as the additional constraint.
The final two coefficients are obtained by ensuring compatibility of (2.65a) with the
incompressibility constraint
− ik1û− ik2v̂ + ŵz = 0. (2.68)
The resulting system is outlined in detail in Appendix A.2. Upon solving for
(α±, β±) we obtain expressions for the ice surface evolution and the basal devia-
toric normal stress Φ from
ŵ = ΠĤt at z = σ−1, Φ̂ = ξ̂ + Ĥ − 2ŵz at z = 0. (2.69)
One finds the same solution as that presented in the supplementary material of
Fowler (2010b), i. e.
Φ̂ = G1Ĥ +G2F̂ +G3K̂, ΠĤt = G4Ĥ +G5F̂ +G6K̂, (2.70)
with coefficients defined in (A.22).
Up to this point we have retained the ice surface adjustment time scale Π in
our analysis, in analogue with the work presented in Fowler (2010b). Retention of
this term effectively allowed Chapwanya et al. (2011) to investigate the temporal
evolution of the ice surface in response to evolving basal topography. However,
as demonstrated therein, the resulting deformation of the ice surface was found to
be on the order of centimetres (i. e. essentially nothing). As such, it is reasonable
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henceforth to consider the limit Π→ 0 (given that Π 1 as in Table 2.3) in order
to simplify the current analysis. This allows us to omit the temporal derivative in
(2.70) and eliminate the ice surface perturbation Ĥ from the problem. As such, we









2k [j + cosh (j) sinh (j)]
)




Using the definition of K in (2.67), we hence obtain an evolution equation for the
ice base as
αst + ūsx = J ∗ Φ + L ∗ F, (2.72)
where ∗ denotes Fourier convolution.8 Here we define the functions J (xh) and
L (xh) to be the inverse Fourier transforms of
Ĵ = sinh
2 (j)
2k [j + cosh (j) sinh (j)] , L̂ =
ik1j
2k2 [j + cosh (j) sinh (j)] , (2.73)
respectively. Thus the ice flow problem has been reduced down to a single evolution
equation (2.72) for s, given in terms of the basal deviatoric normal stress Φ and the
effective normal stress N .
While this effectively concludes our description of the ice flow problem, a com-
ment on the reduction is necessary. The instability theory is designed to investigate
the genesis of subglacial bedforms, and thus information regarding the ice flow evo-
lution is of secondary interest. The approximate solution detailed above allows one
to essentially remove ice flow from the bedform formation problem, albeit that the
basal kinematic condition (which we anticipate plays an important role in the bed-
form problem) is retained. Looking ahead to performing numerical simulations, this
ice flow reduction is particularly useful given that (i) the resulting problem is inde-
pendent of z, and (ii) (2.72) is amenable to spectral solution given our knowledge of
Ĵ and L̂. Finally, before moving on to our description of the basal water film flow,
we first briefly discuss the nature of the Ĵ and L̂ functions to offer some insight into
their respective inverse transforms.
2.3.4.1 Discussion of Ĵ and L̂ functions
While inverting these transforms is a non-trivial task in general, we can gain some
insight into the behaviour of the convolution integrals by considering suitable ap-
proximations for these functions. Considering L̂ first, for k  1 we have that
L̂ ∼ ik1k2k2σ (2j) =
ik1
4k2 , (2.74)




= J ∗ Φ.
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Figure 2.4: Indicative plot of L̂ as a function of k in one dimension (i. e. k1 = k)
for σ = 0.62. The small and large k asymptotic limits are indicated by the legend.







e−2j, as k →∞. (2.75)
Thus L̂ demonstrates exponential decay with exponent 2/σ ∼ 4 at large k (since
σ ∼ 0.6 from Table 2.3). These asymptotic limits are confirmed in Figure 2.4.
Given that L̂ is negligible for k & 2, this suggests that the second convolution term
in (2.72) can be effectively ignored (Kyrke-Smith & Fowler, 2014).
The behaviour of Ĵ can be analysed in a similar manner. In particular, from
(2.73) it follows that
Ĵ ∼ 12k , as k →∞, Ĵ (k = 0) =
1
4σ , (2.76)
and Ĵ is hence bounded at the origin. Suppose we were to use the large k behaviour
of Ĵ as a suitable approximation for this function. One can hence show that

















eik|xh| cos(θ−χ) dx dy, (2.78)
where θ and χ are the angles between the x-axis and the xh and k vectors, re-
spectively. Orientating our system such that χ = 0 without loss of generality, and






eikr cos θ dθ dr. (2.79)
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[cos (kr cos θ) + i sin (kr cos θ)] dθ dr. (2.80)
One can show that the second integral vanishes, i. e.∫ π
0
sin (kr cos θ) dθ = 0, (2.81)
while the first integral is the Bessel function of the first kind of order zero (Abramowitz











J0 (kr) dr =
1
2k , (2.83)
which follows from the fact that the Bessel functions are normalised as∫ ∞
0
Jn (t) dt = 1. (2.84)
However, this approximation for Ĵ evidently fails to capture the appropriate be-
haviour as k → 0, i. e. Ĵ = (4σ)−1 at k = 0. As such, Kyrke-Smith & Fowler (2014)













e−2σ|xh|eik·xh dx dy = 12
∫ ∞
0
e−2σrJ0 (kr) dr. (2.86)
According to Watson (1995, p. 384) we have∫ ∞
0










This Fourier transform now satisfies the required behaviour at k = 0 and also decays
appropriately at large k. Indeed, as illustrated in Figure 2.5, (2.88) is a reasonably
good approximation for (2.73). As a sidenote, an even better approximation for Ĵ















Figure 2.5: Indicative plot of Ĵ as a function of k in one dimension (i. e. k1 = k)
for σ = 0.62. Different approximations for the function are indicated by the legend.
as demonstrated in Figure 2.5, however we have not been able to find the corre-
sponding inverse transform for this function.
The moral of all this is that the approximation for J in (2.85) diverges at the
origin and is sharply peaked about this point. As such, we now make the crude
approximation that J (xh) ∼ δ (xh). In this case it follows that the convolution
becomes
J ∗ Φ ≈
∫
R2
δ (x− τ, y − ξ)
4π Φ (τ, ξ, t) dτ dξ =
Φ
4π , (2.90)
which provides us with a leading order approximation for this term.
2.4 Water flow
Let us now proceed to our description of the Creyts-Schoof water film. We will
assume that the subglacial water is at the melting point, and as such the tempera-
ture dynamics is not considered here. As noted by Creyts & Schoof (2009), water
temperature deviations from the melting point are typically less than a few degrees,
and hence an isothermal approximation appears reasonable. Conservation of mass
for the water is given by the incompressibility condition
∇ · uw + (ww)z = 0, uw = (uw, vw) , (2.91)
where subscript w denotes water, which is confined between the upper and lower
boundaries z = s and z = b, respectively. At these moving surfaces the water
9Note that (2.85) corrects for a typo in (2.17) therein.
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velocity must satisfy suitable kinematic conditions, i. e.
w = st + uwsx + vsy − Γ, at z = s, w = bt + uwbx + vby +W, at z = b. (2.92)
Here Γ represents the addition of water into the film via basal melting (with Γ > 0
indicating a rise in the ice base), while W represents the transfer of water between
the water film and saturated glacial till due to changes in porosity (W > 0 indicates
a net transfer into the water film, as discussed in more detail below). As such,
integrating conservation of mass over the water depth h = s− b yields




where qw is the water flux (m2 s−1). To describe the thin water film, one can assume
that the flow is laminar and steady10 which, assuming suitable velocity conditions,





where ηw is the water viscosity. The local basal meltwater source has been described
at length previously, e. g. Kyrke-Smith et al. (2014), and takes the form
Γ = G+ τbu0 − qT
ρwL
. (2.95)
Here G represents the geothermal heat flux, τbu0 is a heat source due to basal
friction,11 L is the latent heat of fusion, and qT is the sensible heat flux (i. e. that
which causes a change in temperature) into the ice. As such qT > 0 represents
a transfer of heat away from the ice base and into the overlying ice, decreasing
meltwater production. In the work which follows we assume constant Γ to simplify
our analysis. In general one would anticipate that the basal meltwater source is
a function of space and time. However for the subglacial drainage system under
consideration, in which the water thickness is typically on the order of centimetres
(see §2.4.1), variation in Γ is expected to occur on length scales larger than those
considered here (Kyrke-Smith & Fowler, 2014). As such, assuming constant Γ is a
reasonable modelling choice.
The second source term W is the net source of water to the film from the un-
derlying till, and represents a modification to the theory presented by Fowler &
Chapwanya (2014). It is motivated by the idea that water can effectively be ‘sucked’
10This is a reasonable assumption given that changes in the water flow will occur over a timescale
much shorter than the bedform formation timescale, tD, which is of interest.
11Technically the frictional heating term is given by τb · ub (Hewitt, 2011), however in (2.95)
we take the leading order estimate τb ·ub ≈ τbu0ū ≈ τbu0, assuming ū = 1 constant for simplicity.
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out of the saturated sediment in order to facilitate a local increase in the water film
depth (e. g. if a cavity forms). Thus for increasing h we imagine that water can be
transferred from the underlying sediment to the water film, which in turn will cause
the local sediment surface b to decrease. This acts to decrease the sediment porosity
φ (as water is removed), and hence the till effective pressure pe must increase.
To quantify this water source we suppose that variations in b cause a primar-
ily vertical water flux in the till. Thus ignoring water fluxes in the downstream
and cross-stream directions, conservation of groundwater is given by (Bear, 1988,
Chapter 5)









where wD is the z component of the Darcy flux, p is the pore water pressure, κ is
the (assumed constant) till permeability, and φ = φ (pe) is a decreasing function of
the effective till pressure pe. Suitable flow boundary conditions are given by
pe = N at z = b, wD = 0 at z = 0, (2.97)
where we assume stress continuity at the sediment surface and z = 0 represents the
impermeable base of the glacial till. As discussed in §2.2, if we suppose that |φ′|
is small (where prime denotes differentiation with respect to pe) then we have that
the pore water pressure is approximately hydrostatic and the effective till pressure
is given by (2.9), i. e.
pe = N + (1− φ) ∆ρswg (b− z) . (2.98)
Of interest is the net flux of water from the till to the water film, W , which is given
by the rate of change of the depth-integrated porosity, i. e.













where the minus sign is present since if the average porosity increases water must seep
into the till from the water film, and vice versa. As a leading order approximation
for W we have that
W ≈ −φtb− φ
∣∣∣
b
bt = |φ′| bNt − [φ− |φ′| (1− φ) g∆ρswb] bt, (2.100)
where the time derivatives follow from (2.98). For |φ′|  1, as is typically the case
(see Fowler (2010b)), we can use the simple approximation
W ≈ −φbt. (2.101)











We follow a similar scaling process to that outlined in §2.3.2 and choose
h ∼ h0, b ∼ dD, (2.103)
with all other scales as in (2.31). A reasonable choice for h0 can be determined by




with that of the meltwater flux over a regional scale, i. e. qw = Γli, where li is the
ice sheet length scale representative of the large scale ice flow. As such we obtain







Under this convention, one obtains the non-dimensional conservation of water equa-
tion




+ ω − Ωbt, (2.106)
where we have defined
ε = h0ΓtD
, ω = lD
li
, Ω = φdTu0Γli
. (2.107)
Note that the hydraulic potential ψ appearing in (2.106) has previously been defined
in (2.54), i. e.
ψ = −σx+ s+ Φ−N, (2.108)
This completes our description of the water film.
2.5 Sediment flow
Let us now consider the evolution of the glacial till surface. In fluvial or aeolian
environments, the evolution of a sediment surface is typically governed by a so-
called ‘Exner’ equation, which describes conservation of sediment (Paola & Voller
(2005), Stokes et al. (2013a), and Fowler (2011, p. 276)). In landscape morphology,
for example, the evolution of the soil surface, g, is typically given by
∂g
∂t
= U −∇ · q̃s, (2.109)
where U denotes the rock uplift rate due to tectonic action and q̃s is the sediment
transport vector (see Dietrich et al. (2003)). In the subglacial environment under
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consideration here, our governing equation will take an analogous form, except now
the sediment surface evolves as a result of both the overlying ice and water flows. As
such, evolution of the sediment surface b is given by (Kyrke-Smith & Fowler, 2014)
(1− φ) bt +∇ · qs = −E, (2.110)
where qs is the sediment flux (m2 s−1) and E is the net erosion rate (m s−1) of
the sediment surface which is then carried as suspended sediment in the water
film.12 As in Fowler & Chapwanya (2014), we invoke the simplifying assumption
that we have a local balance between suspended sediment erosion and deposition,
i. e. E = 0. As illustrated below, the total sediment flux will be composed of three
parts; (i) a contribution due to ice shear, (ii) squeezing of sediment down gradients
of the effective normal stress, and (iii) bedload transport on the sediment surface
due to the overlying water film.
Let us first consider sediment flux as a result of ice shear. Glacial till is a granular
material by nature, and hence we assume it deforms plastically in the sense that
deformation can only occur provided it is subjected to a large enough shear stress by
the overlying ice (e. g. see Paterson (1994, p. 160) and Fowler (2009)). In particular,
we suppose that deformation can only occur provided that the basal shear stress, as
determined by the sliding law, i. e. τ = |τh| = f (ub, N),13 satisfies a Drucker-Prager
yield criterion (Jop et al., 2006; Forterre & Pouliquen, 2008). This takes the form
τ > µpe (2.111)
where µ is some O (1) constant coefficient of friction. The till effective pressure
pe appears here given that, as discussed in §2.2, it represents the stress that is
transmitted through the granular matrix, and hence the deformational properties of
the till are determined by this effective pressure (Paterson, 1994, p. 160). From the
definition of pe in (2.9) we have
pe = N + (1− φ) ∆ρswgζ, (2.112)
where ζ = b− z, and hence the till effective pressure increases with depth below the
sediment surface (i. e. increasing ζ). As such, we can define a finite critical depth
ζc, below which no deformation can occur, as








, [x]+ = max (x, 0) , (2.113)
12One can arrive at (2.110) by performing a similar depth-averaging process to that illustrated
in §2.4, where the lower boundary for the sediment is taken to be some impermeable surface z = 0,
and we assume that the till density (equivalently the porosity) is approximately constant.
13Note that, in keeping with the reduction of the ice flow problem illustrated in §2.3.3, we will
later replace the dimensional basal sliding velocity ub with the approximation u0ū.
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where if τ/µ < N no till deformation occurs and hence ζc = 0. Thus ζc defines the
depth of deformable till.
Assuming that the yield criterion is satisfied, one still needs to specify the gov-
erning equations which describe the evolution of the deformable till. As discussed
in §1.3.2, the prescription of a suitable rheology for glacial till is a contentious issue.
This is, in part, due to the fact that determining suitable continuum equations for
granular flows in general is a highly non-trivial task and remains an active research
area (see Jaeger et al. (1996); Forterre & Pouliquen (2008); Jop (2015); Delannay
et al. (2017) for reviews, the books by Rao et al. (2008) and Andreotti et al. (2013),
and Chapter 5). Some of the most promising recent continuum models for dense
granular flow (MiDi, 2004; Jop et al., 2005; Barker et al., 2017) suggest the use of
a viscoplastic rheology in which the granular fluid is associated with an effective
viscosity which is both pressure and strain rate dependent (and may also depend on
the particle volume fraction 1− φ).
In keeping with our previous assumption of constant φ, we follow Fowler (2010a,b)
by taking the simplest possible approach in which the deforming till is modelled as
an incompressible fluid with effective (constant) viscosity ηs. Given that popu-
lar contemporary rheologies for granular flows, e. g. the µ (I)-rheology discussed in
Chapter 5, suggest an effective viscosity of the type
η ∼ µp
‖D‖ , (2.114)
where D is the strain-rate tensor for the sediment, then one would anticipate a





Invoking a constant till viscosity for the deforming sediment is a useful modelling
choice here as it enables a concise description of the sediment flux, although we do ac-
knowledge that it is likely a simplification of reality. With that said, Schoof (2007b)
has previously demonstrated that the primary instability mechanism is largely in-
dependent of the choice of till rheology (with Schoof having also considered highly
nonlinear shear-thinning rheologies), a result corroborated by Dunlop et al. (2008).
As such, we propose the use of this simple viscous rheology as an appropriate mod-
elling choice for our purposes (Fowler, 2018).
Under these simplifications, one finds that the till flow is of Couette-Poiseuille
type in which the flow is driven by the basal shear stress τ and is also squeezed
14For the sediment flow problem we suppose that the natural velocity and length scales are the
mean basal sliding velocity, u0, and the deformable till thickness, dT . Note also that the coefficient
of friction µ is dimensionless.
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laterally by the overlying effective normal stress. This yields the first component of
the sediment flux as (see Appendix A.4 for details)






[∇N + (1− φ) ∆ρswg∇b]
)
. (2.116)
Here the first term represents advection due to ice shear while the others represent
squeezing due to gradients in the effective normal stress and sediment surface.
Note that the last term in (2.116) was omitted from the most recently published
iterations of the instability theory (Fowler & Chapwanya, 2014; Fannon et al., 2017).
This contribution to the sediment flux was originally derived by Fowler (2010a),
i. e. the first work to explicitly incorporate a subglacial drainage system into the
instability theory, but was subsequently omitted by Fowler & Chapwanya (2014).
The same assumption was invoked in Fannon et al. (2017) to ensure consistency
with the previous model given that the latter work was principally concerned with
the development of a viable numerical method for the model, while the former
outlined the model equations in greater detail. As we will demonstrate in the non-
dimensionalisation below, however, there appears no reason a priori to ignore this
term from the outset, and hence it is retained here for completeness.
The second contribution to sediment flux comes from bedload transport on the
sediment surface due to the overlying water film. The effective shear stress exerted





However the effective stress at the sediment surface will also include a gravity com-
ponent representing the propensity of particles to roll down gradients in the sediment
surface. This contribution is given by
τe2 = −∆ρswgDs∇b, (2.118)
following Fowler (2011, p. 336), where Ds is the sediment particle diameter. As such
the total effective stress at z = b is
τe = τe1 + τe2 = −
h
2∇ψ −∆ρswgDs∇b. (2.119)
While this determines the effective stress at the sediment surface, one is also required
to specify a bedload transport law to relate the sediment flux to the effective stress.
For the moment we assume a general relationship of the form (Kyrke-Smith &
Fowler, 2014))






, τe = |τe| , (2.120)
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where Q (τe) represents the bedload transport law, typically some nonlinear function
of τe, which may also depend on a yield stress (Fowler & Chapwanya, 2014). One
might imagine that for a distributed thin water film flow, only very small particles
can be transported by the water and hence bedload transport may only be apprecia-
ble when stream flows are established, i. e. Q ∼ 0 for h less than a sufficiently large
water depth. However, one would expect that such stream flows do not always exist
and are instead associated with infrequent subglacial flooding events, such as Jökul-
haups (Nye, 1976), or the formation of a well-defined subglacial drainage system,
such as Röthlisberger channels or canals. Thus while modelling the water flow, and
hence the corresponding sediment transport, as a continuous process makes sense,
in reality it likely does not occur continuously.
This lack of clarity makes the choice of Q (τe) rather speculative. A previous
formulation of the theory (Fowler, 2010a) suggested the use of a Meyer-Peter &
Müller transport law (Meyer-Peter & Müller, 1948) of the form Q ∼ (τe − τce)
3/2,
where τce is some critical yield stress, however the appropriateness of such a law
for subglacial environments is uncertain (Fowler & Chapwanya, 2014; Kyrke-Smith
& Fowler, 2014). As detailed in §3.2, a straightforward choice in the absence of
additional information is to assume a power-law relation Q (τe) = τme for some
positive exponentm. A large value ofm then acts to mimic the idea that appreciable
sediment transport only occurs during flooding/stream events. Nevertheless, all the
proceeding analysis is valid for an arbitrary transport function Q (τe), and hence its
prescription will be postponed until Chapter 3.

















where τe is given by (2.119).
2.5.1 Non-dimensionalisation
Following from (2.113) and (2.119) we introduce the scales




where qb is a bedload sediment flux scale and A (xh, t) is the dimensionless de-








, τ = f (ū, N) . (2.123)
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Figure 2.6: Indicative form of A as defined by (2.124) for values indicated in the
title.









and hence A is a functional of N .15 An indicative form of A for fixed Nn is plotted in
Figure 2.6. In this case the deformable sediment thickness is a unimodal function of
N (provided n < 1), a consequence of the basal shear stress increasing with effective
normal stress and no till deformation below the yield surface. As N becomes larger,
i. e. higher compressive pressure from the overburden ice, the transmitted shear
stress becomes insufficient to cause till deformation and thus A→ 0.
Using the scales outlined in (2.31), one finds that the non-dimensional effective
shear stress is given by




while the non-dimensional Exner equation is
bt +∇ ·
(
ūAı̂ − βA3 [∇N + r′∇b]
)
= −γ∇ · [B (τe)τe] , (2.126)





, γ = qb
u0dT
, r′ = (1− φ) ∆ρsw∆ρwi




Note from (2.40) that r′ = α−1. It is important to note that b, s, and h are related
to one another via the geometric relation b = s− h, or in non-dimensional terms
b = s− δh, δ = h0
dD
, (2.128)
15In the numerical simulations outlined in Chapter 4 we take ū = 1 constant which, in turn,
imposes that Nn is fixed (which follows from (2.59)). This restriction then allows us to approximate
the functional A by the function A (N) in (4.8) in Chapter 4.
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where δ arises given that the water depth and sediment surface/ice base have differ-
ent natural depth scales. This completes our specification of the subglacial sediment
flow.
2.6 Ice closure
Let us now evaluate the model as it stands. Considering the ice flow evolution
equation (2.72), i. e.
αst + ūsx = J ∗ Φ + L ∗ F, F = f (ū, N)− 1, f (ū, N) = 1, (2.129a)
Ĵ = sinh
2 (j)
2k [j + cosh (j) sinh (j)] , L̂ =
ik1j
2k2 [j + cosh (j) sinh (j)] , (2.129b)
we note that we have one evolution equation for the three unknowns s, N , and
Φ. This follows from the fact that J and L are in principle determined by Fourier
inversion, while ū (t) is obtained by the mean condition. As such we have that




ūAı̂ − βA3 [∇N + r′∇b]
)








, τe = −h∇ψ − θ∇b, (2.130b)
we see that both b and h are in principle obtained by (2.130a). Finally, the evolution





+ ω − Ωbt, (2.131a)
ψ = −σx+ s+ Φ−N, (2.131b)
with the former equation effectively providing an evolution equation for ψ, given
that h is assumed to be determined from (2.130a). Thus we find that the system is
underdetermined as we only have one remaining equation (2.131b) for the two un-
knowns Φ and N . Therefore we require an additional equation (henceforth referred
to as the ice closure (or simply closure) equation) to complete the model.
In light of the discussion outlined in §2.3, the fact that the system is underdeter-
mined should come as no surprise, and is the manifestation of the missing normal
stress boundary condition at the ice base in our description of the ice flow problem.
Moreover, the problem of closure is a common occurrence in many different facets
of fluid mechanics, such as modelling turbulent flows (Davidson, 2004, Chapter 4).
Similarly, the continuum modelling of dense granular flows (as we will see in Chap-
ter 5) requires a number of constitutive assumptions to determine the stress tensor
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for the granular ‘fluid’. Thus we must now postulate a physically reasonable closure
equation for the model.
In earlier iterations of the instability theory (Fowler, 2000), in which the sub-
glacial drainage system was not dynamically incorporated (i. e. h = 0), closure of
the system was achieved by stipulating that the hydraulic potential ψ is constant,
with this constant determined by the pressure in the subglacial stream system which
is assumed to be ‘far’ from the evolving topography (Fowler, 2010b). This is insuffi-
cient for our purposes as the evolution of the water film is now modelled explicitly.
In Fowler (2010a), closure was attained by assuming that the presence of stream
flow (h > 0) necessarily causes the formation of a cavity at the bed, i. e. the ice base
becomes detached from the sediment surface. This is captured by
h = 0, if N > 0, (2.132a)
N = 0, if h > 0. (2.132b)
In the case where h = 0, water is assumed to be completely evacuated via ground-
water flow, which in turn provides an evolution equation for N (see the discussion
in §4.1). Here, however, our notion of the Creyts-Schoof film allows for a non-zero
water flow to effectively occur everywhere without complete separation of the ice
from the underlying sediment, i. e. h 6= 0 does not imply N = 0 here. As such,
(2.132) is also unsuitable for our updated model.
The same problem was encountered by Fowler & Chapwanya (2014), who pro-
posed a closure equation in analogy with that found in Röthlisberger drainage theory
(Röthlisberger, 1972; Nye, 1976). The idea is that on the clast spacing length scale,
`c, where `c  lD, a uniform effective normal stress exerted by the overriding ice
will be distributed between the flow-supporting clasts. This partitioning will cause a
downward movement of the ice base due to viscous sagging between the supporting
clasts. The downward velocity of the base, denoted by νc, will hence result in closure
of the underlying water film, which is then offset by the production of meltwater at
the supporting clasts. Under this argument, Fowler & Chapwanya (2014) proposed





Following Creyts & Schoof (2009) by estimating the downward velocity of the ice
using a Glen’s law model, i. e.A`cNn, whereA and n are some Glen’s law parameters
















Figure 2.7: Indicative cartoon of the ice-sediment interface and the Creyts-Schoof
film under consideration. The sediment surface consists of clasts of varying size
(denoted by semicircles), some of which are likely drowned by the overlying water
film. The local water depth is denoted by h and the critical water depth at which
stream flow (or cavitation) occurs is indicated by hc.
Closure of the Fowler & Chapwanya (2014) model was then achieved via (2.134),
with the modification that the nonlinear Glen’s law rheology was replaced by a






, `c = `c (h) . (2.135)
However, concerns start to arise when we frame this closure relation in the con-
text of Röthlisberger theory, the time-dependent extension of which was carried
out by Nye (1976) (the discussion below follows that summarised in Fowler (2011,
Chapter 11)). This theory essentially describes conservation of mass, momentum,
and energy for water flow in a semicircular conduit carved into the ice base. This
provides three equations for the four unknowns Q (volume flux of water), S (cross-
sectional area), m (melting rate), and N (the effective normal stress), and hence
an additional equation for S is prescribed, which is analogous in form to (2.134),
in order to close the system. However, this closure equation is actually a repre-
sentation of the ice flow basal kinematic condition, and hence this suggests that
(2.134) plausibly represents the same kinematic condition but on a much smaller
length scale (i. e. the clast spacing length scale `c). As such, it appears that we
may be stipulating two kinematic conditions at the ice base, given that we already
have (2.72). This seems somewhat contradictory, and as such an alternative closure
relation is desired.
We first recall the nature of the drainage system assumed from the outset, namely
the Creyts-Schoof film sketched in Figure 2.7. We allow for a thin water film to exist
between the ice base and sediment surface, where on average the water does not fully
submerge the largest ice flow-supporting clasts on the sediment surface. As such,

















Figure 2.8: Illustration of the thin porous layer as viewed from the ice base.
Clasts at the sediment surface are represented as circles, h denotes the local water
depth, and φa,bs represent the effective porosities of upper till layer for the geometries
indicated in figures (a) and (b), respectively. As the mean water depth increases from
(a) to (b), the smaller clasts are drowned by the overlying water film. This acts to
increase the porosity of the medium, such that φbs > φas .
till due to this partial contact. As discussed in §2.4, glacial till is a granular medium
with porosity φ which is a decreasing function of the till effective pressure pe. As
the water film is assumed to exist within the upper layer of the till, i. e. between the
mean sediment surface and the largest bed protrusions (as sketched in Figure 2.7),
then it is reasonable to suppose that we actually have a second porous layer, which
is of very small thickness, in the uppermost layer of the sediment. In this sense the
ice-supporting clasts represent the solid particles in our porous medium, while the
submerged regions (i. e. where the water drowns the bed protrusions) represent the
pores. The effective porosity of this upper till layer will be denoted as φs.
At the sediment surface we know that the till effective pressure is given by the
effective normal stress N , which follows from (2.9). As such it is natural to propose
that the effective porosity of the upper till layer is a decreasing function of N , i. e.
φs = R (N) where R′ < 0. However, as illustrated in Figure 2.8, we also anticipate
that this porosity is an increasing function of the water depth. In particular, there
will exist some critical water depth hc at which all the local flow-supporting clasts
are submerged by the water film, and hence φs → 1 locally. Thus φs = S (h) with
S ′ > 0. It follows from these relations that
S (h) = R (N) =⇒ h = G (N) , G′(N) < 0, (2.136)
since the composition of monotone increasing and decreasing functions is still de-
creasing. Equation (2.141) represents the generalised version of the newly proposed
closure equation for the instability theory.
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Specifying a reasonable functional form for G (N) is somewhat non-trivial. Some
insight can be gained by considering the limiting regimes of h→ 0 and h→ hc. In
the latter case, we associate this limit with the production of a local stream flow,
which completely separates the ice base from the bed (and hence N → 0 there),
given that all supporting clasts are drowned by the water film. On the other hand,
for h → 0 we suppose that N → N0 which represents the effective normal stress
required to evacuate meltwater production entirely by Darcian flow. Using Darcy’s
law, a reasonable estimate forN0 can be obtained by assuming that typical meltwater
production Γ = 3 × 10−3 m yr−1 (see Table 2.2) is evacuated to a canal a distance
d = 10 km away through till of permeability κ = 10−15 m2. Plausible estimates for
till permeability range from 10−19 m2 (clay-rich till) to 10−13 m2 (sandy till) (Fowler
& Walder, 1993; Walder & Fowler, 1994; Iverson et al., 2017), which motivates this




∼ 1.7× 106 Pa. (2.137)
Given that this approximation is two orders of magnitude larger than the aver-
age basal shear stress τb (see Table 2.2 and Kyrke-Smith et al. (2014)), complete
meltwater evacuation via Darcian flow seems unlikely.
It therefore follows that N → 0 as h → hc while N → N0 as h → 0. Thus we

















, λ = hcτb
N0h0
. (2.139)
There are many possible functional forms h = G (N) which satisfy the relation
(2.139). For example, if we just integrate (2.139) directly we arrive at
N = −h
λ
+N0 =⇒ G (N) = −λ (N −N0) . (2.140)
While plausible, (2.140) may be restrictive as it limits the water depth at cavitation,
i. e. where N → 0, to hc, where in theory we anticipate that the stream depth could
continue to increase. From a reductionist perspective, we want the closure relation
to reflect the physical notion that as N → 0 the water depth becomes large, while as
h → 0 the effective pressure becomes large, i. e. the two are inversely proportional.
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Taking the asymptotic limit of this behaviour, one simple yet credible choice for
G(N) which satisfies (2.139) is given by
h = 1
λN
, G (N) = 1
λN
. (2.141)
In the absence of additional information, we will assume this functional form for
G (N) throughout.
It is important to note that (2.141) reduces to the closure relation proposed in
Fowler & Chapwanya (2014) in the absence of the h time derivative (see (2.135) above
and (2.51) therein). Crucially, however, the motivating physics here is quite different.
We have constructed a reasonable relationship between the effective pressure, N ,
and water film depth, h, by appealing to the nature of the Creyts-Schoof film, while
Fowler & Chapwanya (2014) proposed what seems to be a second basal kinematic
condition as their closure relation. The latter relation is open to scrutiny, however,
and indeed the introduction of an additional temporal derivative for h in their closure
equation appears to have been the the primary source of difficulty when attempting
to numerically simulate their model (Chapwanya 2018, personal correspondence).
Moreover, as will be illustrated in Chapter 3, the choice of closure relation has a
significant influence on the resulting linear stability behaviour of the model. As
such, our new physical justification for the closure equation and its refined form are
crucial changes to the instability theory.
The need for a closure equation typically indicates a failure of the model to cap-
ture all of the governing physics of the problem. Therefore, they are typically one
of the greatest liabilities of a model and, as has been demonstrated above, can be
prescribed in many different ways. For this reason, we will generalise the closure
condition (2.136) where possible (e. g. for the linear stability analysis presented in
§3.1) and use the relation (2.141) when it is necessary to carry out specific calcu-
lations, such as the linear stability predictions (Chapter 3) and numerical studies
(Chapter 4 and Fannon et al. (2017)).
2.7 Parameter estimation and model reduction
The governing equations (2.129), (2.130), (2.131), and (2.141) contain many non-
dimensional parameters which we need to estimate. To do so, we indicate values
for the physical parameters in Table 2.1, based primarily on those estimated in
Fowler & Chapwanya (2014). Some parameters are more difficult to quantify, and
are hence more liable to variations, than others. This is relatively unsurprising
given the nature of the problem at hand, where observation of subglacial bedform
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development and determination of corresponding rheological or physical parameters
is highly non-trivial. We note the following regarding some of the parameters:
(i) Estimates for the ice viscosity vary between 1012−1015 Pa s (Nye, 1969; Fowler,
2010a), and so ηi ≈ 1014 Pa s is a reasonable estimate.
(ii) The ice velocity estimate u0 ≈ 100 m yr−1 is consistent with the observations
reported in Paterson (1994, p. 134) and the estimates given by Fowler (2011,
p. 617).
(iii) We assume a reasonable critical clast size hc of 0.1 m, consistent with clast
protrusion sizes used by Creyts & Schoof (2009).
(iv) The bedload sediment flux scale qb has been estimated previously by Fowler
& Chapwanya (2014) and is based on observations obtained by Collins (1979)
from an Alpine subglacial stream, who observed water and sediment discharge
rates on the order of 10 m3 s−1 and 10−3 m3 s−1, respectively.16 Hence we antic-
ipate that the ratio of the sediment and water fluxes qb/qw ∼ O (10−4). From
Table 2.1 and 2.2, we estimate a basal melting rate of Γ ≈ 3 mm yr−1, and
hence a meltwater flux of qw = Γli ≈ 3× 103 m2 yr−1. As such, it follows that
qb ∼ 0.3 m2 yr−1.
(v) The grain size estimate Ds is obtained from estimating the critical Shields
stress (or yield stress) for sediment transport by the water film. See Fowler &
Chapwanya (2014) for a thorough discussion.
Under the parameter values assumed in Table 2.1, we can obtain estimates for
the dimensional scales appearing in the model (Table 2.2). We note that the derived
water film depth scale is on the order of millimetres, which is consistent with previous
estimates for water sheet depth obtained by Weertman (1969) and is compatible
with the Creyts-Schoof film assumption. The notional till viscosity is on the order
of 109 Pa s, also in keeping with estimates provided by Paterson (1994, p. 170). The
bedform length and depth scales are also found to be consistent with those observed
in nature (as discussed in §1.2.1). Corresponding estimates for the non-dimensional
parameters appearing in the model are given in Table 2.3.
Simplification of the model can now be achieved by considering the size of the
dimensionless parameters. This has already been carried out for the ice flow problem
in §2.3.3, where we exploited the fact that ν, S,Π,Υ  1 in order to obtain an
approximate leading order solution and hence reduce the ice flow problem down to
16The latter estimate follows from Figure 5 therein assuming a sediment density ∼ 103 kg m−3.
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Table 2.1: Estimated values for the physical parameters appearing in the model
(as in Fowler & Chapwanya (2014)).
Symbol Meaning Typical value
a Accumulation rate 0.5 m yr−1
n Exponent in the Weertman sliding law 0.33
di Ice depth scale 103 m
Ds Grain size 80× 10−6 m
∆ρsw ρs − ρw 1.6× 103 kg m−3
∆ρwi ρw − ρi 83 kg m−3
ηi Ice viscosity 1014 Pa s
ηw Water viscosity at 0◦C 1.8× 10−3 Pa s
hc Critical clast size/water depth 0.1 m
g Acceleration due to gravity 9.81 m s−2
G Geothermal heat flux 0.06 W m−2
li Ice sheet length scale 106 m
L Latent heat of fusion 3.3× 105 J kg−1
µ Friction coefficient 0.5
φ Sediment porosity 0.4
qb Bedload transport scale 0.3 m2 yr−1
qT Heat flux into ice 0.06 W m−2
ρi Ice density 0.917× 103 kg m−3
ρs Sediment density 2.6× 103 kg m−3
ρw Water density 103 kg m−3
S Ice surface slope 10−3
u0 Ice velocity 100 m yr−1
Table 2.2: Typical values for dimensional scales appearing in the model.
Symbol Meaning Typical value
dD Bedform depth 10.8 m
dT Till deformation depth 0.94 m
lD Bedform length 624 m
h0 Water film thickness 5.1 mm
Γ Melt rate 2.7 mm yr−1
N0 Film-free effective normal stress 1.5× 106 Pa
qw Meltwater flux 2.7× 103 m2 yr−1
tD Bedform formation time scale 72.2 yr
τb Basal stress scale 0.88× 104 Pa
ηs Notional sediment viscosity 2.6× 109 Pa s
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Table 2.3: Typical values and physical interpretation for the dimensionless param-
eters appearing in the model. The column ‘Defined in’ lists the equation numbers
where the parameters have been defined.
Symbol Defined in Interpretation Typical value
α (2.40) Ice base time scale 0.09
β (2.127) Till diffusion 1× 10−3
γ (2.127) Bedload transport 3× 10−3
δ (2.128) Water film thickness 5× 10−4
ε (2.107) Film flow time scale 2.6× 10−2
θ (2.125) Downslope component of stream stress 0.61
λ (2.139) Variation of film thickness with N 0.12
ν (2.33) Drumlin aspect ratio 1.7× 10−2
Π (2.42) Ice surface time scale 8× 10−3
r′ (2.127) Downslope component of sediment squeezing 11.6
σ (2.35) Drumlin corrugation (length/ice depth) 0.62
ω (2.107) Meltwater source 6.2× 10−4
Ω (2.107) Pore water suction from till 1.4× 10−2
Υ (2.42) Ice surface slope to drumlin-ice depth ratio 9.2× 10−2
a single evolution equation for the ice base. As σ is relatively small, it also follows
that L̂ ≈ 0 for all j, and hence we will omit the second convolution term in (2.72)
henceforth. For the water flow problem (2.131), based on the fact that ω,Ω  1







For the sediment flow problem (2.130), Table 2.3 would also seem to suggest a
simplification based on the fact that β, γ, and δ are all small. However, we retain
these parameters for the following reasons:
(i) The parameter β, which represents the process of lateral till flux due to squeez-
ing, is a stabilising term in the model, i. e. it represents a diffusion coefficient,
and should be retained in order to ensure regularisation of the model in the
large wavenumber limit (see §3.1.2). Moreover, given that rapid changes in
N were observed in previous versions of the instability theory (Fowler, 2009;
Chapwanya et al., 2011), we anticipate that boundary layers can form where
∇N is large, and thus these gradient terms should be retained in the model.
Finally, given that β depends on the inverse of the notional sediment vis-
cosity ηs, its value is liable to increase for decreasing N as the till viscosity
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decreases.17
(ii) As discussed in §3.1.1 and §3.2.3, the water-borne sediment transport coeffi-
cient γ is required in order to activate the cross-stream bedform instability.
Note also that these terms are proportional to gradients in the water depth.
Following on from our discussion of the β parameter, we anticipate boundary
layers where gradients in h are large (since h = G (N)) and hence should be
retained. Moreover, as γ represents the ratio of mean water-borne sediment
transport to till advection, its value is also liable to be quite variable (and
similarly so for the bedload transport function B (τe), as discussed in §2.5).
(iii) It follows from the geometric relation (2.128) that δ → 0 is a singular limit (see
also §3.2.4), as it removes the water film from the problem entirely. Thus it
must be retained. Moreover, given that h = (s− b) /δ, small changes in the ice
base and sediment surface are amplified by the fact that δ  1, and thus give
rise to significant changes in the water depth. From a numerical simulation
standpoint, this suggests that the small δ limit may cause significant problems
as slight differences in s and b, which may be the result of spurious numerical
errors for example, can induce large jumps in h. Therefore, δ can be thought
of as a singular parameter in the model.
As such, under these simplifications we arrive at the system
αst + ūsx = J ∗ Φ, (2.143a)
bt + [ūA+ σγB (τe)h]x =∇ ·
[























h = G (N) , (2.143f)
b = s− δh, (2.143g)
τe = − [h∇Ψ + θ∇b] + σhı̂, (2.143h)
where we have defined
Ψ = ψ + σx, (2.144)
17Since increasing the porewater pressure leads to a decrease in till effective strength (due to
Terzaghi’s principle) and eventual ‘fluidization’ of the sediment.
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which is motivated by (2.131b). Thus the system (2.143) constitutes 8 equations




, f (N) = N
n
Nn
, Ĵ = sinh
2 (j)
2k [j + cosh (j) sinh (j)] , (2.145)
which follow from (2.59), (2.60), and (2.129). Here the function G (N) remains
unspecified for the moment, but in practice we propose the relation (2.141). This
completes our description of the coupled flows of ice, subglacial water, and till.
The system (2.143) represents the current formulation of the instability model
for drumlin formation. We will now consider the linear stability behaviour of this
reduced model, which will be detailed in Chapter 3, before attempting to simulate
this model numerically, as carried out in Chapter 4.
2.8 Discussion
In formulating the instability theory a great number of assumptions and approxi-
mations of reality have been made through necessity. Here we briefly overview some
of these and highlight those that may need to be reconsidered in future studies.
(i) Our description of the glacial till is underpinned by two main assumptions;
the till possess a yield stress and, once deforming, is described by a viscous
rheology. The former seems reasonable, while the latter has attracted criti-
cism in the literature (see the discussion in §1.3.2). However, from a modelling
perspective assuming an effectively viscous till does not appear crucial to the
success of the instability theory (indeed Schoof (2007b) has considered alter-
native till rheologies and demonstrated that the primary instability behaviour
is largely unaffected).
(ii) As we are considering flow over a deformable subglacial medium, our assump-
tion of a generalised Weertman sliding law (2.21), which is common form used
in hard-bed sliding, is open to further scrutiny. This issue is complicated by
the fact that a formal derivation of a sliding law requires a prescription of
the till rheology, and such studies are not well advanced even for very simple
granular materials (see Chapter 5).
(iii) Of most concern is the water film constitutive relation which, by its nature,
is the most unsatisfactory aspect of the theory. We have proposed a relation
between the water film depth and the effective normal stress in (2.141) which is
70
2.8. Discussion
largely heuristic and is open to further development. This is vitally important
given that, as illustrated in the next chapter, the closure relation plays a key
role in the linear stability behaviour of the model.
(iv) Water flow, and thus bedload transport, is modelled as a continuous process for
convenience. As discussed in §2.4, this seems unlikely to be the case in reality,
with practical levels of sediment transport only occurring during subglacial
flooding events. Thus the bedload transport function B (τe) is certainly open
to further scrutiny. If one were to suppose that floods only occur for sufficiently
large water flux (and hence water depth h), it may be reasonable to take
B (τe) = 0 for h less than some critical depth, with a rapid increase thereafter.
(v) A number of approximations have also been made in order to estimate the
non-dimensional parameters appearing in the model. Accurate quantification
of some parameters, for example β and γ, is limited by the fact that direct
observations and measurements of the subglacial conditions cannot be readily
made. As such in Chapter 3, and to a lesser extent in Chapter 4, we investigate
to a degree the sensitivity of the model predictions to variation in some of the
model parameters.
Sophistication of the water film and sediment transport prescriptions will be integral
to the future modification of the theory presented herein.
Before concluding our discussion of the instability model, it would be remiss not
to mention that the theory has attracted some criticism over the last two decades, a
brief overview of which we present below. Schoof (2002, 2007b) originally highlighted
three primary concerns regarding the plausibility of the instability theory.
(i) In earlier versions of the model, the instability mechanism was inherently
two-dimensional, i. e. the maximal growth rates always occurred in the purely
downstream direction. This led Schoof, and later Dunlop et al. (2008), to the
conclusion that the theory could only account for ribbed moraine formation.
However, since then the model has undergone significant sophistication, and
as we shall see in the next chapter, this shortcoming has been addressed in
the current model.
(ii) The downstream advection of the subglacial sediment inherent in the model
appears incompatible with observations of internal stratification of sediment
within drumlins. The theory outlined in this chapter makes no reference to
internal drumlin composition, which has been cited by some as a serious short-
coming (Hiemstra et al., 2011). Indeed, at first viewing it appears that the
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theory can only viably account for drumlins composed of homogeneous glacial
till, although, as discussed in §1.2.1, this is the most commonly observed drum-
lin composition type reported in the literature. However, Stokes et al. (2013a)
has demonstrated, from a qualitative perspective, that in a net erosional envi-
ronment internal stratification can be maintained, and as such the theory can
plausibly account for drumlins of varied compositions. With that said, criti-
cism of the theory on the basis of perceived conflicts with the sedimentological
records of certain subglacial bedforms remains common (Möller & Dowling,
2018).
(iii) Schoof’s final criticism concerned the height of the bedforms which could plau-
sibly be accounted for by the instability theory. In particular, he proposed that
the onset of cavitation downstream from the emerging features would restrict
bedform amplitudes to several metres. This contrasts with the fact that drum-
lins can typically be tens of metres in height (see §1.2.1). We defer further
elaboration of this point to §4.5 where it is discussed in the context of our
simulation results from the current model.
More recent challenges to the instability theory are based on observations made
at the surging glacier Múlajökull, Iceland by McCracken et al. (2016), who proposed
two objections. The first is that till fabrics (predominant orientation of elongated
pebbles in till, Boulton (1976)) observed at the glacier indicate till deformation by
shearing, which is supposed to be inconsistent with the instability theory on the
basis that it relies on compressive stresses for drumlin formation. This objection
appears to stem from a misreading of the theory. As outlined in §2.5, there are
three contributing factors to sediment flux; shear by the overriding ice, squeezing
caused by gradients in the effective normal stress, and bedload transport due to the
overlying water film. The shearing contribution is in fact the dominant process and,
as we shall see in §3.1.1, ice shear plays a fundamental role in driving the instability
process (in the absence of squeezing and bedload transport). As such, the theory
does not rely on compressive stresses for bedform formation.
McCracken et al. (2016) also noted that during the quiescent phase of the glacier
(i. e. between surges), the effective normal stress in the inter-drumlin regions was
found to be higher than that on the drumlins. As the instability theory predicts
lower N in between drumlins (due to pooling of water there, see Chapter 4 for
examples) this observation is contrary to our expectations. However, one must
be cognisant here of the context of the theory; we have formulated a description
of bedform formation beneath an ice sheet where the drainage system takes the
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form of a distributed water film of millimetric dimensions. As such, the theory
is not directly applicable to the case of a surging glacier, nor indeed does it say
anything about drumlin formation beneath a temperate glacier with large amounts
of subglacial water. In order to account for these observations it is certainly of
interest to consider extending the theory to scenarios of this type. The work of
Iverson et al. (2017) is a first step in this direction.
Finally, as highlighted at the outset of this chapter, an important issue regarding
the wider assimilation of the instability theory amongst the drumlin community is its
level of mathematical complexity, which naturally presents a barrier for researchers
in other disciplines. This can be evidenced in the literature to date; for example
Clarke (2005, p.220) describes the theory to be of “daunting mathematical level,
uncertain relevance, but potentially interesting implications”. Iverson et al. (2017,
p.2302) recently raised a similar concern, stating that while qualitative models of
drumlin formation lack “the binding and illuminating physical rules that mathe-
matical formalization requires”, mathematical models which are not closely tied to
direct field observations “risk being physically irrelevant”. Our hope is that the rig-
orous, self-contained description of the theory presented in this chapter can start to
bridge the gap between these different disciplines.
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Chapter 3
Stability analysis of the bedform forma-
tion theory
We have argued in Chapter 1 that field evidence suggests ribbed moraine, drumlins,
and MSGL demonstrate regular spatial organisation in nature, and moreover, that
they may comprise a size and shape continuum. As such, of interest is the linear
stability behaviour of the reduced model (2.143), which is the subject of the present
chapter.
This chapter is organised as follows. We first present a detailed linear stability
analysis of the governing system in §3.1. This calculation is analogous to that
presented in Fowler & Chapwanya (2014) but is given here for completeness. A new
high wavenumber asymptotic analysis of the resulting stability problem is carried out
in §3.1.2 which confirms the linear well-posedness of the model. We investigate how
the predicted growth rates depend upon the model parameters in §3.2 and discuss a
new type of instability regime in §3.2.6. We conclude with a summary of our main
findings. Additional details pertaining to this chapter are given in Appendix B.
3.1 Linear stability analysis
The time invariant homogeneous base state of our system consists of a uniform
sediment surface and ice base separated by a constant water film. Without loss
of generality, we can take b0 = 0 and h0 = 1, where we adopt the notation that
base state quantities are represented with a subscript zero. As noted by Fowler
& Chapwanya (2014), this choice of (b0, h0) is not specified by the reduced system
(2.143), and indeed it seems more natural that these values would in theory be
specified by two upstream boundary conditions. In any case, given the translational
invariance of the system in z, one can always transform into a frame in which b0 = 0,
while a suitable rescaling of h can ensure that h0 = 1. With this choice, it follows
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from (2.143) that










, Φ0 = 0, τ0 ≡ (τe)0 = σı̂, (3.1b)
where Φ0 = 0 such that (2.143a) is satisfied. For the base state flow we can take the
non-dimensional mean basal velocity as ū0 = 1, corresponding to an average basal
ice speed of 100 m yr−1 (see §2.3.2). Hence if follows from (2.59) that R∗ = N−n0






in the dimensionless sliding law. As N0 is constant, it follows from (2.60) that
f (N0) = 1.
Now consider perturbations about this base state of the form
s = s0 + s̃ (xh, t) , h = h0 + h̃ (xh, t) , N = N0 + Ñ (xh, t) , Ψ = Ψ0 + Ψ̃ (xh, t) ,
(3.3)
where the perturbations are denoted by the tilde variables. We now proceed in the
usual manner by substituting these expansions into the reduced model (2.143) and
linearising the resulting system. As the base state is spatially homogeneous, it is
reasonably straightforward to show that equations (2.143a), (2.143c), (2.143d), and
(2.143f) become
αs̃t + ūs̃x = J ∗ Φ̃, (3.4a)
∇2Ψ̃ = 3σh̃x, (3.4b)
Ψ̃ = s̃− Ñ + Φ̃, (3.4c)
h̃ = χÑ, χ = G′(N0), (3.4d)
where ū = ū0 and χ < 0 since G (N) is a decreasing function. Linearisation of
(2.143b) requires somewhat more care. In particular, by Taylor expanding A (N),
B (τe), and τe = |τe|, one finds that
Ax ≈ A′Ñx, [B (τe)h]x = Bh̃x +B
′τ̃x, τ̃ = σh̃− Ψ̃x − θb̃x, (3.5)
where A′ = A′(N0), B = B (σ), and B′ = B′(σ) given that τ0 = |τ0| = σ. It thus
follows that the the linearisation of (2.143b) is given by (after some algebra)
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where A = A (N0), C is defined as




and we have used the geometric relation b̃ = s̃ − δh̃ from (2.143g). As such, the
linearised system is given by (following the standard convention of omitting tildes)
αst + ūsx = J ∗ Φ, (3.8a)
∇2Ψ = 3σhx, (3.8b)
Ψ = s−N + Φ, (3.8c)
h = χN, (3.8d)
st − δht + ūA′Nx = βA3∇2N + γ [BΨyy + C (Ψxx − σhx)]










As this is a constant coefficient linear system, we Fourier transform (3.8) and reduce
the number of variables via the algebraic relations. Thus using the definition of the
Fourier transform in (2.61), equations (3.8c) and (3.8d) are
Φ̂ = Ψ̂− ŝ+ N̂ , N̂ = ĥχ, (3.9)
which we can use to eliminate Φ and N from the system. As such, upon Fourier
transforming (3.8a) and (3.8b) we have
Ψ̂ = 2αkUŝt +Mŝ−
ĥ
χ, (3.10a)
3σik1ĥ = k2Ψ̂, (3.10b)
where we have used the convolution theorem and defined
M = 1− 2ik1kūU, U =
1
2kĴ
= j + sinh (j) cosh (j)
sinh2 (j)
, (3.11)
which follows from the definition of Ĵ in (2.73), where j = k/σ. Finally, after some
algebra the transform of (3.8e) is given by
ŝt − δĥt =
Sĥ





where we have used (3.10b) and defined
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Thus we now have three equations for the three unknowns ŝ, ĥ, and Ψ̂. As the
coefficients appearing are time invariant, it is natural to seek normal-mode solutions
of the form ŝ = s̄eΣt where Σ is the eigenvalue of interest. We thus obtain a
generalised eigenvalue problem for Σ of the form
3σik1h̄− k2Ψ = 0, (3.14a)
Ψ− s̄ (2αkUΣ +M) + h̄χ = 0, (3.14b)




− Sh̄χ − EΨ = 0. (3.14c)




exists provided that the determinant of this
system vanishes, i. e.∣∣∣∣∣∣∣
−k2 3σik1 0
1 χ−1 − (2αkUΣ +M)
−E −Sχ−1 − δ (Σ + T ) Σ + T
∣∣∣∣∣∣∣ = 0. (3.15)
Upon expansion, we find that Σ is determined by the quadratic
f2Σ2 + f1Σ + f0 = 0, (3.16)
where we have defined







k2 (1− χδM) + 3iσχk1
]
, (3.17b)
P = 1− 2αkUS, W = 1− 2αkUE. (3.17c)
Note that this result suitably reduces to that given by (3.9) and (3.10) in Fowler &
Chapwanya (2014) under the reduction ε = V = 0 and χ = −Π (with ε, V , and Π




f 21 − 4f0f2
2f2
, (3.18)
the real part of which determines the stability of the base state. As the principal
square root of a complex number returns a non-negative real part, we have that
Re (Σ−) ≤ 0 as
χ < 0, {U, T, f2} ≥ 0, Re (f1) = k2
[




1Note also that our definition of T includes the additional r′βA3 term which was omitted from
the previous analysis.
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Thus for instability we are only interested in the positive root Σ+. In particular, let







, ∀k1, k2, (3.20)
with corresponding maximal downstream (max [k1]) and cross-stream (max [k2])
wavenumbers, respectively, given by









Then a question of immediate concern is how the quantities (ς,max [k1,2]) vary with
the non-dimensional parameters in our model. This will be discussed at length in
§3.2. While analysis of the eigenvalue Σ+ in (3.18) is precluded somewhat by the
complexity of the coefficients, some insight can be made by:
(i) Reducing the expression (3.18) under suitable limits in order to compare
against stability results obtained in previous versions of the instability model.
(ii) Performing a large wavenumber asymptotic analysis of (3.18) to investigate
the behaviour of Σ+ in this regime. This analysis can be used to determine the
linear well-posedness of the model, i. e. as the perturbation wavelength tends
to zero, the perturbation growth rate remains finite. A model which does
not satisfy this condition is typically ill-posed (Barker et al., 2017). Linear
well-posedness is discussed in more detail in §5.3.5.
We will consider these cases in turn.
3.1.1 Reduction to previous results
First note that we can obtain a leading order estimate for Σ+ by considering the
limit δ → 0 of (3.16).2 In this case we find that
Σ+A =
M (3σik1χE + Sk2)− T (k2 + 3σik1χ)
3σik1χW + k2P
. (3.22)
Let us now compare the approximation (3.22) to previous stability predictions. In
particular, the Fowler (2009) model can be considered by taking the infinite ice
limit, i. e. σ → 0, j →∞, and U → 1, with no till squeezing (i. e. β = 0) or bedload












1 + 4α2k2k21 (ūA′)
2 , (3.23)
2Here δ → 0 is a singular limit of (3.16) given that we lose one of the roots of the quadratic.
However the second root of (3.16) corresponds to Σ− which is not of interest here.
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which recovers (2.16) of Fowler (2009) where R = ūA′. Thus it follows from (3.23)
that, in this limit, the system is unstable provided that A′ > 0 (assuming also that
A′ < α−1 which we typically have given that α 1). In this case, we can also show
(see Appendix B.1) that the maximal growth rates occur in the purely downstream
direction. This elucidates the origin of the so-called ribbing instability, i. e. maximal
and positive growth rates with k1 > 0 and k2 = 0, originally cited by Fowler (2000)
as a mechanism for ribbed moraine formation.
Physically this ribbing instability mechanism results from the fact that de-
formable sediment transport, which is driven primarily by shearing from the overly-
ing ice, can be maximal upstream from the bed elevation maximum. As ice moves
over a bump on the sediment surface, it will produce a higher compressive normal
stress on the upstream side of the bump than on its downstream side, as illustrated
schematically in Figure 3.1 (Schoof, 2007b).3 If the base state effective stress N0,
corresponding to a flat bed, is such that the deformable sediment thickness increases
with N , i. e. A′(N0) > 0, it follows that the maximum deformable sediment thickness
gets shifted upstream from the crest of the bump.4 Thus as the basal ice velocity
is approximately constant, the sediment transport is maximal upstream from the
bed elevation maximum leading to more sediment flowing into the bump than out
of it. Instability mechanisms responsible for dune formation in fluvial and aeolian
environments (see Engelund (1970) and Smith (1970), respectively) are somewhat
analogous, in the sense that the maximum shear stress at the bed is also shifted
upstream of the bump crest. Note that the ribbing instability is naturally capped
by the fact that A′ < 0 at larger values of N (as evidenced in Figure 3.1), i. e. till
starts to become more immobile at higher compressive stresses and this stabilises
the growth of the sediment surface.
We can also compare our result to the original rilling instability (Smith &
Bretherton, 1972; Walder, 1982) identified by Fowler (2010a), i. e. the formation
of lineations (with wavenumber components k2 > k1 = 0) via subglacial streams.
In this work, the effective pressure in the presence of a subglacial water stream was
taken as N = 0, and hence in light of (3.4d), a suitable comparison can be made by








= E − T1− αkE (2U) . (3.24)
3This can be evidenced from our closure relation (2.141). Water tends to accumulate in the lee
side of bumps (potentially leading to cavity formation, Paterson (1994, Chapter 6)) as illustrated
schematically in Figure 3.1(a). Thus the effective normal stress will be lower on the downstream
side.
4Which itself results from the fact that the basal shear stress increases with N as presumed in
the sliding law.
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Figure 3.1: (a) Vertically exaggerated cartoon of ice flow around a bump on the
sediment surface, where the effective normal stress upstream from the bump (N1)
is larger than that immediately downstream (N2). Notional water film indicated in
blue. (b) The corresponding deformable till thickness according to A as in (2.123),
where N0 denotes that base state effective normal stress (chosen such that A′(N0) >
0).
This is analogous to the stability result (3.11) given by Fowler (2010a), where we
identify 2U as the function M described therein while the functions E and T take
equivalent forms in both works. In particular, given that T ≥ 0 and E decreases
with increasing k1, instability of the uniform water film requires that




One immediate consequence of (3.25) is that it restricts the permissible forms of
the bedload transport function Q (τe). In particular, if we adopt a simple power-law
relation of the form Q = τme for some positive exponent m, in analogy with similar
fluvial transport laws, then from (3.25) we require m > 3 for the rilling instability to
exist in this limit. Physically this instability may be associated with the formation of
pools in the troughs between transverse ribs, a situation which one might anticipate
to be naturally unstable. Note that this instability mechanism is analogous to that
described by Smith & Bretherton (1972) and Fowler et al. (2007) for the overland
flow of water on a smooth surface; increased water depth in a channel increases the
water flux which in turn increases the erosion rate at the channel bed, causing the
channel to deepen further, leading to a positive feedback.
3.1.2 Large wavenumber asymptotics
In order to determine if the model presented is linearly well-posed, we want to
investigate how Re (Σ+) behaves in the large k limit. To do so, let us first consider
the case k1 → ∞ for fixed k2 = O (1). We propose an asymptotic expansion for Σ
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of the form
Σ = Σ0kp1 + Σ1kq1 + . . . , p > q > . . . , (3.26)
where Σ0, Σ1, . . . are to be determined. We now expand the coefficients f1,0 in
powers of k1 and substitute (3.26) into the quadratic (3.16), using the fact that
k ∼ k1 and U ∼ 1 (from (3.11)) for k1  1. There are two acceptable balances at
leading order. Balancing the quadratic and linear terms requires p = 2, which yields









since χ < 0. Thus Σ− exhibits diffusive decay at large k1, i. e. it decays quadratically.
The leading order behaviour of the other root (Σ+) is determined by balancing the





This wave speed follows directly from the evolution equation for the ice base (3.8a).
We must proceed to next order in order to determine the leading behaviour for the
growth rate. We find that the O (k51) balance is automatically satisfied, while at





βA3 + (1− δχ) (γθC + βr′A3)
βA3 − δχ (γθC + βr′A3)
]
< 0. (3.29)
As such the growth rate Re (Σ+) is indeed stabilised in this case, although it de-
cays quite slowly, i. e. it approaches 0 from below as k−11 . To test the validity of
these asymptotic predictions, we compare our results to the numerically determined
growth rates from (3.18) in Figure 3.2.5 Here the insets in both figures denote the








∣∣∣Re (Σ+)− Σ+1 k−11 ∣∣∣







∣∣∣Re (Σ−)− Σ−0 k21∣∣∣
|Re (Σ−)| . (3.30)
We indeed observe excellent agreement at large k1. Note that the indicative results
given in Figure 3.2(a) demonstrate that positive growth rates can persist even at
reasonably large values of k (e. g. the cutoff wavenumber in Figure 3.2(a) occurs
at k ≈ 103).6 For the indicative parameter set used in Figure 3.2, we find that
Σ+1 ≈ −87, and thus this O (102) coefficient contributes to the slow decay.
5See §3.2 for details regarding the assumptions used in computing the numerical growth rates.
6See also the discussion in §3.2.1.
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Figure 3.2: Comparison between the numerical growth rates as determined by
(3.18) and the corresponding asymptotic results for (a) Re (Σ+) and (b) Re (Σ−).
The asymptotic approximations are given by (3.29) and (3.27), respectively. Note
a semi-logarithmic plot is used in (a) for ease of comparison, with the cusp just
indicating a change in sign of the eigenvalue (delineated by the vertical dotted line).
Insets in both figures indicate the relative error (see text for explanation). Parameter
values as in Table 2.3 with χ = −λ, λ = 3.
We can also consider the case where k1 = O (1) and k2 → ∞. This analysis is
analogous to that presented above, and thus we only present the results for brevity.




















βA3 + (1− δχ) (γθB + βr′A3)







and thus the growth rates are again stabilised in this case. Finally, the linear
well-posedness of the system can be established by investigating the growth rate be-
haviour when both the downstream and cross-stream wavenumbers tend to infinity.
Following a similar analysis proposed in Baker et al. (2016b), we consider the cases
k1 = k̄, k2 = mk̄a, k̄  1 (3.32)
for some positive constants m and a.7 One then seeks an expansion for Σ of the
form
Σ = Σ0k̄p + Σ1k̄q + . . . , p > q > . . . , (3.33)
where the exponents of k̄ may now depend on a. There are three cases of interest.
• 0 < a < 1 : The k1 component dominates and one recovers the growth rates
Σ−0 and Σ+1 in (3.27) and (3.29), respectively, with k1 = k̄.
7This essentially divides k space into regions where either k1 or k2 dominates in the asymptotic
limit.
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• a > 1 : The k2 component dominates and our growth rates are given by (3.31),
with k2 = k̄a.
• a = 1 : In this case k = k̄
√
































βA3 + (1− δχ) [γθ (C +m2B) + βr′A3 (1 +m2)]




Thus the growth rates are stabilised in each case. Therefore, we can conclude that
the system is indeed linearly well-posed.
This analysis significantly adds to that carried out by Fowler & Chapwanya
(2014), where the leading order k−1 behaviour of Re (Σ+) was determined but the
growth rate was not quantified in detail. Our asymptotic analysis illustrates that
while the growth rate is stabilised in the large k limit, natural damping of high
wavenumber perturbations may only occur for very large values of k (e. g. see Figure
3.2). In anticipation of simulating the model numerically (the subject of Chapter 4),
this feature is somewhat undesirable as it suggests the system may remain unstable
to spurious high wavenumber oscillations, such as Gibbs phenomena.
Our asymptotic analysis also provides some insight into the role played by several
non-dimensional parameters in the model. For example, the growth rates (3.27) and
(3.29) underscore the importance of retaining the till squeezing coefficient β in our
governing equations. Rather unsurprisingly, we see that the diffusion terms in N
and b in (2.143b) indeed act to stabilise the system. We also find that the βr′∇b
term contributes to the stabilisation of the growth rate at leading order. However
from (3.29) it is clear that the case r′ = 0, implicit in the theory presented by Fowler
& Chapwanya (2014) and subsequently followed in Fannon et al. (2017) (see §2.5 for
reasoning), does not undermine the linear well-posedness of the models presented
therein.
We can also observe that Re (Σ+) is inversely proportional to the ice flow time
scale α, which provides justification for retaining this term when reducing the ice
flow problem (as in §2.3.3). Finally, note that the γθC term appearing in (3.29)
results from the linearisation of the effective stress term τe ∼ θ∇b in (2.143b), again
suggesting that this diffusion term acts to stabilise the problem. One conspicuous
absence in the leading order growth rate is a term proportional to γ alone, i. e. the
E coefficient (3.13). This perhaps suggests that the γ∇ · [B (τe)h∇Ψ] term, which
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at face value appears to be a diffusion term, does not act in this manner. This is
discussed in more detail in §4.3.1.3.
3.2 Growth rate analysis
Having ensured that our new stability analysis recovers previously published results
under the suitable reductions, and confirming the linear well-posedness of the model,
attention now turns to the maximal growth rates and wavenumbers predicted by the
model. Of particular interest is the latter given that one of the main criticisms of pre-
vious versions of the instability theory is that maximal growth rates were restricted
to the purely downstream direction, i. e. k2 = 0 (Schoof, 2007b). Such a limitation
would evidently preclude the formation of truly three-dimensional landforms via an
instability.
In order for the model to account for a continuum of subglacial bedforms, there
must exist some mechanism for transitioning between different landform regimes
corresponding to different maximal wavenumbers. The most obvious means of doing
so is variation in the parameters characterising the model, with variation likely
arising from different subglacial till, drainage, or ice flow conditions. The linear
stability analysis presented in §3.1 consists of 12 parameters, i. e.
ΩP = {α, σ, ū, β, γ, B, δ, χ, n, µ, θ, r′} . (3.35)
All are liable to some degree of variation, with some significantly more than others.
These parameters can be grouped according to their physical origin as follows:
(i) The ice flow parameters σ and ū. Variations in the ice depth and mean basal
velocity can be accounted for by considering changes in σ and ū, respectively,
which we anticipate can vary appreciably.
(ii) The sediment transport parameters β, γ, B, α, θ, and r′ = α−1. The parameter
α is defined in (2.40) and is approximately fixed. The parameter θ in (2.125)
principally depends on the sediment diameter Ds and the water film scale
h0, both sources of some uncertainty. As discussed in §2.5, β is inversely
proportional to a notional sediment viscosity, γ is proportional to the sediment
bedload flux, and B (τe) is the bedload transport function, all of which are
liable to significant changes.
(iii) The water thickness parameter δ. While δ represents a ratio of length scales, we
will allow for variability in this parameter owing to the uncertainty surrounding
the water film prescription.
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(iv) The basal sliding law exponent n and till internal friction coefficient µ. The
latter can be expected to change subject to the granulometry and rheological
behaviour of the glacial till, while the sliding law exponent is also subject to
some variation (Paterson, 1994, p. 153).
(v) The ice closure parameter χ. As the closure equation is the most uncertain
aspect of the model, it is natural to first consider χ as the bifurcation parameter
in our analysis of the maximal growth rates and wavenumbers. This also
follows the approach presented in Fowler & Chapwanya (2014).
This represents a 12-dimensional parameter space to consider, an exhaustive
search of which would be computationally demanding. As such, we adopt a parsi-
monious approach here and investigate the role played by each set of parameters in
turn for a limited subset of this parameter space. The motivation for the parameter
ranges considered in each case will be outlined in each relevant section. We con-
sider variations in all parameters in ΩP except for α, which, as discussed above, is
approximately the same for all bedforms. Before proceeding, it is important to note
the following assumptions which will be used throughout this section:
(i) We assume the ice closure equation derived in §2.6, i. e.
h = 1
λN




N0 = G−1 (1) = λ−1, χ = G′(N0) = −λ. (3.37)
















With the exception of §3.2.6 we assume that A′ > 0 to ensure the ribbing
instability exists in the infinite ice limit, as detailed in §3.1.1. As such we only





(iii) For the bedload transport function, we utilise Q (τe) = τme , and hence B (τe) =
τm−1e from (3.7), where m > 3 to ensure that the rilling instability exists (as
discussed in §3.1.1).
85
3.2. Growth rate analysis
(a) (b)
(c)
Figure 3.3: Contour plots of Re (Σ+) as defined by (3.18) in (k1, k2) space for (a)
λ = 3, (b) λ = 9, and (c) λ = 20. Here the parameter values, aside from λ, are those
listed in tables (2.1) and (2.3), while m = 3.5 and A, A′ are determined from their
respective base state values (3.1) and (3.38). Note that negative growth rates have
been truncated at −1, while the maximum growth rate is indicated by a black cross
in each plot.
3.2.1 Variation in λ
Let us first consider λ as the bifurcation parameter in our stability analysis. As
noted in §3.1, the stability of the system is determined by Re (Σ+), with Σ+ given
by (3.18), which we compute numerically in Matlab. In Figure 3.3 we illustrate
indicative contour plots of this growth rate in wavenumber space for various values
of λ.
One finds that for small values of λ, maximal growth rates have corresponding
wavenumber components k1 > 0 and k2 = 0 (Figure 3.3a). As such, in this regime
perturbations to the base state will form ridges perpendicular to the ice flow di-
rection which are theoretically of infinite extent in the cross-stream direction. This
instability mode corresponds to the ribbing instability discussed in §3.1.1, which
has been at the heart of the drumlin theory from the outset (Fowler, 2000), and can
be interpreted as leading to the formation of ribbed moraine. Of course in reality
ribbed moraine is not of infinite extent; one might expect that local topography and
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lithology will naturally limit their length (i. e. extent in the cross-ice direction). Thus
it is the tendency for subglacial ribs to demonstrate regular spacing in the down-ice
direction which motivates our association of this purely downstream instability (i. e.
with max [k2] = 0) with their formation.
As we increase λ, one finds that the maximal growth rates tend to move away
from the k1 axis and acquire comparable (k1, k2) components, as in Figure 3.3b. The
bedforms arising from the linear instability in this case would hence be truly three-
dimensional in nature. One can naturally interpret this regime as that responsible
for the formation of drumlins given that these bedforms are typically of comparable
length and width (as illustrated in §1.2.1). Thus this regime would suggest pattern-
ing behaviour for drumlins to occur in both the down-ice and cross-ice dimensions.
Finally, as λ increases further, maximal growth rates then tend to concentrate in the
cross-stream direction (Figure 3.3c). We expect that growth in this regime will pro-
duce regularly spaced ridges parallel to the ice flow direction. As such, this regime
can be interpreted as corresponding to the formation of MSGL.
This behaviour is illustrated in more detail in Figure 3.4, where we plot the
maximal growth rate ς and wavenumbers max [k1,2], as defined in (3.20) and (3.21),
as a function of λ. We observe that the growth rate is a monotonically decreasing
function of λ and that the cross-stream component of the instability is activated
for sufficiently large values of λ. Therefore, by varying the sole parameter λ, we
find that the maximum growth rate smoothly transitions through regimes which
can be interpreted as corresponding to ribs, drumlins, and MSGL. This provides
some evidence that the instability theory can plausibly account for the hypothesized
subglacial bedform continuum. The viability of such a mechanism will be discussed
in more detail in §3.3. Note that in Figure 3.4, we suppose that λ is bounded below
by the requirement that λ > µ/n ≈ 1.5 (for the parameter values assumed in the
caption). As discussed in §3.1.1, this ensures that the ribbing instability occurs in
the infinite ice limit, although this condition is not necessarily required for instability
in the more general finite depth case (see §3.2.6 for a discussion).
To make a tangible connection with features observed in the field, we can also
plot the same contour maps (as in Figure 3.3) as a function of the bedform length
(L) and width (W ). To do so, one can relate the non-dimensional wavenumbers
(k1, k2) to (L,W ) via8







8Thus bedform length and width are defined as one half wavelength.
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Figure 3.4: Maximal growth rate ς (a) and wavenumbers max [k1,2] (b) as a function
of λ. Parameters used as in Figure 3.3. Note that growth rates have been terminated
at 10−2 for plotting purposes.
where Λ1,2 are the (non-dimensional) wavelengths in the downstream and cross-
stream direction, respectively, and lD is the bedform length scale as in Table 2.2. We
note that the large growth rate regions indicated in Figure 3.5 compare favourably
with the the corresponding bedform morphology data for ribbed moraine (Dunlop
& Clark, 2006b), drumlins (Clark et al., 2009), and MSGL (Stokes et al., 2013b;
Spagnolo et al., 2014). For example the maximal growth rate indicated in Fig-
ure 3.5b(b) corresponds to a predicted drumlin length and width of ≈ 500 m and
≈ 400 m, respectively, and thus a typical drumlin spacing on the order of several
hundred metres (as indeed evidenced in the field, see Figure 1.5). In addition, for
the MSGL case indicated in Figure 3.5c, the maximal growth rate corresponds to a
cross-stream spacing of ≈ 300 m, in good agreement with the 330 m median obtained
by Spagnolo et al. (2014). However, one must be careful not to over-extrapolate the
stability predictions presented in figures 3.3 and 3.5 given that there are a number
of caveats to be wary of, in particular:
(i) As discussed above, contrary to the linear stability prediction in Figure 3.5a
infinitely wide ribs do not exist in nature. This analysis only provides insight
into the dominant features we expect to observe at early times in the bedform
formation process. Once we leave the linear growth regime, the structures
observed in the long-term may be rather different. Thus the stability analysis
only provides an indication into what one might expect from finite amplitude
calculations. This will be demonstrated in more detail in Chapter 4.
(ii) The results illustrated in Figure 3.5 only hold for a given combination of the
parameter set ΩP in (3.35). Thus one should be careful not to over-interpret
the coutour maps.
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(a) (b)
(c)
Figure 3.5: Contour plots of Figure 3.3 plotted in length-width parameter space.
Note the use of logarithmic axes. The maximal growth rates for λ = 9, 20 are again
indicated by a cross.
As highlighted by the high wavenumber asymptotic analysis of the growth rate
in §3.1.2, Figure 3.3 reveals the presence of positive growth rates at reasonably large
downstream and cross-stream wavenumbers. Considering these indicative contour
maps for λ = {3, 9, 20} over a larger wavenumber domain reveals that stabilisation
of Re (Σ+) only occurs at very large k (Figure 3.6). Moreover we find that as λ is
increased it appears that the ribbing instability regime, i. e. positive growth rates
with negligible k2-components, is maintained. This behaviour may be linked to the
slow asymptotic decay of the growth rate in the large k limit, i. e. Re (Σ+) ∼ k−1
as k → ∞. While this slow decay is not necessarily unphysical, from a numerical
simulation viewpoint it would be preferential if the growth rate decayed at a faster
rate, e. g. a typical diffusive decay of Re (Σ+) ∼ −k2, such that the system was not
naturally unstable to very small wavelength oscillations.
Given that the lower bound for λ is related to the sliding law parameter n and fric-
tion coefficient µ via (3.39), we have also considered the behaviour of ς and max [k1,2]
as n and µ are varied independently.9 We find that the qualitative behaviour of the
9We have considered n ∈ [0.2, 0.5], in accordance with estimates given by Paterson (1994,
p. 153), and µ ∈ [0.3, 0.7] as a reasonable range for the friction coefficient.
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(a) (b)
(c)
Figure 3.6: Contour plots of Re (Σ+) as defined by (3.18) in {k1, k2} space for (a)
λ = 3, (b) λ = 9, and (c) λ = 20 with parameter values as in Figure 3.3. Here
black denotes negative growth rates while white denotes larger growth rate regions,
defined such that Re (Σ+) ≥ ς/2. Orange denotes intermediate values. Note the use
of logarithmic axes for k1 and k2.
maximum growth rate and wavenumbers evidenced in Figure 3.4 remains unchanged
upon variation in n and µ. In particular, changing these parameters only acts to
(i) modify the lower bound for the ribbing instability as per (3.39), and
(ii) modify the range of λ for which positive maximal growth rates occur, i. e. as µ
increases, positive growth rates extend over a larger λ-range, with the opposite
behaviour observed as n increases.
Let us now perform an exploration of the other model parameters, starting with
the bedload transport function.
3.2.2 Influence of the bedload transport function
We have previously proposed in §3.2 that the bedload transport functionQ (τe) takes
the power law form τme where we assume m > 3 to ensure that the rilling instability
exists. While this is a simple choice, the exponent is relatively unconstrained. As
discussed in §2.5, we anticipate that larger values of m act to mimic the idea that
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appreciable sediment transport can only occur during stream flow or flooding events,
i. e. where the water depth is sufficiently large.
In Figure 3.7 we investigate to what extent our linear stability predictions depend
on this exponent. For the values considered here, we find that the growth rates are
independent of the choice for m, while the maximal k1 wavenumber demonstrates
some weak dependence. The maximal k2 wavenumber, on the other hand, is strongly
affected by the exponent. Indeed it is actually stabilised for increasing m, in the
sense that the ribbing instability (with k2 = 0) is sustained for larger values of λ.
This seems somewhat unintuitive given thatm reflects the efficacy of sediment trans-
port via the water film. However, this result is due to the fact that the base state
effective stress τ0 = σ < 1, and hence the base state bedload transport decreases
with increasing m. As illustrated in Figure 3.7(d), the cross-stream instability is
indeed activated at smaller values of λ for increasing values of σ, as expected.
Thus it appears that the primary effect of the bedload transport exponent is
to influence the cross-stream instability activation. However, contrary to what one
might initially anticipate, increasing m acts to shift the cross-stream activation to
larger, as opposed to smaller, values of λ.
3.2.3 Influence of the sediment flow parameters
We investigate the role played by the sediment flow parameters {β, γ, θ}. For the
latter we find that θ, which represents the downslope component of the water film
effective stress at the sediment surface (see §2.5.1), has a relatively weak influence
on the stability predictions (not shown for brevity). Large values of θ (say 10− 102
times its estimated value in Table 2.3) are found to amplify the rilling instability
mechanism, in the sense that it occurs at lower values of λ, which can be attributed
to the fact that the effective stress exerted by the water film is proportional to
this parameter. From the definition of θ in (2.125), a significant increase in this
parameter would likely need to be caused by an increase in the sediment diameter
Ds (corresponding to a transition towards more sandy till).
Of more interest, particularly from the viewpoint of simulating the model numer-
ically (see Chapter 4), is the role played by the small parameters {β, γ}, which we
now consider in detail. In Figure 3.8 we demonstrate contour plots of the maximal
growth rate and wavenumbers in {β, γ} space, over five orders of magnitude for each
parameter, for increasing values of λ. Several interesting features emerge from the
contour maps. Considering the growth rates first, Figure 3.8(a) corroborates our
understanding that β acts to quench the instability (as discussed in §3.1.2). This
feature is evidenced for each value of λ considered, with sufficiently large β removing
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Figure 3.7: Dependence of ς and max [k1,2] on variations in m (a, b, c), respectively,
for indicative parameter values. Parameters as in Table 2.3 and indicated in the
titles. (d) Variation in the maximal k2 wavenumber with increasing values of σ and
fixed m = 9.
the instability in each case. As such, given that β ∼ η−1s from (2.127), this suggests
that ‘more viscous’ till is susceptible to instability more so than ‘less viscous’ till;
a feature which appears physically intuitive. We can also observe that increasing γ
tends to dampen the growth rates, although the effect is less pronounced. This is
again in keeping with our asymptotic predictions for Re (Σ+) outlined in §3.1.2.
Considering now the maximal downstream wavenumber in Figure 3.8(b), it ap-
pears that β has a relatively weak influence on this preferential mode (provided,
of course, the flow remains unstable). The exception to this is the emergence of a
narrow band of large k1 values close to the stability threshold, evident for the cases
λ = 9 and λ = 20. Consultation with the preferential k2 wavenumber in Figure
3.8(c) reveals that this narrow band corresponds to a ribbing instability regime. As
an illustrative example of this behaviour, let us suppose we are at a point in {β, γ}
space for which we have comparable max [k1] and max [k2] values, e. g. the λ = 9
case illustrated in Figure 3.3. If we now fix γ and increase β, the maximal growth
rate starts to decrease while the maximal wavenumbers tend to transition away from
the drumlin bedform regime back to the ribbing instability, which is the last regime
present before the system is fully stabilised. This may underscore the importance of
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Figure 3.8: (a) ς, (b) max [k1], and (c) max [k2] as a function of (β, γ) for parameter
values as indicated in the titles and Table 2.3. Here we choose λ = (3, 9, 20), with
values increasing from left to right, in keeping with Figure 3.3. Note the logarithmic
scale used for both axes.
the ribbing instability in the model. Indeed, this behaviour appears to be consistent
with our observation that large growth rates in the purely downstream direction are
retained for increasing values of λ in Figure 3.6 despite the maximal growth rate
moving into different regimes.
It is evident from Figure 3.8(c) that the primary role of γ is to activate the rilling
instability, consistent with the original motivation for including bedload transport
in the model. This behaviour is evidenced for each value of λ considered and is
associated with a corresponding reduction in the maximal k1 wavenumber, as in
Figure 3.8(b). One can also note that the large k1 band mentioned in the previous
paragraph is limited to a finite range in γ. Presumably at larger values of γ the
effect of the rilling instability is amplified to such an extent that it precludes this
transition back towards the ribbing instability regime. Finally, to underscore the
role played by the parameter γ, in Figure 3.9 we illustrate the maximal growth rate
and corresponding wavenumbers where the water film bedload transport is removed
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Figure 3.9: Maximal growth rate ς (a) and wavenumbers max [k1,2] (b) as a function
of λ for γ = 3×10−3 (as in Figure 3.4) and γ = 0. All other parameters as in Figure
3.3. Note that growth rates have been terminated at 10−2 for plotting purposes.
from the model, i. e. γ = 0 (taking indicative values for all other parameters as in
Figure 3.3). The results are contrasted with those obtained for the case γ = 3×10−3
in Figure 3.4. We find that in the absence of any bedload transport, the predicted
maximal growth rate is a purely transverse mode (i. e. k2 = 0) for all values of λ
considered. Therefore for γ = 0 the linear instability can only plausibly account for
the formation of ribbed moraine, a result consistent with the conclusions of Fowler
(2010b).10
In conclusion this analysis seems to corroborate our understanding of the β and
γ parameters to date; namely that the former mainly acts to stabilise the model,
while the latter activates the cross-stream instability. The emergence of the narrow
band of ribbing instability modes may highlight the importance of this regime in
the model. However, given that we have had to fix a multitude of parameters here,
one must be careful not to over-extrapolate the findings.
3.2.4 Influence of the water thickness parameter
Our understanding of the Creyts-Schoof film introduces the water thickness param-
eter δ, i. e. the ratio of the mean water film thickness to bedform depth scale, in the
non-dimensional geometric relation (2.128) where δ ∼ 10−4 (as in Table 2.3). As
discussed in §2.7, δ is a singular parameter in the model, as small changes in s and
b can induce large changes in h. As such, it is natural to consider how our stability
predictions change upon variation of this parameter.
10It is interesting to note in this case that the most unstable perturbation being purely two-
dimensional is in keeping with what one might anticipate from Squire’s theorem. However for
γ 6= 0, the dominance of the transverse mode clearly breaks down at large λ.
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Figure 3.10: Dependence of ς and max [k1,2] on variations in δ (a, b, c), respectively,
for indicative parameter values. (d) Maximal growth rates for a refined range of
δ. The corresponding preferential wavenumbers are illustrated in Appendix B.2.
Parameters as in Table 2.3 and indicated in the titles.
Indicative results for this are illustrated in Figure 3.10. The behaviour for in-
creasing δ is somewhat more involved than for the parameters considered previously.
We can first note from Figure 3.10(a) that positive growth rates initially tend to
extend over a larger range for λ as δ increases. This behaviour is then reversed once
we reach a critical value δc, where δc ≈ 0.0225 for the parameters values consid-
ered here, as illustrated in Figure 3.10(d). In general we can observe from Figure
3.10(a) that increasing δ acts to strongly stabilise the model. The maximal k1 and
k2 wavenumbers in figures 3.10(b)-(c) demonstrate similar behaviours, i. e. both tend
to decrease in magnitude as δ increases. In particular we can note a sudden drop in
max [k1] as we increase δ beyond δc in this case (Figure 3.10(b)).
To investigate the influence of δ over a wider range of parameter values, we also
consider contour plots in {β, γ} space for fixed λ and varying δ in Figure 3.11. We
find similar conclusions to those drawn in §3.2.3; namely that β primarily acts to
stabilise the model and γ acts to activate the k2 instability. The role of δ is less
obvious, although it is clear that beyond δc the system is strongly stabilised by this
parameter. This can be reconciled to a certain extent by the fact that Σ+ ∼ δ−1
from (3.18), and thus smaller growth rates are expected as δ → 1. We also illustrate
95










































































































































































































































Figure 3.11: (a) ς, (b) max [k1], and (c) max [k2] as a function of (β, γ) for param-
eter values as indicated in the titles and Table 2.3. Here we fix λ = 3 and consider
δ = (0.005, 0.0225, 0.05), with values increasing from left to right. The correspond-
ing plots for δ = 5 × 10−4 are given in Figure 3.8. Note the logarithmic scale used
for both axes.
equivalent contour plots for λ = 9 and λ = 20 in Appendix B.2, with analogous
behaviour observed in each case.
3.2.5 Influence of the ice flow parameters
The last set of parameters to consider are those corresponding to the bulk ice flow σ
and ū, i. e. the ratio of bedform length to ice thickness and the dimensionless mean
basal velocity, respectively. While we have previously stated in §2.3.2 and §3.1 that
ū = 1 for the base state flow, in order to mimic faster or slower moving ice we now
consider variations in ū from unity. Note that ū is scaled relative to the ice velocity
scale u0 = 100 m yr−1, which we assume remains fixed. Thus ū = 2, for example,
corresponds to a base state basal velocity of 200 m yr−1. Modifying ū from unity
does not affect any of the stability calculations outlined in §3.1 (as they have been
carried out for a general ū0). In addition, we can consider varying σ in order to
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Figure 3.12: Dependence of ς and max [k1,2] on variations in σ (a, c, e) and ū
(b, d, f), respectively, for indicative parameter values. Note in (a, c, e) we assume
ū = 1. Parameters as in Table 2.3 and indicated in the titles.
mimic changes in the ice depth di, e. g. σ → 0 is the infinite ice limit. As di appears
in our choice of the basal shear stress scale (2.29), then in theory changing the ice
depth subsequently changes a variety of other parameters in the model (i. e. those
proportional to τb). We will, however, assume that all other parameters are fixed
such that we can isolate the effect attributable to σ.11 Note that the deep ice case
(σ  1) is of more physical pertinence than the shallow ice case (σ ∼ 1), and hence
we will focus more on the former.
We illustrate indicative behaviours for ς and max [k1,2] upon variation of these
11In essence this corresponds to utilising a different scaling for the basal shear stress.
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parameters in Figure 3.12. One can note that the maximal growth rates tend to
be amplified for deeper, faster-moving ice, with shallower and slower-moving ice
demonstrating the opposite effect. The influence of the ice depth on the maximal
downstream wavenumber appears rather weak, however it has a significant impact
on the activation of the rilling instability, i. e. deeper ice tends to stabilise this
mechanism, while shallower ice activates it at lower values of λ (Figure 3.13(e)).
This is most likely due to the fact that the base state bedload transport is an
increasing function of σ, i. e. B = σm−1 in the eigenvalue relation (3.18).
We observe from figures 3.13(d) and (f) that as ū increases the maximal wavenum-
bers tend to be shifted downwards, i. e. increased basal velocity appears to promote
longer wavelength landforms. This result is somewhat contrary to our expecta-
tion that, based on empirical observations, faster moving ice preferentially forms
lineations on the sediment surface (as discussed in §1.2.2). However, from con-
sideration of our linearised model in (3.8), it is clear that ū only modulates the
contribution due to ice shearing in the sediment surface evolution equation (i. e.
the ūAx term). Given that this ice shear term plays a crucial role in the ribbing
instability, as demonstrated in §3.1.1, we therefore would not anticipate increased
shearing to promote the cross-stream instability. This behaviour is also evidenced
in Figure 3.13 where we consider contour maps of ς and max [k1,2] in {σ, ū} space
for increasing values of λ. Faster, thicker ice appears to promote longer wavelength
landforms.
3.2.6 ‘Ripple’ instability
The preceding analyses have been limited to values of λ such that λ > µ/n in order
to ensure that A′ > 0, as required for the ribbing instability to exist in the infinite ice
limit (as discussed in §3.2). However, from Figure 3.4 we can note a rapid increase
in the maximal growth rate ς as we approach the lower threshold λc = µ/n. As such,
given that the model proposed herein is valid for ice of finite extent, it is natural to
investigate the behaviour of the system below this limit.
In Figure 3.14 we illustrate the behaviour of ς as λ → 0 for the indicative
parameter values previously considered in §3.2.1. One can note several interesting
features below the threshold λc (≈ 1.52 for the parameters considered here).
(i) We observe a sharp (but continuous) transition from an unstable to stable
system as λ decreases below λc. Thus the system is initially strongly stabilised
for λ < λc, corresponding to A′ < 0, in keeping with the asymptotic prediction
outlined in §3.1.1.
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Figure 3.13: (a) ς, (b) max [k1], and (c) max [k2] as a function of (σ, ū) for param-
eter values as indicated in the titles and Table 2.3. Here we choose λ = (3, 9, 20),
with values increasing from left to right, in keeping with Figure 3.3.
(ii) A discontinuous jump in ς can be observed at λ = µ, with growth rates on the












since N0 = λ−1. Thus λ < µ corresponds to the zero branch of the A (N)
function, i. e. we have A = A′ = 0 for λ < µ. These large growth rates are
associated with a zero cross-stream component (i. e. max [k2] = 0, not shown)
and large maximal downstream wavenumbers, again on the order of 102− 103
(Figure 3.14(b)).
(iii) As λ→ 0 we observe that the system is stabilised, with another sharp transi-
tion in the maximal growth rate occurring at λs ≈ 2.2×10−4 for the parameters
considered here. Stabilisation as λ → 0 is verified from consideration of the
eigenvalue problem (3.16), from which it follows that Σ ∼ −T ≤ 0 in this
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Figure 3.14: Maximal growth rate ς (a) and downstream wavenumber max [k1]
(b) for λ approaching zero and parameters as in Figure 3.4. Dots indicate distinct
values of λ considered. Figure (c) illustrates the behaviour of ς upon variation in σ.
The vertical lines indicate λc ≈ 1.52, µ = 0.5, and λs ≈ 2.2 × 10−4. Growth rates
have been truncated at 10−6 for plotting purposes, with red circles indicating values
which are less than this threshold. Note that max [k2] = 0 for all λ < µ considered
here and is hence omitted.
limit. Note also that the downstream wavenumber at λ = λs appears to jump
discontinuously.
This large growth rate, large downstream wavenumber regime for λ < µ has
not been identified in earlier versions of the instability theory, either because they
considered ice of infinite extent (Fowler, 2000, 2009), or assumed that the condition
A′ > 0 must hold for instability to occur (Fowler & Chapwanya, 2014). It can be
noted from Figure 3.14(c) that in the infinite ice limit (σ  1) we do indeed recover
that the system is fully stabilised for λ < λc. For finite ice, however, we find that for
a sufficiently large base state effective pressure N0, corresponding to a case in which
we have no deforming subglacial sediment (i. e. A = 0), a high wavenumber ribbing
instability regime can also exist. Note that the large values of k1 observed in Figure
3.14(b) are not associated with any model ill-posedness in this limit. Indeed, from
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< 0, χ 6= 0, (3.42)
and thus the model is still linearly well-posed.
The question arises as to the physical relevance of this instability regime. From
Figure 3.14 we observe growth rates and maximal wavenumbers (with max [k2] = 0)
varying between 102− 103. Thus, following (3.40), in dimensional terms this regime
appears to produce transverse ridges with spacing on the order of 2−20 m which form
over a characteristic timescale of tD/ς ∼ 0.072− 0.72 yr (using the time and length
scales in Table 2.2). As this instability occurs in the absence of any deformable
sediment, it may be attributable to the subglacial water film. As such, in analogue
to transverse ridges formed under fluvial or aeolian action, we refer to this regime
as subglacial ‘ripples’. Note, however, that the predicted spacing of these ‘ripples’
is on the order of metres, and thus several orders of magnitude larger than that
associated with water- or wind-generated ripples.
3.3 Discussion
While acknowledging that the growth rate analysis presented in §3.2 is inhibited by
the limited parameter space explored, we can tentatively draw some broad conclu-
sions:
(i) The first feature to note is that the instability theory appears to be relatively
insensitive to variations in several model parameters. In particular we find that
µ, n, m, θ, and ū have a relatively weak influence on the qualitative behaviour
of the system. Moreover, it appears that the model predictions do not crucially
depend on the specific values assumed for the three small parameters β, γ, and
δ, with no bifurcation-type behaviour observed for variations in these. Thus
the qualitative behaviour of the model appears robust to parameter tuning, a
positive feature given that many of the model parameters are loosely estimated.
(ii) It appears the primary means of transitioning away from the ribbing insta-
bility is by increasing the ice closure relation parameter λ, corroborating the
assumption implicit in the stability analysis of Fowler & Chapwanya (2014).
Physically, the transition mechanism could then be attributed to changes in
the till characteristics (see detailed discussion below).
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(iii) Assuming a fixed value of λ, our stability analysis has confirmed that increasing
the efficacy of bedload transport, i. e. the parameter γ, promotes the rilling
instability. Till squeezing, as captured by β, appears to have a relatively weak
influence on the maximal wavenumbers but is found to strongly stabilise the
system.
(iv) The role of δ in determining the growth regime is not immediately obvious,
however it is clear that δ → 1 tends to stabilise the system.
Following on from point (ii) above, the question naturally arises as to whether
significant variation in the parameter λ, which has been identified as the primary
means of transitioning between different bedform regimes in our stability analysis, is
physically viable. To elucidate this matter somewhat, let us first recall the definition




with hc the critical water depth, N0 the film-free effective pressure, τb the basal
shear stress scale, and h0 the mean water-film depth scale. Using the estimates for
the various scales given in Table 2.2, we find a notional estimate of λ ≈ 0.12. The
corresponding growth rate contour plot in Figure 3.15 illustrates that this value of
λ corresponds to the so-called ‘ripple’ regime discussed in §3.2.6, i. e. we observe a
large maximal growth rate at k1 ≈ 200, corresponding to transverse ridges with a
dimensional spacing of ≈ 10 m. Therefore in order to move into any of the ribbed
moraine/drumlins/MSGL regimes, which all occur for λ > µ/n, we must revisit
our estimate for λ. In particular, for the parameter values stated in Table 2.3, we
have shown in Figure 3.3 that the range λ ∈ [3, 20] plausibly corresponds to regimes
for ribbed moraine, drumlins, and MSGL with characteristic dimensions similar to
those observed in nature. Thus shifting to this λ-range requires an order 10 − 102
increase in our previously estimated value.
If we suppose that the stress scale is reasonably well determined, it follows from
(3.43) that an increase in λ is attributable to a change in hc, h0, and/or N0. Consid-
ering hc first, we note that Creyts & Schoof (2009) assume clast protrusions on the
sediment surface with radii ranging anywhere between 0.008− 0.256 m, with larger
boulder sizes consistent with those observed in glacial till (see e. g. Ely et al. (2017)).
As we assume the indicative value hc = 0.1 m in Table 2.1, if follows that changes
in the till clast sizes can only reasonably account for a factor of 3 increase in this
parameter. Moreover, we also anticipate that h0 ≈ 5 mm is a sensible lower bound
for the water film depth given its good agreement with the estimates of Weertman
(1969). As such we do not envision an increase in λ due to changes in this scale.
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Figure 3.15: Contour plot of Re (Σ+) as defined by (3.18) for λ = 0.12 in {k1, k2}
space. Parameter values are those used in Figure 3.3. The maximum growth rate is
indicated by a black cross.
Thus it appears that the only physically viable means of generating an order
10− 102 variation in λ is via the film-free effective pressure N0. From our estimate
of N0 in (2.137), it follows that N0 is inversely proportional to the till permeability
κ, an increase in which will thus increase λ. As mentioned in §2.6, till permeability
estimates traverse a huge range of values, i. e. 10−19 − 10−13 m2 (Fowler & Walder,
1993). Given that we assume the indicative value κ = 10−15 m2 in our estimate
for N0, it appears that an order 102 increase in λ can be accounted for by con-
sidering coarser glacial till. Therefore, under the current closure relation, the λ
mechanism for transitioning between the different subglacial regimes appears theo-
retically possible. Invoking variations in the permeability suggests that subglacial
ribs are favoured by more poorly-drained, silty soils, while lineations are promoted
by coarser, sandy till.
The identification of the ‘ripple’ instability regime is another interesting feature
of our analysis. It appears to suggest that even in the case where the base state
effective normal stress is high enough to preclude subglacial sediment deformation,
instability can still occur. At first viewing this result seems somewhat counter-
intuitive; how can the base state be unstable if the sediment is not deforming? This
quandary can be reconciled to an extent by the fact that our model also assumes
continuous bedload transport by the overlying water film. Our familiarity with
water-generated ripples in other environments (Bagnold & Taylor, 1946; Richards,
1980) suggests that the water film may be the physical mechanism responsible for
driving this instability. The large growth rates observed for these subglacial ‘ripples’
suggest that they form on a much shorter timescale than drumlins, i. e. on the order
of months, and are of a significantly smaller extent than standard ribbed moraine,
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i. e. spacings on the order of metres. However, there are a number of important
caveats to be wary of here, namely:
(i) It is plausible that the physical conditions required for this regime, i. e. a high
enough effective pressure to preclude sediment deformation, are typically not
attained in practice.
(ii) We are unaware of such features being reported in the literature.
As such, one must be careful not to over-interpret this ‘ripple’ instability. Moreover,
it may simply be the case that we are pushing the model to a regime for which it
was never designed in the first place (i. e. no subglacial sediment deformation), and
thus one must be circumspect about the model predictions in this limit.
Finally, the stability results presented in §3.2 are predicated on the closure rela-
tion (2.141) proposed in §2.6. As previously discussed, our new closure equation is
derived from consideration of the Creyts-Schoof water film, and its physical origin
differs substantially from the closure equation presented in Fowler & Chapwanya
(2014). Our revised physical understanding for this equation is thus of crucial sig-
nificance as λ plays a fundamental role in transitioning between different bedform
regimes. With that said, it is also somewhat frustrating that the closure equation
plays such an important role in our analysis as, by its very nature, it is the most
opaque aspect of the instability theory.
In conclusion, our stability results suggest that the instability theory of drum-
lin formation, as presented in Chapter 2, seems to provide a theoretically plausible
description for the genesis of ribbed moraine, drumlins, and MSGL, naturally ac-
counting for both a subglacial bedform continuum and their spatial organisation. It
is thus of immediate interest to simulate the model numerically in order to investi-




Numerical simulations of the bedform for-
mation theory
The goal of this chapter is to formulate a numerical method for simulation of the
instability theory of drumlin formation. To this end, we have created a hybrid
spectral-finite difference solver in Maltab which is capable of providing three dimen-
sional simulations of the subglacial system evolution for a restricted range of model
parameters.
This chapter is organised as follows. We first summarise previous efforts to
numerically simulate the instability theory in §4.1 before detailing our new solution
methodology in §4.2. A series of numerical tests are then carried out in §4.3 to
validate the accuracy of the solver. The main simulation results are presented in
§4.4. We conclude with a discussion of the limitations of our current numerical
method and propose potential avenues of future work in §4.5. Additional details
pertinent to this chapter are given in Appendix C.
4.1 Previous methods
While Hindmarsh (1998) and Fowler (2000) proposed the original instability theory,
they were solely concerned with its linear stability behaviour. The first attempts at
numerical simulation appear to be those outlined by Christian Schoof in his doc-
toral thesis (Schoof, 2002) and subsequently published in Schoof (2007b). This work
considered a two-dimensional formulation1 of the instability model and utilised a
1A comment on the dimensionality convention used in this chapter is necessary. By the phrase
“three-dimensional model”, we refer to a model in which the governing variables depend on two
independent spatial directions, e. g. b = b (x, y, t) for the sediment surface, but the emergent bed-
forms are three-dimensional in nature, i. e. they have length, width, and height. Similarly a “two-
dimensional model” only depends on one independent spatial variable (the downstream direction
x), but the emergent features are two-dimensional in nature, i. e. have length and height. The
acronyms 3D and 2D will hence be used to refer to the former and latter cases, respectively.
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spectral discretisation for the sediment surface evolution equation. Schoof’s simula-
tions of the full nonlinear model demonstrated that the system is indeed unstable,
with a growing basal topography evolving from an initially almost flat bed. How-
ever, these simulations were limited by the fact that cavitation (corresponding to
N = 0) was found to occur in the lee side of the largest emerging bedform, and thus
separation of the ice bed from the underlying sediment. As the model considered
therein did not account for cavitation, simulations could not be continued beyond
this point.
Schoof (2007a) proposed an extended version of the model to accommodate cav-
ity formation by utilising different basal boundary conditions for attached (N > 0)
and separated (N = 0) regions of the ice bed. In particular, it was assumed that the
ice does not transmit a shear stress to the underlying sediment in cavitated regions,
such that no sediment transport occurs there. This lead to a jump discontinuity in
the sediment flux, with a corresponding jump in the sediment surface, at the up-
stream end of the cavity, with the sediment surface in the cavity determined by the
corresponding jump condition. However, implementing these mixed basal boundary
conditions numerically is a significant challenge given that the cavity endpoints are
unknown and may evolve in time.
Fowler (2009) subsequently proposed an approximation method to handle the
problem of cavitation numerically. This iteration of the instability theory was also
two-dimensional in nature, considered ice of infinite depth, and did not model the
dynamic evolution of the subglacial drainage system, i. e. the water pressure at the
ice base pw was presumed known. This model is obtained from (2.43), (2.52), (2.53),
(2.121), (2.123), (2.128), and (A.9) under the reduction
σ,H, β, γ, δ = 0, ψ = −1, (4.1)
to yield the basal boundary conditions (all valid at z = 0)
τ = f (ū, N) = 1 + uz + wx, ū = U (τ, N) , (4.2a)
w = αst + ūsx, N = 1 + s+ ξ − 2wz, (4.2b)
and evolution equation










as given by (2.1) therein.2 The system can be simplified by Fourier transformation
and using the reduced ice flow solution (as in §2.3.4) for the transforms ξ̂, û, and ŵ.
2Here Ū (τ, N) is the function obtained by inverting (2.44) for ub. Note that Fowler (2009)
considers a separate evolution equation for the deformable sediment thickness, denoted a therein,
however here we just have a = A (N). The parameter θ appearing in (2.1)2 of Fowler (2009) is
unity under our scales.
106
4.1. Previous methods
Following Fowler (2009), one obtains
st = − [ūA (N)]x , τ = f (ū, N) , N = 1 + s− 2H [αstx + ūsxx] , (4.4)
in analogy with (2.7) therein. Here H is the Hilbert transform








and we use the fact that F (H [hx]) = − |k| F (h).
The presence of a Hilbert transform in the reduced problem naturally motivated
the use of a spectral method. Fowler (2009) proposed the following methodology for
solution:
(i) As previously detailed in §2.3, a generalised Weertman sliding law is assumed
for f (ū, N). Moreover, the mean dimensionless sliding velocity is taken to
be approximately constant for convenience, i. e. ū = 1. It thus follows from
(2.59), (2.60), and (2.124) that the deformable sediment thickness is given by









(ii) Cavitation is allowed for by extending the definition of A (N) in (4.6) to







for N > 0, A > 0 for N = 0, (4.7)
as sketched in Figure 4.1(a). This extension enables one to retain the Exner
equation for both separated and attached regions by allowing the sediment
flux to vary in such a way that N = 0 (Fowler, 2009, p. 2689). This extension
reflects the physically intuitive notion that at cavitation the basal water pres-
sure is now high enough to cause liquefaction of the till. This idea is indeed
captured by Boulton and Hindmarsh’s viscous rheology (as discussed in §1.3.2)
in which the effective till viscosity vanishes at N = 0 (see (1.1)). Moreover,
we would also anticipate that cavities can be infilled from the sides by weak
till squeezed from uncavitated regions; thus forming an effective sediment flux
in such regions.
(iii) In practice this discontinuous formulation for A (N) needs to be approximated































Figure 4.1: Indicative form of (a) A(N) as defined by (4.7) and (b) the approxi-
mation A (N) as defined by (4.8). Relevant parameter values indicated in the titles.
as a suitable continuous approximation for (4.7). An indicative plot for suitable
choices of the shape parameters ε and a1,2 is indicated in Figure 4.1(b). Note
that the limit ε → 0 recovers a similar form to the discontinuous formulation
(4.7), the parameter a1 essentially controls the severity of the asymptote at
N = 0, and the parameter a2 controls the slope of the function at N = 1. Note
that in Fowler’s 2009 model the base state effective normal stress N0 = 1, and
thus the instability criterion A′(1) = a2 − 1 − εa1 > 0 restricts the possible
choices for these parameters. Note also that the asymptote inA (N) essentially
acts to (artificially) restrict N to positive values, which (as discussed below)
aids numerical implementation.
Under these approximations, a spectral method was devised in Matlab (utilising
the in-built algorithms fft.m and ifft.m for Fourier transformation and inversion)
using a modified Euler method for time iteration. Indicative results are presented
in Figure 4.2. The system was found to evolve to a steady state in which cavitation
occurs downstream from the evolving structures, with N jumping discontinuously
at cavitated/uncavitated regions in such a way that A (N) remains constant. As the
discontinuous function N is approximated by a finite Fourier series, spurious high
wavenumber oscillations (i. e. Gibbs oscillations) are produced in the simulations.
This raises a numerical challenge as the requirement for N to remain positive places
serious constraints on numerical implementation; for example a time step of ∆t =
5×10−7 was used in the simulation illustrated in Figure 4.2. Note also that as N → 0
spurious oscillations tend to produce negative values for N in the simulation, leading
to a breakdown. Thus the location of the asymptote in the approximating function
A (N) helps to avoid this problem by limiting the approach of N to zero. Therefore





Figure 4.2: Steady state profiles obtained by Fowler (2009) for (a) the ice base
s and deformable sediment base s − αa, and (b) the effective normal stress N .
Reproduced from figures 6 and 7 therein.
These two-dimensional simulations were subsequently extended by the work of
Chapwanya et al. (2011), who considered a version of the three-dimensional, finite ice
instability theory presented in Fowler (2010a). This model pre-dated the inclusion
of the Creyts-Schoof film, and as such in uncavitated regions, associated with zero
water film depth, all water was assumed to be evacuated via Darcian flow in the
underlying sediment. Their model can be derived from (2.54), (2.124), (2.126), and
(2.128) under the limits δ, γ → 0, i. e.








τ = f (ū, N) , st +∇ ·
[
ūAı̂ − βA3 (∇N + r′∇s)
]
= 0, (4.9b)
supplemented with the reduced ice flow solution for Φ and the ice surface perturba-
tion H in (2.67), (2.69), and (2.70), i. e.
ΠĤt = ŵ
(
Ĥ, F̂ , K̂
)
, Φ̂ = Φ̂
(
Ĥ, F̂ , K̂
)
, (4.10a)
K = αst + ūsx, F = f (ū, N)− 1. (4.10b)
Finally, consideration of the groundwater flow problem yielded an additional evolu-
tion equation for N given by
Nt + r′′st = −γ∇2ψ, (4.11)
for some constants r′′ and γ. The system (4.9)-(4.11) is analogous to equations
(9)− (11) presented therein.
Given the presence of Fourier transforms in (4.10), Chapwanya et al. (2011)




Figure 4.3: Typical numerical results for (a) the ice base and (b) the effective
normal stress as obtained by Chapwanya et al. (2011). Reproduced from Figure 6
therein.
and N given in (4.9)-(4.11) are transformed to allow for spatial derivatives to be
computed in wavenumber-space. The resulting expressions are inverted to yield
ordinary differential equations (ODEs) for s, H, and N at each gridpoint in the
computational domain. These ODEs are then evolved in time using the method of
lines (MOL) technique, with Chapwanya employing a built-in ODE solver in Matlab
in practice.
The same procedure as Fowler (2009) was used in order to handle the problem
of cavitation at N = 0, i. e. the function A (N) in (4.9) was replaced by the ap-
proximation A (N) in (4.8). The authors also encountered difficulties regarding the
generation of high wavenumber oscillations in the simulations due to rapid changes
in N , with the oscillations being severe enough to cause a breakdown in the numer-
ical implementation. As such, it was necessary to introduce some means of filtering
these high wavenumber components, a commonly used approach in the spectral
community (Canuto et al., 2007, Chapter 8). This was achieved by pre-multiplying
the transform of a given variable by a filtering function
fk =
1
1 +Dk2 , (4.12)
where k =
√
k21 + k22 and D is a user-specified filtering coefficient (D = 0.2 in the
simulations carried out by Chapwanya et al. (2011)). This procedure removed spuri-
ous oscillations sufficiently to prevent breakdown of the simulation. Note, however,
that such filtering may also remove physically significant features from the simula-
tions and relies on numerical experimentation to find a suitable choice for D, i. e.
a value small enough such that the macro-scale features of the simulations remain
unchanged but is large enough such that the Gibbs oscillations are suppressed.
Indicative results for the ice base and effective normal stress are illustrated in
Figure 4.3. Perturbations to a flat base initially evolved into a system of transverse
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ridges, as predicted by the linear stability analysis for the case considered. These
features advected downstream with the ice and evolved nonlinearly, demonstrating
dislocations in the pattern and coarsening over time. The ridges were found to
persist, i. e. no breakdown into truly three-dimensional landforms was observed,
and the system did not reach a steady state in Chapwanya’s simulations. As such,
Chapwanya et al. (2011) concluded that while their model could reasonably account
for ribbed moraine formation, their simulations did not produce features akin to
drumlins or MSGL.
Finally, efforts to simulate the instability model presented by Fowler & Chap-
wanya (2014) failed entirely. As previously noted in §2.6, the presence of a ht term
in their proposed closure relation (2.135) seems to have caused additional difficulties
when simulating the model. This may be reconciled upon considering the following
argument:
(i) Equations (2.143a) and (2.143b) provide relations for the temporal derivatives
of the ice base and sediment surface, respectively.
(ii) From the geometric relation (2.143g), it follows that
ht = δ−1 (st − bt) , (4.13)
is specified from the relations for st and bt.
(iii) If the closure relation (2.135) is invoked then this equation must also be com-
patible with (4.13); a condition which may not hold in general.
In conclusion, previous attempts to numerically simulate the instability theory
have utilised purely spectral approaches with mixed success. Significant problems
are encountered regarding cavitation and the production of spurious Gibbs oscilla-
tions due to rapid changes in N . Three-dimensional simulations have demonstrated
the emergence of ribbed moraine-type features but no transition to drumlins.
4.2 Solution methodology
Cognisant of the limitations and difficulties encountered by the numerical studies
discussed in §4.1, in this section we propose a new hybrid spectral-finite difference
method to solve the instability model presented in Chapter 2. The method presented




We first briefly summarise the governing equations considered in this chapter. Fol-
lowing (2.143), the model equations consist of two evolution equations for the ice
base s and sediment surface b, i. e.
αst + ūsx = J ∗ Φ, (4.14a)




+ γ∇ · [B (τe)h∇Ψ] . (4.14b)
Here the term proportional to θ in (2.143b) has been omitted on the basis that γθ
is small. This reduction has little impact on the linear stability behaviour of the
system (as discussed in §3.2.3). Note also that, as previously highlighted in §2.5,
the term proportional to r′ in the sediment surface evolution equation is omitted in
(4.14b). This was done so in order to ensure consistency of presentation with Fowler
& Chapwanya (2014). While this is a stabilising term in the model, we find that
the reduction r′ = 0 has little impact on the linear stability predictions, while the
system remains linearly well-posed in this limit (see §3.1.2). It is important to note
that these reductions do not influence the numerical method proposed, i. e. both
terms can be easily accommodated into the scheme described below.
The evolution equations (4.14) are supplemented with an elliptic equation for











Ψ = s−N + Φ, (4.15b)











b = s− δh, (4.15e)
τe = −h∇Ψ + σhı̂, (4.15f)
Here we utilise the closure relation (2.141) for the function G (N) in (2.143f). Note
that while the dimensionless sliding velocity ū (t) is in principle determined by the
mean condition (3.2), here we invoke the same approximation as Fowler (2009) and
Chapwanya et al. (2011) and take ū to be constant.
4.2.2 Motivation
In keeping with the previous works discussed in §4.1, the presence of the Fourier
convolution in (4.14a) suggests the use of a spectral method for solution as the
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convolution is most easily dealt with this way. However, it is not immediately
obvious how one should implement the Fourier transform of the nonlinear diffusion
terms appearing in the Exner equation (4.14b), for example F (A3∇N). While the
system (4.9) considered by Chapwanya et al. (2011) also contained a similar term,






and thus assumed a constant effective diffusivity. Given that our system also con-
tains an additional nonlinear diffusion term ∼ B (τe)h∇Ψ, we wish to improve
upon this approximation procedure. Non-constant viscosity terms can be naturally
accommodated in finite difference methods, however this raises a further difficulty
regarding the discretisation of the convolution term in (4.14a), particularly so given
that the function J (xh) is only known in terms of its Fourier transform (see §2.3.4
and §2.3.4.1). As such, we propose a hybrid of the two methods, i. e. we use a spec-
tral method to solve (4.14a) and discretise (4.14b) using a finite difference method.
We follow Chapwanya et al. (2011) by using a time-splitting MOL approach for
integration, which is motivated as follows.
(i) Given that our reduced system (4.14) and (4.15) only contains two time deriva-
tives, it is natural to consider time-stepping for s and b only. These equations
will be integrated forward using the method of lines.
(ii) Thus we suppose that some initial conditions si and bi are prescribed for the
ice base and sediment surface, respectively. It follows immediately that h is
specified from the geometric relation (4.15e). Knowledge of h thus specifies N
via the closure equation (4.15d) and subsequently A (N) from (4.15c). More-
over, assuming h is known then Ψ is determined in principle from (4.15a),
which in turn yields Φ and τe from (4.15b) and (4.15f), respectively. Thus two
initial conditions for s and b are sufficient to initialise the system.
(iii) With this knowledge we can then step forward s and b to the next time step.
All additional variables at this step can be evaluated using the procedure
outlined in (ii) above. These updated auxiliary variables are then used in the
spatial discretisation of the PDEs (4.14). This thus allows us to proceed to




Our proposed hybrid spectral-finite difference numerical scheme is detailed as fol-
lows. We consider a square domain with periodic boundary conditions, which seems
appropriate in this case given that this area is intended to represent a small segment
of a much larger bedform field.3 Periodic boundary conditions are naturally handled
by discrete Fourier transforms and are convenient here as it allows us to investigate
the evolution of the system over a long period of time. The domain (x, y) ∈ [0, L]2
is discretised using a regular two-dimensional cell-centred mesh with (mx,my) grid
points in the x and y directions, respectively.
We initialise the system by perturbing (s, b) from their respective base states
(s0, b0) = (δ, 0) (as given by (3.1)). Specifically, noise is introduced by the addition
of two-dimensional Gaussian random rough surfaces to the ice base and sediment
surface, i. e.
si = δ + Cηs (x, y) , bi = 0 + Cηb (x, y) , (4.17)
where z = η (x, y) denotes the rough surface and C  δ is a dimensionless amplitude.
These random perturbations are created following the approach outlined in Garcia
& Stoll (1984) and Bergström et al. (2008), i. e. the Gaussian rough surface is given
by






, H (x, y) ∼ N (0, 1) , (4.18)
where G is a Gaussian filter with correlation length σc and H is an uncorrelated
surface created by drawing random numbers from a zero mean, unit variance nor-
mal distribution (denoted by N ). The Fourier convolution is implemented in Mat-




, where the two-
dimensional discrete Fourier transforms (and inversions) are computed using the
built-in functions fft2.m and ifft2.m, respectively. An indicative plot of a surface
produced from (4.18) is illustrated in Figure 4.4. The initial water depth is thus
hi = δ−1 (si − bi).
To determine the hydraulic potential Ψ we discretise (4.15a) by using a second-
order central difference for the nonlinear Laplacian term and a first-order backward
3Essentially we are considering an area at the base of the ice sheet interior with homogeneous




Figure 4.4: Two-dimensional Gaussian random rough surface created using (4.18)
on a square domain of side L = 10 with mx = my = 200 evenly spaced grid points
in both directions. Here the correlation length σc = 1. Shaded profile view in (a)
and corresponding contour map in (b).































where we use the notation
(f)i± 12 =
fi,j + fi±1,j
2 , (f)j± 12 =
fi,j + fi,j±1
2 , (4.20a)
(f)+x = fi+1,j − fi,j, (f)−x = fi,j − fi−1,j, (4.20b)
for a generic field f , with analogous expressions for (f)±y. Here (∆x,∆y) are the
grid spacings and i ∈ {1, . . . ,mx} and j ∈ {1, . . . ,my} are the cell-centre indexes in
(x, y), respectively. The discretisation in (4.19) yields a system of linear equations
AxΨ = bΨ, xΨ =
(
Ψ1,1,Ψ2,1, . . . ,Ψmx,1,Ψ1,2, . . . ,Ψmx,my
)T
, (4.21)
where A is the coefficient matrix, xΨ is a column vector representing the solution for
Ψ at each grid point, and bΨ is the source term. This coefficient matrix is symmetric
and its sparsity pattern is illustrated in Figure 4.5.
The use of periodic boundary conditions here results in A having the property
that each row sums to zero, and as such A is singular. The existence of a non-trivial
nullspace in this instance is due to the fact that (4.15a) only determines Ψ up to the
4Note that a backward difference is used here given that sharp gradients are anticipated in
N (and thus h), so some type of upwinding scheme for the first-order derivatives appears more
suitable than central differencing. From (2.106) and (2.144) the local wave speed ∼ 3h2 is positive,
and as such a backward difference is used.
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addition of an arbitrary constant when supplemented with periodic boundary con-
ditions. To overcome this non-uniqueness we must prescribe an additional condition
for Ψ. To do so, note that from the definition of the Fourier transform (2.61)
ĝ (k = 0, z, t) =
∫
R2
g (xh, z, t) dxh, (4.22)
and thus it follows from the convolution theorem that∫
R2



















where the derivative term vanishes due to periodicity in s and we use (4.15b). Note
also that the spatial average of the Exner equation (4.14b) yields b̄t = 0 due to
periodicity, and hence the average value of b remains constant. Using this result





+ N̄ . (4.25)
With periodic boundary conditions there is no net water flux into the domain, and
as such we can take h̄t = 0, i. e. the amount of water in the domain remains constant
in time. Note that this result is also obtained by integrating the water conservation
equation (2.106) over the domain under the proviso that the water source ω = 0.
Thus taking h̄t = 0 in (4.25) yields






where we have used the closure relation (4.15d). This mean condition then resolves
the degeneracy in Ψ.
As the coefficient matrix A is of size (mxmy ×mxmy), it will typically be very
large and sparse. As such it is more efficient to solve for Ψ using an iterative method
rather than solving the linear system directly (Saad, 2003). Given that almost all
iterative solvers in Matlab require the coefficient matrix to be square (except for
lsqr.m), we use a suitable iterative method5 to obtain Ψ from (4.21) where the
matrix A is still rank deficient. In practice the algorithm is run up to a maximum
number of iterations, I, with the iteration procedure stopped if a relative residual
5Given that the coefficient matrix A is symmetric and not necessarily positive definite, we use
the minres.m algorithm for solution. One could equivalently use symmlq.m.
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Figure 4.5: Sparsity pattern of the coefficient matrix A in (4.21) resulting from
the discretisation (4.19). Here mx = my = 10 for illustrative purposes.
norm less than 10−8 is reached before this point.6 Having obtained a solution for Ψ
we then enforce the mean condition (4.26).
Given knowledge of h and Ψ the variablesN and Φ follow algebraically as detailed
in §4.2.2 (see also the summary at the end of this section). To determine the
deformable sediment thickness we also follow the approach of Chapwanya et al.
(2011) and approximate A (N) in (4.15c) by the function A (N) in (4.8). As such
the sliding law parameters µ and n in (2.143e) no longer appear in the model. The
effective stress exerted by the water film is obtained from (4.15f) by using a second-













In keeping with the linear stability predictions detailed in §3.2 we assume that the
bedload transport function takes the form B (τe) = τm−1e , τe = |τe|, where m > 3.
This completes the specification of the auxiliary variables.
We now consider the evolution equations (4.14). For the ice base s we Fourier








6In a small number of cases this target tolerance of 10−8 may not be met. For such instances




where Ĵ is given by (2.73). As discussed previously, the discrete Fourier transforms
(and inversions) are computed in Matlab using the built-in two-dimensional fast
Fourier transform (fft2.m) and inverse fast Fourier transform (ifft2.m) functions.





[−nx, . . . , nx] , k2 =
2π
L
[−ny, . . . , ny] . (4.29)
See Appendix C.1 for further details regarding the implementation of these trans-
forms. We calculate ŝt using (4.28) and invert to yield a system of ODEs for si,j.
Here integration is carried out in the spatial domain although one can equivalently
integrate ŝt in the spectral domain.8
To update b via (4.14b), it is natural to use a flux conservative second-order













































(Bh)j+ 12 (Ψ)+y − (Bh)j− 12 (Ψ)−y
]
. (4.31)
A number of choices exist for the discretisation of the first-order derivatives Ax and
(Bh)x. Given knowledge of the issues encountered by Fowler (2009) and Chapwanya
et al. (2011) we naturally anticipate that sharp gradients in the effective normal
stress may develop in the system. As such, given that h is inversely proportional
to N from the closure relation (4.15d), we also expect sharp gradients in the water
depth. Consequently, it follows from the geometric relation (4.15e) that if h exhibits
rapid variations then s and/or b must also undergo rapid changes. As such, this
suggests some type of upwinding scheme for the first-order derivatives. However it
is not obvious in which direction this should be, and indeed we expect the local speed
to vary over the course of the simulation, e. g. A′(N) has both negative and positive
branches. To circumvent this issue, we have chosen to compute the first-order terms
spectrally using the relation
F (gx,y) = −ik1,2F (g) =⇒ gx,y = F−1 [−ik1,2F (g)] , (4.32)
7Chosen such that mx,y > 2nx,y + 1 as discussed in Appendix C.1.
8In the first case we must invert ŝt, while in the second we must invert ŝ to update the auxiliary
variables. As such, one Fourier inversion must be carried out at each time step in either case.
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for some function g (xh, t). Thus, for example, we compute the advective term in A
as
Ax = F−1 [−ik1F (A)] , (4.33)
thus providing knowledge of Ax at each grid point. An analogous expression holds
for the (Bh)x derivative. While this method appears to work well for our purposes,
it does rely on two key assumptions, namely
(i) we require periodic boundary conditions, and
(ii) the time-splitting method employed here in which our auxiliary variables are
updated separately from s and b.
As such this technique for computing the first-order derivatives would not be possible
in more standard numerical schemes. Note also that the Fourier transformation
and inversion processes required in (4.33) likely lead to an increased computational
overhead compared to more standard differencing methods.
In summary, combining (4.28), (4.30), (4.31), and (4.33) yields a system of
2mxmy ODEs given by
dsi,j
dt = (S1)i,j ,
dbi,j
dt = (S2)i,j , (4.34)














+ γ [∇ · (Bh∇Ψ)] , (4.35b)
where the second-order derivatives are determined by (4.30) and (4.31) and the
first-order terms are
Ax = F−1 [−ik1F (A)] , (Bh)x = F
−1 [−ik1F (Bh)] . (4.36)
Integration of the ODEs (4.34) is carried out using Matlab’s built-in ODE solver
ode113.m. This choice follows that also implemented by Chapwanya et al. (2011).
We have experimented with the use of other stiff ODE solvers, such as ode23s.m,
but for the relative (ER) and absolute (EA) error tolerances considered here,9 we
found ode113.m to be the most efficient. No qualitative differences in the simulation
results were observed using other ODE solvers.
At each time step in the simulation, we use the updated values of s and b to
compute the auxiliary variables using (4.15) as follows
9See tables 4.1 and 4.5.
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(i) h = δ−1 (s− b) and N = (λh)−1.
(ii) Ψ is determined from solving the linear system (4.21) and bootstrapping on
the mean condition (4.26) to ensure uniqueness.
(iii) Φ = Ψ− s+N .
(iv) A (N) = A (N) using the approximation (4.8).
(v) τe is computed using (4.27).
(vi) We take ū constant, B = τm−1e , and Ĵ as in (2.73).
The updated auxiliary variables are then used to update the source terms in (4.35)
for the next time step. It can be noted that, in contrast to Chapwanya et al. (2011),
no filtering procedure for the Fourier transforms is used here. This completes our
description of the numerical method.
4.3 Numerical diagnostics
In this section we perform a number of numerical tests to investigate the performance
and validity of the newly proposed hybrid spectral-finite difference method. Before
doing so, one should be aware of the following important assumptions regarding our
approach and the parameter values utilised in our simulations. These underpin the
results presented in both this section and in §4.4
(i) Our model equations (4.14) and (4.15) contain three critically small parame-
ters, i. e. β, γ, and δ, in the sense that their estimated values (see Table 2.3)
are several orders of magnitude smaller than the other physical parameters
appearing in the reduced system. Given that β modulates a stabilising dif-
fusive term in the model, while δ is a singular parameter, from a numerical
perspective it is natural to consider how the precise values of these parame-
ters impact on the performance and stability of our newly proposed numerical
method. This will be discussed in §4.3.1.
(ii) In this chapter we assume a fixed value for λ, i. e. λ = 1. While this approach
contrasts somewhat with the philosophy adopted in §3.2, in which variation
in λ was identified as the principal means of transitioning between different
bedform regimes, it allows us to isolate the roles played by the three small
parameters discussed in (i) above. We consider taking λ fixed as a reasonable
assumption for the initial analysis of our numerical method. The choice λ = 1
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Table 4.1: Values for the physical and numerical parameters assumed (unless in-










nx Number of Fourier modes min
[
mx
2 − 1, 128
]
I Max. iterations in Ψ solver 2000
ER Relative error in ode113 10−6
EA Absolute error in ode113 10−8
a1 Shape parameter in (4.8) 2
a2 Shape parameter in (4.8) 2
ε Shape parameter in (4.8) 0.1
is both natural and convenient here given it yields the base state value N0 = 1
from (3.37) and, correspondingly, A (N0) = 1 from (4.8). Note we assume that
A′(N0) > 0 in our simulations such that the condition
A′(N0) = a2 − 1− εa1 > 0, (4.37)
is always satisfied. The shape parameters ε and a1,2 are fixed for simplicity
(utilising the values indicated in Figure 4.1, see also Table 4.1).
(iii) For the other parameters appearing in our model, we utilise the fixed values
listed in Table 4.1 (in accordance with the estimates given in §2.7). Note
that the value of σ = 0.64 considered here differs slightly from that previously
given in Table 2.3 (although the difference is immaterial). This choice was
made in Fannon et al. (2017) simply to ensure consistency with the estimates
presented in Fowler & Chapwanya (2014). We take the base state value ū = 1
as in Fowler (2009) and Chapwanya et al. (2011). Finally, in keeping with
the lineation instability criterion, we use m = 3.5 as the bedload transport
exponent in B (τe).
For the purposes of numerical diagnostics, and to facilitate the use of high resolu-
tion grids in a timely manner, it is useful to consider the two-dimensional reduction
of our governing system (4.14) and (4.15), i. e. we suppress all dependence on the
cross-ice coordinate y such that s = s (x, t) and similarly so for the other variables.
Thus our system now takes the form
αst + ūsx = J ∗ Φ, (4.38a)


















Ψ = s−N + Φ, (4.39b)














b = s− δh, (4.39e)
τe = (−hΨx + σh) ı̂. (4.39f)
Note that the discretisation and numerical method used for (4.38) and (4.39) is
the same as that presented in §4.2.3 (with my = 1 effectively). The numerical
parameters in our two-dimensional analysis are listed in Table 4.1.
4.3.1 Parameter dependence
We first consider the roles played by the small parameters {β, γ, δ} in our simulations
by means of some illustrative examples. In order to ensure reproducibility in the
numerical tests presented below, the use of random initial conditions for (si, bi) is
not appropriate. As such, we impose the periodic sinusoidal initial conditions














where kp and np are the perturbation wavenumber and Fourier mode, respectively.
We use np = 2 in the simulations presented in this subsection to ensure no initial
self-interaction of bedforms in the down-ice direction. The value for L is motivated
by the necessity that the system is linearly unstable at k = kp. For the parameter
values considered here the choice L = 5 ensures instability in each case.10
4.3.1.1 Role of δ
The water thickness parameter δ appears in our geometric relation h = δ−1 (s− b),
has an estimated value of ≈ 5×10−4 and, as discussed in §2.7, is a singular parameter
in our model. The smallness of δ can be immediately identified as a potential
problem for our numerical scheme; errors induced when iterating s and b in time will
be amplified by the fact that h ∼ δ−1. As such, we anticipate that taking δ → 10−4
will necessitate the use of very small time steps in our numerical method in order to
10While it may seem more natural to use, say, L = 1 for these numerical tests, we find that the







































Figure 4.6: Simulation results for (a) the dimensionless sediment surface and (b)
the dimensionless water depth at different points in time. Initial condition as given
by (4.40) and parameter values as listed in Table 4.1 and indicated in the title. (c)
Profiles for s, b, and h at dimensionless time t = 6.
ensure both that h remains positive and that its average value h̄ remains constant.
Moreover, this issue is more pronounced in light of the fact that Gibbs phenomena
polluted the simulation results of Fowler (2009) and Chapwanya et al. (2011) (as a
result of rapid changes in N). Given that h ∼ N−1 here, we also anticipate rapid
changes in the water depth, and as such taking δ → 10−4 will naturally amplify any
spurious Gibbs oscillations appearing in the simulations. These arguments suggest
that δ may pose significant problems for our numerical method.
As an illustrative example, in Figure 4.6 we illustrate typical profiles for s, b,
and h for the parameter values




We use a value for β larger than its estimated value to smooth sharp gradients
in b and h (see §4.3.1.2 for more details). This choice is made so we can more
easily reconcile the effect of reducing δ. We take γ = 0 for simplicity as it plays a
secondary role in these two-dimensional simulations (see §4.3.1.3). Note the value
of δ considered here is several orders of magnitude larger than its estimated value.
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For the initial condition (4.40) the simulations typically behave as illustrated in
Figure 4.6; a small perturbation to the base state grows exponentially for a period
of time in line with the linear stability predictions (see Table 4.2 and §4.3.2 for a
comparison of the theoretical and numerical growth rates). The evolving bedforms
travel in the down-ice direction and, for these sinusoidal initial conditions, tend to
reach an approximate quasi-steady state. As we shall see in the three-dimensional
simulations (§4.4), for a random initial condition convergence towards a quasi-steady
state is not guaranteed in general.
Water is found to accumulate in the lee-side of the emerging bedforms, in line
with our initial expectations. This is consistent with the results of Fowler (2009)
and Chapwanya et al. (2011), where this increase in h downstream from the bedform
maxima was taken to represent the formation of cavities/streams there. Note, how-
ever, that in contrast to these numerical studies the water profile, and consequently
the effective normal stress N , is not piecewise constant. This is likely the result of
our Creyts-Schoof film assumption in which the water depth is allowed to smoothly
transition from bedform peaks to troughs. In this particular example the resolution
is sufficiently fine to accurately resolve the emergent features, with no Gibbs oscil-
lations apparent in the profiles. However, we emphasise that this is not a general
feature and is the by-product of using a ‘large’ value for the diffusion coefficient β.
In general sharp, shock-like surfaces can emerge as β is reduced (see §4.3.1.2 for a
discussion).
To gain some insight into the role played by the parameter δ, we now rerun this
simulation for successively smaller values of δ with the parameters β, γ, L, and mx
fixed. We take again the initial condition (4.40) and iterate up to a final time tF = 6.
Note that as the perturbation number kp is held fixed the corresponding predicted
value for ς varies with decreasing δ (see Table 4.2), and as such the simulations
will quantitatively differ. In Table 4.2 we summarise several key properties of the
simulations for varying δ. There are several important points to note.
(i) In each case the sinusoidal perturbations to the base state grow at a rate which
is in good agreement with the corresponding linear stability prediction (see ςp
and ςn in Table 4.2).11
(ii) We observe that the average values of s and h remain constant for each value
of δ considered (the latter resulting from enforcing the mean condition (4.26)).
This is a useful sanity check which indicates that the solver is behaving suit-
ably.
11The linear stability predictions given here are based on the approximating function A (N) in
(4.8). See §4.3.2 for further details.
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Table 4.2: Behaviour of the solver upon reduction in δ. Here ς, ςp, and ςn denote
the maximal, perturbation, and numerically observed growth rates (see §4.3.2), re-
spectively. The maximal and perturbation growth rates differ as the system is not
perturbed at the maximal wavenumber. We fix β = 0.1, γ = 0, L = 5, mx = 200,
and the simulation is iterated up to a final time of tF = 6. All other physical and
numerical parameters as listed in Table 4.1. Initial condition as in (4.40).
Variable δ
0.1 0.05 0.01 0.005 0.001
ς 1.26 2.99 4.95 5.13 5.26
ςp 1.24 2.21 3.16 3.28 3.38
ςn 1.30 2.28 3.24 3.36 3.47
max
t∈[0,tF ]
[h] 1.68 1.84 2.31 2.55 2.72
max
t∈[0,tF ]
[|s̄− si|] 2.2×10−16 0.8×10−16 2.0×10−16 2.9×10−16 4.0×10−16
max
t∈[0,tF ]
[∣∣∣h̄− hi∣∣∣] 1.9×10−15 2.1×10−15 2.0×10−14 1.1×10−13 7.7×10−13
Avg. ∆t 1.2× 10−4 5.1× 10−5 1.0× 10−5 5.1× 10−6 1.1× 10−6
Run time (hr) 0.06 0.19 1.94 5.88 89.1
(iii) For decreasing δ we find a proportional decrease in the average time step used
in the ODE solver. This suggests that the size of the time step necessary for
stability of the numerical method depends sensitively on the value for δ.
(iv) As such, we find that the run times of the simulations dramatically increase
as δ is reduced. In particular, despite the fact that we are considering a
two-dimensional reduction of the model with only mx = 200 gridpoints, the
δ = 10−3 simulation has a run time of ≈ 89 hours.12
The prohibitively large run time of almost four days, even for this relatively sim-
ple test case, demonstrates that reducing δ → 10−4 in the full three-dimensional
simulations is not feasible with the current numerical method. This is clearly a
shortcoming of our proposed method. By profiling the solver in Matlab, one finds
that the primary computational overhead in our scheme is the iterative method used
to solve the linear system (4.21) for Ψ. Thus increasing the efficiency of this part of
the algorithm represents a possible avenue for future development.
From a qualitative perspective, for each value of δ considered the simulations
initially behave in an analogous fashion to that described previously, i. e. exponen-
tial growth of the perturbations with accumulation of water downstream from the
12The specifications of the machine used for these simulations are described in the caption of
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Figure 4.7: (a) Maximum value of the water depth and (b) h (0, t) as function of
time for several values of δ. Initial condition as in (4.40) and simulation conditions
as described in the caption of Figure 4.6. Profiles for h (0, t) are offset vertically for
illustrative purposes and thus the vertical axis is intentionally left blank.
bedform maxima. For δ = 0.1 and 0.05 we find that the system reaches an ap-
proximate quasi-steady state, with the sediment surface and water depth profiles
travelling at an approximately constant speed downstream. However the system
demonstrates oscillatory behaviour for the smaller values of δ considered here. This
can be evidenced from Figure 4.7 where we plot (i) the maximum of h and (ii) the
inlet value of h, h (0, t), as functions of time. For δ = (0.1, 0.05) we observe constant
values for max [h] and periodic signals for h (0, t) at larger times. This is not the
case for δ = 0.01 where significant oscillations in max [h] are evident, with analogous
behaviour also found at smaller values of δ.
The oscillatory behaviour illustrated in Figure 4.7 can be reconciled upon con-
sideration of the approximating function A (N) in Figure 4.1.
(i) Note from Table 4.2 that as δ is reduced the maximum value of h attained over
the duration of the simulation is found to increase monotonically, as expected
given that h ∼ δ−1. As such, given that N = h−1 in this case, the minimum
value of N in the simulation decreases with δ.
(ii) In practice N can decrease below the local minima in A (N) at N ≈ 0.5 (for
the shape parameters assumed here, see Figure 4.1). However the asymptote
in A, coupled with the condition that h̄ must remain constant, restricts the
minimum value of N which can be attained and subsequently causes min [N ]
to increase.
(iii) The oscillations in max [h] are then caused by N successively moving to the
left and right of the local minima in A (N).
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Physically the oscillatory behaviour observed in Figure 4.7 corresponds to the move-
ment of water from one cavity/stream to another (as opposed to the constant ad-
vection downstream in the quasi-steady case, see Figure 4.6).
4.3.1.2 Role of β
We next consider the effect of the diffusion parameter β. As mentioned previously
N is anticipated to develop sharp gradients, and as β modulates the second order
derivatives in N , we expect that the precise value of β will be pivotal in smoothing
these gradients. Moreover, if we consider the reduced model in which β = γ = 0,
one can show that the evolution equations (4.14) are hyperbolic (see Appendix C.2),
and such systems are well-known to admit discontinuous solutions (LeVeque, 2002,
Chapter 11). It can also be shown (see Appendix C.2) that for β = γ = 0 the system
(i) remains linearly well-posed, and (ii) can undergo a loss of hyperbolicity if δ is
sufficiently small.
To illustrate the influence of β in our simulations, we consider an example where
this parameter is successively reduced with δ = 0.1, γ = 0 held fixed. We choose
a ‘large’ value for δ here given our discussion of this parameter in §4.3.1.1. Using
the sinusoidal initial condition (4.40), we obtain profiles for the sediment surface as
illustrated in Figure 4.8. For each case considered the grid spacing ∆x = 5/mx is
decreased by successively doubling the number of grid points. Several interesting
features can be observed.
(i) As the grid resolution increases, the surface profiles are shifted slightly down-
stream. This is particularly evident for the low resolution simulations in figures
4.8(a) and (b). This small shift is likely attributable to the fact that different
resolution simulations evolve at slightly different wave speeds during their lin-
ear growth regimes. This point is illustrated in more detail when we consider
the numerical growth rates in §4.3.2. One can note that this shift is negligible
at higher resolutions.
(ii) While the sediment surface profiles obtained as β is reduced from 0.1 to 2.5×
10−3 are qualitatively similar, we can also note the emergence of increasingly
sharp gradients in b. These shock-like surfaces, which appear to occur at both
the upstream and downstream ends of the bedforms, are clearly demonstrated
in figures 4.8(c) and (d), and are associated with significant Gibbs oscillations.
The corresponding profiles for the water depth in Figure 4.9 demonstrate anal-
ogous behaviour, where we again observe accumulation of water in troughs down-



































Figure 4.8: Profiles for the dimensionless sediment surface using successively
smaller values of β (see parameter values as indicated in the respective titles). Dif-
ferent grid resolutions are indicated by the legends. The simulation times considered
in each case correspond to approximately quasi-steady states. Initial condition given
by (4.40) and parameter values as listed in Table 4.1.
as β is reduced naturally places a restriction on the permissible grid resolutions to
ensure convergence. For example, while mx = 200 appears sufficient for β = 0.01
in Figure 4.8(b), simulations using this resolution for β = 0.005 are found to break-
down (not shown). Indeed for β = 0 we find that our numerical method fails for all
resolutions considered here. To investigate this case further, we have utilised an al-
ternative shock-capturing numerical method to simulate the two-dimensional model
for β = γ = 0. In particular we have used the semi-discrete high resolution non-
oscillatory central scheme proposed in Kurganov & Tadmor (2000). As illustrated in
Appendix C.3, we find that truly discontinuous jumps in the sediment surface and
the water depth can emerge in these simulations. The ice base s, however, remains
continuous. We also observe excellent agreement between the numerical simulations
obtained using our proposed spectral-finite difference method and the Kurganov &
















































Figure 4.9: Profiles of the dimensionless water depth corresponding to the simu-
lations illustrated in Figure 4.8.
4.3.1.3 Role of γ
Finally, while we know that the primary role of γ in the model is to activate the
cross-stream instability, here we briefly discuss its impact on the behaviour of our
numerical simulations. In stark contrast to the diffusion parameter β discussed
above, we find that taking γ → 0 has no appreciable impact on the performance of
the solver, and thus this parameter can be suitably reduced to its estimated value
of 3× 10−3 without undue difficulty.
While it appears that γ also modulates a diffusion-like term in (4.38), we find
that this term does not act to smooth discontinuities which can emerge in the system,
i. e. taking γ ‘large’ compared to its estimated value does not preclude the formation
of shocks. An example of this is illustrated in Appendix C.4. In two dimensions this
behaviour can be reconciled upon consideration of the evolution equation for Ψ in














h3 (ξ, t) dξ + E (t) , (4.42)
for arbitrary xc. Here the functions D (t) and E (t) are obtained by enforcing peri-
odicity in Ψ and the mean condition (4.26), respectively (see Appendix C.3 for more
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By substituting (4.42) into the Exner equation (4.38) we obtain
bt +
[










Therefore for this two-dimensional model we find that the second derivative term
proportional to γ does not behave diffusively and instead gives rise to an effective
advective term in the Exner equation. This helps to elucidate why increasing γ does
not have an appreciable influence on smoothing sharp gradients in b and h.
4.3.2 Convergence to theoretical growth rates
Having discussed the qualitative behaviour of the numerical simulations upon vari-
ation in the three small parameters {β, γ, δ}, we now consider more quantitative
tests to validate the accuracy of our numerical method. One means of doing so is
by comparing the behaviour of our simulations to that predicted by the linear sta-
bility analysis, i. e. provided the perturbation to the base state is sufficiently small,
the sediment surface b should initially grow exponentially and at a rate Re [Σ+]
governed by the stability analysis. In this section we test this prediction for the
two-dimensional model.
We carry out a number of simulations for different combinations of the param-
eters {β, γ, δ} corresponding to different positive maximal growth rates ς. In this
two-dimensional analysis ς is restricted to the purely downstream direction, with a
typical dispersion relation illustrated in Figure 4.10(a). We perturb the system at
the wavenumber kmax corresponding to this maximal growth rate. In order to do so,
we first estimate kmax for the parameter values of interest and choose the domain
length L such that L = 2πnp/kmax with np = 2 fixed. The initial conditions for the
system are thus (4.40) with kp = kmax.
To estimate the growth rate of the perturbations observed numerically we con-




b2 (x, t) dx, (4.45)
which should grow exponentially at early times, i. e. initially log [L2b ] should be a
linear function of time with slope given by ς. This behaviour is indeed evidenced




























Figure 4.10: (a) Indicative dispersion relation for Re (Σ+) as a function of k1 for
the two-dimensional model. Parameter values as given in the title and in Table 4.1.
(b) Corresponding logarithm of L2b (t) as defined by (4.45) for the initial condition
outlined in the text. Here L = 5.4 and the different resolutions are indicated by the
legend. (c) The slope of log [L2b ] in (b). The maximal growth rate according to the
linear stability analysis is indicated by ς and the vertical line denotes t = 1.5ς−1.
a period of time, with this exponential growth phase eventually quenched at larger
times when nonlinear processes become important. By taking the gradient of log [L2b ]
(as in Figure 4.10(c)), we observe a constant slope at early times which we can then













For exponential growth the evolution time scale for the perturbations is O (ς−1),
and this motivates our choice for the evaluation time in (4.46). This methodology
for validating the codes performance is standard practice in the computational fluid
dynamics literature, e. g. Valluri et al. (2010) and Ó Naraigh et al. (2014).
In Table 4.3 we state the numerical growth rates observed for various parameter
combinations and grid resolutions. Good agreement between ςN and the predicted
growth rates from the linear stability analysis is obtained in each case. Note that the
predicted growth rates listed in Table 4.3 are based on the approximating function
A (N) in (4.8). As such, for the shape parameters a1,2 and ε in Table 4.1, it follows
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Table 4.3: Estimates for the numerical growth rate ςN obtained for various reso-
lutions and parameter combinations. All other parameters as in Table 4.1.
β γ δ L ς ςN (for various mx)
100 200 400 800
0.01 0 0.5 5.4 0.381 0.405 0.392 0.386 0.383
0.01 0 0.25 4.1 1.336 1.389 1.361 1.347 1.340
0.01 0 0.1 2.24 6.445 6.612 6.558 6.532 6.518
0.01 0.1 0.5 5.24 0.472 0.446 0.458 0.464 0.467
0.01 0.1 0.25 3.89 1.662 1.590 1.623 1.640 1.648
0.01 0.1 0.1 1.92 7.946 7.783 7.954 8.040 8.083
that A (1) = 1 and A′ (1) = 0.8, where N0 = 1 as λ = 1 here. As illustrated in
Figure 4.10(c), upon grid refinement the estimated growth rates converge towards ς
as expected. The good agreement observed in this case provides us with confidence
in the veracity of the solver.
4.3.3 Spatial convergence
Given knowledge of the discretisation errors introduced when formulating the nu-
merical scheme described in §4.2.3, we can also consider the spatial convergence
behaviour of the solver.13 Here this convergence analysis is carried out for the full
three-dimensional problem, i. e. s = s (x, y, t) and similarly so for the other variables.
Results are also presented for the two-dimensional reduction.
While we have no analytical test case to benchmark the solver against, we can
perform an error analysis by considering the following argument. We assume a
uniform grid such that ∆x = ∆y = ∆x1. Suppose that for some generic variable f
we obtain a numerical approximation, denoted f̃ 1i,j, of its true value, denoted fi,j, at
grid point (i, j). If the spatial accuracy of our numerical method is O (∆x)q, then
to leading order one has that
f̃ 1i,j ≈ fi,j + Λi,j (∆x1)
q , (4.47)
for some constant Λi,j (which, for example, may depend on derivatives of f) inde-
pendent of the grid spacing. Similarly, for a numerical approximation f̃ 2i,j obtained
using resolution ∆x2 we have that
f̃ 2i,j ≈ fi,j + Λi,j (∆x2)
q . (4.48)
13As we are using a MOL approach in which (i) the timestep is chosen adaptively in ode113.m




Thus subtracting one obtains









If we now suppose that our resolution is successively doubled, i. e. ∆x2 = ∆x1/2,
the relative difference e1i,j [f ] is given by






Using an analogous argument for f̃ 3i,j, obtained using ∆x3 = ∆x2/2, we have






which one can generalise to





, ` ≥ 1. (4.52)







This argument holds for each grid point (i, j). As such, defining the matrix e` [f ] ={
e`i,j [f ]
}
, it follows that the relative error E`r [f ], defined as14
E`r [f ] =
‖e` [f ] ‖
‖e`+1 [f ] ‖ , (4.54)
should tend to 2q in the limit ∆x` → 0.
Given that we use a spectral method to discretise the evolution equation for s in
(4.14), it appears at first sight that one might expect our approximations for st to
demonstrate infinite order accuracy (provided that the data is sufficiently smooth,
see Kopriva (2009, p.10) and §6.4.6). However, given that st depends on variables
which have been obtained using finite difference approximations (and in particular
Ψ), one would expect the error introduced in such approximations to dominate as
the grid resolution is reduced. The discretisation methods implemented in equations
(4.19), (4.27), (4.30), and (4.31) are predominantly second-order accurate, except
for the first-order backward difference for (h3)x in (4.19). This will introduce a first-
order (i. e. q = 1) error in our solution for Ψ. Given that our ODEs for s and b
both depend on this variable, we thus expect this first-order discretisation error to
14We consider the ratio of the norms of these matrices to avoid issues regarding division by zero
when computing the relative differences e`i,j [f ].
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be evidenced in the approximations for st and bt. As such, as ∆x→ 0, we anticipate
the relative error to be given by
lim
`→∞
E`r [f ] = 2, (4.55)
for the variables f = {st, bt,Ψ}.
In order to test this prediction, we initialise the system using a sinusoidal per-
turbation analogous to (4.40), i. e.
si (x, y, t) = δ+
δ
100 cos (kpx) , bi (x, y, t) = 0+
δ




where again we take np = 2 and L = 5 without loss of generality. Using this
initial data we compute successive estimates for st, bt, and Ψ using our numerical
method and compute the relative errors E`r [f ]. These are given in Table 4.4 for a
representative parameter set. As anticipated, first-order convergence is observed for
st and Ψ. The behaviour for bt also demonstrates the correct trend, although the
decay is somewhat slower. This most likely reflects the fact that spatial derivatives
implemented in the Exner equation are second-order accurate, with the first-order
error entering only due to its dependence on Ψ. We anticipate that bt tends to 2
as the resolution is increased further. To test this hypothesis, we also illustrate the
relative errors obtained in the case where the (h3)x derivative in (4.19) is computed
using a second-order central difference, thus resulting in a scheme which is second-
order accurate (q = 2) overall. In this case we have that
lim
`→∞
E`r [f ] = 4, (4.57)
and indeed this behaviour is also evidenced. To facilitate the use of finer resolutions
we also consider the spatial convergence of the two-dimensional model in Table 4.4
(using the initial data (4.40)). This illustrates that the relative error for bt does
indeed decay to the correct asymptotic limit as ∆x is reduced.
In conclusion, the quantitative tests outlined in §4.3.2 and §4.3.3 thus give us
confidence in the veracity of the numerical solver described in §4.2.3.
4.4 Simulation results
Having investigated the behaviour of our new numerical method, we now move on
to present a number of simulation results for the full three-dimensional model. For
the results presented below we initialise the system using Gaussian random rough
surfaces, as described in §4.2.3, and use the numerical parameters listed in Table
4.5 (with physical parameters the same as those given in Table 4.1(a)). Here the
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Table 4.4: Relative errors for st, bt, and Ψ tabulated for successively halved grid
spacings ∆x` = L/mx, L = 5. Here q = 1, 2 refer to the accuracy of the spatial dis-
cretisation. Results obtained using (β, γ, δ) = (0.01, 0.003, 0.1), the initial condition
described in the text, and other relevant parameters as given in Table 4.1. Note that
to compute the relative error E`r [f ] at a given value of ` we require computations
at resolutions ` + 1 and ` + 2 (see (4.54)). This explains why the last two rows in




r [f ], q = 1 E`r [f ], q = 2 E`r [f ], q = 1 E`r [f ], q = 2
st bt Ψ st bt Ψ st bt Ψ st bt Ψ
1 16 2.20 4.04 2.08 4.03 4.08 4.21 2.26 4.04 2.08 4.08 4.08 4.21
2 32 2.09 3.87 2.02 4.01 4.02 4.05 2.20 3.87 2.02 4.02 4.02 4.05
3 64 2.04 3.49 2.01 4.00 4.01 4.01 2.06 3.49 2.01 4.01 4.01 4.01
4 128 2.02 2.84 2.00 4.00 4.00 4.00 2.03 2.84 2.00 4.00 4.00 4.00
5 256 2.00 2.30 2.00 4.00 4.00 4.00 2.01 2.30 2.00 4.00 4.00 4.00
6 512 - - - - - - 2.01 2.08 2.00 4.00 4.00 4.00
7 1024 - - - - - - 2.00 2.02 2.00 4.00 4.00 4.00
8 2048 - - - - - - 2.00 2.00 2.00 4.00 4.00 4.00
9 4096 - - - - - - - - - - - -
10 8182 - - - - - - - - - - - -
amplitude of the initial disturbances are taken to be O (10−3), corresponding to a
physical elevation variation of a few centimetres. Note that for a given parameter
combination the results presented in sections 4.4.1 and 4.4.2 represent a single real-
isation of the model. While one could carry out multiple simulations using different
random initial conditions for a fixed parameter combination, we do not follow this
approach here for several reasons.
(i) As indicated in Table 4.6, simulation times are typically on the order of several
days, and as such iteration over different initial conditions presents a significant
computational challenge.
(ii) Provided that the perturbation amplitude C in (4.17) is sufficiently small, the
system will initially evolve in line with the linear stability predictions. As such
the state of the system at the end of the linear growth regime should be rela-
tively independent of the random rough surface used as the initial condition.
Thus while some quantitative differences may exist between realisations with
different initial conditions, we anticipate that the qualitative behaviour of the
system should be largely unchanged.
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Table 4.5: Values for the numerical parameters (unless otherwise stated) in §4.4.
Values for the physical parameters assumed are listed in Table 4.1(a).
Symbol Meaning Value
mx,my Number of grid points in x, y 200, 200
nx, ny Number of Fourier modes in x, y 99, 99
I Max. iterations in Ψ solver 1400
ER Relative error in ode113 10−5
EA Absolute error in ode113 10−7
a1 Shape parameter in (4.8) 2
a2 Shape parameter in (4.8) 2
ε Shape parameter in (4.8) 0.1
σc Correlation length in initial condition (4.17) L/10
C Perturbation amplitude in initial condition (4.17) 10−3
With that said, if computational times could be significantly reduced in the future,
it may be interesting to quantify in more detail the effect (if any) of the initial
condition on the resultant bedforms.
In terms of the three critically small parameters {β, γ, δ} we consider combina-
tions of the values
β ∈ {0.05, 0.01} , γ ∈ {0.1, 0.005} , δ ∈ {0.5, 0.1} , (4.58)
with these choices motivated as follows:
(i) As illustrated in §4.3.1.2, as β is reduced increasingly sharp gradients in b and
h can form in the simulations, and thus taking β = 10−3 necessitates the use
of a very fine grid resolution for stable results. Therefore to avoid inordinately
long computational times associated with very fine meshes (as we carry out our
simulations locally), we restrict the simulations presented here to β ≥ 0.01.15
In terms of the linear stability behaviour of the system, this restriction does
not qualitatively impact on the main features predicted (see §3.2.3 and Figure
3.8, for example). In the context of our fully nonlinear simulations, one should
be cognisant that this restriction implies additional smoothing of gradients in
the evolving bedforms. However, we anticipate that the qualitative behaviour
of the system is largely unaffected. We also consider a larger value of β solely
for comparison purposes.
15This value for the lower bound is motivated by the fact that a resolution of ∆x = 0.025, the
smallest grid step considered in our three-dimensional analysis, proved sufficient for stability of the




































Figure 4.11: Variation in (a) the maximal growth rate ς and (b) the corresponding
maximal downstream wavenumber with δ. Here γ = 5×10−3 with the other param-
eters in keeping with Table 4.1. Note that the corresponding maximal cross-stream
wavenumber (not shown) is zero for each case considered. For the case β = 0.1 the
system is stabilised for δ > 0.5.
(ii) As discussed in §4.3.1.3, the parameter γ can be suitably reduced to its es-
timated value for the resolutions considered here. We take γ = 5 × 10−3 as
the lower bound in keeping with Fannon et al. (2017). A larger value is also
considered to gain some insight into how the efficacy of water transport affects
the three-dimensional results.
(iii) As illustrated in §4.3.1.1, taking the limit δ → 10−4 requires the use of ex-
tremely small time steps in the ODE solver and leads to run times which are
prohibitively long even for the reduced two-dimensional model. As such, the
simulations presented here are restricted to values of δ such that δ ≥ 0.1. This
is obviously a shortcoming of our current numerical method. For the parameter
values considered this restriction does not significantly influence the dominant
features which arise from the linear stability analysis. This is illustrated in
Figure 4.11, where ‘large’ values of δ primarily act to reduce the magnitude of
the maximal eigenvalue ς (in keeping with the behaviour observed in §3.2.4).
The bedform regime predicted, however, remains unchanged.
Despite the restricted parameter range implemented, it is anticipated that our
simulations for the cases considered can provide useful insight into the nonlinear
evolution of the instability model. Note finally that as we take λ = 1 in the simula-
tions presented below, the linear stability analysis predicts the formation of ribbed
moraine at early times. We use suitably large domain sizes in each case in order to
























Figure 4.12: (a) L2 norm of the sediment surface and (b) its gradient as a function
of time. The dotted line indicates the maximal growth rate ς in (4.59). Physical
parameters as in Table 4.1(a) and the titles while numerical parameters as listed in
Table 4.5.
4.4.1 Results: δ = 0.5
In this section we present simulation results where δ = 0.5 is held fixed. Of most
physical pertinence (given their estimated values in Table 2.3) is the case where
(β, γ, δ) = (0.01, 0.005, 0.5), and we describe in detail the qualitative behaviour of
the simulation in this case. For this particular parameter combination the linear
stability analysis predicts
ς ≈ 0.39, max [k1] ≈ 2.33, max [k2] = 0. (4.59)
Note that this small growth rate is attributable to the stabilising effect of large δ
(as illustrated in Figure 4.11). We use a domain of size L = 10 to ensure that this
maximal wavenumber can be resolved and a grid spacing of ∆x = 0.05. All of the
results presented are for non-dimensional variables.
The system initially behaves in an analogous fashion to the two-dimensional
simulations described in §4.3.1.1; the system is unstable to small perturbations and
transverse ridges emerge in the sediment surface which propagate downstream. One
can observe from Figure 4.12(a) that log [L2b ] is linear at early times, however the
rate of growth of b is somewhat less than the maximal value as predicted by the
linear stability analysis (Figure 4.12(b)). This is to be expected given that the
system is perturbed using a random rough surface, i. e. a superposition of many
different wave modes each with different growth rates, and exponential growth at ς
can only occur once the maximal mode dominates the system (Drazin, 2002, p. 32).
Here we observe that while the growth rate starts to approach ς, the system leaves
the linear instability regime before max [k1] completely dominates (as a result of
nonlinear effects becoming important).
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In Figure 4.13(a) we illustrate a bird’s-eye view of the sediment surface when
the numerical growth rate is at its maximum (which occurs at t ≈ 11).16 We
observe periodic ridges transverse to the ice flow direction (i. e. from left to right)
with a number of dislocations which break their uniformity in the cross-stream
direction. By Fourier transforming this surface we find dominant downstream and
cross-stream wavenumbers of ≈ 1.89 and ≈ 0.63 respectively, which correlate well
with the linear stability predictions (4.59). These features are quite reminiscent of
ribbed moraine and can be contrasted with the equivalent rib-like landforms obtained
in the simulations of Chapwanya et al. (2011) (see Figure 4.3(a)). A downstream
cross-section of the sediment surface (taken at the midpoint y ≈ L/2) in Figure
4.13(b) illustrates the early evolution of these ridges.
As illustrated in the subsequent snapshots (figures 4.13(c) and (d)), these ridges
then evolve nonlinearly and undergo further dislocation and coarsening (all the time
still travelling downstream). As discussed in §4.1 coarsening was previously observed
by Chapwanya et al. (2011) in which rib-like features continued to merge and increase
their width over long time scales. A key difference in our simulations is that the
cross-stream invariance of these features is broken. In particular, features which have
a dominant k1 component tend to break up to form landforms with comparable k1
and k2 components. For example, at t ≈ 40 in Figure 4.13(d) the features are truly
three-dimensional in nature with dominant k1 and k2 values of ≈ 1.26 and ≈ 1.89,
respectively. Evolving the system further in time illustrates that the landforms
can continue to coarsen and eventually form ridges in the cross-stream direction,
which are inclined to the direction of ice flow (Figure 4.13(e)). These features are
immediately reminiscent of lineations, and further iteration of the system in time
indicates that these features appear relatively stable (which is discussed in more
detail below). The cross-section in y in Figure 4.13(f) reveals the nature of these
ridges and their regularity over time. Therefore, over the course of this simulation
we observe a transition from rib-like features at early times, as a result of the linear
instability of the system, which then dislocate to form three-dimensional landforms
which subsequently coarsen into lineation-like features.
The corresponding evolution of the water film (and thus equivalently the effective
normal stress N = h−1 for λ = 1 here) is illustrated in Figure 4.14.17 As observed in
the two-dimensional simulations in §4.3.1 we find ubiquitous pooling of water in the
lee-side of the developing topography. As the bedforms coarsen to form lineation-
like features the water tends to focus into separate channels. Note, however, the
16Note that white in these contour maps denotes the base state value b = 0.



























Figure 4.13: Planform view of the non-dimensional sediment surface at times
indicated in the titles. Physical and numerical parameters as described in the caption
of Figure 4.12. Figures (b) and (f) present x and y-cross sections (taken at y ≈ L/2
and x ≈ L/2, respectively) at the times indicated by the legend.
water depth remains non-zero at the bedform maxima; a result of our continuum
distribution of the water due to the Creyts-Schoof film assumption. The emergence
of channel-like flow in the simulations is indeed evidenced when we consider the non-
dimensional water flux qw. For the assumed Poiseuille flow it follows from (2.94)
and (2.144) that






















Figure 4.14: Planform view of the non-dimensional water depth at times indicated
in the titles for the simulation presented in Figure 4.13. Superimposed is a quiver
plot illustrating the water flux qw in (4.60) where the arrows are coloured according
to the average water flux qw/qw. Figures (c) and (d) present x and y-cross sections
(taken at y ≈ L/2 and x ≈ L/2, respectively) at the times indicated by the legend.
In figures 4.14(a) and (b) we superimpose a quiver plot18 of the water flux (4.60),
with each arrow coloured according to the relative water flux qw/qw at that point. As
anticipated we find that the water flux increases downstream from the landforms, is
relatively weak over them, and is found to curve around the topography. The water
flux appears highly concentrated for the lineation-like features in Figure 4.13(b).
As noted previously, once the system reaches this lineation-like regime these
ridges appear to be relatively stable. This is likely attributable to the fact that well-
defined and separated streams develop in the valleys between sediment ridges, as
illustrated in Figure 4.15(a). The resulting profiles for the sediment surface, ice base,
and water depth are quite regular in the cross-stream direction (Figure 4.15(b)). We
find that the system appears to be quasi-stable in a similar manner to the profiles
illustrated in §4.3.1, however the features continue to propagate in the downstream
direction. Figure 4.15(b) also reveals that while the sediment surface can change
rapidly, the ice base tends to be smoothly varying. Note that the ‘lineations’ here





















Figure 4.15: (a) Planform view of the non-dimensional water depth and water flux
at t = 105. (b) Corresponding y-cross sections for the ice base, sediment surface,
and water depth at the midpoint in the domain.
are inclined to the direction of ice flow, as opposed to being parallel to it, because
there is a net lateral water flux. The use of periodic boundary conditions in the
simulations allows for such a lateral flux to develop, and it seems admissible in the
model. The inclination of the ridges may result from the use of a flat initial surface,
where in reality one might anticipate that lateral topographic variations will act to
confine the local water flow, such that the streams may become aligned with the ice
flow.
In order to assess to some degree what influence the value of β has on the qual-
itative behaviour of the three-dimensional simulations, we present a subset of these
results for the case where the parameter β is increased by a factor of five. Analo-
gous behaviour can be observed in Figure 4.16; transverse banding emerges at early
times with these bands again dislocating to form three-dimensional bedforms as the
system is evolved forward in time. These three-dimensional bedforms then coalesce
to form lineation-like features at longer times, which appear to be quasi-stable (fig-
ures 4.16(c) and (d)). Good correlation between ς, max [k1,2], and the corresponding
numerical observations is also obtained (see Table 4.6), with the slower numerical
growth rate owing to the larger value of β (as indicated in Figure 4.11).
The water film depth and water flux (Figure 4.16(e)) exhibit analogous behaviour
to that observed for the β = 0.01 case; namely we find an increase in the water depth
downstream from the emerging bedforms and the presence of stream-like features in
the system evidenced from the water flux vectors. Thus given that the qualitative
behaviour of the β = 0.01 and β = 0.05 simulations are very similar, this suggests
that the β parameter acts to (i) control the evolution time scale of the system, and
(ii) the sharpness in the gradients of the sediment surface/water depth (as discussed




























Figure 4.16: Planform view of the non-dimensional sediment surface at times in-
dicated in the titles. Physical parameters as in Table 4.1(a) and the titles, while nu-
merical parameters are listed in Table 4.5. Figure (e) illustrates the non-dimensional
water depth with superimposed water flux while (f) gives the y-cross section (taken
at x ≈ L/2) for the ice base, sediment surface, and water depth at t = 200.
lineation-like state at large times. These lineations again appear to be quasi-stable,
possibly owing to the strong channelisation of water between the sediment ridges.
One can also observe that these features are aligned at an angle to the ice flow
direction, and moreover, are now aligned differently to those observed in Figure
4.15 (i. e. they are oriented in the south-east direction as opposed to the north-east
direction). This different inclination corroborates our expectation that the alignment
of the ridges with respect to the horizontal is a by-product of the periodic boundary
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conditions assumed and the lack of lateral topographic variations to confine the
water flow.
We anticipate that the orientation of the ridges with respect to the horizontal (i. e.
north-east or south-east) at long times is relatively arbitrary, with variation between
realisations likely due to differing initial conditions and the subsequent nonlinear
evolution of the system. There appears to be no reason a priori that would preclude
the formation of lineations parallel to the ice flow direction in our simulations,
however we have not been able to provide a satisfactory numerical illustration of
this. Note that the need to ensure periodicity, and the wavelength of the emergent
lineations, will naturally restrict the possible angles the ridges can make with respect
to the downstream direction. In particular, short wavelength bedforms can have a
smaller inclination angle compared to larger wavelength features, as illustrated in
figures 4.15(a) and 4.16(d).
To conclude this section, in order to assess the influence of the bedload transport
coefficient γ in the three-dimensional simulations, we present simulation results for
the parameter combination (β, γ, δ) = (0.01, 0.1, 0.5) in Figure 4.17, i. e. the same
parameters as in Figure 4.13 with γ significantly increased. We emphasise that anal-
ogous qualitative behaviour is again observed. Transverse ridges emerge from the
linear instability at early times with corresponding maximal growth rate and down-
stream wavenumber in good correlation with the theoretical predictions (see Table
4.6). These ridges evolve nonlinearly in time to form elongated three-dimensional
bedforms which become (approximately) aligned in the direction of ice flow (figures
4.17(b) and (c)). Over the time scale considered in this simulation the bedforms
remain distinct and do not coalesce to form lineations. This is illustrated from the
oblique view of the sediment surface in Figure 4.17(e), where we observe an ‘egg-
shaped’ topography which is reminiscent of the classical depiction of drumlin fields.
Finally the water film depth and flux at the end of the simulation (Figure 4.17(d))
again illustrate the tendency for ubiquitous cavity/stream formation to occur down-
stream from the emergent topography.
4.4.2 Results: δ = 0.1
We now present our simulation results for the case where δ = 0.1 is held fixed. Of
most physical pertinence again is the parameter combination (β, γ, δ) = (0.01, 0.005, 0.1)
and this will be discussed in detail below. For this parameter combination the linear
stability analysis predicts



























Figure 4.17: Planform view of the non-dimensional sediment surface at times
indicated in the titles. Physical parameters as in Table 4.1(a) and the titles, while
numerical parameters are listed in Table 4.5. Figure (d) illustrates the water film
depth and water flux at the final simulation time considered, while (e) is an oblique
view of the sediment surface.
One can note in comparison with (4.61) that reducing δ by a factor of one fifth acts
to significantly increase the maximal growth rate and downstream wavenumber. As
2π/max [k1] ≈ 1.1 in this case, it suffices to use a domain size of L = 5 (and therefore






Figure 4.18: Planform view of (a), (c), (e) the non-dimensional sediment surface
and (b), (d), (f) corresponding water depth and flux at times indicated in the titles.
Physical parameters as in Table 4.1(a) and the titles with numerical parameters as
listed in Table 4.5.
instability.19
The system initially behaves in line with that described in the previous section.
Using L2b (t) to estimate the numerically observed growth rate we find a maximal
value of≈ 5.5 with corresponding dominant downstream and cross-stream wavenum-
bers of 6.28 and 0, respectively. These again demonstrate good correlation with the
19This is indeed evidenced in Figure 4.18(a), where the sediment surface emerging from the
linear instability consists of 4− 5 ridges perpendicular to the ice flow direction.
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predicted values (4.61).20 By plotting the sediment surface at this maximal growth
rate in Figure 4.18(a), we observe sediment ridges transverse to the ice flow direction
with heterogeneities in the cross-ice direction. The corresponding water depth and
flux profiles in Figure 4.18(b) demonstrate an approximately uniform water flow at
this early stage in the bedform evolution (owing to the fact that the bedform am-
plitude is still quite small). By evolving the system in time significant dislocation
and coarsening occurs to form three-dimensional, flow-aligned features. Over the
time scale considered in this simulation (tF = 40), the bedforms remain distinct
(although they do appear to be almost lineation-like in nature) and the subglacial
topography consists of undulating hills, as illustrated from the oblique view in Fig-
ure 4.19. The corresponding water profiles in figures 4.18(d) and (f) demonstrate
ubiquitous pooling/cavitation downstream from the drumlin-like features.
By comparing Figure 4.18 to the equivalent simulation using δ = 0.5 in §4.4.1
(see Figure 4.13), we observe that decreasing δ acts to (i) reduce the time scale
over which the bedforms evolve, (ii) increase the maximal water film depth, and
(iii) leads to increased Gibbs oscillations in the system, as evidenced from Figure
4.19. These three effects are to be expected. We know from Figure 4.11 that δ has a
strong influence on ς and thus the evolution time scale for the system. Moreover as
h ∼ δ−1 we anticipate that decreasing δ acts to increase the maximal water depth
and amplify any spurious oscillations which emerge due to sharp gradients in the
sediment surface/water depth.
As previously considered in §4.4.1, for comparison purposes we have also per-
formed an equivalent simulation using a larger value for β, i. e. β = 0.05. The
evolution of the sediment surface is illustrated in Figure 4.20, where we again find
that the system evolves over a longer time scale compared to the β = 0.01 case.
In particular one can observe that the transverse ridges emerging from the linear
stability analysis (Figure 4.20(a)) maintain their structural integrity for longer, and
at t = 10 the ridges have coarsened to form features which are quite reminiscent
of ribbed moraine observed in nature (Figure 4.20(b)). However, as observed in
all the three-dimensional simulations presented so far, by iterating the system fur-
ther in time these rib-like features eventually start to breakdown. Indeed, at the
final simulation time (Figure 4.20(c)), we find that the sediment surface consists of
distinct three-dimensional structures which are analogous in form to drumlins. The
undulating nature of the subglacial topography is again revealed by the oblique view
presented in Figure 4.20(e).
20The difference in the growth rates may again be attributed to the use to a random initial
























Figure 4.19: Oblique view of the sediment surface at t = 40 for the simulation
presented in Figure 4.18. The spikes which are discernible at the depressions of the
sediment surface correspond to Gibbs oscillations.
Finally, in Table 4.6 we summarise some of the main characteristics of the numer-
ical simulations presented in §4.4.1 and §4.4.2. These three-dimensional simulations
have run times on the order of days, even for the relatively large values of δ consid-
ered here. This severely precludes our ability to systematically analyse the behaviour
of the simulations upon parameter variation. It can also be noted from Table 4.6
that the average time step decreases with δ, as anticipated from our discussion in
§4.3.1.1.
4.5 Discussion
We conclude this chapter by providing a synopsis of the simulations presented, their
physical relevance, and some potential avenues for future work.
4.5.1 Physical interpretation
While the simulations outlined in sections 4.4.1 and 4.4.2 demonstrate differing out-
comes, which result from the nonlinear evolution of the system at different parameter
combinations, we can note some consistent, common behaviour.
(i) At early times we observe the emergence of rib-like structures which are con-
sistent with the linear stability analysis predictions. These initial features
are of small amplitude, i. e. the elevation scales are typically ∼ 0.1 ≈ 1 m in




























Figure 4.20: (a) − (c) Planform view of the non-dimensional sediment surface at
times indicated and (d) the water depth and flux at t = 40. Physical parameters as
in Table 4.1(a) and the titles with numerical parameters as listed in Table 4.5. (e)
Oblique view of the sediment surface illustrated in Figure (e).
(ii) These transverse ridges advect downstream and undergo coarsening, as illus-
trated in figures 4.20(a) and (b). This coarsening behaviour is consistent with
that also observed by Chapwanya et al. (2011) and is a common feature in
many systems involving granular flows, e. g. see Meier et al. (2008).
(iii) As the system is iterated further in time these ridges can dislocate. This may
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Table 4.6: Summary of the simulations presented in this section. Note that tL
and tF denote the time at which the perturbation growth rate is maximal and the
final simulation time, respectively. The superscript n on the quantities ς and k1,2
denote the numerically observed values at the simulation time tL. The runtime of
the simulations, the average time step, and the features observed in the sediment
surface at tF are also indicated. All simulations presented were performed locally
on a 3.2 GHz, Intel Core i5-3470 CPU, 8 GB RAM machine.
Case 1 Case 2 Case 3 Case 4 Case 5
β 0.05 0.01 0.01 0.05 0.01
γ 0.005 0.005 0.1 0.005 0.005
δ 0.5 0.5 0.5 0.1 0.1
L 10 10 10 10 5
tL, tF 30, 200 11,105 10, 180 1.3, 40 0.5, 40
ς, ςn 0.15, 0.14 0.39,0.35 0.47,0.49 2.98, 2.50 6.52, 5.50
k1, k
n
1 1.77, 1.89 2.33,1.89 2.40,2.51 3.53,3.14 5.65, 6.28
k2, k
n
2 0, 0.63 0,0.63 0,0.63 0, 0.63 0, 0
Runtime (hr) 44.4 31.1 54.5 36.4 63.2
Avg. ∆t 7.49× 10−4 7.62× 10−4 7.58× 10−4 2.72× 10−4 1.71× 10−4
Final feature Lineations Lineations 3D bedforms 3D bedforms 3D bedforms
lead to the formation of truly three-dimensional features which are ‘drumlin-
esque’ in form (see figures 4.19 and 4.20(e), for example). The time scale over
which the original transverse features breakdown appears to be linked to the
value of the till diffusion parameter β, which seems intuitively reasonable.
(iv) If the system is iterated for very large times, these drumlin-esque features can
coalesce to form lineation-like features. These appear to be quasi-stable, pos-
sibly owing to the formation of distinct water channels between the lineations.
These features may be inclined at an angle to the ice flow direction, with this
inclination resulting from a net lateral water flux which is permissible under
the periodic boundary conditions assumed in the simulations.
(v) In each case we observe ubiquitous pooling of water downstream from bedform
maxima. Our observation that water flow can localise in well-defined streams
corroborates the expectations of Kyrke-Smith & Fowler (2014).
Of particular interest is the fact that we observe a continuous transition from one
bedform type to another as the simulations progress in time. As discussed in §1.2.5,
subglacial bedforms in nature often demonstrate such smooth transitions between
different types. Therefore, from the perspective of the validity of the instability
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theory, it is somewhat encouraging that model simulations also evidence similar
behaviour. With that said, the fact that the bedforms continue to evolve over time
has an implication for any practical conclusions we might wish to make, as per the
following observations.
First, it is important to highlight that the long time scales over which the bed-
forms evolve, i. e. on the order of t ∼ 100 ≈ 7, 200 yr for the δ = 0.5 simulations in
§4.4.1,21 is an artifact of the high values of δ considered. Indeed, one can note that
the simulations for δ = 0.1 evolve over a significantly faster time scale than those
for δ = 0.5. In reality we anticipate that for smaller values of δ the time scale for
bedform evolution will be O (1), corresponding to a dimensional scale of hundreds,
as opposed to thousands, of years. Nevertheless, the bedforms do evolve over time
and it is not clear if the system will reach a quasi-steady state in general. While we
assume that the physical conditions remain constant over the lifetime of the simu-
lations, i. e. all parameters are fixed, in reality it is likely that flow conditions, such
as ice flow magnitude and flow direction, will change in time. Unfortunately, this
makes the issue of prediction something of a free-for-all. While it may be tempt-
ing to rush into performing numerical experiments in which a variety of external
conditions are varied in time, it is advisable to first focus on improving the current
numerical method before performing these experiments. Suggested avenues for such
improvements are outlined in §4.5.2.
The nonlinear evolution of the system also has an implication in terms of ac-
counting for the patterning behaviour of bedforms. The simulations presented here
take λ = 1 fixed, corresponding to a regime in which subglacial ribs are predicted to
form from the linear instability. While our results demonstrate that ribs can be pre-
served for some time (see Figure 4.20, for example), their structure eventually breaks
down. As such, this implies that a change must occur in the external flow conditions
in order to ensure preservation of ribs with a consistent, self-organised pattern. For
example, such a change may conceivably represent a cessation of ice flow motion for
a period of time. It is also interesting that the drumlin- and lineation-like features
observed in figures 4.15, 4.16(d), 4.18(e), and 4.20(c) possess some degree of spa-
tial organisation in the downstream and/or cross-stream directions. As outlined in
Chapter 3, we attribute the formation of self-organised drumlins and lineations with
the underlying linear instability of the model, however our initial results suggest that
patterned bedforms can also emerge from the nonlinear evolution of the system. As
such, it may be worthwhile to perform a weakly nonlinear stability analysis of the
model equations to investigate this matter further.
21Again this follows from the the fact that t ∼ tD ≈ 72 yr from Table 2.2.
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Finally, one can note that the horizontal dimensions of the features which emerge
in our simulations are roughly in line with those typically observed in nature, i. e.
typical bedform length and width are ∼ 1 ≈ 600 m, consistent with those described
in §1.2.1-1.2.4. Of particular interest is the bedform elevation range, which in our
simulations typically varies between ∆b ∼ 0.3−0.5 corresponding to a physical relief
of ∼ 3 − 6 m. While reasonable, this is somewhat less than the average amplitude
of ∼ 10 m observed for drumlins and subglacial ribs (Dunlop & Clark, 2006b; Clark
et al., 2009). In addition to the concerns discussed in Chapter 2, Schoof (2002,
2007a) criticised the instability theory on the basis that the onset of cavitation as
the bedforms emerged would restrict resultant bedform height to several metres, thus
precluding the theory’s ability to account for drumlins of significant relief. While
our present results are not conclusive, they appear to be consistent with Schoof’s
view, and as such this objection to the theory still has merit. One can also note
that the streams formed by the subglacial drainage system remain of millimetric
depth for each case considered, i. e. the typical maximum water depth ∼ 3 ≈ 1.5 cm.
There may be several factors contributing to this, namely:
(i) The asymptote in the approximating function A (N), and the fact that N and
h are inversely proportional (as a result of our closure relation), may naturally
limit the upper bound for h.
(ii) We impose that the average value of h remains constant in time. If we were to
include the meltwater source term in our simulations, then h̄ would linearly in-
crease in time, thus accommodating the formation of deeper streams/cavities.
From a physical perspective streams of millimetric dimensions could be taken to
represent the time average of infrequent subglacial flooding events (in line with
modelling bedload transport via the water film as a continuous process, see §2.5 for
further discussion).
4.5.2 Future work
There are several potential avenues for future development of the work presented in
this chapter. The most pressing concern is to adapt the proposed numerical method
in §4.2.3 such that simulations at more realistic values of δ become viable. Here we
suggest possible approaches which could be taken to this end.
(i) As mentioned previously, the main computational overhead associated with the
solver is the solution of the linear inhomogeneous matrix equation (4.21) for Ψ.
As such, it may be worthwhile to further consider how the solution to (4.21),
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or indeed (4.15a), could be obtained more efficiently. A potential means of
doing so may be to replace one of the degenerate rows in the coefficient matrix
A in (4.21) by the solvability condition (4.26). This would then yield a non-
singular square matrix for A, which may significantly speed up the iterative
method used to solve for Ψ.
(ii) As Gibbs phenomena pollute the simulations for decreasing δ, one could incor-
porate a suitable filtering mechanism to suppress the spurious high wavenum-
ber components. Such an approach was necessary in Chapwanya et al. (2011)
but is not required for the parameter values considered in this chapter. If one
was to use the filtering function (4.12), for example, it may require significant
experimentation to choose a suitable value for the filtering coefficient.
(iii) One could also investigate the use of alternative discretisation techniques for
the spatial derivatives in order to achieve speed up of the solver. For example,
in collaboration with Professor Michael Chapwanya (University of Pretoria),
we have experimented with the use of standard central differencing for the
first order derivatives in the Exner equation (4.14b) instead of the spectral
method given by (4.33). This has two advantages; (i) a reduced computa-
tional cost compared with Fourier transformation and inversion, and (ii) it
reduces the generation of spurious high wavenumber components emanating
from the Fourier transformation of Ax and (Bh)x. Preliminary investigations
suggest that this approach results in significantly reduced computational times
compared to the method proposed herein, and has also enabled a reduction in
δ to 0.005 in the simulations. However, the use of central differencing for these
first order terms, in a system which is known to admit discontinuous solutions
for β = 0, may be dubious, and initial convergence testing of this method has
not proved conclusive.
(iv) Ultimately simulation of the model for δ  1 may also require increased com-
putational resources, such as running the solver on a local cluster or super-
computer. However, parallelisation of the proposed scheme does not appear
immediately obvious.
There are also several possibilities for further exploratory work to be carried out
with the current solver.
(i) Simulations for alternative values of λ should be carried out. This chapter
has solely considered λ = 1 as our focus has been testing the performance of
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our newly proposed method. Varying λ would allow one to shift into different
bedform regimes emanating from the linear stability analysis.
(ii) In tandem with point (i) above, experimentation with the functional form for
A (N) could be considered. This is indeed a necessity for larger values of λ as
the base state normal effective stress N0 = λ−1 gets shifted to smaller values,
and hence A must be modified to ensure A′(N0) > 0.
(iii) One can also consider taking ū = ū (t) where ū is determined from the condi-
tion (3.2).
(iv) In this chapter we have only presented simulation results for cases where the
bedload transport parameter γ 6= 0. This was principally motivated by the
fact that γ plays a crucial role in the promotion of drumlin/lineation insta-
bility regimes, as highlighted in our linear stability calculations (see §3.2.3).
However, it may be of interest to perform additional simulations where γ = 0
in order to investigate if three-dimensional, streamlined features can emerge
as a result of the nonlinear evolution of the model in the absence of bedload
transport.
Orthogonal to this would be the implementation of an alternative numerical
method for the instability theory. Progress has already been made in this regard,
and a high-resolution shock-capturing scheme, based on that proposed by Kurganov
& Tadmor (2000), has been developed for the two-dimensional reduction of the
instability theory. Initial work presented in Appendix C.3 demonstrates excellent
quantitative agreement with the results obtained from our spectral-finite difference
solver. Extension of this solver to the three-dimensional model with γ = 0 represents
a possible path for future work. It should be noted, however, that for γ 6= 0 it appears
that the Kurganov and Tadmor scheme cannot be implemented directly. This is due
to the fact that Ψ is determined via the elliptic equation (4.15a), as opposed to an
evolution equation involving Ψt, and thus rewriting the model (4.14) and (4.15) in
a standard convection-diffusion form is not straightforward.
4.5.3 Summary
In conclusion, the results presented in this chapter demonstrate that, for a restricted
parameter range, numerical simulations of the instability theory can produce bed-
forms which are analogous in form to ribs, drumlins and, to a lesser extent, lineations.
The horizontal dimensions of these features are roughly in line with those observed in
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nature, however questions still remain as to whether the model can account for bed-
forms of significant relief. While we have only explored a limited parameter set here,
our initial findings suggest that the overall qualitative behaviour of the simulations
is largely insensitive to variations in the parameter values (β, γ, δ). Development of
the numerical method proposed in this chapter, as suggested above, will be a crucial
step towards enabling quantitative comparison between the bedforms predicted by
the instability theory and those observed in nature.
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Introduction - The µ (I)-rheology for dense
granular flows
“Is it not a strange fate that we should suffer so much fear and doubt for so small
a thing? So small a thing!”
– Boromir, from “The Breaking of the Fellowship”,
The Fellowship of the Ring, J. R.R. Tolkien
5.1 Overview
Granular materials are ubiquitous in our everyday lives. Salt, sugar, and cereal
grains form essential parts of our diets, we take medication in the form of pills,
and many of us enjoy leisurely strolls on sandy beaches (Figure 5.1). In layman’s
terms, granular materials are simply collections of macroscopic particles interacting
through contact forces. Despite this seemingly simple description, and our day-to-
day familiarity with such systems, the flow of granular media can exhibit a wide
variety of highly complex and peculiar phenomena.
Understanding the physics of granular material is of fundamental importance
given the ubiquity of such material in both industry and the natural world. Efficient
processing and mixing of powders and pills forms the bedrock of the pharmaceu-
tical industry, the agricultural and food manufacturing sectors rely heavily on the
safe handling and transportation of seeds and grains, while mining and construc-
tion companies work with granular aggregates on a daily basis. Indeed, Shinbrot
& Muzzio (2000) have estimated that US production of granular pharmaceuticals,
foodstuffs, and bulk chemicals alone totals over one trillion kilograms per year. Thus
the efficient and safe use of granular material is of paramount importance in many
sectors of the global economy.
From a wider geophysical perspective, granular materials constitute a major part
of our environment (desert dunes formed by aeolian transport of sand are particularly
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Figure 5.1: Examples of everyday granular materials.
spectacular examples). Of particular interest is the role played by this material in
destructive geophysical flows, such as snow avalanches, landslides, and pyroclastic
flows (Figure 5.2). Such flows invariably pose significant threats to local populations
and infrastructure, and frequently lead to significant loss of life (Pitman et al., 2003;
Petley, 2012). As such, a comprehensive understanding of the flow of granular
material is essential for the mitigation of risks posed by these geophysical flows.
For example, strategies for the erection of defensive structures, and the production
of terrain hazard assessments, can be benefited by an increased knowledge of the
behaviour of granular flows (Delannay et al., 2017).
Given its prevalence in industrial and geophysical applications, the study of
granular media has naturally attracted significant scientific interest from both ex-
perimentalists and modellers alike, with historical works including those from pre-
eminent scientists such as Coulomb (1773), Faraday (1831), Reynolds (1885), and
Bagnold (1954, 1956). The discipline has seen an explosion in interest over the last
three decades in particular (Aranson & Tsimring, 2006; Razis et al., 2018), fuelled in
part by the application of granular models to industrial and environmental problems,
a variety of intriguing experimentally observed phenomena, and the availability of
increased computational resources enabling more sophisticated granular flow sim-
ulations. However, despite significant progress in modelling the flow of granular
materials, a universally accepted theoretical framework for the description of such
flows, even in relatively simple geometries, has remained elusive (Jop, 2015).
The purpose of this chapter is to provide an overview of some important granular
flow properties and discuss recent advancements in the continuum modelling of
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Figure 5.2: Left: a snow avalanche at Jungeralm in Bad Gastein, Austria. Repro-
duced from Edwards et al. (2017). Right: A pyroclastic flow on Mount Sinabung,
Sumatra. Reproduced from Delannay et al. (2017).
these flows. As in the case of subglacial bedforms, the granular literature is again
extensive, and a full review of all experimental results and modelling approaches is
beyond the scope of this thesis. As such, our primary focus here is dedicated to the
so-called µ (I)-rheology for dense granular flows; a continuum model which has had
a significant impact on the field over the last two decades. Of particular interest is
a compressible formulation of this rheology, known as the CIDR model. In Chapter
6 we perform a rigorous test of the veracity of this model by using experimentally
and numerically obtained flow instability data.
This chapter is organised as follows. A brief summary of granular flow phe-
nomenology is presented in §5.2. We then give a detailed description of the origin of
the µ (I)-rheology in §5.3, providing an overview of its applications and limitations
in §5.3.5. In §5.4 we conclude this chapter by outlining the CIDR model, which is
considered in much greater detail in Chapter 6.
5.2 Phenomenology
5.2.1 Properties
Formally, one can define a granular material as a collection of a large number of
amorphous, discrete, macroscopic particles with diameters typically greater than
∼ 100µm (Forterre & Pouliquen, 2011). In nature a typical granular aggregate can
consist of irregularly shaped particles of various sizes, characterised by different me-
chanical properties (such as cohesion, roughness, and stiffness), and with interstitial
space filled by several viscous fluids (such as air and water, for example). In order
to make theoretical and modelling progress, however, one naturally considers the
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simplest possible formulation; namely a system consisting of rigid,1 spherical, cohe-
sionless particles with a particle size distribution sharply peaked at a mean diameter
d. This is the approach considered in much of the experimental and modelling lit-
erature (MiDi, 2004; Delannay et al., 2007; Forterre & Pouliquen, 2018), and is also
followed in this chapter and Chapter 6 (unless otherwise stated). The flow of steel
beads illustrated in Figure 5.3 represents a prototypical example.
The restriction of particle size d > 100µm has several important implications
for the dynamics of granular flows, namely:
(i) In contrast to classical Brownian particles or molecules, thermal agitation does
not play a role in the dynamics of the macroscopic grains, and as such they
can be considered athermal. Therefore, in order for the granular medium
to deform, external mechanical energy must be supplied to the system (Jop,
2015).
(ii) Particles interact solely through contact forces, i. e. through inter-particle fric-
tion and inelastic binary collisions. For smaller particle sizes one enters the
realm of powders where other forces, such as van der Waals forces, must be
accounted for (Li et al., 2004). The presence of inter-particle friction results
in the material possessing a static yield stress which must be overcome for the
material to deform.
From a modelling perspective, these seemingly benign properties in fact raise
a number of important difficulties. First, for most practical applications of inter-
est, a granular system typically consists of a very large number of particles. Thus
direct computational methods, such as using discrete element method (DEM) simu-
lations in which individual particle dynamics are resolved, are limited in their range
of applicability. Therefore one would naturally like to formulate a continuum, hy-
drodynamic description of these flows. However, as the constituent particles are
non-Brownian, granular systems can exist in metastable states for indefinitely long
periods of time in the absence of external agitation. As such a robust statistical
average over similar microscopic states to obtain macroscopic field equations is not
possible (Jaeger et al., 1996). Moreover the particle interactions are of a dissipative
nature, a key delineation between granular materials and standard systems consid-
ered in statistical physics (e. g. the kinetic theory of gases assumes perfectly elastic
collisions).
1By which we mean that the particles have a large Young’s modulus (representing particle




Figure 5.3: Left: Motion of steel beads at the free surface of a pile flow, qualita-
tively illustrating the solid, liquid, and gaseous regimes. Reproduced from Forterre
& Pouliquen (2008). Right: The flow of particles in an hourglass is a common ex-
ample of the transition between solid and liquid regimes. Photo credit J. S. Fannon.
Rapid dissipation of energy as a result of particle interactions can typically result
in granular systems reaching a jammed state, i. e. motion ceases and the material
reverts to a solid-like structure (Kadanoff, 1999). Jamming is a phenomenon shared
by other athermal systems (e. g. foams and glasses, Liu & Nagel (1998)), and is
frequently encountered in practical applications such as draining granular material
from a hopper (To et al., 2001). An additional problem is the lack of a separation of
scales between the macroscopic bulk flow and the constituent particles. For example,
the depth of a typical granular flow on an inclined plane is on the order of ten times
the particle diameter (see §5.3.1). As such, unlike classical fluid dynamics in which
a continuum hypothesis is generally valid, for granular material finite-size effects
and non-local interactions of particles can play an important role in the overall flow
behaviour (Forterre & Pouliquen, 2011), e. g. the hysteresis behaviour observed for
inclined plane flows in §5.3.1.
5.2.2 Flow regimes
One of the most important features of granular flows is that, depending on how
agitated the system is (i. e. the rate of deformation), they can demonstrate three
different types of flow behaviour, namely solid-, liquid-, and gas-like behaviour. An
indicative illustration of this is given in Figure 5.3. As such, granular flows are
typically classified according to the following three regimes.
(i) Quasi-static regime: The rate of deformation of the granular material is ex-
tremely slow and particle interactions are dominated by enduring frictional
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contacts. Flows of this type are typically modelled using plasticity theories
of a similar nature to those used in soil mechanics (Jackson (1983) and Hin-
richsen & Wolf (2004, Chapter 7)), and often invoke the critical-state concept,
i. e. the system evolves to a state characterised by isochoric deformation and
a constant effective friction coefficient (Schofield & Wroth, 1968).
(ii) Gaseous regime: In this case the flow is rapid, the volume fraction of solid
particles is relatively low, and particles interact primarily by binary collisions.
Models for flows of this type are typically based on kinetic theories which
are generalised to incorporate some amount of particle inelasticity (Jenkins
& Savage, 1983; Goldhirsch, 2003). Such models have been successful in de-
scribing non-trivial instability phenomena observed in several granular flow
configurations (Forterre & Pouliquen, 2002; Alam et al., 2005).
(iii) Dense inertial regime: The proverbial Goldilocks regime in which both endur-
ing frictional contacts and binary collisions are important. The flow is dense2
and demonstrates viscous, liquid-like behaviour. This regime is the most com-
monly encountered in practical applications of interest (Forterre & Pouliquen,
2008), and as such has attracted a prodigious amount of interest in the litera-
ture in recent decades. In this and the next chapter our primary focus will be
the dense granular flow regime.
While these classifications are rather intuitive the boundaries between the three
regimes are not clearly defined, and moreover, a given granular flow can demon-
strate all three regimes simultaneously (see Figure 5.3). The existence of different
flow behaviours at different deformation rates, while interesting, raises an additional
challenge from a modelling perspective. A prospective ‘universal’ theory for granu-
lar flows would need to account for behaviour observed in all three regimes. While
attempts have been made to construct models which traverse the quasi-static–dense
regimes and the dense–gaseous regimes (e. g. Jenkins (2006) and Kamrin & Koval
(2012), see also §5.4.2), it remains unclear whether a theoretical framework de-
scribing the entire range of granular phenomenology can be developed (Forterre &
Pouliquen, 2011).
5.2.3 Behaviour
As the previous discussion suggests, granular materials demonstrate a wide variety
of interesting phenomena. One particularly well-known property is the so-called
2By which we mean that the solids volume fraction is close to its maximum value.
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‘Brazil-nut’ effect; when a polydisperse granular mixture is shaken, the largest con-
stituent particles tend to rise to the top, resulting in an inverse-grading of particles
(as one commonly observes for a bag of mixed nuts or cereal, for example). This
is one example of particle-size segregation in granular flows, a much studied phe-
nomenon which is yet to be fully understood (Gray et al., 2015). Other interesting
dynamics include the formation of spatial patterning in vibrated granular mate-
rial (Aranson & Tsimring, 2006), avalanching on the slip faces of sand piles (Daerr,
2001), and the formation of free surface instabilities for granular flows (see §6.1). An
exhaustive review of this rich phenomenology is beyond the scope of this work, how-
ever, and henceforth we will restrict our interest to the development of a rheology
for dense granular flows.
5.3 µ (I)-rheology
As the dense inertial (or liquid) regime is commonly encountered in industrial and
geophysical applications, a long-standing goal in the granular literature is the for-
mation of a suitable continuum, hydrodynamic model for these flows. As such we
will treat the deforming medium as a ‘granular fluid’ of variable density ρ = ρsφ,
where ρs is the intrinsic particle density (assumed constant), and φ is the solids
volume fraction (i. e. the volume occupied by the solid particles relative to the to-
tal volume). Denoting the granular velocity field as u, the fluid is modelled using
standard conservation of mass and momentum equations,3 i. e.
∂φ
∂t




+ (u · ∇)u
)
=∇ · σ + ρsφg, (5.1)
where g is acceleration due to gravity and σ is the Cauchy stress tensor. Essential to
the modelling process is the prescription of a granular rheology for rigid cohesionless
particles, i. e. a suitable set of constitutive equations which specify σ for the granular
fluid. In this section we outline the motivation for one such recently proposed
rheology, known as the µ (I)-rheology.
5.3.1 Scaling laws for inclined plane flow
The origin of this rheology can be traced back to the pioneering work of Daerr &
Douady (1999), Pouliquen (1999), and Pouliquen & Forterre (2002) who carried out
extensive experimental studies of inclined plane flows using glass beads. A long and
3The use of such continuum equations is standard practice in the literature, see e. g. Savage
& Hutter (1989), Aranson & Tsimring (2002), and Gray et al. (2003), where the energy equation




Figure 5.4: (a) Schematic of the inclined plane geometry under consideration. Re-
produced from Forterre & Pouliquen (2008). (b) Illustration of the functions θstop (h)
(solid line) and θstart (h) (dashed line). The arrows indicate a typical experimental
run; the inclination of a static layer at point A is increased until the layer spon-
taneously avalanches (point B), leaving a uniform deposit of decreased thickness
(point C). Adapted from Pouliquen & Forterre (2002).
wide rough4 surface is inclined at an angle θ to the horizontal, with granular material
supplied at a controlled rate from a reservoir at the upstream end of the plane (see
Figure 5.4(a)). This flow configuration is particularly popular in the literature as
(i) it can be used as an analogue for geophysical flows, and (ii) it is a simple and
well-controlled system, enabling characterisation of the rheological properties of the
medium, i. e. it is a useful rheometer (Ancey et al., 1996).
For a given granular material and bed roughness conditions one finds that there
exists a range of inclinations for which steady uniform flows develop, characterised
by a constant flow depth, h, and depth-averaged downstream velocity, ū. Once
the upstream source of material is cut-off, the flow eventually comes to rest and
leaves behind a uniform deposit of thickness, hstop (θ), on the inclined plane. As the
inclination of the plane is gently increased, the uniform layer remains static until a
critical angle θc > θ is reached. At this point the layer spontaneously starts to flow
and leaves behind a uniform layer of decreased thickness hstop (θc). Figure 5.4(b)
illustrates typical experimental results for the functions θstart (h) = h−1start, which
represents the angle at which a static layer of depth h spontaneously moves, and
θstop (h) = h−1stop, which represent the angle at which a moving layer of depth h comes
to rest. The fact that these two angles are not the same illustrates that the system
is hysteretic, representing the difference between the static and dynamic friction
experienced by the material, respectively.
4Roughness is incorporated by gluing a layer of particles onto the surface.
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Based on the experimental results illustrated in Figure 5.4(b), Pouliquen &
Forterre (2002) proposed functional relationships of the form
hstop (θ) = L
(
tan θ2 − tan θ1
tan θ − tan θ1
− 1
)
, hstart (θ) = L
(
tan θ2 − tan θ1




where L and θ1,2,3 are fitting parameters (the former with units of length). Note,
for example, that the limit hstart → ∞ =⇒ θstart (∞) = θ3 corresponds to the
angle of repose of the pile (equivalent to the internal friction coefficient between the
particles), while for hstop → 0 =⇒ θstop (0) = θ2 the material accelerates and no
steady uniform flow exists. Given that θstart increases with decreasing flow thickness,
this demonstrates that the friction at the rough surface of the plane is greater than
that within the pile (Pouliquen & Renaut, 1996; Daerr, 2001).
The critical result obtained by Pouliquen (1999) was his observation of a robust
scaling law for steady uniform flows. By defining the Froude number for the flow as
Fr = ū/
√






where β is a non-dimensional constant independent of the particle size and bed
roughness condition. The same scaling behaviour has also been observed using
DEM simulations (Silbert et al., 2003). The relation (5.3) can then be used to
extract information regarding the basal friction coefficient µb experienced by the
steady flow. In particular, a force balance at the base of a representative column of
material yields the shear stress, τ, and pressure, p, as
τ = ρsφgh sin θ, p = ρsφgh cos θ, (5.4)




= tan θ. (5.5)
By combining (5.5), the scaling law (5.3), and the empirical relation (5.2), one can
obtain the dynamic basal friction coefficient µstop in terms of the flow depth and
Froude number,6 i. e.
µstop (h,Fr) = µ1 +
µ2 − µ1
1 + hβ/LFr , µi = tan θi. (5.6)
5Pouliquen’s definition of the Froude number here differs slightly from the usual convention,
see §5.3.3 for more details.
6Pouliquen (1999) and Daerr & Douady (1999) originally proposed exponential fits for the
basal friction coefficient, however the relation (5.6) proposed by Pouliquen & Forterre (2002) has
since become the standard convention.
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However, it is important to note that the relation (5.6) derives from the scaling law
(5.3) which is valid for steady uniform flows. Pouliquen (1999) thus suggested that
(5.6) only holds provided that Fr > β, corresponding to h > hstop (θ) in (5.3). For
the case of a static flow (Fr = 0), the static basal friction coefficient µstart follows
immediately from (5.2),7 i. e.
µstart (h) = µ3 +
µ2 − µ1
1 + h/L . (5.7)
The intermediate regime 0 < Fr < β cannot be probed directly as no steady flows
exist in this case. This suggests that the friction coefficient is velocity weakening
in this range, starting from the static friction (5.7) and decreasing to the minimum
value of µstop at Fr = β. Pouliquen & Forterre (2002) proposed a simple power-law
extrapolation to yield a basal friction law valid for all Froude numbers, i. e.
µb =





[µstop (h, β)− µstart (h)] + µstart (h) , 0 ≤ Fr < β,
(5.8)
for some exponent κ, which captures the hysteresis observed in Figure 5.4. This
basal friction law for inclined plane flows has been used extensively in depth-averaged
models, either in its original form above (Pouliquen & Forterre, 2002; Edwards &
Gray, 2015), or using a slightly modified formulation based on recent experimental
and numerical results (Edwards et al., 2017; Russell et al., 2019).
5.3.2 Shear cell dimensional analysis
In addition to the inclined plane flow configuration, the plane shear cell in the
absence of gravity (Figure 5.5) also acts as an important rheometer which, as we
will demonstrate below, can be used to postulate a local rheology for dense granular
flows. Here we give an exposition of this idea as originally proposed by MiDi (2004),
a seminal work in the field which collated experimental and simulation results for
dry granular flows in six different flow configurations.
Suppose that a granular material consisting of rigid particles of mean diameter
d and intrinsic density ρs is confined between two rough walls as in Figure 5.5. A
pressure P is applied to the upper wall which moves at an imposed velocity U . The
confinement pressure P is held fixed by allowing the distance between the walls,
7Technically the static friction coefficient is chosen such that friction and gravity forces on the








Figure 5.5: (a) Schematic of the plane shear flow under consideration.
H, to dynamically adjust in response to material compaction or dilatation.8 As
such, once the system reaches a steady state, the material is sheared at a constant
shear rate γ̇ = U/H and the corresponding uniform volume fraction φ is measured.
In the absence of gravity, applying conservation of momentum to the deforming
granular medium implies that the particle pressure p = P and the shear stress τ
are uniform throughout the cell. Therefore this simple flow configuration enables
a robust analysis of the granular rheology, i. e. how does the observed shear stress
depend on the imposed pressure P and the shear rate γ̇?
We assume that the system is large (H  d) and that the particles are infinitely
rigid (such that particle deformation can be ignored, Da Cruz et al. (2005)). Thus
the only length, time, and mass scales in the problem are d, γ̇−1, and ρs, respectively,
while there are only two stress variables τ and p. Application of the Buckingham
Pi Theorem implies that there are two dimensionless parameters, and therefore one
is necessarily a function of the other, i. e.
µ = τ
p
, I = γ̇d√
p/ρs
, =⇒ µ = µ (I) , τ = µ (I) p, (5.9)
where µ is the effective friction coefficient and I is the so-called inertial number.
The variable I can be interpreted as the ratio of two timescales, I = Tp/Tγ, where
Tγ = γ̇−1 and Tp = d/
√
p/ρs. Here Tγ represents the timescale for macroscopic
deformation of the flow (the time taken for one particle layer to move a distance d
relative to another) while Tp represents the timescale for microscopic rearrangement
of the particles (which follows from considering Newton’s Second Law for a sphere
under confining pressure p). Therefore I acts as a measure of how agitated the flow
8This is referred to as a pressure-imposed configuration, in which P is fixed and the volume
fraction φ is measured, and can be contrasted with the volume-imposed case in which H (and hence
φ) is fixed and P is measured (Guazzelli & Pouliquen, 2018). The latter case will be considered in
more detail in §6.5.
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is. For I → 0 the overall rate of deformation of the material is slow, and one can
associate this limit as the system approaching the quasi-static regime. Similarly
I  1, corresponding to rapid material deformation, can be identified with flow in
the gaseous regime. Jop (2015) has proposed that flows in the dense inertial regime
correspond to the range I ∈ (0.01, 0.5), although these boundaries are not sharply
delineated.
The scalar local9 rheology τ = µ (I) p in (5.9) represents a rate-dependent gen-
eralisation of classic Coulomb friction in which the effective friction coefficient is
treated as a constant. MiDi (2004) demonstrated that DEM simulations of plane
shear flows supported the veracity of this relation, and moreover, suggested that the
volume fraction could be treated as a slaved variable of I. In particular, Da Cruz
et al. (2005) and Pouliquen et al. (2006) demonstrated that for steady state plane
shear flows the volume fraction is a linear function of the inertial number, i. e.
φ = Φ (I) = φmax −BI, (5.10)
where φmax is the maximum volume fraction attainable, i. e. that corresponding to
the jamming point (Boyer et al., 2011; Trulsson et al., 2012), and B is an empirically
determined material parameter. As such, this led MiDi (2004) to propose that the
local constitutive laws
τ = µ (I) p, φ = Φ (I) , (5.11)
may also hold for non-steady dense granular flows in other flow geometries.
5.3.3 Derivation of the µ (I)-law
To derive a suitable functional form for µ (I), Jop et al. (2005) made a crucial
link between the inclined plane basal friction law discussed in §5.3.1 and the local
rheology outlined in §5.3.2. Their argument is sketched below.
Consider again a steady uniform inclined plane flow of depth h, inclination θ,
and downstream velocity u (z) as in Figure 5.4(a), where the vertical coordinate
z is normal to the inclined plane. For a unidirectional steady flow the shear rate
is given by γ̇ = du/dz and the pressure distribution is approximately hydrostatic,
i. e. p = ρsφg cos θ (h− z) with z = 0 denoting the base. We will also take φ to be
uniform over the flow depth (although this is an approximation, see §6.4.2). If we
suppose that the scaling µ = µ (I) proposed by MiDi (2004) holds, then applying
the same force balance argument as in §5.3.1 to the bulk yields µ = tan θ = µ (I).
9By ‘local’ rheology here we mean that the coefficient of friction only depends on the locally
defined values of the shear rate γ̇ and pressure p. Once the rheology depends on coupling over
space, it is ‘non-local’ (Jop, 2015). See §5.4.2 for more details.
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Thus for a fixed inclination the parameter I must be uniform across the flow depth.













h3/2 − (h− z)3/2
]
. (5.12)
The velocity profile (5.12) is often referred to as a Bagnold profile10 (Bagnold, 1954),
and is typically found to be in good agreement with experimentally observed pro-
files for thick flows (Silbert et al., 2003). By depth-averaging (5.12) we obtain an
expression for the Froude number as
Fr = ū√





using the standard convention for Fr which includes an angle dependence (Gray &
Edwards, 2014).
Now recall that for a steady uniform flow Pouliquen (1999) determined the dy-
namic basal friction law (5.6). As I is uniform over the flow depth, in order for the
µ (I)-law to be consistent with this basal friction law, we must have that
µ = µstop = µ1 +
∆µ
1 + hβ/LFr , ∆µ = µ2 − µ1. (5.14)
Therefore using (5.13) we obtain









as sketched in Figure 5.6(a) for representative parameter values. Note that the
parameters µ1,2 and I0 appearing in (5.15) will vary with the granular material and
bed roughness conditions under consideration (Pouliquen, 1999). However, Jop et al.
(2005) suggested that once these parameters are calibrated using an inclined plane
geometry (following the experimental methodology described in §5.3.1), they can be
assumed fixed for the material in question. Thus by combining the basal friction
law of Pouliquen & Forterre (2002) and the dimensional argument of MiDi (2004)
in this way, Jop et al. (2005) proposed the constitutive relations (5.15) and (5.9) as
a leading order approximation for the bulk rheology of unidirectional flows.
10More generally, the term ‘Bagnold scaling’ is used in the literature whenever a given stress
quantity (shear stress or pressure, for example) scales quadratically with the strain rate, i. e. τ ∼ γ̇2




The final step in the development of the µ (I)-rheology for dense granular flows was
to generalise the scalar constitutive laws (5.9) to a tensorial framework. This was
originally carried out by Jop et al. (2006), whose proposed model has been used
extensively in the literature. The Jop et al. (2006) model supplements the mass and
momentum conservation equations (5.1) with three constitutive relations to close
the problem:
(i) Incompressibility: Variations in the solid fraction are omitted at leading order
and the flow is assumed incompressible, i. e. φ = constant.
(ii) Alignment condition: Decomposing the Cauchy stress tensor in the standard
form
σ = −pδ + τ, (5.16)
where p is the particle pressure and δ the identity tensor, then one assumes
















where the shear stress τ = ‖τ‖ =
√
τijτij/2 is the second invariant of τ, and
similarly so for the strain rate ‖γ‖ (the Einstein summation convention is
assumed).
(iii) Yield condition: Assuming the material is deforming, the shear stress is given
by the µ (I)-rheology (5.9), where the inertial number is now defined in terms
of the strain rate tensor,11 i. e.
τ = µ (I) p, I = 2‖γ‖d√
p/ρs
, (5.18)
using the µ (I) functional form (5.15).
These constitutive relations define the incompressible µ (I)-rheology, given by




+ (u · ∇)u
)
= −∇p+∇ · (ηgγ) + ρsφg, (5.19)
where the effective granular viscosity ηg (p, ‖γ‖) = µ (I) p/‖γ‖. There are several
important points to note regarding this model.
11In (5.18) the factor of 2 arises in the inertial number as we use the standard convention for















Figure 5.6: (a) Plot of the µ (I) function (5.15) for indicative parameter values I0 =
0.28, µ1 = tan (20.9◦) (dashed line), and µ2 = tan (32.76◦) (dotted line) obtained
by Jop et al. (2005). (b) Indicative plot of the effective viscosity ηg in (5.19) as a
function of the strain rate ‖γ‖ for fixed pressure (axis scales are arbitrary and hence
omitted).
(i) The model equations (5.19) can be immediately recognised as the incompress-
ible Navier-Stokes equations for variable viscosity ηg, which is now pressure
and strain rate dependent. Variable viscosity problems can typically be han-
dled by standard incompressible flow solvers, thus strengthening the appeal of
this formulation. Note, however, that the pressure dependence in ηg can pose
difficulties for free-surface problems (Lagrée et al., 2011).
(ii) The granular viscosity ηg diverges as ‖γ‖−1 for vanishing strain rate, i. e.
‖γ‖ → 0, which ensures that the material possesses a yield stress. Indeed,
from the constitutive relation (5.18), in the limit ‖γ‖ → 0 the material de-
forms provided that τ > µ1p, where µ1 is constant. As such the granular
medium is effectively modelled as a viscoplastic, shear-thinning fluid (as ηg is
a decreasing function of the strain rate, see Figure 5.6(b)).
(iii) The model does not apply to static regions where the strain rate vanishes, i. e.
sub-yield regions where τ ≤ µ1p, and an alternative model would be required
to determine the state of stress within these parts of the material. Such cases
will not be considered in this work.
5.3.5 Applications and limitations
The development of the µ (I)-rheology has had a major impact on the granular
flow discipline,12 with the model demonstrating good quantitative agreement with
12As a crude indicator, at the time of writing the original Jop et al. (2006) paper has been cited
over 750 times (source: Web of Science).
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Figure 5.7: Indicative behaviour of a granular column collapse as obtained by
Lagrée et al. (2011). Individual particle motion is resolved via a DEM simulation
and compared to the prediction (in red) obtained from the incompressible µ (I)-
rheology (particles are coloured differently for illustrative purposes).
non-trivial flow behaviours in various geometries. Given its origin, it naturally de-
scribes steady state behaviour observed in unidirectional plane shear and inclined
plane flows (MiDi, 2004), while also quantitatively describing steady state velocity
profiles in three-dimensional heap and inclined plane flows (Jop et al., 2006; Baker
et al., 2016a). However its success extends beyond such steady state problems. For
example, Lacaze & Kerswell (2009) and Lagrée et al. (2011) have demonstrated
that even for the highly transient problem of granular column collapse, the incom-
pressible µ (I)-rheology can quantitatively capture the dynamics observed in DEM
simulations (see Figure 5.7). The model can also reasonably account for the forma-
tion of granular roll waves observed in inclined plane flows (as discussed in detail
in Chapter 6) and has been incorporated into various depth-averaged models for
highly non-trivial phenomena such as segregation-induced finger formation in bidis-
perse flows (Baker et al., 2016b) and avalanches on erodible beds (Edwards et al.,
2017).
The incompressible µ (I)-rheology is, of course, not without its limitations, and
below we highlight some of the more serious concerns regarding the model.
(i) Transition to the quasi-static regime: In the limit of slow deformation (‖γ‖ →
0), the rheology predicts that the material deforms provided τ > µ1p for
a fixed friction coefficient µ1. This Coulomb yield condition is a significant
oversimplification of the stopping dynamics, e. g. in §5.3.1 we have illustrated
that the stopping angle for a steady inclined plane flow strongly depends on
the flow thickness. Moreover, the difference between the starting (θstart (h))
and stopping (θstop (h)) angles indicates that the static and dynamic yield
conditions are distinct. A simple Coulomb yield condition does not capture
this hysteresis, a phenomenon which is also observed in other flow geometries
(MiDi, 2004; Forterre & Pouliquen, 2008).
(ii) Quasi-static flow discrepancies: Various deficiencies in describing quasi-static
flows using the µ (I)-rheology arise as a result of this simple Coulomb yield con-
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dition. One pertinent example is flow in a Couette cell (see Figure 5.8(a)), in
which a granular material confined between two concentric cylinders is sheared
by rotating the inner cylinder at a given rate. At steady state the velocity dis-
tribution decays radially from the moving wall (Figure 5.8(b)), resulting in a
region of deformation on the order of five particle diameters localised at the
shearing surface (referred to as a shear band, Mueth et al. (2000); Fenistein
& van Hecke (2003)). As the imposed shear velocity of the wall decreases the
width of the shear band is found to be rate-independent, i. e. its width remains
approximately constant for slow deformation rates (Pouliquen et al., 2006; Ko-
val et al., 2009). However, the µ (I)-rheology predicts a vanishingly thin layer
of deformation, localised at the moving wall, as the imposed deformation rate
approaches the yield condition τ > µ1p. As such, the model cannot account
for the finite thickness of shear bands observed in quasi-static flows.
(iii) Ill-posedness: Finally, from a modelling perspective, the issue of most grave
concern is the fact that the incompressible µ (I)-rheology is in fact ill-posed.
Schaeffer (1987) originally demonstrated that for a rate-independent Coulomb
material, i. e. replacing (5.18) by τ = µsp with µs constant, the continuum
equations for dense granular flows are ill-posed. Barker et al. (2015) have
generalised this result by demonstrating that the model (5.19) is ill-posed at
sufficiently small and large values of the inertial number, i. e. small-wavelength
perturbations to the system grow without bound as their wavelength tends to
zero. This is known as Hadamard instability (Joseph & Saut, 1990), a classic
example of which is the Kelvin-Helmholtz instability for interfacial waves in
the absence of surface tension. Ill-posedness in the sense of Hadamard spells
disaster on two fronts; it is typically a hallmark that some important physical
processes have been omitted from the model (Fowler, 1997, p.280), and it
leads to grid-dependent (and hence non-physical) numerical simulations (see
Woodhouse et al. (2012) and Martin et al. (2017) for illustrative examples). It
is interesting that the ill-posed regions essentially correspond to flows in the
quasi-static and gaseous regimes, which seems intuitively reasonable as the
model was originally derived using results from steady dense granular flows.
Despite the success of the incompressible µ (I)-rheology, the problem of ill-
posedness necessitates the formulation of an alternative, regularised model.
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Figure 5.8: Left: Illustration of the Couette cell geometry. Granular material is
confined between the two rough cylinders and the inner wall moves at a given rate,
setting up a shear profile in the material. Reproduced from Forterre & Pouliquen
(2008). Right: Indicative steady state velocity profiles (normalised with respect to
the wall velocity Vw) as a function of distance from the wall (normalised with respect
to particle diameter d). Adapted from MiDi (2004).
5.4 Beyond incompressible µ (I)
There have been various efforts in the literature to develop a regularised model for
dense granular flows, i. e. that which does not suffer from Hadamard instability, in
light of the work of Barker et al. (2015). For example, by using alternative functional
forms for µ (I) to that given by (5.15), Barker & Gray (2017) demonstrated that the
ill-posed region at low inertial numbers can be removed (although the model still re-
mains ill-posed at high inertial numbers). An orthogonal approach is that considered
by Goddard & Lee (2017, 2018), in which regularisation is achieved by modelling
the granular medium as a strongly dissipative incompressible material. This essen-
tially amounts to the addition of a ‘hyperstress’ term in the Cauchy stress tensor,
in turn introducing fourth order gradients of the velocity field into the momentum
equations.
All of the continuum models considered thus far have assumed that the granular
flow can be modelled as an incompressible medium, i. e. variations in the volume
fraction are ignored. While this is evidently a convenient assumption (particularly
from a computational point of view), in reality granular materials tend to dilate or
contract in response to deformation, and as such φ dynamically evolves both in time
and space (Heyman et al., 2017). For example, in order to shear a densely packed
granular material, dilation must initially occur in order to allow for rearrangement
of the constituent particles. Dilatancy of granular material has been noted as far
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back as Reynolds (1885), and its importance in a variety of non-trivial granular flow
phenomena has recently been highlighted (Börzsönyi et al., 2009; Trulsson et al.,
2013; Brodu et al., 2015; Krishnaraj & Nott, 2016). Moreover, Barker et al. (2017)
and Heyman et al. (2017) have independently demonstrated that the incorporation
of compressibility provides a natural, physically-motivated means of regularising the
problem of ill-posedness. We now consider one such compressible model in detail.
5.4.1 Compressible formulation
Let us first consider the mass and momentum conservation equations (5.1). In three
dimensions this system represent four equations for the ten unknowns φ, u, and
the six independent components of the stress tensor σ. As such six constitutive
equations are required to close the problem. In the incompressible µ (I)-rheology,
closure is achieved as follows.
• The alignment condition provides four equations, with σ now specified in terms
of the unknowns p and ‖τ‖.
• The yield condition, which specifies the shear stress ‖τ‖, is given by the µ (I)-
rheology.
• The incompressibility constraint essentially provides an equation of state for
the pressure.
Barker et al. (2017) has recently proposed a compressible model for dense gran-
ular flows which proposes the following changes to these constitutive relations.













− (∇ · u)3 δij, (5.20)
where the strain rate tensor γ is replaced by the deviatoric strain rate tensor
D in order to take into account non-isochoric deformation of the fluid.
• The yield condition is generalised to take into account pressure, volume frac-
tion, and inertial number dependence, i. e.
‖τ‖ = Y (p, φ, I) . (5.21)
• An alternative equation of state for the pressure is given by a generalised flow
rule of the form
∇ · u = 2f (p, φ, I) ‖D‖, (5.22)
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which is proposed in analogy with similar constitutive equations in critical
state soil mechanics (Jackson, 1983; Alam & Nott, 1997).
The constitutive equations (5.20)-(5.22) and conservation equations (5.1) define the
compressible inertial-dependent rheology (CIDR) model. A crucial property of the
CIDR model is that, under suitable assumptions regarding the functions Y (p, φ, I)
and f (p, φ, I) above, the governing equations are linearly well-posed13 and thus do
not suffer from the short wavelength Hadamard instability. As such, by incorpo-
rating compressibility one can naturally obtain a linearly well-posed hydrodynamic
model for dense granular flows. Additional details regarding the constitutive equa-
tions, and their motivation, are presented in §6.3.
The formulation of the CIDR model, which rectifies the long-standing issue of
ill-posed continuum models for dense granular flows (Schaeffer, 1987), represents a
significant step forward in the field. It does, however, come at a cost; compress-
ible models are typically more challenging to handle both analytically and numeri-
cally than their incompressible counterparts. As such, before developing numerical
schemes to simulate the model, one is naturally motivated to consider the verac-
ity of the CIDR model by testing it against non-trivial flow behaviour in simple
geometries. This is the subject of the next chapter.
Finally, recall from §5.3.2 that in steady plane shear simulations, φ is found to
be a slaved variable of I, with linear dependence as given by (5.10). One may then
legitimately wonder if this empirical law holds for non-steady flows, such that it can
be used to define an equation of state for the compressible problem. Such a scenario
was indeed considered by Heyman et al. (2017); the compressible model consists of
the mass and momentum equations (5.1), the alignment condition (5.20), and the
constitutive relations
τ = µ (I) p, I = φmax − φ
B






where τ is determined by the standard µ (I)-rheology. Note that the equation of state
for p follows from the definition of the inertial number (5.18). However, Heyman
et al. (2017) have demonstrated that the compressible model obtained using the
constitutive laws (5.23) remains ill-posed. As such the plane shear empirical law
(5.10) cannot be used to form a compressible generalisation of the µ (I)-rheology.
13One should be cognisant that a linearly well-posed model does not necessarily mean that the
model is well-posed in the sense of Hadamard (which requires that a solution exists, is unique,
and varies continuously with the initial conditions, Pinchover & Rubinstein (2005)). Linear well-
posedness simply ensures that perturbations of all wavelengths to the system grow at a finite
rate.
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5.4.2 Alternative models
Before concluding this chapter, it would be remiss not to mention that there exists
a whole suite of alternative modelling approaches for dense granular flows. As
mentioned in §5.2.2, there have been various attempts to extend kinetic theories of
granular gases to the dense regime (Jenkins, 2006; Chialvo & Sundaresan, 2013).
Depth-averaged models for shallow inclined plane flows, which are typically used in
the context of geophysical mass flows, are also quite popular (Savage & Hutter, 1989;
Gray et al., 1999; Viroulet et al., 2017; Rocha et al., 2019). Aranson & Tsimring
(2002) have proposed a phenomenological model with treats the granular flow as
a mixture of two states (static and flowing), while Sun & Sundaresan (2011) have
proposed a microstructural theory for granular flows.
Many recent models have been motivated by the inability of the µ (I)-rheology to
accurately capture various quasi-static flow phenomena (as discussed in §5.3.5). This
has lead to the development of several non-local rheologies. For example, Pouliquen
& Forterre (2009) propose a model based on the notion that local rearrangements
of particles at a given point in the flow induces stress fluctuations which cause
rearrangement of particles elsewhere in the flow. A promising and popular non-
local rheology is that proposed by Kamrin & Koval (2012) and Kamrin & Henann
(2015). In this theory, the granular stress tensor is decomposed as
σ = −pδ + 2p
g
γ, g = 2‖γ‖
µ
, µ = τ
p
, (5.24)
where g, an order parameter known as the ‘granular fluidity’, is determined by the
Poisson equation














where ξ (µ) represents a velocity correlation length scale. The functional form of
g` follows from the local µ (I)-rheology, with I (µ) determined from (5.15), such
that g = g` corresponds to the µ (I)-model. The granular fluidity model allows for
the moving granular medium to continue to deform below the dynamic yield stress
condition in the µ (I)-rheology, and has been found to successfully capture a variety
of quasi-static flow phenomena (Henann & Kamrin, 2013; Zhang & Kamrin, 2017).
A similar non-local rheology has also been proposed by Bouzid et al. (2013), but




The goal of this chapter is to test the veracity of the compressible model proposed
by Barker et al. (2017). To this end, we compare the predictions of the CIDR model
against two non-trivial granular flow phenomena; free surface instability of inclined
plane flow, and spontaneous oscillations in plane shear flow in the absence of gravity.
This chapter is organised as follows. We outline the inclined plane and plane
shear phenomena under consideration in §6.1 and §6.2, respectively. The model
equations are overviewed in detail in §6.3, and are applied to the inclined plane and
plane shear geometries in §6.4 and §6.5, respectively. We conclude in §6.6 with a
discussion of our results and some perspectives on future work. Additional details
pertinent to this chapter are given in Appendix D.
6.1 Inclined plane instability
It is well-known that shallow viscous flow on an inclined plane undergoes a long-
wavelength free surface instability for sufficiently high Froude number. This insta-
bility can lead to the formation of roll waves on the free surface (Dressler, 1949;
Smith, 1990), and analogous features are also observed to form in complex fluids,
such as mud for example (Balmforth & Liu, 2004). Dense granular flows on a rough
inclined plane can undergo the same free surface instability, as illustrated in Figure
6.1(a). This instability has been analysed experimentally by Forterre & Pouliquen
(2003) for glass beads1 using the setup sketched in Figure 6.1(b).
Close to the upstream end of the plane a sinusoidal perturbation of a given fre-
quency is applied to the granular flow surface by periodically blowing a thin air
1This work also analysed instability behaviour observed for sand. As detailed in Pouliquen &
Forterre (2002), steady inclined plane flow of sand is found to follow a slightly different scaling
law to glass beads (i. e. there is a non-zero offset in (5.3), see also §6.6). Formally this difference
causes a breakdown in the Bagnold flow argument used to derive the µ (I)-law in §5.3 (Edwards
et al., 2017). As such we will restrict our interest here to the instability properties of glass beads.
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(a) (b)
Figure 6.1: (a) The free surface of an inclined plane flow for sand (flow from top
to bottom) illustrating the generation of surface waves. Below: Indicative profile
for the flow thickness. (b) Experimental setup used by Forterre & Pouliquen (2003).
Images reproduced from Forterre & Pouliquen (2003).
jet on the free surface (using the loudspeakers indicated in Figure 6.1(b)). These
perturbations can grow in amplitude as they travel downstream, and by measuring
the free surface depth at two different positions, one can obtain an estimate for the
perturbation growth rate and wave speed at the imposed frequency. This allowed
Forterre & Pouliquen (2003) to estimate the dispersion relation relating the pertur-
bation growth rate to frequency in the linear growth regime. In turn, by performing
experiments for different flow depths and inclinations, the cutoff frequency (i. e. that
beyond which the system is stable) as a function of the flow Froude number was
characterised. This forcing methodology was used by Forterre & Pouliquen (2003)
as the natural free surface instability for glass beads is quite slow; a longer inclined
plane to that used in their experiments would be required to observe it.
The dispersion relation and cutoff frequency data obtained in these experiments
provide a natural non-trivial test case for the CIDR model. Note that Forterre
(2006) has previously applied the incompressible µ (I)-rheology to this problem. As
such we will also consider how the incorporation of compressibility modifies the
model predictions.
6.2 Plane shear oscillations
One of the more peculiar phenomena exhibited by granular material is the so-called
‘song of dunes’; the emission of a loud sound, with well defined frequency, from
desert sand dunes as a result of avalanching at the free surface (Andreotti, 2012).
Early studies of this behaviour were conducted by Bagnold (1966) who suggested
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Figure 6.2: (a) Schematic of the volume-imposed shear cell. (b) Left: Indica-
tive non-dimensional vertical velocity signal (as projected onto the Fourier mode
sin (πz/H)) as a function of non-dimensional time. Right: Autocorrelation function
of the corresponding signal. Various lines correspond to different parameter values in
the DEM simulations. The peak indicates the frequency of spontaneous oscillations
ω∗/2π. Adapted from Trulsson et al. (2013).
that such acoustic waves may be able to propagate through a granular medium
composed of hard, non-deformable grains. This phenomenon has been evidenced in
two-dimensional discrete element simulations carried out by Trulsson et al. (2013),
who considered the plane shear configuration (in the absence of gravity) sketched in
Figure 6.2(a).
In contrast to the plane shear setup described in §5.3.2, Trulsson et al. (2013)
considered a volume-imposed cell consisting of ≈ 2000 discs of mean diameter d.
In order to prevent crystallization occurring, i. e. the formation of solid, lattice-
like structures of no flow (Luding, 2001; Alam & Luding, 2003), a certain amount
of polydispersity is introduced into the system.2 The distance between the rough
walls H remains fixed such that simulations are carried out at a constant3 imposed
volume fraction φ. Provided that φ < φmax, where φmax denotes the volume fraction
at jamming (as in (5.10)), then the material is sheared at a fixed rate by moving the
upper wall at speed U . Periodic boundary conditions are imposed in the shearing
direction.
By considering the time fluctuations of the vertical velocity field as projected onto
the leading order Fourier mode, i. e. w ∼ aw sin (πz/H), Trulsson et al. (2013) found
2Here a polydispersity of ±50% around the average particle diameter d is used.
3Note in reality φ must undergo small local variations in the wall-normal direction in order to
accommodate reorganisation of the particles during deformation.
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that spontaneous oscillations occur in the system. In particular, the autocorrelation
function of the velocity signal indicates that these oscillations occur at a well-defined
angular frequency ω∗ (see Figure 6.2(b)), independent of the material parameters
characterising the DEM simulations. These oscillations essentially correspond to
acoustic waves bouncing back and forth between the walls of the shear cell. To
account for this behaviour, Trulsson et al. (2013) proposed a compressible model
in analogy with the µ (I)-rheology (see §6.5.2) and studied the emergence of plane
waves in the system as linear perturbations to the base state of this model. By
doing so, the authors attributed the spontaneous oscillations in their plane shear
simulations to a dynamic compressibility in the system. Trulsson et al. (2013) further
analysed this behaviour by computing the velocity response of the system to external
forcing, with details presented in §6.5. This oscillatory behaviour constitutes a
pertinent second non-trivial test case for the CIDR model given that, as discussed
in §6.5.7, an incompressible continuum model cannot account for the observations.
Having qualitatively outlined the two test cases of interest, we now proceed to
apply the CIDR model to both problems in turn.
6.3 Governing equations
We first recall the CIDR model equations in a general Cartesian geometry before
later restricting our interest to the inclined plane (§6.4) and plane shear (§6.5)
geometries. As both flows under consideration are quasi-two-dimensional in nature,
we neglect cross-stream variations and assume zero velocity in this direction. Taking
particles of constant density ρs, the granular fluid is characterised by a velocity
field denoted u = (u, 0, w) in the (x, y, z) directions (henceforth referred to as the
downstream, cross-stream, and normal directions, respectively) and a variable solids
volume fraction, φ.
Conservation of mass of the granular medium takes the standard form
∂φ
∂t
+∇ · (φu) = 0, (6.1)





+ (u · ∇)u
)
= −∇p+∇ · τ + ρsφg, (6.2)
where we decompose the stress tensor into its pressure p and deviatoric stress τ
contributions. As discussed in §5.4, closure of the CIDR model is achieved by
specifying three constitutive equations for stress-strain rate alignment, shear stress,
and the volume fraction (an effective equation of state). The alignment condition
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− (∇ · u)3 δij i, j = 1, 2, 3, (6.3)
where ‖D‖ =
√
DijDij/2 is the second invariant of D.4 From (6.3), which is also
often referred to as the ‘codirectionality’ condition (Kamrin, 2010), it follows that
(i) τ and D have the same principal directions (i. e. they are coaxial), and (ii) the
ratios of their principal values are the same. As highlighted by Henann & Kamrin
(2013) this assumption of codirectionality is an approximation, with DEM simu-
lations demonstrating slight deviations from conditions (i) and (ii) above (Depken
et al., 2007; Luding, 2007). Nonetheless, we will assume condition (6.3) throughout
this work. Note that in (6.3) we consider the three-dimensional deviatoric strain
rate tensor (−1/3 in the divergence term) as opposed to its two-dimensional form
(with −1/2) given by (2.7) of Barker et al. (2017). This accounts for the fact that
a non-zero stress field in the cross-stream direction can exist in tandem with a
zero velocity component. While we only consider the linear stability of purely two-
dimensional flows in this chapter, the governing equations are three-dimensional in
nature and hence this reduction in dimensionality should not change the stress ten-
sor formulation. We anticipate that this modification does not impact on the linear
well-posedness of the model.
The second constitutive equation takes the form of a generalised yield condition,
which relates the shear stress τ = ‖τ‖ in the flowing medium to the pressure, solid
fraction, and inertial number, i. e.
τ = Y (p, φ, I) , (6.4)




Here the definition of the inertial number in (5.18) is modified by replacing the
strain rate tensor γ by the deviatoric strain rate tensor D in (6.5). For the final
constitutive relation, Barker et al. (2017) proposed a generalised flow rule which
allows for dilation/compaction of the medium, i. e.
∇ · u = 2f (p, φ, I) ‖D‖, (6.6)
4It can be noted that the alignment condition follows from the so-called Stokes hypothesis for
compressible fluids, i. e. considering the standard stress tensor decomposition for a compressible
Newtonian fluid σ = −pδ+ 2µSε+λB (∇ · u)δ, where ε is the strain rate tensor, then the Stokes
hypothesis states that the shear (µS) and bulk (λB) viscosities are related by λB = −2µS/3.
182
6.3. Governing equations
where we refer to f (p, φ, I) as a ‘dilatancy function’. Equations (6.1)-(6.6) constitute


















A brief interpretation of these conditions is necessary. When performing the high
wavenumber linear stability analysis of the underlying model, invoking the first
relation in (6.7) significantly simplifies the analysis, and was thus assumed by Barker
et al. (2017) so as to clearly establish linear well-posedness. The second relation
states that, at a fixed pressure and volume fraction, the shear stress increases with
the inertial number; a physically reasonable assumption given that I is proportional
to the rate of deformation of the material. Finally, the third condition is assumed
in order to ensure that the flow rule (6.6) can be inverted to provide an equation of
state for the pressure.
Throughout this work we will assume the functional forms for Y and f as detailed







f = β (I)− 2p
C (φ) , (6.8b)
where





s−3/5µ (sI) ds, (6.9a)





s−3/5µ (sI) ds, (6.9b)







C (φ) = P
b




where b is a non-dimensional parameter and P denotes a suitable pressure scaling
for the function C (φ), as required from consideration of the constitutive laws (6.8).
Barker et al. (2017) propose the ansatz (6.8) in analogy with similar constitutive
equations used in critical-state soil mechanics, in which the dilatancy function in
(6.6) is given by the slope of the yield function for fixed φ (e.g. see Jackson (1983)).
This in particular motivates the definition of f in (6.8b), while the specific form for
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Y is chosen such that, when deformation occurs without any associated change in
φ, the yield condition reduces to the standard µ (I)-rheology, i. e.
Y =
[
α (I)− β (I)2
]
p, for ∇ · u = 0. (6.11)
For an incompressible flow it is reasonable to suppose that the CIDR model recovers
the same yield condition as that invoked in the incompressible µ (I)-rheology, i. e.
Y = µ (I) p, given that the latter model has proved quite successful in the literature
(as discussed in §5.3.5). Under this assumption, specification of the functional forms
for α (I) and β (I) in (6.9) follow from the first relation in (6.7) and
µ (I) = α (I)− β (I)2 . (6.12)
Here we assume the µ (I) function (6.9c) as originally derived by Jop et al. (2005)
(see §5.3), with µ1,2 and I0 again constant.
Finally, C (φ) is chosen to be a sensitive and strictly increasing function of φ,
such that the yield stress increases with volume fraction (e. g. Schofield & Wroth,
1968, Chapter 5). With that said, its exact specification is rather speculative, and
indeed is only defined up to the multiplicative parameter b. Note that Barker et al.
(2017) interpret the parameter φmax as the maximum solid fraction attainable (i. e.
the jamming point) and φmin as the minimum solid fraction for sustained stress
transmission i. e. the loose random packing value (see Rao et al., 2008, p. 22).
However, in order to more reasonably reflect the dilation effects observed in both
geometries under consideration, we interpret φmin as the minimum solid fraction
attainable for a given geometry and granulometry.
Specification of the rheological parameters in (6.9c) and (6.10), along with an
appropriate pressure scale P , depends on both the granular material and the geom-
etry under consideration (Pouliquen, 1999; Gray & Edwards, 2014), and hence will
be discussed in the following sections. Under our assumption of a two-dimensional
flow, the cross-stream momentum equation is trivially satisfied and henceforth we
only consider the governing equations in the downstream and normal directions.
6.4 Inclined plane flow
In this section we investigate the ability of the CIDR model to quantitatively capture
the inclined plane free surface instability described in §6.1.
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θ




Figure 6.3: Sketch of the chute flow geometry under consideration. Here h0 and
u0 (z) denote the base state flow depth and velocity, respectively.
6.4.1 Problem setup
Let us now restrict our interest to the inclined plane flow sketched in Figure 6.3,
where the coordinate system is orientated such that the x-axis points down a slope
of constant inclination θ with respect to the horizontal, and thus gravity is given by
g = g (sin θ, 0,− cos θ). Our governing equations (6.1)-(6.6) must be supplemented
with suitable boundary conditions at the flow base z = 0 and surface z = h (x, t).
Here we follow Forterre (2006) and Gray & Edwards (2014) by imposing a no-slip
boundary condition at the base and a no-stress boundary condition at the free
surface, i. e.
u = 0 at z = 0, σ · n = 0 at z = h (x, t) , (6.13)
where n is the outward-pointing unit normal to the surface Fs = z − h, i. e.
n = ∇Fs
|∇Fs|
= (−hx, 0, 1)√
1 + h2x
. (6.14)
As such the stress condition in (6.13) becomes
τ13 − hx (−p+ τ11) = 0, −p+ τ33 − hxτ13 = 0, at z = h (x, t) , (6.15)
while the free surface itself is determined by the kinematic condition
∂Fs
∂t
+ n ·∇Fs = 0 =⇒ w = ht + uhx at z = h (x, t) . (6.16)
Finally, we assume that the velocity, pressure, and solid fraction fields attain their
respective base state values in the far-field, i. e. as |x| → ∞. This assumption allows
us to pose a normal mode type solution for the perturbation fields when performing
a linear stability analysis of the base state flow (see §6.4.5).
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6.4.2 Specification of the rheological parameters
Specification of the rheological parameters µ1,2 and I0 appearing in the constitutive
law (6.9c) follows directly from those determined by Forterre & Pouliquen (2003)
for the inclined plane flow of glass beads (with mean diameter d = 0.5 mm), and are
summarised in Table 6.1.
Suitable values for the minimum and maximum volume fractions φmin /max ap-
pearing in (6.10) are somewhat more speculative, but can be motivated by appealing
to the experimental literature. As reported in MiDi (2004), the volume fraction is
typically constant over most of the flow interior before rapidly decreasing near the
free surface. As illustrated in Figure 6.4(a) and (b), this transition resembles a
boundary layer at z = h with size on the order of several particle diameters. Similar
profiles have also been observed for non-circular particles, as demonstrated in the
numerical study of Mandal & Khakhar (2016) (see Figure 6.4(c)), which underscores
the robustness of this feature for inclined plane flow.
As such, following the experimental work of Ancey (2001) (Figure 6.4(b)), we take
φmax = 0.65 and φmin = 0.05 as reasonable estimates for these parameters. Note
that, as illustrated in Figure 6.4(d), the mean volume fraction over the flow depth is a
decreasing function of the inclination, and as such one could take φmax = φmax (θ) to
incorporate this dependency. Such complications are not considered here, however,
as
(i) we have insufficient numerical or experimental data pertinent to the material
under consideration to postulate such an empirical law, and
(ii) incorporating additional complexity by estimating phenomenological model
parameters may obscure our primary interest in the ability of the model to
quantitatively capture the observed instability.
Table 6.1: Parameter values assumed for the inclined plane flow. Rheological
parameters as determined by Jop et al. (2005) and φmax /min estimates taken from
Ancey (2001).
Parameter Description Value
µ1 Static friction coefficient tan (20.9◦)
µ2 Dynamic friction coefficient tan (32.76◦)
I0 Constant appearing in µ (I) function 0.279
φmax Maximum solid fraction attainable 0.65
φmin Minimum solid fraction attainable 0.05
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(a) (b)
(c) (d)
Figure 6.4: Volume fraction as a function of flow depth (y = 0 indicates the
base) for inclined plane flow. (a) Reproduced from Figure 5(j) of MiDi (2004).
Symbols correspond to both numerical and experimental studies in 2D/3D using
circular/spherical particles. (b) Adapted from Figure 17 of Ancey (2001). Symbols
indicate experimental results for 1 mm glass beads for varying inclination θ and mass
flow rate q∗. (c) Adapted from Figure 2(b) of Mandal & Khakhar (2016). Here λ
denotes the length-width aspect ratio of the non-circular particles. (d) Mean volume
fraction as a function of inclination, where symbols indicate varying flow thickness.
Adapted from Figure 5(k) of MiDi (2004). See references for further details.
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We also need to specify the pressure scaling P in (6.10). It seems reasonable
to anticipate a hydrostatic scaling for pressure in this problem, and hence we fol-
low Barker & Gray (2017) by taking P = ρsgd. It can be noted, however, that
Goddard & Lee (2018) have recently raised the concern that the inclusion of the
external acceleration g in the constitutive relation (6.8) may invalidate the material
frame-indifference of the model, i. e. it may no longer be invariant under arbitrary
rigid-body rotations5 (Fowler, 1997, p.111). This consideration, which is more philo-
sophical in nature, does not affect the stability analysis presented below. Moreover,
this issue may potentially be avoided by utilising an intrinsic pressure scaling, i. e.
one which solely references material properties (Goddard, 2003), as opposed to the
extrinsic scaling above.
Appropriate non-dimensionalisation of the governing equations for this problem
is motivated by first considering the base state of the system, as outlined in the
following section. Non-dimensionalisation of the governing system (6.1)-(6.6) and
corresponding boundary conditions (6.13)-(6.16) will then be revisited in §6.4.4.
6.4.3 Base state and choice of scales
The base state can be obtained by seeking a unidirectional steady flow u = (u0 (z) , 0, 0)
of constant depth h0 and volume fraction φ = φ0 (z), where subscript 0 refers to base
state quantities. Invariance in the downstream direction is also assumed. As this













, ∆φ = φmax − φmin, (6.17)
using (6.10), where Iθ denotes the base state inertial number. From the definition
of D in (6.3) one finds a base state strain rate of ‖D0‖ = u′0/2, assuming that the










 =⇒ τ13 ≡ τ0 = Y0, (6.18)
where from (6.17) and (6.8) the yield stress recovers the µ (I)-rheology for an incom-
pressible flow, i. e. Y0 = µ (Iθ) p0. Conservation of mass is trivially satisfied, while
conservation of momentum in the downstream and normal directions reduce to
dτ0
dz = −ρsgφ0 sin θ,
dp0
dz = −ρsgφ0 cos θ. (6.19)
5Or, as expressed by Goddard in Higham (2015, p.666), accelerations of a body relative to an
inertial frame do not affect the stress-deformation behaviour.
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In addition the basal and surface boundary conditions (6.13) and (6.16) become
u0 (0) = 0, p0 (h0) = τ0 (h0) = 0. (6.20)
One can solve for the inertial number in this case by noting from (6.19) that
dτ0
dp0
= tan θ =⇒ τ0 = p0 tan θ, (6.21)
using the surface condition (6.20). It follows from Y0 = µ (Iθ) p0 and (6.9c) that
tan θ = µ (Iθ) =⇒ Iθ = I0
(
tan θ − µ1
µ2 − tan θ
)
, (6.22)
and thus for a fixed inclination Iθ is constant throughout the flow. Note that to
ensure Iθ is positive and bounded, the inclination must exist in the range tan−1 µ1 <
θ < tan−1 µ2, i. e. the range of inclinations for which steady uniform chute flow
was obtained by Forterre & Pouliquen (2003). Negative and unbounded values of
Iθ essentially correspond to intermittent and accelerating flows, respectively. We










The ODEs (6.19) and (6.23) motivate a suitable choice of scales for this problem.
As such, we non-dimensionalise using
x, z, h ∼ h0, t ∼
h0
U
, u ∼ U = Iθ
d
√
gh30 cos θ, (6.24a)




Under this scaling our non-dimensional base state problem follows from (6.19),
(6.20), and (6.23), i. e.
dp0




p0, u0 (0) = 0, (6.25)
where the non-dimensional base state volume fraction is













One can note that in the incompressible limit of ∆φ → 0 we recover a uniform
volume fraction profile, as assumed in the incompressible rheology (see §5.3.4).
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Figure 6.5: Behaviour of cos θ/β (Iθ) in (6.27) (solid) and β (Iθ) in (6.9b) (dashed)
for inclinations of interest.
The parameter χ in (6.27) is proportional to the ratio of the base state flow
thickness to the particle diameter, where typically we would anticipate h0/d ∼ 10.
It is also a function of θ, as illustrated in Figure 6.5, although this dependence is
relatively weak for the θ range of interest in this problem, i. e. Forterre & Pouliquen
(2003) considered flow inclinations of 24◦−29◦. Crucially, however, it is proportional
to the largely unconstrained parameter b appearing in the constitutive law (6.10).
One may be able to determine this parameter in practice by utilising suitable base
state flow data (see §6.5.3, for example). In the case of inclined plane flow, given
knowledge of h0, d, and θ, one could fit the base state volume fraction profile (6.26)
to available experimental or numerical data in order to yield an estimate for b.
However, in a similar manner to the rheological constants µ1,2 and I0 characterising
the µ (I)-law, we anticipate that b will also vary with the material properties of
the granular medium under consideration and the bed roughness conditions. As
such, in the absence of any additional information, we take χ to be a (constant) free
parameter in the model.
The ODE system (6.25) and (6.26) can readily be solved numerically (using
ode45.m, for example, in Matlab). As the pressure distribution is determined by
the volume fraction alone, we can first solve for p0 by integrating from the free
surface down, which yields an approximation for the pressure at the flow base.
This is then used as a suitable basal boundary condition in the coupled system
(6.25).6 The resulting base state profiles are illustrated in Figure 6.6. In keeping
with the analysis presented in §5.3, we obtain an approximately lithostatic pressure
distribution (Figure 6.6(a)), where the (non-dimensional) lithostatic pressure is
pL = φc (1− z) , (6.28)
6Equivalently one could also use a boundary value solver, such as bvp4c.m, to integrate the
system (6.25) (it is no harder to use either method).
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(a)









































Figure 6.6: Non-dimensional base state (a) pressure, (b) velocity, and (c) volume
fraction profiles as determined by (6.25) and (6.26) for parameter values as indicated
in Table (6.1). The lithostatic (6.28) and Bagnold (6.29) distributions are indicated
for φc = φmax and φc = φmin in (a) and (b), respectively.
for some constant volume fraction φc. One can note from (6.25) and (6.26) that as
χ → 0 and χ → ∞, pL is recovered for φc = φmin and φc = φmax, respectively. In
Figure 6.6(b) we find that u0 demonstrates the Bagnold velocity profile which, under










Finally, as discussed in Barker et al. (2017), we note that χ essentially controls
the variation in the base state volume fraction (Figure 6.6(c)) for a given ∆φ range.
As previously detailed in §6.4.2, experimental evidence suggests that φ0 is approxi-
mately constant over the interior of the flow before decreasing rapidly near the free
surface. As such, this suggests the use of a large value for χ, and thus in this work
we consider χ to be a relatively large free parameter (e. g. χ ∈ [25, 100]). For ease
of purpose, at certain points throughout the text we illustrate indicative results for
the representative value χ = 75, given that, in this case;
(i) φ0 mimics the volume fraction profiles observed experimentally (as illustrated
in Figure 6.4), and
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(ii) we find that φ0 ≈ 0.61, in good agreement with the average volume fraction
of 0.59± 0.03 for steady chute flows as determined by Pouliquen (1999).
Note that taking χ→∞ introduces a boundary layer in the φ0 profile given that φ0
must reduce to φmin at the free surface (from (6.26)). This will naturally introduce
difficulties upon discretisation of φ0 (and derivatives thereof) for the numerical so-
lution of the linear stability problem outlined in §6.4.5. We adopt a parsimonious
approach here and avoid taking χ too large (> 100, say) to circumvent such issues,
as we do not anticipate such a large χ limit to be of particular physical interest.7
6.4.4 Non-dimensional model

















+ φ (µθ, 0,−1) , (6.30b)
supplemented with the constitutive equations




α (I)− β (Iθ)χp
Ĉ (ψ)
]
p, f = β (I)− 2β (Iθ)χp
Ĉ (ψ)
, I = 2Iθ‖D‖√
p
, (6.32)
with Iθ and D given by (6.22) and (6.3), respectively. Here we have defined the





, µθ = tan θ. (6.33)
The model is supplemented with the non-dimensional surface conditions arising from
(6.15) and (6.16), i. e.
phx − τ11hx + τ13 = 0, −τ13hx − p+ τ33 = 0,
w = ht + uhx,
 at z = h (x, t) , (6.34)
respectively, supplemented with the no-slip condition u = 0 at z = 0.
7Note that χ  1 essentially corresponds to the incompressible limit φ0 = constant, however
this regime can also be considered by taking ∆φ→ 0 instead.
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6.4.5 Linear stability analysis
We are now in a position to consider the linear stability of the base state outlined
in §6.4.3. Following an analogous approach to the subglacial bedform instability
described in Chapter 3, we consider perturbations of the form8
[u,w, φ, p, h] = [u0 (z) , 0, φ0 (z) , p0 (z) , 1] +
[
ũ, w̃, φ̃, p̃, h̃
]
(x, z, t) , (6.35)
where perturbations are represented by the tilde variables. However, in contrast to
the bedform instability analysis, the base state profiles in (6.35) are non-constant
in general, and as we will see below, this difference will significantly complicate the
resulting stability analysis. We substitute the expansions (6.35) into the governing
equations (6.30), (6.31) and (6.34) and linearise the resulting system. Some care is
neccesary when expanding the viscous terms in (6.30b). In particular, to first order
in the perturbations we have that

















where the factors of 2/3 and 1/3 arise due to the divergence term in (6.3). The
shear stress τ13 takes the linearised form







where D0ij denotes the base state deviatoric strain rate tensor. The latter two terms
cancel upon using D0 in (6.18), and thus we obtain



















with subscript 0 indicating evaluation at the base state. Upon using (6.32) we can












with the prime denoting differentiation with respect to z. Putting these elements
together, we find that the resulting linearised system takes the form
φ̃t + u0φ̃x + φ0ũx + (φ0w̃)z = 0, (6.40a)
F 2φ0 (ũt + u0ũx + u′0w̃) = −p̃x + η0 (2ũx/3− w̃z/3)x +[





F 2φ0 (w̃t + u0w̃x) = −p̃z + [η0 (2w̃z/3− ũx/3)]z +
App̃x + Aφφ̃x + Au (ũz + w̃x)x − φ̃,
(6.40c)
ũx + w̃z = Cpp̃+ Cφφ̃+ Cu (ũz + w̃x) . (6.40d)
8Recall that we assume cross-stream invariance here as the roll waves demonstrate self-
organised behaviour in the downstream direction only.
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The various coefficients A, C, and η0 are listed in Appendix D.2. Note that these
are all functions of z in general, given that the base state velocity, pressure, and
volume fraction are z-dependent. This system is supplemented with the linearised
boundary conditions obtained from (6.34), i. e.
ũ = w̃ = 0 at z = 0, (6.41a)
µθp
′
0h̃+ App̃+ Aφφ̃+ Au (ũz + w̃x) = 0,
−p′0h̃− p̃+ η0 (2w̃z/3− ũx/3) = 0,
w̃ = h̃t + u0h̃x,
 at z = 1. (6.41b)
Note that (6.40) represents a full linear stability analysis of the problem, in contrast
to the analyses detailed in Barker et al. (2015, 2017) in which only the principal part
of the linearised system is considered.9 In particular we retain convective inertial
effects, which arise from the linearisation of (u ·∇)u in (6.30b), such as the terms
u0ũx and u0w̃x (which are sometimes referred to as ‘wavevector stretching’ terms,
as in Goddard & Lee (2017)).
The linearised boundary conditions (6.41) possess a number of properties which
should be highlighted. First, from the definition of Au and η0 in (D.5), we observe
that Au, η0 ∼
√
p0, and hence both of these terms vanish at the free surface. As
such, the surface boundary conditions are degenerate (i. e. we lose two boundary
conditions for the velocity perturbations) unless ũz and w̃z are singular at z = 1. To
allow for the possibility that the combinations Au (ũz + w̃x) and η0 (2w̃z/3− ũx/3)
are non-zero at the free surface, we follow a similar approach to Forterre (2006)10



















such that the boundary conditions (6.41) are regular in these variables. It can also
be noted that the second relation in the surface conditions (6.41b) differs from the
equivalent condition detailed in the incompressible µ (I)-rheology stability analysis
(see Equation (2.12) in Forterre (2006)) due to the presence of the additional stress
term Ψ̃. This discrepancy can be reconciled upon consideration of the respective flow
rules in each model. It can be shown that the incompressibility constraint enforces
Ψ̃ = 0 at z = 1 in the incompressible µ (I)-rheology, however from consideration of
the linearised flow rule (6.40d), there is no reason a priori to assume Ψ̃ = 0 at the
free surface in the compressible model (see Appendix D.1). As such, we retain this
9The principal part of the linearised system refers to retaining only the highest order derivatives
of each perturbed field with respect to space and time.
10As indicated in Appendix A therein.
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term in the surface boundary conditions. In addition, we find that the free surface
perturbation h̃ can be eliminated entirely from the problem via (6.41b), i. e.
h̃ = p̃− Ψ̃
φ0
, (6.43)
and thus we can recast (6.41b) as













 at z = 1. (6.44)
The resulting stability problem (6.40), (6.41a), and (6.44) represents a variable
coefficient system whose coefficients are both independent of time and the down-
stream direction x. As such, following standard practice in the literature (e. g.
Drazin & Reid (1981, Chapter 4)), we propose the normal mode solutions11[




û, ŵ, φ̂, p̂
]
(z) , (6.45)
where the eigenfunctions û, ŵ, φ̂, and p̂ are all functions of z. Here k ∈ R is the
wavenumber, σ ∈ C is the eigenvalue, and −Im (σ) /k is the wave speed. While nor-
mal mode solutions are ubiquitous in the hydrodynamic stability literature, several
authors investigating the stability of unbounded granular shear flow have utilised
alternative perturbation solutions of the form
q̃ = q̂ (t) exp [ik (t) · x] , (6.46)
for some arbitrary perturbation field q̃, which are known as Kelvin modes. Such a
solution seems to have been initially proposed by Savage (1992), whose motivation
for this ansatz was based on DEM simulations, and has been subsequently used in
the analyses of Alam & Nott (1997) and Goddard & Lee (2017). This is not suitable
in our case, however, due to the imposition of the vertical boundary conditions at the
flow base and free surface (Wang et al., 1996). Indeed, we follow the same approach
as Alam & Nott (1998) and Forterre (2006) by proposing the normal mode solution
(6.45).
11The motivation for such an ansatz comes from the fact that we can Fourier transform the
linearised system in x and Laplace transform in t. For such a Fourier-type solution to be valid,
formally we require the eigenfunctions to vanish as |x| → ∞, as assumed in §6.4.1.
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Upon substitution of (6.45) into our linearised system we obtain
σφ̂ = −iku0φ̂− ikφ0û− (φ0ŵ)z , (6.47a)


















+ Ψ̂z − φ̂, (6.47c)




where Γ̂ and Ψ̂ follow from (6.42), i. e.








This system is supplemented with the basal and surface conditions
û = ŵ = 0 at z = 0, (6.49a)
(Ap − µθ) p̂+ Aφφ̂+ Γ̂ + µθΨ̂ = 0,





 at z = 1. (6.49b)
As a suitable sanity check, we note that in the incompressible µ (I)-limit, i. e. if we
take f = 0, φ0 = constant, φ̂ = 0, Ψ̂ (1) = 0, and Y = µ (I) p, equations (6.40)
and (6.41) reduce down to the system presented in Forterre (2006), as expected (see
Appendix D.3 for details).
The approach outlined above represents a temporal stability analysis for the
inclined plane flow, i. e. for a given wavenumber k the linear evolution of the per-
turbations is determined by the growth rate Re (σ) and angular frequency −Im (σ).
This contrasts with what is known as a spatial stability analysis in which a pulsation
σ = −iω with ω ∈ R is fixed and the wavenumber k ∈ C is considered the eigen-
value of interest (Schmid & Henningson, 2001, Chapter 7). In this case the growth
rate of the perturbations (in the downstream direction) is −Im (k), while the wave
speed is ω/Re (k). Indeed, as described in §6.1, this corresponds to the experimental
approach taken in Forterre & Pouliquen (2003), i. e. the perturbations to the base
state flow were imposed at a given frequency ω at a fixed location, and the result-
ing growth of these perturbations in the downstream direction was then calculated.
As such, both Forterre (2006) and Gray & Edwards (2014) perform spatial stabil-
ity analyses so as to compare directly with the experimental results of Forterre &
Pouliquen (2003). In this work, however, we adopt the temporal stability as opposed
to spatial stability approach, given that in the latter case the eigenvalue k appears
quadratically in the perturbation problem, which is typically more difficult to handle
196
6.4. Inclined plane flow
numerically (Malik, 1990; Varsakelis & Papalexandris, 2016). Moreover, we demon-
strate in §6.4.7.2 how the temporal stability analysis can be used to compare to the
spatial stability data, and thus we are not hindered by our approach.
The stability problem takes the form of four differential-algebraic equations
(6.40) for the velocity, pressure, and volume fraction eigenfunctions, subject to the
boundary conditions (6.41), forming a generalised eigenvalue problem in σ. The
numerical solution of this problem is detailed in the following section.
6.4.6 Numerical method for the stability problem
The numerical solution of the linear stability problem (6.47)-(6.49) can naturally
take one of two forms, i. e. we can discretise the problem using a suitable finite
difference or finite element method, or we can utilise an appropriate spectral method.
In this work we follow the latter approach, and in particular, we propose a Chebyshev
collocation method for solution. This methodology is motivated by several reasons:
(i) Utilising spectral expansions for the eigenfunctions is standard practice in the
hydrodynamic stability literature (see Drazin & Reid, 1981, Chapter 4). The
use of Chebyshev polynomials in particular has been advocated as far back as
Orszag (1971), whose seminal work was concerned with the stability of plane
Poiseuille flow for an incompressible Newtonian fluid (i. e. the Orr-Sommerfeld
equation). Moreover, stability problems arising from the study of compressible
flows frequently follow this approach (Malik, 1990; Malik et al., 2006).
(ii) Spectral methods can12 have infinite order (or ‘spectral’) convergence.
(iii) As argued in Boyd (2001, Chapter 1) and demonstrated effectively in Trefethen
(2000, Chapters 5 and 6), spectral methods are not necessarily more difficult
to implement numerically than their finite difference counterparts.
The approach taken is sketched below. Suppose we have some second-order linear
differential equation of the form
L (z)Q = σM (z)Q, B1 (σ)Q(0) = 0 = B2 (σ)Q(1), (6.50)
for linear operators L, M, and B1,2, and eigenvalue σ. For a given eigenfunction
Q (z) we then expand in terms of a set of basis function, Tn (ξ), known as Chebyshev
12Spectral convergence is not always guaranteed. The convergence of a spectral expansion for
a function f (z) is controlled by the singularities of f (z), i. e. points in the complex plane where
the function ceases to be analytic. This is known as Darboux’s principle (see Boyd (2001, pg. 32)
for a statement).
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aQnTn (ξ) , ξ = 2z − 1, (6.51)
where we map the physical domain, z ∈ [0, 1], to the Chebyshev domain, ξ ∈
[−1, 1], and aQn represent the expansion coefficients for the eigenfunction Q. The set
{Tn (ξ)}∞n=0 is a basis on the interval [−1, 1], where the Chebyshev polynomials are
defined as
Tn (ξ) = cos (n arccos ξ) . (6.52)
Note that Tn are merely polynomials in ξ, e. g.
T0 = 1, T1 = ξ, T2 = 2ξ2 − 1, T3 = 4ξ3 − 3ξ, . . . (6.53)
The Chebyshev polynomials represent a complete basis for functions of bounded
variation on [−1, 1], and are the natural choice for a non-periodic solution on a finite
domain (Elliott (1964) and Boyd (2001, pg. 11)).13 Some additional properties of
these polynomials are listed in Appendix D.4. Numerically we must, of course, take




aQnTn (ξ) , (6.54)




to minimise the error involved in using this N + 1 term truncation, i. e. we
want to minimise the residual
R = LQN − σMQN . (6.55)
The ‘collocation’ method then states that this residual should be identically zero
at a set of grid points equal to the number of undetermined coefficients. However,
we must also ensure that our expansion (6.54) satisfies the appropriate boundary
conditions. Given that the problem is assumed to be second order in Q, this in turn
provides two equations for the undetermined coefficients, i. e.
B1 (σ)QN(0) = 0 = B2 (σ)QN(1). (6.56)
Hence we must minimise the residual at N − 1 points
L (zi)Qn (zi) = σM (zi)Q (zi) , zi ∈ (0, 1) . (6.57)
It remains to specify an appropriate set of collocation points. As discussed in Boyd
(2001, Chapter 4), two sets of collocation points exist for the Chebyshev polynomials;
13If the solution was known to be periodic, a Fourier decomposition would be more suitable.
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namely the extrema and roots of the polynomials Tn (ξ). These are commonly







, i = 0, . . . , N, (6.58a)
ξGj = cos
[
(2j + 1) π
2N
]
, j = 0, . . . , N − 1. (6.58b)
Note that the Gauss points can be thought of as the midpoints of the Gauss-Lobatto
grid, while the Gauss-Lobatto points naturally incorporate the boundaries ξ = ±1.
Collocation using the Gauss-Lobatto grid is a popular choice for solving such bound-
ary value problems (Boyd, 2001, pg. 88).
This is the approach we take when discretising the stability problem (6.47). In





[aun, awn ]Tn (ξ) , (6.59)






, i = 1, . . . , N − 1, (6.60)
while evaluation at the boundaries is replaced by the relevant boundary conditions
(6.49). However, if we consider using an analogous expansion for the volume frac-
tion eigenfunction φ̂, the question arises as to what boundary conditions should be
applied at the flow base and surface. A common approach is to apply artificial
boundary conditions for φ̂, which may typically involve evaluation of a momentum
equation at the boundaries z = [0, 1] (Alam & Nott, 1998; Malik et al., 2006). The




, where we anticipate that evaluation
of Γ̂ and Ψ̂ at the free surface may be problematic (due to the possible degeneracies
in ûz and ŵz there). It is well known that the numerical solution of generalised
eigenvalue problems with artificial boundary conditions can suffer from spurious
(i. e. unphysical) eigenvalues, which do not converge upon increasing the degree of
the expansion N (see Alam & Nott (1998) and Boyd (2001, Chapter 7)). As such,
to avoid specifying artificial boundary conditions, we follow instead the approach of
Müller & Kleiser (2008) by implementing a staggered collocation method. In this
method evaluation at the boundaries can be avoided by expanding the eigenfunctions[
φ̂, p̂, Γ̂, Ψ̂
]
as N term series, i. e.
[














Tm (ξ) , (6.61)
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where the N unknown coefficients in each case are determined by evaluating conser-
vation of mass and the flow rule in (6.47), along with the definitions of the auxiliary
variables Γ̂ and Ψ̂ in (6.48), at the Gauss points
ξGj = cos
[
(2j + 1) π
2N
]
, j = 0, . . . , N − 1. (6.62)
In this manner we can propose suitable expansions for the velocity, volume fraction,
pressure, and auxiliary variable eigenfunctions which satisfy the governing equations
(6.47)-(6.49) and avoid the use of artificial boundary conditions.
Upon discretisation of the stability problem in this manner, we obtain the gen-
eralised eigenvalue problem
AQ = BσQ, (6.63)
where A and B are (6N + 2)2 square matrices, whose coefficients are given in detail















, n ∈ [0, N ] , m ∈ [0, N − 1] . (6.64)
Note that as the eigenvalue σ only appears in the mass and momentum equations,
the mass matrix B is rank-deficient. As such, the system (6.63) possesses a large
number of infinite eigenvalues which are physically irrelevant (Goussis & Pearlstein,
1989; Rommes, 2008). As the linear stability of the system is characterised by the
eigenvalue of (6.63) with maximal real part, it is useful to consider instead
BQ = 1
σ
AQ = AλQ, λ = 1
σ
=⇒ σ = λ̄
|λ|2
, (6.65)
given that A is full rank. This follows the approach of Moyles & Wetton (2015),
and it essentially maps the infinite eigenvalues of (6.63) to null eigenvalues of (6.65).
The eigenvalues, λ, and associated eigenvectors, Q, are then obtained by using the
standard eig.m solver in Matlab,14 which in turn yields σ via (6.65). As we are only




as this maximal value. We will henceforth refer to ς as the ‘leading eigenvalue’, the
real part of which is the growth rate of the perturbations.
14Here the eig.m solver is used as opposed to the lr (largest real) option of the eigs.m solver.
This is due to the fact that the value of λ with maximal real part does not necessarily correspond
to the maximal value of σ (which is the actual eigenvalue of interest) due to the relation (6.65).
Note that while eig computes the entire spectrum, in practice we only anticipate that the first few
values for λ (i. e. those with largest real part) will be accurate (Ó Náraigh, 2018, pg. 41).
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Before detailing the linear stability predictions, it is first necessary to test the
eigenvalue solver. This can be carried out in several ways, as discussed in the follow-
ing sections. Note that a brief convergence analysis of the solver is also presented in
Appendix D.6, where we demonstrate that the leading eigenvalue suitably converges
as N is increased.
6.4.6.1 Incompressible limit
Our stability analysis of the CIDR model represents a generalisation of the incom-
pressible µ (I)-model analysis presented in Forterre (2006). Indeed, as discussed in
§6.4.5 and illustrated in Appendix D.3, it can be suitably reduced to the analysis
presented therein in the incompressible µ (I)-limit. As such, it is natural to consider
an incompressible limit of our eigenvalue problem as a means of validation of the
numerical method. As demonstrated in Figure 6.6(c), the variability in the base
state volume fraction profile is characterised by the quantity ∆φ = φmax−φmin, and
as such we can consider an incompressible limit by taking ∆φ → 0.15 However, to
make a sensible comparison between our predictions and those illustrated in Forterre
(2006), one must be aware of several important differences between the two studies.
The first simply relates to the choice of scales and the subsequent definition of
the Froude number F , which under the scaling (6.24) is given by F = Iθh0/d (see
(6.33)). However as the volume fraction is assumed constant in the incompressible
µ (I)-rheology considered in Forterre (2006), which we define as φBulk, the authors
incorporate it into their choice of scales for the model. As such, we find that their





as discussed in Appendix D.3. Thus a suitable estimate for the bulk volume fraction
is required to relate the two Froude numbers. For simplicity we assume φBulk is
given by the mean of our base state volume fraction profile, i. e. φBulk = φ0, which
is a natural choice.
The second key difference is that, as discussed in §6.4.5, Forterre (2006) performs
a spatial stability analysis of the inclined plane problem. In particular, he seeks
normal mode solutions of the form
q̂ ∼ exp (ik∗x− iω∗t) , (6.68)
15Indeed, Barker & Gray (2017) demonstrate that the CIDR model suitably reduces to its
incompressible equivalent in this limit.
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for an arbitrary eigenfunction q̂, where k∗ ∈ C and ω∗ ∈ R are the wavenumber and
angular frequency, respectively, utilised in Forterre (2006). Thus the growth rate and
wave speed of these perturbations are given by σs = −Im (k∗) and cs = ω∗/Re (k∗),
respectively, where we use the subscript ‘s’ to emphasise that these quantities re-
late to the spatial stability analysis. However, we can utilise the eigenvalue solver
developed for the temporal stability problem to perform a spatial stability analysis
using the following methodology. We seed the solver with imaginary values for the
wavenumber k and iterate over a suitable subset of complex k-space.16 From the set
of leading eigenvalues obtained, we then consider those which have vanishing real
part. These values hence correspond to the perturbation frequency ω = −Im (ς).
Thus from this subset of eigenvalues we can obtain estimates for the growth rate
σs = −Im (k) and the wave speed cs = ω/Re (k). However, it is important to note
that the time scales utilised in both studies differ by a factor of 5/2
√
φBulk (see Ap-












such that the final results for our spatial growth rate and wave speed under the
Forterre (2006) scalings are
σs = −Im (k) , cs =
ωs
Re (k) . (6.70)
This then allows us to make a direct comparison with the published results of
Forterre (2006).
Such a comparison is illustrated in Figure 6.7, where the growth rate and corre-
sponding wave speed are plotted as a function of the perturbation frequency ωs for a
sample set of parameter values. Taking ∆φ = 10−3, we observe excellent agreement
between the spatial dispersion relation computed using our numerical method and
that given by Forterre (2006) (data reproduced from Figure 2 therein). One can
note a small discrepancy between the two predictions at larger values of ωs, which
corresponds to larger values of Re (k). Such discrepancies at large k are anticipated
given that the two models have fundamentally different behaviours in this limit.
Nevertheless, the overall agreement in Figure 6.7 provides strong evidence for the
veracity of our numerical method.
16Here the region of the complex plane considered is Re (k∗) ∈ [0.01, 1] and Im (k∗) ∈
[−0.01, 0.04]. These choices are motivated by the limits for the angular frequency, growth rate,
and wave speed considered in Forterre (2006).
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(a)























Figure 6.7: Spatial dispersion relations for the dimensionless (a) growth rate and
(b) wave speed (see (6.70)) as a function of the perturbation frequency (see (6.69)).
The solid line indicates the predicted profile from the solution of the full compress-
ible stability problem with ∆φ = 10−3, while the markers represent the equivalent
predictions from the incompressible µ (I)-model presented in Forterre (2006). Pa-
rameter values as in Table 6.1 with φmin = 0.649, N = 100, θ = 29◦, χ = 75, and
F = 1.02. Note in this case φ0 ≈ 0.65, and hence F ≈ 3.16.
6.4.6.2 Small wavenumber asymptotic analysis
As the experimental work of Forterre & Pouliquen (2003) demonstrates that the
inclined plane instability is a long-wavelength instability (as indeed evidenced from
the indicative dispersion relation in Figure 6.7), some insight into the behaviour of
the system can be gained by carrying out a short wavenumber asymptotic analysis
of the stability problem (6.47)-(6.49). In particular, such an analysis enables us
to investigate the stability threshold of the flow, i. e. the Froude number beyond
which the system is unstable for a given inclination, which is detailed in §6.4.6.3.
Moreover, a short wavenumber asymptotic analysis also acts as a powerful and non-
trivial means of benchmarking the accuracy of the eigenvalue solver described in
§6.4.6
Motivated by the approach of Forterre (2006), we first introduce the rescaled
velocity perturbation ζ and eigenvalue c as
ζ = iŵ
k
, c = σ
k
, (6.71)
and suitably transform the stability problem.17 Omitting hats on the perturbations
17Note that Re (c) = Re (σ) /k is a rescaled growth rate and −Im (c) = −Im (σ) /k is the wave
speed in the temporal stability problem.
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for notational simplicity, we obtain
(c+ iu0)φ+ iφ0u = i (φ0ζ)′ , (6.72a)



























where the corresponding boundary conditions are
u = ζ = 0 at z = 0, (6.73)
and




− (ikµθη0/3) [2ζ ′ + u] = 0
−iζ = (c+ iu0) {p+ (ikη0/3) [2ζ ′ + u]} /φ0
 at z = 1.
(6.74)
We then propose a perturbation expansion for the eigenfunctions and eigenvalue in
powers of k, i. e.
u = u(0) + iku(1) + . . . , ζ = ζ(0) + ikζ(1) + . . . , φ = φ(0) + ikφ(1) + . . . , (6.75a)
p = p(0) + ikp(1) + . . . , c = c(0) + ikc(1) + . . . , (6.75b)
and substitute into (6.72), (6.73), and (6.74). At leading order, we obtain(
c(0) + iu0
)








(0) + Aφφ(0) + Auu(0)z
]
z
+ µθφ(0) = 0, (6.76b)
− p(0)z − φ(0) = 0, (6.76c)
Cpp
(0) + Cφφ(0) + Cuu(0)z = 0, (6.76d)
u(0) = ζ(0) = 0, at z = 0, (6.76e)






 at z = 1. (6.76f)
Using the surface boundary condition, it follows that
(Ap − µθ) p(0) + Aφφ(0) + Auu(0)z = 0, Cpp(0) + Cφφ(0) + Cuu(0)z = 0. (6.77)
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This system can be simplified significantly by using the coefficient definitions in





















p(0), u(0)(0) = 0. (6.79)





, p′0 = −φ0, (6.80)





p(0) =⇒ p(0) = Aφ0, (6.81)
for some normalisation constant A. Given that the eigenfunctions are only defined
up to some multiplicative constant, we can choose A = 1/φ0 (1) without loss of
generality. Thus from (6.78) we have
φ(0) = −Aφ′0, (6.82)








Given that p0 ∼ 1 − z (as illustrated in Figure 6.6(a)), we observe that the û
eigenfunction has a
√
1− z dependence at leading order. This is noteworthy for two
reasons.
(i) At leading order the derivative of the velocity eigenfunction diverges at the
free surface. This suggests that Γ̂ ∼ Auûz in (6.48) is indeed non-zero at the
free surface. This provides justification for the introduction of the auxiliary
variables Γ and Ψ.
(ii) At leading order the velocity eigenfunction is not analytic due to the presence
of a branch cut emanating from z = 1. This suggests that the eigenfunctions
will be non-analytic in general, and hence by Darboux’s principle (see §6.4.6)
we will not achieve spectral convergence of our numerical method. This is
indeed evidenced in Appendix D.6.
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To obtain the leading order approximation for the eigenvalue we integrate con-


















φ(0) dz + p(0)(1)
 , (6.84)
and from our knowledge of the leading order eigenfunctions we obtain




Thus we find that the leading order wave speed −Im (c) is essentially determined
by the density of the material. Note that in the case where φ0 = φc = constant,
we have that p0 (0) = φc from the lithostatic pressure distribution (6.28), and hence
c(0) = −i
√
φc. Under the rescaling of the eigenvalue σ as detailed in §6.4.6.1 and
Appendix D.3, we recover the asymptotic result c(0)s = 5/2 as in Forterre (2006).18
This prediction is in good agreement with the indicative dispersion relation given in







Given that c(0) in (6.85) is purely imaginary, it follows that the leading order
eigenvalue σ(0) = c(0)k is also imaginary. Thus to obtain a non-zero asymptotic
approximation for the growth rate, we must consider the first order problem in k.
From (6.72), (6.73), and (6.74), at order k we have(
c(0) + iu0
)






























+ App(0) + Aφφ(0) + Auu(0)z − φ(1) = 0, (6.87c)
u(0) − ζ(0)z = Cpp(1) + Cφφ(1) + Cuu(1)z , (6.87d)
u(1) = ζ(1) = 0 at z = 0, (6.87e)
















 at z = 1.
(6.87f)
18The wave speed according to Forterre (2006) is cs = ω/k. Hence using the rescaling ω =
5iσ/2
√
φc, it follows that c(0)s = 5/2, as in (B2) therein.
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Using our knowledge of the leading order solution, we find that the first order pres-
sure is determined by


















u(0) − ζ(0)z − Cpp(1) − Cuu(1)z
)
. (6.89)
Integrating (6.87b) and using the surface boundary condition yields a differential















, u(1)(0) = 0, (6.90)







































, µ′θ = α′(Iθ)−
β′(Iθ)
2 . (6.92)
Using this relation in (6.89), we have that




























G(0)1 − G(0)3 + G(0)2 β′(Iθ)φ0Cφ√p0µ′θ
 dτ.
(6.94)




















We can observe from (6.93), (6.94), and (6.95) that the first order eigenfunctions are
all real (since c(0) is purely imaginary). Finally, we obtain the first order behaviour
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Figure 6.8: Comparison of the asymptotic (circles) and numerical (lines) predic-
tions for (a), (b) the imaginary and (c), (d) real parts of the rescaled eigenvalue c.
Various Froude numbers are indicated by the legend, where lines and symbols corre-
sponding to a given F have the same colour. Figures on the left and right correspond
to χ = 25 and χ = 75, respectively. Here θ = 29◦, N = 100 in the eigenvalue solver,
and the eigenfunctions are discretised on [0, 1] using 104 points.
























φ(0) dz − p(0)(1)
.
(6.96)
Note that while c(1) appears to depend on the unknown pressure p(1) (1), one can
show using (6.88), (6.93), and (6.95) that p(1) (1) drops out of the expression. Hence
from (6.96) c(1) is also purely imaginary and thus σ(1) = ik2c(1) is real, providing a
leading order prediction for the growth rate. Finally, we can obtain the first order
solution for ζ from the mass conservation equation as done previously, i. e.







φ(1) + c(1)φ(0) + iφ0u(1)
]
dτ. (6.97)
The leading and first order solutions for the eigenfunctions are computed in Matlab
by first obtaining the base state profiles p0, u0, and φ0 (as in §6.4.3) and performing
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the relevant integrations numerically using the trapezoidal rule (via the standard
trapz.m function).
In Figure 6.8 we compare our asymptotic predictions for the real and imaginary
parts of the rescaled eigenvalue (ikc(1) and c(0), respectively) to those obtained using
our eigenvalue solver. One can observe excellent agreement between the two methods
for k  1, with slight deviations evident at k ∼ 10−2. In particular, at small k we
find that the numerical predictions for the imaginary part of the eigenvalue converge
for all Froude numbers considered here, which follows from the fact that the leading
order prediction for c(0) is independent of F . Moreover, we also observe that Re (c)
grows linearly at small k, where the slope of this line is accurately captured by the
first order asymptotic prediction for c(1).
We also contrast the asymptotic and numerical predictions for the eigenfunctions
[u, ζ, φ, p] in Figure 6.9 for a representative set of parameter values. Note that the
leading and first order analyses provide our asymptotic approximations for the real
and imaginary parts of the eigenfunctions, respectively. Again we observe excellent
agreement between the two for k  1, with deviations again evident at k ∼ 0.1.
In particular, our numerical method recovers the
√
1− z behaviour for the leading
order velocity eigenfunction u, with uz vanishing at the free surface. We can also
observe that the volume fraction eigenfunction φ has a boundary layer close to z = 1,
which follows from the fact that φ(0) ∼ φ′0, with φ0 rapidly changing near the free
surface. This also explains the sharp drop in the pressure eigenfunction p at the free
surface, given that p(0) ∼ φ0.
6.4.6.3 Critical Froude number
Given that we have a leading order approximation for the growth rate Re (ς) = ik2c(1)
at small k, we can use our asymptotic analysis to estimate the stability threshold
of the flow, i. e. the value of the Froude number beyond which the system becomes
unstable. This is referred to as the ‘critical Froude number’ Fc henceforth, which
will be a function of the inclination θ and the free parameter χ in general.
In theory one could obtain Fc analytically by solving the relation ic(1) > 0,
however this is precluded by the convoluted nature of c(1) in (6.96). As such, to
approximate Fc we iterate over a discrete range for F in (6.96) and identify the first
instance at which ic(1) > 0. This process yields the estimates given in Table 6.2 for
indicative values of θ and χ, where for future convenience we rescale Fc as in (6.67),
i. e. we compute Fc = 2
√
φ0Fc/5. We also indicate the critical Froude numbers
obtained from the numerical solution of the full stability problem, denoted by FNc ,
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Figure 6.9: Comparison of the asymptotic (circles) and numerical (lines) predic-
tions for the real and imaginary parts of the eigenfunctions (a), (b) u, (c), (d) ζ,
(e), (f) φ, and (g), (h) p. Here χ = 75, θ = 29◦, F = 2, N = 100, and wavenum-
bers indicated in the legend. The eigenfunctions have been arbitrarily normalised
such that p (1) = 1 + ik. Note the cusp in (d) is simply the result of plotting on
a semi-logarithmic axis, where Im (ζ) < 0 near the flow base and is positive in the
flow interior.
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Table 6.2: Asymptotic (Fc) and numerical (FNc ) critical Froude numbers for vari-
ous θ and χ. Parameter values as in Table 6.1. The asymptotic solution is obtained
as detailed in §6.4.6.2 using 104 discretisation points, while N = 100 in the eigen-
value solver. The incompressible values F Ic are obtained using φmin = 0.649 (as in
§6.4.6.1), while Fc is determined by (6.98).
χ θ
24◦ 25◦ 26◦ 27◦ 28◦ 29◦
Fc 50 0.734 0.722 0.709 0.693 0.675 0.655
FNc 50 0.731 0.722 0.709 0.693 0.675 0.654
Fc 75 0.716 0.704 0.690 0.675 0.657 0.637
FNc 75 0.713 0.704 0.690 0.675 0.657 0.636
F Ic 75 0.678 0.666 0.653 0.638 0.621 0.601
Fc - 0.678 0.666 0.653 0.638 0.620 0.601
which are obtained as described in §6.4.7.1. Excellent agreement is again observed
between the numerical and asymptotic values for all values of θ and χ considered.
Finally, Forterre (2006) demonstrated that a long wavelength asymptotic analysis
of the incompressible µ (I)-model yielded an analytical expression for the ‘incom-






2 θ + 34
(µ2 − tan θ) (tan θ − µ1)
µ2 − µ1
tan θ. (6.98)
An analytical expression can be obtained for the incompressible model as the base
state volume fraction is constant, which significantly simplifies the analysis. We
can note that the compressible model admits slightly larger values for the criti-
cal Froude number than its incompressible counterpart, particularly so for small
values of χ, however the difference between the two decreases for increasing χ, as
expected. Finally, in Table 6.2 we also demonstrate that our asymptotic predic-
tions for the incompressible critical Froude number F Ic (where superscript I denotes
‘incompressible’), obtained for ∆φ = 10−3, recover the values predicted by the ana-
lytical prediction (6.98).
6.4.7 Stability predictions
The overall agreement observed between our numerical and asymptotic predictions in
§6.4.6.2 and §6.4.6.3 provide us with further confidence in the veracity of the solver.
Given the additional validation presented in §6.4.6.1 and Appendix D.6, we are now
in a position to compare the linear stability predictions of the CIDR model with
the experimental results of Forterre & Pouliquen (2003), upon which the rheological
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parameters stated in §6.4.2 have been calibrated. As such, assuming fixed values
for φmax and φmin as in Table 6.1, χ represents the only variable parameter in this
analysis. This comparison is carried out in §6.4.7.2, while results pertaining to the
temporal stability of the flow are presented below.
6.4.7.1 Temporal stability
Assuming σ ∈ C and k ∈ R we illustrate an indicative dispersion relation, which
relates the dimensionless growth rate Re (ς) to the downstream wavenumber, in
Figure 6.10. Note here that the eigenvalue is rescaled as in (6.69), i. e. ς̃ = 5ς/2
√
φ0,
while we express the Froude number in terms of F as defined in (6.67). This is done
so to enable comparison of our results with those published in Forterre (2006) (as
carried out in §6.4.7.2), and will be the practice assumed henceforth.
As is often the case in hydrodynamic stability problems, we observe in Figure
6.10 that the growth rate is a unimodal function of k. The dispersion relation allows
us to estimate the critical Froude number FNc for the flow by seeking the minimum
value of F such that Re (ς̃) > 0 for some k. This process yields the values of FNc
given in Table 6.2. Note that the excellent agreement obtained between FNc and the
asymptotic predictions Fc result from the fact that the inclined plane instability is
a zero-wavenumber instability, and hence the critical Froude number for growth can
be accurately determined from a small wavenumber asymptotic analysis. Moreover
we can also use the dispersion relation to approximate the cutoff wavenumber, kc,
for the flow, defined such that Re (ς̃) < 0 for all k > kc at a fixed F (as indicated in
Figure 6.10). This will be of particular use when estimating the cutoff frequency of
the flow, as discussed in §6.4.7.2.
Figure 6.10 also illustrates that there is a sudden switch in the behaviour of the
growth rate as k increases, i. e. we switch from a diffusive-like decay of the growth
rate to an approximately constant value which appears to be independent of the
Froude number. To investigate this behaviour in more detail, we have performed a
large wavenumber asymptotic analysis of the stability problem (6.47)-(6.49) in Ap-
pendix D.7, which takes the form of a normal mode ‘freezing analysis’ as previously
utilised by Barker et al. (2015, 2017). As discussed in Joseph & Saut (1990), the
motivation for this freezing analysis rests on the assumption that for very short wave-
length perturbations (i. e. k → ∞), the spatially-dependent coefficients appearing
in the linearised ODE system are approximately constant for any sufficiently small
neighbourhood in the domain. As such, in this limit the system can be reduced
to a standard constant coefficient problem, for which one can propose a normal
mode-type solution for each spatial variable.
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Figure 6.10: Dimensionless growth rate Re (ς̃), with ς̃ given by (6.69), as a function
of the downstream wavenumber for the full stability problem (6.47)-(6.49). Param-
eter values as in Table 6.1 with θ = 29◦, χ = 75, and N = 100. The red crosses
indicate the large k asymptotic prediction (6.99).
For the stability problem (6.47), we hence evaluate the coefficients at an arbitrary
value of z (such that they are now constant) and propose a normal mode solution in
the normal direction. This in turn yields a cubic equation for the eigenvalue σ, the
behaviour of which can be analysed in the large wavenumber limit.19 In particular,
we illustrate in Appendix D.7 that two of the eigenvalues decay diffusively at large
k, i. e. σ(2,3) ∼ −k2 as k →∞. It can also be shown that the other eigenvalue, σ(1),

















which is indeed independent of the Froude number (see (D.52) for details). As
indicated in Figure 6.10 the asymptotic result (6.99) is found to be in good agreement
with the numerical results.
It is also instructive to visualise the growth rate in k–F space, as illustrated in
Figure 6.11. By tracing the maximal growth rate in this space (Figure 6.12(a)), we
observe that the maximal growth rate is a unimodal function of F , with a sharp
increase close to criticality and a slow decay thereafter, while the corresponding pref-
erential wavenumber for growth (Figure 6.12(b)) continues to increase for the range
of F considered here. Both quantities demonstrate relatively weak dependence on
the inclination θ. To our knowledge, no quantitative measurements of the temporal
stability properties of granular chute flows are available for comparison with these
19Note that this methodology assumes short wavelength perturbations, and hence this limit
must be taken.
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Figure 6.11: Contour plot of Re (ς̃) in k–F space for χ = 75, θ = 29◦, N = 100,
and parameter values as in Table 6.1. The red line traces the maximal growth rate
as a function of k for fixed F . The colour scale has been truncated at −10−3 for
enhancement, while the numerical data has been interpolated onto a finer mesh
(10−3 × 10−2) using a cubic spline interpolation.
predictions, while we are unable to convert the predictions into dimensional quanti-
ties given that the relevant length (h0) and time (h0/U) scales are problem-specific.
One can, however, obtain an estimate for typical roll wave spacing by utilising
the flow data provided in Figure 16 of Forterre & Pouliquen (2003). For F = 1.02
and θ = 29◦, the relevant length and velocity scales are stated as h0 = 5.3 mm
and U = 21.7 cm s−1. Our corresponding dimensionless predictions are given by
Re (ς̃) ≈ 0.012 and max [k] ≈ 0.245, and hence we find a preferential wavelength of
λ ≈ 13.6 cm with an associated growth rate of ≈ 0.5 s−1. While direct comparison
cannot be made due to different rheological parameters and inclinations, we note
that these estimates are of the same order as those predicted by Barker & Gray
(2017) using a depth-averaged regularised incompressible µ (I)-rheology (see Figure
13 therein). Moreover, in the recent bi-disperse granular roll wave experiments
carried out by Viroulet et al. (2018), the authors observed an average preferential
wavelength of ≈ 20 cm, in relatively good agreement with our indicative estimate.
A quantitative comparison of the temporal stability predictions in Figure 6.12 to
experimental data would form an additional test of the CIDR model. However, as
discussed in §6.1, performing such experiments may be a challenge from a practical
perspective as the natural temporal instability for glass beads is quite slow (and was
not observed in the chute flow experiments of Forterre & Pouliquen (2003)).
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Figure 6.12: (a) Maximal value of the growth rate Re (ς̃) and (b) its corresponding
wavenumber as a function of F for parameter values as in Figure 6.11.
6.4.7.2 Spatial stability
We can also obtain results pertaining to the spatial stability of the system by using
the methodology outlined in §6.4.6.1, i. e. we loop over complex k space and obtain
estimates for the perturbation frequency, growth rate, and wave speed as defined
by (6.69) and (6.70), respectively. We illustrate a representative dispersion relation
in Figure 6.13 for the spatial growth rate σs and corresponding wave speed cs as a
function of ωs. We find that the predictions of the CIDR model are able to quan-
titatively match the experimental data in both cases, and indeed tend to perform
somewhat better than the incompressible µ (I)-model predictions. We indicate the
model predictions for several plausible values of χ to investigate the role of this free
parameter. Considering the dimensionless growth rate, we observe that its dominant
effect is to shift the cutoff frequency ωc, i. e. the frequency beyond which the flow
is stable (as indicated in Figure 6.13(a)), to lower values, particularly evident for
the χ = 25 case in which the model significantly underestimates the experimentally
observed value for ωc. However large values of χ, which are more representative of
the base state volume fraction profile observed in experiments (see §6.4.3), demon-
strate better overall agreement with the data. In particular the dispersion relations
in this case, which are more or less identical to the incompressible µ (I)-model for
ω < ωc, more accurately capture the experimental data at larger frequencies. One
can also note that for increasing χ the model predictions tend towards those of
Forterre (2006), as anticipated given that χ → ∞ corresponds to a constant base
state volume fraction (see (6.26)).
Similar behaviour is also observed for the wave speed in Figure 6.13(b), where
the inclusion of compressibility acts to shift the spectrum towards lower values of
cs. We again find that the predictions corresponding to larger values of χ provide
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Figure 6.13: Theoretical (lines) and experimental (dots) spatial dispersion rela-
tions for the dimensionless (a) growth rate and (b) wave speed (as in (6.70)) as
a function of the perturbation frequency (as in (6.69)). Experimental data ob-
tained from Forterre & Pouliquen (2003) while red crosses indicate the incompress-
ible µ (I)-rheology predictions of Forterre (2006). Parameter values as in Table 6.1
with θ = 29◦, F = 1.02, and N = 100.
good quantitative agreement with the experimental data, although one could argue
that the Forterre (2006) prediction captures the data more accurately. These shifts
towards lower values of σs and cs are consistent with the behaviour observed for the
depth-averaged incompressible µ (I)-model presented in Gray & Edwards (2014).
It is interesting to note in Figure 6.13(a) that neither the compressible or incom-
pressible models are able to account for the experimental growth rate maximum at
ωs ≈ 0.4 within experimental error, which is also the case for the depth-averaged
model of Gray & Edwards (2014).
While informative, the comparison illustrated in Figure 6.13 only represents one
of many experimentally obtained dispersion relations. A more systematic test of the
model predictions can be obtained by computing the cutoff frequency as a function
of the Froude number for a range of inclinations. In the context of the spatial
stability analysis, ωc occurs when σs (ωc) = 0 such that σs < 0 for all ω > ωc. The
condition σs = 0 necessitates that the wavenumber is real, and hence to compute ωc
using our eigenvalue solver we evaluate Im (ς̃) at the cutoff wavenumber kc, i. e.
ωc = −Im [ς̃ (kc)] , Re [ς̃ (kc)] = 0, where Re [ς̃] < 0 ∀k > kc. (6.100)
Plots of the cutoff frequency versus Froude number are presented in Figure 6.14,
where the CIDR model and its incompressible limit (∆φ = 10−3) are compared to
the experimental data. As expected we recover the results of Forterre (2006) (Fig-
ure 3 therein) for the incompressible case (Figure 6.14(a)). Compressible predictions
using ∆φ = 0.6 are illustrated in figures 6.14(b) and (c) for several values of χ. The
predictions accurately capture the experimental behaviour observed, particularly at
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Figure 6.14: Dimensionless cutoff frequency as a function of the Froude number
above criticality for (a) the incompressible case ∆φ = 10−3 and χ = 75, and the
compressible cases ∆φ = 0.6 with (b) χ = 50 and (c) χ = 75. The differences
between the experimental data and model results are illustrated in (d) for: ——
(a); - - - - (b); and (c). Datapoints have been categorised according to inclination,
with Froude number increasing from left to right in each set. Computations have
been carried out using parameter values as in Table 6.1 and N = 100. The critical
Froude numbers for the incompressible (F Ic ) and compressible (FNc ) cases are given
in Table 6.2.
larger values for ωc, while the cutoff frequency is found to increase with increasing
χ in a similar manner to Figure 6.13. We also consider the differences between the
experimental data and model predictions for all three cases in Figure 6.14(d). We
note that this error demonstrates a similar trend in each case, with the compressible
model representing an improvement over its incompressible counterpart. Our result
is rather encouraging given that these predictions have been obtained using some-
what notional values of φmax and φmin, as well as a rescaling which depends on the
base state volume fraction profile. One may question whether the differences in ωc
arise as a result of the compressibility in the model or simply due to this rescaling?
If the latter was true, one would expect ωc to increase with decreasing χ given that
the frequency is scaled with the inverse of the mean volume fraction, which itself
decreases with χ. Given that the opposite trend is observed, it is unlikely that the
variations are due to scaling.
As with the incompressible µ (I)-model in Forterre (2006) the compressible pre-
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dictions continue to overestimate ωc close to the instability threshold, i. e. for F −
Fc . 0.2. Possible explanations for this discrepancy may include the need for
additional non-local effects to be incorporated in the model, however given that
the roll-wave instability threshold exists above the threshold for steady chute flow
(Forterre & Pouliquen, 2003), such effects may be negligible. Alternatively, Forterre
& Pouliquen (2003) illustrate that perturbations to the flow surface are found to
contain many harmonics of the imposed frequency, with this effect being amplified
at lower frequencies. While Figure 9 therein demonstrates that high frequency har-
monics are damped downstream for a flow far from criticality, it may be the case
that closer to criticality, and hence at lower frequencies, non-linear interaction with
harmonic contributions may dampen the observed growth rate. This would lead to
an underestimate of the cutoff frequency.
6.5 Plane shear flow
While the stability results outlined in §6.4.7 illustrate the ability of the CIDR model
to capture the long-wavelength instability observed for granular chute flows, and
hence support its validity, it is evident (see Figure 6.14(a), for example) that its
incompressible counterpart can also demonstrate such behaviour (albeit less accu-
rately). As such, one is immediately motivated to consider an additional test case
in which compressibility is known to play a crucial role in the dynamics, i. e. one in
which an incompressible model cannot reasonably account for the observed phenom-
ena. This motivates us to consider the acoustic waves observed in the plane shear
simulations of Trulsson et al. (2013), as described in §6.2. In this section we inves-
tigate the ability of the CIDR model to quantitatively account for this oscillatory
behaviour.
6.5.1 Problem setup
Let us now consider the two-dimensional plane shear flow problem illustrated in
Figure 6.15. As discussed in §6.2, granular material is confined between two rough
walls separated by a fixed distance H, corresponding to a volume-imposed setup
in which the volume fraction φ is imposed. Note that zero gravity is assumed here
in keeping with the DEM simulation conditions imposed by Trulsson et al. (2013).
The lower wall remains fixed, while the upper wall is assumed to move at a constant
speed U in the downstream direction x. The movement of the upper plate hence
causes the granular material within the shear cell to deform, provided the volume
fraction is below the jamming point φmax. Assuming a slow deformation rate, such
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Figure 6.15: Schematic of the volume-imposed plane shear geometry under con-
sideration. Here z = 0, H denote the lower and upper walls, respectively. The
roughness of the walls is denoted by the superimposed disks. The upper wall moves
at a constant velocity U ı̂, while u0 (z) denotes the base state downstream velocity
profile.
that the inertial number remains relatively small (i. e. I ∼ 0.1), it is reasonable to
impose no-slip boundary conditions at the lower and upper walls (MiDi, 2004), i. e.
u = 0 at z = 0, u = (U, 0) at z = H. (6.101)
Given the translational invariance of the system in x, we anticipate that the govern-
ing variables are independent of this direction, such that the problem is quasi-one-
dimensional in nature. In the DEM simulations performed by Trulsson et al. (2013),
this invariance enabled the use of periodic boundary conditions in the shearing di-
rection.
Finally, as mentioned in §6.2, Trulsson et al. (2013) studied the emergence of
plane waves oscillating between the fixed walls as linear perturbations to the base
state of their proposed model. We will follow an analogous approach here. As such,
we apply the CIDR model (6.2)-(6.10) to this problem, describe and perturb the
base state, and analyse the resulting predictions.
6.5.2 Trulsson et al. (2013) model and specification of pa-
rameters
Before specifying the model parameters which characterise the constitutive relations
(6.9c) and (6.10) for this problem, it is first instructive to discuss the compressible
hydrodynamic model proposed by Trulsson et al. (2013) in an effort to elucidate
their DEM simulation results. Henceforth the acronym ‘TR’ will be used to refer to
this model.
The basis of the TR model is the same as that of the CIDR model; namely
conservation of mass and momentum as in (6.1) and (6.2). The differences arise in
the stress tensor formulation and the proposed flow rule required to close the model.
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With reference to the latter, the TR model invokes the linear dilatancy law (5.10)
observed for steady plane shear flows in the absence of gravity (Da Cruz et al.,
2005). Such a relation has also been found to hold for inclined plane and Couette
geometries (Forterre & Pouliquen, 2008; Koval et al., 2009), and is used in the TR
model to replace the flow rule (6.6). As such, the inertial number is taken to be a
slaved variable of φ given by




where again φc is the critical volume fraction at the jamming point and B is a ma-
terial parameter. As previously mentioned in §5.4.1, this linear relationship allows
one to derive an equation of state for the pressure as (using (6.5))






There is also evidence to suggest that such a linear relationship is valid for immersed
granular flows executing plane shear, under suitable generalisation of the inertial
number (Trulsson et al., 2012; Amarsid et al., 2017). Using (6.102), the TR model
proposes that the stress tensor can be decomposed as (see equation (1) therein)
σ = ρsd2f (φ) ‖γ‖
{









Here γij is the strain rate tensor,20 g (φ) is an unknown bulk viscosity term, and
µ (φ) takes the same functional form as (6.9c) under the proviso that I = I (φ) from
(6.102). In practice the g (φ) function is assumed constant by the authors, but it
appears largely unconstrained. From (6.104) it follows that the equation of state for
the pressure in the TR model (which we denote as p to avoid confusion with p in
(6.103)) is given by
p = ρsd2‖γ‖2f (φ) . (6.105)
This follows from (6.103) under the assumption that the flow is incompressible, i. e.
Dij = (1/2)γij. One can use (6.105) to write the stress tensor (6.104) in the more
familiar form
σ = −pδ + µ (φ) p
‖γ‖
γ + 2pg (φ)
‖γ‖
(∇ · u)δ. (6.106)
This formulation can be compared to the Cauchy stress tensor decomposition for a
compressible Newtonian fluid given by (see e. g. Gonzalez & Stuart (2008, p. 337))
σ = −pδ + µSγ + λB (∇ · u)δ. (6.107)
20Here we use the same formalism as Trulsson et al. (2013) who omitted the factor of 1/2
typically included in the definition of this tensor (as in (5.17)).
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As such in (6.106) one can identify that the shear (µS) and bulk (λB) viscosities are
essentially functions of the volume fraction, pressure, and strain rate. While (6.106)
bears some similarity to the decomposition proposed in the CIDR model (see (6.3)
and (6.4)), there are a number of significant differences. In particular, the two can
only be cast in a similar form under the modifications:
(i) the strain rate norm ‖γ‖ is replaced by the deviatoric strain rate norm 2‖D‖,
(ii) we take the bulk viscosity term g (φ) = −(1/3)µ (φ), and
(iii) the yield function is taken as Y = µ (φ) p.
Finally, before concluding our discussion of the TR model, one may ask why
we have considered the predictive capability of the CIDR model from the outset,
and not that of the TR model. Our justification for favouring the CIDR model is
twofold:
(i) The TR model in its general form does not guarantee linear well-posedness.
In particular, Heyman et al. (2017) have demonstrated that for g (φ) = 0 in
(6.106) the model is ill-posed.21 While it may possible that the model can be
regularised upon suitable choice of the bulk viscosity term, no such conditions
are elucidated by Trulsson et al. (2013).
(ii) The TR model invokes the additional phenomenological law (6.102) as its
closure relation. While there is some ambiguity regarding the exact form of
the flow rule closure equation (6.6) in the CIDR model, it is physics-motivated
as opposed to empirically-motivated, and has the potential to be generalised
beyond the steady plane shear behaviour from which (6.102) is derived. Indeed,
as discussed in §6.5.5, it may be possible to choose a functional form for C (φ)
in (6.10) such that this linear dilatancy behaviour is captured for steady flow.
Specification of the rheological and constitutive parameters µ1,2, I0, φmax, and
φmin characterising the CIDRmodel for this plane shear problem can now be achieved
by making use of those detailed in the TR model above. In particular, given that
the TR and CIDR models utilise the same functional form for µ (I), we assume
equivalent values for µ1,2 and I0 as determined by Trulsson et al. (2012) (see Table
6.3). Note that the critical volume fraction φc in (6.102) is precisely the maximal
volume fraction φmax, while to determine a suitable estimate for φmin, we can use
the commonly invoked relation B = φmax − φmin (Pouliquen et al., 2006; Forterre &
Pouliquen, 2008).
21Note that Heyman et al. (2017) considers a slightly different stress tensor decomposition to
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6.5.3 Base state
In order to compare the CIDR model predictions to the DEM simulation results
(henceforth referred to as ‘data’ for the remainder of §6.5), it is more convenient
to use its dimensional form (6.1)-(6.10) from the outset. The base state is easily
obtained by seeking a uni-directional flow of the form u0 = (u0 (z) , 0) with φ = φ0
constant. The corresponding strain rate is ‖D0‖ = u′0/2, where prime again denotes
differentiation with respect to z, assuming that the downstream velocity increases









 =⇒ τ13 ≡ τ0 = Y0 = µ (I0) p0, (6.108)
where the last relation follows from the fact that the uni-directional flow is incom-
pressible. Given that gravity is omitted in this problem, conservation of momentum
in the wall-normal and downstream directions state that p0 and τ0 are constant,
respectively. Thus as τ0 = µ (I0) p0, it follows that I0 ≡ Ic = µ−1 (τ0/p0) is also
















which follows from the fact that the lower wall is stationary. Here we denote the
velocity gradient (also referred to as the shear rate) by γ̇, which is constant, in
keeping with the notation used in Trulsson et al. (2013).
Finally, given that the base state flow is incompressible and hence f0 = 0, it





Table 6.3: Parameter values assumed for case of plane shear flow in the absence
of gravity. Taken from Trulsson et al. (2012, 2013).
Parameter Description Value
µ1 Static friction coefficient 0.277
µ2 Dynamic friction coefficient 0.847
I0 Constant appearing in µ (I) function 0.36
φmax Maximum solid fraction attainable 0.817
φmin Minimum solid fraction attainable 0.487
that in Trulsson et al. (2013), i. e. the strain rate tensor γij in (6.106) is everywhere replaced by
the deviatoric strain rate tensor Dij .
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Note that C (φ0) ∼ P , which in the previous inclined plane problem we took as
the hydrostatic scale P = ρsgd. As gravity is omitted in the current problem,
an alternative scaling is necessary. Assuming that the downstream velocity scales
with the wall velocity U , then a balance of the inertial and pressure terms in the
momentum equations suggest a suitable characteristic shear stress scale as P =
ρsU
2 = ρsγ̇2H2, where U = γ̇H follows from (6.109), which we assume henceforth.
Evidently some ambiguity exists here in the choice of P . For example, one could
equally take P = ρsγ̇2d2, which would represent a so-called intrinsic scaling given
that it only refers to material parameters (Goddard, 2003). Indeed, this choice was
utilised by Goddard & Lee (2017) in their analysis of unbounded22 plane shear flow,
and is the same as that used here up to the rescaling (d/H)2.
Finally, for this plane shear flow problem we can use (6.110) to determine the





)2 (β (Ic) I2c
2
)
Ĉ (φ0) , (6.111)
given knowledge of the geometry (H/d) and the base state volume fraction (which
is imposed in the DEM simulations) and inertial number. Thus, provided b can be
determined, no free parameter exists in the model. However, as previously discussed
in §6.4.3, we anticipate that b is problem specific such that we cannot use the value
calibrated here in the inclined plane flow analysis presented in §6.4.
6.5.4 Perturbation analysis
To study the emergence of plane waves in the shear cell, we suppose that they
represent linear perturbations to the plane shear base state flow. Following the
standard approach, we perturb our governing variables as
[u,w, φ, p] = [γ̇z, 0, φ0, p0] +
[
ũ, w̃, φ̃, p̃
]
(z, t) , (6.112)
where we invoke the simplifying assumption that the entire system is independent of
the downstream direction. The analysis is analogous to that outlined in §6.4.5, but
is significantly simplified as the base state volume fraction, pressure, and velocity
gradient are now constant. As such, our linearised mass, momentum, and flow rule
equations are given by
φ̃t + φ0w̃z = 0, (6.113a)






ρsφ0w̃t = −p̃z + (ηcw̃z)z , (6.113c)
w̃z = Epp̂+ Eφφ̂+ Euũz, (6.113d)
22Unbounded in both x and z.
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where the constant coefficients D, E, and ηc, analogous to those appearing in the
linearised inclined plane problem, are listed in Appendix D.8 for completeness. As
this is a constant coefficient linear system we seek normal mode solutions of the
form [




û, ŵ, φ̂, p̂
]
, (6.114)
where K denotes the wall-normal wavenumber and we take σ = iω as the eigenvalue
in order to compare directly to the results of Trulsson et al. (2013). The velocity
perturbations must also satisfy the no-slip boundary conditions at the walls, i. e.
ũ = w̃ = 0, and thus it follows that the perturbations are proportional to sin (Kz)
where K = nπ/H, n ∈ N. The linearised system (6.113) becomes
iωφ̂+ iφ0Kŵ = 0, (6.115a)





iρsφ0ωŵ = −iKp̂+ ηc (iK)2 ŵ, (6.115c)
iKŵ = Epp̂+ Eφφ̂+ iKEuû. (6.115d)
We now compare the CIDR model predictions to the data provided in Trulsson
et al. (2013) in three parts. We will later consider the velocity response of the
system to linear forcing in the wall-normal and downstream directions, but first we
obtain the dispersion relation arising from (6.115) in order to predict the frequency
of spontaneous oscillations. As we are interested in the emergence of plane waves in
the system, we hence restrict our interest to the real part of the eigenvalue ω, i. e. the
angular frequency −Re (ω), given that our normal mode solutions are proportional
to eiωt.23
6.5.5 Frequency of spontaneous oscillations
The dispersion relation relating the angular frequency ω to the wavenumber K can
be determined from (6.115) by first eliminating the perturbation p̂ from the linear
problem via the flow rule (6.115d). The zero determinant condition for a non-trivial
solution of the resulting system yields a cubic equation for the eigenvalue given by






23Moreover no information is provided by Trulsson et al. (2013) regarding the growth rate, i. e.
−Im (ω), of the perturbations.
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K4 [ηc (DuEp −DpEu)−Du]− ρsφ0K2 (φ0Eφ + γ̇Eu)
}
. (6.117b)
We then non-dimensionalise (6.116) with respect to the scalings outlined in Trulsson
et al. (2013) such that we can directly compare to the data therein. As such the


































































Here the hatted non-dimensional coefficients are defined in Appendix D.8. Note
that if we define X = i (ωH/γ̇d), it follows that (6.118) is a cubic in X with real
coefficients, and hence there is at least one real root for X. Thus we have two
possibilities; (i) all the roots for X are real, in which case ω is purely imaginary
and the angular frequency, given by Re (ω), is identically zero, or (ii) we have a
complex conjugate pair for X, in which case ω = ±Q+ iR for some {Q,R} ∈ R. It
thus follows that the dispersion relation admits a unique frequency of spontaneous
oscillations, which we denote as ω∗.
Of particular interest is the behaviour of ω∗ as the imposed volume fraction φ0
tends towards the jamming point φmax (at a fixed shear rate γ̇). To investigate this,
we first highlight several assumptions which will be used throughout this and the
following sections (§6.5.6 and §6.5.7).
(i) In order to determine a sensible estimate for the as yet unknown parameter
b, we utilise the base state values given in the caption of Figure 1 in Trulsson
et al. (2013). In particular, we assume a shear cell geometry H/d = 40, a
base state volume fraction φ̃0 = 0.78, and a corresponding inertial number
225
6.5. Plane shear flow
Ĩc = 0.11.24 Note the use of tildes here to differentiate these quantities from











 Ĉ (φ̃0) ≈ 48, Ĉ (φ) = φ− φmin
φmax − φ
, (6.120)
using the function (6.10), which we will assume fixed henceforth.
(ii) The linear dilatancy law (6.102) is used to relate the base state inertial number
Ic to the base state volume fraction φ0 in the TR model. The corresponding
relation for the CIDRmodel arises from condition (6.110), from which it follows
that







for the function Ĉ in (6.120). While it appears that the geometry of the shear
cell plays a significant role in this expression, due to the (d/H)2 term, note
from (6.111) that b ∼ (H/d)2, and hence the geometry terms drop out of
this expression. This is also true for the dispersion relation (6.118) given that
D̂φ ∼ b−1 ∼ (d/H)2 (see (D.55)).
Under these assumptions, in Figure 6.16 we illustrate the dimensionless frequency
of spontaneous oscillations ω∗H/γ̇d as φ0 approaches the jamming point. Here we
consider the spontaneous frequency associated with the leading order mode, i. e.
K = π/H, given that Trulsson et al. (2013) estimate ω∗ from the DEM data by
projecting the velocity field onto this mode. We can immediately note that the
spontaneous frequency estimated by the CIDR model tends to underestimate the
behaviour observed as φ0 → φmax. To gain a quantitative understanding of this, we
consider the behaviour of the dispersion relation (6.118) for ε = φmax − φ0  1.
First note that from the volume fraction relation (6.121) we have










ε for ε 1, (6.122)
given that β (Ic) → constant for small Ic. This behaviour is indeed confirmed in
Figure 6.17(a). Using the definitions given in Appendix D.8, it follows that the
leading order behaviours of the coefficients appearing in (6.118) are given by
D̂p, Êp, η̂0 ∼ constant, D̂φ ∼ ε−2, D̂u ∼ ε−1/2, Êφ ∼ ε−1, Êu ∼ ε1/2.
(6.123)
24Note that this follows from the linear dilatancy law (6.102) invoked by Trulsson et al. (2013)
for the parameters estimated in Table 6.3.
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Figure 6.16: Dimensionless frequency of spontaneous oscillations as φ0 approaches
the jamming point φmax. Here CIDR indicates the prediction resulting from (6.118)
for K = π/H and H/d = 40, the corresponding asymptotic prediction (6.125) is
indicted by the open circles, while the TR model prediction (6.127) is indicated by
the dashed-dotted line. Simulation results for H/d = 40 and H/d = 18 are denoted
by the squares and circles, respectively.
Anticipating a standard asymptotic expansion for ωH/γ̇d in powers of ε, with ε 1,
we find that the eigenvalue behaves like ε−1 at leading order. In this case the cubic,
quadratic, and linear terms all balance such that the leading order behaviour of the





























which follows from the definitions of ĝ1,2 in (6.119). As such, the leading order








2A , D = B





















Note from (6.122), (6.123), and (6.126) that D ∼ ε0 and A ∼ ε in (6.125), and as
such ω∗ diverges as ε−1 as φ→ φmax. The validity of the asymptotic approximation
(6.125) is evidenced in Figure 6.16. However, this behaviour fails to capture that
observed in the DEM simulations, with a ε−3/2 divergence appearing to provide
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Figure 6.17: Behaviour of Ic as determined from (a) (6.122) and (b) (6.130) as
a function of φmax − φ0. The dashed line in (b) indicates the equivalent prediction
from the linear dilatancy law (6.102).
a more suitable fit. Indeed, Trulsson et al. (2013) demonstrate that their model







, for ε 1, (6.127)
which follows from Equation (9) therein (with K = π/H). As such it appears that
the current formulation of the CIDR model fails to correctly capture the observed di-
vergence in the spontaneous oscillation frequency as the volume fraction approaches
the jamming point for plane shear flows in the absence of gravity.
Ultimately this discrepancy can be attributed to the fact that the base state
inertial number scales with the square root of the volume fraction for the CIDR
model, which follows from (6.122) and is illustrated in Figure 6.17(a). This contrasts





where the inertial number scales with φ0. This difference, i. e.
√
ε as opposed to
ε scaling, is due to the particular Ĉ (φ) function utilised in the constitutive laws
(6.10). As discussed in §6.3, the functional form of Ĉ (φ) is rather speculative, and
thus one can envision a scenario in which a suitable choice for Ĉ (φ) allows us to
correctly capture the ε3/2 divergence. As an illustrative (although possibly naïve)
example, we can consider modifying the constitutive relation (6.10) such that Ĉ is
now given by the square of that initially proposed. We will denote this modified

















Figure 6.18: Dimensionless frequency of spontaneous oscillations as φ0 approaches
the jamming point φmax. Here CIDR - ĈO indicates the prediction resulting from
(6.118) for K = π/H and H/d = 40 using the original Ĉ function in (6.10), while
CIDR - ĈM indicates the result obtained using the modified function (6.129). The
TR model prediction (6.127) is again indicated by the dashed-dotted line. Simu-
lation results for H/d = 40 and H/d = 18 are denoted by the squares and circles,
respectively.
This is also a sensitive and monotonically increasing function of φ, and thus respects
the requirements discussed in §6.3. For this particular choice we find that the base
state volume fraction and inertial number are related by (using condition (6.110))








=⇒ Ic ∼ ε for ε 1, (6.130)
as evidenced in Figure 6.17(b). Solving (6.118) for the spontaneous frequency ω∗
using this modified ĈM function yields a much better fit to the DEM data, with
the ε−3/2 divergence now captured (Figure 6.18). This example demonstrates that
a simple modification to the constitutive laws can plausibly account for the dis-
crepancy observed in ω∗. It also suggests that, in general, it may be desirable that
the CIDR model captures the linear relationship between the inertial number and
volume fraction for steady plane shear flows. As illustrated in Figure 6.17(b), it is
clear that under the modified ĈM function (6.129) the base state inertial number
demonstrates very similar behaviour to the linear dilatancy law (6.102) over the
range of I for which such a law appears valid, i. e. I . 0.3 (Da Cruz et al., 2005;
Baran et al., 2006). Thus this modified ĈM function potentially represents a suitable
modification of the CIDR constitutive relations for future use.
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6.5.6 Velocity response to wall-normal forcing
Having detailed the predicted frequency of spontaneous oscillations, we now consider
the velocity response of the system to forcing in the wall-normal direction. In order
to analyse the oscillatory behaviour observed in their simulations mode-by-mode,
Trulsson et al. (2013) subjected the particles to a sinusoidal external forcing of
the form Fz sin (ωt) sin (Kz) k̂ where ω ∈ R is imposed, Fz is a small amplitude,
k̂ is the unit vector in the wall-normal direction, and the wavenumber is taken
as K = π/H, i. e. the leading order mode. The corresponding velocity responses
in the downstream and wall-normal directions were then projected onto the form
Ux,z sin (πz/H) sin (ωt+ αx,z) for amplitudes Ux,z and phase shifts relative to the
forcing frequency αx,z in the x, z directions, respectively.
To obtain the corresponding predictions for the CIDR model, we solve the linear
system (6.115) for the eigenfunctions (û, ŵ) subject to the addition of a constant forc-
ing term Fz to the momentum equation in the wall-normal direction, i. e. (6.115c).

















K2 (DpEu −DuEp)− iρsφ0Epω
]
, (6.131b)
where we have defined
Φ = (ρsφ0)2Epω3 − iρsφ0K2ω2
(















Again, in order to sensibly compare these predictions to the available data, we must
non-dimensionalise as in §6.5.5. Writing in terms of the dimensionless frequency























































25These expressions simplify somewhat given that the wavenumber takes the discrete values
K = nπ/H, n ∈ N, but are given in this format for generality.
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Figure 6.19: (a,c) Amplitude and (b,d) phase of the velocity response in the (a,b)
normal and (c,d) downstream directions to sinusoidal forcing in z. Solid curves
indicate the CIDR model predictions (6.133) and (6.134) for constitutive relations
(6.10), while dashed curves indicate the TR model with g (φ) = 2 in (6.106). The
dotted vertical line in each panel represents the frequency of spontaneous oscillations
ω∗ predicted from (6.118). Data points as in Figure 3 of Trulsson et al. (2013) where
each symbol represents a different restitution coefficient (e), spring constant (κn),
and forcing amplitude (Fz) combination (see therein for further details). Rheological
parameters as detailed in Table 6.3.




































































These expressions follow from the definitions (D.54) upon using the base state iner-
tial number Ic = dγ̇
√
ρs/p0 from (6.109).
The amplitude and phase of the perturbations (6.133) and (6.134), plotted as a
function of the dimensionless frequency for K = π/H, are compared to the available
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data in Figure 6.19. We observe good agreement between the model predictions and
the numerical simulations in each case, with Figure 6.19 illustrating that the domi-
nant physical characteristics of the system can be accurately captured by a leading
order perturbation analysis of the CIDR model. In particular, the velocity response
to external forcing demonstrates a resonance-like behaviour at the frequency of spon-
taneous oscillations ω∗, characterised by local maxima in the amplitudes and van-
ishing phase angles αx,z. Given that the b parameter is now specified by (6.120)
for this plane shear flow, it follows that the comparison illustrated in Figure 6.19 is
carried out in the absence of any free parameter in the model. The good agreement
obtained in this case underscores the ability of the CIDR model to quantitatively
capture the oscillatory behaviour observed in the shear cell simulations. One can
note, however, two main discrepancies (i) the local minima in the data for αz is not
captured by the model, and (ii) the resonance peak for the CIDR model is slightly
shifted to the left of that observed in the data. Note that the latter point is a result
of the CIDR model systematically underestimating the frequency of spontaneous os-
cillations. As discussed in §6.5.5, this discrepancy can be accounted for by utilising
a different Ĉ (φ) function in the constitutive relations. For example, if we consider
the function ĈM in (6.129), we find that the resulting profiles are correspondingly
shifted to the right, but with no other substantial changes (see Appendix D.9). Fur-
ther exploration of the discrepancy in the local minima for αz may form an avenue
for future work.
6.5.7 Velocity response to downstream forcing
In an analogous manner we can consider the velocity response to sinusoidal forcing
in the downstream direction of the form Fx sin (Kz) sin (ωt) ı̂ where again ω ∈ R, Fx
is small, and K = π/H. The CIDR model predictions are obtained from solving the
linear system (6.115) for (û, ŵ) subject to the addition of a constant forcing term



























































































Figure 6.20: Amplitude of the velocity response in the normal (a) and downstream
(b) directions to sinusoidal forcing in x. Line codes and marker labels are the same
as those indicated in Figure 6.19. Data points as in Figure 4 of Trulsson et al. (2013)















Comparison of the resulting velocity amplitudes to the available data (Figure 6.20)
again demonstrates good qualitative agreement, particularly so for the downstream
velocity response. We can note, however, that while the behaviour of the normal
velocity response is accurately captured by the CIDR prediction, it underestimates
the amplitude of the response by an approximately constant factor (∼ 10 here). This
discrepancy is absent in the equivalent prediction obtained from the TR model.
In order to elucidate this discrepancy somewhat, let us consider the velocity re-
sponse predicted by the TR model. We conduct an analogous perturbation analysis
to that illustrated in §6.5.4 for the model equations (6.1), (6.2), (6.105), and (6.106).
Substitution of the normal mode solution (6.114) into the resulting linearised system
yields
iωφ̂+ φ0iKŵ = 0, (6.139a)

































where {f, f′, µ, µ′, g} are all evaluated at the base state volume fraction φ0, prime
denotes differentiation with respect to φ, and p0 = ρsd2fγ̇2 from (6.105). The system
(6.139a)-(6.139c) is identical to the linearisation obtained in equations (11)-(13) of
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Trulsson et al. (2013). Upon addition of the forcing term Fx to the right-hand side






where the function Ψ is defined as
Ψ = ρ2sγ̇2φ20ω3 − ρsφ0p0γ̇K2ω
[






− 2K4p20 [iγ̇φ0µ′ + 2µ (µ+ g)ω] .
(6.141)
Note that (6.140) and (6.141) correct typographical errors presented in equations



























































Now comparing the TR and CIDR model predictions (6.143) and (6.138), respec-



























where superscripts C and T denote ‘CIDR’ and ‘TR’, respectively. As such, dif-
ferences in the amplitude predictions are due to (i) ΦN versus ΨN , and (ii) the
coefficients Êu/I2C and 2f, with Êu = Icβ′(Ic) from (D.55) and f (φ0) defined in
(6.103).
We can note from (6.144) that the normal velocity responses are directly pro-
portional to the coefficients which arise from linearisation of the respective closure
equation in each model. For example, Eu represents the downstream velocity coef-
ficient emerging in the linearised flow rule (6.115d) for the CIDR model, whereas
2f is the corresponding coefficient in the linearised equation of state (6.139d) for
the TR model. In practice we find that the difference in the velocity amplitudes is
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Figure 6.21: Ratio of the amplitude of the normal velocity responses predicted
by the TR and CIDR models, as in (6.145). The dashed line indicates the Ê−1u
contribution.
primarily due to the difference in these closure equation linearisation coefficients.
Given that f (φ0) = I−2c from (6.102) and (6.103), the relative magnitude of the
velocity responses is dominated by the ratio Êu/2 ≈ 0.024 for Ic ≈ 0.11. Indeed, if











as in Figure 6.21, then we see that the Ê−1u contribution primarily accounts for
the discrepancy between the two predictions. As such, the discrepancy between
the CIDR and TR model predictions in Figure 6.20(a) can be directly attributed
to the constitutive relations invoked in each model. In this sense, it is therefore
unsurprising that the TR model provides a better fit to the simulation data in
this case as it utilises the phenomenological dilatancy law (6.102), where both φc
and B have been fitted to the steady plane shear data, as its closure equation.
Conversely, the CIDR model utilises the more generalised flow rule (6.6), which is
intended to have a wider range of applicability than plane shear geometries alone.
These differences in the constitutive assumptions between the two models may also
account for the discrepancies between the simulation data and CIDR predictions
in Figure 6.19 for ω < ω∗, such as the inability of the leading order perturbation
analysis to capture the local minima in Figure 6.19(b). One can note, however, that
these discrepancies are not resolved by changing the Ĉ function (6.10) to ĈM in
(6.129) (see Appendix D.9).
Finally, it is interesting to note that in the limit g (φ) = 0, the stress tensor
(6.106) in the TR model reverts to the standard incompressible formulation orig-
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(a) (b)
Figure 6.22: (a) Trulsson et al. (2013) predictions for the amplitude of the velocity
response in the normal direction to sinusoidal forcing in z. Inset indicates the
corresponding phase angle. (b) Trulsson et al. (2013) predictions for the amplitude
of the velocity response in the normal direction to sinusoidal forcing in x. Inset
indicates the same quantity but for the downstream velocity response. Note that
the solid lines in each figure represent the predictions obtained for g (φ) = 2 and the
dashed lines the predictions for g (φ) = 0. Simulation conditions indicated by the
legend. Reproduced from figures 3 and 4 in Trulsson et al. (2013).
inally proposed by Jop et al. (2006), with the proviso that µ (I) = µ (φ) and the
pressure is determined by the equation of state (6.105). However, as illustrated in
Figure 6.22, Trulsson et al. (2013) demonstrate that almost identical predictions for
the velocity responses are obtained for the cases g = 0 and g = 2. As such, despite
utilising an essentially incompressible formulation for the stress tensor, the authors
obtain very good agreement with the simulation data. This is somewhat surprising,
and potentially hints at the importance of the linear dilatancy law (6.102) for this
particular problem.
Despite the quantitative discrepancies discussed above, our results demonstrate
the ability of the CIDR model to capture the dominant physical behaviour observed
in the plane shear system, i. e. the spontaneous generation of acoustic waves in
a volume-imposed shear cell (as described in §6.2). In contrast, such behaviour
cannot be accounted for using an incompressible model. For example, assuming
translational invariance in the shearing direction and a normal mode decomposition
for the perturbations, the incompressibility constraint implies that ŵ = 0. Therefore,
from this leading order perturbation analysis, the production of waves in the wall-





In this chapter we have applied the recently proposed compressible model for dense
granular flows of Barker et al. (2017) to two non-trivial flow phenomena in disparate
geometries. In the case of free surface instability of inclined plane flow, we have
performed a full linear stability analysis of the governing equations and applied a
Chebyshev collocation method for the solution of the generalised eigenvalue problem.
Having validated the accuracy of the solver in several ways, we have found that
the model can quantitatively predict the experimental spatial dispersion relations
obtained for glass beads by Forterre & Pouliquen (2003), thus providing support for
the veracity of the CIDR model. Moreover, our results are found to provide better
overall agreement with the experimental data in comparison with the equivalent
incompressible µ (I)-model predictions. Temporal stability predictions, in terms of
growth rates and dominant downstream wavenumbers, are also presented, and these
could be benchmarked against future experimental studies.
For the case of spontaneous oscillations in a volume-imposed plane shear cell
in the absence of gravity, overall we find that the generation of plane waves in the
system can be accounted for by a leading order perturbation analysis of the CIDR
model. The stability analysis in this case is greatly simplified by the nature of the
base state, thus enabling us to provide analytical predictions for the dispersion re-
lation determining the frequency of spontaneous oscillations, ω∗, and the velocity
response of the system to external sinusoidal forcing. By considering the behaviour
of ω∗ as φ approaches the jamming point, we have found that the model systemat-
ically underestimates the frequencies observed in the DEM simulations of Trulsson
et al. (2013). We have shown that this discrepancy can be reconciled by modifying
the constitutive relations originally proposed by Barker et al. (2017), such that a
linear relationship between the inertial number and volume fraction in steady plane
shear flows is recovered by the model. We suggest that this represents a suitable
modification of the CIDR constitutive relations in general. Finally, the velocity
response predictions demonstrate good qualitative agreement with the DEM data,
i. e. the model predicts a velocity resonance whose frequency coincides with that of
the spontaneous oscillations in the system.
The ability of the CIDR model to capture the inclined plane and plane shear
flow phenomena considered in this chapter, and indeed improve upon the equivalent
incompressible rheology predictions, represents an important validation process for
the model. Further tests, however, should extend beyond these rectilinear flows and
consider truly three-dimensional phenomena. For example, Börzsönyi et al. (2009)
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Figure 6.23: Indicative inclined plane experimental setup (left) and stripes formed
in the cross-stream direction (right) as observed by Börzsönyi et al. (2009) (images
reproduced from those given therein).
have demonstrated that relatively dense26 inclined plane flows can also undergo a
longitudinal instability leading to the formation of regularly spaced stripes on the
free surface of the flow (see Figure 6.23). The form of these stripes, which have also
been observed in dilute inclined plane flows (Forterre & Pouliquen, 2001), is found
to depend upon the mean density of the flow. Therefore application of the CIDR
model to this problem may form a natural next step in its validation.
While the incorporation of compressibility provides a natural, physically moti-
vated means of regularising the incompressible µ (I)-model, it does not provide a
panacea for all of the limitations of the µ (I)-rheology. Of particular concern is
the applicability of the model for the description of quasi-static flows. For example,
suppose we apply the CIDR model to the Couette flow geometry described in §5.3.5.
The steady state flow is characterised by a unidirectional velocity field analogous
to that obtained for the incompressible µ (I)-rheology, i. e. a shear band of finite
width is localised at the moving wall which vanishes as the imposed deformation
rate approaches the Coulomb yield condition τ = Y = µ1p. As discussed in §5.3.5
this is contrary to experimental observations. Thus the CIDR model in its current
form cannot account for the formation of rate-independent shear bands.
The incorporation of a non-local rheology into the model may form a natural next
step in addressing some of the discrepancies associated with the transition to quasi-
static flows. As briefly mentioned in §5.4.2, a popular recent approach is the granular
fluidity rheology of Kamrin & Henann (2015), however its current formulation does
not take into account volume fraction fluctuations. While including a similar non-
local mechanism in the CIDR constitutive relations may provide a remedy to some
quasi-static flow discrepancies, such as rate-independent shear bands and hysteresis
effects, a more pertinent question relates to the microstructural origin of such a
mechanism. To highlight the role played by the granular microstructure, recall the
derivation of the µ (I)-law for glass beads proposed by Jop et al. (2005) (as illustrated
26With average volume fraction φ̄ ∼ 0.5.
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in §5.3.3). This derivation uses the Bagnold velocity profile for inclined plane flow
to relate the local Froude number to the inertial number which, in turn, is used
to write Pouliquen’s basal friction law in terms of I. However, for sand particles






+ Γ, Γ < 0. (6.146)
The presence of this offset formally breaks Jop’s Bagnold flow argument as one can
no longer write the friction coefficient solely as a function of I. As such, while the
CIDR model can convincingly account for the formation of roll waves observed for
glass beads, the same analysis cannot be directly applied to the stability properties
of sand. It is therefore a significantly interesting open problem to determine if
consideration of flow at the microscale could be averaged or homogenised to properly
derive a µ (I)-type law at the macroscale.
Finally, one can note that a modified version of the CIDR model has very recently
been proposed by Schaeffer et al. (2019). This model, termed iCIDR, is identical
to that considered in this thesis except for different yield and dilatancy functions to
those assumed in (6.8). These alternative functional forms are motivated as follows;
for isochoric deformation, the yield function reduces to the µ (I)-rheology (as also
invoked in the CIDR model) and the inertial number is a slaved variable of the
volume fraction, i. e.
For ∇ · u = 0 =⇒ Y = µ (I) p, I = Ψ (φ) = φmax − φ
B
. (6.147)
Observe that this latter assumption is analogous to what we have suggested in §6.5.5
based on our analysis of the frequency of spontaneous oscillations in the plane shear
cell problem. Schaeffer et al. (2019) then used (6.147) and the conditions for linear
well-posedness given by (6.7) to propose what they termed the “simplest acceptable
choice” for the functions Y and f . It is therefore interesting to note that the analysis
presented in this chapter appears to be consistent with an independently published




In this thesis we have considered continuum hydrodynamic models for two funda-
mental problems in the field of geophysics. The objective of Part I was to rigorously
outline and analyse a mathematical model for the formation of subglacial bedforms,
a key element of which has been the development of a novel numerical method
to simulate the model. Part II of this thesis was primarily concerned with a re-
cently proposed compressible model for dense granular flows, and we have tested
the veracity of this model by comparing its predictions against experimentally and
numerically observed non-trivial flow phenomena in disparate flow geometries. The
work presented in Chapters 4 and 6 of this thesis form the basis for the publications
Fannon et al. (2017) and Fannon et al. (2019), respectively.
In Chapter 1, we provided a comprehensive review of the physical properties of
subglacial bedforms. Particular attention was given to drumlins given their ubiq-
uity in the global landscape and their popularity in the literature. We have demon-
strated that there is strong evidence to suggest that drumlins, ribbed moraine, and
mega-scale glacial lineations are self-organising phenomena, and may form a wider
subglacial bedform continuum. Our review of both historical and contemporary
drumlin formation hypotheses revealed that there is no consensus regarding their
genesis. Moreover, the majority of formation hypotheses are qualitative in nature,
lack robust predictive capability, and can typically invoke a range of disparate phys-
ical mechanisms to elucidate the origin of different subglacial bedforms.
For Chapter 2 we cast the problem of subglacial bedform formation within the
context of a robust mathematical model, known as the instability theory of drum-
lin formation. The model is rigorously derived and several important modifications
were proposed. A crucial element of this has been the prescription of a new closure
equation which postulates a relation between the water depth and effective nor-
mal stress under the assumption of a Creyts-Schoof water film. By estimating the
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non-dimensional parameters appearing in the model a reduced system has been pro-
posed and the key assumptions underlying the theory were highlighted. The work
presented in Chapter 2 represents the only comprehensive derivation of the instabil-
ity theory of drumlin formation to date, and will act as an important reference for
future modelling work.
In Chapter 3, a linear stability analysis of the drumlin formation theory derived
in Chapter 2 has been carried out. We demonstrated that our stability calculation
suitably generalises previous versions of the theory, while we have also established the
linear well-posedness of the model by carrying out a large wavelength asymptotic
analysis. Emphasis has been placed on how the dominant wavenumbers of the
features emerging from the linear instability of the system change upon variation
of the model parameters. By considering a restricted parameter exploration, we
have identified that the parameter λ, which appears in our newly proposed ice
closure equation, plays a key role in transitioning between different bedform regimes.
Physically this transition in λ is attributed to different till conditions, with poorly-
drained and coarser soils favouring the formation of ribbed moraine and lineations,
respectively. We have thus concluded that the proposed model can plausibly account
for a continuum of self-organised subglacial bedforms with predicted bedform sizes
in good agreement with those observed in nature. A hitherto unreported instability
regime, which we have dubbed ‘subglacial ripples’, has also been identified in our
stability analysis.
Chapter 4 was devoted to developing a suitable numerical method to simulate
the drumlin formation theory derived in Chapter 2. To do so, we devised a hybrid
spectral-finite difference numerical scheme in Matlab. The governing equations for
the ice base and sediment surface are integrated in time using a method of lines
approach, while discretisation of the elliptic equation for the hydraulic gradient
yields a large sparse linear system which is solved iteratively. We have identified
that the water film thickness parameter δ and till diffusion parameter β appearing in
the model play a crucial role in the numerical simulations. Taking δ → 0 is a singular
limit and leads to inordinately long computational times, while we have shown that
the model can admit discontinuous profiles for the sediment surface and water depth
as β → 0. The behaviour of the simulations in this limit has been investigated by
implementing the high resolution non-oscillatory scheme of Kurganov & Tadmor
(2000) for a two-dimensional reduction of the model. The validity of our proposed
scheme has been tested in various ways, including a comparison against analytical
predictions arising from the linear stability analysis presented in Chapter 3.
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We have found that our proposed scheme can provide three-dimensional simula-
tions of the subglacial system for a restricted range of the model parameters, with
δ being limited to unrealistically large values. Consistent behaviour is observed be-
tween simulations carried out for various parameter combinations; an initial growth
phase leading to the formation of rib-like features at early times, in line with the lin-
ear stability predictions, followed by a non-linear evolution of the sediment surface
into drumlin- or lineation-like features. A continuous transition from one bedform
type to another as the system evolves in time is evidenced. Ubiquitous pooling of
water downstream from bedform maxima occurs, which we interpret as cavitation,
and a well-defined stream system can form for lineation-like features. We found that
the horizontal dimensions of the emergent bedforms are roughly in line with those
observed in nature, but bedform relief appears to be limited to several metres in the
simulations.
In Chapter 5, we provided a brief overview of granular flow properties and phe-
nomenology, with particular emphasis placed on the dense inertial regime. The µ (I)-
rheology for dense granular flows was derived in detail by considering the inclined
plane experiments of Pouliquen (1999), the shear cell dimensional analysis proposed
by MiDi (2004), and the Bagnold flow argument and tensorial generalisation of Jop
et al. (2005, 2006). We reviewed both the applications and limitations of this in-
compressible continuum model, and highlighted how the inclusion of compressibility
can naturally regularise the ill-posedness suffered by the original µ (I)-model.
Finally, in Chapter 6 we tested the veracity of a recently proposed compressible
generalisation of the µ (I)-rheology known as the CIDR model. This was done
by comparing model predictions against experimental and numerical data for free
surface instability of inclined plane flow and spontaneous oscillations in a plane
shear cell. A full linear stability analysis of the CIDR model was performed and, in
the case of inclined plane flow, a Chebyshev collocation numerical method was used
to solve the resulting generalised eigenvalue problem. The accuracy of the scheme
was verified by comparing our predictions against the incompressible reduction of
Forterre (2006) and by carrying out a long wavelength asymptotic analysis of the
stability problem. We found that the model can quantitatively capture the roll-wave
instability observed by Forterre & Pouliquen (2003) for glass beads and outperforms
the incompressible model. The emergence of plane waves in a volume-imposed shear
cell was studied using a leading order perturbation analysis of the CIDR model.
Good qualitative agreement was observed between the model predictions for the
velocity response to external forcing and the DEM simulations of Trulsson et al.
(2013). We have shown that modification of the proposed constitutive relations
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is required to accurately predict the frequency of spontaneous oscillations in the
system, which is equivalent to capturing the linear relationship between the inertial
number and solids volume fraction in steady state plane shear flows.
Throughout the course of this thesis we have identified various avenues for exten-
sions of the modelling and analysis presented. With regard to the bedform formation
theory, the most immediate areas for future investigation include:
• Performing simulations at more realistic values of the water film parameter
δ. As discussed in §4.5.2, preliminary investigations suggest that this may
be facilitated by the use of alternative discretisation techniques for the model
equations.
• Performing simulations at alternative values of λ such that the bedform regime
emerging from the linear instability corresponds to drumlins or lineations. Re-
ducing δ to its estimated value and varying the parameter λ will be crucial
steps towards enabling quantitative comparisons between the bedforms pre-
dicted by the instability theory and those observed in nature.
• Extending the Kurganov & Tadmor (2000) discretisation of the bedform for-
mation theory, under the restriction γ = 0, to three dimensions.
Developing continuum models for dense granular flows is an extremely active re-
search area, and there is much scope for future research. With regard to the CIDR
model considered in this thesis, areas of future research include:
• Application of the compressible model to truly three-dimensional flow phe-
nomena, such as the longitudinal instability observed in inclined plane flows
as described in §6.6.
• Incorporation of a non-local rheology within the framework of the CIDR con-
stitutive relations such that the transition to the quasi-static regime is more
accurately modelled.
Finally, while the two problems considered in this thesis have been presented
separately, they are inherently linked given that deformable subglacial till is essen-
tially a water-saturated granular material. Indeed, the open problem of subglacial
flute formation provides an immediate link between the two. Flutes are elongated
ridges of glacial till, with dimensions much smaller than drumlins, typically found in
deglaciated forelands and frequently reported to possess quasi-regular spacing. As
discussed in §1.2.3, recent field evidence presented by Ives & Iverson (2019) suggests
that consolidation of the glacial till may be crucial to the flute formation process.
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As a first approximation, it may be reasonable to use an extended version of the
CIDR model which accounts for the interstitial water (by modifying the particle
pressure to effective pressure, for example) as a model for the till. It would then be
an interesting research question to consider if such a model admits a longitudinal





Mathematical model for subglacial bedform
genesis
A.1 Normal and tangential shear stresses
Let G (x, t) = z − s (x, y, t) describe some arbitrary surface. Then the unit normal










, t2 = n× t1 =





in keeping with those given by Fowler (2010a). For an incompressible Newtonian








, i, j = 1, 2, 3, (A.3)
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A.1. Normal and tangential shear stresses
while the x and y tangential shear stresses τ1 and τ2 are
τ1 =








(1 + s2x − s2y) (vz + wy − sx (uy + vx))−







The corresponding non-dimensional expressions can be obtained by using the scales
outlined in (2.31). At the non-dimensional ice surface z = σ−1hi, one finds that τnn
and τ1,2 are given by
τnn =
−2
ux (1− σ−2hi2x)+ vy (1− σ−2hi2y)+ σ−1hix ((1− σz) + uz + wx)
+ σ−1hiy (vz + wy)− σ−2hixhiy (uy + vx)

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− 2σ−1hix (ux − wz)− σ−1hiy (uy + vx)− σ−2hixhiy (vz + wy)√(



















− wz − σ−2hi2xux
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− 2σ−2hixhiy ((1− σz) + uz + wx)(





all evaluated at z = σ−1hi. In addition the stresses at the ice base z = νs are
τnn =
−2
ux (1− ν2s2x) + vy (1− ν2s2y)+
νsx ((1− σz) + uz + wx) + νsy (vz + wy)− ν2sxsy (uy + vx)






(1− ν2s2x) ((1− σz) + uz + wx)− 2νsx (ux − wz)
− νsy (uy + vx)− ν2sxsy (vz + wy)
]
√(










(vz + wy − νsx (uy + vx))
− 2νsy {vy (1 + ν2s2x)− wz − ν2s2xux} − 2ν2sxsy ((1− σz) + uz + wx)(






A.2. Ice flow solution
Under the simplifications detailed in §2.3.3, the surface deviatoric stresses reduce to
τnn = −2 (ux + vy) = 2wz, τ1 = uz + wx, τ2 = vz + wy, at z = σ−1, (A.8)
where we have used the fact that the fluid is incompressible. In a similar manner
the basal stresses are given by
τnn = 2wz, τ1 = 1 + uz + wx, τ2 = vz + wy, at z = 0. (A.9)
A.2 Ice flow solution
To obtain the 12 coefficients, we first ensure compatibility of the solution (2.63) with
the transformed incompressibility condition for all k, i. e.
− ik1û− ik2v̂ + ŵz = 0. (A.10)
As such one requires
−ik1C1 − ik2C2 + C3k = 0, (A.11a)
ik1D1 + ik2D2 +D3k = 0, (A.11b)














To ensure that the momentum equation is satisfied, one first solves for χ = ξ + H
by transforming the (x, y) components to obtain
ξ̂ + Ĥ = −i
k1 + k2
[
k2 (û+ v̂)− (û+ v̂)zz
]
. (A.12)
To satisfy the z component, i. e.
− k2ŵ + ŵzz − χ̂z = 0, (A.13)
we require that
(k1 + k2)C3 − i (C1 + C2) k = 0, (A.14a)
− (k1 + k2)D3 − i (D1 +D2) k = 0. (A.14b)
Note that equations (A.11a), (A.11b), and (A.14) allow one to solve for C2,3 and















A.2. Ice flow solution
Without loss of generality, it is convenient to define C1 = ik1β+, D1 = −ik1β− for
some functions β± (k), such that we obtain1
C2 = ik2β+, D2 = −ik2β−, C3 = −kβ+, D3 = −kβ−. (A.16)
Therefore our solutions for û and χ̂ are now of the form
û = (ik1, ik2,−k) β+zekz + (−ik1,−ik2,−k) β−ze−kz +α+ekz +α−e−kz, (A.17a)





in keeping with Fowler (2010b). To determine the other eight coefficients, one uses
the six boundary conditions (2.66) with the additional two equations (A.11c) and
(A.11d) from incompressibility. As such our linear system is of the form
2k
(
α−3 R− − α+3 R+
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where we have defined






This is an identical system to that presented in the supplementary material of Fowler
(2010b). The coefficients (α±, β±) are not given here for brevity. One can then use
these coefficients to compute the ice surface evolution, i. e.




2 (R− −W−) at z = σ
−1, (A.19)
and the basal deviatoric normal stress Φ, i. e.




at z = 0, (A.20)
in terms of Ĥ, K̂, and F̂ . Upon substitution one finds that
Φ̂ = G1Ĥ +G2F̂ +G3K̂, ΠĤt = G4Ĥ +G5F̂ +G6K̂, (A.21)
1This re-normalisation is motivated by the solution for χ̂, such that the k1 + k2 term vanishes.
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A.3. Water flow description




, G2 = −
ik1
kZ





















R2+ (W− − 3R−) +R2− (3R+ −W+)
]
, (A.22d)
T = W+ −W− +R+ −R−, Z = R2− −R2+ +R+W− −R−W+. (A.22e)
In the case where Π  1, we can ignore the temporal derivative in (A.21) and
eliminate Ĥ from the system. Thus we obtain an expression for K̂, i. e. the basal
evolution equation, in terms of F̂ and Φ̂ as
K̂ = − 12k3Z
[
ik1 (R−W+ −R+W−) kF̂ + k2 (R− −R+)2 Φ̂
]
. (A.23)









2k [j + cosh (j) sinh (j)]
)
Φ̂. (A.24)
A.3 Water flow description
Suppose that the thin film water flow is laminar and steady. Moreover, this flow will
be dominated by its downstream and cross-stream components. As such, locally one
can assume a uni-directional flow of the form
uw = (uw (z) , vw (z) , 0) , (A.25)
which automatically satisfies the incompressibility condition. The inertial terms in
the Navier-Stokes equations vanish and reduce to
ηw∇2uw −∇p− ρwgk̂ = 0, (A.26)
where ηw and ρw are the water viscosity and density respectively. Using the hy-
drostatic approximation (2.7), the z component of this equation is automatically
satisfied. Note that one can express the water pressure in terms of the hydraulic
gradient using equation (2.13), i. e.
p = ψ + (pa + ρigdi)− ρwgz, (A.27)
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A.4. Sediment flow description
and thus integrating the x and y components of (A.26) yields




For suitable boundary conditions for the velocity field, it is reasonable to impose
no-slip conditions at the ice base z = s and the sediment surface z = b. While both
of these surfaces do move at some small but non-zero velocity, the water (whose
viscosity is much smaller than that of both the sediment and ice) essentially observes
two stationary boundaries. As such, imposing uw = 0 at z = b, s, one finds that
A = −∇ψ2ηw
(s+ b) , B = ∇ψ2ηw
(sb) . (A.29)








To calculate the shear stress exerted on the sediment surface by the water film, the
approximate tangential shear stresses according to (A.5) are
τ1 ≈ ηwuz, τ2 ≈ ηwvz, at z = b. (A.31)
Thus (A.29) yields the effective stress at the sediment surface as
τe = (τ1, τ2) = −
h
2∇ψ. (A.32)
A.4 Sediment flow description
In keeping with our previous description of the water film, we again assume a steady,
uni-directional flow of the form us = (us(z), vs(z), 0). Hence ignoring inertial terms
in the momentum equations for the sediment yields
ηs∇2us −∇pe − (1− φ) ∆ρswgk̂ = 0, (A.33)
where ηs is the notational (constant) sediment viscosity, pe is the till effective pres-
sure, and ∆ρsw occurs in the gravity term in order to take into account the effect
of buoyancy on the sediment particles in the water-saturated till. Using (2.9) the
z-momentum equation is automatically satisfied, while integrating twice in z yields
us = A+Bz +
z2
2ηs
[∇N + (1− φ) ∆ρswg∇b] . (A.34)
These constants can again be determined by stipulating no slip at the flow bound-
aries, i. e.
us = 0 at z = b− ζc, us = u0ūı̂ at z = b. (A.35)
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A.4. Sediment flow description
Here z = b − ζc represents the yield surface, here ζc is the depth of deformable
thickness described in §2.5, while we also use the approximation that the basal
sliding velocity is given by ub ≈ u0ūı̂ (in keeping with §2.3.3). Application of this
no slip condition is most likely formally incorrect (Schoof, 2002, p. 106), with slip
at boundaries typically observed for granular media (which till essentially is) (Jop,
2015). However, given that the shearing velocity exerted by the ice is slow, it is a
reasonable approximation to assume that we have no slip at the interface (MiDi,
2004). As such, we obtain a Couette-Poiseuille flow with coefficients given by













∇N + (1− φ) ∆ρswg∇b
]
. (A.36b)

















Stability analysis of the bedform theory
B.1 Ribbing instability mechanism
We first recall the Fowler (2009) stability result (3.23) for the infinite ice limit, i. e.








1 + 4α2k2k21 (ūA′)
2 . (B.1)
We can determine the local maxima and minima in R by obtaining the critical
points (Rk1 ,Rk2) = 0. We can show that one of the roots of Rk2 occurs for kc2 = 0.
Considering only critical points in the purely downstream direction, one can then





To determine if (kc1, kc2) represent a local growth rate maximum, we compute the
determinant of the Hessian matrix, i. e.
H (kc1, kc2) = Rk1k1 (kc1, kc2)Rk2k2 (kc1, kc2)− [Rk1k2 (kc1, kc2)]
2 , (B.3)









under our assumption that A′ < α−1. As such it follows that (kc1, kc2) is a local max-
imum, demonstrating that maximal growth rates occur in the purely downstream
direction.
B.2 Water thickness parameter dependence
In Figure B.1 we illustrate the maximal wavenumbers associated with Figure 3.10(d)
for a refined range of δ. Figures B.2 and B.3 illustrate the same contour plots as in
Figure 3.11 for λ = 9 and λ = 20.
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B.2. Water thickness parameter dependence
(a)











Figure B.1: Dependence of max [k1,2] on variations in δ (a, b), respectively, close














































































































































































































































Figure B.2: (a) ς, (b) max [k1], and (c) max [k2] as a function of (β, γ) for parameter
values as indicated in the titles and Table 2.3. Here we fix λ = 9 and consider
δ = (0.005, 0.0225, 0.05), with values increasing from left to right. The corresponding
plots for δ = 5 × 10−4 are given in Figure 3.8. Note the logarithmic scale used for
both axes.
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Figure B.3: (a) ς, (b) max [k1], and (c) max [k2] as a function of (β, γ) for parameter
values as indicated in the titles and Table 2.3. Here we fix λ = 20 and consider
δ = (0.005, 0.0225, 0.05), with values increasing from left to right. The corresponding




Numerical simulations of the bedform the-
ory
C.1 Discrete Fourier Transform implementation
We consider the one-dimensional case for simplicity (with analogous formulae for
the two-dimensional transforms). Let x = (x1, . . . , xm) be an m-periodic real vector
with m even (here m can be considered as the number of grid points used for









(`− 1) (j − 1)
]
, ` ∈ [1, . . . ,m] , (C.1)









(`− 1) (j − 1)
]
, j ∈ [1, . . . ,m] . (C.2)
The Maltab algorithms fft.m and ifft.m compute the Fourier and inverse Fourier
transforms using formulas (C.1) and (C.2), respectively. Note that for x real the
m-periodic transform Y is conjugate symmetric. In particular we have that
Yp = Ȳq, p ∈
[









Some care is needed as the fft.m algorithm returns Fourier modes ordered such
that the negative wavenumbers appear after the zero and positive wavenumbers
(Trefethen, 2000, p.24), i. e. in the order




2 + 1, . . . ,−1, (C.4)
with the highest mode m/2 appearing asymmetrically. We will consider n Fourier
modes in practice. We create a symmetric output from fft.m, denoted as YS,
by taking the last n elements of Y (corresponding to the negative wavenumbers)
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C.2. Hyperbolicity of the reduced model
followed by its first n+1 elements (corresponding to the zero and positive wavenum-
bers). Therefore our resulting Fourier transform YS is of length 2n + 1 (provided




[−n, . . . , 0, . . . , n] . (C.5)




2 − 1, 128
)
. (C.6)
Note that when inverting the transforms using (C.2) this reordering must be undone
in order to conform to Matlab’s convention (C.4). As such we create an additional
vector, denoted YP , by taking the last n + 1 elements of YS followed by the first n
elements, i. e.
YP = (YS [n+ 1 : 2n+ 1] , 0, . . . , 0,YS [1 : n]) , (C.7)
where we pad the interior with zeros due to the truncation of higher Fourier modes
resulting from our choice of n in (C.6). The vector Yp is thus of length m and is
passed to the ifft.m function.
C.2 Hyperbolicity of the reduced model
Let us consider a reduced model in which the effects of till squeezing and bedload
transport are ignored, i. e. β = γ = 0. In this case our evolution equations (4.14)
take the form
αst + ūsx = J ∗ Φ, bt + [ūA]x = 0, (C.8)
supplemented with the auxiliary relations (4.15). Note that using the closure equa-




(bx − sx) , A′ =
dA
dN . (C.9)

























For ū constant we have that K = K (s, b) and the system (C.10) is quasi-linear. Thus
the eigenvalues of the coefficient matrix B, i. e. ū/α and K, are real and distinct in
general and hence the system (C.10) is hyperbolic (LeVeque, 2002, p.34).
Of interest is the possible scenario where these two eigenvalues are equal. In
this case the coefficient matrix B is defective and does not possess two linearly
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Figure C.1: Values for (δ,N) for which the loss of hyperbolicity condition (C.11)
is satisfied. Here α = 0.09, λ = 1, and A = A (N) is the function plotted in Figure
4.1. The dotted line indicates δH .
independent eigenvectors. As such the system loses hyperbolicity, and is said to be
weakly hyperbolic (LeVeque, 2002, p.362), if the condition
ū
α
= K =⇒ δ
αλ
= A′N2, (C.11)
is satisfied. Here we have used the closure equation and geometric relation to derive
condition (C.11). In our numerical simulations the parameters α and λ are assumed
fixed while we use the approximation A = A (N). As such, there exists a maximum
δ value, δH , for which (C.11) is satisfied. This is illustrated in Figure C.1 where, for
parameter values as in Table 4.1, we find that δH ≈ 0.072.
It is interesting to note that this loss in hyperbolicity can be associated with a
regime change in the linear stability behaviour of the model. To see this, consider
the β = γ = 0 reduction of the linear stability problem for the eigenvalue Σ given by
(3.16) and (3.17). We perform an analogous asymptotic analysis of this eigenvalue
problem for k1  1 and k2 = O (1) as in §3.1.2. At leading order we find that the





































decay of the growth rates for this β = γ = 0
reduction of the model. However, it is evident from (C.13) that this scaling breaks
down when δλ = αA′ which, upon evaluation at the base state effective normal
stress N0 = λ−1, is precisely the loss of hyperbolicity condition (C.11). In this case
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Figure C.2: Comparison of the numerical and asymptotic predictions for (a)
Re (Σ±) and (b) Im (Σ±) in the case where β = γ = 0 and δλ = αA′. Here the
constant J is given by (C.14). Parameter values in keeping with those listed in
Table 4.1, i. e. α = 0.09, σ = 0.64, λ = ū = 1, m = 3.5, A = 1, and A′ = 0.8. For
these parameters we have that δ = αA′/λ ≈ 0.072.
the asymptotic wave speeds (C.12) coalesce and we find that the asymptotic growth









These asymptotic predictions are confirmed in Figure C.2. Therefore the loss of
hyperbolicity condition (C.11) corresponds to a scenario in which we have a positive
(but bounded) growth rate in the large wavenumber limit.
C.3 Shock capturing numerical method
To further investigate the behaviour of the instability theory in the limit β → 0 in
more detail, it is useful to explore the use of a shock capturing numerical method as
an alternative means of simulating the system. To this end, we have also developed
a solver which implements the semi-discrete high resolution non-oscillatory central
scheme proposed by Kurganov & Tadmor (2000) for the two-dimensional reduction
of the instability theory. In particular we consider (4.38) and (4.39) with γ = 0 and
utilise the integral solution for Ψ as outlined in §4.3.1.3, i. e.
αst + ūsx = J ∗ Φ, (C.15a)






Φ = Ψ− s+N, A = A (N) , h = (λN)−1 , b = s− δh, (C.15c)




h3 (ξ, t) dξ + E (t) . (C.15d)
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C.3. Shock capturing numerical method
Here the functions D (t) and E (t) are determined by enforcing periodicity in Ψ and
the mean condition (4.26), respectively. We find that
D (t) = − σ
h−3




h3 (ξ, t) dξ
)
+ s̄− N̄ . (C.16)
To implement the Kurganov and Tadmor (KT) scheme, which is designed for
autonomous conservative convection-diffusion systems, we rewrite (C.15)1,2 in con-
























, Q (u,ux) =
(
0
βA3 [bx − sx] [λδh2]−1
)
. (C.18)
This is supplemented with the algebraic relations (C.15)3,4 to complete the system.






∆x + Sj, (C.19)




. As the scheme is
second order accurate in space, we can associate the cell average of u with its value
at the midpoint of the cell (Osher & Fedkiw, 2003, p. 154). HereHj+1/2 corresponds




















u+j+1/2 = uj+1 −
∆x
2 (ux)j+1 , u
−
j+1/2 = uj +
∆x
2 (ux)j . (C.21)
The maximal local speed aj+1/2 is obtained from the spectral radius of the Jacobian


































, 1 ≤ θK ≤ 2,
(C.23)
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C.3. Shock capturing numerical method
where the multi-variable minmod function is defined as




(xj) , if xj > 0 ∀j,
max
j
(xj) , if xj < 0 ∀j,
0, otherwise.
(C.24)
As discussed in Kurganov & Tadmor (2000), θK = 2 corresponds to the least dis-
sipative limiter, while θK = 1 ensures a non-oscillatory nature of the approximate
solution. For the case presented below we take θK = 2. The Pj+1/2 term arises from


















Discretisation of the auxiliary variables (C.15)3,4 follows in a straightforward man-
ner. Note that the convolution integral J ∗ Φ is computed using discrete Fourier
transformation and inversion as previously outlined in §4.2.3.
Applying this discretisation to the reduced two-dimensional instability model
again provides a system of ODEs for sj and bj, j ∈ [1,mx], which we integrate
forward in time using Matlab’s built-in solver ode113.m. Note that the Jacobian of

























With this alternative numerical method in place we now perform two numerical
experiments. Of immediate interest is to compare the performance of the shock-
capturing KT scheme and our hybrid spectral-finite difference (SFD) solver. An
illustrative example of this if given in Figure C.3; the KT solver is initialised using
(4.40) and run for the same parameter values as in Figure 4.8(c). Comparing the
profiles for b and h obtained from each method when the system has reached a quasi-
steady state demonstrates excellent quantitative agreement. The key difference is
that the KT scheme more accurately resolves the shock-like features which emerge,
and does not suffer from the production of spurious high wavenumber oscillations
as in the SFD solver.
Finally we use our new KT method to investigate the behaviour of the simula-
tions for β = 0. In particular we are interested in whether or not truly discontinuous
solutions are admitted by the system in this case. To answer this, we consider the
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C.3. Shock capturing numerical method
(a)

















Figure C.3: Comparison of the numerical simulations obtained using our spectral-
finite difference scheme and the KT scheme. Parameter values considered as in
Figure 4.8(c).
Table C.1: Estimates for the shock widths ∆S for each of the four faces in figures
C.4(a) and C.5(a) using (C.28) with εb = 0.1.
mx ∆S (β = 0, t = 0.5) ∆S (β = 5× 10−3, t = 1)
Face 1 Face 2 Face 3 Face 4 Face 1 Face 2 Face 3 Face 4
200 0.0207 0.0207 0.0207 0.0207 0.0579 0.0869 0.0579 0.0869
400 0.0103 0.0103 0.0104 0.0103 0.0386 0.0724 0.0386 0.0724
800 0.0052 0.0052 0.0052 0.0052 0.0314 0.0555 0.0314 0.0555
1600 0.0026 0.0035 0.0026 0.0035 0.0290 0.0531 0.0290 0.0531
parameter combination (β, δ) = (0, 0.1) and perform simulations at increasingly fine
grid resolutions. If the solutions are discontinuous, it follows that the width of the
shock-like faces which emerge in the simulations will successively decrease upon grid
refinement. The results of such an experiment are presented in Figure C.4; the
solver is again initialised with (4.40) where L = 1.38 such that the perturbation
wavenumber kp coincides with the maximal wavenumber for this parameter com-
bination. It is clear that four shock-like faces emerge in the sediment surface and
water depth in this case, with Figure C.4(c) illustrating that the ice base s remains
smooth. Numerically we estimate the width of each feature, denoted by ∆S, as
the non-dimensional length over which the normalised gradient of b is larger than a
given threshold value, i. e.








Note that we obtain ∆S for the four shock-like features in Figure C.4 by restricting
xj to a local neighbourhood of each. Using this methodology we give estimates for
∆S in Table C.1 taking εb = 0.1 as a suitable threshold. One can observe that as
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(a)












































Figure C.4: Profiles obtained for (a) b and (b) h, at successively finer grid reso-
lutions using the KT solver. Here δ = 0.1, θK = 2, L = 1.38 and β = 0. Initial
condition as is (4.40) and all other parameters as in Table 4.1. (c) Profiles for s, b,
and h for mx = 1600 at t = 0.5.
the grid spacing decreases so too does the width of the shock faces which emerge,
i. e. ∆S is successively halved as mx is doubled. Therefore the number of grid points
over which these jumps occur remains constant upon grid refinement. This can be
contrasted with the behaviour observed when the β coefficient is small but non-zero
(i. e. β = 5 × 10−3, see Figure C.5). In this case, the ‘shock’ widths plateau for
decreasing ∆x, indicating that non-zero β induces a shock structure of finite width.
As such, this analysis suggests that for β = 0 truly discontinuous solutions are
admitted by the instability theory. The emergence of such solutions accounts for
why our proposed SFD method fails for β = 0.
C.4 Breakdown for γ = 1, β = 0
In Figure C.6 we contrast two simulation results for γ = 1, δ = 0.1 in which the
β diffusion term is turned on or off, i. e. β = {0, 0.01}. The initial condition is the
same as that described in §4.3.1.1. While a resolution of ∆x = 0.025 is sufficient
for convergence when β = 0.01, the simulation breaks down entirely at some point
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(a)
















Figure C.5: Profiles obtained for b and h at successively finer grid resolutions using
the KT solver. Here δ = 0.1, θK = 2, L = 1.93, and β = 5× 10−3. Initial condition
as is (4.40) and all other parameters as in Table 4.1. The domain length is chosen
such that the perturbation wavenumber corresponds to the maximal wavenumber
from the linear stability analysis.
in time for β = 0. Thus taking γ ‘large’ does not appear to preclude the formation
of shock-like structures in the simulations.
(a)


















Figure C.6: Profiles of the sediment surface for γ = 1, δ = 0.1 and (a) β = 0.01
and (b) β = 0. Here the initial condition is given by (4.40) and parameters are listed





D.1 Inclined plane surface boundary condition
For the incompressible µ (I)-model, the constant φ assumption enforces the incom-
pressibility constraint
ũx + w̃z = 0, (D.1)
which, upon seeking normal mode solutions ũ, w̃ ∼ eikx in §6.4.5 becomes
ŵz = −ikû. (D.2)
As such, as we assume û remains bounded at the free surface, it follows that ŵz
must also remain bounded. Therefore, given that η0 → 0 at z = 1, it follows from
(6.42) that Ψ̃ = 0 at z = 1.
Now consider the equivalent condition in the CIDR model, i. e. the linearised
flow rule (6.40d). Upon using the definition of Cp, Cφ, Au, and Γ̃ from (D.5) and
(6.42), respectively, and seeking normal mode solutions, we have that
√






where Ĉp, Ĉφ, and Âu are those given in (D.5) with the
√
p0 term factored out.
Note that the coefficients appearing on the RHS of (D.3) are all regular at the free













with η̂0 defined in an analogous manner. By construction of Ψ̂ and Γ̂, all terms
appearing in (D.4) are regular at the free surface, and hence it appears there is no
reason to assume a priori that Ψ̃ = 0 in the compressible model.
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D.2 Coefficients appearing in inclined plane LSA
Following from the discussion outlined in §6.4.5, the A, C, and η0 coefficients ap-

























= β (Iθ)4χ∆φ (1 + 2p0χ)




























































Note that these expressions follow upon using the definitions of Y and f in (6.32)
and knowledge of the base state profiles (6.25).
D.3 Incompressible reduction of the inclined plane
LSA
Consider the incompressible µ (I)-limit of the stability problem (6.47) and (6.49),
i. e. we take f = 0, φ0 = constant, φ̂ = 0, Ψ̂ (1) = 0, and Y = µ (I) p. The linearised





as follows from (6.47a). Now let us consider the linearised momentum equation
(6.47c). Rescaling of the variables is required given that Forterre (2006) incorporates
the constant volume fraction φ0 into his choice of scales (see Section 2 therein). We
rescale as




5 , p̂ ∼ φ0. (D.7)
This modified velocity scale also changes the time scale and Froude number by
definition. In particular, given that Forterre (2006) seeks a temporal solution of the










D.4. Properties of the Chebyshev polynomials
where F denotes the Froude number in Forterre (2006). Moreover, upon the rescal-
ing (D.7), the base state problem (6.25) yields the hydrostatic and Bagnold profiles




























For the case Y = µ (I) p, using the definition of Iθ in (6.22) and the base state
profiles (D.9), we find that
Ap = tan θ −
(tan θ − µ1) (µ2 − tan θ)






= 45 tan θ
√











(tan θ − µ1) (µ2 − tan θ)
µ2 − µ1
]
≡ g0, 2η∗0 − g0 ≡ f0, (D.11b)
where we define the functions e0, η∗0, g0, and f0 as in Appendix A of Forterre (2006).





+ p̂z − ike0p̂− 2
dη∗0
dz ŵz − f0ŵzz, (D.12)
which is precisely (2.10) in Forterre (2006). Similarly, upon using the relation û =









− i ddz (g0ŵzz) + ik
2p̂− e0kp̂z,
(D.13)
which is Equation (2.9) presented in Forterre (2006). The boundary conditions
(6.49) reduce in an analogous manner, with the understanding that Ψ̂ = 0 at z = 1.
Thus we have
ŵ = ŵz = 0 at z = 0, (D.14)
k (tan θ − e0) p̂− ig0ŵzz = 0,
ŵ − iku0p̂ = −iωp̂,
 at z = 1, (D.15)
as in (2.11)− (2.12) therein.
D.4 Properties of the Chebyshev polynomials
The Chebyshev polynomials Tn (x) for x ∈ [−1, 1] are defined as
Tn (x) = cos (n arccosx) . (D.16)
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Note that Tn are defined in terms of the recurrence relation
Tn+1 (x) = 2xTn (x)− Tn−1 (x) , T0 = 1, T1 = x, n ≥ 1. (D.17)










sin (n arccosx)− n
2
1− x2 cos (n arccosx) , (D.18b)
























D.5 Discretisation of the inclined plane stability
problem
Here we describe the elements appearing in the eigenvalue problem outlined in §6.4.6














, n ∈ [0, N ] , m ∈ [0, N − 1] ,
(D.21)
where A is the coefficient matrix and B the mass matrix. As an illustrative example,







, i = 1, . . . , N − 1. (D.22)













































































where ξ′ = dξ/dz = 2 by definition of the coordinate transformation and superscript




/2. Here the derivative of the Chebyshev
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polynomials is given in Appendix D.4. The relevant boundary conditions for û are
given by (6.49), i. e.
N∑
n=0




(Ap(1)− µθ) apm + Aφ(1)aφm + aΓm + µθaΨm
]
Tm (ξ = 1) = 0. (D.24b)
In the numerical method we take row 1 and N + 1 of A to represent the basal
and surface boundary conditions (D.24), respectively, while rows 2 to N represent
(D.23). In particular, denoting
A(2:N,:) = [A11,A12,A13,A14,A15,A16] , (D.25)
where ‘:’ denotes ‘all columns’, then from (D.24) we find that the block matrices



























































Note that i ∈ [1, N − 1], n ∈ [0, N ], and m ∈ [0, N − 1], and hence A11 and A12
are (N − 1) × (N + 1) matrices while the others are (N − 1) × N . Finally, the
corresponding (N + 1) rows of the mass matrix B are given by




, B1k = 0 otherwise, (D.27)
with analogous notation for B1k. This completes the discretisation of the û governing
equations.
For the ŵ governing equations, we first populate rows (N + 2) and (2N + 2) of
A and B with the basal and surface boundary conditions (6.49), respectively, i. e.
N∑
n=0



















Note the latter equation contains the eigenvalue σ, and hence the mass matrix
will have a non-zero row here. We populate rows (N + 3) to (2N + 1) with the
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z momentum equation in (6.47) evaluated at the points (D.22). Using analogous
notation to that defined previously, we obtain


































, B2k = 0 otherwise. (D.29c)
The remaining entries are obtained by evaluating conservation of mass, the dilation
condition in (6.47), and the auxiliary variables (6.48) at the Gauss points
ξGj = cos
[
(2j + 1) π
2N
]
, j = 0, . . . , N − 1. (D.30)














































































while B4k = 0. From the definition of Γ̂ in (6.48) we have
































with A63 = A64 = A65 = B6k = 0. This completes the specification of the coeffi-
cient and mass matrices. Finally, using the base state profile (6.25), (6.26) and the





0 = −φ0, A′φ =
β (Iθ) p′0
∆φ (1 + 2p0χ) , A
′



















, η̂0 = 2µθ. (D.36c)
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D.6 Convergence behaviour of the eigenvalue solver
Let us consider the convergence behaviour of the solver solver upon increasing N ,
i. e. the degree of the spectral expansions. Of particular interest is the convergence of
the dominant eigenvalue ς. In light of the discussion in §6.4.6, our numerical method
should naturally avoid any issues regarding the occurrence of spurious eigenvalues,
and hence investigating the eigenvalue behaviour is of particular importance. In
the analysis presented below, we test the behaviour of the solver upon variation in
the key parameters in the model, namely {F, χ, k}. Here we take θ = 29◦ without
loss of generality. We restrict the domain for χ to χ ∈ [25, 100] (as discussed in
§6.4.3) while we take k ∈ [0, 1]. The upper limit for k corresponds to the largest
value utilised in §6.4.7.1, chosen such that we can suitably compare spatial stability
results to those presented in Forterre (2006).
We consider the convergence behaviour of the leading eigenvalue ς for
χ = {25, 50, 75, 100} , k = {0.01, 0.1, 1} , F = {2, 4, 6} , (D.37)
in figures D.1 and D.2. We anticipate that these indicative values are sufficient to
capture the convergence behaviour of the solver, i. e. we do not expect any significant
changes at intermediate values of the parameters. Values for F are chosen such
that the system is unstable. As evidenced in figures D.1 and D.2, both Re (ς) and
Im (ς) suitably converge as N is increased, i. e. we observe no variation in the leading
eigenvalue once N is sufficiently large. In the inset of each figure we plot the relative
error for each quantity, defined as
∆ [Re (ς)] = |Re [ς (Ni+1)]− Re [ς (Ni)]|
|Re [ς (Ni)]|
, ∆ [Im (ς)] = |Im [ς (Ni+1)]− Im [ς (Ni)]|
|Im [ς (Ni)]|
(D.38)
in each case, where Ni ∈ [25, 50, 75, 100, 125]. We can note that as χ is increased,
we typically require a larger value of N to ensure convergence (demonstrated by
the deviations observed using N = 25 in particular). This is most likely due to the
boundary layer in the base state volume fraction for large χ (see Figure 6.6c), which
naturally requires more collocation points to properly resolve.
For N = 100, the relative errors in the leading eigenvalue are typically on the
order of 10−5, however in some cases we observe that the error increases to ∼ 10−2.
While this error level is tolerable for our purposes, the relative error clearly demon-
strates that we are not achieving spectral accuracy, for which we would anticipate
relative errors approaching machine precision for increasing N . We anticipate that
this may be due to singularities in the governing stability problem, particularly in
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Figure D.1: Re (ς) as a function of N for parameter values as indicated in the
titles. Note that the columns correspond to F = {2, 4, 6} while the rows correspond
to k = {0.01, 0.1, 1}. Insets denote the relative error as defined in (D.38). Legend
indicated in (a).
relation to the divergence in ûz at the free surface (see §6.4.6.2 for an example of
this). As discussed in §6.4.6, such singularities will limit the order of convergence
of the method. Nevertheless, the convergence observed in figures D.1 and D.2 gives
us confidence that the eigenvalue solver is behaving suitably.
D.7 Large wavenumber asymptotic analysis
As discussed in §6.4.7.1, to analyse the behaviour of the stability problem (6.47)-
(6.49) in the large wavenumber limit we follow the approach of Barker et al. (2015)
and perform a freezing analysis, i. e. we expand out the spatial derivatives and then
evaluate the coefficients in the system at a given value of z. As this yields a constant
coefficient system, we can then also seek a normal mode solution in z of the form[
û, ŵ, φ̂, p̂
]
= [U,W,Φ, P ] ei`z, (D.39)
where ` is the wavenumber in the normal direction. We can eliminate the pressure
eigenfunction from the problem via
P = 1
Cp
[ikU + i`W − CφΦ− Cu (i`U + ikW )] , (D.40)
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Figure D.2: Im (ς) as a function of N for parameter values as indicated in the
titles. Same format as in Figure D.1, with line styles as indicated in the legend of
Figure D.1(a).
which follows from the flow rule, and hence our stability problem takes the formJ1 − F
2φ0σ J2 J3
K1 K2 − F 2φ0σ K3








Here we have defined the functions J , K, and L as




















L1 = −ikφ0, L2 = −φ′0 − i`φ0, L3 = −iku0, (D.42c)
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Note that prime denotes differentiation with respect to z and evaluation at some
arbitrary point z ∈ (0, 1) is implicit. The zero determinant condition for a non-trivial
solution of (D.41) yields the cubic equation
F 4φ20σ
3 + f2(k, `)σ2 + f1(k, `)σ + f0(k, `) = 0, (D.45)
where
f2 = −F 4φ20L3 − F 2φ0 (J1 +K2) , (D.46a)
f1 = F 2φ0 (J1L3 − L1J3 +K2L3 −K3L2) + J1K2 −K1J2, (D.46b)
f0 = J1 (K3L2 −K2L3) + J2 (K1L3 −K3L1) + J3 (K2L1 −K1L2) . (D.46c)
Let us now consider the large downstream wavenumber limit k →∞ with ` assumed
finite. Balancing the cubic and linear terms in (D.45) suggests an asymptotic ex-
pansion of the form
σ = σ0k2 +O (k) , σ0 = O (1) . (D.47)
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Doing so yields the leading order roots
σ
(1)







































Using the stability hypotheses (6.7) it follows from (D.5) that
Ap = Cu, Cp < 0, Au > 0, η0 > 0. (D.50)






< 0. This illustrates that two of
the roots decay quadratically in the large k limit. The third root comes about from
the other appropriate balance of (D.45), i. e. the linear and constant terms. As such,
taking
σ = σ1k + σ2 + o (1) , (D.51)






(AφCu − AuCφ) . (D.52)
Therefore as k →∞ the third root tends towards a bounded constant whose value
is independent of F . This elucidates the behaviour observed in Figure 6.10. Finally,
in practice we anticipate that the leading eigenvalue will converge to the maximum




D.8 Coefficients appearing in the plane shear LSA
Using the dimensional constitutive laws (6.8)-(6.10) and knowledge of the base state
velocity and inertial number (6.109), the constantD, E, and ηc coefficients appearing
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= Icβ′(Ic), ηc =
2Y0
3‖D0‖
= 4µ (Ic) p03γ̇ , (D.54f)
where subscript 0 indicates evaluation at the base state. The definition of the hatted
variables D̂p, etc., simply follow from the removal of the dimensional quantities
above, i. e.
D̂p = α (Ic)− β (Ic)−
α′(Ic)Ic




























D.9 Plane shear velocity response predictions us-
ing ĈM
Here we illustrate the velocity response predictions (û, ŵ) for forcing in the down-
stream and wall-normal directions using the modified ĈM (φ) function in (6.129).
Clearly the only impact of this change is to shift the resonance peak to the right in
accordance with Figure 6.18.
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Figure D.3: (a,c) Amplitude and (b,d) phase of the velocity response in the (a,b)
normal and (c,d) downstream directions to sinusoidal forcing in z. (e,f) Amplitude
of the velocity response in the normal and downstream directions, respectively, for
a forcing in x. Line codes and marker labels as described in the captions of figures
6.19 and 6.20. Here the modified function ĈM , as in (6.129), is utilised as opposed
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