Abstract: Variability of gene expression of cortical precursors may partially reflect the operation of the gene regulatory network and determines the boundaries of the state space within which self-organization of the cortex can unfold. In primates, including humans, the outer subventricular zone, a primate-specific germinal zone, generates a large contingent of the projection neurons participating in the interareal network. The number of projection neurons in individual pathways largely determines the network properties as well as the hierarchical organization of the cortex. Mathematical modeling of cell-cycle kinetics of cortical precursors in the germinal zones reveals how multiple control loops ensure the generation of precise numbers of different categories of projection neurons and allow partial simulation of cortical self-organization. We show that molecular manipulation of the cell cycle of cortical precursors shifts the trajectory of the cortical precursor within its state space, increases the diversity in the cortical lineage tree, and explores changes in phylogenetic complexity. These results explore how self-organization underlies the complexity of the cortex and suggest evolutionary mechanisms.
Introduction
Under nonequilibrium conditions, natural occurring fluctuations amongst the multiple components of an emerging complex system may undergo reorganization toward a dynamic equilibrium. Under dissipative conditions with a maintained energy input, dynamic equilibrium allows complex spatiotemporal patterning, and the system is said to self-organize. Self-organization underlies the complexity found in both the biological and nonbiological world and therefore is expected to play a decisive role in the development of the cerebral cortex (Halley and Winkler, 2008a) .
In biocomplex systems, it is not evident what is meant by the natural occurring fluctuations that will be finely tuned by the self-organization process. Recent work in stem cell biology goes some way to suggesting what could be the initial conditions that support self-organization. A population of stem cells derived from a single cell were shown to exhibit a bell-shaped curve of protein expression (Chang et al., 2008) . Flow cytometry analysis shows that the observed wide dispersion of protein levels is due to slow fluctuations over days of gene expression and may contribute to stemness. While phenotypic variability may specifically contribute to stem cell biology, it also may have profound implications for understanding cell fate and diversity. Understanding the origins of this nongenetic phenotypic heterogenity can best be approached in the framework of the epigenetic landscape (Huang, 2009) .
Waddington coined the term epigenetic landscape that has been interpreted by Stewart Kaufmann as an attractor landscape in the highdimensional genome-wide gene expression state space (Kauffman, 1993; Fig. 1) . The landscape topography reflects the substructure of the state space where each point S(t) represents a network state of the gene regulatory network, reflecting the collective expression of the genome via the activity states of the N genes x i : S t ð Þ ¼ x 1 t ð Þ; x 2 t ð Þ; . . . ; x N t ð Þ ½ Conflicting network interactions mean that some configurations of gene activity S(t) are more stable and constitute valleys while others are unstable (hill tops) (Fig. 1) . Kauffman proposed that the valleys are attractor states and correspond to a distinct subclass of model gene networks defining cell types. These basins of attraction drain the slopes in their neighborhood, and the collection of valleys and hilltops constitutes an N-dimensional space, which is explored by the dynamics of the gene regulatory network (Brazhnik et al., 2002) .
There are a number of different approaches one can adopt to study cortical development. One is to describe the cellular events, usually in vitro, of various developmental stages. This approach is often coupled to the study of gene expression and ultimately with the modification of the expression of one or more genes. While this molecular level of investigation is extremely powerful, there are numerous occasions where the removal or overexpression of a gene will have little effect on the developmental process where the gene is expressed, thereby testifying on the one hand to the complexity of the developmental process, and on the other indicating the limitations of the reductionist approach. An alternative but complementary approach is to record events during development in such a way as to be able to develop a quantitative database sufficiently detailed to allow a simulation of the developmental process itself (van Ooyen, 2011; Zubler and Douglas, 2009 ). This requires adopting an experimental methodology that makes it possible to obtain reliable count data. This provides a valuable means of testing the cellular mechanisms and relevant molecular data but more importantly to link specific aspects of the developmental process to key functional features of the mature cortex. But above all, simulating development can provide insight into the integration of the multiple interactions of diverse components and therefore provide a deeper understanding of the complexity of the cortex (van Ooyen, 2011) . Here, we set out to review processes that may underlie the self-organization of the cortex. This involves briefly describing the complexity of cortical function before proceeding to identify essential aspects of the architecture supporting this function. We describe a number of developmental studies that outline the regulatory control of cortical projection neuron production, and how this regulatory control acts on the phenotypic variability of cortical stem cells.
Self-organization in ontogeny, phylogeny, and the role of postnatal experience
The cortex detects statistical regularities in the environment by sensing local and global correlations of neuronal activity. In this way, invariant characteristics of the world can be inferred as illustrated by color constancy and object segmentation. This notion of cortical function tempers efforts to understand the brain uniquely by studying all of its component independently of the environment and is relevant in a deep sense to understanding both the development and function of the cortex. It suggests that for understanding function, it is necessary to consider the statistical features of the environment that the brain is able to detect and to directly link the structural/functional properties of the brain to its perceptual capacities (Shepard, 2001) . For understanding development, detection of the statistical features is expected to largely depend on self-organization . This is upheld by recent evidence that shows that during cortical development there is a progressive optimization of the internal model of area V1 to the statistics of the natural visual environment that is achieved by adjusting the weights of connections (Berkes et al., 2011) .
To understand self-organization, we need to take into account the environmental factors that have molded its phylogenetic history. This suggests that self-organization and natural selection are two facets of the single evolutionary process (Halley and Winkler, 2008b; Kauffman, 2000) . The self-organization process means that corticogenesis cannot be understood uniquely in terms of molecular prespecification but must also take into account the internal and external environmental factors that modulate organization as cortical development unfolds.
The developing sensory apparatus produces environmental information from which the brain needs to extract behaviorally relevant patterns. By rewiring or reweighting connections, it tunes itself to or learns about coherent (and presumably relevant) patterns in its input. This unsupervised classification procedure is used to generate selforganized maps. There is an evidence that the neuronal mechanisms of ontogenetic self-organization actually persist into adulthood when they mediate adaptive changes in learning and memory.
The species as a whole is subject to environmental patterns that exert pressure through natural selection that could promote the development of suitable circuits and processing modules, that are tuned to the exigencies that led to survival of the current generation (Geisler and Diehl, 2002) . The proposed process carries the prediction that corticogenesis even at very early stages of development is influenced by extrinsic factors, echoing earlier stages of phylogeny. During the early 1970s, there were considerable efforts to show that corticogenesis is significantly shaped by extrinsic factors related to the sensory periphery ( Van der Loos, 1977) . This work was largely supported by the observation that visual experience plays an important role in the elaboration of the functional architecture of the primary visual cortex (LeVay et al., 1980; Thompson et al., 1983) . This understanding of corticogenesis was later referred to as protocortex theory but has been largely superseded by protomap theory which postulates that corticogenesis is driven by intrinsic molecular mechanisms. While in recent years there has been overwhelming evidence in favor of a genetic specification of cortical areas, this evidence does not invalidate the numerous 343 instances of so-called afferent specification of the cortex and points to the need for a reappraisal of self-organization Killackey, 1990; O'Leary, 1989; Sur and Rubenstein, 2005) .
Because self-organizing biological systems are initially in a poorly differentiated state and by definition respond over time to changing signals from the environment, one might expect that they would be characterized by prolonged maturational processes in relation to their complexity. The phenomena of self-organization has been traditionally linked to Hebbian plasticity by which competitive modification of synaptic strength underlies experience-dependent self-organization of the functional properties of the visual cortex, so leading to postnatal plasticity in the orientation and ocular dominance domains as well as the analysis of visual movement (Kennedy and Orban, 1983; LeVay et al., 1980; Thompson et al., 1983) .
Self-organization and the OSVZ-SGL model
Compared to the other species, the primate cortex is characterized by an overrepresented supragranular layer (SGL) compartment whose neurons are dedicated to forming local connections as well as the transfer of information between cortical areas (Fig. 2) . In monkey cortex, the SGL is generated by a primate-specific germinal zone during in utero development. Later postnatally, there is a remodeling of the connectivity of the SGL when the animal is visually exploring its environment (Barone et al., 1995 (Barone et al., , 1996 Kennedy et al., 1989) . A further argument in favor of self-organization in the SGL is a dependency on activity for correct development. This has been shown to be the case for corticocortical pathways since immature cortical pathways are highly susceptible to manipulation of the ascending pathways (Dehay et al., 1986 . In this review, we examine the possibility that environmental factors might contribute to shaping the function of these cortical layers and that this might be a characteristic feature of primate cortical development.
In the six-layered cortex, the SGLs are dedicated to forming interareal connections in contrast to the infragranular layers, which contain projection neurons that project to subcortical structures as well as to cortical areas. It is Hill and Walsh, 2005.) 344 generally accepted that the physiological function of the cortex is shaped by the pattern of interareal connections. Here, we focus on the SGLs of the cortex that are thought to undergo selective expansion in primates (Dehay and Kennedy, 2007) . In a first instance, we review how connection weight determines the general network and hierarchical features of the cortical network. We then show how the stringent control of the proliferative program of the cortical progenitors in the germinal zone determines the exact numbers of the different projection neurons that constitute the cortical network. Because the control of cortical precursors comes under multiple environmental influences and determines the structural features of the cortex, it is best understood in the context of self-organization. The pyramidal projection neurons of the neocortex are generated by at least five different progenitor cell types located in the germinal zones lining the ventricle. The first progenitors in the cortex are the neuroepithelial cells (NECs), which give rise to radial glial progenitors (RGPs), the grandmother cell of cortical development as they give rise directly or indirectly to all cortical projection neurons (Heins et al., 2002; Malatesta et al., 2003) . Both NECs and RGPs divide at the apical surface and form the ventricular zone, which is the first formed germinal zone. Iain Smart observed, as far back as 1973, that relatively early on crowding of precursors due to queuing at the apical surface is relieved by some precursors shifting to undergo mitosis at the top of the ventricular zone (Smart, 1973) . These basal dividing precursors were referred to as intermediate progenitors (IP), shown to express the transcription factor Tbr2 which distinguished them from the NECs and RGPs, which express prominin 1 and the transcription factor Pax6 (Götz et al., 1998; Hartfuss et al., 2001; Malatesta et al., 2000; Miyata et al., 2004; Noctor et al., 2004) . Finally, a short neural precursor (SNP) was identified in the early ventricular zone, which like the RGPs undergoes apical or near apical division (Gal et al., 2006) . A major research breakthrough occurred when it was shown that the RGPs are not only part of a glial scaffolding but also constitute multipotent cortical progenitors (Malatesta et al., 2000; Noctor et al., 2001 Noctor et al., , 2002 . There is further heterogeneity of RGP in the embryonic primate, where a fraction cease dividing and function as migration scaffolding for several months before reinitiating proliferation and generating astrocytes (Rakic, 2003; Schmechel and Rakic, 1979 ).
There is a major difference in the cellular composition of the primate outer subventricular zone (OSVZ) with respect to the rodent SVZ. Whereas in the rodent all RGP nuclei are restricted to the VZ, RGPs somata are morphologically identified in the OSVZ of the primate (Fietz et al., 2010; Fish et al., 2008; Hansen et al., 2010; Levitt et al., 1981; Lukaszewicz et al., 2005) . There is evidence that precursors of the primate OSVZ express Pax6, which characterizes RGP identity in the rodent (Fish et al., 2008) .
A number of observations link production of infragranular layers to VZ and SVZ to production of SGL. Although SVZ are derived from VZ precursors, there are clear differences in gene expression between the two precursor pools and these differences correlate with distinct neuronal progeny. For instance, Otx1 and Fez1 are both expressed in VZ precursors and downregulated in SVZ and then subsequently upregulated in subsets of deep-layer neurons Chen et al., 2005a,b; Frantz et al., 1994; Molyneaux et al., 2005) . Further, both Otx1 and Fez1 play a crucial role in specifying the axonal projections of subsets of lower layer neurons. Recent studies in mice show that several transcription factors (Cux2, Tbr2, Satb2, and Nex) (Britanova et al., 2005; Nieto et al., 2004; Pinto et al., 2009; Wu et al., 2005; Zimmer et al., 2004) as well as the noncoding RNA Svet-1 (Tarabykin et al., 2001 ) are selectively expressed in both the SVZ and upper layer neurons. This congruency of expression of genes first in SVZ progenitors and subsequently in supragranular neurons together with time-lapse microscopy observations 345 suggest that the SVZ gives rise to upper layer neurons (Noctor et al., 2004; Tarabykin et al., 2001; Zimmer et al., 2004) .
Consistent with these findings, distinct molecular mechanisms have been identified for the specification of infra-and supragranular neuronal lineages. Studies from mutant mice show that Ngn1 and Ngn2 activity are required for the specification of a subset of infragranular neurons but not for the specification of SGL neurons. In contrast, Pax 6 and Tlx, two genes required for the formation of the SVZ Roy et al., 2004; Zimmer et al., 2004) , are synergistically involved in the specification of SGL (Schuurmans et al., 2004) . It therefore can be hypothesized that the selective expansion of the SGL compartment in the primate cortex results from modifications of the Pax6/Tlx related specification without modification of the Ngn specification mechanisms (Schuurmans et al., 2004) .
In apparent contrast to the above-mentioned links between the SVZ and the SGL is the observation that in rodent the IPs contribute neurons to all cortical layers (Haubensak et al., 2004; Kowalczyk et al., 2009; Miyata et al., 2004; Noctor et al., 2004; Shen et al., 2006) . This has led to the suggestion that rodent IPs are universal generators of neurons, and in this sense the separation of the germinal zones into VZ and SVZ might be considered arbitrary, and instead we should distinguish between apical (NECs and RGPs) and basal dividing progenitors (IPs). However, while there is overwhelming evidence that IPs contribute neurons to all cortical layers there is also evidence that IPs in the VZ and SVZ display important differences. Tbr2þ IP-like progenitors undergo apical or subapical mitosis and constitute as much as 5-20% of the total Tbr2þ population (Kowalczyk et al., 2009) and are reported to resemble the short radial SNPs (Gal et al., 2006) . The distinction between rodent IPs in the VZ and SVZ is supported by the following. First, whereas the IPs in the VZ have radial morphologies, those in the SVZ and the interface between SVZ and VZ have multipolar morphologies as first described in 1973 by Smart (Kowalczyk et al., 2009; Smart, 1973) . Second, while time-lapse observations suggest that IPs undergo only one or two proliferative divisions, there could be a difference in the tendency of IPs in the SVZ to undergo more frequent proliferative divisions, given the decrease of the neurogenic fraction in basal divisions during corticogenesis (Kowalczyk et al., 2009) . Further investigations are needed to determine if the different categories of IP cells have distinct cell-cycle kinetics (Arai et al., 2011) . If this should be the case, this would further the distinction of IPs in the VZ and SVZ. Under these circumstances, the fact that IPs contribute neurons to all layers fails to invalidate the observed links between SVZ and SGL. In the primate visual cortex, more than 75% of cortical neurons destined for the upper layers originate from SVZ precursors (Lukaszewicz et al., 2005) .
In the primate, there is an important elaboration of the SVZ to form an imposing outer component OSVZ which is not observed in the rodent (Smart et al., 2002; Fig. 3 ). The OSVZ is a distinct histological structure that is bounded by two clearly defined fiber pathways (the outer and inner fiber layers) that have no parallel in the developing rodent or carnivore. The homologous structure of the rodent SVZ in the primate could be the ISVZ, which like the rodent SVZ is in contact with the VZ. The OSVZ exhibits a number of unique features. Contrarily to what is observed in the rodent, where the VZ is the major germinal compartment throughout corticogenesis, the primate VZ declines rapidly during the course of corticogenesis. This decline is associated with an early appearance of the SVZ followed by the OSVZ. This primate-specific organization, first described in the monkey (Smart et al., 2002) , has also been subsequently observed in the developing human cortex (Fietz et al., 2010; Hansen et al., 2010; Zecevic et al., 2005) .
Enlargement of the SVZ precursor pool in the primate might correspond to an evolutionary adaptive mechanism ensuring the increased 346 neuronal output necessary to build a more highly developed neocortex involving a pronounced cytological complexification of the SGL Lukaszewicz et al., 2005; Smart et al., 2002) . The rodent SVZ is only partially self-sustaining and instead has to receive a constant supply of precursors from the VZ (Haubensak et al., 2004; Miyata et al., 2004; Noctor et al., 2004; Reznikov et al., 1997; Wu et al., 2005) . In primates, self-renewal (i.e., precursor divisions leading to an increase in numbers of precursors) would appear to be much more pronounced in the OSVZ than in rodent SVZ (Lukaszewicz et al., 2005; Smart et al., 2002) .
The determination of neuron numbers composing either a cortical area or a cortical layer has been shown by a technique, referred to as the mitotic history of the neuron (Dehay and Kennedy, 2007) , to crucially depend on the modulation of the mode of division where high rates of proliferative division lead to increases in the production of neurons (Polleux et al., 1997 (Polleux et al., , 1998 . Because cytoarchitecture is characterized by differences in the numbers of neurons in individual layers, arealization and lamination are two sides of the same coin. Hence, the spatial and temporal modulation of the frequency of proliferative divisions of cortical precursors determine the cytoarchitecture of the cortex (Dehay and Kennedy, 2007) .
While the improved understanding of the IP precursor does not invalidate the suggested links between SVZ and SGL referred to above, it does give an improved conceptual framework for understanding the organizational principles underlying corticogenesis, as postulated by Comparison of human and mouse germinal zones at equivalent developmental stages. These drawings are transects through presumptive area 17 in monkey and mouse dorsal cortex at comparable developmental stages. The depth of each layer is drawn to a common scale. In the primate, an early appearing outer fiber layer (OFL) forms a major landmark. The ventricular zone (VZ) declines progressively after E65. The subventricular zone (SVZ), by contrast, increases progressively in depth and by E72 is divided into an inner subventricular zone (ISVZ) and outer subventricular zone (OSVZ) by an intruding inner fiber layer (IFL). The increase in the OSVZ is particularly important between E65 and E72 and occurs as the VZ declines. CP, cortical plate; SP, subplate (adapted from Smart et al., 2002) .
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Hevner and coworkers (Pontious et al., 2008) . These authors have identified three competing but in our view not mutually exclusive hypotheses: the upper layer hypothesis (ULH), the intermediate progenitor hypothesis (IPH), and the radial amplification hypothesis (RAH). The ULH points to the evidence linking SVZ and SGL (Britanova et al., 2005; Nieto et al., 2004; Tarabykin et al., 2001; Zimmer et al., 2004) and argues that a distinct population of IPs generate the SGL. Further, it is postulated that the population of IPs in question reside in the SVZ. The major objection of the Hevner group against the ULH is that IPs have been shown to contribute to all cortical layers (Pontious et al., 2008) ; however, as we argue above, there are reasonable grounds to suggest that IPs in the VZ and SVZ may constitute distinct precursor types, and in any case, the ULH remains an accurate description of the correlations between SVZ morphogenesis, gene expression, and the production of the upper layer neurons during middle to late stages of corticogenesis (Pontious et al., 2008) . As discussed above, modulation of mode of division of cortical precursors has been implicated in determining cytoarchitecture via specifying the laminar thickness and hence arealization (Dehay and Kennedy, 2007) . Because IP is the major precursor involved in amplification of neuron number, these findings implicate a special role of the IP both in determining laminar thickness and areal extent of cortex and this is what Pontious et al. referred to as the IP-hypothesis (Pontious et al., 2008) . The increased expansion of the occipital pole of the fetal monkey is thought to be related to the extensive size of the OSVZ in this region and this suggests a link between gyrification and IPs (Lukaszewicz et al., 2006; Smart et al., 2002) , which has been further elucidated in the ferret Martinez-Cerdeno et al., 2006) . Because IPs respond to extrinsic signals released by the thalamic fibers and to genes that control specification of areas and growth (Bedford et al., 2005; Cappello et al., 2006; Chen et al., 2006; Holm et al., 2007; Land and Monaghan, 2003; Quinn et al., 2007; Roy et al., 2004; Schuurmans et al., 2004; Yun et al., 2004; Zhou et al., 2006) , IPH postulates that IP amplification determines the arealization during both development and evolution (Cheung et al., 2007; Molnar et al., 2006) .
The lack of evidence for IPs amplification in mice influencing expansion of cortical surface area is the major argument put forward by Pontious et al. (2008) in favor of the RAH. In contrast to IPs, factors influencing RGPs have been shown to influence cortical surface area (Chenn and Walsh, 2002; Hevner, 2005; InglisBroadgate et al., 2005; Kuida et al., 1998) . However, the objection that changes in abundance of IPs cannot impact on surface area ignores two important findings. First, removal of thalamic input to the cortex via bilateral in utero enucleation drastically reduces the dimensions of cortical area 17 (Dehay et al., , 1991 Rakic, 1988) . Because the removal of inputs to the cortex occurred after the early phase of expansion of the RGPs, it would seem to be a direct consequence of alteration of the proliferation of IPs. This would seem to argue against IPH and in favor of RAH. However, this understanding of the RAH is based on the erroneous notion that RGPs undergo early symmetrical division to establish the pool of RGPs prior to the onset of neuron production. In fact, it is now established that RGPs proliferation occurs continuously throughout corticogenesis (Kowalczyk et al., 2009; Miyata et al., 2004; Noctor et al., 2004) . Hence, factors that influence IPs could also be influencing RGPs either directly or indirectly. That such influences might exist is illustrated in recent experiments aimed at accelerating the cell cycle by selective reduction of G1 via transfection of cyclin E in rodents (Pilaz et al., 2009 ). The cellcycle acceleration of Pilaz et al. (2009) confirmed the hypothesis of the control of mode of division by cell-cycle duration (Calegari and Huttner, 2003; Dehay et al., 2001; Gotz and Huttner, 2005; Lukaszewicz et al., 2002 Lukaszewicz et al., , 2005 .
The cell-cycle acceleration study of Pilaz et al. (2009) was carried out in mouse and showed that 348 reduction of G1 led to an increase in the frequency of proliferative divisions where both daughter cells reenter the cell cycle accompanied by a decrease in differentiative neurogenic divisions where daughter cells quit the cell cycle to become neurons. This cell-cycle reentry led to a transient expansion of the precursor pool followed by a subsequent surge in neuron production. Interestingly, the increase in cell-cycle reentry of the Pax6þ RGPs was very short lived and did not appear to have any consequence on the dimensions of the RGPs pool nor the cortex. This contrasted with the effects of cell-cycle acceleration on the Tbr2þ population, which showed a much bigger amplification leading to a marked and relatively long-lived increase in the dimensions of the SVZ followed by an increase in the production of SGL neurons and the thickness of the SGLs. This "primatization" of the rodent cortex via a selective increase in the SVZ coupled with an expansion of the SGL suggests a conceptual exploration of the IPH and the RUH. Cell-cycle acceleration experiments by Calegari's group revealed a 300% increase in cortical surface area (Lange et al., 2009 ), which could suggest that the increased IP population has a feedback control on proliferation in the RGPs population, which causes the increase in cortical size. Certainly, such an influence of the IPs on the RGPs is required to explain the claims of the role of IPs in gyrification Lukaszewicz et al., 2006; Martinez-Cerdeno et al., 2006; Smart et al., 2002) . For instance in the E80 fetal monkey at the onset of SGL production, there is a very prominent OSVZ which decreases in size concomitantly with the increased rates of neuron production and the very rapid growth of the occipital pole and the formation of the lunate sulcus. During this period of ballooning out of the occipital pole, the cortical plate of the incipient area 17 is actually thinner than the presumptive area 18 despite the fact that later in the adult it will house a greater number of neurons in its thickness (Lukaszewicz et al., 2006) . During this period of rapid occipital pole growth, the maintenance of the VZ will require an increase in rates of proliferation and implies that there is a concerted mitogenic effect relayed from the OSVZ down to the VZ.
Neuron number specifies cortical networks
The study of complex networks has had an important impact on a wide range of scientific fields including social sciences, physics, and biology. In fact, any situation involving the interaction of numerous components to form complex systems with emergent properties can be investigated usefully with a graph theoretic approach. In this way, understanding connectivity has made important contributions to phenomena as diverse as molecular interactions, metabolic pathways, ecological food webs, and the brain (Sporns, 2011) .
A number of studies have applied graph theory to investigate the network of connections linking cortical areas. A number of studies have used the database of Felleman and Van Essen based on the compilation of data across some 350 papers concerning the connectivity of 31 cortical areas (Felleman and Van Essen, 1991) . Malcolm Young and his colleagues used multidimensional scaling in order to obtain a topological model of the cortex (Young, 1992) . Jouve used a similar approach modified in such a way as to infer connections that had not been tested (Jouve et al., 1998) . This showed that the frontal eye field, a prefrontal area involved in directing attention, had a surprisingly central position in the cortical graph (Fig. 4) .
Studies using a database which has been compiled from the published literature suffer from the presence of numerous connections that have not been tested. To overcome this, we have carried out an exhaustive study of the inputs to 26 cortical areas (Markov et al., 2011a) . This enables us to determine the percentage of connections that exist in comparison to the theoretical maximum connectivity. This is referred to as the density of the graph. Network studies using previous 349 published database have chosen to ignore the untested connections and this has led them to conclude that the density of the graph is between 12% and 30% (Honey et al., 2007) .
In our study, we found that the density was considerably higher, in the region of 60-70%. At such high densities, the binary (i.e., connected/ not connected) features of the graph reveal little specificity. This makes it necessary to consider the weights of connections between areas.
If the specificity of the cortical graph is derived from the weights of the connections between areas, then one would predict that connection weight between two areas will be consistent across individuals. Few studies have attempted to characterize the interindividual variability. One exception is a study by Scannell et al. (2000) who reported in collated data a 100-fold difference in the strength of a given corticocortical pathway across individuals. Because the differences in experimental procedure in different laboratories could largely contribute to variability observed by Scannel, we set out to make repeat injections in areas V1, V2, and V4 across individuals (Markov et al., 2011b) . The results showed that connections formed by cortical neurons (i) are highly local, 80% of the connections are restricted to the cortical area and do not transverse more than 2-3mm; (ii) of the 20% that project out of the injected area about two-thirds are to the neighboring area. This leaves about 5% of the connections to form the extrinsic associative connectivity to be shared amongst the 25-50 cortical pathways that are formed by each cortical area. It is in the extrinsic pathways that we were able to show that weights spanned a considerable distance, over 5 units of log, and that the weights were highly consistent across individuals (Falchier et al., 2002; Markov et al., 2011b; Vezoli et al., 2004) . These results show that the connectivity profile of an individual cortical area is highly specific and that it is the weight of the connections that will largely determine the specificity of the cortical graph. Further, we were able to show that there is a weight-distance relationship so that the nearest connections are the strongest and the weakest connections cover the greatest distance (Markov et al., 2011a,b) . While one can choose to ignore these weak long-distance connections, it is important to note that they interconnect very different sorts of cortical areas and that their role in synchronization could mean that they have important roles in long-distance coordination of brain activity. In a more philosophical vein, one needs to remember the strength of weak connections in graph theory as a whole (Csermely, 2006) .
Neuron number specifies cortical hierarchy
Much of our understanding of cortical function comes from the work in the visual cortex where the stimulus response function has been most extensively studied. Hubel and Wiesel's pioneering work showed that the receptive field structure of neurons in the visual cortex is progressively elaborated exhibiting simple, then complex, and finally hypercomplex features. This observation leads these authors to postulate that cortex processes afferent information through a feedforward (FF) hierarchy of progressive abstract detectors (Hubel and Wiesel, 1968) . Anatomical studies showed that FF pathways originate from SGL and terminate in layer 4, while feedback (FB) pathways originate from infragranular layers and terminate outside of layer 4 (Kennedy and Bullier, 1985) . In the early 1990s, David Van Essen's group showed that pairwise comparison of these connections allowed the construction of a model of the cortex that captured many features including the dorsal and ventral streams of the visual cortices as well as a strict hierarchical organization which extended up to the prefrontal cortex (Felleman and Van Essen, 1991; Fig. 2a) . Malcolm Young's group performed a statistical analysis of the Van Essen database and confirmed the basic features of the Van Essen hierarchy, including the ventral and dorsal streams. However, while the Young et al. organization appeared to be hierarchical, they found that it was highly indeterminate; in fact they found over 150,000 equally plausible solutions to the hierarchy. Indeterminacy in the Van Essen model stems from the fact that there is no indication of hierarchical distance between nodes coupled to the fact that there are numerous parallel pathways in addition to the dorsal and ventral streams. An anatomical solution to hierarchical distance is provided by the fact that long distance FF pathways arise uniquely from the SGL, and that as distance diminishes there is an increasingly important contribution to the projection from the infragranular layers (Fig. 5) . Likewise, longdistance FB projections originate uniquely from infragranular layers and as distance is reduced there are increasing contributions from SGL (Barone et al., 2000; Dehay et al., 1986; Kennedy and Bullier, 1985) . Estimating the contributions of the SGL and infragranular layers to a given pathway involves quantitative estimations of numbers of neurons and defines the SLN% (fraction of supragranular neurons) for a given pathway (SLN%¼number of SGL neurons/numbers of SGL þ infragranular layer neurons). Accurate SLN values make it possible to construct a determinate model of the cortical hierarchy (Fig. 5) .
These findings show that the connectivity signature of a cortical area is defined by the individual strengths of 25-80 cortical areas that project to it, the hierarchical distance of each of these areas as reflected by its SLN, and the numerical strength of the individual pathways. This would suggest that the physiological function of, or the range of information processing performed by the target 351 area, is constrained by the particular profile of its inputs. Projections originating from SGL terminate in layer 4 and recurrent local circuits amplify the input signals before relaying them to the output neurons in the upper and lower layers (Douglas et al., 1995) . The output of the cortex 
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is modulated by the infragranular layer projections to layer 1 (Cauller, 1995) and to a lesser extent to layers 5 and 6. In this way, FF pathways construct the receptive field properties of the target and area, while the FB pathways modulate the features of these receptive fields and the output of the target area. What are the factors that set up the changes in SLN? One possibility is the way pathways in the cortex are highly dependent on distance. Elsewhere we have shown that there is an important exponential distance rule such that projections have low and neighboring projections high weights (Markov et al., 2011a) . We have examined how the weights of labeled neurons in individual layers are influenced by distance. In feedback connections, the weight of layer 6 neurons falls off very much slower than does the weight of SGLs (Fig. 5c ), so that long distance feedback connections have low SLN values. Conversely, in FF pathways, the weights of infragranular layers fall off rapidly while those of SGLs fall rapidly so that long-distance FF pathways have high SLN values (Fig. 5d) . These results show that the weight relations of a cortical area are globally constrained by an exponential distance rule; at a finer level a multiple distance rule acting independently on different layers establishes the hierarchical interareal relationships.
How does the cortex generate precise numbers of neurons?
The coordinated regulation of two cardinal cellcycle parameters of cortical precursors determines neuronal production via the regulation of the size of the precursor pool: the duration of the cell cycle and the relative frequency of cellcycle reentry compared with cell-cycle exit. In vivo and ex vivo analysis of the cell-cycle regulation of OSVZ precursors of the primate visual cortex has shed light on the molecular correlates of area-specific differences in proliferation that underlie area-specific differences in the thickness of SGLs.
Compared to area 18 OSVZ precursors, area 17 OSVZ precursors are characterized by both a shorter cell-cycle duration, due to a reduction of the G1 phase, and an increased relative frequency of cell-cycle reentry. These areal differences on OSVZ precursor cell-cycle regulation are associated with significant differences in the level of expression of molecular regulators of the G1/S transition p27kip1 and CyclinE. The ex vivo up and down modulation of their level of expression significantly affects cell-cycle reentry and the rate of cell-cycle progression and stresses the role of the G1 phase regulation in corticogenesis (Lukaszewicz et al., 2005 (Lukaszewicz et al., , 2006 . Mathematical modeling of the observed differences in both rates of cell-cycle reentry and in G1 phase duration show that the combined variation of these two parameters are sufficient to generate the enlarged SGL that distinguishes area 17 from area 18. These results show that variations of G1 phase duration and the coordinated variation in mode of division contribute directly to regulate neuron number (Lukaszewicz et al., 2005) .
In vitro work on mouse cortical precursors indicates that thalamic afferents control corticogenesis by modulating rates of proliferation. Embryonic thalamic axons release a mitogenic factor that increases the proliferative capacity of mouse cortical precursors during generation of SGL by decreasing the G1 duration and by promoting cell-cycle reentry ). In the monkey, the LGN axons that selectively project onto the OSVZ of area 17 could be responsible for the temporally and spatially restricted stimulation of proliferation that results in the transient upsurge of the size of SGL precursor pool in area 17 Lukaszewicz et al., 2005; Smart et al., 2002) . There are also in vivo indications in primates that embryonic thalamic axons could impact on areal size and specification via an early influence on neuron production during cortical 353 neurogenesis (Dehay et al., , 1991 . Because thalamic axons are precisely targeted onto distinct cortical areas (reviewed in Lopez-Bendito and Molnar, 2003) , they will be able to differentially affect rates of precursor proliferation and of neuron production across the germinal zones and therefore determine local areal cytoarchitectonic features.
As we have shown above, the numerical values of the different projections neuron phenotypes determine the hierarchy and network features of the cortex. There is considerable evidence that the phenotypic fate is sealed during the final round of mitosis in the germinal zones and that the timing of this event is highly significant (Chen et al., 2005a,b; Molyneaux et al., 2005; Polleux et al., 2001; Shen et al., 2006) . It seems that fate specification is entirely premigratory as neurons that are destined for a given cortical layer and which end up in the inappropriate layer do not acquire the connectivity of the inappropriate layer (McConnell, 1988; Polleux et al., 2001) .
The timing of the differentiative division that generates a given neuron type is directly involved not only in the specification but also in determining the number of neurons generated. Delaying the final differentiative division of a precursor pool leads to increasing the number of proliferative divisions, which in turn leads to its amplification and hence expansion of the numbers of neurons generated (Pilaz et al., 2009; Polleux et al., 1997) . Mathematical modeling of these events shows a high predictability of the numbers of neurons generated confirming the relationship between the kinetics of the cycling precursor and the cytoarchitecture of the cortex (Lukaszewicz et al., 2005; Pilaz et al., 2009 ).
There are numerous feedback loops in the neural epithelium that regulate the rate of proliferation in the germinal zones (Fig. 6 ). In the reeler mutant, neuroblast migration is perturbed so that the last generated neurons end up deep in the cortex inverting the normal outside first inside last neurogenic gradient. Despite these changes in the laminar location of projection neurons, the laminar and areal time tables are strictly conserved in this mutant. However, this contrasts with the kinetics of the precursors and the determination of cell fate that are both highly perturbed confirming and extending previous findings of regulatory feedback loops from the cortical plate to the germinal zones (for a review, (Polleux et al., 1998 (Polleux et al., , 2001 ) (blue cells), specifically from the lower layers (Viti et al., 2003) from newborn cortical neurons migrating in the intermediate zone (IZ) compartment (gray cell) and local feedback signaling from the germinal zone (GZ) precursors (circular arrow) (Lien et al., 2006) . Extracortical extrinsic signals are provided by tangentially migrating interneurons generated in the ventral telencephalon (green cells) and by ingrowing embryonic thalamic axons (magenta) that have been shown to influence cell-cycle kinetics of precursors . We hypothesize in the present report that IP precursors in the OSVZ send mitotic signals to the VZ. MZ, marginal zone. 354 see, Polleux et al., 1997) . The other major regulatory pathways are between the OSVZ and the GZ as hypothesized above.
Gain-of-function experiment exploring selforganization
The attractor or epigenetic landscape considers that the cell phenotype is defined in a state space in which the cell has a specific trajectory. This leads to phenotypic variability which allows complex cellular interactions that underlie the emergence of biocomplexity. The peaks and saddles separating the valleys in the attractor landscape can be transverse via forced gene expression. This we have explored in the above-mentioned experiments where we have caused an acceleration of the cell cycle of cortical precursors during the production of SGL. This gain-of-function experiment led to an expansion of the mouse precursor pool resulting in an increased production of the SGL of the mouse. The increased size of the SVZ and the SGL of the mouse appears as a form of primatization of the rodent. Interestingly, with the expansion of the SVZ precursor pool, there is also an important increase in the fraction of SVZ precursors that coexpress Pax6 and Tbr2. In mouse, very few precursors coexpress the two transcription factors while this is a characteristic feature of the macaque OSVZ. One can interprete these experimental results in terms of a modification of the normal regulatory control of mouse corticogeneis. One can hypothesize that the gain-of-function experiment described above is essentially revealing what would be the consequence of an increase in gain of thalamic regulation of corticogenesis and that this could be mimicking the expansion of cortex during evolution. Earlier studies have shown that thalamic afferents release a mitogen that shortens the cell cycle via reduction of the G1 phase, leading to an increase in cell-cycle reentry and an increase in the precursor pool ). This conclusion is in accordance with the demonstration that removal of thalamic fibers has little effect on rodent development and an important effect in prenatal monkey development (Dehay et al., , 1991 Rakic, 1988) . The finding that interests us here is that the experimental gain-of-function experiment resulting from cell-cycle acceleration induces the expression of Pax6 in precursors that would normally be uniquely expressing Tbr2. Understanding this experimental result in the framework of the Kauffman hypothesis suggests what has happened is that there is a modification of the attractor landscape of the mouse cortical precursor via the G1 reduction, that mimics what is happening during normal development under the influence of the thalamic control of corticogenesis, suggesting that the regulatory loops are shaping the attractor landscape of the cortical precursor cells via modification of the gene regulatory network (Kauffman, 1993) . These results explore the idea that self-organization of the brain is tightly linked to its evolution involves cell-cell interactions with far reaching consequences and where phenotypic variability plays a crucial role.
Conclusion
A recent study in Nature explored experimentally the concept of self-organization. The group of Yoshiki Sasai showed that a homogeneous population of embryonic stem cell-derived neural epithelium spontaneously underwent optic cup morphogenesis in 3D culture (Eiraku et al., 2011) . These authors were able to report the spontaneous formation of epithelial vesicles patterned along their proximal-distal axis, exhibiting interkinetic nuclear migration and generating a stratified neural retinal tissue following the steps of normal development in vivo. According to our definition of self-organization in the section "Introduction," we would predict that there is an oscillatory state in the homogeneous pool of stem cells, possibly here involving wnt signaling, that underwent spatial-temporal modulation to drive 355 the cell population to form optic vesicles in vitro. If future regenerative medicines protocols are going to follow this strategy, they will aim to control the identity of the initial oscillatory state so as to obtain the desired organ. While this research heralds enormous potential for regenerative medicine, it also tells us something very deep about normal development. The fact that a simple cell culture system can undergo intrinsic self-organization to generate a complex structure without external cues emphasizes the importance that self-organization has in the normal developmental process.
The brain is a remarkable computational system. Unlike conventional computers, it does not rely on an external agency for its construction and programming. Instead, the entire circuitry is self-constructed by replication and interaction of the germinal cells and their derived neuronal types. Unlike the majority of tissues that emphasize local three-dimensional organization where cells contact their neighbors, the CNS is characterized by complex connectional topologies over very large spatial scales. The underlying need for this organization is due to the fact that information processing is finally about selective communication between particular processors. Such functions can be represented as a graph-like topology composed of processing nodes (single or populations of neurons), and their connecting communication edges (axons).
