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On standard derived equivalences of orbit categories
Yury Volkov∗ and Alexandra Zvonareva†
Abstract
Let k be a commutative ring, A and B – two k-linear categories with an action of
a group G. We introduce the notion of a standard G-equivalence from KbpB to K
b
pA.
We construct a map from the set of standard G-equivalences to the set of standard
equivalences from KbpB to K
b
pA and a map from the set of standard G-equivalences
from KbpB to K
b
pA to the set of standard equivalences from K
b
p(B/G) to K
b
p(A/G).
We investigate the properties of these maps and apply our results to the case where
A = B = R is a Frobenius k-algebra and G is the cyclic group generated by its
Nakayama automorphism ν. We apply this technique to obtain the generating set of
the derived Picard group of a Frobenius Nakayama algebra over an algebraically closed
field.
1 Introduction
Let A and B be two derived equivalent categories. The notion of a standard equivalence from
DB to DA was introduced in [1]. This notion generalizes the notion of a standard equiva-
lence for algebras [3]. We define such standard equivalences in terms of tilting subcategories
instead of tilting complexes of bimodules. We denote by TrPic(A,B) the set of standard
equivalences from KbpB to K
b
pA, standard equivalences from DB to DA correspond bijectively
to standard equivalences from KbpB to K
b
pA. In [1] it is proved that the composition of stan-
dard equivalences and the inverse equivalence of a standard equivalence are again standard.
In particular, composition defines a group structure on TrPic(A) = TrPic(A,A). We call this
group the derived Picard group of A. In the case where a group G acts on A and B, we intro-
duce the notion of a standard G-equivalence from KbpB to K
b
pA. We denote by TrPicG(A,B)
the set of such equivalences. It appears that the composition of standard G-equivalences is
defined and it determines a group structure on TrPicG(A) = TrPicG(A,A). We construct
the maps ΦA,B : TrPicG(A,B)→ TrPic(A,B) and ΨA,B : TrPicG(A,B)→ TrPic(A/G,B/G)
which respect the composition. Here A/G is the orbit category defined in [2]. We investigate
the properties of these maps. We prove that ΦA,B sends a standard G-equivalence to a Morita
equivalence iff ΨA,B sends this standard G-equivalence to a Morita equivalence. We prove
a theorem which gives a necessary and sufficient condition for an element of TrPic(A,B) to
∗The author was partially supported by RFFI 13-01-00902.
†The author was partially supported by RFFI 13-01-00902 and by the Chebyshev Laboratory (De-
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lie in the image of ΦA,B. In the case of a finite group G we provide necessary and sufficient
condition for an element of TrPic(A/G,B/G) to lie in the image of ΨA,B.
It was proved in [3] that the Nakayama functor commutes with any standard derived
equivalence. Suppose that R is a Frobenius algebra with a Nakayama automorphism ν.
Suppose that ord ν = n < ∞. Then the cyclic group G = 〈ν〉 ∼= Cn acts on R and we
can define an algebra R/G. We prove that the homomorphism ΦR = ΦR,R : TrPicG(R) →
TrPic(R) is an epimorphism if for any a ∈ Z(R)∗ there is an element b ∈ Z(R)∗ such that
a = bn. Moreover, we prove that Cok(ΦR) is generated by the classes of elements from the
Picard group of R if for any a ∈ Z(R)∗ there is an element b ∈ R∗ and an automorphism σ
of R such that a = bν(b) . . . νn−1(b) and σνσ−1(x) = ν(bxb−1) for all x ∈ R. We apply these
facts to find a generating set of the derived Picard group of a Frobenius Nakayama algebra
using the generating set of the derived Picard group of a symmetric Nakayama algebra from
[4].
2 Standard equivalences as tensor products
Throughout this paper k is a fixed commutative ring. We assume everywhere that A and B
are small, k-linear and k-flat categories (A is called k-flat if A(x, y) is a flat k-module for
any x, y ∈ A). We simply write ⊗ for ⊗k. In this section we recall some basic definitions
and results on standard equivalences of derived categories.
Definition 1. Contravariant functors from A to Modk are called A-modules. We denote by
ModA the category of A-modules. An A-module is called projective if it is a direct summand
of a direct sum of representable functors (a representable functor is a functor isomorphic to
A(−, x) for some x ∈ A). An A-module is called finitely generated if it is an epimorphic
image of a finite direct sum of representable functors.
A morphism of A-modules d : V → V is called differential if d2 = 0. A Z-graded
A-module is a module V with a decomposition V = ⊕n∈ZVn. We say that a morphism
f : V → V ′ is of degree m if f =
∑
n∈Z fn for some morphisms fn : Vn → V
′
n+m. We denote
by V [m] the module V with the following grading: V [m]n = Vn+m.
Definition 2. An A-complex is a Z-graded module V with a differential dV : V → V
of degree 1. A morphism of A-complexes is a morphism of A-modules of degree 0 which
commutes with differentials. We denote by CA the category of A-complexes. A morphism
f : V → V ′ is called null homotopic if f = hdV + dV ′h for some morphism of modules
h : V → V ′ of degree −1. We denote by H(V, V ′) the space of all null homotopic morphisms
from V to V ′. The homotopy category of ModA is the category KA with the same objects as
CA and morphism spaces KA(V, V ′) = CA(V, V ′)/H(V, V ′). The derived category of ModA
denoted by DA is the localization of KA at the set of quasi-isomorphisms (a morphism from
V to V ′ is called a quasi-isomorphism if it induces an isomorphism from Ker dV /Im dV to
Ker dV ′/Im dV ′).
We denote by KpA the full subcategory of KA consisting of all projective complexes. The
canonical functor from KA to DA induces an equivalence between categories KpA and DA.
We denote by KbpA the full subcategory of KA consisting of all finitely generated projective
complexes V such that Vn = 0 for large enough and small enough n ∈ Z.
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Definition 3. A full subcategory X of KbpA is called a tilting subcategory for A if
• KbpA(U, V [i]) = 0 for all U, V ∈ X , i 6= 0,
• A(−, x) (x ∈ A) lies in the smallest full triangulated subcategory of KbpA containing
X and closed under isomorphisms and direct summands (we denote this subcategory
of KbpA by thickX ).
Definition 4. The tensor product A ⊗ B of A and B is a k-linear category defined in the
following way. Its objects are pairs (x, y) where x ∈ A, y ∈ B. Its morphism spaces are
(A⊗ B)((x1, y1), (x2, y2)) = A(x1, x2)⊗ B(y1, y2).
The composition in A⊗ B is given by the formula
(f2 ⊗ g2)(f1 ⊗ g1) = f2f1 ⊗ g2g1,
where f1 ∈ A(x1, x2), f2 ∈ A(x2, x3), g1 ∈ B(y1, y2), g2 ∈ B(y2, y3) and x1, x2, x3 ∈ A,
y1, y2, y3 ∈ B.
Let X be an A⊗ Bop-complex. It defines a functor TX : CB → CA in the following way.
If M ∈ CB, then (TXM)(x) (x ∈ A) is the cokernel of the map
ρX,M(x) :
⊕
y,z∈B
(M(z)⊗ B(y, z)⊗X(x, y))→
⊕
y∈B
(M(y)⊗X(x, y))
defined by the equality
ρX,M(x)(u⊗ g ⊗ v) =M(g)(u)⊗ v − u⊗X(Idx ⊗ g)(v)
for u ∈M(z), v ∈ X(x, y), g ∈ B(y, z). If f ∈ A(x1, x2) (x1, x2 ∈ A), then (TXM)(f) is the
unique map such that the diagram⊕
y∈B (M(y)⊗X(x2, y))
//
⊕y∈B(IdM(y)⊗X(f⊗Idy))

(TXM)(x2)
(TXM)(f)
⊕
y∈B (M(y)⊗X(x1, y))
// (TXM)(x1)
commutes. Finally, for α ∈ CB(M,N) we obtain TXα from the commutativity of diagrams⊕
y∈B (M(y)⊗X(x, y))
//
⊕y∈B(αy⊗IdX(x,y))

(TXM)(x)
(TXα)x
⊕
y∈B (N(y)⊗X(x, y))
// (TXN)(x)
We denote by LTX the left derived functor of TX , i.e. the composition
DB
p
→ KpB
TX−→ KA
pi
→ DA,
where p sends an object of DB to its projective resolution (see [1, Theorem 3.1] for details)
and π is the canonical functor from KA to DA. If X is an A⊗ Bop-complex, then for any
y ∈ B we can define an A-complex Xy as follows: Xy(x) = X(x, y) and Xy(f) = X(f ⊗ Idy)
for objects and morphisms of A respectively. Then LTX is an equivalence iff the following
conditions hold:
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• Xy is isomorphic to some object of KbpA in KA for any y ∈ B,
• the full subcategory of KbpA consisting of objects isomorphic to some X
y (y ∈ B) in
KA is a tilting subcategory for A,
• the map B(y, z)→ KA(Xy, Xz) is an isomorphism for all y, z ∈ B.
Moreover, LTX ∼= LTY iff X ∼= Y in D(A ⊗ B
op). See [1, 6.1] for details. If LTX is an
equivalence, then X is called a tilting A⊗ Bop-complex.
If F : A → B is a functor, then we denote by F (A) the full subcategory of B formed by
objects isomorphic to some F (U) (U ∈ A).
Definition 5. We call θ : B → KbpA a tilting functor if θ(B) is a tilting subcategory for A
and θ induces an equivalence from B to θ(B).
Categories A and B are said to be derived equivalent if the derived categories DA and
DB are equivalent as triangulated categories. The following theorem is well known (see [1,
9.2, Corollary] and [2, Theorem 4.6]).
Theorem 1. The following conditions are equivalent
(1) A and B are derived equivalent;
(2) there is a tilting A⊗ Bop-complex X;
(3) there is a tilting functor θ : B → KbpA.
Remark 1. Note that if X is a tilting A⊗Bop-complex, then the objects of KbpA isomorphic to
Xy (y ∈ B) form a tilting subcategory which is equivalent to B. We denote the corresponding
tilting functor (which is defined modulo natural isomorphism) by θX . Conversely, if we have
a tilting functor θ : B → KbpA, then we can construct a tilting A⊗B
op-complex X such that
θX ∼= θ (see [1, Section 9]).
Definition 6. We call an equivalence F : DB → DA standard if there is some A ⊗ Bop-
complex X such that F ∼= LTX . We denote by TrPic(A,B) the set of all standard equiva-
lences from DB to DA modulo natural isomorphisms.
Let LTX be a standard equivalence. Define a B ⊗Aop-complex XT as follows:
XT (y, x) = ModA(Xy,A(−, x)), XT (g ⊗ f) = ModA (X(Id− ⊗ g),A(−, f))
for x ∈ A, y ∈ B, a morphism f in A and a morphism g in B. By [1, 6.2, Lemma] the functor
LTXT is quasi-inverse to LTX . Moreover, if LTX and LTY are standard equivalences (which
can be composed), then by [1, 6.3, Lemma] we have LTXLTY ∼= LTZ , where Z = TpXY and
pX is the projective resolution of X over A⊗ Bop.
Definition 7. The derived Picard group of A is the set
TrPic(A) := TrPic(A,A)
with the operation of composition. It follows from the arguments above that it is actually a
group.
Note that the functor LTX : DB → DA is an equivalence iff it’s restriction to KbpB
induces an equivalence to KbpA. Moreover, LTX
∼= LTY iff the corresponding equivalences
from KbpB to K
b
pA are isomorphic. So we denote by LTX the corresponding equivalence from
KbpB to K
b
pA too. From here on we consider only standard equivalences and identify the
set TrPic(A,B) with the set of standard equivalences from KbpB to K
b
pA modulo natural
isomorphisms.
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3 Standard equivalences and tilting subcategories
For a subcategory E of KbpA we denote by addE the full subcategory of K
b
pA consisting of
direct summands of finite direct sums of copies of objects of E. Let us define a category
CbaddE. Objects of CbaddE are objects of addE with a decomposition V = ⊕n∈ZVn and
a differential dV =
∑
n∈Z dV,n where Vn ∈ addE, dV,n ∈ KA(Vn, Vn+1) and Vn = 0 for large
enough and small enough n. If V, V ′ ∈ CbaddE, then the set CbaddE(V, V ′) is formed by
maps f =
∑
n∈Z fn such that fn ∈ KA(Vn, V
′
n) and fdV −dV ′f equals 0 in KA. A morphism
f ∈ CbaddE(V, V ′) is called null homotopic if f = hdV + dV ′h for some h =
∑
n∈Z hn where
hn ∈ KA(Vn, V ′n−1). We denote the set of null homotopic morphisms from V to V
′ by
B(V, V ′) again. Then KbaddE is a category whose objects are the same as the objects of
CbaddE and whose morphism spaces are KbaddE(V, V ′) = CbaddE(V, V ′)/B(V, V ′).
We denote by YA : A → KbpA the Yoneda embedding, i.e. YA(x) = A(−, x) and
YA(f) = A(−, f) for an object x and a morphism f in A. Let θ : B → KbpA be a tilting
functor. Our aim is to define an equivalence Fθ : KbpB → K
b
pA in such a way that FθYB = θ.
Denote by X the category θ(B). Let PB be the category of finitely generated projective
B-modules. Let us define an equivalence S : PB → addX . Define S on direct sums of
representable functors as follows:
S
(
⊕mi=1 B(−, xi)
)
= ⊕mi=1θ(xi).
If
f =
(
B(−, fi,j)
)
16i6m,16j6l
: ⊕mi=1B(−, xi)→ ⊕
l
j=1B(−, yj)
is a morphism in PB, then
S(f) =
(
θ(fi,j)
)
16i6m,16j6l
: ⊕mi=1θ(xi)→ ⊕
l
j=1θ(yj).
Let us consider an arbitrary object U ∈ PB. There is some direct sum of representable
functors WU such that U is a direct summand of WU . Let ιU : U → WU and πU : WU →
U be the corresponding direct inclusion and projection (for convenience we assume that
WU = U and ιU = πU = IdU if U is a direct sum of representable functors). It follows
from [5] that idempotents split in KbpA. In particular, they split in addX . Since S(ιUπU) :
S(WU)→ S(WU) is an idempotent in addX , there is some objectXU ∈ addX and morphisms
ι′U : XU → S(WU) and π
′
U : S(WU)→ XU such that π
′
U ι
′
U = IdXU and ι
′
Uπ
′
U = S(ιUπU ). We
define S(U) = XU . If f : U → V is a morphism in PB, then we define S(f) by the formula
S(f) = π′V S(ιV fπU)ι
′
U .
It is clear that S is an equivalence. Then S induces an equivalence S¯ : KbpB → K
baddX .
Note also that S(ιU) = ι
′
U and S(πU) = π
′
U .
Let us now translate some results of [6] from the case of algebras to the case of categories.
Since the arguments for the case of categories are analogous to the case of algebras, we omit
most of the proofs and give only references to the corresponding results of [6].
Let V be an object of CbaddX . Then we can consider V as a bigraded module V =
⊕i,j∈ZVi,j (where Vi,j = (Vj)i) with a differential τ0 =
∑
j∈Z dVj : V → V of degree (1, 0)
and a morphism τ1 : V → V of degree (0, 1) such that τ1|Vi,j = (−1)
i+jdV |Vi,j . Such objects
satisfy the conditions
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• Vi,j = 0 if i or j is large enough or small enough;
• τ 20 = 0;
• τ0τ1 + τ1τ0 = 0;
• τ 21 = 0 in KA if we consider V as an object of addX .
We write (V, τ0, τ1) for such object. Note that for two such objects KA(V, V ′[i])) = 0,
i 6= 0 if we consider them as objects of addX . A morphism from (V, τ0, τ1) to (V ′, τ ′0, τ
′
1)
in CbaddX is a morphism α : V → V ′ of degree (0, 0) such that ατ0 = τ
′
0α and ατ1 − τ
′
1α
is null homotopic if we consider V and V ′ as objects of addX . Moreover, a morphism
α : (V, τ0, τ1)→ (V ′, τ ′0, τ
′
1) is equal to 0 in C
baddX if it is null homotopic as a morphism in
addX . If (V, τ0, τ1) ∈ CbaddX , then we can define morphisms τi : V → V of degree (1− i, i)
in such a way that
l∑
i=0
τiτl−i = 0
for any l > 0 (see [6, Proposition 2.6]). If α : (V, τ0, τ1)→ (V ′, τ ′0, τ
′
1), then there is a sequence
of maps αi : V → V ′ of degree (−i, i) such that α0 = α and
l∑
i=0
αiτl−i =
l∑
i=0
τ ′iαl−i
for any l > 0 (see [6, Proposition 2.7]). If (V, τ0, τ1) is an object of CbaddX , then we define
Tot(V, τ0, τ1) ∈ CA by the formulas
Tot(V, τ0, τ1)n =
⊕
i+j=n
Vi,j, dTot(V,τ0,τ1) =
∑
i>0
τi.
If α : (V, τ0, τ1) → (V ′, τ ′0, τ
′
1), then we define Totα : Tot(V, τ0, τ1) → Tot(V
′, τ ′0, τ
′
1) by the
formula
Totα =
∑
i>0
αi.
Thus we define a functor Tot : CbaddX → KbpA (see [6, Proposition 2.10]). By [6, Proposition
2.11] the functor Tot factors through some functor Q¯ : KbaddX → KbpA. We define Fθ as
the composition
KbpB
S¯
→ KbaddX
Q¯
→ KbpA. (3.1)
Note that Fθ is defined modulo isomorphism. We fix some representative of this equivalence
for each tilting functor.
Proposition 1. Let θ : B → KbpA be a tilting functor and X be a tilting A⊗ B
op-complex.
If θX ∼= θ, then LTX ∼= Fθ.
Proof Let Fθ be defined by the composition (3.1). Then it is enough to prove that TX |KbpB
∼=
ιQ¯S¯, where ι is the canonical embedding of KbpA to KA. We know that there is an isomor-
phism ξ : TXYB ∼= ιθ. Let define an isomorphism ζ : TX |KbpB
∼= ιQ¯S¯. Let U = ⊕mi=1B(−, xi)
be a direct sum of representable functors. Then we define
ζU : TX(U) = ⊕
m
i=1TXYB(xi)→ ⊕
m
i=1ιθ(xi) = ιQ¯S¯(U)
6
by the equality ζU = ⊕mi=1ξxi. For U ∈ PB we define
ζU = S(πU)ζWUTX(ιU) : TX(U)→ S(U) = ιQ¯S¯(U).
It is easy to see that ζ defines an isomorphism from TX |PB to ιQ¯S¯|PB .
Let now U = ⊕n∈ZUn be an arbitrary object of KbpB. Then TX(U) is a totalization of
a bigraded module V = ⊕i,j∈ZTX(Uj)i with differential τ0 =
∑
j∈Z dTX(Uj) of degree (1, 0)
and differential τ1 of degree (0, 1) defined by the equality τ1|Vi,j = (−1)
i+jTX(dU)|TX(Uj)i .
At the same time ιQ¯S¯(U) is a totalization of a bigraded module V ′ = ⊕i,j∈ZS(Uj)i with
some differentials τ ′i (i > 0) of degree (1 − i, i) such that τ
′
0 =
∑
j∈Z dS(Uj) and τ
′
1|Vi,j =
(−1)i+jS(dU)|S(Uj)i . Here we write S(dU) for some representative of homotopy class of it.
If we choose a representative of homotopy class of ζUj for all j ∈ Z, then we obtain a
differential ζ0 : V → V ′ of degree (0, 0) such that τ ′0ζ0 = ζ0τ0 and τ
′
1ζ0 is homotopic to ζ0τ1
if we consider V and V ′ as objects of KbpA (i.e. if we forget the grading on U). Analogously
to [6, Proposition 2.7] we can construct ζi for i > 0 of degree (−i, i) such that
ζlτ0 + ζl−1τ1 =
l∑
i=0
τ ′iζl−i
for any l > 1. We define ζU =
∑
i>0
ζi : Tot(V, τ0, τ1) → Tot(V ′, τ ′0, τ
′
1). If U, U
′ ∈ KbpB
and f ∈ CbB(U, U ′), then it is clear that ζU ′TX(f) − Q¯S¯(f)ζU equals
∑
i>0
υi, where υi is
of degree (−i, i) and υ0 is null homotopic. Then it follows from arguments above that
ζ : TX |KbpB → ιQ¯S¯ is a morphism of functors. It is clear that it is actually an isomorphism.

Note that by Proposition 1 and Remark 1 an equivalence F : KbpB → K
b
pA is standard
iff F ∼= Fθ for some tilting functor θ : B → KbpA. Moreover, Fθ
∼= Fθ′ iff θ ∼= θ′.
4 G-functors and orbit categories
We say that G acts on the categoryA if there is a homomorphism of groups ∆ : G→ Aut(A).
In this case we simply write g instead of ∆(g) for g ∈ G. Throughout this section we assume
that A and B are categories with G-action. Now we recall some definitions from [2].
Definition 8. A family η = (ηg)g∈G of natural isomorphisms ηg : F ◦ g → g ◦ F is called a
G-equivariance adjuster for the functor F : A → B if the diagram
(F ◦ gh)x
ηg,hx
//
ηgh,x
''❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
❖
(g ◦ F ◦ h)x
g(ηh,x)

(gh ◦ F )x
commutes for all g, h ∈ G and x ∈ A. We say that F is a G-equivariant functor if there is a
G-equivariance adjuster for F . The functor F is called strictly G-equivariant if F ◦ g equals
g ◦ F , i.e. if the G-equivariance adjuster can be set to be identity.
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Definition 9. A G-functor from A′ to A is a pair (F, η), where F is a functor from A′ to A
and η is a G-equivariance adjuster for F . A morphism from (F, η) to (F ′, η′) is a morphism
of functors α : F → F ′ such that the diagram
Fg
αg
//
ηg

F ′g
η′g

gF
gα
// gF ′
commutes for any g ∈ G. It is clear that a morphism of G-functors is an isomorphism
iff it is an isomorphism of functors. A G-functor (F, η) is called a G-equivalence if F is
an equivalence. If F is strictly G-equivariant, we simply write F for the corresponding
G-functor.
If (F, η) : A′ → A and (F ′, η′) : A′′ → A′ are G-functors, then we define their composition
by the formula
(F, η) ◦ (F ′, η′) = (FF ′, ηF (η′)) : A′′ → A,
where (
ηF (η′)
)
g,x
= ηg,F ′x ◦ F (η
′
g,x) : FF
′gx→ gFF ′x.
It is easy to see that the composition defined above is associative (see [7, Lemma 2.8]).
Moreover, it respects isomorphisms of G-functors. If (F, η) : A′ → A is a G-equivalence and
F¯ is an equivalence quasi-inverse to F , then there is η¯ = (η¯g)g∈G (η¯g : F¯ g → gF¯ ) such that
(F¯ , η¯) : A → A′ is a G-equivalence and
(F, η) ◦ (F¯ , η¯) ∼= IdA and (F¯ , η¯) ◦ (F, η) ∼= IdA′ .
This follows from the proof of [7, Theorem 9.1]. We call this G-equivalence (F¯ , η¯) (which is
defined by (F, η) modulo isomorphism of G-equivalences) the quasi-inverse G-equivalence to
(F, η).
Remark 2. Let F, F ′ : A → A′ be functors, η – a G-equivariance adjuster for F and
ξ : F → F ′ – an isomorphism. Then η′ = (η′g)g∈G, where η
′
g,x = g(ξx) ◦ ηg,x ◦ ξ
−1
gx , is a
G-equivariance adjuster for F ′. Moreover, (F ′, η′) ∼= (F, η).
Definition 10. The orbit category A/G is defined as follows.
• The class of objects of A/G is equal to that of A.
• Let x, y ∈ A/G. The set A/G(x, y) consists of f = (fh,g)g,h∈G such that
– fh,g ∈ A(gx, hy);
– the sets {g ∈ G | fg,h 6= 0} and {g ∈ G | fh,g 6= 0} are finite for any h ∈ G;
– flh,lg = l(fh,g) for all g, h, l ∈ G.
• The composition in A/G is defined by the fomula
(f ′h,g)g,h∈G(fh,g)g,h∈G =
(∑
l∈G
f ′h,lfl,g
)
g,h∈G
.
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We can define the action of G on the category ModA by the formula gX := X ◦ g−1 for
X ∈ ModA and in the obvious way for morphisms. Note that gA(−, x) ∼= A(−, g(x)). This
action of G induces an action of G on the category KbpA. Let θ : B → K
b
pA be a tilting
functor. If θ is G-equivariant, then the categories A/G and B/G are derived equivalent by
[2, Theorem 4.11].
Remark 3. Let X be a tilting A⊗Bop-complex. The category A⊗Bop can be equipped with
the diagonal action of G, i.e. for g ∈ G we put g(x, y) = (gx, gy) and g(f⊗f ′) = gf⊗gf ′ for
x ∈ A, y ∈ B and morphisms f in A, f ′ in B. Then it is easy to see that a G-equivariance
adjuster for θX : B → KbpA is the same thing as a family of maps φg ∈ C(A⊗ B
op)(X, gX)
such that the diagram
Xy
(φg)y
//
(φgh)y ##❋
❋
❋
❋
❋
❋
❋
❋
❋
(gX)y
(gφh)y

(ghX)y
commutes in KA for all g, h ∈ G and y ∈ B.
5 Standard G-equivalences
From here on we equip the category A/G with the trivial action of G (i.e. ∆(g) = IdA/G for
all g ∈ G) for any category A with a G-action. We equip the category Kbp(A/G) with the
trivial action of G as well.
Definition 11. The canonical functor P : A → A/G is defined by P (x) = x and P (f) =(
δg,hg(f)
)
g,h∈G
for x, y ∈ A and f ∈ A(x, y). Let s = (sg)g∈G be the collection of maps
sg : Pg → P , where sg,x = (δhg,h′Idh′x)h,h′∈G : Pgx → Px. Then s is a G-equivariance
adjuster for P . We call (P, s) the canonical G-functor.
By [2, Proposition 2.6] every morphism in f ∈ A/G(x, y) can be uniquely presented in
the form
f =
∑
g∈G
sg,y ◦ Pfg (5.1)
for some fg ∈ A(x, gy).
Definition 12. We define the pullup functor P • : ModA/G → ModA by the formula
P •(X) = X ◦P for all X ∈ ModA/G. The pushdown functor P• : ModA → ModA/G is the
functor left adjoint to P •. It also induces a functor P• : KbpA → K
b
p(A/G).
We will use the explicit description of P• obtained in [2, Theorem 4.3]. In particular,
we have (P•X)(x) = ⊕g∈GX(gx). The same theorem says that the map s• defined by the
commutative diagram
(P•
gX)(x)
s•,g,X,x
// (P•X)(x)
⊕
h∈G
X(g−1hx)
(δ
g−1h,h′ IdX(h′x))h,h′∈G
//
⊕
h′∈G
X(h′x)
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is a G-equivariance adjuster for P•. Moreover, by [2, Theorem 4.4] every morphism f ∈
Kbp(A/G)(P•X,P•Y ) can be uniquely presented in the form
f =
∑
g∈G
s•,g,Y ◦ P•fg (5.2)
for some fg ∈ KbpA(X,
gY ). In addition, we have an isomorphism γy : B/G(−, P y) →
P•B(−, y) (y ∈ B) defined by the formula γy(sg,yPf) = g−1(f) ∈ B(g−1x, y) for f ∈ B(x, gy).
Note also that the Yoneda embedding YA : A → K
b
pA admits a G-equivariance adjuster
φ = (φg)g∈G defined by the formula φg,x(f) = g
−1(f) for f ∈ A(y, gx).
Lemma 1. For all g ∈ G, x, y ∈ A and f ∈ A(x, gy) the following equality holds
γ−1y s•,g,A(−,y)P•φg,yP•YA(f)γx = YA/G(sg,yPf). (5.3)
Proof It is enough to prove that the left and the right parts of the equality (5.3) send
the element sh,xPf
′ ∈ A/G(Pz, Px) to the same element of A/G(Pz, Py) for all h ∈ G,
z ∈ A and f ′ ∈ A(z, hx). Direct calculations show that both parts of (5.3) send sh,xPf ′ to
shg,yP (h(f)f
′).

Definition 13. A G-equivalence (F, η) : KbpB → K
b
pA is called standard G-equivalence if F
is a standard equivalence and there is a standard equivalence F ′ : Kbp(B/G) → K
b
p(A/G)
such that there is an isomorphism of G-functors
(P•, s•) ◦ (F, η) ∼= F
′(P•, s•). (5.4)
We denote by TrPicG(A,B) the set of isomorphism classes of standard G-equivalences from
KbpB to K
b
pA.
It is clear that the composition of standard G-equivalences and the quasi-inverse G-
equivalence to a standard G-equivalence are standard.
Definition 14. The derived Picard G-group of A is the set
TrPicG(A) := TrPicG(A,A)
with the operation of composition. It follows from the arguments above that it is actually a
group.
Let θ : B → KbpA be a tilting functor and ψ be a G-equivariance adjuster for θ. We
denote θ(B) by X , note that by agreement θ(B) is closed under isomorphism. Then the
category P•X is a tilting subcategory for A/G (see the proof of [2, Theorem 4.7]). We will
construct a tilting functor µθ,ψ : B/G → Kbp(A/G) which induces an equivalence from B/G
to P•X . We define it on objects by the formula µθ,ψ(Py) = P•θ(y) for y ∈ B. Let us consider
a morphism f =
∑
g∈G
sg,yPfg ∈ B/G(Px, Py). Define
µθ,ψ(f) =
∑
g∈G
s•,g,θ(y) ◦ P•ψg,y ◦ P•θ(fg).
It is easy to check that µθ,ψ is a functor. Since θ induces an equivalence to X , µθ,ψ induces an
equivalence to P•X by the arguments above. So an equivalence Fµθ,ψ : K
b
p(B/G)→ K
b
p(A/G)
is defined. Note that if (θ, ψ) ∼= (θ′, ψ′), then µθ,ψ ∼= µθ′,ψ′ .
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Proposition 2. There is a G-equivariance adjuster η for Fθ such that
Fµθ,ψ ◦ (P•, s•)
∼= (P•, s•) ◦ (Fθ, η).
Proof Note that gU lies in X for all g ∈ G and U ∈ X . Indeed, since θ induces an
equivalence to X , there is some y ∈ B such that θ(y) ∼= U . Then gU ∼= gθ(y) ∼= θ(gy) and gU
lies in X because X is closed under isomorphisms. Then it is easy to see that the action of G
on KbpA induces an action on K
baddX and the G-functor (P•, s•) : KbpA → K
b
p(A/G) induces
a G-functor (P•, s•) : KbaddX → KbaddP•X (here we equip the category KbaddP•X with
the trivial action of G). Let us consider the diagram
KbpB
(S¯,ηS)
//
(P•,s•)

KbaddX
(Q¯,ηQ)
//
(P•,s•)

KbpA
(P•,s•)

Kbp(B/G)
S¯G
// KbaddP•X
Q¯G
// Kbp(A/G)
(5.5)
where the rows are the compositions corresponding to (3.1) from the construction of Fθ and
Fµθ,ψ (if we omit the G-equivariance adjusters in the upper row). It is enough to show that
ηS and ηQ can be constructed in such a way that the diagram (5.5) becomes commutative
modulo isomorphism as a diagram of G-functors. Here we consider the functors in the lower
row as strict G-functors.
It is clear that KbpB = K
baddYB(B). Let us define a G-equivariance adjuster η for
the functor S : addYB(B) = PB → addX (see section 3) in the following way. If U =
⊕mi=1B(−, xi) is a direct sum of representable functors, then
ηg,U = (⊕
m
i=1ψg,xi)S(⊕
m
i=1φ
−1
g,xi
) : S(gU) ∼= ⊕mi=1θ(gxi)→ ⊕
m
i=1
gθ(xi) =
gS(U).
Let us now consider an arbitrary U ∈ PB. Then we define ηg,U by the formula
ηg,U =
gS(πU)ηg,WUS(
gιU )
(see the construction of the functor S for notation). Direct calculations involving formula
(5.3) show that (S, η) is a G-functor. Then η induces a G-equivariance adjuster ηS for S¯
in the obvious way. To prove the commutativity of the first square in (5.5) it is enough to
prove that the diagram
PB
(S,η)
//
(P•,s•)

addX
(P•,s•)

PB/G
SG
// addP•X
commutes modulo isomorphism of G-functors. Let us construct an isomorphism χ : P•S →
SGP•. If U = ⊕mi=1B(−, xi) is a direct sum of representable functors, then
P•S(U) = ⊕
m
i=1P•θ(xi) = SG(⊕
m
i=1B/G(−, Pxi)).
We set χU = SG(⊕mi=1γxi). For an arbitrary U ∈ PB we define χU by the formula
χU = SG(P•πU )χWUP•S(ιU).
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Direct calculations involving formula (5.3) show that χ is the required isomorphism of G-
functors.
It remains to check the commutativity of the second square in (5.5). Let us take an object
of KbaddX represented by a triple (U, τ0, τ1) (see section 3). Then P•U can be represented by
the triple (P•U, P•τ0, P•τ1). Suppose that Q¯ sends (U, τ0, τ1) to the totalization (U,
∑
i>0 τi)
and Q¯G sends (P•U, P•τ0, P•τ1) to the totalization (P•U,
∑
i>0 υi). It is clear that υ0 = P•τ0
and that υ1 is homotopic to P•τ1 if we consider P•U as an object of Kbp(A/G). By the results
of section 3 there is a sequence of A/G-module morphisms αi : P•U → P•U (i > 0) such
that
• αi is of degree (−i, i),
• α0 = IdP•U ,
•
l∑
i=0
αiP•τl−i =
l∑
i=0
υiαl−i.
In this case define the isomorphism ζU from the totalization (P•U,
∑
i>0 P•τi) to the total-
ization (P•U,
∑
i>0 υi) by the formula ζU =
∑
i>0 αi. Let U, V ∈ K
baddX , f : U → V be a
morphism in CbaddX . It is clear that the map ζV P•Q¯(f)− Q¯GP•(f)ζU is a totalization of a
map from P•U to P•V which have nonzero components only in degrees (−i, i) for i > 0. It
follows from the results of section 3 that the totalization of such a map is null homotopic.
So ζ gives an isomorphism from P•Q¯ to Q¯GP•. It remains to construct a G-equivariance
adjuster ηQ for Q¯ such that the diagram
P•Q¯
gU
ζgU
//
s•,g,Q¯U◦P•ηQ,g,U

Q¯GP•
gU
Q¯G(s•,g,U )

P•Q¯U
ζU
// Q¯GP•U
commutes for all U ∈ KbaddX and g ∈ G. The construction of such isomorphisms ηQ,g,U :
Q¯gU → gQ¯U is analogous to the construction of ζU and so it is left to the reader.

Corollary 1. Let θ : B → KbpA be a tilting functor. Then the following statements are
equivalent:
1) there is a G-equivariance adjuster for θ;
2) there is a G-equivariance adjuster for Fθ;
3) there is a G-equivariance adjuster η for Fθ such that (Fθ, η) is a standard G-equivalence.
Proof The implication ”1)⇒ 3)” follows from Proposition 2. Implications ”3)⇒ 2)⇒ 1)”
are obvious.

Let (Fθ, η) : KbpB → K
b
pA be a G-equivalence. We define ψg,y : θ(gy) →
gθ(y) by the
formula
ψg,y = ηg,B(−,y)Fθ(φg,y).
It is clear that ψ = (ψg)g∈G is a G-equivariance adjuster for θ.
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Theorem 2. Let (Fθ, η) : KbpB → K
b
pA be a standard G-equivalence. Then Fµθ,ψ is deter-
mined by the condition (5.4) uniquely modulo isomorphism.
Proof Since (Fθ, η) is a standard G-equivalence, there is some standard equivalence F
′ :
Kbp(B/G)→ K
b
p(A/G) satisfying the condition (5.4).
It is enough to prove that F ′YB/G ∼= µθ,ψ. From (5.4) we have a natural isomorphism
ξ : F ′P• → P•Fθ such that the diagram
F ′P•
gU
ξgU
//
F ′(s•,g,U )

P•Fθ
gU
s•,g,FθU◦P•(ηg,U )

F ′P•U
ξU
// P•FθU
(5.6)
commutes for any U ∈ KbpB. Let us define ζPy : F
′YB/G(Py)→ µθ,ψ(Py) by the formula
ζPy = ξB(−,y)F
′γy.
Then using (5.3), (5.6) and the fact that ξ is a morphism of functors we get
ζPyF
′YB/G(sg,yPf) = ζPyF
′
(
γ−1y s•,g,B(−,y)P•(φg,y)γgyB/G(−, P f)
)
=s•,g,θ(y) ◦ P•ηg,B(−,y) ◦ ξgB(−,y)F
′P•(φg,yB(−, f))F
′(γx) = µθ,ψ(sg,yPf)ζPx.
for all x, y ∈ B, g ∈ G, f ∈ B(x, gy). Since any morphism in B/G is of the form (5.1), ζ is
the required isomorphism from F ′YB/G to µθ,ψ.

6 The maps Φ and Ψ
In this section we define two maps:
ΨA,B : TrPicG(A,B)→ TrPic(A/G,B/G) and ΦA,B : TrPicG(A,B)→ TrPic(A,B).
Then we investigate some of their properties.
Let (F, η) : KbpB → K
b
pA be a standard G-equivalence. Then we define ΦA,B as follows:
ΦA,B(F, η) = F
and define ΨA,B(F, η) to be the unique standard equivalence F
′ satisfying the condition (5.4).
The correctness of the definition of ΨA,B follows from Theorem 2. It is clear that
ΦA,B′
(
(F, η) ◦ (F ′, η′)
)
= ΦA,B(F, η) ◦ ΦB,B′(F
′, η′)
and
ΨA,B′
(
(F, η) ◦ (F ′, η′)
)
= ΨA,B(F, η) ◦ΨB,B′(F
′, η′).
In particular, ΦA := ΦA,A and ΨA := ΨA,A are homomorphisms of groups.
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Definition 15. A standard equivalence F : KbpB → K
b
pA is called a Morita equivalence
if F ∼= Fθ where θ(y) is isomorphic to some object U concentrated in degree 0 (Un = 0
for n 6= 0) for any y ∈ B. We denote by Pic(A,B) the set of Morita equivalences from
B to A modulo isomorphisms. It is clear that the composition of Morita equivalences and
the inverse to a Morita equivalence are again Morita equivalences. In particular, the set
Pic(A) := Pic(A,A) is a subgroup of TrPic(A). This group is called the Picard group of A.
Theorem 3. Let (F, η) : KbpB → K
b
pA be a standard G-equivalence. Then
ΦA,B(F, η) ∈ Pic(A,B)⇔ ΨA,B(F, η) ∈ Pic(A/G,B/G).
In particular,
Φ−1A
(
Pic(A)
)
= Ψ−1A
(
Pic(A/G)
)
.
Proof By Remark 2 we can assume that F = Fθ for some tilting functor θ. Denote θ(B) by
X . By Theorem 2 we have ΨA,B(F, η) ∼= Fµ for some equivalence µ : B/G→ Kbp(A/G) such
that µ(Py) = P•θ(y) for any y ∈ B.
Suppose that F ∈ Pic(A,B). Let us consider y ∈ B. There is some object U ∈ KbpA
concentrated in degree 0 such that θ(y) ∼= U . Then µ(Py) = P•θ(y) ∼= P•U . It is clear that
P•U is concentrated in degree 0. Consequently, ΨA,B(F, η) ∈ Pic(A/G,B/G).
Suppose now that ΨA,B(F, η) ∈ Pic(A/G,B/G). It is enough to prove that any object
of X is isomorphic in KbpA to some object concentrated in degree 0. Any object of P•X is
isomorphic in Kbp(A/G) to some object concentrated in degree 0 by our assumption. Consider
some U ∈ X . We know that P•U is isomorphic to an object concentrated in degree 0. Then
P •P•U is isomorphic to an object concentrated in degree 0 in KpA. Since U is a direct
summand of P •P•U (see the proofs of [2, Theorems 4.3 and 4.4]), U is isomorphic to some
object concentrated in degree 0.

Definition 16. The center of a category A is the set of natural transformations from IdA
to itself. We denote the center of a category A by Z(A). By Z(A)∗ we denote the subset of
Z(A) formed by natural isomorphisms. If θ : A → B is a functor, then α ∈ Z(A) determines
a natural transformation θ(α) : θ → θ by the formula θ(α)x = θ(αx). It is clear that if θ is
an equivalence, then any natural isomorphism from θ to θ is of the form θ(α) (α ∈ Z(A)∗).
Now let Fθ be an element of TrPic(A,B). We want to determine when Fθ lies in the image
of ΦA,B. Let the group G be given by generators and relations G =< {a}a∈A|{b}b∈B >. We
know from Proposition 2 that Fθ ∈ Im (ΦA,B) iff there is a G-equivariance adjuster for θ. In
particular, if Fθ ∈ Im (ΦA,B), then there is some natural isomorphism ϕa : θa → aθ for any
a ∈ A.
Define ϕa−1 : θa
−1 → a−1θ by the formula
ϕa−1,y =
a−1(ϕ−1a,a−1y).
Denote A˜ := A ∪ {a−1|a ∈ A}. Let us define natural isomorphisms ϕa1,...,an : θa1 . . . an →
a1 . . . anθ for all families a1, . . . , an ∈ A˜. We have done this for the case n = 1. Let
ϕa1,...,an−1 : θa1 . . . an−1 → a1 . . . an−1θ be defined. Then we define ϕa1,...,an by the formula
ϕa1,...,an,x =
a1...an−1ϕan,xϕa1,...,an−1,anx.
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Let a1, . . . , an ∈ A˜ be such elements that a1 . . . an ∈ B. Then ϕa1,...,an is a natural isomor-
phism from θ to itself. So there is a family α = (αb)b∈B of elements of Z(B)∗ such that
ϕa1,...,an = θ(αb) for b = a1 . . . an ∈ B. As it was mentioned above any σ ∈ AutB induces
an automorphism σ ∈ Aut(KbpB). It is clear that σ is a standard derived equivalence lying
in Pic(B). Let ǫa : σa → aσ (a ∈ A) be a family of natural isomorphisms. We define
ǫa1,...,an : σa1 . . . an → a1 . . . anσ for a1, . . . , an ∈ A˜ analogously to the definition of ϕa1,...,an .
For b = a1 . . . an ∈ B we define ǫb by the formula ǫb = ǫa1,...,an .
Definition 17. In the above notation the family of isomorphisms ϕ = (ϕa)a∈A is called an
approximate equivariance adjuster for θ. The family α is called an equivariance error for ϕ.
The family ǫ = (ǫa)a∈A is called an equivariance σ-correction for α if αb,σyǫb,y = Idσy for any
b ∈ B and y ∈ B.
Theorem 4. Suppose that G is given by generators and relations. Let θ : B → KbpA
be a tilting functor. Suppose that ϕ is an approximate equivariance adjuster for θ with
equivariance error α. Let σ be some automorphism of B. Then Fθσ lies in the image of ΦA,B
iff there exists an equivariance σ-correction for α.
Proof By Proposition 2 Fθσ ∈ ImΦA,B iff there is a G-equivariance adjuster for θσ. Suppose
that ψ is a G-equivariance adjuster for θσ. Then direct calculations show that ǫ defined by
the equalities ψa,x = ϕa,σx ◦ θǫa,x is an equivariance σ-correction for α.
Assume now that ǫ is an equivariance σ-correction for α. For a1, . . . , an ∈ A˜ we define
ψa1...an : θσa1 . . . an → a1 . . . anθσ by the formula
ψa1...an,x = ϕa1,...,an,σx ◦ θǫa1,...,an,x.
The correctness of this definition follows from the fact that ǫ is an equivariance σ-correction
for α. It can be verified by direct calculations that ψ is a G-equivariance adjuster for θσ.

7 G-grading and the image of Ψ
In this section we give a description of the image of ΨA,B in the case where G is a finite
group. We need the finiteness of G to prove the following lemma.
Lemma 2. Let G be a finite group and X be a subcategory of KbpA such that for any U ∈ X
and any g ∈ G there is V ∈ X such that gU ∼= V . Then X is a tilting subcategory for A iff
P•X is a tilting subcategory for A/G.
Proof For the proof of the fact that P•X is a tilting subcategory for A/G if X is a tilting
subcategory for A see the proof of [2, Theorem 4.7].
Now let P•X be a tilting subcategory for A/G. Let us prove that KbpA(U, V [i]) = 0
for U, V ∈ X , i 6= 0. Suppose that it is not true. Then there are U, V ∈ X and i 6= 0
such that KbpA(U, V [i]) 6= 0. Let f be a nonzero element of K
b
pA(U, V [i]). Then P•f is a
nonzero element of KbpA/G(P•U, P•V [i]) and so P•X is not a tilting subcategory for A/G.
It remains to prove that any representable functor lies in the subcategory thickX . Note
that if |G| < ∞, then P • sends finitely generated modules to finitely generated modules
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and so it induces a functor P • : Kbp(A/G) → K
b
pA. Let us consider a functor A(−, x)
(x ∈ A). By our assumption A(−, Px) ∼= P•
(
A(−, x)
)
lies in thickP•X . Let us consider the
subcategory thickP •P•X of KbpA. It contains the subcategory P
•thickP•X and so contains
P •P•
(
A(−, x)
)
∼= ⊕g∈GA(−, gx). Since thickP •P•X is closed under direct summands it
contains A(−, x). It remains to prove that thickX contains P •P•U for any U ∈ X . But
thickX contains gU for any U ∈ X and any g ∈ G. So it contains P •P•U ∼= ⊕g∈GgU for any
U ∈ X .

Definition 18. A G-graded category is a category A having a family of direct sum de-
compositions A(x, y) = ⊕g∈GA(x, y)(g) (x, y ∈ A) of k-modules such that the composition
of morphisms gives the inclusions A(y, z)(g)A(x, y)(h) ⊂ A(x, z)(gh) for all x, y, z ∈ A and
g, h ∈ G. If f ∈ A(x, y)(g), then we say that f is of G-degree g. A functor F : A → A′
between G-graded categories is called degree-preserving if F (A(x, y)(g)) ⊂ A′(Fx, Fy)(g) for
all x, y ∈ A and g ∈ G.
By [2, Lemma 5.4] there is a G-grading on B/G such that Pf is of degree 1G and sg,x is
of degree g−1.
Definition 19. Let A be a G-graded category. A G-graded A-complex is an A-complex
U with a family of direct sum decompositions U(x) = ⊕g∈GU(x)(g) (x ∈ A) such that
dU,x(U(x)
(g)) ⊂ U(x)(g) and U(f)(U(x)(g)) ⊂ U(y)(gh) for all x, y ∈ A, g, h ∈ G, f ∈
A(y, x)(h). If U, V are G-graded complexes, then we say that f : U → V is of degree h
if fx(U(x)
(g)) ⊂ V (x)(hg). Let us now define a category Kbp,GA. It’s objects are G-graded
A-complexes U which lie in KbpA considered as complexes without grading. If U, V ∈ K
b
p,GA,
then Kbp,GA(U, V ) = K
b
pA(U, V ).
Let A be a G-graded category and U, V ∈ Kbp,GA. Then we denote by K
b
p,GA(U, V )
(g)
the set of morphisms in KbpA(U, V ) which can be presented by a morphism of degree g
in CA(U, V ). It is not hard to check that Kbp,GA(x, y) = ⊕g∈GK
b
p,GA(U, V )
(g) and this
decomposition turns Kbp,GA into a G-graded category. For U ∈ K
b
p,GA we denote by U¯ the
corresponding object of KbpA. Note that any equivalence θ : B → K
b
p,GA determines an
equivalence θ¯ : B → KbpA in an obvious way.
Theorem 5. Suppose that G is a finite group. Let F : Kbp(B/G)→ K
b
p(A/G) be a standard
equivalence. Then F lies in the image of ΨA,B iff there is a degree-preserving functor µ :
B/G→ Kbp,G(A/G) such that µ¯ is a tilting functor and F
∼= Fµ¯.
Proof If F lies in the image of ΨA,B, then it is isomorphic to Fµθ,ψ for some tilting functor
θ : B → KbpA and a G-equivariance adjuster ψ for θ. Let us define a G-grading on µθ,ψ(Py) =
P•θ(y) (y ∈ B) as follows: (P•θ(y))(Px)(g) = θ(y)(gx). Then it can be easily verified that
µθ,ψ defines a degree-preserving functor from B/G to K
b
p,G(A/G). Note that this part of the
prove does not require the finiteness of G.
Now let µ : B/G → Kbp,G(A/G) be a degree-preserving functor such that µ¯ is a tilting
functor. Let us prove that Fµ¯ lies in the image of ΨA,B. By Proposition 2 it is enough to find
a tilting functor θ : B → KbpA and a G-equivariance adjuster ψ for θ such that Fµ¯
∼= Fµθ,ψ .
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For U ∈ Kbp,G(A/G) we define U˜ ∈ K
b
pA in the following way. It is defined on objects
by the formula U˜(x) = U(Px)(1) and on morphisms by the formula U˜(f) = U(Pf)|U(x)(1)
(f ∈ A(x, y)). The differential dU˜ is defined by the formula dU˜ ,x = dU,Px|U(Px)(1). The
correctness of this definition follows from the definition of a G-graded complex. Also we
define a morphism ξU : U¯ → P•U˜ as follows:
ξU,x =
⊕
g∈G
U(sg,x)|U(Px)(g) :
⊕
g∈G
U(Px)(g) →
⊕
g∈G
U(Pgx)(1).
Let us now define θ : B → KbpA. We define it on objects by θ(y) = µ˜(Py). For f ∈ B(y, z)
we define the natural transformation θ(f) by the formula
θ(f)x = µ(Pf)Px|µ(Py)(Px)(1) : θ(y)(x)→ θ(z)(x)
for all x ∈ A. Let ψg,y,x : θ(gy)(x)→ gθ(y)(x) (x ∈ A, y ∈ B, g ∈ G) be the composition
θ(gy)(x) = µ(Pgy)(Px)(1)
µ(sg,y)x
−→ µ(Py)(Px)(g
−1)
µ(y)(s
g−1 ,x)
−→ µ(Py)(Pg−1x)(1) = gθ(y)(x).
It is not hard to prove that the following conditions hold:
1) ξU is an isomorphism in Kbp(A/G);
2) θ induces an equivalence from B to θ(B);
3) ψ is a G-equivariance adjuster for θ;
4) The family of morphisms ζPy = ξµ(Py) : µ(Py) → P•θ(y) = µθ,ψ(Py) defines an isomor-
phism from µ¯ to µθ,ψ.
It follows from 1)–3) and Lemma 2 that θ(B) is a tilting subcategory for A, hence the
theorem is proved.

8 The action of the Nakayama automorphism on
Frobenius algebras
From here on we assume that k is a field. Let R be an associative finite dimensional k-algebra.
It can be considered as a category with one object and so the results of the previous sections
can be applied to R. We denote the unique object of R by e. We apply these results in the
case where R is a Frobenius algebra and G is a finite cyclic group which acts on R by powers
of a Nakayama automorphism. First, let us recall the definition of a Frobenius algebra.
Definition 20. An algebra R is called Frobenius if there is a linear map ǫ : R→ k such that
the bilinear form 〈a, b〉 = ǫ(ab) is nondegenerate. The Nakayama automorphism ν : R→ R
is the automorphism which satisfies the equation 〈a, b〉 = 〈b, ν(a)〉 for all a, b ∈ R. If the
bilinear form on R can be chosen in such a way that 〈a, b〉 = 〈b, a〉 for all a, b ∈ R, then the
algebra R is called symmetric.
From here on we fix some Frobenius algebra R, and some Nakayama automorphism ν
of R. Moreover, we assume that there is an integer n > 0 such that νn = IdR. Then the
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cyclic group G =< g|gn > acts on R by the following rule: ∆(g) = ν. Note that R/G is
a symmetric algebra. Indeed, if 〈 , 〉 is the bilinear form on R, then 〈 , 〉G defined by the
formula
< sgkPa, sglPb >G= δgk+l+1,1G < ν
la, b >
is the desired bilinear form on R/G. So the maps ΦR and ΨR allow us to transfer some
information from the derived Picard group of a symmetric algebra to the derived Picard
group of a Frobenius algebra.
We have the following application of Theorem 4.
Proposition 3. 1) If for any a ∈ Z(R)∗ there exists an element b ∈ Z(R)∗ such that abn = 1,
then ΦR is surjective.
2) If for any a ∈ Z(R)∗ there exists an element b ∈ R∗ and an automorphism σ ∈ AutR such
that bν(b) . . . νn−1(b) = a and σνσ−1(c) = bν(c)b−1 for any c ∈ R, then CokΦR is generated
by the images of elements from Pic(R).
Proof Note that the functor ν(−) : KbpR → K
b
pR is isomorphic to the Nakayama functor.
Then by [3, Proposition 5.2] we have an isomorphism ηF : F ◦ ν ∼= ν ◦ F for any standard
equivalence F : KbpR → K
b
pR. If F is given by a tilting functor θ : R → K
b
pR, then
θ ∼= FYR. So the isomorphism ηF,Y(e) ◦F (φg,e) : FYRν(e)→ νFYR(e) gives an isomorphism
ϕg,e : θν(e)→ νθ(e). Then ϕ is an approximate equivariance adjuster for θ.
1) Note that ν(b) = b for any b ∈ Z(R). Then it follows from the assumption that there
is an equivariance IdR-correction for any equivariance error. So ΦR is surjective by Theorem
4.
2) It follows from the assumption that for any equivariance error a there is some σ ∈
AutR such that there exists an equivariance σ-correction for a. So by Theorem 4 for any
F ∈ TrPic(R) there is some σ ∈ AutR such that Fσ lies in the image of ΦR. Then the
image of F in CokΦR equals the image of σ
−1. So the assertion follows from the fact that
σ−1 ∈ Pic(R).

Corollary 2. If the field k is algebraically closed and it’s characteristic does not divide n,
then ΦR is surjective.
Proof We may assume that R is an indecomposable algebra. Then any element a ∈ Z(R)∗
is of the form a = κ(1+Q) for some κ ∈ k and nilpotent Q ∈ Z(R). Since k is algebraically
closed, there is some κ¯ ∈ k such that κ = κ¯n. Then a = bn for
b = κ¯
∑
i>0
i−1∏
j=0
(
1
n
− j
)
i!
Qi.

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9 Application: generators of the derived Picard group
of a self-injective Nakayama algebra
From here on we assume that k is an algebraically closed field. In this section we apply the
methods of the previous sections to obtain generators of the derived Picard group of algebras
N (nm, tm) defined in the following way. Let m,n, t > 0 be some integers. We suppose that
n and t are coprime. Let Q(nm) be a cyclic quiver with nm vertices, i.e. the quiver whose
vertex set is Znm and whose arrows are βi : i → i + 1 (i ∈ Znm). Let I(nm, tm) be an
ideal in the path algebra of Q(nm) generated by all paths of length tm + 1. We denote
N (nm, tm) := kQ(nm)/I(nm, tm). For i ∈ Znm we denote by ei the primitive idempotent
corresponding to the vertex i and by Pi the projective module eiN (nm, tm). For a path w
from the vertex i to the vertex j we denote by w the unique homomorphism from Pi to Pj
which sends ei to w as well. Also we introduce the following auxiliary notation:
βi,k = βi+k−1 . . . βi.
It is well-known that N (nm, tm) is a Frobenius algebra with a Nakayama automorphism ν
defined as follows: ν(ei) = ei−tm and ν(βi) = βi−tm. If U is a module, then we also denote
by U the corresponding complex concentrated in degree 0. For i ∈ Znm, 1 6 k 6 m− 1 we
introduce the complex
Xi := Pi−tm
βi−tm
→ Pi−tm+1
βi−tm+1,tm
→ Pi+1
concentrated in degrees -2, -1 and 0 and the complexes
Yi,k := Pi
βi,k
→ Pi+k
concentrated in degrees 0 and 1.
If m > 1, then for 0 6 l 6 m− 1 we introduce the N (nm, tm)-complex
Hnml =
( ⊕
i∈Znm,m∤i−l
Pi
)
⊕
( ⊕
i∈Znm,m|i−l
Xi
)
.
In this case we can define an algebra isomorphism
θnml : N (nm, tm)→ K
b
p(N (nm, tm))(H
nm
l , H
nm
l ).
We define it on idempotents by the formula
θnml (ei) =

IdPi if m ∤ i− l and m ∤ i− 1− l,
IdPi+1 if m | i− l,
IdXi if m | i− 1− l.
We define θnml (βi) (i ∈ Znm) in the obvious way (it equals 0 in all degrees except for the zero
degree and equals βi, βiβi+1 or IdPi+1 depending on i in the zero degree).
If m > 1 and t = 1, then for 0 6 l 6 m− 1 we introduce the N (nm,m)-complex
Qnml =
⊕
i∈Znm,m|i−l
(
Pi ⊕
m−1⊕
k=1
Yi,k
)
.
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In this case we can define an algebra isomorphism
εnml : N (nm,m)→ K
b
p(N (nm,m))(Q
nm
l , Q
nm
l ).
We define it on idempotents by the fomula
εnml (ei) =
{
IdPi if m | i− l,
IdYi+k,m−k if m | i+ k − l for some k, 1 6 k 6 m− 1.
We define εnml (βi) (i ∈ Znm) in the following way. It equals 0 in all degrees except 0 and 1.
In degree 0 it equals IdPi+k if m | i+ k − l for 1 6 k 6 m− 1 and equals βi,m if m | i− l. In
degree 1 it equals βi+m if m ∤ i− l and m ∤ i+ 1− l and equals 0 if m | i− l or m | i+ 1− l.
In this section we prove the following theorem.
Theorem 6. 1) If m = 1, then TrPic(N (n, t)) is generated by the shift and Pic(N (n, t));
2) If m > 1, t > 1, then TrPic(N (nm, tm)) is generated by the shift, Pic(N (nm, tm)) and
Fθnm
l
(l ∈ Zm);
3) If m > 1, t = 1, then TrPic(N (nm,m)) is generated by the shift, Pic(N (nm,m)), Fθnm
l
and Fεnm
l
(l ∈ Zm).
It is clear that N (nm, tm) is symmetric iff n = 1. If in addition m = 1, then N (1, t) is a
local algebra and so TrPic(N (1, t)) is generated by the shift and Pic(N (1, t)) by the results
of [8], [9]. So the first assertion of Theorem 6 holds for n = 1. The assertions 2) and 3)
of the theorem for n = 1 follow from the results of [4], where the set of generators of the
derived Picard group was described in the case n = 1, m > 1. Moreover, it was proved there
that any element of TrPic(N (m, tm)) is of the form UV , where V ∈ Pic(N (m, tm)) and U
is a product of elements listed in the points 2)–3) except for Pic(N (m, tm)).
Now let us consider n > 1. Let G = 〈g | gn〉 be a cyclic group which acts on N (nm, tm)
by the rule ∆(g) = ν. It is well-known that N (nm, tm)/G is Morita equivalent to N (m, tm).
We need the explicit formula for this equivalence to obtain the isomorphism of the derived
Picard groups defined by it. Let W = ⊕j∈ZnWj where Wj is isomorphic to N (m, tm) as
a right N (m, tm)-module. As it was mentioned above every path w in Q(m) defines a
homomorphism w : Wj → Wj . Thus, there is a left N (m, tm)-module structure on Wj . Let
us define a left N (nm, tm)/G-module structure on W . Let si,j : Wi → Wj (i, j ∈ Zn) be
the isomorphism arising from IdN (m,tm). Let i ∈ Znm be represented by an integer number
0 6 i¯ 6 nm−1. Present i¯ in the form i¯ = q¯m+ r¯, where 0 6 r¯ < m. Let q ∈ Zn and r ∈ Zm
be elements represented by q¯ and r¯ respectively. Consider an element x ∈ W . Suppose that
x ∈ Wj for some j ∈ Zn. Then we define
(Pei)x = (δq,jer)x, (Pβi)x = (δq,jβr)x and sglx = sj,j+ltm(x).
It is clear that in such a way W becomes a N (nm, tm)/G − N (m, tm)-bimodule which
induces a Morita equivalence
TW = −⊗N (nm,tm)/G W : K
b
p(N (nm, tm)/G)→ K
b
p(N (m, tm)).
We define L : TrPic(N (m, tm))→ TrPic(N (nm, tm)/G) by the formula
L(F ) = T¯W ◦ F ◦ TW ,
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where T¯W is a quasi-inverse equivalence for TW . It is clear that L sends the shift to the shift
and Pic(N (m, tm)) to Pic(N (nm, tm)/G).
There are G-equivariance adjusters ψnml for θ
nm
l and ϕ
nm
l for ε
nm
l . The maps ψ
nm
l,gp and
ϕnml,gp can be constructed in the obvious way as the sums of the isomorphisms of the form
Pi−ptm ∼=
νpPi, Xi−ptm ∼=
νpXi and Yi−ptm,k ∼=
νpYi,k.
Then we have the following lemma.
Lemma 3. 1) If m > 1, then for 0 6 l 6 m− 1 we have L(Fθm
l
) ∼= Fµθnm
l
,ψnm
l
.
2)If m > 1 and t = 1, then for 0 6 l 6 m− 1 we have L(Fεm
l
) ∼= Fµεnm
l
,ϕnm
l
.
Proof 1) We will prove that
Fθm
l
◦ TW ∼= TW ◦ Fµθnm
l
,ψnm
l
. (9.1)
Let us describe the left part of this equality. Let H =
⊕
j∈Zn Hj, where Hj
∼= Hml as a right
N (m, tm)-complex. Denote by s′i,j : Hi → Hj (i, j ∈ Zn) the isomorphism arising from IdHml .
In addition, for u ∈ Kbp(N (m, tm))(H
m
l , H
m
l ) we denote by u the corresponding morphism
from Hj to Hj. Let us define θ : N (nm, tm)/G→ Kbp(N (m, tm))(H,H). Consider i ∈ Znm.
Let q ∈ Zn and r ∈ Zm be as above. Then for x ∈ Hj (j ∈ Zn) we define
θ(ei)(x) = δj,qθ
m
l (er)(x), θ(βi)(x) = δj,qθ
m
l (βr)(x) and θ(sgl)(x) = s
′
j,j+ltm(x).
Then the left part of the equality (9.1) gives Fθ. It is not hard to construct an isomorphism
ξ : H → (P•H
nm
l )⊗N (nm,tm)/G W
such that ξθ(c) = (µθnm
l
,ψnm
l
(c)⊗N (nm,tm)/G IdW )ξ for any c ∈ N (nm, tm)/G. The existence
of such ξ gives the isomorphism (9.1).
2) The proof is similar and so it is left to the reader.

Let us now apply the results of the previous sections to the algebra N (nm, tm).
Lemma 4. 1) If chark ∤ n, then ΦN (nm,tm) is surjective.
2) If chark | n, then CokΦN (nm,tm) is generated by images of elements from Pic(N (nm, tm)).
Proof 1) Follows directly from Corollary 2.
2) Note, that in this case n > 1. It is enough to prove that the condition of the second
part of Proposition 3 is satisfied. Consider a ∈ Z(N (nm, tm))∗. Let us introduce the
notation u :=
∑
i∈Znm βi,nm, u¯ :=
∑m
i=1 βi,nm. It can be easily proved that a =
∑
06k6 t
n
cku
k
for some ck ∈ k, c0 6= 0. Since k is algebraically closed we may assume that c0 = 1. Then
a = bν(b) . . . νn−1(b) for b = 1 +
∑
16k6 t
n
cku¯
k. Let us denote by γ the automorphism of
N (nm, tm) defined by the formula γ(x) = bν(x)b−1 for x ∈ N (nm, tm). It remains to find
such σ ∈ AutN (nm, tm) that σ−1νσ = γ.
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The automorphism γ equals ν on the idempotents and is defined on the arrows by the
formula
γ(βi) =

βi−tm, if i 6= tm and i 6= (t+ 1)m,
aβ0, if i = tm,
a−1βm, if i = (t+ 1)m.
Let 0 < p < n be such a number that n | pt − 1. We define σ in the following way. It is
identical on the idempotents and is defined on arrows in such a way that
σ−1(βi) =
{
a−1βi, if i = (1 + k)tm for some 0 6 k < p,
βi, otherwise.
It is easy to verify that σ−1νσ = γ.

Proof of Theorem 6 It was mentioned above that the theorem is true for n = 1. Consider
n > 1. We want to prove that some set of elements of TrPic(N (nm, tm)) generates it. Denote
this set by M . It follows from Lemma 4 that the image of ΦN (nm,tm) and Pic(N (nm, tm))
generates TrPic(N (nm, tm)).
Let F ∈ TrPicG(N (nm, tm)). It is enough to prove that ΦN (nm,tm)(F ) lies in the
subgroup of TrPic(N (nm, tm)) generated by M . It follows from Lemma 3 and the ar-
guments above that ΨN (nm,tm)(F ) = ΨN (nm,tm)(U)V for some V ∈ Pic(N (m, tm)) and some
U ∈ TrPicG(N (nm, tm)) such that ΦN (nm,tm)(U) lies in the subgroup generated by M . By
Theorem 3 we have ΦN (nm,tm)(U
−1F ) ∈ Pic(N (nm, tm)). Then ΦN (nm,tm)(U
−1F ) lies in the
subgroup generated by M and, consequently, ΦN (nm,tm)(F ) lies in the subgroup generated
by M .

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