Abstract-A simple necessary and sufficient algebraic condition is given to detect zeros at infinity in a polynomial matrix.
I. INTRODUCTION
P OLYNOMIAL matrices are used as modeling tools in linear system theory. Several control problems can be solved by manipulating polynomial matrices, as shown in [5] . A well-known example is polynomial matrix spectral factorization, which has applications in and control, see [2] . In [1] and then later on in [3] several numerical methods are described to perform polynomial matrix spectral factorization. Computing the zeros of polynomial matrices is a key ingredient of these numerical recipes. Most of these algorithms assume that the processed polynomial matrix has no zeros at infinity. In the presence of infinite zeros, a suitable column or row-reduction pre-processing scheme must be applied [1] , [3] . Column-or row-reducing a polynomial matrix ensures that it has no zeros at infinity, but the converse is not necessarily true, as shown by a counter-example in [1, Comment 2.1].
In his paper [1] , after reviewing eigenstructure properties of polynomial matrices, Callier points out that "The least one can say is that it is difficult to count the McMillan degree of the zero at infinity [of a polynomial matrix]" and concludes by mentioning that "a sufficient test for the absence of zeros at infinity based on direct data of [the polynomial matrix] is most welcome".
In this brief, we show that early results by Van Dooren and colleagues on the Smith-MacMillan form of a rational matrix [6] can be used to derive a simple necessary and sufficient algebraic test for detecting infinite zeros in a polynomial matrix. These results were already used in a companion paper [4] to evaluate the degree of the determinant of a polynomial matrix. be a nonsingular -by-polynomial matrix of degre . We can define the zeros at infinity of in several equivalent ways. The standard definition is based on the Smith-MacMillan form at infinity [6] which is defined as . . . is built up by appending a block column to the right of matrix . It follows that rank rank where is the number of linearly independent columns newly introduced when passing from to . Note that cannot exceed , the total number of new columns. Moreover, because of the block Toeplitz structure of , the sequence is monotonically increasing, i.e., (6) Second, using [6, Cor. 3.6] , it can be shown that there exists a finite index for which for all . Third, using [6, Cor. 3.6 and 3.7 Remark 4, Section IV], it can be shown that (7) 1057-7130/$20.00 © 2005 IEEE Finally, it follows that , i.e., there are no zeros at infinity, if and only if .
III. NUMERICAL EXAMPLES

A. First Example
Let
Note that so that is a unimodular matrix with no finite zeros.
Then (9) (10) so rank rank (11) from which it follows that has zeros at infinity. Indeed, the Smith-MacMillan form at infinity of has diagonal terms and .
B. Second Example
Let
be the polynomial matrix used in [1] to show that absence of infinite zeros does not imply column-or row-reducedness. Then
and (14) so that rank rank (15) implying that polynomial matrix has no zeros at infinity. Indeed, the Smith-MacMillan form at infinity of has diagonal terms and 1.
IV. CONCLUSION
In this breif, we described a simple algebraic condition to detect infinite zeros in a polynomial matrix. When applied to the denominator of a polynomial matrix fraction describing linear differential equations, this condition allows to dectect impulsive modes [7] . Absence of zeros at infinity in a polynomial matrix also renders superfluous the pre-processing column-or row-reduction schemes of the spectral factorization algorithm of [1] , [3] .
