Abstract: A linear programming formulation of the optimal stopping problem for Markov decision processes is approximated using linear function approximation. Using this formulation, a reinforcement learning scheme based on a primal-dual method and incorporating a sampling device called 'split sampling' is proposed and analyzed. An illustrative example from option pricing is also included.
Introduction
In recent years, there has been much activity in developing reinforcement learning algorithms for approximate dynamic programming for Markov decision processes, based on real or simulated data. This is useful when exact analytical or numerical solution is either infeasible or expensive. See [?] , [?] for book length treatments of this issue and overview. Some examples of such schemes are: Q-learning, actor-critic, or TD(λ) [?] . These can be viewed as being derived from the traditional iterative schemes for MDPs such as the value or policy iteration, with additional structure (such as approximation architecture or additional averaging) built on top of it. There is, however, a third computational scheme for classical MDPs such as finite / infinite horizon discounted cost or average cost, viz., the linear programming approach. The 'primal' formulation of this is a linear program (LP for short) over the so called 'occupation measures'. Its 'dual' is an LP over functions. An extensive account of these developments may be found in [?] . Our aim here is to formulate a learning scheme for the optimal stopping problem based on an old formulation of optimal stopping as a linear program in the spirit of the aforementioned.
Some relevant literature is as follows:
• The LP formulation of optimal stopping is the same as the 'minimal excessive majorant function' characterization of the value function (for maximization problems) that dates back to [?] , or the 'maximal subsolution' (for minimization problems) as in [?] , Chapter III, section 5.1. The computational implications have been explored in [?] .
• Our scheme leads to an alternative to those proposed in, e.g., [?] , [?] , [?] , [?] , [?] , for option pricing, which is perhaps the prime application area for optimal stopping at present. These are based on the classical learning algorithms such as Q-learning, not on the LP formulation.
• Also motivated by finance problems, [?] , [?] , [?] arrive at a formulation akin to ours via an abstract duality result, but their emphasis is on finding bounds on the solution via Monte Carlo. Our scheme differs from a 'pure' Monte Carlo in that it is a reinforcement learning scheme. As observed in [?] , such a scheme can be viewed as a cross between pure Monte Carlo and pure (deterministic) numerical schemes, with its per iterate computation more than the former, but less than the latter, and its fluctuations (variance) more than the latter (which is zero) and less than the former. The key difference with pure Monte Carlo is that our scheme is based on one step conditional averaging rather than averaging, which leads to the differences mentioned above.
We present the LP formulation and the algorithm in the next section. Section 3 provides the mathematical justification for the scheme. The focus of this work is primarily theoretical. Nevertheless, section 4 describes numerical experiments for a simple illustrative option pricing model. Section 5 sketches an extension to the infinite horizon discounted cost problem to indicate the broader applicability of the approach.
The algorithm
Consider a discrete time Markov chain {X n } taking values in a compact metric space S with the transition probability kernel p(dy|x). Let N > 0 be a prescribed integer. Given a bounded continuous function g : S → R and a discount factor 0 < α < 1, our objective is to find the optimal stopping time τ * that maximizes
over all stopping times τ w.r.t. the natural filtration of {X n }. A standard dynamic programming argument then tells us that the value function
where the supremum is over all stopping times ≥ n, satisfies
Our scheme will be based on the following observation that essentially goes back to Dynkin, whose proof is included for the sake of completeness:
Theorem 1 {V * n } above is given by the solution to the LP:
Proof Note that {V * n } is feasible for this LP. At the same time, if {V n } is any other solution, then
for some ζ n (·) ≥ 0, 0 ≤ n ≤ N . This is simply the dynamic programming equation for the optimal stopping problem with reward
(Note that for the decision to stop at time n in state x, the 'running reward' ζ n (x) will also be granted in addition to the 'stopping reward' g(x).) A standard argument then shows that
where the supremum is over all stopping times. Thus the solution of the above LP does indeed coincide with the value function. 2
It is worth noting that: (i) the constraints above need hold only a.s. with respect to the law of X n for each n, and, (ii) the nonnegativity constraints V n (·) ≥ 0 do not have to be explicitly incorporated. By Lagrange multiplier theory ([?], pp. 216), the above optimization problem becomes
where is given by
Now we shall describe a gradient scheme for estimating V n (x) using linear function approximations for {V n } and the square-roots of the Lagrange multipliers. For this, first suppose that Λ i (n, dx) = λ i (n, x)m(dx), 1 ≤ i ≤ 3, for some probability measure m(dx) on S with full support 4 . In particular, λ i (n, ·)'s are nonnegative. Approximate V n (x) and √ λ 1 , √ λ 2 and √ λ 3 as follows. Let r ∈ R t , q 1 ∈ R s 1 , q 2 ∈ R s 2 and q 3 ∈ R s 3 , with
where {φ k , ϕ ij } are basis functions or 'features' selected a priori. Squaring the last three expressions above gives an approximation to λ 1 (n, x), λ 2 (n, x) and λ 3 (n, x), ensuring their nonnegativity automatically.
Then the original Lagrangian (??) is approximated in terms of r, q 1 , q 2 , q 3 by
Consider the following 'primal-dual' recursive scheme for solving this problem:
Here:
• (??) -(??) is the 'steepest ascent' for the weights for Lagrange multiplier approximation.
• (??) is the 'steepest descent' for the weights for the value function approximation. There is a small tweak to pure steepest descent, viz., the correction term −ηr m (j) tagged at the end. This amounts to adding a quadratic correction term of 1 2 η j r m (j) 2 to the originally linear objective function for the descent, thereby making is strictly convex. For the recursion, the additional term '−ηr m (j)' on the right amounts to an additional exponential averaging or 'smoothing'. If a very small positive quadratic term is added to the cost function of a linear program, the new optimum will still be one of the optima of the original linear case. That is, it won't affect the minimizer of the linear program (which is now a quadratic program). At the same time, it renders the objective function strictly convex which is empirically observed to make a big difference in the convergence behavior of our learning scheme.
• {b m }, {a m } are stepsizes which we shall qualify later.
The approximation of {V n } is tantamount to restricting the domain of the problem to a prescribed subspace. The new feasible set will then be the intersection of the original feasible set with this subspace. Thus boundedness of the feasible set and convexity of the objective and constraint functions carry over. The further approximation of Lagrange multipliers is an additional feature here. This is best interpreted in terms of the Lagrangian above. We are not approximating the Lagrange multipliers of the original problem directly, but are instead seeking approximate Lagrange multipliers for the already approximated problem mentioned above. Specifically, the Lagrangian, which is convex-concave in the respective factor spaces of its product domain over the 'feasible set' = product of the feasible set for the primal variables × the domain of Lagrange multipliers, is now being restricted to a product of subspaces thereof. This retains convexity-concavity properties over the new feasible set given by the intersection of the 'feasible set' above with the product of subspaces in question, hence also ensures the existence of a saddle point in it.
Next we describe stochastic approximation versions for the above gradient algorithms for q and r. To do so, we first replace all conditional averages on the right-hand side with an actual evaluation at a simulated transition and then replace the full iterate by an incremental move in the desired (steepest ascent/descent) direction, weighted by a stochastic approximation-type stepsize. That is, we assume that {a m , b m } m≥0 now satisfy the usual conditions:
In addition, we require that b n a n → 0, which ensures that the Lagrange multiplier iterations operate on a slower time scale than the value function iterations [?].
We assume that we have access to simulated pairs of S−valued random variables (X m , X m+1 ), m ≥ 0, available to us, where {X m } are i.i.d. with law m(·) on S, and X m+1 is generated given X m with the law p( · |X n ), conditionally independent of all other random variables realized till n. These may be generated, e.g., by a simulation device that generates them according to a model of such transitions, or be sampled from sorted empirical data.Then the stochastic approximation version of equations (??), (??), (??), (??) becomes
Γ above is the projection operator that projects the r.h.s. of each of (??) -(??) to an interval [−M, M ] for a prescribed M >> 1. This keeps the iterates bounded a priori. We assume that M is chosen large enough that the exact saddle point for the approximate Lagrangian is within the interior of the range O of Γ. Such projection operations are a common device in stochastic approximation when a priori boundedness of iterates is not guaranteed.
Convergence analysis (sketch)
Here we sketch a convergence proof for the proposed algorithm, partial because the further approximation of Lagrange multipliers introduces some additional complications. This is adapted from [?] with one major difference -in [?] the state space is finite, whereas here it is a general compact metric space, which leads to some additional technicalities. We shall be brief as the details would be quite tedious, albeit routine.
The algorithm is a special case of the two time-scale stochastic approximation algorithm [?], i.e., the (d + s)−dimensional recursion
where h : R d+s → R d , w : R d+s → R s are locally Lipschitz and {M n }, {M n } are martingale difference sequences, i.e.,
for n ≥ 0 and some K > 0. Suppose that the iterates remain bounded, i.e.,
and the following holds:
1. the ordinary differential equations (o.d.e.s)
are well-posed and have a unique globally asymptotically stable equilibrium γ(y) for each y with γ(·) continuous, and,
is well-posed and has a unique globally asymptotically stable equilibrium y * .
See, e.g., [?] or [?], Chapter 6.
To apply this to our case, direct verification shows that we have x ≈ r, y ≈ q = [q 1 , q 2 , q 3 ], h(r, q) = −∇ rL (r, q), w(x, y) = ∇ qL (r, q), where ∇ r , ∇ q denote resp. the gradients in r and q variables, andL :
2 , is a map that is strictly convex in the first argument for each fixed value of the second and strictly concave in the second argument for each fixed, feasible (i.e., satisfying the constraints) value of the first.
We start by assuming for the time being that the iterates remain bounded a.s., thus ensuring (??) in this context. Observe that (??) is for us a gradient descent schemeṙ (t) = −∇ rL (r(t), q)
for each q for the strictly convexL(·, q) and thus has a unique globally asymptotically stable equilibrium γ(q) = argmin(L(·, q)).
In turn, one can invoke the envelope theorem of mathematical economics ([?], pp. 964-966) to conclude that (??) is a gradient ascenṫ
We claim that this has a unique globally asymptotically stable equilibrium
More generally, being a gradient ascent scheme on a compact set (recall that we are confining the iterates to a closed bounded set by projection), it will converge to a local maximumq of min r L(r, ·). (We ignore the unstable equilibria as they can be ruled out by standard 'avoidance of traps' arguments from stochastic approximation as in Chapter 4 of [?].) Letr be the corresponding minimizer of L(·,q), which exists since this is a quadratic convex function onceq is fixed. Note that we do not have feasibility ofr a priori. It turns out that for the algorithm as proposed, this cannot be established directly. It is, however, generically true if q were the exact Lagrange multiplier. To see this, consider the abstract convex programming problem in R
s that are counterparts of the above would bė
Suppose
such that x * is not feasible for, say, only the i-th constraint (the situation where more than one constraint is violated can be handled similarly). Suppose the critical points of g i and f + i λ j g j do not overlap, which is generically true. Then by (??), g i (x * ) > 0 and λ i (t) grows without bound. Since we are projecting the iterates to a very large set, it would settle to a very high value. But then the r.h.s. of (??) is dominated by −λ i ∇ x g i (x * ), whence x * cannot be an equilibrium. The contradiction shows that x(t) will be pushed towards the feasible set. The argument continues to apply if we use λ 2 in place of λ.
Unfortunately this logic fails in the present case because we further approximate the Lagrange multipliers, an inevitable step for the continuous state space we work with, and desirable even otherwise if the state space is finite but very large. In the present case for example, the o.d.e.s satisfied by the q's have the counterpart of the r.h.s. of (??) averaged with respect to a measure, see, e.g., (??) -(??). Thus we can expect the constraints to be satisfied only in an average sense. Nevertheless, if the approximation error remains small, then Theorem 1 of [?] implies that the approximating o.d.e. will closely track the original and will converge to a small neighborhood of what the original would converge to. This will mean that we do have convergence to a small neighborhood of the feasible set.
5 If f + j λ 2 j g j is strictly concave in x and convex in λ on the feasible set as is the case here, it will remain so on a small neighborhood of it as well and thus the o.d.e.s and therefore the stochastic approximation scheme will converge ('a.s.' in the latter case) to a neighborhood of the unique saddle point by the 'two time scale' argument of [?], Chapter 6.
The following example due to an astute referee shows that things can indeed go wrong if the approximation is not good. Consider the linear program: Minimize x subject to x ≥ 1, x ≤ 2. The Lagrangian is x + λ 1 (−x + 1) + λ 2 (x − 2). If we approximate [λ 1 , λ 2 ] by a single basis function α[1, 1], then both λ 1 and λ 2 are approximated by the same number q and the Lagrangian becomes x − q , whose minimum for fixed q is −∞. Thus how good the scheme will remain after the Lagrange multipliers are approximated will depend on how good the approximation is. At the bottom of this is the issue of how close to the original the limit of an ascent / descent scheme remains when restricted to a subspace, an issue of larger interest in approximation theory for optimization. See, e.g., [?] which suggests random projections as a theoretically justifiable possibility.
Assuming the approximation is good enough, we can hope for a feasible solution. On feasible set, our L(r, ·) is strictly convex and the minimizer is therefore unique and global. The convergence analysis of the o.d.e. would then follow as in [?] .
Returning to the verification of (??), note that the a.s. boundedness of (??)-(??) is free, since we are projecting the r.h.s. to a bounded set. This, however, can introduce a boundary correction in the aforementioned o.d.e. But this correction term is zero if the driving vector field of the o.d.e. is transversal to the boundary of the set to which the iterates are projected and points inwards [?] . In view of the discussion of the preceding paragraph, the relevant vector field for us is the negative gradient of a convex function (cf. (??)), and such transversality can be safely assumed (i.e., will be generically true). Given the a priori a.s. boundedness of (??)- ( 
r(t) =h(r(t), q).
This is the same as (??) with g(·) set identically equal to zero in the definition ofL, and will have the origin as its globally asymptotically stable equilibrium, uniformly in q ∈ [−M, M ] s . Hence the arguments of [?] can be mimicked to prove a.s. boundedness of {r n }.
We summarize our conclusions as:
Theorem The iterates {r n }, {(q 1,n , q 2,n , q 3,n )} converge a.s. to a small neighborhood of the saddle point ofL.
Remarks:
1. We have chosen {X n } to be i.i.d. with law m(·). More generally, i.i.d.
with law π (say), or even stationary Markov with marginal π would do as long as π has full support. The only difference will be that the o.d.e.s above will be suitably modified. For example, the limiting o.d.e. for (??) would then bė
and notq
Similar comments apply to the limiting o.d.e.s for (??), (??), (??). In case π is absolutely continuous w.r.t. m with Radon-Nikodym derivative κ(·), this amounts to using basis functions { √ κ(·)ϕ 1j (·, ·)} in place of {ϕ 1j (·, ·)}, and so on. Naturally, the weights will correspondingly adjust themselves. This does not affect the analysis above. If π is not absolutely continuous w.r.t. m, it will have to be first approximated by a measure that is so (see, e.g., the footnote above) and then once again the same argument applies, albeit with an additional layer of approximation.
2. One important and common special case of the above is when {X n } is a single simulation run of a Markov chain with X n+1 = X n+1 ∀n. This brings us to another important issue, viz., that of split sampling that we have employed. We underscore a simple observation which applies across the board to simulation based schemes that depend on conditional averaging rather than averaging (in particular, reinforcement learning based schemes, see, e.g., [?] ). The key issue is the conditional averaging of X n+1 given X n at time n with the correct conditional law. The further averaging with respect to the law of X n (π above) is secondary as long as it meets some basic requirements, such as 'all states are being sampled comparably often'. In fact, as we observed above, its effect can be absorbed into the choice of basis functions. This suggests that one can replace the pair (X n , X n+1 ) with a pair (X n , X n+1 ) so that: (i) the law of X n is a law ξ of our choice, (ii) the conditional law of X n+1 given X n is p(dy|X n ), and, (iii) {X n , n ≥ 0} are i.i.d. / Markov. The analysis of the preceding section then continues to apply with π replaced by ξ. This separates or 'splits' the two issues of the (core) conditional averaging and the (secondary) averaging with respect to the stationary law of the 'current state'. In turn, it suggests the possibility of judiciously choosing the {X n }, ξ above to speed up convergence. This is an appealing possibility when the desired regions of the state space are not being explored fast enough as, e.g., in rare event simulation. In fact, in typical applications in queuing networks or finance, we work with a Markov chain which only makes local, 'nearest neighbor' moves. In addition, the state space can split into multiple 'quasi-invariant' sets with the property that transitions between them are rare. Therefore the chain may scan a large state space rather slowly unless it is 'rapidly mixing' in a precise sense. Traditionally importance sampling methods have been used to circumvent this difficulty [?] . For schemes like ours where it is the conditional averaging that holds the key, one may simply 'rig' the {X n } to obtain the desired speed-up without resorting to importance sampling with its computational overheads. The 'best' choice of {X n } then becomes another issue to ponder about. With the simple choice of i.i.d. {X n } and ξ = m that we took, there were already significant computational advantages seen in our numerical experiments. Note that now two randomizations are needed per iterate as opposed to one in the single simulation run. This essentially doubles the simulation budget. Nevertheless, this disadvantage is more than compensated for by other benefits of split sampling, notably the rapidity with which it scans the entire state space, obviating thereby the need for importance sampling.
The foregoing, however, assumes that this is an off-line scheme. In an on-line version, one perforce uses a single 'simulation' run.
3. We make here some generic comments regarding approximation of LPs by linear function approximation. Consider the LP: Maximize c T x on a polytope F of feasible solutions. The linear function approximation amounts to restricting the search for optimum to F ∩ H where H is the linear span of the basis functions. Let x * denote the optimum for the original problem. Then the error in optimal reward due to approximation will be clearly bounded by c times the minimum distance between x * and F ∩ H. for a more detailed error analysis of such approximations, albeit for a specific (viz., discounted) cost criterion.
As already mentioned, we have the additional burden of a further approximation of the Lagrange multiplier. Let λ, λ , x * denote resp. the correct Lagrange multiplier, the approximate Lagrange multiplier, and the optimal solution, all for the approximate problem with function approximation. Then simple algebra shows that the error in the optimum is bounded by K x * ( λ ∨ λ ) λ − λ , for some constant K. In conjunction with an a priori bounds on the Lagrange multiplier such as the one on p. 
An example from option pricing
In this section we describe a simple numerical example to price a one dimensional American put, adapted from [?] to illustrate our scheme. As in [?], we assume that the risk-neutral stock price process follows the stochastic differential equation:
where r and σ are constants, Z · is a standard Brownian motion and the stock does not pay dividends. The expiration time for the option is denoted by T . Let X n denote the discretization S(n∆t), n ≥ 0, and N = T /∆t, the corresponding total number of discrete time points in (0, T ] under consideration. Then (X n : n ≤ N ) is a Markov process. Conditioned on X n = x, let
2 ), whereμ = (r − σ 2 /2)∆t + log x,σ 2 = ∆tσ 2 , and N (μ,σ 2 ) (see, e.g., [?], p. 94). Let the strike price be K. The intrinsic value g(X n ) is given by,
We use the following values :
1. r = 0.06 , σ = 0.2. The strike price is K = 25. The expiration time for the option is T = 25 and ∆t = 1. The number of periods, N is 25.
2. The stock price is constrained to a price range of [10, 40] . The continuous state space is made discrete by aggregating states in an interval of 0.01. This leads to a state space S with cardinality |S| = 3000. The boundaries of the state space are reflecting, i.e., whenever the price x hits the boundaries, it moves in the opposite direction with the same probabilities as before but stays at the same position with a probability equal to that of making the boundary-crossing move.
3. The discount factor α is 0.99 with a correction factor η of 0.0005.
The iterates for the Lagrange multipliers are bounded in the interval
[-1000,1000]. The rule used for projecting the iterates back into the bounding interval is described as: When the iterates q1, q2 or q3 exceed a bound, they are simply reset to the boundary value. In our experiments, we observed that the bounds were never hit.
5. 14 basis functions φ were chosen to approximate the value function and 8 basis functions, ϕ were chosen to approximate each of the Lagrange multipliers. In the absence of any intuition, the basis functions for the Lagrange multipliers were chosen to be sinusoids of varying frequencies having the general form:
The exact equations are:
For the value function, the basis functions are simply a collection of decreasing 'linear times exponential of polynomial' functions. The parameters in the equations were chosen empirically. Fig. (1) shows the basis functions for the value function for n=0. The equations have the following general form:
The exact equations are: They are kept constant for the first 40000 iterations, and are thereafter decremented every 5000 iterations as follows:
In particular, we take the same rate of decrease for both {a n } and {b n }, contrary to what the theory dictates, separating them only by a constant factor. The simulations show good results regardless, indicating the robustness of the scheme. Intuitively, a common rate of decrement can work when o.d.e. timescales are 'naturally separated', i.e., the o.d.e. for the fast iteration converges faster than the o.d.e. for the slower iteration. This, however, can in general be hard to verify a priori. When feasible, having a common rate of decrement has the advantage of simplicity and also avoids slowing down of the scheme implicit in the use of a slower time scale. 
where J k (x 0 ) is the approximation of the value function for the initial state x 0 during period n = 0 at iteration i.
We note that the running average appears to show convergence within 40000 iterations but actually is still moving very slowly (difficult to see due to the scale of the y-axis). We therefore use the longer run for true convergence and a better approximation. Fig. (2.c) -Fig. (2.f) show the plots of the r, q 1 , q 2 and q 3 weights for the first feature (i.e at j = 1 in (??) -(??)).
The following approach was used to evaluate multiple x 0 's using a single simulation run. Whenever a state was encountered for the first time, a set of weights was assigned for that state. Thus, at time t, if n distinct states had been visited prior to t, there would be n sets of weights, each having been initialized at different times. The iterate equations were then applied to each of these n sets at every time step. On a typical run, 500 initial states are typically encountered within the first 550 iterations. Although we do not do so here, this simultaneous evaluation of multiple states using the same simulation can be easily parallelized.
Our experiments also indicate a small variance in the algorithm's output from one simulation run to the next. We further reduce this by averaging the outputs of the algorithm taken over a number of runs. In our experiments, the algorithm was evaluated about 10 times on average for each initial state. A summary of the results of our extensive tests is given in Table ( Table 2 : Performance Summary
The remaining 3.37% (101 states) were not encountered in our tests even once. We note that all of these states lie in regions of the state space that are approximated very accurately by the algorithm. ) shows a plot of the algorithms's percentage error over the entire state space. The high error at the lower boundary of the state space can be expected due to the truncation of the Gaussian. That the error improves with the size of the state is possibly a reflection of the fact that the value function is 'flatter', i.e., less sensitive to state variation, for larger states. This is specific to the present example.
The experiments were carried out on a machine with an Intel(R) Core(TM)2 2.13 GHz processor and 2 GB RAM. Evaluating the value of a single state using the above approach on our test machine took 29.2 seconds using Matlab T M 7.0
Possible extensions
The broad approach above also extends to other Markov decision processes. We illustrate this by outlining the corresponding developments for the infinite horizon discounted cost. Note that for such problems, linear function approximation based schemes have been used in a rigorously justified manner essentially for the linear, policy evaluation problem, i.e., to estimate the value function for a fixed policy, and not for learning the optimal policy (barring few exceptions such as [?]) 6 . Our scheme, on the contrary, directly handles the optimization issue.
We assume a controlled discrete time Markov chain on a state space S with d states and an infinite number of stages. At state i, the use of control u specifies a transition probability p(i |i, u) to the next state i . The control u is constrained to take values in a prescribed finite subset U (i) of a fixed finite set U . We aim to optimize the discounted cost starting from a state i 0 . This is defined as
under an admissible policy π def = {µ 0 , µ 1 , . . .}, where the functions µ j , j = 0, 1, 2, . . . , map states i j into controls u j ∈ U (i j ) for all i j ∈ S and k(·, ·) is the one-stage cost function. (That such 'Markov' controls which depend on the current state do at least as well as more general controls depending on the entire past history and possibly extraneous randomization, is a well known fact from Markov decision theory [?].) 0 < β < 1 is the discount factor. The optimal discounted cost is given by
A cornerstone of Markov decision theory is the following well known result
Theorem There exists a unique vector V def = {V (1), . . . , V (d)} satisfying the Bellman equation
Furthermore, the stationary policy µ n ≡ µ is optimal if and only if µ(i) attains the minimum on the right for each i.
Next we recall the linear programming formulation for the above problem:
Maximize V (i 0 ) s.t.
This is the 'dual ' linear program, the 'primal ' being in terms of the so called occupation measures [?] . By Lagrange multiplier theory, the above optimization problem becomes max
where
is the Lagrange multiplier and the Lagrangian L(V, λ) is given by
where λ(i, u) ≥ 0. Now we shall describe a gradient scheme for estimating the optimal V (i 0 ) using linear function approximations for V and √ λ. Let r ∈ R m and q ∈ R n . Let V (i) ≈ 
This corresponds to the approximate linear program:
with ( j q(j)ϕ j (i, u)) 2 playing the role of the Lagrange multipliers. The 'primal-dual' scheme we consider is: q t+1 (j) = q t (j) + 2b t i,u ϕ j (i, u)( q( )ϕ (i, u))(
where {b t } are stepsizes which we shall qualify later. This is the 'steepest descent' for the weights for Lagrange multiplier approximation. Also, for 1 ≤ k ≤ m, and η > 0 very small,
where {a t } are stepsizes which we shall qualify later. This is the 'steepest ascent' for the weights for the value function approximation with one modification: We have added the term '−ηr t (k )' on the right as before.
Next we describe stochastic approximation versions for the above gradient algorithms for q and r. To do so, we first replace all conditional averages on the right-hand side with an actual evaluation at a simulated transition and then replace the full iterate by an incremental move in the desired (steepest ascent/descent) direction, weighted by a stochastic approximation-type stepsize. That is, we assume that {a t , b t } t≥0 now satisfy the usual conditions:
The last condition above ensures that the iteration (??) operates on a slower time-scale than the iteration (??). As many applications of this class of problems are 'on-line' in nature, we state the on-line version of the scheme, as opposed to the split-sampling used above. Thus we have a simulation run (X t , Z t ) ∈ S × U (X t ), t ≥ 0, as the backdrop. Then the stochastic approximation version of equation (??) becomes q t+1 (j) = q t (j) + 2b t (ϕ j (X t , Z t )( q t ( )ϕ (X t , Z t ))(
and similarly, (??) becomes r t+1 (k ) = r t (k ) + a t (φ k (i 0 ) − ( j q t (j)ϕ j (X t , Z t )) 2 (φ k (X t )
−βφ k (X t+1 )) − ηr t (k )),
1 ≤ k ≤ m, for t ≥ 0.
Convergence of this scheme requires that for each pair (i ∈ S, u ∈ U (i)), we have lim inf (See, e.g., [?], Section 7.4.) This means that the relative frequency with which each state-action pair is sampled be nonzero. If on-line optimization is sought, this then makes it essential that at each step, one assign a small non-zero probability even to the actions that are not candidates for optimal.
Convergence analysis can then be given exactly along the lines of the above. A similar scheme is possible for the average cost problem.
