Abstract: Devices formed from magneto-inductive waveguides based on coupled loop resonators are considered using simple analytic theory, initially assuming lossless propagation and nearestneighbour coupling. Two-port devices that were considered include mirrors, Fabry-Perot resonators, Bragg gratings and tapers, while more general N-port devices include power splitters and directional couplers. Conditions for multiple-beam resonance and Bragg reflection in two-port devices are identified, and it is shown that quasi-optical filters may be constructed by simple layout variations. Conditions for low reflection are identified in splitters, and it is shown that matched three-port splitters with arbitrary power division ratios may be achieved for a particular input port. However, matching is not possible for all ports simultaneously. Directional couplers are shown to operate well only at mid-band and with weak coupling. The effect of loss is then examined and it is shown that idealised performance is obtained using resonators with sufficiently high Q-factors.
Introduction
It has been shown that the periodic insertion of a set of split-ring resonators into a dielectric material may induce radical changes in its effective permeability [1] . A lowfrequency version of the split-ring resonator is a metallic loop loaded by a small bulk capacitor. It was shown theoretically that an array of such loops can act as a waveguide, propagating a new form of wave known as a magneto-inductive (MI) wave, within a narrow band around the element's resonant frequency [2] . Such waves may exist in two-and three-dimensional lattices [3] , and their laws of reflection and refraction have been determined theoretically [4] . They may also couple to electromagnetic waves [5] . Figure 1a shows a simple form of MI waveguide, formed from a set of L-C loop resonators set up in a chain with the loop planes perpendicular to an axis of propagation. The magnetic flux created by a time-varying current in one loop will link with its immediate neighbours (or with next-nearest neighbours if the coupling is strong) to induce further currents, which in turn induce further currents in their neighbours. The recurrent relationship between the currents results in a propagating wave. Figure 1b shows a simple equivalent circuit for the onedimensional guide in Fig. 1a . Each resonator is modelled by an inductance L and a capacitance C, and coupled to its nearest neighbours by a mutual inductance M. Application of Kirchoff 's voltage law yields a recurrence relation between the currents I n in each loop. In the lossless case, we obtain:
Here, Z ¼ j(oLÀ1/oC ) is the loop impedance and the coupling term is Z m ¼ joM. Assuming a traveling-wave solution as I n ¼ I exp(À jkna), where k is the propagation constant and a is the loop separation, we obtain from equation (1) the dispersion equation:
Equation (2) may be written alternatively as
Here, o 0 ¼ 1/O(LC) is the angular resonant frequency of the loop and k ¼ 2M/L is a further coupling coefficient. For positive k, propagation is obtained only over the frequency band 1/(1+k) r (o/o 0 ) 2 r 1/(1Àk), the extent of which depends on the value of k, and hence on the strength of the mutual inductance between the loops. At the low-frequency limit, ka-0, while at the high frequency limit ka-p. At the centre of the band, when oEo 0 , kaEp/2. The effect of loss is to modify these characteristics somewhat; this aspect will be considered further later on in this paper.
It is simple to show that the power P carried by the wave is P ¼ ðoMI 2 =2Þ sinðkaÞ ð 4Þ
With the loop orientation shown in Fig. 1a , M, Z m and k are positive and the wave is a forward wave (so that the phase and group velocities have the same sign and the power flow is positive). An MI waveguide supporting a backward wave and with negative k is obtained with the alternative coplanar arrangement of loops shown in Fig. 1c .
In the lossy case, ka is complex and the attenuation of the MI wave is directly related to the Q-factor of the individual loops. This case may be modelled simply by assuming an additional series resistor R in each loop, so that Q ¼ oL/R. If we define the complex propagation constant as k ¼ k 0 Àjk 00 , the imaginary part may be extracted in the low-loss regime as k 00 a ¼ 1/{kQ sin(k 0 a)}. Losses are therefore minimised at the band centre and are inversely proportional to Q, as might be expected.
Some of these predictions have been confirmed experimentally [6] and it has been shown that other forms of artificial periodic media (or 'meta-materials') support MI waves [7] . A range of components for MI waveguides, such as transducers [8] , couplers, power dividers [9] , tapers [10] and terminations [11] are now being developed. MI waves have many analogies in other fields of physics involving periodic structures. Similar coupled equations can be found in mechanical [12] and quantum mechanical [13] lattices. The new fields of photonic bandgap (PBG) [14] [15] [16] and electromagnetic bandgap (EBG) [17] [18] [19] materials have allowed the demonstration of PBG guides in fibre [20] and planar [21, 22] form. Many different EBG guides have been constructed [23, 24] and transmission-line representations similar to those given here are often used for analysis [25] [26] [27] .
Past work on MI waves has mainly involved numerical solution of the coupled equations. In this paper, we develop analytic solutions for MI waveguide devices that will allow more complex circuits to be developed in an intuitive manner. We concentrate on devices that may be constructed by a geometric arrangement of similar loops, because these allow particularly simple solutions.
Two-port devices
We start with simple mirrors and gradually extend the analysis to structures with multiple discontinuities. We show that MI cavity resonators and Bragg gratings similar to those found in PBG guides [28] [29] [30] exist and that tapers analogous to those used to couple different PBG guides [31, 32] may be constructed.
Mirrors
We begin with the geometry in Fig. 2a . Here, two identical sections of lossless MI guide (of the type supporting a forward wave) are connected together. In each guide, the loop impedance and coupling are as before. However, the two lines are coupled by a different impedance Z m1 ¼ joM 1 , where M 1 is a modified mutual inductance. The difference may be achieved by varying the loop separation. The currents in the lines are again taken as I n , where n is the loop number. Assuming nearest neighbour coupling, the governing equation away from the junction is (1) . However, at the junction, we must solve the following:
Experience with transmission lines suggests that any line discontinuity will give rise to reflections. We therefore assume that the current on the input line is the sum of an incident and a reflected wave and that the current on the output line is a transmitted wave, so that
These solutions automatically satisfy the governing equation away from the junction. Substituting (6) into (5) and using (2), we obtain: Here, m 1 ¼ Z m1 /Z m is a mutual inductance ratio, which effectively defines the strength of the discontinuity at the junction. Rearranging, we may extract the reflection and transmission coefficients R ¼ R/I and T ¼ T/I as: will be obtained for positive and negative k, i.e. for forward and backward waves. 
118. The curves are slowly varying across the band. At the band edge, when kaE0 or p, the power reflection coefficient tends to unity, so the discontinuity reflects everything. Near the centre of the band, the transmission is high, but steadily reduces with m 1 . In this region, we may obtain: Figure 2c shows the variation of jRj 2 and jT j 2 with m 1 obtained from (10) . The reflected power gradually increases from zero as 7m 1 À17 increases. These results are independent of k and show that a reflector with reasonable broadband performance may be constructed by a slight variation in the loop spacing at the junction between the two lines. In fact, if we write m 1 ¼ 1+Dm 1 , it is simple to show that R % Dm 1 when oEo 0 . Similarly, when m 1 is small R tends to À1, the value obtained for an abruptly terminated line [11] .
Fabry-Perot resonators
The demonstration of a simple method of forming a magneto-inductive reflector suggests that other quasi-optical devices may be constructed easily. For example, Fig. 3a shows an arrangement in which a uniform MI waveguide (with loop numbers r À1) is coupled via an impedance Z m1 ¼ joM 1 to a single loop (element 0), which is coupled to a second uniform guide (with loop numbers Z 1) via an impedance Z m2 ¼ joM 2 . As there are now two discontinuities, which each act as a mirror, we would expect this device to act as a Fabry-Perot cavity. A narrow bandpass will be obtained when the mirror reflectivity is close to unity. As before, we concentrate only on the equations near the junction, these are as follows:
Again, we assume that the solutions away from the junction are in the form:
I 0 is an unknown current which must be determined. After some manipulation, we obtain: 
Here, m 2 ¼ Z m2 /Z m . The power reflection and transmission coefficients are then:
ð14Þ Figure 3b shows the variation of jT FP j 2 with o/o 0 , for k ¼ 0.2 and two different values of m 1 , assuming in each case that m 1 ¼ m 2 . In each case, the transmission rises to unity at o/o 0 ¼ 1, when ka ¼ p/2, and falling to zero on either side. The frequency variation of jR FP j 2 is complementary. The device is therefore a bandpass filter, with a response similar to a Fabry-Perot cavity. Here, there is only one maximum lying within the MI frequency band. This situation contrasts with the conventional result, where multiple resonances exist. The bandwidth increases with m 1 , and a Fabry-Perottype response is only obtained for m 1 o0.6; for m 1 40.6, the response is very broad.
A general solution algorithm
We would expect the introduction of further resonance peaks when the propagation path between the mirrors increases. In this case, larger numbers of simultaneous equations must be solved. Solution poses no difficulties, but the procedure becomes cumbersome. Furthermore, we will, in general, be interested only in the reflection and transmission coefficient, and it seems inefficient to solve more than two equations to determine two unknowns. We therefore introduce a general solution procedure [11] to cope with such cases. We first note that the governing equation, for the type of line considered so far, is
Here, differences in the terms Z m,n , from the value Z m for a uniform line, determine the device structure. Equation (15) may be rearranged very simply into a recursive algorithm, which allows the current I n+1 to be found from the two preceding currents I n and I nÀ1 as
A unit-amplitude, forward-going current wave of frequency o may be propagated through the device by starting in the input region where the values Z m,n all equal Z m (say, elements 0 and 1), defining I 0 ¼ 1, and I 1 ¼ exp(À jka), and using (16) to calculate the subsequent values, which we term i n . Assuming that there are N perturbed mutual inductances Z m,n , the currents must be determined up to i N+2 . This solution on its own does not satisfy the boundary conditions, namely that the output is a pure transmitted wave. The procedure is therefore repeated by propagating a unit-amplitude, backward-going current wave of the same frequency. The backward-going wave is launched by defining I 0 ¼ 1 again, but this time taking I 1 ¼ exp(+jka), and using (16) to calculate a new set of currents, which we term j n . The full solution is constructed from a linear combination of the two solutions, as I n ¼ i n þ R G j n , where R G is the general reflection coefficient. To satisfy the output boundary conditions, we require I N+2 and I N+1 to be related by the phase change of a pure travelling wave, namely I N+2 ¼ I N+1 exp(À jka). The reflection coefficient may then be found as
The general transmission coefficient
Multiply-resonant Fabry-Perot cavities
To illustrate the method, we show in Fig. 3c the variation of T FP j j 2 with o/o 0 , for a magneto-inductive Fabry-Perot similar to Fig. 3a , but with two resonant loops in the cavity. Again we take k ¼ 0.2 and assume that m 1 ¼ m 2 ¼ 0.2. There are now two transmission peaks lying within the magnetoinductive band, located at frequencies for which ka ¼ p/3 and ka ¼ 2p/3. The addition of further resonant loops introduces larger numbers of transmission peaks. If the cavity contains M loops, the peaks lie at frequencies such that ka ¼ np/(M+1), where n ¼ 1, 2 y M. Clearly, this is simply a restatement of the conventional cavity resonance principle, because resonance must occur when the phase change 2(M+1)ka accumulated in a cavity round trip is a whole number of multiples of 2p.
Bragg gratings
Fabry-Perot cavities require efficient reflectors. Weak mirrors may still give a significant reflection, provided many are arranged in series so that the weak reflections from the set add coherently. For an MI waveguide, the equivalent of a Bragg reflector may be constructed by periodically altering the separation between adjacent loops, so that the mutual inductance alternates between two values Z m1 and Z m2 as shown in Fig. 4a . The mutual inductance ratio will then alternate between two values
and m 2 ¼ 0.9, the reflectivity will alternate between +0.1 and À0.1. The reflections from adjacent periods will sum in-phase when 2kL ¼ 2p. As this condition corresponds to ka ¼ p/2, we would expect high reflectivity at the band centre once more.
From simple theory, we would expect as few as ten elementary reflections (or five periods) to be sufficient to obtain an overall reflectivity approaching 100%. However, multiple-scattering theory shows that the number of periods required will be higher. For example, comparison with the coupled wave model of a reflection hologram, [33] suggests that the overall transmission and reflection coefficients R B and T B should vary as:
Here, R is the reflectivity of each elementary reflector and M is the number of periods. For these parameters, 99% power reflection requires 15 periods. Fig. 4b shows the variation of R B j j 2 and T B j j 2 at o ¼ o 0 with the number of periods, for a grating with k ¼ 0.2 and
The data points show results from equations (16) and (17), while the lines show the predictions of (18) . There is excellent agreement between the two models, and the reflectivity rises slowly towards 100%, as expected.
Bragg gratings display characteristic bandpass responses [33] . For example, the full line in Fig. 4c shows the variation of R B j j 2 with o/o 0 , for a 20 period grating with similar parameters to Fig. 4b . Near o ¼ o 0 , the efficiency is close to 100%. Away from this condition, the reflectivity falls and the overall envelope displays the sidelobe structure of an unslanted reflection grating. Tapering of the grating strength following well-known methods should allow reductions in these sidelobe levels. For example, the dashed line shows the variation of R B j j 2 with o/o 0 , for a 20 period grating with a raised cosine taper in its modulation. To maintain a similar level of average modulation, the peak modulation has been increased to m 1 ¼ 1.18, m 2 ¼ 0.82. The sidelobe suppression is excellent.
Tapers
The general algorithm may also be used to model tapers, in which the properties of the MI guide change monotonically from an initial to a final value. Here, we restrict ourselves to the case where the mutual inductance changes from Z m to Z m1 as shown in Fig. 5a , while the loop impedance remains constant at Z. Two modifications to the algorithm are required. Firstly, we note that, because the output and input guide now differ, the propagation constant of the transmitted wave must be found from a modified version of (3), namely,
Here,
, k 1 a is real and a propagating transmitted wave will always exist at the output of the taper. However, if m 1 j j41, k 1 a may be imaginary at some frequencies. In this case, the transmitted wave will be cut off and the taper will act as a perfect reflector. Here we assume that a propagating transmitted wave exists. The reflected wave amplitude is then found from a modified version of (17), namely,
The transmission coefficient T T at loop N+1 is then given by
2 as before. However, the power transmission coefficient is not T T j j 2 ; instead, (4) implies that it must be m 1 T T j j 2 sinðk 1 aÞ=sinðkaÞ. As an example, Fig. 5b shows the variation of the reflected power with frequency, for linear tapers with k ¼ 0.2 and m 1 ¼ 4, and containing 5, 10 and 20 elements. Also shown is the result for a 1-element taper, which corresponds to an abrupt discontinuity. In all cases, the reflection is high at the edges of the magneto-inductive band. However, the use of a tapered transition allows a significant reduction in reflection at mid-band compared with the abrupt discontinuity, and experience with more conventional tapered guides suggest that more complex taper functions could be used to suppress the reflection still further.
Three-port devices
In this Section, we show that 3-port devices with strong analogies to previously described PBG splitters [34, 35] 
General three-port splitters
We begin with the geometry in Fig. 6a , where an asymmetric junction is constructed from three identical sections of lossless MI line. In these regions, the loop impedance and coupling are again as before. The lines are arranged at 1201 intervals to minimise any nonnearest neighbour coupling. The three lines are coupled via a single loop, and the coupling between the ith line and the loop is defined by the terms Z mi ¼ joM i , where i ¼ 1, 2, 3. The currents in the three lines are taken as I i;n . At the junction, we must solve the four equations:
where I 0 is an unknown current. The equations are solved by assuming that the current on the input line (here, port 1) is the sum of an incident and a reflected wave and that the currents on the output lines (ports 2 and 3) are both transmitted waves. We therefore assume that
Following a similar procedure to that of the preceding Section, and defining the mutual inductance ratios m i ¼ Z mi /Z m , we obtain:
The power reflection and transmission coefficients jRj 2 , jT 2 j 2 and jT 3 j 2 are then:
Once again, the power transmission and reflection coefficients are independent of the sign of k. Simple addition also shows that jRj 2 þ jT 2 j 2 þ jT 3 j 2 ¼ 1, so power is again conserved. We now consider a number of special cases, which show the effect of choosing different values for the mutual inductance ratios m i .
Trebly symmetric splitters
We begin with the case when m 1 ¼ m 2 ¼ m 3 ¼ 1, the most obvious example of a trebly symmetric splitter. In this case, R and T reduce to R ¼ À expðÀjkaÞ 2 expðÀjkaÞ À expðþjkaÞ
Similarly, jRj 2 and jT j 2 become
As R is generally nonzero, this form of splitter must reflect energy. Figure 6b shows the variation of the power transmission and reflection coefficients across the magnetoinductive band, for k ¼ 0.2. At the band edge, the junction reflects everything. Near the band centre, when kaEp/2, the power reflection coefficient tends to 1/9. This result is comparable to the performance of a conventional microwave splitter, which would have the power reflectivity of (Z 0 ÀZ 0 /2) 2 /(Z 0 +Z 0 /2) 2 ¼ 1/9 for identical lines of impedance Z 0 . As the device is symmetric, the entire scattering matrix S for current waves may be written directly as Now, in a lossless reciprocal system, we should have S S *T ¼ I, where S * represents the complex conjugate of S and S T represents the transpose [13] . In addition to the power conservation relation, RR Ã þ 2T T Ã ¼ 1, the matrix coefficients should therefore also satisfy T R Ã þ RT Ã þ T T Ã ¼ 0. Manipulation of the equations yields the required result.
S ¼ R T T T R T T T R

Matched doubly symmetric splitters
We now consider the case when m 1 ¼ 1, but this time we take m 2 ¼ m 3 a 1. In this case, R and T reduce to R ¼ Àð2m 2 2 À 1Þ expðÀjkaÞ 2m 2 2 expðÀjkaÞ À expðþjkaÞ
This example is more interesting, because it shows that the reflectivity may be reduced to zero, when m 2 ¼ 1/O2. Under these conditions, the transmission is T ¼ 1/2m 2 ¼ 1/O2. As this result is independent of ka, the performance of the device is frequency-independent across the MI band, and the device behaves as a matched splitter. Figure 6b also shows the variation of jRj 2 and jT j 2 across the band, for k ¼ 0.2 and m 2 ¼ 0.75. As m 2 approaches 1/O2, the power transmission does indeed tend to 0.5, across the whole band. The given equations yield the first line of the scattering matrix directly, and the remainder may be constructed by permuting the ports and coupling terms. The result is
Comparison with the results of Section 3.2 shows that the adoption of a design that minimises the reflection from port 1 may make the situation worse when the input is to ports 2 or 3, as the relevant coefficient now has modulus 1/2 rather than 1/3. This behaviour is well known in microwave theory [36] . In fact, it can be shown that perfect matching for all input ports of a 3-port is only possible if the device is nonreciprocal (i.e. a circulator).
Matched asymmetric splitters
The final case we consider is that of an asymmetric splitter. Generalising the preceding result we now assume that
In this case, we obtain:
This result implies that we may construct a reflectionless splitter with an 'arbitrary' power splitting ratio. This time the scattering matrix is 
In each of the cases in Sections 3.3 and 3.4, it is trivial to show that S S *T ¼ I.
N-port splitters
Generalisation to a larger port count is clearly possible. For an N-port with connecting mutual inductance ratios m i , it is simple to show that reflectionless power division in the ratio m 
Directional couplers
We now consider 4-ports based on the directional coupler principle, which are clearly analogous to previously described PBG [37] [38] [39] [40] and EBG [41] couplers. Figure 7 shows the assumed device structure, where two forward MI waveguides with nearest neighbour coupling provide the inputs to a symmetric directional coupler formed by two similar lines that are coupled transversely, again by nearest neighbour interactions. The lines extend to infinity away from the coupler region, which consists of N elements. As usual, the loop impedance is Z ¼ j(oL+1/joC) and the coaxial coupling is Z m ¼ joM. The transverse coupling in the coupler region is caused by terms Z 0 m ¼ joM 0 (which must be negative for forward MI guides). The currents in the lines are I n and I 0 n . The governing equations in the input and output regions are therefore:
Assuming solutions for I n and I 0 n in the form of travelling waves, we obtain the usual dispersion equation (3) . The governing equations in the coupler region are:
Equations (33) can have as solutions only symmetric and antisymmetric modes. In the former case, we assume
we then obtain the dispersion equation:
In the latter case, we assume I n ¼ ÀI 0 n . If I n ¼ I a exp(À jk a na), we obtain the alternative dispersion equation:
Depending on the sign and value of m 0 , the two characteristic modes of the coupler must each be cut off Provided neither mode is cut off, an input of unit amplitude to one port (say, port 1) will result in excitation of both modes, with amplitudes ¼ 1/2. The modes will then beat against one another as they propagate. After passing through N elements, the accumulated phase difference f between them will be f ¼ (k s À k a )Na. When f ¼ p the modes will be in antiphase, and according to the normal rules of co-directional coupling the energy will be transferred to port 2. Near o ¼ o 0 , equations (34) and (35) reduce to cos(k s a) EÀm 0 /2 and cos(k a a) E+m 0 /2, so that k s a E p/2+m 0 /2 and k a a E p/2Àm 0 /2. In this regime, (k s Àk a )a E m 0 , so full power transfer will first occur when
Unfortunately, the dispersive nature of MI waves suggests that there will be considerable frequency variation in the operation of such a coupler. For example, Fig. 8b shows the variation of (k a À k s )a with o/o 0 , for the same parameters as Fig. 8a . Away from the mid-band, (k a À k s )a rises rapidly from its limiting value. The two effects of dispersion and cut off suggest that the coupler will only operate properly near o ¼ o 0 . However, even in this regime, transitions between the isolated and coupled guides, at the input and output of the coupler, will both generate reflections. To avoid such effects, the discontinuities should be small, which in turn suggests that m 0 should be small.
An MI wave coupler may be modelled by adapting the general propagation algorithm of Section 2.3. We first recast (33) in the form of recurrence relations:
Equation (36) may be used for the whole device, provided we take Z 0 m ¼ 0 for no1 and n4N. The solution is found by first launching an incident wave into one port (say, port 1) as described in Section 2.3, to obtain two sets of currents i n and i 0 n . This solution on its own does not satisfy the boundary conditions, i.e. the two transmitted outputs should be pure travelling waves. The procedure is therefore repeated by propagating a unit-amplitude, backward-going current wave of the same frequency into port 1, to obtain two further sets of currents j n and j 0 n , and then a similar wave into port 2 to obtain two final sets k n and k 0 n . The full solutions are constructed from linear solution combinations, as
n , where R 1 and R 2 are the reflection coefficients at ports 1 and 2. To satisfy the boundary conditions, we require I N+1 and I N to be related by the phase change of a pure travelling wave, namely I N+1 ¼ I N exp(À jka). We also require a similar relation between I 0 N+1 and I 0 N . The result is a pair of simultaneous equations for R 1 and R 2 :
Equations (37) may be solved by elimination and the transmission coefficients T 1 and T 2 may then be found as
In the examples that follow, it is simple to demonstrate numerically that power is conserved, because
To illustrate likely behaviour, we show in Fig. 9a the variation of the normalised output powers at o ¼ o 0 with the coupling length Àm 0 N/p, for an MI waveguide coupler with k ¼ 0.2 and N ¼ 50. In this case, the coupling is relatively weak, there is a sinusoidal interchange of power with the first occurrence of full power transfer at Àm 0 N/p ¼ 1 and little reflection. Figure 9b shows the corresponding variation for a shorter coupler, with N ¼ 10. Here the coupling is stronger and full power transfer is prevented by the generation of reflections. Figure 10a shows the variation of the normalised output powers with o/o 0 , for a coupler with k ¼ 0.2 and N ¼ 50. The coupling length is fixed at Àm 0 N ¼ p, so that full power transfer occurs at mid-band. At the band edges, the rapid rise in the effective coupling length, together with modal cut-off effects, cause considerable fluctuations in the outputs. Figure 10b shows the corresponding variation for the coupler with N ¼ 10. Now the additional effect of reflections may be seen as small fluctuations in the outputs with frequency, even at mid-band. These results confirm that only weak coupling will give satisfactory device performance.
The effect of loss
A practical resonator will of course suffer from loss, and it is therefore relevant to consider the effect on propagation in general and device performance in particular. Losses may be included in the previous model by adopting a modified loop impedance Z ¼ R L +j(oLÀ1/oC), where R L is the loop resistance. Substituting into equation (1), and defining the quality factor as Q ¼ oL/R L , we obtain the modified dispersion relation:
Assuming now that k is complex, so that we may write k ¼ k 0 Àjk 00 , we obtain:
Equations (39) may of course be solved exactly by standard methods. However, if the losses are small, k 00 a{1 and we may find an approximate solution in the form:
The upper equation in (40) is the dispersion relation for lossless MI waves, previously given as (3). The lower equation shows the approximate loss variation. Thus, in this regime, we expect that the main effect of a limited Q-factor is to introduce propagation loss and that the loss is minimised at mid-band (when k 0 a E p/2) and is inversely proportional to both k and Q. Strongly coupled chains of high-Q resonators are therefore desirable. Figure 11 shows the result of solving (39) exactly, for an MI waveguide with a coupling coefficient k ¼ 0.2 and different Q-factors. Figure 11a shows the dispersion characteristic. For Q ¼ 10 000 (around the limit achievable using superconducting elements), the results are indistinguishable from the lossless case. For Q ¼ 100 (easily achieved using conventional elements) there are clearly departures from ideal behaviour. Differences now occur at the band edges, and the effect of loss is to allow propagation outside the ideal band. Figure 11b shows the frequency variation of loss for the same parameters. Again, differences between exact and ideal behaviour occur mainly at the band edges. Losses are reduced as the Q-factor increases and are minimised at mid-band.
Once equations (39) have been solved, it is straightforward to predict device behaviour without repeating previous analysis. For example, the performance of MI mirrors may be found using equations (8) as before, simply by inserting a complex value of k. For example, Fig. 12 shows the frequency variation of jRj 2 , for a mirror with k ¼ 0.2, m 1 ¼ 0.7 and different values of Q. These results should be compared with Fig. 2b . At mid-band, the reflectivity is essentially independent of loss over the range of Q-factor shown. Departures from ideal behaviour again occur at the band edges, and the reflectivity is finite for a limited range just outside the band. Losses may be included in models of other device types in a similar way. For example, for (28) imply that perfect matching can be obtained even in the presence of loss. Similarly, the performance of single-loop MI FabryPerot interferometers may be found by inserting a complexvalued propagation constant into equations (13) . For example, Fig. 13 shows the frequency variation of jT FP j 2 , for an interferometer with k ¼ 0.2, m 1 ¼ m 2 ¼ 0. 4 and different values of Q. These results should be compared with Fig. 3b . As might be expected, the response of this resonant device is much more strongly affected by loss, and a useful performance is now only obtained with higher Q-factors.
Conclusions
We have shown how a variety of magneto-inductive waveguide devices with different properties may be constructed from simple geometrical arrangements of identical, magnetically coupled resonant loops. Analogies to many conventional optical and microwave components clearly exist, although differences will clearly arise from the band-limited nature of magneto-inductive waves and their unusual dispersion characteristics. The results show that magneto-inductive waves may have applications in signal processing as well as guiding RF energy. Of particular interest is the ability to construct a range of different components simply by layout. In general, all components studied appear to operate best near the centre of the MI wave band. The effect of loss has been quantified. It has been shown that further departures from ideal behaviour occur at the band edges and that very low loss is required for successful operation of resonant devices. The effects of non-nearest neighbour coupling will be considered in future work.
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