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Abstract
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basis set. The matrix representations of Green’s functions corresponding to these operators are
obtained.
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I. INTRODUCTION
The three Coulomb (3C) wave functions [1, 2] have been introduced to approximate the
three-body continuum Coulomb wave function. The three-body Coulomb wave equation is
asymptotically separable in terms of parabolic coordinates introduced by Klar [3]
ξj = rls + kˆls · rls, ηj = rls − kˆls · rls, (1)
where rls and kls, l, s = 1, 2, 3 and l 6= s, are the relative coordinate and momentum vectors
between the particles l and s. The 3C wave functions are proportional to solutions Ψ3C of
the asymptotic equation [3] (atomic units are used):{
3∑
j=1
1
µls(ξj + ηj)
[
hˆξj + hˆηj + 2klstls
]}
Ψ3C = 0, (2)
where tls =
ZlZsµls
kls
, µls =
mlms
ml+ms
are the reduced masses. Here the operators hˆξj and hˆηj are
defined by
hˆξj = −2
(
∂
∂ξj
ξj
∂
∂ξj
+ iklsξj
∂
∂ξj
)
, (3)
hˆηj = −2
(
∂
∂ηj
ηj
∂
∂ηj
− iklsηj ∂
∂ηj
)
. (4)
A solution Ψ3C with pure outgoing behavior can be written as a product of three two-body
Coulomb wave functions:
Ψ3C =
3∏
j=1
uj(ξj) (5)
with
uj(ξj) = 1F1(itls, 1; −iklsξj). (6)
The solutions (5) are correct only when all particles are far from each other. In the last
years many works have been published with different proposal to improve the simply 3C
(see [4, 5, 6] and references therein). In this paper we seek to consider the possibilities
for computing the three-body continuum Coulomb wave function which are afforded by
expansion in a set of square-integrable functions. In principle, the short-range part of the
Hamiltonian, which contains mixed second derivative terms in the expression for the kinetic
energy [3], can be approximated by a finite order matrix. The long-range part (2) of the
Hamiltonian consists of two-dimensional operators
hˆj = hˆξj + hˆηj + 2klstls + Cj(ξj + ηj), (7)
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which are related by the constraint [3]
C1 + C2 + C3 = 0. (8)
To treat the one-dimensional operators
hˆξ + 2kt+ Cξ, hˆη + 2kt + Cη (9)
within the context of square integrable basis set, the J-matrix method [7, 8] or the tools of
the “Tridiagonal Physics” program (see [9] and reference therein) can be employed. In the
framework of these methods a special basis set is used which supports an infinite tridiagonal
matrix representation of the operator. Thus the resulting three-term recursion is analytically
solved.
In particular, in this paper we obtain matrices of Green’s functions (resolvent) corre-
sponding to the one-dimensional operators (9) and the two-dimensional operator
hˆ = hˆξ + hˆη + 2kt0 + C(ξ + η) (10)
in the set of parabolic Sturmian functions,
φn1 n2(ξ, η) = ϕn1(ξ)ϕn2(η), (11)
ϕn(x) =
√
2be−bxLn(2bx), (12)
where b is the scale parameter. This basis set have been used in the analysis of the Coulomb
potential within the parabolic formulation of the J-matrix method [10]. The basis functions
(12) are orthonormal:
∞∫
0
dxϕn(x)ϕm(x) = δnm. (13)
In Sec. II using the tridiagonal matrix representations of one-dimensional operators (9) in
the bases (12), we construct the corresponding Green’s function matrices. In this case we
do not seek to determine the Green’s matrices uniquely. In Sec. III the weight function
is obtained for the orthogonal polynomials satisfying the three-term recurrence relation.
The two-dimensional Green’s function matrix elements are expressed as convolution of one-
dimensional Green’s matrix elements in Sec. III. An orthogonality relation employed in the
two-dimensional Green’s matrix construction is derived in the Appendix.
3
II. ONE-DIMENSIONAL COULOMB GREEN’S FUNCTION MATRICES
a) C = 0
The matrix representation hξ + 2ktIξ [Iξ is the unit matrix] of the operator hˆξ + 2kt in
the basis set {ϕn(ξ)}∞n=0 (12) is tridiagonal
hξ + 2ktIξ =

b0 d1
a1 b1 d2 0
a2 b2 d3
a3 × ×
0 × × ×

, (14)
where
bn = (b+ ik) + 2bn + 2kt,
an = (b− ik)n, dn = (b+ ik)n.
(15)
To construct the Green’s function matrix gξ, which is matrix inverse of the infinite tridiagonal
matrix (14), consider the three-term recurrence relation
an wn−1 + bn wn + dn+1wn+1 = 0, n ≥ 1. (16)
It can be easily verified that
pn(t; ζ) =
(−1)n
n!
Γ(n+ 1− it)
Γ(1− it) 2F1(−n, it; −n+ it; ζ), (17)
where ζ = b−ik
b+ik
, is the “regular” solution of (16) which satisfies the initial conditions:
p0(t; ζ) = 1, b0 p0(t; ζ) + d1 p1(t; ζ) = 0. (18)
Suffice it to say that apart from the factor
√
2
b
(
ζ+1
2
)it
, pn is the coefficient of the nth basis
function ϕn(ξ) (12) in the expansion of u(ξ) (6). Note that pn are polynomials of degree n
in t.
The second solution qn of the recursion (16) can be obtained from the condition that qn
satisfies the same differential equation as the pn [8]. In other words, if pn ∼ 2F1(a, b; c; z),
then qn ∼ z1−c2F1(a− c+ 1, b− c + 1; 2− c; z). It is readily verified that an appropriate
qn(t; ζ) is
qn(t; ζ) = − n!Γ(1−it)Γ(n+2−it) (−ζ)n+1 2F1(1− it, n + 1; n+ 2− it; ζ)
= − n!Γ(1−it)
Γ(n+2−it)
(
ζ
ζ−1
)n+1
2F1(n+ 1, n+ 1; n+ 2− it; ζζ−1)
(19)
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This satisfies the initial condition
b0 q0(t; ζ) + d1 q1(t; ζ) = b− ik. (20)
Multiplying [hξ + 2ktIξ] by the diagonal matrix Z = [1, ζ
−1, . . . , ζ−n, . . .], we obtain the
the symmetric tridiagonal matrix T:
T = Z [hξ + 2ktIξ] =

β0 α1
α1 β1 α2 0
α2 β2 α3
α3 × ×
0 × × ×

(21)
with nonzero elements
βn = bn/ζ
n, αn = dn/ζ
n−1. (22)
Notice that pn and qn satisfy the three term recurrence relation
αn wn−1 + βn wn + αn+1wn+1 = 0, n ≥ 1. (23)
Thus, to invert the symmetric tridiagonal matrix T, one can draw on the standard method
[11, 12]. Namely, the elements of a Green’s matrix gT , which is the matrix inverse to T, can
be determined by
gTnm(t) =
pν(t; ζ) qµ(t; ζ)
W (q, p)
, ν = min(n,m), µ = max(n,m), (24)
where the Wronskian W is defined as
W (q, p) = αn [qn(t; ζ) pn−1(t; ζ)− qn−1(t; ζ) pn(t; ζ)]
= b− ik = −2ik
(
ζ
ζ−1
)
.
(25)
The Green’s matrix gξ=[hξ + 2ktIξ]
−1 is related to gT : gξ = gT Z. Therefore, we can
express the matrix gξ elements in the form
gξnm(t) =
i
2k
(
ζ − 1
ζ
)
1
ζm
pν(t; ζ) qµ(t; ζ). (26)
From (3) and (4) it follows that the Green’s matrix gη=[hη + 2ktIη]
−1 and gξ are complex
conjugates (for real k and t):
gηnm(t) =
(
gξnm(t)
)∗
. (27)
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Note that there is an ambiguity in determining the matrix gξ, since the solution qn(t; ζ)
is not unique:
q˜n(t; ζ) = qn(t; ζ) + y(t)pn(t; ζ), (28)
where y(t) is an arbitrary function of t, also satisfies (16).
b) C 6= 0
It is not difficult to convince oneself that the differential equation[
hˆξ + 2kt+ Cξ
]
u(ξ) = 0 (29)
is satisfied by the function
u(ξ) = eλξ 1F1 (iτ, 1; −iγξ) , (30)
where
λ = ik
√
1− 2C
k2
− 1
2
, τ =
2t+ i
(
1−
√
1− 2C
k2
)
2
√
1− 2C
k2
, γ = k
√
1− 2C
k2
. (31)
Clearly, in the limit C = 0 the function (30) reduces to (6).
Because the operator ξ, evaluated in the basis (12), has the symmetric tridiagonal form
Qn, n′ =

− 1
2b
n, n′ = n− 1,
1
2b
(2n+ 1), n′ = n,
− 1
2b
(n + 1), n′ = n+ 1,
(32)
the matrix representation of the operator hˆξ + 2kt + Cξ is also tridiagonal. Thus,
hξ + 2ktIξ + CQξ =

b0 d1
a1 b1 d2 0
a2 b2 d3
a3 × ×
0 × × ×

, (33)
where
bn = (b+
C
2b
+ ik) + 2(b+ C
2b
)n+ 2kt,
an = (b− C2b − ik)n, dn = (b− C2b + ik)n.
(34)
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Then, if we consider the coefficients of the regular solution (30) expansion in the basis
set (12), we obtain that
sn(t; C) = θ
n pn(τ ; ζ), (35)
where
θ =
b+ λ
b− λ, ζ =
b+ C
2b
− ik
√
1− 2C
k2
b+ C
2b
+ ik
√
1− 2C
k2
, (36)
is the solution of the three term recurrence relation
an wn−1 + bn wn + dn+1wn+1 = 0, n ≥ 1. (37)
It is easy to verify that a second solution of Eq. (37) can be expressed in the form
cn(t; C) = θ
n+1 qn(τ ; ζ). (38)
Notice that the matrix hξ+2ktIξ+CQξ inversion procedure is simplified if we introduce
the symmetric tridiagonal matrix T:
T = Z [hξ + 2ktIξ + CQξ] =

β0 α1
α1 β1 α2 0
α2 β2 α3
α3 × ×
0 × × ×

. (39)
Here Z is the diagonal matrix: Z = [1, χ−1, . . . , χ−n, . . .], χ =
b− C
2b
−ik
b− C
2b
+ik
. The elements βn
and αn are given by
βn = bn/χ
n, αn = dn/χ
n−1. (40)
Then, it is easy to check that sn and cn also satisfy the recursion equation
αn wn−1 + βn wn + αn+1wn+1 = 0, n ≥ 1, (41)
and the Wronskian
W (c, s) = αn [cn(t; C)sn−1(t; C)− cn−1(t; C)sn(t; C)] (42)
is independent of n. Namely,
W (c, s) = b− C
2b
− ik = −2ik
(
χ
χ− 1
)
. (43)
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Finally, given the two linearly independent solutions sn and cn of Eq. (37), we can express
the Green’s matrix gξ = [hξ + 2ktIξ + CQξ]
−1 elements in the form
gξnm(t; C) =
sν(t; C) cµ(t; C)
W (c, s)
χ−m =
i
2k
(
χ− 1
χ
)
θn+m+1
χm
pν(τ ; ζ) qµ(τ ; ζ). (44)
Clearly, the Green’s matrix gη=[hη + 2ktIη + CQη]
−1 is obtained from gξ by replacing
t→ −t, k → −k [this leaves kt unchanged].
III. ORTHOGONAL POLYNOMIALS pn
In this section we obtain the weight function with respect to which the polynomials pn
(17) are orthonormal.
The appropriate Kummer’s relation [(15.3.7) in Ref. [13]] expresses the solution qn as
qn(t; ζ) = −n!Γ(−n−it)Γ(1−it) 2F1(it, n+ 1; n + 1 + it; ζ−1)−
−Γ(1− it)Γ(it)(−ζ)it pn(t; ζ),
(45)
|arg(−ζ)| < π. (46)
Then introduce the function
ρ(t; ζ) =
Γ(1− it)Γ(it)(−ζ)it
2πi
(47)
and evaluate the integral
I(ζ) =
∫
C
dt ρ(t; ζ), (48)
where C runs along real axis, except for an infinitesimal indentation on the underside of the
pole t = 0; see Fig. 1.
To evaluate I(ζ) for |ζ | > 1, change the variable of integration to s: t = −is
s+i
, transforming
the path of integration into the circle C1 in the complex s-plane; see Fig. 2. Thus the interior
of C1 corresponds to the upper half of the t-plane and hence the integral
I(ζ) =
∫
C1
ds
(s+ i)2
ρ1(s; ζ), (49)
where ρ(t; ζ) = ρ(−is
s+i
; ζ) = ρ1(s; ζ), is reduced to the sum of the residues at the poles
[corresponding to tn = in, n = 0, 1, . . .] inside the circle contour C1:
I(ζ) = i
∞∑
n=0
1
ζn
, (50)
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i. e.
I(ζ) = iζ
1− ζ . (51)
In the case |ζ | < 1 it is convenient to change variables from t to s: t = is
s+i
. The
integration contour C is transformed into the circle C2 [see Fig. 3] and the lower half of the
t-plane is mapped onto the interior of C2. Then introducing ρ2(s; ζ) = ρ( iss+i ; ζ) = ρ(t; ζ),
we obtain
I(ζ) =
∫
C2
−ds
(s+ i)2
ρ2(s; ζ) = i
∞∑
n=1
ζn =
iζ
1− ζ . (52)
Note that for Im(ζ) 6= 0 (46) implies that
ρ(t; ζ) =

ζ it
1− e2πt , −π < arg(ζ) < 0,
ζ it
e−2πt − 1 , 0 < arg(ζ) < π.
(53)
Using the Sokhotsky formula we obtain
I(ζ) = P
∞∫
−∞
dt ρ(t; ζ)− i
2
. (54)
In this case (53) provides the convergence of the principal-value integral on the right hand
side of (54).
Clearly, integrals ∫
C
dt ρ(t; ζ) pn(t; ζ) pm(t; ζ) (55)
can be expanded in terms of derivatives of (48). It is now easy to obtain that
i
ζn
(
ζ − 1
ζ
)∫
C
dtρ(t; ζ) pn(t; ζ) pm(t; ζ) = δnm, (56)
i. e. ρ (47) is the weight function for the orthogonal polynomials pn (17).
For Im(ζ) 6= 0 we can rewrite the orthonormality relation (56) as
i
ζn
(
ζ − 1
ζ
)P ∞∫
−∞
dt ρ(t; ζ) pn(t; ζ) pm(t; ζ)− i
2
(−1)n+m
 = δnm, (57)
where the weight function ρ in the form (53) is used. Note that in the case C = 0 we have
ζ = eiϕ, ϕ < 0, and the weight function reduces to
ρ0(t; ζ) =
e−ϕt
1− e2πt . (58)
It may be remarked that the polynomials pn are discrete analogues of the charge parabolic
Coulomb Sturmians introduced in [14].
9
IV. TWO-DIMENSIONAL GREEN’S FUNCTION MATRICES
In this section we obtain a matrix representation G(t0; C) of the Green’s function (re-
solvent) of the operator (10). Formally G(t0; C) is the matrix inverse of the infinite matrix
h = hξ ⊗ Iη + Iξ ⊗ hη + 2kt0Iξ ⊗ Iη + C (Qξ ⊗ Iη + Iξ ⊗Qη) , (59)
i. e.
hG(t0; C) = Iξ ⊗ Iη. (60)
a) C = 0
The elements of G(t0) ≡ G(t0; 0) can be expressed as a convolution integral (see, e. g.
[15])
Gn1 n2, m1 m2(t0) =
∫
C0
dt g˜ξn1m1(t) g˜
η
n2 m2
(t0 − t), (61)
where the integrand contains functions g˜ξnm and g˜
η
nm that are proportional to the one-
dimensional Green’s function matrix elements [the non-uniqueness (28) of the solution qn is
taken into account]:
g˜ξnm(t) =
i
2k
(
ζ − 1
ζ
)
1
ζm
pν(t; ζ) [Aξ qµ(t; ζ) + xµ(t) pµ(t; ζ)]Bm (62)
and
g˜ηnm(t) =
i
2k
(ζ − 1)ζm pν(−t; ζ−1)
[
Aη qµ(−t; ζ−1) + yµ(t) pµ(−t; ζ−1)
]
Dm. (63)
Inserting (61)-(63) into (60) then gives the restriction on the factors Aξ and Aη, functions
{xn(t)}∞n=0 and {yn(t)}∞n=0, diagonal matrices B = [B0, B1, . . .] and D = [D0, D1, . . .], and
the path of integration C0, namely,
AηDm2
∫
C0
dt g˜ξn1 m1(t) = Un1 m2δn1 m1 , (64)
AξBm1
∫
C0
dt g˜ηn2m2(t0 − t) = Vm1 n2δn2 m2 , (65)
Un1 m2 + Vm1 n2 = 1. (66)
If we choose the contour C (see Fig. 1) as the path of integration in (61) [and (64),
(65)], we can draw on the orthonormality relation (56) to determine the rest of parameters.
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In this case we readily check that, in particular, the set: Aξ = 0, xn(t) = 2πiρ0(t; ζ),
Aη =
k
iπ
, yn(t) ≡ 0, Bn = Dn = 1, satisfies the conditions (64)-(66), and hence the elements
Gn1 n2,m1 m2 can be expressed in the form
Gn1 n2,m1 m2(t0) =
i
ζm1
(
ζ−1
ζ
)(
P
∞∫
−∞
dt ρ0(t; ζ)pn1(t; ζ) pm1(t; ζ) g
η
n2m2
(t0 − t)
− i
2
(−1)n1+m1 gηn2 m2(t0)
)
.
(67)
Further, combining (56) with (A1) and (27), we can obtain another allowable sets of the
parameters. For instance, Aξ = 1, xn(t) = 2πiρ0(t; ζ), Aη =
k
iπ
, yn(t) ≡ 0, Bn = Dn = 1.
b) C 6= 0
The elements of the matrix G(t0; 0) may be written as the convolution integral
Gn1 n2,m1 m2(t0; C) =
∫
C3
dτ g˜ξn1 m1(t; C) g
η
n2m2
(t0 − t; C). (68)
Here, the non-uniqueness of only gξ is taken into consideration for simplicity, i. e. g˜
ξ
nm and
gηnm are taken to be
g˜ξnm(t; C) =
i
2k
(
χ− 1
χ
)
θn+m+1
χm
pν(τ ; ζ) [Aξ qµ(τ ; ζ) + xµ(τ) pµ(τ ; ζ)]Bm, (69)
gηnm(t0 − t; C) =
i
2k
(χ− 1)χm
θn+m+1
pν
τ − t0√
1− 2C
k2
; ζ−1
 qµ
τ − t0√
1− 2C
k2
; ζ−1
 . (70)
The path of integration C3 in the complex τ -plane (see Fig. 4) is identical to the contour C
in the complex t-plane. The integration over τ (36) is performed on the assumption that τ
and C are independent of one another.
Allowable parameters Aξ, xn(τ) and Bm can be determined by substitution (68)-(70)
into (60). For instance, putting Aξ = 0 and xn(τ) = 2kρ(τ ; ζ), we obtain Bm =
1
θ2m+1
(ζ−1)
(χ−1)
(
χ
ζ
)m+1
. Thus the matrix elements of the two-dimensional Green’s function can
be written in the form
Gn1 n2, m1 m2(t0; C) =
= i
ζm1
(
ζ−1
ζ
)
θn1−m1
∫
C3
dτ ρ(τ ; ζ) pn1(τ ; ζ) pm1(τ ; ζ) g
η
n2m2
(t0 − t; C).
(71)
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Appendix A: ONE USEFUL ORTHOGONALITY RELATION
In this appendix we derive the orthogonality relation
2ik
π
∞∫
−∞
dt gξnm(t) = δnm. (A1)
Using the integral representation [Eq. (15.3.1) in Ref. [13]] of the hypergeometric function
in (19), we can rewrite the integral on the left hand side of (A1) in the form
1
π
(
ζ
ζ − 1
)µ
1
ζm
1∫
0
dx
xµ(
1− x ζ
ζ−1
)µ+1
∞∫
−∞
dt pν(t; ζ) e
−it ln(1−x). (A2)
Notice that the integral over t in (A2) consists of integrals
∞∫
−∞
dt (−it)ℓ e−it ln(1−x) = 2π
[
(x− 1) d
dx
]ℓ
δ(x), ℓ ≤ ν ≤ µ, (A3)
i. e. is expressed in terms of derivatives of the delta function. Further, introducing the
function
yj(x) =
xµ(x− 1)j(
1− x ζ
ζ−1
)µ+1 , (A4)
we obtain
Ij ℓ ≡
1∫
0
dx yj(x) δ
(ℓ)(x) =
 12 (−1)ℓ y
(ℓ)
j (0) =
µ!
2
(−1)ℓ+j, ℓ = µ,
0, ℓ < µ.
(A5)
From (A5) it follows that the integral in (A2) is nonzero if n = m (= ν = µ). In this case
the only contribution to the integral comes from the leading term of the polynomial pn(t; ζ)
[which is equal to 1
n!
(ζ − 1)n (−it)n]. Thus, we obtain for (A2):
1
π
(
ζ
ζ − 1
)n
1
ζn
1
n!
(ζ − 1)n 2π Inn = 1. (A6)
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→
C
Figure 1: The path of integration C in (48).
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↑
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Figure 2: The integration contour C1 in (49).
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Figure 3: The integration contour C2 in (52).
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Figure 4: The path of integration C3 of the convolution integral in (68.)
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