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ABSTRACT
The last decade has seen a rapid development in asteroseismology thanks to the
CoRoT and Kepler missions. With more detailed asteroseismic observations available,
it is becoming possible to infer exactly how oscillations are driven and dissipated in
solar-type stars. We have carried out three-dimensional (3D) stellar atmosphere simu-
lations together with one-dimensional (1D) stellar structural models of key benchmark
turn-off and subgiant stars to study this problem from a theoretical perspective. Mode
excitation and damping rates are extracted from 3D and 1D stellar models based on
analytical expressions. Mode velocity amplitudes are determined by the balance be-
tween stochastic excitation and linear damping, which then allows the estimation of
the frequency of maximum oscillation power, νmax, for the first time based on ab initio
and parameter-free modelling. We have made detailed comparisons between our nu-
merical results and observational data and achieved very encouraging agreement for
all of our target stars. This opens the exciting prospect of using such realistic 3D hy-
drodynamical stellar models to predict solar-like oscillations across the HR-diagram,
thereby enabling accurate estimates of stellar properties such as mass, radius and age.
Key words: convection – hydrodynamics – methods: numerical – stars: oscillations
– stars: atmospheres – stars: individual
1 INTRODUCTION
Asteroseismology provides a unique window to revealing
the physical properties of stars. For solar-like oscillations
– acoustic waves (so-called p-modes) excited and damped
by near surface convection, global asteroseismic observables
– the large frequency separation ∆ν and frequency of maxi-
mum oscillation power νmax are linked to the stellar radius
and mass by the seismic scaling relations (Brown et al. 1991;
Kjeldsen & Bedding 1995). Measured individual oscillation
frequencies can further constrain the physics of stellar inte-
riors, for instance the size of the convection zone (Basu &
Antia 1997; Deheuvels et al. 2016) or the rotation rate of
the stellar core (Mosser et al. 2012), which are difficult to
probe by other means. In addition to global asteroseismic
observables and individual oscillation frequencies, other ob-
servables such as mode amplitude and line width encrypt
information about how oscillations are excited and damped
in the star, a fundamental problem in stellar physics that is
still not fully understood.
Significant progress toward this problem has been made
from the observational side thanks to high-quality aster-
oseismic data from the CoRoT (Michel et al. 2008), Ke-
pler (Borucki et al. 2010) and TESS (Ricker et al. 2015)
missions, as well as ground-based telescopes such as SONG
(Stellar Oscillations Network Group, Grundahl et al. 2006).
With measured oscillation amplitudes and line widths avail-
able for thousands of solar-type oscillators, it is now pos-
sible to investigate the excitation and damping of p-mode
oscillations across the Hertzsprung-Russell (HR) diagram.
Indeed, empirical relations between oscillation amplitudes,
mode line widths, and fundamental stellar parameters have
been derived (Chaplin et al. 2009; Huber et al. 2011b; Ap-
pourchaux et al. 2012; Lund et al. 2017; Vrard et al. 2018)
for main-sequence, subgiants and red giant stars. Oscillation
amplitudes are proportional to the luminosity-mass ratio of
the star, while line width, which is closely related to mode
damping rate, increases with the effective temperature of the
star.
On the theoretical side, realistic models of mode excita-
tion and damping can illuminate the underlying physics of
the oscillations. The first step is to model the mode excita-
tion and damping for the Sun. Following the key insight by
Goldreich & Keeley (1977) that solar p-mode oscillations
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are driven by turbulent convection, Balmforth (1992a,b)
analytically quantified the excitation and damping rate of
solar p-mode, then evaluated the oscillation amplitude for
the Sun using the non-local mixing length theory (MLT)
of convection in 1D models. His pioneering work demon-
strated that solar five-minute oscillations are intrinsically
stable and that the calculated mode damping rates and ve-
locity amplitude agrees reasonably well with helioseismic
observations. Based on Balmforth (1992a)’s theoretical for-
mulation, Houdek et al. (1999) studied excitation, damping
rates and velocity amplitudes of solar-like oscillations for a
grid of 1D models that corresponds to main-sequence stars.
Their results indicate that the mode velocity amplitude is
proportional to the luminosity-mass ratio for solar-type os-
cillators, quantitatively confirming the amplitude scaling re-
lation proposed earlier by Kjeldsen & Bedding (1995). These
and other (e.g. Samadi & Goupil 2001; Belkacem et al. 2012)
studies have improved our understanding of p-mode oscilla-
tions in solar-type stars. However, due to the lack of real-
istic theory of convection, which is ultimately driving the
oscillations, the theoretical prescriptions adopted in these
works inevitably involve adjustable parameters, making in-
dependent theoretical predictions of excitation and damping
difficult.
An alternative approach that has shown great promise
for overcoming this difficulty is to evaluate excitation and
damping rates from first principles using 3D hydrodynam-
ical convection simulations. Nordlund & Stein (2001) and
Stein & Nordlund (2001) extracted the excitation rates of so-
lar radial modes directly from 3D simulations of near-surface
layers of the solar convective region. Zhou et al. (2019) quan-
tified both the excitation and damping rates for solar ra-
dial modes and estimated velocity amplitude and theoret-
ical νmax for the Sun based on their 3D solar atmosphere
model. Without introducing any tunable free parameters,
very encouraging agreement between theoretical results and
corresponding helioseismic observations are achieved with
this approach. In this paper, we apply the theoretical for-
mulation and numerical technique described in Zhou et al.
(2019) to four other key benchmark turn-off and subgiant
stars to examine whether our method is applicable to other
solar-type oscillating stars or not and to investigate how ex-
citation and damping processes vary across the HR diagram.
We also explore in detail how radial oscillations are damped
in the near-surface region of stars, which has recently been
studied by Belkacem et al. (2019) for the solar case.
2 MODELLING
2.1 Target stars
The target stars investigated in this work are KIC 6225718,
Procyon A, β Hydri and δ Eridani (δ Eri). All of them
are late-type, intermediate-mass (between 1M and 1.5M)
stars with metallicity [Fe/H]1 near the solar value. Solar-
like oscillations have been unambiguously detected for all of
our targets, and well-determined ∆ν and νmax are available.
1 [A/B] = log(nA/nB) − log(nA/nB) where nA/nB and (nA/nB)
represent number density ratio between element A and B in the
star and the Sun, respectively.
Their fundamental stellar parameters and global asteroseis-
mic parameters are listed in Table 1 and 2, respectively. We
introduce the basic properties of the four stars individually
below.
KIC 6225718 (HD 187637) is an F-type main-
sequence star observed by the Kepler satellite for a long
timespan. Based on high-quality Kepler data, Silva Aguirre
et al. (2012) obtained global oscillation parameters, i.e. ∆ν
and νmax, for this star. More detailed studies on the oscil-
lation properties of KIC 6225718 were carried out by Lund
et al. (2017), who identified more than 50 oscillation modes
and determined their frequencies with uncertainties of typ-
ically 1 µHz. Moreover, Lund et al. (2017) provided the
measured line width and mode amplitude for each radial
p-mode, which enables detailed comparison between obser-
vation and theoretical stellar models. Accurate atmospheric
parameters of KIC 6225718 are also available from previ-
ous work. Bruntt et al. (2012) determined the effective tem-
perature of this star, Teff = 6230 ± 60 K, and metallicity
[Fe/H] = −0.17 ± 0.06 by fitting the stellar spectra with a
fixed surface gravity (log g = 4.32, cgs unit), which is deter-
mined from asteroseismology. On the modelling side, KIC
6225718 has been investigated in detail by Tian et al. (2014),
Silva Aguirre et al. (2017) and Houdek et al. (2019). Tian
et al. (2014) adopted the fundamental stellar parameters
from Bruntt et al. (2012) as basic constraints and measured
l = 0, 1, 2 p-mode frequencies as seismic constraints for their
model. They estimated the most probable mass and radius
of KIC 6225718 to be M = 1.10+0.04−0.03M, R = 1.22 ± 0.01R.
Silva Aguirre et al. (2017) modelled this star using observa-
tional constraints from Lund et al. (2017). Their modelling
involved various stellar evolution codes, input physics, fitting
methods (see Silva Aguirre et al. 2017 Sect. 3 for details),
resulting in a stellar mass M = 1.2133±0.035M and a radius
of R = 1.2543± 0.0133R. Houdek et al. (2019), on the other
hand, focused on modelling the line width and corrections
to adiabatic oscillation frequencies for KIC 6225718 using
the non-local, time-dependent convection model (Balmforth
1992a; Houdek et al. 1999).
Procyon A (HD 61421) is an F5 star with a white
dwarf companion in a binary system and is one of the nearest
stars to Earth. Owing to its proximity and brightness, Pro-
cyon A (hereinafter Procyon) is of particular importance to
study. Therefore, much effort has been put into determining
its fundamental parameters accurately. Among these efforts,
Aufdenberg et al. (2005) measured the angular diameter of
Procyon using interferometry. Together with the bolometric
flux obtained from various instruments and the Hipparcos
parallax, they derived the radius and effective temperature
to be R = 2.031 ± 0.013R and Teff = 6543 ± 84 K. The mass
of Procyon is comparably well-constrained because it resides
in a binary system. We adopt the orbital mass provided by
Bruntt et al. (2010): M = 1.461 ± 0.025M. The metallic-
ity of Procyon has likewise been scrutinized in depth. Al-
lende Prieto et al. (2002) analysed the spectrum of Procyon
with a focus on the iron abundance determination from a 3D
model atmosphere. Their 3D model was able to reproduce
the observed Fe line profiles, yielding an iron abundance for
Procyon of log εFe = 7.36 ± 0.03 dex, slightly lower than the
solar value (log εFe, = 7.41 ± 0.02 dex derived in the same
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Table 1. Fundamental stellar parameters of KIC 6225718, Procyon, β Hydri and δ Eri. Reference values are adopted from various
literature, determined either from observation or detailed stellar modelling. The basic parameters of our 1D mesa models and 3D
Stagger models for these stars are also shown. In 3D models, the effective temperature fluctuates over time therefore both mean
effective temperature and its standard deviation are given.
Stellar parameter Teff [K] log g (cgs) [Fe/H] M/M R/R
KIC 6225718
Reference 6230 ± 60 (a) 4.319+0.007−0.005 (b) −0.17 ± 0.06 (a) 1.10+0.04−0.03 (c) 1.22 ± 0.01 (c)
1D model 6217 4.318 -0.14 1.14 1.225
3D model 6231 ± 14 4.319 0
Procyon
Reference 6543 ± 84 (d) 4.00 ± 0.02 (e) −0.03 ± 0.07 (f) 1.461 ± 0.025 (g) 2.031 ± 0.013 (d)
1D model 6554 3.99 0.01 1.47 2.022
3D model 6553 ± 23 4.00 0
β Hydri
Reference 5873 ± 45 (e) 3.98 ± 0.02 (e) −0.04 ± 0.06 (e) 1.04 (h) 1.810 ± 0.015 (g)
1D model 5861 3.96 -0.06 1.09 1.814
3D model 5893 ± 14 3.98 0
δ Eri
Reference 4954 ± 30 (e) 3.76 ± 0.02 (e) 0.06 ± 0.05 (e) 1.13 ± 0.05 (e) 2.327 ± 0.029 (g)
1D model 4948 3.76 0.06 1.17 2.352
3D model 4958 ± 11 3.76 0
Reference: (a): Bruntt et al. (2012); (b): Lund et al. (2017); (c): Tian et al. (2014); (d): Aufdenberg et al. (2005); (e): Heiter et al. (2015);
(f): Bergemann et al. (2012); (g): Bruntt et al. (2010); (h): Branda˜o et al. (2011)
Table 2. Global asteroseismic parameters of KIC 6225718, Procyon,
β Hydri and δ Eri. Theoretical ∆ν are derived following the method
of White et al. (2011). For Procyon, the value of νmax is uncertain
because the observed oscillation spectrum exhibits a broad plateau
between 600 and 1200 µHz (Arentoft et al. 2008).
Star
∆ν [µHz] νmax [µHz]
Observed Modeling Observed Modeling†
KIC 6225718 105.7 (a) 106.3 2364 (a) 2300
Procyon 55 (b) 56 — —
β Hydri 57.24 (c) 58.37 1000 (c) 980
δ Eri 40.25 (d) 40.45 677 (d) 650
Reference: (a): Lund et al. (2017); (b): Bedding et al. (2010); (c):
Bedding et al. (2007); (d): TESS data (E. Bellinger, in preparation)
†: Note that the numbers listed here are only estimations, as the
exact value of theoretical νmax depends on how simulation data are
smoothed.
paper). More recently, Bergemann et al. (2012) performed
3D, non-local thermodynamic equilibrium (non-LTE) Fe line
formation calculations for several late-type stars including
Procyon based on up-to-date atomic data. With basic stellar
parameters adopted from Aufdenberg et al. (2005), they ob-
tained the metallicity of Procyon to be [Fe/H] = −0.03±0.07.
Both works confirmed that Procyon is a solar-metallicity
star.
Procyon is also a favourable target for asteroseismol-
ogy. Solar-like p-mode oscillations in Procyon were first an-
nounced by Brown et al. (1991). More than a decade later,
Arentoft et al. (2008) conducted intensive radial velocity
measurements for Procyon using 11 spectrographs at eight
observatories. They found clear oscillation signatures from
radial velocity variation and obtained velocity amplitude
which demonstrated a plateau between 0.6 mHz and 1.2
mHz. Bedding et al. (2010) subsequently extracted indi-
vidual oscillation frequencies ranging from 0.3 mHz to 1.4
mHz, indicating a broad spectrum of stochastically excited
p-modes in Procyon. Using individual mode frequencies as
constraints, Dog˘an et al. (2010) and Guenther et al. (2014)
performed asteroseismic modelling for Procyon. Both works
predicted a stellar mass close to 1.5M. The latter also con-
cluded that the star is still in the core-hydrogen burning
phase.
β Hydri (HD 2151) is the closest subgiant to Earth,
making it an excellent object for investigation. In this work
we choose stellar parameters provided in Heiter et al. (2015)
as reference values: Teff = 5873 K, log g = 3.98 dex, [Fe/H] =
−0.04 dex; The effective temperature is deduced from bolo-
metric flux and angular diameter measured by North et al.
(2007). β Hydri is a benchmark star in asteroseismology as
well – it is one of the first subgiants confirmed as a solar-type
oscillator. Bedding et al. (2001) reported clear p-mode os-
cillation signatures in β Hydri and estimated the frequency
of maximum power around 1 mHz. The follow-up study by
Bedding et al. (2007) further extracted individual mode fre-
quencies and revealed the existence of mixed modes2 in the
star. Branda˜o et al. (2011) subsequently reanalysed the ob-
servational data. With updated mode frequencies as con-
straints, they presented interior models for β Hydri. Addi-
tionally, we note that β Hydri has recently been observed
by TESS, which may supply more information about the
oscillation properties of this star.
δ Eri (HD 23249) is a solar-metallicity K-subgiant
included among the Gaia benchmark stars (Heiter et al.
2015). This star is ascending the red giant branch and its
age is estimated to be 6 − 9 Gyr (Sahlholdt et al. 2019),
which makes it both the most evolved and the oldest star
in our sample. Solar-like oscillations of δ Eri were first re-
ported by Bouchy & Carrier (2003) who found a clear os-
cillation signature around 0.7 mHz. It is worth noting that
2 In evolved stars such as subgiants and red giants, the evanes-
cent layer between p-mode and g-mode cavity can be very thin,
especially for l = 1 modes. The coupling of oscillation cavities
will result in a mixed character of some modes, which are excel-
lent tools to probe the stellar core. See Hekker & Christensen-
Dalsgaard (2017) for a thorough review.
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δ Eri has recently been observed simultaneously by SONG
and TESS (E. Bellinger, in preparation) so that both spec-
troscopic (radial velocity) and photometric (intensity) mea-
surements of oscillation are available for this star, which al-
lows detailed comparison between theoretical and measured
oscillation properties. However, currently no measured mode
line width data are available for δ Eri. Therefore, theoreti-
cal damping rates of this star are compared with measured
line widths of KIC 5689820 (cf. Sect. 3 and 4.1), a sub-
giant observed by Kepler. The basic stellar parameters of
KIC 5689820 are Teff = 5037 ± 76 K, log g = 3.76 ± 0.06 dex,
[Fe/H] = 0.21±0.15 dex (Li et al. 2020), suggesting it is anal-
ogous to δ Eri. As such, its oscillation properties are likely
to be comparable to our simulation results.
2.2 Three-dimensional stellar atmosphere models
In this section, we briefly describe the 3D hydrodynami-
cal model atmospheres constructed for the target stars. All
3D models are computed with a customized version of the
Stagger code (Nordlund & Galsgaard 1995; Collet et al.
2018), a radiative-magnetohydrodynamics code that solves
the equations of mass, momentum, and energy conservation,
as well as the magnetic-field induction equation on 3D Eu-
lerian meshes. All scalars are evaluated at cell centres while
vectors are staggered at the cell faces. The radiative heating
rate in the equation of energy conservation is obtained by
solving the 3D equation of radiative transfer along a set of
inclined rays in space, assuming LTE. In total, nine direc-
tions – one vertical direction and eight inclined directions
representing combinations of two polar and four azimuthal
angles – are included for all models presented in this work.
The code is equipped with realistic microphysics: it uses a
modified version of the Mihalas et al. (1988) equation of
state (Trampedach et al. 2013) that accounts for all ioniza-
tion stages of the 17 most abundant elements in the Sun
as well as the Hydrogen molecule. A comprehensive collec-
tion of relevant continuous absorption and scattering is in-
cluded (Hayek et al. 2010). Line opacities are taken from
the MARCS model atmosphere package (Gustafsson et al.
2008) and treated with the opacity binning method (Nord-
lund 1982; Magic et al. 2013a), with 12 opacity bins divided
based on both wavelength and strength of opacity.
Our Stagger model stellar atmosphere simulates a
small part of the star near the photosphere, assuming a
constant gravitational acceleration and ignoring magnetic
field. Geometrically, the simulation domain is discretized on
a cuboid box. The horizontal size of the box is required to be
large enough to enclose at least ten granules at any time in
the simulation (Magic et al. 2013a). Vertically, the 3D sim-
ulation covers roughly the outer 1% of the star by radius,
where hydrodynamical and 3D effects are most prominent.
Because the vertical (radial) scale of the simulation is very
small compared to the total stellar radius, the spherical ef-
fect in simulation domain is negligible. Boundaries are pe-
riodic in the horizontal direction while open in the vertical
(Collet et al. 2018). The default bottom boundary condi-
tion is that outgoing flows (vertical velocities towards stel-
lar centre) are free to carry their entropy fluctuations out
of the simulation domain, whereas incoming flows (vertical
velocities towards stellar surface) must have invariant en-
tropy and thermal (gas plus radiation) pressure. The 3D
model3 for each star is constructed based on the reference
Teff and log g values given in Table 1, and their basic prop-
erties are summarised in Table 3. All models adopt the As-
plund et al. (2009) solar abundance, as all our targets are
solar-metallicity stars. The spatial resolution of our models
is 2403, with 240× 240 mesh points evenly distributed in the
horizontal plane. In the vertical direction, mesh points are
not uniformly distributed. The highest numerical resolution
is applied around the photosphere (Magic et al. 2013a Fig. 2)
in order to resolve the transition from the optically thick to
the optically thin regions adequately, with at least 15 mesh
points per pressure scale height around the photosphere in
all 3D models. The adopted spatial resolution should be suf-
ficient to study the mode excitation problem, as differences
between excitation rates computed from 253× 253× 163 and
125×125×82 solar simulations are small, according to Samadi
et al. (2007). The duration of the simulation is long enough
to cover at least 200 times the granulation timescale. The
mean effective temperature over the entire simulation times-
pan for each 3D model is close to the reference value.
In addition, as mentioned in Nordlund & Stein (1998)
and Zhou et al. (2019), it is non-trivial to extract reliable
damping rates from 3D simulations. To overcome this dif-
ficulty, we conduct numerical experiments that artificially
drive radial oscillation at a particular frequency to large am-
plitude by modifying the bottom boundary condition. The
artificial driving simulation enables reliable calculation of
damping rate at the driving frequency. For each star, we
carried out such experiments at various driving frequencies
in order to obtain damping rates as a function of frequency.
For the purpose of controlling variables, all artificial driving
experiments for a given star share the same input options
with driving frequency being the only difference, and their
numerical resolution and time sequence are also identical.
Note that in the case of δ Eri, we adopt the standard 2403
resolution, whereas for the three other stars, we reduce the
numerical resolution to 1202 × 125 (120 by 120 cells in the
horizontal plane with 125 points along vertical direction).
The underlying reasons and validation for lowering the res-
olution are discussed in Appendix A2, where we also detail
numerical techniques about the artificial mode driving sim-
ulation, including tests and validation of our method.
2.3 One-dimensional stellar interior models
The 1D interior models for the target stars are computed
using the Modules for Experiments in Stellar Astrophysics
(mesa version 10000, Paxton et al. 2011, 2013, 2015). For
all calculations, we adopt the Asplund et al. (2009) metal
mixture. Equation of state tables are generated from the
FreeEOS4 code (Irwin 2012), which takes into account 20
elements (Hydrogen, Helium and 18 metals) and all of their
ionization stages in its calculations. At low temperatures
(logT < 4.5), continuous and line opacities at each wave-
length are calculated from blue, an opacity package that
3 When stating “3D simulations/models” or “normal simula-
tions/models”, we always mean the simulation carried out with
the default boundary condition in the Stagger code.
4 http://freeeos.sourceforge.net/
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Table 3. Basic information about the set-up of 3D simulations for KIC 6225718, Procyon, β Hydri and δ Eri. “Sampling interval”
refers to the time interval between two consecutive simulation snapshots. As mesh points are not uniformly distributed vertically, both
minimum and maximum vertical grid spacing are provided.
Model configuration
KIC 6225718 Procyon β Hydri δ Eri
Normal
Artificial
Normal
Artificial
Normal
Artificial
Normal
Artificial
driving driving driving driving
Resolution 2403 1202 × 125 2403 1202 × 125 2403 1202 × 125 2403 2403
Time duration Ttot [hour] 30.0 9.0 43.5 29.0 58.3 17.5 77.5 31.0
Ttot/tgran,eff † 261 78 207 138 255 77 206 82
Sampling interval [s] 36 36 87 87 70 70 93 93
Vertical size [Mm] 5.9 5.9 17.5 17.5 11.6 11.6 14.4 14.4
Vertical grid spacing [km] 15–51 31–103 31–244 63–489 29–93 57–185 43–109 43–109
Horizontal grid spacing [km] 53 106 126 251 110 221 142 142
†: The granulation timescale tgran,eff is the e-folding time of a granule. It is estimated from the empirical relation tgran,eff = 2 ×
106g−0.85(Teff/5777)−0.4 (Teff and g in cgs unit) which is calibrated from a wide variety of stars observed by Kepler. See Kallinger et al.
(2014) for more detail.
Table 4. Summary of fitting targets and free parameters in stellar interior models.
Input free parameters Targets to fit
Stellar mass M Effective temperature Teff
Initial Metallicity [Fe/H]init Surface gravity log g
Initial Helium mass fraction Yinit Metallicity [Fe/H]
Mixing length parameter multiplier fα Averaged 3D temperature at matching point 〈T¯3D(ram)〉t
Convective turbulence multiplier β Averaged 3D turbulent pressure at matching point 〈P¯turb,3D(ram)〉t
Convective overshoot parameter fov
0.992 0.994 0.996 0.998 1.000 1.002
r/Rphot
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
P t
ur
b
[1
05
dy
n/
cm
2 ]
3D
1D
Figure 1. Predicted distribution of turbulent pressure in the
near-surface region of δ Eri models. The blue solid line represents
1D “turbulent pressure” calculated from mesa with modifications
introduced in Sect. 2.3 while the red dotted line is horizontal- and
time-averaged turbulent pressure from 3D atmosphere model of δ
Eri. Grey dashed vertical line indicates the location of the match-
ing point, and black solid vertical line marks the upper convection
boundary redge in the mesa model. Rphot is the stellar radius.
adopts up-to-date atomic data (developed primarily for de-
tailed non-LTE radiative transfer calculations, see Amarsi
et al. 2016 for description of the code). These are then re-
duced to Rosseland mean opacities for use in mesa. Opac-
ities at high temperatures (logT > 4.4) are taken from the
OPAL tables (Iglesias & Rogers 1996). The two sets of opaci-
ties are blended in the temperature interval 4.4 < logT < 4.5.
Nuclear reaction rates are from JINA REACLIB (Cyburt
et al. 2010) plus additional tabulated weak reaction rates
(Fuller et al. 1985; Oda et al. 1994; Langanke & Mart´ınez-
Pinedo 2000), which is the default setting in mesa. Element
diffusion and gravitational settling are treated following the
default method in mesa (see Paxton et al. 2011 Sect. 5.4).
However, for stars more massive than ≈ 1.4M, considering
element diffusion and gravitational settling alone will result
in near or complete depletion of helium and heavy elements
at the stellar surface in some stages of their evolution (see
e.g., Fig. 1 of Verma & Silva Aguirre 2019), which contra-
dicts measured abundances of F-type stars in open clusters
(Varenne & Monier 1999). To counter the effects of element
diffusion and gravitational settling below the surface convec-
tion zone, we include turbulent diffusion in our calculations.
The turbulent diffusion coefficient is computed according to
Dotter et al. (2017) for every time-step during the evolution
calculations.
In mesa, thermal (gas plus radiation) pressure Pther
and temperature T at the outermost cell (surface) are re-
quired for the outer boundary conditions (Paxton et al. 2011
Sect. 5.3). Here, we place the outer boundary of the mesa
models above the photosphere (the Rosseland mean opti-
cal depth at surface τsurf ≈ 5 × 10−3). Instead of integrating
the Eddington grey atmosphere and using the Eddington
T − τ relation to obtain pressure and temperature at the
outer boundary, we opt for Pther and T derived from 3D sim-
ulations. Specifically, the Pther − τ and T − τ relations are
computed from the Stagger-grid (Magic et al. 2013a) that
spans a wide range of stellar parameters. For each Stagger-
grid model, we extract Pther − τ relation by horizontally and
temporally averaging the 3D thermal pressure and (Rosse-
land mean) optical depth. Temperature stratifications are
calculated following the method developed in Trampedach
MNRAS 000, 1–22 (2020)
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et al. (2014a), which gives the predicted T − τ relation when
all heat is transported by radiation. Following the afore-
mentioned procedure, we obtain Pther − τ and T − τ relations
at various {Teff, log g, [Fe/H]} combinations. The results are
then tabulated and applied in the evolutionary simulation:
At every iteration during the model’s evolution, the Pther − τ
and T − τ relations corresponding to the current stellar pa-
rameters are computed by interpolation. Surface pressure
and temperature are subsequently evaluated at the given
τsurf .
mesa adopts the diffusion approximation for radiative
transfer, which is valid in the stellar interior but is not a
satisfactory approximation when τ . 10 (Trampedach et al.
2014a). As the outer boundary of our stellar model is located
above the photosphere, we correct the radiative temperature
gradient (down to τ = 10) to obtain a more realistic tem-
perature structure in the atmosphere portion of the mesa
model. The corrected radiative temperature gradient reads
(Trampedach et al. 2014a; Mosumgaard et al. 2018):
∇rad = ∇rad,mesa
[
dq(τ)
dτ
+ 1
]
, (1)
with q as the Hopf function:
q(τ) = 4
3
[
T(τ)
Teff
]4
− τ. (2)
The term ∇rad,mesa is the original mesa radiative tempera-
ture gradient computed based on the diffusion approxima-
tion, and T(τ) represents the T − τ relation when all heat is
transported by radiation.
Convection is treated using the Henyey et al. (1965)
formulation of the MLT. We do not treat the mixing length
parameter αMLT as a constant throughout the star’s evo-
lution, but rather as a varying quantity which depends on
effective temperature, surface gravity and metallicity (see
also Mosumgaard et al. 2018 Eq. 2):
αMLT (Teff, log g, [Fe/H]) = fααMLT,3D (Teff, log g, [Fe/H]) . (3)
Here αMLT,3D is the mixing length parameter calibrated from
the Stagger-grid (value taken from Magic et al. 2015), in-
terpolated to current Teff , log g and [Fe/H]. By including the
free parameter fα, the mixing length parameter multiplier,
we ensure that the relative value of αMLT in mesa is consis-
tent with the results calibrated from the Stagger-grid, but
allow its absolute value to differ in order to account for the
different equations of state and opacities between the Stag-
ger-code and mesa. In other words, we retain the variation
of αMLT across the HR diagram as indicated by 3D surface
convection simulations but with an absolute value consistent
with the solar calibration using the aforementioned equa-
tions of state and opacities.
Further, we include the “turbulent pressure” term,
which is typically ignored in 1D hydrostatic models in stel-
lar evolution calculations (see Trampedach et al. 2014b and
Jørgensen & Weiss 2019 for efforts in this direction). The 1D
“turbulent pressure” is constructed based on the convective
velocity vconv from MLT:
Pturb,1D(r) = βρ(r)v2conv(r), (4)
where r denotes radius, ρ is mass density. The convective
turbulence multiplier β is a free parameter to be specified
before the evolutionary calculations. The value of β is de-
termined by requiring that the “turbulent pressure” in mesa
and the horizontal- and time-averaged 3D turbulent pressure
are identical at the matching point (detailed below). How-
ever, vconv predicted from MLT will rapidly decrease to zero
when approaching the convection boundary, which causes a
sudden drop of Pturb,1D (see e.g., Fig. 3 of Trampedach et al.
2014b) and therefore an unrealistically large turbulent pres-
sure gradient. In order to overcome this problem, we consider
the influence of convective overshoot on vconv. Overshoot be-
comes relevant at a location near the convection boundary
in the convection zone and extends the convective velocity
beyond the top convection boundary (the overshoot region)
where an exponential decay of vconv is assumed (Paxton et al.
2011 Eq. 2),
vconv(r) = vconv(r0) exp
[
− 2|r − r0 |
fovHP(redge)
]
. (5)
Here, r0 is the location where overshoot starts to take effect,
and redge is the corresponding radius of upper convection
boundary. HP(redge) is the pressure scale height at upper
convection boundary, and fov is called overshoot parameter.
We calibrate fov at the upper boundary of the surface con-
vection zone using the horizontal- and time-averaged 3D tur-
bulent pressure from the Stagger-grid5. As demonstrated
in Fig. 1, the inclusion of convective overshoot and a suit-
able value of the overshoot parameter (at the top of surface
convection zone) ensure a gradual change of Pturb,1D near
the convection boundary, thus bringing the 1D “turbulent
pressure” profile into better agreement with the averaged
turbulent pressure predicted from 3D simulations.
We carried out evolutionary calculations from the pre-
main-sequence to the age at which target stellar parameters
are satisfied assuming the aforementioned input physics. To
obtain a reliable stellar interior model, we minimize the dif-
ference between model parameters and corresponding con-
straints by iteratively adjusting the free parameters in mesa.
Basic stellar parameters of our best-fitting models are pre-
sented in Table 1 for the four target stars. Input free pa-
rameters and constraints are listed in Table 4. The parame-
ters 〈T¯3D(ram)〉t and 〈P¯turb,3D(ram)〉t (the bar symbol and 〈...〉t
represent the horizontal average and temporal average, re-
spectively) are two extra constraints from the 3D models,
where ram symbolizes the location of matching point in the
3D model. The matching point in mesa, rim, is determined
by requiring identical thermal pressures between the 1D and
averaged 3D models,
Pther,1D(rim) = 〈P¯ther,3D(ram)〉t . (6)
Fitting the averaged 3D temperature and turbulent pressure
not only tightly restricts fα and β, but it is also necessary
for smooth transitions (for temperature and total pressure)
from the interior model to the atmosphere model. This is
essential for the patching procedure described in the subse-
quent section.
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Figure 2. Frequency differences between observations and theoretical results computed with patched 3D+1D models. Only radial (l = 0)
modes are compared here. Observational data for KIC 6225718, Procyon, β Hydri and δ Eri are from Lund et al. (2017), Bedding et al.
(2010, table 4), Bedding et al. (2007) and E. Bellinger (private communication), respectively.
2.4 Oscillation frequencies from patched models
We combine the horizontally and temporally averaged 3D
models and 1D interior models to patched 1D models
for a more precise calculation of the oscillation proper-
ties (i.e. eigenfrequencies, eigenfunctions, mode masses etc.).
The fitting method introduced in Sect. 2.3 ensures contin-
uous transitions in temperature and total pressure between
ram and rim, hence make patching straightforward in prac-
tice: The averaged 3D model and best 1D model for the
same star are trimmed by discarding all layers below the at-
mosphere matching point in the averaged 3D model, and all
layers above the interior matching point in the 1D model.
They are then conjoined to obtain the patched 1D model
that ranges from the stellar centre to the upper atmosphere
(τ ∼ 10−6). Pulsation calculations are performed with the
Aarhus adiabatic oscillation package (adipls, Christensen-
Dalsgaard 2008) using the patched model as input. Theo-
retical radial mode frequencies are compared with measured
values for all stars investigated, and reasonable agreement
is found between the two in each case as demonstrated in
Fig. 2. The agreement in individual (radial) mode frequen-
cies, in conjunction with the fact that Teff , log g and [Fe/H]
of 1D model are close to the observationally inferred values,
indicates that our patched models realistically describes the
structure of target stars.
3 MODE EXCITATION, DAMPING AND
AMPLITUDE
Solar-like oscillations are p-modes driven by near-surface
convection: fluctuations of thermodynamic quantities and
turbulence caused by convection stochastically excite nor-
mal modes of the star to finite amplitude. Meanwhile, solar-
like oscillations are dissipated by the same mechanisms that
excite them (Houdek & Dupret 2015). The final mean os-
cillation amplitude results from the balance between energy
injection (excitation) rate and energy dissipation (damping)
5 At all other convection boundaries, such as the bottom bound-
ary of surface convection zone, fov is still a free parameter.
rate. In this section, we quantify both the excitation and
damping rate of radial oscillations for our target stars from
the theoretical angle. Mode excitation and damping rates
are computed from 3D atmosphere and 1D patched mod-
els, which then allows an estimation of mode amplitude and
νmax.
Excitation rates are calculated based on Eq. 16 of Zhou
et al. (2019)6,
Pexc(ω) =ω
2Abox
8TtotE0
[(∫ rsurf
r3D bot
∂ξr
∂r
Re
{F [δP¯nad]} dr)2
+
(∫ rsurf
r3D bot
∂ξr
∂r
Im
{F [δP¯nad]} dr)2] , (7)
where F represents the Fourier transform from time to fre-
quency domain. The terms ω, Abox and Ttot stand for angular
frequency, horizontal area of 3D simulation, and total time
duration of 3D simulation, respectively. The term E0 repre-
sents mode kinetic energy per unit surface area (Nordlund
& Stein 2001 Eq. 63; Zhou et al. 2019 Eq. 17):
E0 =
ω2
2
∫ rsurf
0
ρξ2r (r)
(
r
Rphot
)2
dr, (8)
which is constant at given frequency. Here ξr is the radial
amplitude function (also called mode eigenfunction). It is
calculated from 1D patched model using adipls. Its gradi-
ent, ∂r ξr , represents the local compression of the fluid due to
oscillations. δP¯nad is the horizontally averaged non-adiabatic
pressure fluctuation, which includes all non-adiabatic effects
such as entropy fluctuation and turbulence (Reynolds stress)
caused by convection (Nordlund & Stein 2001). The time-
dependent non-adiabatic pressure fluctuation is computed
from the 3D simulation, then transferred to frequency space
for the evaluation of excitation rate Pexc. Eq. (7) is inte-
grated from the bottom of simulation domain r3D bot to the
uppermost point of the patched model rsurf , as δP¯nad is acces-
sible in practice only through the 3D simulation. Eq. (7) im-
plies that mode excitation results from the coupling between
6 Re{ f } (Im{ f }) means the real (imaginary) part of complex
function f .
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Figure 3. Excitation rates as a function of cyclic frequency for our target stars computed via Eq. (7). Theoretical excitation rate of
the Sun (see Fig. 6 of Zhou et al. 2019) is also shown for comparison. The curves are smoothed from the original simulation data with
Gaussian kernels whose FWHM are 0.47, 0.39, 0.16, 0.16, 0.11 mHz for the Sun, KIC 6225718, Procyon, β Hydri, δ Eri, respectively.
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Figure 4. Theoretical damping rates for KIC 6225718 computed
based on Eq. (9). Simulation results (raw data are blue trian-
gles, smoothed data are green dashed-dotted, magenta dotted,
and cyan dashed lines) are divided by pi to compare with ob-
served l = 0 mode line width (black dots with errorbars repre-
senting uncertainty) from Lund et al. (2017). The green and ma-
genta curves are obtained by taking the running mean of the raw
simulation data with a width of three and five data points, re-
spectively, whereas the cyan dashed line results from smoothing
the raw simulation data by a Gaussian kernel with an FWHM
equal to 0.18 mHz. The red solid line represents η/pi for this star
computed from 1D non-local, time-dependent convection model
(Houdek et al. 2019).
oscillations and convection. Excitation rates as a function of
frequency are shown in Fig. 3 for the four target stars. We
refer the reader to Nordlund & Stein (2001), Stein & Nord-
lund (2001) and Zhou et al. (2019) for detailed derivation
of Eq. (7) and explanations about how components of this
equation are computed numerically.
The dissipation of oscillation energy is quantified by the
damping rate η, which describes how fast an oscillation mode
looses its kinetic energy by a factor of e if there is no ex-
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KIC 12317678
Figure 5. Theoretical damping rates for Procyon. The cyan
dashed line is smoothed from raw simulation data by a Gaus-
sian kernel with an FWHM equal to 0.1 mHz. The grey-shaded
band is the measured mean line width (with uncertainty) con-
verted from the mean mode lifetime provided in Bedding et al.
(2010). Black dots and errorbars are radial mode line width of star
KIC 12317678 measured by Lund et al. (2017). The fundamental
parameters of KIC 12317678 are close to Procyon therefore it is
shown for comparison as well.
ternal energy supply. Damping processes broaden the power
spectrum of the mode, shaping it to a Lorentzian profile
centred at the eigenfrequency of the mode. The width of the
Lorentzian envelope (line width Γ), an observable in astero-
seismology, is connected to the damping rate by Γ = η/pi if
the observational time series is much longer than the mode
lifetime (Chaplin et al. 2005). Throughout the paper, we
confine our discussions to linear damping rates, which are
derived assuming non-adiabatic effects can be treated as
first-order perturbation to adiabatic oscillations. Nonlinear
interactions are not likely to contribute significantly to the
damping of radial modes for stars investigated in this work,
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Figure 6. Theoretical damping rates for β Hydri. The cyan
dashed line is smoothed from raw simulation data using a Gaus-
sian kernel with an FWHM equal to 0.1 mHz. Mean line width
for β Hydri is from Bedding et al. (2007), and KIC 7747078 is a
subgiant whose basic parameters are close to β Hydri (line width
from Li et al. 2020).
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Figure 7. Predicted damping rates for δ Eri are compared with
measured line width of KIC 5689820 (Li et al. 2020), a star that
has similar stellar parameters as δ Eri. The cyan dashed line is
smoothed from raw simulation data using a Gaussian kernel with
an FWHM equal to 0.07 mHz.
according to the results from Kumar et al. (1994). The ex-
pression of (linear) damping rate for radial oscillations is:
η =
ω
∫ ytop
ybot
Im
{(δρ¯∗/ρ¯0)δP¯nad} dy
4mmode |V(Rphot)|2
(9)
(see Appendix A1 for derivation). Here, the asterisk repre-
sents the complex conjugate, and mmode and V are mode
mass per unit surface area and vertical velocity amplitude,
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Figure 8. Predicted photosphere velocity amplitude for KIC
6225718, as evaluated using Eq. (10). The green dashed-dotted,
magenta dotted, and cyan dashed lines represent theoretical re-
sults from different smoothing options for damping rates (see
Fig. 4). Black dots represent the estimated velocity amplitude for
the same star converted from the observed flux variations (Lund
et al. 2017) using the empirical relation in Kjeldsen & Bedding
(1995). The black vertical dotted line marks the observed νmax.
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Figure 9. Similar to Fig. 8, but photosphere velocity amplitude
for Procyon. The smoothed mean radial velocity, measured by
Arentoft et al. (2008, black solid line), has been divided by the
projection factor 0.712 in order to convert to kinematic velocity
amplitude.
respectively. The denominator is proportional to the kinetic
energy of the mode. The integral in the numerator is the
work integral, which is proportional to the energy loss rate
of the mode. In practice, this is evaluated from the bot-
tom (ybot) to the top (ytop) of the simulation domain along
the vertical (y) direction, because outside the 3D simula-
tion domain δPnad is unobtainable. The value of the work
integral is determined by the magnitude of density fluctua-
tion δρ and the non-adiabatic pressure fluctuation, as well
as the phase difference between them; further detail about
how components of Eq. (9) are computed can be found in
Appendix A2. Theoretical damping rates, both raw simula-
tion data and smoothed results, are divided by pi in order to
compare directly with measured radial mode line widths, as
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Figure 10. Predicted photosphere velocity amplitude for β Hydri
is compared with measured mean radial velocity by Bedding et al.
(2007).
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Figure 11. Similar to Fig. 10 but for δ Eri. Mean radial velocity
(black solid line) is measured by SONG and data provided by
E. Bellinger and T. Arentoft.
depicted in Figs. 4-7 for the four target stars. In all cases,
the Gaussian kernel used to smooth the raw simulation data
has an FWHM ≈ 1.75∆ν. We note that only mean line width
(converted from the mean mode lifetime tmode = η−1 de-
rived in Bedding et al. 2010) is available for Procyon. In
order to facilitate more detailed comparison, we also include
frequency-dependent line width data of KIC 12317678 from
the Kepler LEGACY sample (Lund et al. 2017) in Fig. 5.
The basic parameters of KIC 12317678 are Teff = 6580 ± 77
K, log g = 4.048+0.009−0.008 dex, [Fe/H] = −0.28 ± 0.1 dex (Lund
et al. 2017), suggesting that this star is similar to Procyon
so it is likely to be comparable to our simulation results. The
situation for β Hydri is similar: individual mode line widths
are currently not available. Therefore, we also show the ob-
served frequency-dependent line widths of a Kepler subgiant
with similar fundamental stellar parameters (KIC 7747078,
Teff = 5903±74 K, log g = 3.90±0.01 dex, [Fe/H] = −0.22±0.15
dex; stellar parameters, mode frequencies and line width
data provided by Yaguang Li, private communication) for
comparison. For δ Eri, currently no line width information
is available and therefore we compare our theoretical results
with radial mode line widths of the similar star KIC 5689820.
The balance between stochastic excitation and mode
damping dictates the final mean amplitude of the mode.
With the excitation and damping rate both quantified, the
mean kinematic velocity amplitude at the photosphere due
to one oscillation mode can be evaluated via
V =
√
2Pexc
Mmodeη
(10)
(Zhou et al. 2019 Eq. 25), where Mmode is mode mass de-
fined in Aerts et al. (2010) Eq. 3.140 (not to be confused
with mode mass per unit area mmode). The excitation and
damping rates used in Eq. (10) come from smoothed, rather
than raw, simulation data in order to mitigate the effects
of random fluctuations found in the latter and make the
theoretical V more comparable with observations (note that
the published observed radial velocity power spectra have
already been smoothed to ensure the extracted oscillation
amplitudes are independent of the stochastic effects of the
mode excitation and damping). The thus computed kine-
matic velocity amplitudes for KIC 6225718, Procyon, β Hy-
dri and δ Eri are shown in Figs. 8-11, respectively.
However, what is obtained from the spectroscopic mea-
surements of stellar oscillations is not V directly, but the
mean radial velocity v, whose physical source is kinematic
velocity but which is also impacted by limb darkening and
other geometric effects. The relation between radial and
kinematic velocity is quantified by the projection factor,
which depends on the mode quantum number and the wave-
length at which the spectral line is measured. Bedding et al.
(1996) and Kjeldsen et al. (2008) have calculated the pro-
jection factor for radial oscillations, measured at 550 nm
wavelength, to be 0.712. We adopt this value for all stars
included in this work, i.e. v = 0.712V , to make comparison
between simulation and observation possible. Meanwhile, we
note that for KIC 6225718, stellar oscillations are identified
by measuring brightness changes using photometry. In this
scenario, the asteroseismic observable is the flux variation
representing the change in surface temperature induced by
oscillations. In view of this, we convert the observed flux
variation to radial velocity using the empirical relationship
proposed by Kjeldsen & Bedding (1995, their Eq. 5), then
divide the estimated radial velocity by 0.712 to compare di-
rectly with our simulation results.
4 DISCUSSION
Our results presented in Sect. 3 not only provide insights
into the physical processes responsible for the driving and
damping of radial oscillations for individual stars, but also
allow comparison among different types of stars. In Sect. 4.1,
we compare the theoretical damping rates and velocity am-
plitudes with observation and estimate theoretical νmax for
our sample stars. We then discuss the connection between
mode excitation/damping and global properties of stars
(Sect. 4.2), and explore how radial oscillations are damped
in the near-surface region of the star based on simulation
results (Sect. 4.3).
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4.1 Does 3D surface convection simulations agree
with observation?
The theoretical damping rates for KIC 6225718 agree with
observational data in general, as shown in Fig. 4. The ob-
served damping rates demonstrate a dip around 2.2 mHz,
which is also predicted in the simulation results, albeit at
slightly lower frequencies. However, below 1.9 mHz, we sys-
tematically underestimate the damping rates, with the dis-
crepancy becoming larger toward lower frequencies. This
misalignment is associated with the limited vertical size of
the 3D simulation. As also pointed out in Zhou et al. (2019),
because the work integral is truncated at the bottom of the
simulation box, contributions from deeper layers are omit-
ted. This has greater influence on the low-frequency radial
modes, as they have more substantial oscillation amplitudes
in the deep stellar interior than high-frequency ones. We
demonstrate this effect explicitly in Sect. A2.2. According
to Eq. (10), the magnitude of the damping rates has a di-
rect impact on the velocity amplitudes. For KIC 6225718,
good agreement between theoretical and observationally in-
ferred velocity amplitudes is achieved above 2 mHz, as seen
from Fig. 8. However, below 2 mHz, we over-predict the ve-
locity amplitude, which is a consequence of underestimating
the damping rates in this frequency range. The errors below
2 mHz prevent us from obtaining a clear bell-shape V − ν
curve that resembles observation. Nevertheless, the synthe-
sized velocity amplitudes clearly show a local peak located
between 2.25 and 2.45 mHz, which enables an estimate for
theoretical νmax. We are aware that the exact value of the-
oretical νmax is somewhat ambiguous because it depends on
how the raw simulation data is smoothed. To this end, only
an estimated theoretical νmax value is provided. In the case
of KIC 6225718, νmax obtained from 3D simulations is in the
vicinity of 2.3 mHz which is consistent with the measured
value νmax,obs = 2.364 mHz.
For Procyon, theoretical damping rates are compared
with observation in Fig. 5. Between 0.75 mHz and 1.4 mHz,
our results fall nicely in the uncertainty range of observa-
tionally inferred mean damping rate, indicating a general
consistency between modelling and observation. Meanwhile,
damping rates predicted from the 3D simulations demon-
strate two noticeable features that differ from the other three
stars investigated in this work. First, above 0.8 mHz, η is
nearly constant with frequency. Second, the depression of
η in a certain frequency range, which is a common charac-
teristic of solar-like oscillations, is not recognizable for Pro-
cyon. These features are likely to be physically real rather
than caused by numerical errors because a similar trend is
also seen for the measured damping rates of KIC 12317678,
whose basic stellar parameters are close to those of Procyon.
The underlying reason for the absence of the depression in
η will be investigated in Sect. 4.3. The predicted velocity
amplitudes, however, are systematically higher than the ob-
served values, especially between 0.9 mHz and 1.1 mHz,
where V is overestimated by a factor of 2 (Fig. 9). Since the
damping rates are consistent with observation overall, this
disagreement stems from the excitation rate which is likely
to be over-predicted. The reason for this will be investigated
further in future work.
In the case of β Hydri, encouraging agreement between
the modelled and measured mean damping rate are attained,
as shown in Fig. 6. The simulations predict a dip in η located
between 0.95 mHz and 1 mHz, which is reasonable as the de-
pression of the damping rate commonly appears near νmax of
the star. Comparing with the frequency-dependent damping
rates of the similar subgiant KIC 7747078, we find that our
predictions resemble observations at high frequencies (ν & 1
mHz) but are underestimated in the low-frequency regime
(ν . 0.9 mHz). The underlying reason is the same as in the
case of KIC 6225718: limited vertical coverage of 3D simu-
lation truncates the work integral. The errors on η at low
frequencies then propagate into the theoretical velocity am-
plitude, resulting in higher values than what are measured
from observation (Fig. 10). Nevertheless, it is still possible to
make an estimation of theoretical νmax from the local peak
of V near 1 mHz. We conclude that νmax of β Hydri predicted
from numerical simulations resides in the neighbourhood of
0.98 mHz, which conform with observation.
For δ Eri, the calculated damping rates agree reason-
ably well with observations (note that here theoretical η
are compared with observations from a similar star, rather
than δ Eri itself). The predicted dip is located at 0.65 mHz,
which is consistent with the observed dip. The main dis-
crepancy between simulation and observation takes place
between 0.7 mHz and 0.8 mHz, where theoretical results
are larger than measured values for reasons that are not en-
tirely clear. In this case, the discrepancy is likely not due
to the time duration or limited vertical scale of the artifi-
cial driving simulations, because we have verified that (1)
doubling the simulation timespan does not affect the damp-
ing rate result noticeably, and (2) the contribution from the
deep layers of the simulation to the work integral is small
(especially for ν & 0.7 mHz artificial driving simulations),
implying that the vertical size of simulation is sufficient for
modelling mode damping in this frequency range. Turning
to velocity amplitude, our theoretical results generally agree
with observations both in magnitude and in the shape of
the V − ν curve. The predicted νmax, which is estimated to
be around 0.65 mHz, also matches the observed νmax (0.677
mHz) for δ Eri.
When comparing simulation results with observations,
one should keep in mind that magnetic fields, which are ubiq-
uitous in stars but not included in our simulations, do inter-
act with acoustic oscillations. Helioseismic analysis of low
degree p-modes over the solar cycle (Chaplin et al. 2000)
has demonstrated that mode excitation is not sensitive to
magnetic fields. Damping rates (line widths) however, in-
crease with increasing magnetic activity7. The net effect is
that with increasing solar activity, the amplitude of solar
p-modes decreases. The suppression of oscillation amplitude
due to magnetic activity has also been confirmed in other
solar-like oscillating stars (Bonanno et al. 2019). With this
in mind, and noting that the signature of stellar activity was
found in Procyon (Huber et al. 2011a), it is worth discussing
the potential influence of magnetic fields on our results. For
the Sun, Chaplin et al. (2000) measured a ≈ 25% increase
7 A crude explanation is that granules become smaller as mag-
netic field strength increases (see Nordlund et al. 2009 and ref-
erences therein). The decreased granule size gives rise to larger
damping rates near νmax, according to the calculation by Houdek
et al. (2001).
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Figure 12. The relationship between maximum excitation rate
and luminosity-mass ratio of the star is shown. Solid, dashed
and dashed-dotted lines are relations derived in Samadi et al.
(2007, their Fig. 6), with label “Lorentzian”, “Gaussian” and “Ex-
ponential” represent different analytical models for turbulence in
their calculations (detailed in Samadi et al. 2007 and references
therein). Black star symbols are results from our simulations,
where Pexc,max are evaluated by taking the maximum value of the
smoothed excitation rates (not the raw simulation data in order
to avoid strong fluctuations) and L/M are obtained from mesa
models.
in damping rates from solar activity minimum to maximum.
Assuming the influence of stellar activity on damping rates
and mode amplitudes in Procyon is qualitatively the same
as the solar case, the presence of magnetic fields will results
in slightly larger damping rates, and thus slightly smaller V
compared to predictions from our simulations.
Although disagreements and uncertainties exist, the
comparison between oscillation properties obtained from
simulations against observations shows great promise. In all
cases, encouraging agreement between the two is achieved.
Without introducing any tunable parameter in our calcula-
tions, the computed damping rates and velocity amplitudes
are of the same order of magnitude as the corresponding
measured values, and in most cases, the η − ν and V − ν
relations also resemble observation. Theoretical νmax values
estimated from our simulations are consistent overall with
the corresponding measurements. These indicate that our
numerical approach for modelling the excitation, damping
and amplitude of radial oscillations is applicable not only to
the Sun (demonstrated in Zhou et al. 2019) but also to other
solar-type oscillators.
4.2 What is the relationship between
excitation/damping rate and fundamental
stellar parameters?
We are now in a position to study the relationship between
mode excitation/damping and fundamental parameters of
these stars. We emphasize that our sample size is too small
to establish a quantitative relation, but we can discuss the
qualitative behaviour.
The trend in excitation rate is similar for all stars in-
vestigated: mode excitation is weak at low frequencies, then
increases with frequency to a plateau that contains νmax be-
fore slightly declining at higher frequencies. The underlying
reason is explained in, for example, Stein & Nordlund (2001)
and Zhou et al. (2019). In brief, at low frequencies, relatively
weak local compression caused by the low-frequency mode
limits the excitation rate (i.e. small ∂r ξr in Eq. (7)). At
high frequencies, on the contrary, mode excitation is lim-
ited by convection because non-adiabatic pressure fluctua-
tion decreases with increasing frequency (i.e. small δPnad in
Eq. (7)).
We note that excitation rate is overall greater in hotter
(higher Teff) stars, which is clearly observed by comparing
the Sun and KIC 6225718, or β Hydri and Procyon, as their
surface gravities are similar. The correlation between Pexc
and Teff can be understood by considering the heat transport
near the photosphere: Stronger radiative cooling and larger
convective flux near photosphere are required to transport
more energy in hotter stars (Stein et al. 2004). Larger radia-
tive and convective fluxes then give rise to greater entropy
fluctuation and stronger velocity field, which directly results
in more energy supply from convection to oscillations via the
stochastic excitation mechanism. The relation between Pexc
and global stellar parameters has been empirically quanti-
fied by Samadi et al. (2007), who suggested that excitation
rate should scale with the luminosity-mass ratio (essentially
the same as T4eff/g),
Pexc,max ∝ (L/M)s, (11)
where Pexc,max is the maximum excitation rate of the star
and s is a slope to be fixed by fitting to numerical results.
The linear relation between logPexc,max and log(L/M) ob-
tained in Samadi et al. (2007) from their semi-analytical
calculations of excitation rates for difference stars, together
with results from our 3D simulations, are demonstrated in
Fig. 12. Our numerical results obey this scaling law, indi-
cating excitation rates evaluated in this work are consistent
with Samadi et al. (2007), although our method is radically
different from theirs.
Damping rates are believed to depend on global stellar
parameters as well. The scaling relation for damping rates
was first proposed by Chaplin et al. (2009). Based on ob-
servational data and their pulsation calculations, they sug-
gested damping rates near νmax should be proportional to
the fourth power of the effective temperature. The positive
correlation between η near νmax and Teff was subsequently
confirmed by Appourchaux et al. (2012) and Vrard et al.
(2018) for main-sequence, subgiant and red giants observed
by Kepler. Owing to the limited sample size and errors on
theoretical damping rates near νmax, we do not attempt to
present a quantitative relation between η and Teff . Nonethe-
less, by comparing two cooler stars (δ Eri and β Hydri,
Figs. 7 and 6) with the two hotter stars (KIC 6225718 and
Procyon, Figs. 4 and 5), it is obvious that damping rates
(near νmax) predicted from simulations increase with effec-
tive temperature of the star, which qualitatively agrees with
observations.
The magnitude of the damping rate is determined in
part by the work integral, and thus the density and non-
adiabatic pressure fluctuations (Eq. (9)). As demonstrated
in Magic et al. (2013b, their Figs. 2 and 3), fluctuations in
thermodynamic quantities are stronger in hotter stars be-
cause of the relatively larger convective velocity field. Their
findings offers insights into the positive correlation between
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η and Teff : in hotter stars, stronger fluctuations in density
and pressure result in larger damping rates8. It is worth not-
ing that both excitation and damping rates are positively
correlated with effective temperature, which is not surpris-
ing because solar-like oscillations are excited and damped by
the same physical process: turbulent convection (Houdek &
Dupret 2015; Zhou et al. 2019). Therefore, their relationship
with global stellar parameters should be similar.
We now proceed to the relation between νmax and funda-
mental stellar parameters, one of the most important scaling
relations in asteroseismology. As first suggested by Brown
et al. (1991) and Kjeldsen & Bedding (1995), νmax of a solar-
like oscillating star should scale with its surface gravity and
effective temperature, νmax ∝ g/
√
Teff . By scaling from the
solar values, the thus evaluated νmax are 2.26 mHz for KIC
6225718, 1.07 mHz for β Hydri and 0.70 mHz for δ Eri, which
broadly agree with our theoretical results. Given that the-
oretical νmax are estimated from ab initio hydrodynamical
simulations – an approach completely independent of the
νmax scaling relation – we claim the overall validity of the
νmax scaling relation is supported at solar-metallicity from a
theoretical angle.
In this work, we have successfully derived the relation-
ship between excitation and damping rates and fundamental
stellar parameters from a purely theoretical perspective: Ex-
citation and damping rates near νmax of the star are both
positively correlated with the effective temperature, consis-
tent with previous theoretical investigations and empirical
findings for solar-type oscillating stars. In addition, theo-
retical νmax estimated from simulations scales with g/
√
Teff ,
confirming qualitatively the νmax scaling relation at solar-
metallicity. These findings suggest that our numerical ap-
proach for modelling the excitation and damping of radial
modes is valid across a wide range of effective temperatures
and surface gravities. With more detailed numerical simula-
tions that cover additional {Teff, log g, [Fe/H]} combinations,
especially including red giant branch stars, which are impor-
tant in Galactic archaeology (e.g. Casagrande et al. 2016)
but have not yet been studied with 3D models, it should
be possible to quantify the relationship between Pexc, η and
fundamental stellar parameters and even to quantify the de-
parture (if any) from the widely-used νmax scaling relation
from 3D surface convection simulations.
4.3 What is the underlying physics of mode
damping?
Apart from quantifying the value of the damping rates at
different frequencies, it is also worthwhile to understand the
physics behind mode damping, an important topic that is
difficult to probe by observation. In this section, we will ex-
plore two relevant questions based on the simulation results:
(1) Which part of the star contributes most to mode damp-
ing, and hence dictates the final value of η? (2) The dip in
damping rate near νmax is a common feature in the η − ν
8 We are aware that the explanation provided here might not
cover the whole picture of the η − Teff relation, because damping
rate is not only affected by the strength of fluctuations in density
and pressure but also by the phase difference between them, and
the mode kinetic energy also plays a role (see Eq. (9)).
curve, but why is it less pronounced in warm turn-off stars
like Procyon?
To answer question (1), we show in Fig. 13 the cumu-
lative work integral distribution in the entire simulation do-
main, which reflects contributions to damping from differ-
ent locations in the atmosphere and upper convection zone.
Increasing work integral (with geometric depth) means pos-
itive work is done by the mode at the corresponding lo-
cation, suggesting the mode is damped there. Conversely,
decreasing work integral means negative work, indicating
that the mode is growing locally. Fig. 13(b) clearly demon-
strates several damping and growth regions for an example
simulation mode, and the relative strength between damp-
ing and growth determines the stability of this mode. Al-
though modes (in the same star) with different frequencies
are damped and driven in different regions, they have some
features in common. As observed from Fig. 13(a), all three
modes shown are damped in the stellar atmosphere (neg-
ative geometric depth). Moving inward, there is a growth
region just below the photosphere where temperature strat-
ification is highly superadiabatic (see e.g. Fig. 25 in Magic
et al. 2013a), implying tight connection between mode en-
ergy gain/loss and over-adiabaticity. Intermediate- and high-
frequency modes are mostly damped in deeper layers, and
their cumulative work integral becomes nearly flat when ap-
proaching the bottom of simulation domain. The latter in-
dicates that the vertical size of the simulation box is suffi-
cient for modelling damping processes for these two modes.
The low-frequency mode, however, demonstrates broader re-
gions of damping and growth, in agreement with Balmforth
(1992a) for low-frequency p-modes in the Sun. The fact that
discernable regions of damping and growth are present down
to the bottom of the simulation domain also suggests that
extra contributions to the damping of the low-frequency
modes from the deep interior are omitted because of the
limited vertical size of simulation, as discussed in Sect. 4.1.
Regarding question (2), Procyon is not an anomalous
case showing an “odd” η − ν relation, but rather a typical
representation of warm stars. Both observation (Appour-
chaux et al. 2014) and theoretical investigation (Houdek
et al. 2019) have confirmed that the dip in η near νmax be-
comes less obvious with increasing Teff , and above ∼ 6300 K
it is hardly seen (demonstrated in Fig. 3 of Appourchaux
et al. 2014 and Figs. A1-A3 of Houdek et al. 2019). There-
fore, a more appropriate question may be: why does the
dip in η disappear in warm (Teff & 6300 K) stars? To an-
swer this, one should first understand the physical origin
of the damping rate dip, which is explained in Balmforth
(1992a) for the solar case. In short, at frequencies where
the damping rate dip occurs, destabilizing effects from the
thermal pressure fluctuations largely cancel the stabilizing
effects from convective turbulence, leaving a relatively small
η compared to lower or higher frequencies, where the can-
cellation is relatively less severe. Here, we show the relative
importance of thermal processes (radiative and convective
heat transport) and turbulence to mode damping by dis-
playing |ηther/(η − ηther)| in Fig. 14 for four stars investigated
in this work, where ηther represents contributions to damp-
ing rates from thermal pressure fluctuations while η − ηther
mainly reflects damping due to turbulent pressure. Larger
|ηther/(η − ηther)| thus signifies that thermal processes have
a greater impact on the total damping rate. As illustrated
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Figure 13. 13(a): Normalized cumulative work integral distributions within the simulation domain for three example simulation modes,
computed from artificial driving experiments for KIC 6225718 with driving frequency νd equals to 1818 µHz (low-frequency), 2121 µHz
(intermediate-frequency) and 2996 µHz (high-frequency), respectively. Here, the work integral is integrated from the top (left side of
the figure) to the bottom of the simulation domain and normalized by its total value, therefore at the top the cumulative work integral
is 0 while at bottom it is always 1. Zero geometric depth corresponds approximately to the photosphere. 13(b): Similar to 13(a), but
illustrating the damping and growth region of a simulation mode computed from an artificial driving experiment for δ Eri. Noticeable
damping and growth areas are shaded in cyan and pink, respectively.
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Figure 14. The ratio between ηther and η − ηther at different fre-
quencies for all four target stars. Frequencies are normalized by
the measured νmax of the corresponding star (see table 2, note
that for Procyon frequencies are normalized by 1 mHz because
the value of νmax is uncertain for this star). All data presented
here are computed from artificial driving simulations without any
smoothing.
in Fig. 14 for Procyon and KIC 6225718, |ηther/(η − ηther)|
near νmax is typically less than 0.3, whereas in the other two
cooler stars, it is ∼ 0.5 near νmax. Although our sample is not
large enough to draw a definite conclusion, it is very likely
that thermal processes are less influential in mode damp-
ing for warm stars. As thermal processes are responsible
for destabilizing modes with frequency near νmax, relatively
large (relative to the contribution from turbulence) negative
ηther will hence depress η near νmax, which is the situation of
δ Eri and β Hydri. In warm stars, however, thermal processes
are not significant enough to leave noticeable fingerprints on
the η − ν curve, which is dominated by contributions from
the convective motion.
In addition, we clarify the connection between the mix-
ing length parameter αMLT and the damping rate dip, which
is discussed in Balmforth (1992a) and Appourchaux et al.
(2014). Balmforth (1992a) has shown that the damping rate
dip predicted for the Sun becomes less pronounced with in-
creasing αMLT. On the other hand, αMLT calibrated from 3D
convection simulations decreases with increasing Teff (Lud-
wig et al. 1999; Trampedach et al. 2014b; Magic et al. 2015).
Given that the damping rate dip becomes less obvious with
increasing Teff , both observationally and from our simula-
tions, at first glance it seems these two conclusions contra-
dict each other. However, both conclusions can in fact be
valid. In the Sun, for example, increasing αMLT results in
more efficient convective heat transfer. That is, an equal
amount of heat can be carried in a region with less over-
adiabaticity, causing the superadiabatic temperature gradi-
ent to become smaller near the surface (Joyce & Chaboyer
2018). Consequently, the destabilizing effects from thermal
processes decrease. The larger velocity field with increasing
αMLT strengthens the contribution from convective turbu-
lence to mode damping. These two factors together make
thermal processes less significant, thus translating to a less
pronounced damping rate dip when assuming larger αMLT.
Comparing stars with different Teff , we see that in warmer
stars, the superadiabatic temperature gradient is larger near
the photosphere, as predicted from 3D simulations (Magic
et al. 2013a). Therefore, the calibrated αMLT is smaller and
thermal processes are stronger. Nevertheless, the velocity
field and convective turbulence are also much stronger in
warmer stars and the contribution from convective turbu-
lence to mode damping increases with Teff as well. As dis-
cussed above, it is the relative importance between ther-
mal processes and convective turbulence that determines the
shape of the η−ν curve. Since thermal processes are relatively
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less influential in hot stars, the dip in η is less recognizable,
which does not conflict with a comparatively small αMLT.
5 CONCLUSIONS
In this work, we quantified the excitation and damping rates
of radial p-modes based on detailed modelling of both the
atmospheres and interiors of four key benchmark stars ex-
hibiting solar-like oscillations. We adopted the theoretical
framework of Nordlund & Stein (2001), Stein & Nordlund
(2001) and Zhou et al. (2019) for the evaluation of mode
excitation rates. For all target stars, components of the ex-
pression of excitation rate are computed directly from the
corresponding 3D model atmosphere and patched 1D stel-
lar structural model. The expression of linear damping rate
was derived from the first-order perturbation theory where
non-adiabatic effects are treated as small perturbations to
adiabatic oscillations. In order to extract reliable damping
rates from 3D simulations using analytical formula (9), it
is necessary to separate the density fluctuation δρ caused
by pulsation from “convective noise.” To this end, we car-
ried out artificial mode driving simulations where a target
radial oscillation is artificially driven to large amplitude so
that δρ at the driving frequency results predominantly from
pulsation. Theoretical damping rates at each frequency are
computed from such numerical experiments and compared in
detail with observed frequency-dependent line widths. En-
couraging agreement is achieved between simulations and
observation: For all four stars investigated, our numerical
damping rates are of the same order of magnitude as the
corresponding measured values, and in most cases the η − ν
relation matches observation. This validates our numerical
approach for calculating the damping rate for radial modes.
Based on the excitation and damping rates, we calcu-
lated the velocity amplitudes from which theoretical νmax
values are estimated. Our results are compared against
the corresponding observations. In particular, the estimated
νmax is consistent overall with measured values. This finding
foreshadows exciting opportunities for predicting this impor-
tant asteroseismic observable for solar-type oscillators from
first principles using 3D hydrodynamical simulations.
Studying several stars also allows for comparison be-
tween excitation/damping rates and fundamental stellar pa-
rameters. Qualitative relationships between Pexc, η, νmax and
Teff , g were found from our simulations. Namely, both ex-
citation and damping rates are positively correlated with
the effective temperature, which accords with empirical re-
lations derived from other theoretical investigations (Samadi
et al. 2007) and those summarised from observations (Chap-
lin et al. 2009). Meanwhile, theoretical νmax values estimated
from our simulations broadly obey the νmax scaling relation,
reaffirming it at solar-metallicity.
These facts, in combination with the results for the Sun
(Zhou et al. 2019), suggest that our method of modelling the
excitation and damping of solar-like radial mode oscillations
is valid across a wide range of effective temperatures and sur-
face gravities, especially given that there are no tunable free
parameters in our formulations used to “fit” the theoretical
results to observational data. In addition, our method en-
ables deeper understanding of the underlying physics behind
mode excitation and damping. The former was discussed in
detail in Zhou et al. (2019). In this work, we explored where
exactly radial oscillations are damped in the near-surface
region based on the artificial mode driving simulations and
concluded that intermediate- and high-frequency modes are
mostly damped just below the photosphere, whereas low-
frequency modes demonstrate broader regions of growth and
damping. The physics of the damping rate dip near νmax was
also discussed, and we have addressed the question of why
the damping rate dip becomes less pronounced in warmer
stars – thermal processes, which tend to destabilize modes
and cause the dip near νmax, have relatively lesser impact on
the total damping rate in warmer stars.
We caution however, that disagreements do exist be-
tween simulations and observations. For example, for Pro-
cyon, it seems that 3D simulations overestimate excitation
rates. At lower frequencies, we tend to underestimate damp-
ing rates because of the limited simulation domain. All these
indicators suggest room for improvement to our numeri-
cal methods or indicate the necessity of more detailed nu-
merical simulations. More detailed 3D surface (magneto-
)convection simulations with higher numerical resolution
and deeper vertical coverage may be helpful towards improv-
ing the agreement between theory and observation. Mean-
while, a larger number of such simulations that covers ad-
equate {Teff, log g, [Fe/H]} combinations could be used to
quantify the relationship between mode excitation/damping
and fundamental stellar parameters. It may even be possible
to quantify the departure, if any, from the widely-used νmax
scaling relation from an entirely theoretical angle.
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APPENDIX A: LINEAR DAMPING RATES
In this appendix, we derive the expression for the linear
damping rate used in the main text from basic fluid equa-
tions, and elaborate on the numerical technique we devel-
oped to extract the damping rates from 3D simulations.
A1 Theoretical formulation
It is necessary to investigate how non-adiabatic processes
will affect stellar oscillation for the calculation of the damp-
ing rate. In this section, we employ a simplified approach
to include non-adiabatic effects on radial p-mode by regard-
ing them as small perturbations. The perturbation will shift
the p-mode frequency and introduce an exponential atten-
uation term in the mode amplitude. The latter is relevant
to the damping rate. Similar discussions and derivations can
be found also in, e.g., Shapiro & Teukolsky (1983) and Aerts
et al. (2010).
We begin with the fluid momentum equation, and, as-
suming that the system is subjected to no external force
other than gravity,
dv j
dt
= − 1
ρ
∇jP − ∇jΦ, (A1)
where v, ρ, P and Φ are fluid velocity, density, pressure and
gravitational potential, respectively. The index j denotes the
three components in Cartesian coordinates. The perturbed
momentum equation then writes
δ
(
dv j
dt
+
1
ρ
∇jP + ∇jΦ
)
= 0, (A2)
with the symbol δ representing Lagrangian perturbation
(Eulerian perturbation is denoted by superscript ′). Expand-
ing Eq. (A2) gives
d2ξ j
dt2
− δρ
ρ20
∇jP0 + 1
ρ0
∇j (δP) − 1
ρ0
(∇jξk )(∇kP0)
+ ∇jΦ′ + ∇jξk∇kΦ0 − (∇jξk )(∇kΦ0) = 0.
(A3)
Here ®ξ is the fluid displacement vector, and subscript “0”
stands for quantities in equilibrium state. The relation be-
tween Eulerian and Lagrangian perturbation is used to ob-
tain Eq. (A3). Also, the Einstein summation convention is
applied throughout this section unless otherwise specified.
Eq. (A3) can be simplified using the hydrostatic equilibrium
equation to
∇jP0 + ρ0∇jΦ0 = 0. (A4)
The perturbation to density is related to the fluid displace-
ment vector ®ξ by the perturbed fluid continuity equation
δρ = −ρ0∇kξk . (A5)
And for radial perturbations of a spherical star, the rela-
tion between perturbed gravitational potential and fluid dis-
placement is (Shapiro & Teukolsky 1983 chapter 6.3)
∇jΦ′ = −4piGρ0ξ j, (A6)
where G is the gravitational constant. Plugging Eqs. (A4),
(A5) and (A6) into Eq. (A3), we have
d2ξ j
dt2
+
1
ρ0
(∇kξk )∇jP0 +
1
ρ0
∇j (δP)
− 4piGρ0ξ j + ∇jξk∇kΦ0 = 0.
(A7)
In the case of adiabatic oscillation, the pressure fluctuation
δP is connected with fluid displacement via
δPad
P0
= Γ1,0
δρ
ρ0
= −Γ1,0∇kξk, (A8)
where Γ1 = (∂ ln P/∂ ln ρ)ad is the (first) adiabatic index with
subscript “ad” representing fixed entropy. From the relation
(A8) one can recognise that Eq. (A7) is the characteristic
equation of the eigenvalue problem in the scenario of adia-
batic oscillation. However, when considering non-adiabatic
oscillations, the expression of δP, based on the perturbed
energy equation (Aerts et al. 2010 Eq. 3.47), becomes
∂tδP =
Γ1,0P0
ρ0
∂tδρ + ρ0(Γ3,0 − 1)∂tδq
= ∂tδPad + ρ0(Γ3,0 − 1)∂tδq,
(A9)
with q being heating or cooling and Γ3,0−1 = (∂ lnT/∂ ln ρ)ad.
The second term on the right-hand side of Eq. (A9) repre-
sents the time derivative of the pressure fluctuation associ-
ated with non-adiabatic effects, that is,
∂tδP = ∂tδPad + ∂tδPnad. (A10)
If we regard non-adiabatic effects as small perturbation, it is
reasonable to assume that the time dependence of ξ, δP and
δPad have the form exp(iωt) (ω and t are angular frequency
and time, respectively), and Eqs. (A7) and (A10) simplify
into9
ω2ξ j =
1
ρ0
(∇kξk )∇jP0 +
1
ρ0
∇j (δP)
− 4piGρ0ξ j + ∇jξk∇kΦ0,
(A11)
δP = δPad +
1
iω
∂tδPnad. (A12)
Further assume that non-adiabatic pressure fluctuation re-
sponds linearly to fluid displacement; then Eqs. (A11) and
(A12) can be written in the form
H|ξ〉 =
[
H (0) +H (1)
]
|ξ〉 = ω2 |ξ〉, (A13)
9 Assuming time dependence exp(iωt) or exp(−iωt) has no physi-
cal significance, it will not affect the final damping rate expression.
Also worth noting is that δPnad stems from non-adiabatic effects
including entropy fluctuation and convective turbulence, which
are stochastic rather than coherent (Stein & Nordlund 2001; Zhou
et al. 2019). Therefore the temporal dependence of δPnad is not
exp(iωt).
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with
H (0)
jk
ξk =
1
ρ0
(∇kξk )∇jP0 −
1
ρ0
∇j (Γ1,0P0∇kξk )
− 4piGρ0ξ j + ∇jξk∇kΦ0,
(A14)
H (1)
jk
ξk =
1
ρ0
∇j
(
1
iω
∂tδPnad
)
. (A15)
Here we followed the notation from quantum mechanics: |ξ〉
denotes eigenfunction, H (0) is the operator (acting on ξ) in
the case of adiabatic oscillation, whereas H (1) accounts for
non-adiabatic effects. The eigenfunctions form an orthogonal
basis in Hilbert space (Schutz 1979), with the inner product
defined as (Aerts et al. 2010 Eq. 3.246)
〈ξa |ξb〉 ≡
∫
V
ρ0ξ
∗
a,kξ
k
b dV, (A16)
where “a” and “b” label a specific normal mode and ξ∗a is the
complex conjugate of ξa, and V is the volume of star.
Now we solve Eq. (A13) with the perturbation theory
(Aerts et al. 2010 chapter 3.6), and focus on a specific radial
p-mode:
H (0) |ξp〉 = ω2p |ξp〉, (A17)
where ωp and |ξp〉 are the corresponding mode adiabatic
eigenfrequency and adiabatic eigenfunction of this p-mode.
The non-adiabatic term at this frequency writes
H (1) |ξp〉 = 1
ρ0
1
iωp
F (∇j∂tδPnad) ω=ωp = 1ρ0∇jδPnad(ωp).
(A18)
The first-order frequency shift due to non-adiabatic effect,
as given by the perturbation analysis, is then
ω2 − ω2p =
〈ξp |H (1) |ξp〉
〈ξp |ξp〉 . (A19)
Substituting Eq. (A18) and the inner product (A16) into the
equation above, we get
ω2 − ω2p =
∫
V
ξ∗kp ∇k (δPnad) dV∫
V
ρ0ξ
∗k
p ξp,k dV
. (A20)
On the left-hand side, the perturbed frequency ω contains
a real part and an imaginary part, that is, ω = ωRe + iωIm.
Therefore, the perturbed radial p-mode eigenfunction has
the form ξ = ξ˜ exp(iωt) = ξ˜ exp(iωRet) exp(−ωImt), where the
exponential part governs the change of mode amplitude. In
the circumstance of mode damping, a positive damping rate
should correspond to the decay of mode amplitude, hence
η = ωIm. Because ωRe is very close to unperturbed (adia-
batic) frequency and η  ωp, Eq. (A20) turns out to be
η ≈ Im
{ ∫
V
ξ∗kp ∇k (δPnad) dV
2ωp
∫
V
ρ0ξ
∗k
p ξp,k dV
}
. (A21)
Integrating the right-hand side of Eq. (A21) by parts gives
η ≈ Im
{ ∫
V
∇k (ξ∗kp δPnad) dV
2ωp
∫
V
ρ0ξ
∗k
p ξp,k dV
−
∫
V
(∇kξ∗kp )δPnad dV
2ωp
∫
V
ρ0ξ
∗k
p ξp,k dV
}
.
(A22)
Applying the divergence theorem to the first term and the
perturbed fluid continuity equation (A5) to the second term,
we get
η ≈ Im
{ ∮
surf
®ξ∗pδPnad d ®S
2ωp
∫
V
ρ0ξ
∗k
p ξp,k dV
+
∫
V
(δρ∗/ρ0)δPnad dV
2ωp
∫
V
ρ0ξ
∗k
p ξp,k dV
}
,
(A23)
where the integration over the stellar surface is often ne-
glected (cf. Aerts et al. 2010 chapter 3.7 and Nordlund &
Stein 2001 Sect. 3), therefore
η ≈
∫
V
Im {(δρ∗/ρ0)δPnad} dV
2ωp
∫
V
ρ0ξ
∗k
p ξp,k dV
, (A24)
which is the full expression of the (linear) damping rate from
first-order perturbation analysis. We note that Eq. (A24) is
essentially equivalent to η derived in previous investigations
such as Belkacem et al. (2012) and Houdek & Dupret (2015).
Next we rearrange and simplify Eq. (A24) into a differ-
ent form that is more suitable for numerical evaluation. The
denominator of (A24) is proportional to the mode kinetic
energy. For radial modes, it is related with mode mass per
unit surface area mmode and mode velocity amplitude at the
photosphere V(Rphot) by Nordlund & Stein (2001) Eq. 63:∫
V
ρ0ξ
∗k
p ξp,k dV = 4piR2phot
∫
r
ρ0 |ξp |2 r
2
R2phot
dr
= 4piR2phot
2mmode |V(Rphot)|2
ω2p
,
(A25)
where Rphot is the photosphere radius. On the other hand,
the integral in the numerator of (A24) is the so-called “work
integral”, representing energy transfer between convection
and oscillations. Ideally, the work integral is finite through-
out the entire star. In practice, however, the integral is con-
fined within the simulation domain, outside which δPnad and
δρ are not available. Because the 3D simulation covers only
a small part of the star near the photosphere, and in sub-
sequent calculations we consider horizontally averaged non-
adiabatic fluctuations and density fluctuations, the work in-
tegral reduces to
4piR2phot
∫ ytop
ybot
Im
{(δρ¯∗/ρ¯0)δP¯nad} dy, (A26)
where the bar symbol denotes horizontal averaging, y is the
vertical direction in the Cartesian coordinate in which the
3D simulations are set, and ytop (ybot) is the geometric depth
at the top (bottom) of the simulation domain. Meanwhile,
it is worth noting that the near-surface region covered by
3D simulation is where non-adiabatic effects and local com-
pression due to oscillation are the strongest. In the deep
stellar interior that is outside the simulation domain, phys-
ical processes are very close to adiabatic, and local com-
pression is weaker compared with the near-surface region.
Consequently, omitting the work integral in the deep inte-
rior might not be a significant simplification. Substituting
(A25) and (A26) into Eq. (A24) gives
η ≈
ωp
∫ ytop
ybot
Im
{(δρ¯∗/ρ¯0)δP¯nad} dy
4mmode |V(Rphot)|2
, (A27)
which is the equation we adopted for numerical computa-
tion.
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A2 Numerical evaluation
In this section we describe the numerical methods applied
to compute the linear damping rates from 3D simulations.
Based on Eq. (A27), four components – density fluctuation
δρ¯, non-adiabatic pressure fluctuation δP¯nad, mode mass per
unit surface area mmode and velocity amplitude at photo-
sphereV(Rphot) – are essential in order to calculate η. Among
them, the coupling between density and non-adiabatic pres-
sure fluctuation represents the interaction between oscilla-
tion and convection, with the former reflecting fluid com-
pression results from mode displacement (Eq. (A5)) while
the latter mainly stems from convective turbulence. Al-
though both δρ¯ and δP¯nad are available from the 3D model,
owing to the complexity of physical processes occurring in
the simulation domain, δρ¯ computed from the simulation
comprises not only pulsation signals, but also the signature
of “convective noise.” To obtain an δρ¯ that cleanly reflects
the contribution from the mode eigenfunction – in other
words, a coherent density fluctuation – we conduct numeri-
cal experiments that artificially drive radial mode at a par-
ticular frequency to large amplitude. The target mode will
thus be prominent in the simulation box and distinguishable
from “convective noise.”
The artificial driving is achieved by modifying the bot-
tom boundary condition of the simulation. We adopt open
bottom boundary conditions in our simulation, where the
outgoing flow is free to carry entropy fluctuations out of the
simulation domain. In “normal” simulations, incoming flows
are forced to have fixed entropy and thermal pressure, which
are constant over the horizontal plane. However, in the arti-
ficial driving experiment, we impose a small time-dependent
perturbation to the thermal pressure at the bottom bound-
ary so that the pressure of incoming flows fluctuates with
time. Meanwhile, we enforce constant entropy (to first or-
der) of the incoming flows at the bottom boundary to ensure
no extra energy is injected into the system. Namely,
Pbot = Pbot,0 [1 +  sin(ωdt + φ)] ,
sbot = sbot,0 + O(2),
(A28)
where Pbot,0 and sbot,0 are constant thermal pressure and con-
stant entropy (per mass) at the bottom boundary of “nor-
mal” simulations. The term  is a small, dimensionless num-
ber that governs the amplitude of perturbation, ωd is the
angular frequency of artificial driving, and φ is the phase.
The applied perturbation varies sinusoidally with time and
remains uniform over the horizontal plane, since radial os-
cillations are the focus here.
According to (A28), other thermochemical quantities,
such as mass density and energy density, will also fluctuate
coherently with thermal pressure at the bottom boundary
(displayed in Fig. 1(a)). As a result, the perturbation will
generate coherent fluid motion with the same frequency as
the driving frequency ωd, and amplify vertical velocity, den-
sity and pressure fluctuation to large magnitudes in the en-
tire simulation domain (Fig. 1(b)). Given that none of δρ¯,
δP¯nad and V(Rphot) are realistic from artificial driving, it is
natural to question whether one could obtain reliable damp-
ing rates from such a numerical experiment. The answer to
this question is affirmative if δρ¯, δP¯nad and V(Rphot) all re-
spond linearly to mode displacement. In this scenario, the
unrealistically large oscillation amplitude resulting from ar-
tificial driving cancels out if we calculate η via Eq. (A27).
Because velocity is the time derivative of mode displace-
ment, it is linearly proportional to the mode amplitude that
is controlled by  . The density fluctuation is related to mode
displacement by (A5), which is a linear relation as well. How-
ever, the linearity between δP¯nad and mode displacement –
upon which we also rely when deriving the linear damping
rate from perturbation theory (see Sect. A1) – is not appar-
ent. To this end, we compute δP¯nad for different perturba-
tion amplitudes  (all other input parameters are exactly the
same except for  in order to control variables), and depict
δP¯nad at the driving frequency as a function of  in Fig. 2(b).
As observed from Fig. 2(b), δP¯nad responds nearly linear to 
between  = 0.0002 and 0.0012, suggesting an approximately
linear relationship between non-adiabatic pressure fluctua-
tion and mode displacement. Thus, we can claim that such
artificial driving simulations are able to give reliable damp-
ing rate results because the rates of δρ¯, δP¯nad and V(Rphot)
enhancement are similar to each other, so that the artifi-
cial effect from “mode driving” largely cancels out between
(δρ¯∗/ρ¯0)δP¯nad and |V(Rphot)|2 when we compute damping
rate at the driving frequency using Eq. (A27).
Such numerical experiments are repeated at different
driving frequencies to obtain theoretical damping rates as
a function of frequency. For the purpose of controlling vari-
ables, for a given star, all artificial driving experiments are
carried out with the same time duration (roughly 40-50 pe-
riod of the longest driving period, that is, the lowest driving
frequency) and perturbation amplitude. Other input param-
eters are also identical except for the driving frequency. The
exact values of driving frequencies are determined based on
three constraints. First, because in this work we are inter-
ested in modes with frequencies close to the observed νmax,
the selected driving frequencies range from approximately
2νmax − νac to νac, where νac is the acoustic cut-off frequency
of our target star which can be estimated from the seis-
mic scaling relation (e.g., Eq. 1 of Belkacem et al. 2011).
Second, driving frequencies are chosen to be close to the
measured l = 0 mode frequencies of the target star. Addi-
tionally, we require that the whole simulation period be an
integer multiple of the driving period so that the damping
rate does not depend on the phase of the driving, and no
interpolation is needed when processing the Fourier trans-
formed simulation data. All artificial mode driving simula-
tions are initiated from the same snapshot that was gen-
erated in a “normal simulation.” The exact configurations
(numerical resolutions, timespan, sampling interval etc.) of
artificial mode driving simulations for our target stars are
presented in Sect. 2.2.
We evaluate η in the frequency domain using numerical
data produced by the artificial driving simulation. Density
and non-adiabatic pressure fluctuation are computed in a
pseudo-Lagrangian frame that filters out the main effects of
p-mode oscillations in the simulation box (Zhou et al. 2019
Sect. 3.2). In pseudo-Lagrangian frame, density fluctuation
δρ¯(t)
ρ¯0
=
ρ¯L(t) − ρ¯0,L
ρ¯0,L
, (A29)
and the non-adiabatic pressure fluctuation read (Zhou et al.
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Figure A1. 1(a): Time variation of thermal pressure (red solid line) and density (black dashed line) at the bottom boundary of a solar
3D simulation with artificial mode driving. The input perturbation amplitude of this simulation is set to  = 0.001, while the period of
artificial driving, which corresponds to a cyclic frequency νd = 3.44 mHz, is marked in the figure with blue ruler. Both the magnitude
and the period of fluctuations are consistent with input values. 〈...〉t stands for time averaging. 1(b): Similar to 1(a), but showing time
variation of thermal pressure and density near the photosphere.
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Figure A2. 2(a): Integrated density fluctuations at driving frequency for different perturbation amplitudes  . The power spectrum of
δρ¯/ρ¯0 is integrated over vertical direction of the entire simulation domain then we take the square root. Black asterisks and red dots are
calculated from solar 3D simulations with different driving cyclic frequencies νd. Linear fits to these data points are presented in dashed
lines. 2(b): Similar to 2(a), but showing integrated non-adiabatic pressure fluctuations at driving frequency for different perturbation
amplitudes.
2019 Eq. 13)
δP¯nad(t) =
[ (
ln P¯L(t) − ln P¯0,L
)
− Γ¯1,L
(
ln ρ¯L(t) − ln ρ¯0,L
) ]
P¯L.
(A30)
Here, quantities defined in the pseudo-Lagrangian frame are
marked with subscript “L.” We then transfer density and
non-adiabatic pressure fluctuation from time to frequency
domain and take the complex conjugate of δρ¯. The imagi-
nary part of (δρ¯∗/ρ¯0)δP¯nad at the driving frequency is inte-
grated from the bottom boundary, along vertical direction,
to the top boundary of the simulation domain. The result is
multiplied by (angular) driving frequency to finally obtain
the numerator of Eq. (A27). On the other side, the pho-
tospheric velocity amplitude is also evaluated from the 3D
simulation. First, we average vertical velocity over the hor-
izontal plane and compute its power spectrum. The power
spectrum is then multiplied by 2 in order to convert to veloc-
ity amplitude power |V|2. Next, the value of |V|2 near opti-
cal depth unity at driving frequency is exacted to represent
|V(Rphot)|2 in Eq. (A27). Mode mass per unit surface area
mmode, however, is calculated from the 1D patched model
using adipls.
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Table A1. Damping rates computed at representative driving
frequencies with low and normal resolution simulations. All quan-
tities are in µHz, and no smoothing is performed here.
Low Intermediate High
KIC 6225718
νd 1852 2391 2996
η (1202 × 125) 2.8 16.4 30.7
η (2403) 5.6 16.1 30.8
β Hydri
νd 774 1044 1380
η (1202 × 125) 0.8 6.1 18.4
η (2403) 1.2 6.3 16.1
δ Eri
νd 541 691 869
η (1202 × 125) 1.2 3.3 11.8
η (2403) 1.1 1.4 11.1
A2.1 Effects of numerical resolution
As discussed above, the artificial driving simulation is re-
peated at different driving frequencies to obtain η as a func-
tion of frequency. In other words, 20–30 such simulations are
needed for each target star, which is very costly in terms of
computation time and power. A promising solution to this
practical issue is to carry out artificial driving simulations
in lower resolution (1202 × 125). However, reducing numer-
ical resolution, or equivalently, increasing grid spacing, will
impact the small scale structure of convection and the dis-
sipation of short wavelength fluctuations through artificial
diffusion (which depends on grid spacing, see Nordlund &
Galsgaard 1995 Sect. 3 and Stein & Nordlund 1998 Sect. 2)
etc. The accuracy of the work integral is likely to be af-
fected as well because of fewer grids points in the vertical
direction. Therefore, the effect of numerical resolution on
damping rate results should be investigated before opting
for low resolution simulations.
Here, we study this problem in detail for KIC 6225718, β
Hydri and δ Eri. For each star, we carried out artificial driv-
ing simulations at three representative driving frequencies
(one far below νmax of the corresponding star, one near νmax
and one far greater than νmax) with both low and normal
resolution (2403). In order to isolate the effect of resolution,
all simulations are initiated from the same snapshot, and
share the same time duration, sampling interval, and physi-
cal extent of the simulation box (see table 3), with numerical
resolution being the only difference. Note that Procyon is
not investigated, as it is currently not feasible to carry out
multiple artificial driving simulations for this star at 2403
resolution with available computational resources10. Never-
theless, we are aware that numerical resolution may have an
impact on the theoretical damping rate of Procyon, there-
fore results presented in Fig. 5 should be interpreted with
recognition of this caveat.
The results of our resolution studies are shown in Table
A1. At high frequencies, damping rates demonstrate little
dependence on numerical resolution for all stars investigated.
A possible explanation is that high-frequency oscillations
10 Convection simulation of F-type stars are much more compu-
tationally expensive than cooler stars, as they have high radiative
cooling rate and strong velocity field near photosphere. Both fac-
tors lead to smaller simulation timestep (relative to the typical
timescale of convection) compared to G- and K-type stars.
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Figure A3. Low-frequency damping rates computed from shal-
low (blue triangles) and deep (red dots) solar simulations without
any smoothing. Theoretical results are divided by pi to compare
with measured l = 0 line widths from BiSON (Birmingham Solar
Oscillations Network, Chaplin et al. 2005; Davies et al. 2014).
are mostly damped in a small region near the photosphere
(Fig. 13(a)) where our simulations have the highest vertical
resolution so that even 1202 × 125 resolution simulations are
able to resolve the damping of high-frequency oscillations. In
the case of KIC 6225718 and β Hydri, damping rates evalu-
ated at intermediate driving frequencies are not sensitive to
resolution. However, for δ Eri, an obvious resolution effect
is observed, which suggests that artificial driving simulation
with 1202×125 resolution is not sufficient for this star. Damp-
ing rates at low frequencies also show clear dependence on
numerical resolution. Nevertheless, the resolution effect here
is not of great concern because the accuracy of low-frequency
theoretical damping rates are primarily limited by the verti-
cal size of simulation domain, as already stated in the main
text and demonstrated further in Sect. A2.2.
In short, for KIC 6225718 and β Hydri, it is adequate
to perform the artificial driving simulation with low resolu-
tion in order to reduce computation cost. In the case of δ
Eri however, artificial driving simulations with at least 2403
resolution are required. Given that δ Eri is quite distinguish-
able from the other two stars both in terms of basic stellar
parameters and evolutionary stage (Sect. 2.1), our resolution
study might imply that at least normal numerical resolution
is necessary to obtain reliable damping rates for low surface
gravity subgiants and red giants.
A2.2 Effects of vertical extent of the simulation
It was stated in Sect. 4 that damping rates at low frequencies
are underestimated because of the limited size of 3D simu-
lation. Had the 3D model been extended to deeper stellar
interior, the expectation is that this discrepancy would be
reduced. In this subsection, we provide substantial evidence
of these assertions by comparing low-frequency theoretical
damping rates computed from two sets of solar simulations
with different vertical extent. The first group has the same
simulation set-up as simulations used in Zhou et al. (2019),
which covers 3.8 Mm in the vertical direction: approximately
1 Mm above the base of the photosphere and 2.8 Mm below
it. We will refer to this as the “shallow simulation” here-
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inafter. The second group, i.e. the “deep simulation,” ex-
tends from approximately 0.9 Mm above the base of the
photosphere to 7 Mm below. For both sets of simulations,
we calculate η at identical driving frequencies between 1.5
mHz and 2.5 mHz following the method described above.
The shallow and deep simulations also share the same sam-
pling interval (30 seconds) and total timespan (10 hours)
in order to make them comparable. Low-frequency damping
rates computed from two groups of simulation, together with
measured solar radial mode line widths in this frequency
range (Chaplin et al. 2005; Davies et al. 2014), are presented
in Fig. A3. It is obvious that damping rates computed from
deep simulations are overall larger than results from shal-
low ones, confirming our assertions in the main text. Still,
at two driving frequencies, the shallow simulations predict
higher η than the deep ones, which might be the consequence
of the stochastic nature of mode damping. Also apparent is
that the shallow simulation gives negative damping rates at
four selected frequencies; this is in conflict with the consen-
sus that solar radial modes are stable (Houdek & Dupret
2015). This contradiction suggests low-frequency damping
rates computed based on shallow simulations are not re-
liable, even qualitatively. This problem, however, is never
seen in deep simulations.
By extending the simulation domain deeper into stellar
interior, the discrepancy in η between simulation and obser-
vation is indeed reduced. Nevertheless, some uncertainty re-
mains: damping rates predicted by deep simulations are still
systematically lower than observed values for reasons that
are currently unclear. The remaining uncertainty in the low
frequency range will be investigated further in future work.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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