Abstract
1.Introduction

Motivation
Wireless access to the internet has become increasingly pervasive and is now embedded in many devicesmobile phones, PDAs, media centres, laptops and MP3 players are just some common examples. Despite the overwhelming trend of internet users migrating to some form of wireless connection, standard TCP implementations have not been reviewed.
The author's long-term involvement in a rural community broadband project, FramBroadband, provided the impetus to investigate how performance on the wireless network could be improved. FramBroadband was founded in 2003, aiming to supply broadband via wireless technologies, due to extremely slow deployment of ADSL in the small town of Framlingham and the surrounding rural villages located in Suffolk, UK. The network is formed of a number of wireless base stations, interconnected via wireless pointto-point links. The gateway to the internet is provided from the Technology Centre in Framlingham; an office building with fibre internet backhaul (c.f. Fig. 1 ). Although ADSL is now available in Framlingham and the surrounding villages, many users experience severe performance issues in rural areas and, in numerous cases, businesses and residents are located too far from the telephone exchange to receive a reliable service at adequate speed, or indeed any level of service at all. The initial aim was to supply an alternative to ADSL but it is now hoped to provide services superior to ADSL. The wireless infrastructure at time of writing has capacity to deliver up to 20mbps, pending an upgrade of fibre connections to the internet. At the present time FramBroadband supplies up to 12mbps. Although wireless internet service providers are sparse in the UK at the moment, there is evidence to suggest this will change in the future. The major issue facing non-fibre connected areas is 'the last mile' of an internet connection -the telephone wire from the exchange to user premises. Factors such as line loss and distance from the exchange limit availability, performance and reliability. For services above 2mpbs, a distance within around 3.5km is required [1] . This is telephone line distance; therefore premises in urban areas that connect via an indirect cable route to the exchange are affected. ADSL Max/2+ [2] attempted to solve this problem by increasing the range and giving users their maximum possible line speed up to 8mbps. However, on average, an 'up to 8mbps' broadband connection in the UK was found to deliver only 2.7mbps [3] . Although primary infrastructure owner BT so far has failed to provide a solution to the limitations of ADSL, they have recognised the challenge and have been conducting research into WiMax as an alternative [4] . This provides encouraging evidence that wireless technologies will play a crucial role in coming years, and supports the wider value of this project.
Supporting Research with Frambroadband
Congestion control [5] is a serious issue for FramBroadband, especially over bottlenecks created by point-to-point links connecting network segments. Congestion can also be created by wireless link performance, which is the result of intermittent factors such as rain, wind and even humidity.
A large operational challenge for FramBroadband is web browsing performance over the long distance point-topoint links. Therefore, the focus was to identify potential for TCP performance improvements for existing users and provide recommendations for how FramBroadband may address TCP congestion control on its network. The project would further aim to link the context of results to the future role of wireless providing the 'last mile' of broadband delivery. This project outcomes would also be directly applicable to all users of wired broadband who connect through a home wireless access point.
A comparison of TCP on wired and wireless networks was required. Many papers investigated alternative TCP versions on wired networks, but there was little research into a comprehensive comparison of their performance in a wired and wireless environment. TCP was originally developed as a congestion control protocol for wired networks and makes the assumption that all packet loss is due to congestion. Therefore this project aimed to show that this assumption was not transferable to a wireless environment, and results in an inefficient utilization of available bandwidth.
A commonly used TCP version, NewReno, performs congestion control on the basis of packet loss. An alternative version, Vegas [6] , uses round trip times instead [7] . Veno [8] , which was specifically developed with wireless networks in mind was subsequently added to the investigation project. It was also agreed with FramBroadband, that results from a simulation replicating a portion of their network would be most valuable.
The paper continues with a review of network simulators, congestion control and wireless medium access control. The simulation was developed by writing several NS2 scenarios in a wired environment, before moving on to a wireless domain. Results from both wired and wireless scenarios are then critically evaluated. Final recommendations are then given for FramBroadband, along with the implications of these findings and suggestions for future research. Figure 2 shows the topology used for wired network scenarios. Two UDP sources with a Pareto traffic distribution were used to create congestion over the bottleneck between nodes 3 and 4 during the FTP transfer. The Pareto distribution provides a more suitable traffic model as it incorporates traffic burstiness. This allowed comparison of TCP Vegas and NewReno with a greater degree of realism. In a wired network environment, with a number of randomly generated traffic sources, Vegas was shown to have enhanced performance when compared to NewReno, in particular, maintaining a higher level of throughput but with a lower and more constant round trip time. Table 1 show that Vegas achieves higher throughput than NewReno, with the differentiating factor being the avoidance of packet loss. The Pareto traffic sources showed that Vegas was also able to react to changing congestion levels, rather than just converging to a static window size when faced with a constant rate of background traffic. The loss model introduced a very high loss rate for a wired network of 5% on the last link of the TCP route. Table 2 shows that in terms of throughput Vegas achieved much higher performance; however the delay for the connection is approximately the same. NewReno is forced to reduce its sending rate due to periodic loss, rather than being allowed to fill up buffers. Figure 4 shows that the difference in throughput was clearly due to Vegas maintaining a consistently larger congestion window. This behaviour can be explained by the difference in Vegas' loss recovery scheme -because Vegas keeps a much more accurate record of RTT it is able to respond to the losses caused by the error model much quicker than NewReno. It is also possible that NewReno could experience multiple losses at a given congestion window size, especially due to its approach of expanding window size until loss occurs, combined with the error model introduced. In the event of multiple loss, again NewReno is disadvantaged by the potential of the congestion window being reduced multiple times for loss at a particular rate. The error model scenario gives strong evidence that Vegas could outperform NewReno in environments of high loss. This provided justification to continue the comparison in a wireless environment.
2.Simulation Investigation Results
Wired Scenario Network Setup
Wireless Simulation
Before results generation took place, research was conducted into NS2's ability to model signal loss. Signal loss has a high impact on throughput and random loss over a wireless network. A simulation was written to evaluate two propagation models in NS2 over a varying distance between source and receiver. The 'Shadowing' model was shown to produce seemingly realistic degradation. The commonly used TwoRayGround, did not use a realistic random probability function, and cut off at a threshold value rather than a gradual decline. The 802.11b standard was configured in NS2 and then validated against a live network test and found to produce throughput to within 10kbytes/s.
TCP Veno was then added to NS2, with the aim of confirming increased performance claims by the developers on wireless networks. However, testing of this protocol showed negligible performance increase, highlighting inaccurate modelling in NS2 of random packet loss in a wireless environment. Although NS2 appeared to model signal fading realistically, this was at the physical level and was based on the power generated by the reception of each wireless frame. This manifested as a drop in available bandwidth at the transport layer, without actually modelling random errors/loss (supported by wider research). Writing a random error model for NS2 was not in scope of the project, but it was key to show that standard implementations of TCP could be inefficient on wireless networks. This was achieved by migrating the effects of noisy wireless conditions on packet loss to a wired simulation, as well as the characteristics of the FramBroadband network such as bandwidth.
The loss model was then modified in the following ways:
(1) Link bandwidth was set to 5meg, approximately that of an optimum B link; delays were updated to be more realistic inline with FramBroadband network; (2) Fu [8] claims throughput increase of up to 80%, on a typical wireless network with 1% random bit error and hence the error model was updated from 5% to 1%; (3) TCP Sinks were changed to SACK1 to support Veno implementation. In Table 3 , Veno was shown to outperform NewReno in a variety of performance metrics, notably throughput. The results from the modified scenario were much more in line with the performance expectations of Veno. With a 1% random loss, Veno performs over 60% better than NewReno in terms of throughput -with a marginally lower average delay. Veno also outperforms Vegas, in terms of throughput. Perhaps the most important issue this scenario highlighted was the fact that NewReno, the most common implementation of TCP was beaten by both Vegas and Veno in all performance metrics. This scenario also appeared to validate the shortcoming in NS2 with regards to modelling random wireless bit errors. The error model essentially replicated random loss experienced in a wireless environment, so although this scenario is on a wired network, it is justifiable to assume these trends would be transferable.
NewReno
Live Testing
To optimize the results of this investigation, it was desirable to test alternative TCP versions on the network. Research was conducted into compiling swappable algorithms into the Linux operating system kernel, and the methodology provided to FramBroadband. This was also used to perform preliminary tests on the network that showed potential benefits of alternative TCP versions, as illustrated by 
Proposed Veno Modification
This paper has shown the need to review current implementations of TCP algorithms for wireless networks, as well as a possible review of the approach of congestion control. The following recommendations for a new TCP algorithm are shown below.
Proposed Veno Modifications
• Change slow start algorithm so that it expands congestion window exponentially until actual throughput drops below expected throughput.
• At the point where the actual throughput drops below expected, initiate Veno's congestion avoidance algorithm, but at a much slower rate of expansion, for example expand the window every four acknowledged packets.
• Modify recovery mechanism -if loss is encountered during uncongested state, reduce window by 1/5. If loss is encountered during congestion, initially reduce the window by ¼, then by another ¼ if congestion persists.
Industry Reaction
FramBroadband have reacted to recommendations for network changes as a result of this investigation, and are investigating migrating backhaul links to different frequency bands to commonly used 2.4GHz. This was suggested to reduce the random loss that would adversely affect standard TCP implementations, resulting in dropped web pages and poor FTP throughput. FramBroadband have also recognized their potential role as a test bed for new wireless network technologies and importantly as a proof of concept for the future direction of the UK broadband network.
Conclusions and Future Work
This paper has presented an argument for a completely different approach to TCP congestion control and provided substantial performance comparison based on simulation and live network testing results. The evidence provided has real impacts for industry. It shows the need to develop congestion control for wireless networks; enabling more effective and reliable communication that will lead to both increased and cheaper levels of service. This paper has also highlighted congestion control as a scalable challenge for provision of broadband over wireless. In future work, the outlined modification to TCP with advanced features in congestion control protocol fairness on wireless networks could be implemented.
