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Resumen Describimos un algoritmo que
combina informacio´n le´xica (extra´ıda de
WordNet 1.6) con informacio´n en Inter-
net (directorios de Altavista) para ca-
racterizar automa´ticamente los sentidos
de una palabra con etiquetas de dominio
y, al mismo tiempo, detectar y describir
nuevos sentidos relevantes en Internet.
Esta informacio´n puede utilizarse, entre
otras cosas, para enriquecer bases de da-
tos le´xicas, para facilitar la extraccio´n
de corpora anotados sema´nticamente y
derivados de Internet (como material de
entrenamiento para sistemas de anota-
cio´n sema´ntica), o para agrupar sentidos
(de dominio coincidente) cuando las dis-
tinciones sema´nticas son demasiado finas
para las aplicaciones en que se usan.
1 Introduccio´n
Internet, como fuente casi ilimitada de infor-
macio´n textual, es un recurso prometedor pa-
ra muchas a´reas de Ingenier´ıa Lingu¨´ıstica y,
en particular, para el enriquecimiento de ba-
ses de datos le´xicas. En este art´ıculo presen-
tamos un algoritmo mediante el cual extrae-
mos, a partir de la informacio´n de directorios
de Altavista[3], etiquetas de dominio que ca-
racterizan los sentidos de los nombres pre-
sentes en WordNet[8]. Al mismo tiempo, el
algoritmo detecta nuevos sentidos predomi-
nantes en Internet, que pueden usarse para
an˜adir nuevas entradas a WordNet o para fil-
trar y refinar el material obtenido en la red.
Algunas de sus posibles aplicaciones son:
• Adquisicio´n automa´tica de corpo-
ra etiquetados sema´nticamente. Un
precedente de este tipo de te´cnicas es [6].
En este trabajo se utiliza informacio´n ex-
tra´ıda de WordNet acerca de cada sen-
tido wi, para generar consultas a la red,
de forma que los documentos obtenidos
contengan ocurrencias de w con una ele-
vada probabilidad de pertenecer al senti-
do wi. Estas ocurrencias y su contexto,
a priori, pueden servir como material pa-
ra entrenar sistemas supervisados de re-
solucio´n de la ambigu¨edad le´xica (Word
Sense Disambiguation, WSD). Sin em-
bargo, pese a que los autores atribuyen
una alta precisio´n a este me´todo, los da-
tos extra´ıdos no resultan u´tiles como ma-
terial de entrenamiento en la comparati-
va realizada en [2].
Una causa razonable se encuentra en
que, dependiendo de la palabra en cues-
tio´n, es muy posible que existan sentidos
predominantes en Internet, pero ausen-
tes de WordNet, que interfieran negati-
vamente en la obtencio´n de ocurrencias
con los sentidos deseados. Por ejemplo,
es dif´ıcil obtener resultados apropiados
para los sentidos de oasis sin filtrar a
priori aquellos documentos que tratan
sobre el grupo musical Oasis; o sobre
tiger sin descartar documentos sobre el
golfista Tiger Woods.
Nuestro algoritmo detecta este tipo de
interferencias, permitiendo mejorar la
precisio´n sobre palabras con este patro´n
de comportamiento.
Ora caracter´ıstica destacable es que los
ejemplos esta´n asignados a un dominio
(directorio de Altavista), lo que permi-
te clasificar los datos de entrenamiento
y comprobar si son compatibles con el
dominio sobre el que se esta´ probando el
sistema.
La informacio´n de dominio extra´ıda de
la red puede en general beneficiar a otros
me´todos en los que se utiliza la web para
obtener informacio´n sema´ntica, como el
de [1], en el cual la WWW se emplea pa-
ra enriquecer una ontolog´ıa con etiquetas
tema´ticas.
• Agrupacio´n de sentidos.
Los diccionarios electro´nicos y las bases
de datos le´xicas como WordNet o LDO-
CE tienden a presentar una granulari-
dad excesivamente fina para la mayor´ıa
de las aplicaciones en NLP; parece ra-
zonable, para muchas utilidades, iden-
tificar aquellos sentidos que pertenecen
al mismo dominio [5]. Si se pueden ca-
racterizar dos sentidos con la misma ca-
tegor´ıa de Altavista, probablemente no
necesitan ser distinguidos para ciertas
aplicaciones. Por ejemplo, en tareas de
bu´squeda de informacio´n, distinguir sen-
tidos de dominios similares no mejora la
precisio´n, mientras que distinguir senti-
dos de dominios distintos si puede hacer-
lo.
• Aplicaciones de traduccio´n.
Tanto en Traduccio´n Automa´tica co-
mo en Bu´squeda de Informacio´n Multi-
lingu¨e, la deteccio´n de sentidos ausen-
tes en el diccionario bilingu¨e es necesa-
ria para evitar traducciones incorrectas.
En el caso de bu´squeda de informacio´n
multilingu¨e, un error de traduccio´n pue-
de tener un impacto notable en la pre-
cisio´n cuando se trata de consultas de
taman˜o reducido. Por ejemplo, ser´ıa un
error traducir tiger por tigre si la consul-
ta versa sobre el golfista.
En general, cualquier aplicacio´n de In-
genier´ıa Lingu¨´ıstica se beneficiara´ de una
cobertura le´xica mayor y una adaptacio´n
automa´tica al dominio, sea e´ste Inter-
net (por ejemplo, en traductores como
www.babelfish.com) o un dominio ma´s
reducido. Otro ejemplo puede ser el de
los enfoques de bu´squeda de informa´cio´n
basados en indexacio´n sema´ntica como
[7, 4], en los que es crucial tanto disponer
de una cobertura adecuada como evitar
excesivas distinciones de sentido si per-
tenecen a un mismo dominio.
En la seccio´n 2 describimos el algoritmo
propuesto. En la seccio´n 3 evaluamos sus
resultados para un subconjunto reducido de
nombres presentes en WordNet. Finalmente,
en la seccio´n 4 extraemos algunas conclusio-
nes sobre esta aproximacio´n.
2 Algoritmo
En resumen, nuestro algoritmo toma un nom-
bre (de WordNet 1.6) como entrada. Gene-
ra entonces un conjunto de consultas, una
por cada sentido presente en WordNet. Lan-
za cada consulta sobre Altavista, y clasifica
las directorios resultantes como a) apropiados
como etiqueta de dominio para algu´n senti-
do existente en WordNet; b) apropiados para
describir un nuevo sentido; c) ruido, que de-
be ser filtrado mediante refinamiento de las
consultas. Este es el proceso detallado:
1. La entrada inicial para el algoritmo es
un nombre w presente en WordNet 1.6.
Para cada sentido wi de esa palabra
en WordNet se genera automa´ticamente
una consulta qi, en la que w se incluye
como te´rmino obligatorio. El resto de la
consulta esta´ formado por los sino´nimos
del correspondiente synset de WordNet,
junto con los hipero´nimos directos (to-
dos ellos incluidos como te´rminos opcio-
nales), y los sino´nimos de los dema´s sen-
tidos de w como te´rminos negados (es
decir, que no deben aparecer en los do-
cumentos que devuelva Altavista). Por
ejemplo , para tiger se generan las si-
guiente consultas:
q1= [+tiger person individual
someone somebody mortal human
soul -"Panthera tigris" ]
(tiger 1 – a fierce or audacious person;
“he’s a tiger on the tennis court”; it
aroused the tiger in me”)
q2= [+tiger "Panthera tigris"
"big cat" cat ]
(tiger2, Panthera tigris – (large feline of
forests in most of Asia having a tawny
coat with black stripes; endangered)
2. Cada consulta se env´ıa a los directorios
de Altavista. Se trata de una vasta co-
leccio´n de documentos, organizada en
una jerarqu´ıa de directorios que clasifi-
can la informacio´n por dominios y sub-
dominios. A partir de aqu´ı, se considera
una lista formada por todos los directo-
rios que incluyen expl´ıcitamente la pala-
bra inicial w. Para cada subdirectorio d,
se forma una lista de palabras ld lema-
tizando todos los te´rminos que aparecen
en el directorio (exceptuando las pala-
bras vac´ıas). Nos referiremos a estas lis-
tas como dominios.
Por ejemplo, la lista de dominios obteni-








3. Para cada sentido wj , se forma una lis-
ta de palabras lj empleando todos los
nombres presentes en la cadena de hi-
pero´nimos, asi como los hipo´nimos direc-
tos, mero´nimos, holo´nimos y te´rminos
coordinados de wj ,obtenidos de Word-
Net. lj se utiliza como descripcio´n del
sentido wj .
4. Para cada descripcio´n de sentido lj ,
se establece una comparacio´n entre sus
te´rminos y los te´rminos de cada domi-
nio ld. Esta comparacio´n se basa en
la hipo´tesis de que los te´rminos de un
dominio adecuado para un sentido par-
ticular wi estara´n correlacionados con
wi mediante las relaciones sema´nticas de
WordNet.
Cuando una descripcio´n de sentido lj y
una descripcio´n de dominio ld compar-
ten al menos un te´rmino, d es asocia-
do al sentido wj . Si coinciden el senti-
do original de la consulta i (que retorno´
d) con el sentido j (i = j), llamamos
a d ”etiqueta positiva”para el sentido i.
En caso contrario, d se considera ”eti-
queta negativa”para el sentido i. Si ld
no comparte ningu´n te´rmino con ningu´n
sentido, llamamos “ruido” al dominio d.
Las etiquetas clasificadas como ruido se
descartara´n, o bien se reconocera´n como
nuevos sentidos.
A continuacio´n se describe el tratamien-
to para cada una de estas situaciones:
5. Tratamiento de etiquetas. Se presen-
tan dos posibilidades:
(a) El algoritmo asocia una misma eti-
queta a varios sentidos. En tal
caso, estos sentidos se consideran
candidatos para agrupamiento. La
hipo´tesis subyacente es que no es
preciso distinguir dos sentidos que
aparecen asociados al mismo domi-
nio, al menos en un subconjunto
apreciable de aplicaciones.
(b) Una etiqueta resulta asociada a un
u´nico sentido. En este caso, se utili-
zan primero dos filtros adicionales:
i. detectamos aquellos casos en los
que un te´rmino del descriptor
asociado contiene al te´rmino an-
terior, como ocurre en esta eti-






golden lion tamarin es una es-
pecializacio´n de tamarin, y por
tanto lion esta´ actuando como
modificador, y no en relacio´n
con los sentidos de lion en Word-
Net. En estos casos, se descar-
ta la etiqueta y se clasifica como
ruido.
ii. Otro filtro, ma´s de´bil que el an-
terior, es descartar compuestos
en los que el nombre preceda a




En general se trata de adjetivos,
y se descartan para favorecer la
precisio´n (sacrificando, a priori,
la cobertura). De nuevo, en es-
tos casos la etiqueta se reclasifi-
ca como ruido.
Si la etiqueta pasa ambos filtros, se
generan dos tipos de informacio´n.
En primer lugar, asociamos una eti-
queta de dominio a ese sentido, en-
riqueciendo as´ı WordNet con infor-
macio´n contextual. Por ejemplo, el
algoritmo genera:
tiger 2 →
[library, sciences, animals &
wildlife, mammals, wildcats]
En segundo lugar, Generamos una
familia de nuevas consultas, refina-
das. En el caso de etiqueta positi-
va para el sentido i se an˜aden los
te´rminos de la etiqueta ld a la con-
sulta original qi. Para el resto de
sentidos, los te´rminos de la etiqueta
ld se an˜aden como te´rminos negati-
vos para la bu´squeda. Por ejemplo:
[+tiger "Panthera tigris"
"big cat" cat library sciences




human soul -"Panthera tigris"
-library -sciences
-"animals & wildlife" -mammals
-wildcats]
Los sentidos previamente colapsa-
dos con i no se consideran.
6. Tratamiento del ruido. Se consideran
dos aplicaciones:
(a) Refinamiento de consultas: Pa-
ra todos los sentidos, los elementos
de ld se an˜aden como te´rminos ne-
gativos con la intencio´n de mejorar
la precisio´n de los documentos aso-
ciados a cada sentido. Por ejemplo,
los te´rminos de la categor´ıa Altavis-
ta correspondiente a Tiger Woods se





human soul -"Panthera tigris"
-sports -"all sports" -golf
-"professional golfers"
-"pga golfers" -"woods, tiger"]
tiger #2 ->
[+tiger "Panthera tigris"
"big cat" cat -sports
-"all sports" -golf
-"professional golfers"
-"pga golfers" -"woods, tiger"]
(b) Deteccio´n y caracterizacio´n de
nuevos sentidos. Un ruido d se
clasificara´ como nuevo sentido si ve-
rifica simulta´neamente los siguien-
tes criterios:
Criterio 1. d se recupera en todas
las consultas qi. esta condicio´n la







Criterio 2. d se asocia al menos al
10% de los primeros 30 documen-
tos recuperados para cada consulta.
Esta condicio´n restringe el nume-
ro de nuevas acepciones de w a las
cuales el algoritmo considera nue-
vos sentidos, admitiendo solamente
aquellas con elevada presencia en las
paginas web, y que por tanto son
ma´s proclives a producir altas cotas






no cumple esta condicio´n puesto que
para una de las consultas aparece en
una sola ocasio´n
Criterio 3. Un gran nu´mero de nue-
vos sentidos relevantes son nombres
propios, referidos a compan˜´ıas, pro-
ductos comerciales, personajes de
ficcio´n etc. Este criterio trata de de-
terminar si los ruidos que verifican
los criterios precedentes se engloban
dentro de e´stos. Para verificarlo se
realizan tres consultas:
• Se forma una consulta con la
palabra w, en minu´sculas como
te´rmino obligatorio, los te´rminos
de ld, y todos los sino´nimos de
todos los sentidos conocidos co-
mo te´rminos negativos. Llama-
mos P1 al porcentaje de docu-
mentos recuperados que perte-
necen al directorio de d. Por
ejemplo, para
[+tiger sports "all sports"
golf "professional golfers"
"pga golfers" "woods tiger"
-"Panthera tigris"]
P1 tiene un valor 30/30 = 1.
• Se forma una consulta ide´ntica,
con la palabra w en mayu´sculas.
Se calcula un porcentaje ana´logo
P2. Para el ejemplo anterior, el
valor de P2 es 30/30 = 1.
• Se forma una tercera consul-
ta, similar a las otras, aho-
ra con la palabra w obligato-
ria en minu´sculas y negativa en
mayu´sculas. Se le asigna tam-
bie´n un porcentaje de documen-
tos P3. En nuestro ejemplo,
P3 = 1/30 = 0.33.
El criterio se cumple cuando
P3 < P1 ≤ P2
Es decir, si la precisio´n asociada
a d decrece cuando se excluye el
te´rmino en mayu´sculas, y aumen-
ta (o al menos no disminuye) si la
palabra se considera exclusivamente
en mayu´sculas (sen˜alando un nom-
bre propio). En el ejemplo, 0.33 <
1 <= 1, as´ı que esa condicio´n se
cumple.
Una vez que el nuevo sentido queda
detectado, procedemos a caracteri-
zarlo de dos maneras complementa-
rias:
• El nuevo sentido se define como
one of/part of< del termino pre-
vio en la lista de dominio ld >
• d se asocia al nuevo sentido co-
mo informacio´n de dominio.
Por ejemplo, un nuevo sentido gene-
rado por el algoritmo es:
tiger newsense1 (tiger woods) is a
part of/one of pga golfers.





Hemos seleccionado dos conjuntos diferentes
de nombres para probar el algoritmo: un con-
junto susceptible de tener nuevos sentidos,
por un lado, y un conjunto con el menor sesgo
posible, por otro.
El primero de ellos es el conjunto de
hipo´nimos de cat 6 en WordNet (any of se-
veral large cats typically able to roar and li-
ving in the wild). Los nombres de animales,
bastante profundos en la jerarqu´ıa de Word-
Net, parecen buenos candidatos a tener nue-
vos sentidos y ruido asociado en consultas
sobre Internet. Los nombres bajo cat 6 son
cheetah, jaguar, leopard, lion, panther, tiger.
Como conjunto no sesgado hemos tomado
una seleccio´n de nombres utilizados en la pri-
mera competicio´n SENSEVAL de sistemas de
resolucio´n de la ambigu¨edad le´xica. Hemos
considerado los nombres asociados adecua-
damente a WordNet, un total de 17. Este
conjunto es una referencia ma´s esta´ndar, for-
mada por nombres con distintos tipos y gra-
dos de polisemia, no necesariamente oportu-
nos para la aplicacio´n de nuestro modelo.
3.1 Extraccio´n de etiquetas de
dominio
La Tabla 1 resume los resultados de la extrac-
cio´n de categor´ıas de Altavista, y su clasifi-
cacio´n en a) etiquetas de dominio para algu´n
sentido ya existente, b) etiquetas de ruido que
no derivan en nuevos sentidos, y c) etiquetas
de ruido que indican un nuevo sentido rele-
vante. En este apartado nos centramos en la
primera columna de esa tabla.
Para el conjunto de hipo´nimos de cat 6 el
sistema predice 6 etiquetas de dominio para
un total de 6 nombres (1 etiqueta por nom-
bre), con un acierto del 100%. Entre las asig-







Para el conjunto de nombres procedente de
SENSEVAL, el algoritmo propone un total
de 23 etiquetas (1.35 etiquetas por palabra














cheetah 1 1 - - 1 1
jaguar 1 1 1 1 1 1
leopard 1 1 1 1 - -
lion 1 1 4 4 - -
panther - - 3 3 2 2
tiger 2 2 1 1 1 1
Total 6 6(100%) 10 10 5 5
accident 1 0 0 0 - -
band 14 14 6 6 - -
behavior - - - - - -
bet - - - - - -
bitter - - - - 1 1
excess - - 1 1 - -
fascination - - - - - -
float - - 0 0 - -
giant 1 1 7 7 - -
hurdle - - - - - -
onion 1 1 - - - -
promise - - - - 1 1
rabbit 2 2 1 1 - -
sack 0 0 1 1 - -
sanction - - - - - -
shake 1 1 2 2 - -
shirt 3 3 2 2 - -
Total 23 22(96%) 20 20 2 2
Tabla 1: Extraccio´n de etiquetas de dominio y nuevos sentidos.
(giant 7 = a very bright star of large dia-
meter and low density)
shirt #1 <-
[lifestyle,fashion,men’s & women’s wear,
women’s wear, casual clothes]
(shirt 1 = a garment worn on the upper
part of the body)
Un caso peculiar es band 5, que tiene 14
contextos correctos asignados (ma´s de la mi-
tad de las etiquetas obtenidas). band 5 se
refiere a bandas de mu´sica, y se encuentran
etiquetas de este tipo:
band#5 <-
[entertainment,music,genres,alternative






& styles,big band & swing,artists,
other artists]
Esto indica que debemos buscar un me´todo
para colapsar etiquetas redundantes o, alter-
nativamente, utilizar las etiquetas para crear
sentidos ma´s especializados de uno determi-
nado. En el caso de band, las etiquetas an-
teriores pueden producir las especializacio-
nes alternative & rock band, disco band, jazz
band, tomando como rasgo el subdominio
donde las tres etiquetas divergen.
Es necesario recalcar que, al aplicar el al-
goritmo, so´lo se consideran aquellos nombres
que devuelven al menos 30 documentos para
cada una de las consultas realizadas. Con-
sideramos que, en caso contrario, la infor-
macio´n que se obtiene no es suficientemente
fiable. Algunas palabras, como behaviour o
hurdle, no superan este valor de corte.
3.2 Deteccio´n de nuevos sentidos
La Tabla 1 muestra tambie´n las predicciones
de ruidos y nuevos sentidos. Evidentemen-
te, la deteccio´n de contextos esta marcada
por la cobertura, puesto que ninguna etique-
ta identificada como ruido/nuevo sentido ad-
mite una clasificacio´n manual como contex-
to valido para un sentido ya existente. Para
los dos conjuntos de prueba, las clasificacio-
Sentidos %documentos %documentos porcentaje
correctos correctos absoluto
consulta orig. +etiqueta 1 de mejora
band 1 3% 100% +97
band 5 100% 100% =
band 8 3% 70 % +67
giant 7 20% 70% +50
onion 3 27% 50% +23
rabbit 1 27% 100% +73
shake 3 33% 50% +17
shirt 1 100% 100% =
Total 39% 80% +41
cheetah 1 43% 70% +27
jaguar 1 20% 60% +40
leopard 2 23% 93% +70
lion 1 23% 97% +74
tiger 2 43% 100% +57
Total 31% 84% +53
Tabla 2: Refinamiento de consultas con informacio´n de dominio
nes como ruido o nuevo sentido se han consi-
derado manualmente un 100% correctas. La
distincio´n entre ”ruido”y ”nuevo sentido”se
hace con respecto a la densidad de aparicio´n
en Internet, de forma que no admite una eva-
luacio´n manual directa ma´s alla´ del criterio
automa´tico. Asumimos entonces que una eti-
queta clasificada como ”ruido”es correcta si
manualmente no la encontramos relacionada
con un sentido ya existente.
Dado el cara´cter especialmente dina´mico
de la recuperacio´n de informacio´n procedente
de Internet a trave´s de sistemas de bu´squeda
como Altavista, los resultados obtenidos pue-
den variar en cortos espacios de tiempo. Si
bien hemos constatado esta inestabilidad, las
cifras apenas sufren variaciones globales.
No resulta sorprendente comprobar que el
algoritmo es ma´s productivo en el caso del
conjunto de prueba dado por cat, en el que
se predicen 5 nuevos sentidos para 6 nombres:
cheetah wheelies <-
[entertainment,music,genres,alternative
& rock, rock & roll,artists s]
jaguar <-
[shopping,automotive,makes, models










Para el conjunto derivado de SENSEVAL,
el sistema produce 2 nuevos sentidos (0.12
sentidos por palabra), clasificados manual-
mente como correctos.
3.3 Refinamiento de consultas y
obtencio´n de corpora
La Tabla 2 muestra los resultados obtenidos
al refinar las consultas originales con la in-
formacio´n aportada por las etiquetas de do-
minio obtenidas. Las entradas de la tabla
corresponden a todos los sentidos de Word-
Net para los que se ha localizado una etiqueta
de dominio. Cuando se ha obtenido ma´s de
una etiqueta, utilizamos la primera recupera-
da por el sistema. Para cada consulta, se han
verificado manualmente los treinta primeros
documentos que devuelve Altavista.
La primera columna refleja el porcentaje
de documentos en los que las ocurrencias de
la palabra se corresponden con el sentido bus-
cado con la consulta original (tal y como se
formula en la seccio´n 2.1). La segunda colum-
na contiene la misma informacio´n, pero para
la consulta refinada que incluye los te´rminos
de la etiqueta de dominio asignada por el al-
goritmo. La tercera columna muestra la me-
jora porcentual absoluta al pasar de la con-
sulta original a la consulta refinada.
Puede apreciarse que la precisio´n crece, en
promedio, del 39% al 80% para los nombres
de SENSEVAL, y del 31% al 84% para los
hipo´nimos de cat 6. Estos resultados sugie-
ren firmemente que la etiquetacio´n de senti-
dos utilizando categor´ıas de Internet puede
ser muy u´til para producir corpora basados
en la red.
4 Conclusiones
Hemos expuesto co´mo un algoritmo relativa-
mente simple y directo puede producir infor-
macio´n u´til para extender un diccionario con
nuevos sentidos relevantes para llevar a cabo
bu´squedas en Internet y, simulta´neamente,
para dotar de etiquetas ricas en informacio´n
de dominio a los sentidos ya existentes. He-
mos comprobado tambie´n como esta´ infor-
macio´n se puede usar de forma directa pa-
ra mejorar la obtencio´n de corpora anotados
sema´nticamente a partir de Internet.
Nuestro trabajo en curso consiste en
• Disen˜ar estrategias para colapsar con-
juntos de etiquetas asignadas a un mis-
mo sentido, como en el caso de band 5.
• Comprobar emp´ıricamente si los senti-
dos que reciben una misma etiqueta pue-
den o no agruparse.
• Realizar una evaluacio´n ma´s exhaustiva
del sistema, incluyendo medidas de co-
bertura: ¿cua´ntos sentidos de dominio
espec´ıfico tienen una categor´ıa Altavis-
ta que les resultar´ıa adecuada? Y entre
estos, ¿cua´ntos casos detecta nuestro al-
goritmo?
• Una vez refinado, aplicar el algoritmo so-
bre el conjunto de nombres en WordNet
1.6 y medir el impacto de la informa-
cio´n obtenida sobre una tarea concreta
de bu´squeda de informacio´n multilingu¨e.
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