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Summary
In this thesis, we propose a method to significantly extrapolate the field of view of a photo-
graph by learning from a roughly aligned, wide-angle guide image of the same scene category.
Our method can extrapolate typical photos to the same field of view of the guide image,
the most extreme case of which is the complete panoramas. The extrapolation problem is
formulated in the shift-map image synthesis framework. We analyze the self-similarity of the
guide image to generate a set of allowable local transformations and apply them to the input
image. We call this method the guided shift-map, since it could preserves to the scene layout
of the guide image when extrapolating a photograph. While conventional shift-map methods
only support translations, this is not expressive enough to characterize the self-similarity of
complex scenes. Therefore our method additionally allows image transformations of rota-
tion, scaling and reflection. To handle this increase in complexity, we introduce a hierarchical
graph optimization method to choose the optimal transformation at each output pixel. The
proposed method could achieve high synthesis quality in both sense of semantic correct-
ness and visual appearance. The synthesis results are demonstrated on a variety of indoor,
outdoor, natural, and man-made scenes.
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When presented with a narrow field of view image, humans can effortlessly imagine the scene
beyond the particular photographic frame. In fact, people confidently remember seeing a
greater expanse of a scene than was actually shown in a photograph, which is a phenomena
known as “boundary extension” [17]. In the computational domain, numerous texture syn-
thesis and image completion techniques can modestly extending the apparent field of view
(FOV) of an image by propagating textures outward from the boundary. However, no exist-
ing technique can significantly extrapolate a photo because this requires implicit or explicit
knowledge of scene layout. Recently, Xiao et al. [33] introduced the first large-scale database
of panoramic photographs and demonstrated the ability to align typical photographs with
panoramic scene models. Inspired by this, we ask the question: is it possible to dramatically
extend the field of view of a photograph with the guidance of a representative wide-angle
photo with similar scene layout.
Specifically, we seek to extrapolate the FOV of an input image using a panoramic image
of the same scene category. An example is shown in Figure 1.1. The input to our system
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Figure 1.1: Our method can extrapolate an image of limited field of view (left) to a full
panoramic image (bottom right) with the guidance of a panorama image of the same scene
category (top right). The input image is roughly aligned with the guide image as shown
with the dashed red bounding box.
is an image (Figure 1.1, left) roughly registered with a guide image (Figure 1.1, top). The
registration is indicated by the red dashed line. Our algorithm extrapolates the original input
image to a panorama as shown in the output image on the bottom right. The extrapolated
result keeps the scene specific structure of the guide image, e.g. the two vertical building
facades along the street, some cars parked on the side, clouds and sky on the top, etc. At
the same time, its visual elements should all come from the original input image so that it
appears to be a panorama image captured at the same viewpoint. Essentially, we need to
learn the shared scene structure from the guide panorama and apply it to the input image
to create a novel panorama.
We approach this FOV extrapolation as a constrained texture synthesis problem and
address it under the framework of shift-map image editing [27]. We assume that panorama
images can be synthesized by combining multiple shifted versions of a small image region with
limited FOV. Under this model, a panorama is fully determined by that region and a shift-
map which defines a translation vector at each pixel. We learn such a shift map from a guide
panorama and then use it to constrain the extrapolation of a limited FOV input image.
In conventional approaches, this shift-map is often computed by graph optimization by
analyzing the structure of the known image region. Our guided shift-map can capture scene
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structures that are not present in the small image region, and ensures that the synthesized
result adheres to the layout of the guide image.
Our approach relies on understanding and reusing the long range self-similarity of the
guide image. Because a panoramic scene typically contains surfaces, boundaries, and objects
at multiple orientations and scales, it is difficult to sufficiently characterize the self-similarity
using only patch translations. Therefore we generalize the shift-map method to optimize a
general similarity transformation, including scale, rotation, and mirroring, at each pixel.
However, direct optimization of this “similarity-map” is computationally prohibitive. We
propose a hierarchical method to solve this optimization in two steps. In the first step, we
fix the rotation, scaling and reflection, and optimize for the best translation at each pixel.
Next, we combine these intermediate results together with a graph optimization similar to
photomontage [1].
The remaining of this thesis is organized as the following. Chapter 2 is a literature survey
on related topics. In Chapter 3, we apply patch based texture synthesis method to our image
extrapolation problem. From this baseline method we are able to understand some most
essential technique difficulties from experiment observations. Inspired by these observations,
we design the guided shift-map formulation, which will be introduced in Chapter 4, together
with the hierarchical optimization method. At last, evaluation and analysis are provided in





While shown an image, people could fulfill the task of telling scene category (e.g. forest,
beach, theater, etc. ) or the view point from which the image was taken (e.g. facing toward
screen or back door in the theater). Xiao et al. [32] shows that computer could also perform
this human vision functionality by training with a large set of viewpoint-aligned panorama
images of some specific scene categories. Representing the FOV domain by panoramic model
(−180◦ ∼ +180◦ horizontally, −90◦ ∼ +90◦ vertically), their method could align an input
image to the correct viewpoint on the panorama domain. The main idea is to train view
point classifier based on low level image feature. Such work shows the capability of the
state of the art data mining and machine learning techniques in effectively coping with scene
understanding related vision task.
The image extrapolation (or FOV extension) problem is derived from another related
phenomenon of human vision. In year of 1989, Intraub and Richardson [17] presented ob-
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servers with pictures of scenes, and found that when observers drew the scenes according to
their memory, they systematically drew more of the space than was actually shown. Since
this initial demonstration, much research has shown that this effect of “boundary extension”
appears in many circumstances beyond image sketching. Numerous studies have shown that
people make predictions about what may exist in the world beyond the image frame by using
visual associations or context [3] and by combining the current scene with recent experience
in memory [25]. These predictions and extrapolations are important to build a coherent
percept of the world [16]. Inspired by these human study, the method proposed in this thesis
grant computer the capability to fulfill the image extrapolation task, which is similar as
boundary extension of human, if given related context information.
2.2 Image Inpainting
Methods such as [6, 24, 5] solve a diffusion equation to fill in narrow image holes. Gener-
ally, these methods estimate the pixel value of unknown region by continuous interpolation
according to nearby known region, but not model image texture in general. These methods
cannot convincingly synthesize large missing regions because the interpolation is unreliable
when there is no sufficient nearby known region. For the same reason, they are often applied
to fill in holes with known closed boundaries, such as unwanted scratches and elongated
objects, and are less suitable for FOV extension.
2.3 Texture synthesis
Example based texture synthesis methods such as [11, 10] are inherently image extrapola-
tion methods because they iteratively copy patches from known regions to unknown areas.
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The copied patches overlap with each other and dynamic programming was applied for find-
ing optimal cut in the overlapping region. These methods are successful in synthesizing
structural and stochastic pure textures and some applications (e.g. texture transfer). Later,
Kwatra et al. [23] used graphcut optimization for seam finding which guarantee the global
minimum of the objective energy function. This method additionally allows pasting of new
patches to unknown areas in case of poor initialization. To preserve texture structure better
and reduce seam artifacts, Kwatra et al. [22] proposed a more sophisticated optimization
method by iteratively minimizing a more coherent energy function in a coarse to fine fash-
ion. These techniques were applied for image completion with structure-based priority [7],
hierarchical filtering [9] and iterative optimization [30]. Most of the previous methods search
for similar pair of patches only by translation, Darabi et al. [8] stated that diversity of trans-
formation, such as rotation, scaling change, and reflection is essential in achieving visually
appealing synthesis. To add additional information and constraint to the synthesized tex-
ture, Hertzmann et al. [15] introduced a versatile “image analogies” framework to transfer
the stylization of an image pair to a new image. Kim et al. [20] guided the texture synthesis
according to the symmetric property of source images.
There are some texture synthesis related with panorama stitching method. Kopf et
al. [21] extrapolate image boundaries by texture synthesis to fill the boundaries of panoramic
mosaics. Poleg and Peleg [26] extrapolate individual, non-overlapping photographs in order
to compose them into a panorama. These methods might extrapolate individual images by
as much as 50% of their size, but we aim to synthesize outputs which have 500% the field of
view of input photos.
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2.4 Image Retargeting
Another related topic is the image retargeting. Originally proposed for content aware image
resizing, retargeting components in source images can further composite new images. Seam
curving method [2] sequentially removes or inserts low saliency seams to prevent artifacts
while changing the image aspect ratio. It was then applied to video retargeting in [29]. How-
ever, manipulation of crossover seams is hard to maintain and synthesize large regions of
complicated structure. Later, Shift-map image editing [27] formulates the image retargeting
problem as optimizing an offset vector field. The offset vector defined on unknown pixels
indicates the position from where the pixel should take value, under the constraint that the
offset vector field should be smooth in order to reduce artifacts. However, such optimization
cannot be solved effectively because of the huge number of labels. He et al. [14] reduced
the number of labels by searching for dominant offset vector according to statistics of repet-
itiveness of patch by patch similarity. Basically, our method is build upon the shift-map
formulation. Different from previous related works, we extrapolate the image under the
constraints obtained from another guide image with larger FOV. Because the input source
image is usually not sufficient in providing long-ranged information supporting large area of
synthesis.
2.5 Hole-filling from image collections
Hays and Efros [13] fill holes in images by finding similar scenes in a large image database.
Whyte et al. [31] extend this idea by focusing on instance-level image completion with more
sophisticated geometric and photometric image alignment. Kaneva et al. [19, 18] can produce
infinitely long panoramas by iteratively compositing matched scenes onto an initial seed.
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However, these panoramas exhibit substantial semantic “drift” and do not typically create
the impression of a coherent scene, because sources from originally different images would be
stitched together. Like all of these methods, our approach relies on information from external
images to guide the image completion or extrapolation. However, our singular guide scene is




Patch Based Image Synthesis
3.1 Overview
Our goal is to expand an input image Ii to I with larger FOV. Generally, this problem
is more difficult than filling small holes in images because it often involves more unknown
pixels. For example, when I is a full panorama, there are many more unknown pixels than
known ones. To address this challenging problem, we assume a guide image Ig with desirable
FOV is known, and Ii is roughly registered to I
i
g (the “interior” region of Ig). We simply
reuse Ii as the interior region of the output image I. Our goal is to synthesize the exterior
of I according to Ii and Ig. Intuitively, we need to learn the similarity between I
i
g and Ig,
and apply it to Ii to synthesize I. This section will focus on applying patch based texture
synthesis techniques in image extrapolation problem.
As there is little existing work studying dramatic extrapolation, we want to focus on
designing the algorithm but not coping with some very special experiment data. So we
assume the experiment data, more specifically the guide image and the input image, obey
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following rules. (1) Most of the visual elements in exterior of Ig can be found in interior
region. This is to ensure that there is always available sources to paste from Ii to I for
synthesizing, so the algorithm can mainly focus on how to search and combine proper image
source. (2) There must exist a subregion in Ig which can roughly align with Ii. Ig and Ii
can look very different in color and small local structure, but must be with similar scene
category and global structure. Such as in bottom of Figure 3.3, the color and style of wall
and chairs could be quite different in guide image and input image, but two images are taken
from similar scene (e.g. cinema and theater) with similar screen-chair-wall global structure.
Even with these two constraints on experiment data, with large scene data set and cross
domain image matching algorithm, the automatic searching of guide image would not be a
very difficult task.
We are also interested in to what extent the two rules on data can be relaxed, since it
indicate how well our algorithm can be generalized to data. Rule (1) is a commonly existing
assumption for most of the image completion and texture synthesis work in order to make
the synthesizing available. Comparatively, rule (2) is more worth of studying as it greatly
affect the difficulty of searching a proper guide image for an input image. Intuitively, the
better the registration, the higher extrapolation quality can we expect, however the more
difficult can we search for proper guide images. In Section 5, we relax rule (2) with different
amount of registration error and demonstrate the result of our method.
3.2 Color Transfer
We first discuss about the most naive cases in which the I ig is very similar as the Ii. Such
cases would happen for Ii taken from famous tourism spots due to powerful image searching
engine and well developed tourism photograph communities. Under this simple condition, we
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need only transfer the color from Ii to Ig to fully maintain the structure from Ig. We apply
the commonly used color transfer method based on histogram equalization [28]. Figure 3.2
(c) shows the result of transferring the color of input image to the guide image. Most of the
time, the color transfer cannot be perfect due the non-uniform color distribution of different
subregion of the image. Though with similar color as the input image, the color transferred
guide image still looks different as the “expanded” input image especially for the region of
beach. This shows the necessity of synthesizing exterior region with image source from the
input image to keep the expanded content coherent with input image.
3.3 Patch Based Texture Synthesis
We then formulate the problem into a texture synthesis baseline method. The similarity
between I ig and Ig can be modeled as the motions of individual image patches. Following
this idea, as illustrated in Figure 3.1, for each pixel q in the exterior region of the guide
image, we first find a pixel p in the interior region, such that the two patches centered at q
and p are most similar. To facilitate matching, we can allow translation, scaling, rotation and
reflection of these image patches. This matching suggests that the pixel q in the guide image
can be generated by transferring p with a transformation M(q), i.e. Ig(q) = Ig(q ◦M(q)).
Here, p = q ◦M(q) is the pixel coordinate of q after transformed by a transformation M(q).
We can find such a transformation for each pixel of the guide image by brute force search.
As the two images Ii and Ig are registered, these transformations can be directly applied to
Ii to generate the image I as I(q) = Ii(q ◦M(q)). The patches marked by green and blue
boxes in Figure 3.1 are two examples.
To improve the synthesis quality, we can further adopt the texture optimization [22, 23]
technique. Basically, we sample a set of grid points in the image I. For each grid point, we
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Figure 3.1: Baseline method. Left: we capture scene structure by the motion of individual
image patches according to self-similarity in the guide image. Right: the baseline method
applies these motions to the corresponding positions of the output image for view extrapo-
lation.
Figure 3.2: (a) and (b) are the guide image and input image. (c) is the guide image with
the color of input image. (d) and (e) are results of patch based texture synthesis method.
(f) is the combination of color transferred result and the energy minimization method.
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copy a patch of pixels from Ii centered at its matched position, as the blue and green boxes
shown in Figure 3.1. Patches of neighboring grid points overlap with each other. Texture
optimization iterates between two steps to synthesize the image I. First, it finds an optimal
matching source location for each grid point according to its current patch. Second, it copies
the matched patches over and merge the overlapped patches to update the image. Basically,
the overlapped patches could be merged by averaging or seam finding.
Back to the most similar situation we mentioned in Section 3.2 when I ig is very similar
as the Ii, it may not be necessary to synthesize the region far away from boundary of Ii. For
some regions in which the color transferred guide image is very similar as the synthesized
content, we may directly use the guide image to reduce the artifact in those region. The
choice between color transferred guide image and the synthesized image could be solved by
traditional two-label MRF optimization if given proper priors.
3.4 Analysis of Baseline Methods
The image extrapolation results using patch based texture synthesis are shown in Figure 3.2
(d, e, f) and Figure 3.3 (c, e). As shown, this baseline does not generate appealing results.
The results typically show artifacts such as blurriness, incoherent seams, or semantically
incorrect content.
In Figure 3.2 (d, e), the artifacts are mainly caused by two problems. One problem
is that patches cannot find perfect similar patches from interior region due to illumination
or stochastic texture changes, so that improper patches are copied for synthesis in some
region according to locally poor similarity. The other is the source patches for neighboring
exterior patches are not consistent in overlapping region. The inconsistent overlap region
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Figure 3.3: Arch (the upper half) and Theater example (the lower half). (a) and (b) are
the guide image and the input image respectively. (c) and (d) are the results generated by
the baseline method and our guided shift-map method without transformation during the
search. (e) and (f) are the results of baseline method and our method with transformation
during the searching.
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will result in incoherent seams when using seam finding (e.g. dynamic programming, graph
cut) optimization, or blurriness when averaging.
In Figure 3.2 (f), the result of combining color transferred guide image (c) and synthe-
sized image (e) via graphcut is shown. Basically, if some synthesized region is very similar
as the guide image, we would rather use the guide image directly in order to reduce artifacts
and paste back more details; if some synthesized region is compose of source patches searched
with low similarity, we still also prefer to use the guide image since the synthesized region
is not reliable; otherwise, the synthesized region should be used. From the result, we may
find comparing with (e) more details in mountain and water appear in (f). However, such
method could work only if the I ig is very similar to the Ii. Such Ig will be very difficult to
search or not even exist.
Figure 3.3 illustrate two examples in which the registration is not perfect. In the baseline
method result (c, e), the poor quality are largely because this baseline method is overly
sensitive to the registration between the input and the guide image. In most cases, we can
only hope to have a rough registration such that the alignment is semantically plausible
but not geometrically perfect. For instance, in the theater example shown in Figure 3.3,
the registration provides a rough overlap between regions of chairs and regions of screen.
However, precise pixel level alignment is impossible because of the different number and
style of chairs. Such misalignment leads to improper results when the simple baseline method
attempts to strictly recreate the geometric relationships observed in the guide image.
The comparison between searching similar patches with or without transformation is
also shown in Figure 3.3. Figure 3.3 (c, d) are result of the baseline method and our method
(which will be introduced in Section 4) using patch similarity allowing only translations.
Correspondingly, Figure 3.3 (e, f) are results of two methods using patch similarity allowing
various of transformation. Apparently, both methods generate better result when considering
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transformation, especially for our method. This is because real images often require trans-
formation besides translation to expressively represent similarity. Rotation, scale change,
and reflection are necessary to cope with some commonly seen distortions in real images,




Based on the analysis in Chapter 3, we will introduce our generalize shift-map method which
consistently generates better result than all baseline methods proposed. In this chapter,
Section 4.1 will introduce the K nearest neighbor(KNN) searching strategy, which allows
searching in a large number of candidates to be applicable on normal desktop PC. Section 4.2
gives mathematical details of our guided shift-map optimization. Most of the time, the
formulation would result in a huge scale of MRF optimization problem. So Section 4.3
will present our hierarchical combination method to efficiently solve large scale graphcut
optimization.
4.1 Nearest Neighbor Search
The nearest neighbor field built from Ig is essential for expecting high quality of output. In
the image extrapolation problem, the image patches in exterior region and interior region
would respectively form the query pool and candidate pool. Each query patch need to search
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for its similar candidate patches. In order to benefit the optimization method later with
more flexibility, each query patch should search for its top K similar patches from candidate
patch pool. When applying the similarity information to synthesize I, each query patch
position will have K source patch options. This prevents assigning over-constrained prior
to the optimization. Moreover, we must allow the query patches to search in transformed
candidate patches to capture proper transformation between exterior and interior region.
This is important for achieving good performance when extrapolating real images.
4.1.1 Generalized PatchMatch
Barnes et al. [4] proposed the Generalized PatchMatch for computing dense approximate
nearest neighbor correspondences between patches of two image regions. The key insights
driving the algorithm are that some good patch matches can be found via random sampling,
and such good matches can be quickly propagated to surrounding areas according to natural
coherence in the imagery. Between two similar image regions (e.g. the interior and exterior of
the guide image) the dense approximate nearest neighbor matches can sufficiently guarantee
good warping result. Furthermore, the method is generalized (1) to find K nearest neighbors,
as opposed to just one, (2) to search across scales and rotations, in addition to just trans-
lations, which fully satisfies our requirements as mentioned above. Figure 4.1 illustrate the
quality of the approximate nearest neighbor field built by Generalized PatchMatch. (a) is
the guide image with interior region marked by red dashed line. (b) is the result of warping
interior region to the whole guide image domain with patch size 16 pixels. The warping
result is similar to the guide image, which indicates high accuracy of the similarity field.
With smaller patch size, the warped image would look even better with more details.
However, the Generalized PatchMatch is not suitable for our problem. It will quickly
18
Figure 4.1: The similarity filed is built via Generalized PatchMatch between the whole guide
image (a) and the interior of guide image marked by red dashed line. (b) is the result of
warping the interior region to the whole guide image.
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become very slow when the number of nearest neighbors, K, increases. If only searching
for one approximate nearest neighbor, each pixel would only buffer three candidate options,
two propagated from its top and left neighboring pixels and one random patch, and choose
the most similar one among them. However, when searching for K nearest neighbors, the
number of buffer candidates will be 3K, so that the whole searching time cost would be K
times of that searching one nearest neighbor. Empirically, a query patch would usually have
10 ∼ 500 acceptable similar candidate patches. So that K should be up to 100 ∼ 500 to fully
express the similarity, and as a result the searching procedure would be very slow.
4.1.2 KD-Tree Based Approximate Nearest Neighbor Search
KD-Tree based ANN search is also an efficient searching method. Different from PatchMatch,
the searching time cost is not strictly related with K. However, as it must firstly build the
KD-Tree on the whole candidate pool, it is memory prohibitive to buffer all the candidate
patches when we consider complicated transformation. Most of the time, the interior region
will be sampled by 32 × 32 pixels patch size and 2 pixels step. The memory cost would
soon reach up to 8G simply consider 2 ∼ 5 transformations. To tackle this problem, we run
ANN search in each transformed candidate image region respectively. Specifically, we first
fix a transformation, a combination of rotation, scaling and reflection, and transform the
candidate image region accordingly. We then sample the candidate patches with parame-
ter mentioned above from the transformed candidate image and search for K approximate
nearest neighbors. So each query patches will save n ·K candidate positions, where n is the
number of the transformations.
The searching could be further accelerated by parallel computing. The ANN search
in each transformation is independent and can be run on different threads. Moreover, the
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Generalize PatchMatch could be used to further prune irrelevant transformations. Since
one nearest neighbor PatchMatch search is considerably efficient, and it allows searching
across rotations and scales, it is a quick way to roughly estimate the dominant rotation
and scaling for specific subregion of image. We may first narrow down the transformation
space by PatchMatch, and search K nearest neighbors on comparatively small number of
transformations with ANN.
4.2 Guided Shift-map
As we discussed in Chapter 3, the image extrapolation method has to be robust to cope
with different conditions of input data. Basically, the most challenging cases are when Ii
is not similar as I ig visually but only in sense of rough semantic layout. The quality of
registration between Ii and I
i
g is usually far from pixel level precision, which is discussed in
Section 3.4. To handle the fact that registration is necessarily inexact, we do not directly
copy transformations computed from Ig according to the registration of Ii and Ig. Instead,
we formulate a graph optimization to choose an optimal transformation at each pixel of I.








Here, q is an index for pixels, N is the set of all neighboring pixels. Ed(·) is the data term
to measure the consistency of the patch centered at q and q ◦M(q) in the guide image Ig. In
other words, when the data term is small, the pixel q in the guide image Ig can be synthesized
by copying the pixel at q ◦M(q). Since we expect I to have the same scene structure as Ig
(and Ii is registered with I
i
g), it is therefore reasonable to apply the same copy to synthesize
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q in I. Specifically,
Ed(M(q)) = ‖R(q, Ig)−R(q ◦M(q), Ig)‖2. (4.2)
R(x, I) denotes the vector formed by concatenating all pixels in a patch centered at the pixel
x of the image I.
Es(·, ·) is the smoothness term to measure the compatibility of two neighboring pixels
in the result image. The smoothness cost penalizes incoherent seams in the result image.
Basically, if two neighboring pixels take the same transformation, there will be no smooth-
ness cost because their source are also neighbors in Ii. If neighboring pixels take different
transformations, this will cause two apart patches become neighbors in the synthesized re-
sult. So the smoothness cost measure the difference between newly founded neighbor and
original neighbor in the Ii. Mathematically, It is defined as the following,
Es(M(p),M(q)) = ‖I(q ◦M(q))− I(q ◦M(p))‖2
+‖I(p ◦M(q))− I(p ◦M(p))‖2. (4.3)
If M(q) is limited to translations, this optimization has been solved by the shift-map
method [27]. He et al. [14] further narrowed down M(q) to a small set of representative
translationsM obtained by analyzing the input image. Specifically, a translation M will be
present in the representative translation set only if many image patches can find a good match
by that translation. This set M captures the dominant statistical relationships between
scene structures. In our case, we cannot extract this set from the input image Ii, because
its FOV is limited and it does not capture all the useful structures. So we estimate such a
set from the guide image Ig, and apply it to synthesize the result I from the input Ii, as
shown in Figure 4.3. In this way, it ensures I to have the same structure as Ig. As our set of
representative translations M is computed from the guide image, we call our approach the
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guided shift-map method.
However as we discussed above, in real images, it is often insufficient to just shift an
image region to re-synthesize another image. Darabi et al. [8] introduced more general
transformations such as rotation, scaling and reflection for image synthesis. So we also
include rotation, scaling and reflection which makes M(q) a general similarity transformation.
Though all the required similarity transformation information could be easily obtained by
method mentioned in Section 4.1.2, this presents a challenging optimization problem on both
computation and memory cost.
4.3 Hierarchical Optimization
Direct optimization of Equation 4.1 for general similarity transformations is difficult. Pritch
et al. [27] introduced a multi-resolution method to start from a low resolution image and
gradually move to the high resolution result. Even with this multi-resolution scheme, the
search space for M(q) is still too large for general similarity transformations. We propose a
hierarchical method to solve this problem in two steps. As shown in Figure 4.2, we first fix
the rotation, scaling and reflection parameters and solve an optimal translation map. In the
second step, we merge these intermediate results to obtain the final output in a way similar
to Interactive Digital Photomontage [1].
4.3.1 Guided Shift-map at Bottom Level
We represent a transformation T by three parameters r, s,m for rotation, scaling, and reflec-
tion respectively. We uniformly sample 11 rotation angles from the interval of [−45o, 45o],
and 11 scales from [0.5, 2.0]. Vertical reflection is indicated by a binary variable. In total,
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Figure 4.2: Pipeline of hierarchical optimization. We discretize a number of rotation, scaling
and reflection. For each of the discretizd transformation Ti, we compute a best translation
at each pixel by the guided shift-map method to generate ITi . These intermediate results
are combined in a way similar to the Interactive Digital Photomontage [1] to produce the
final output.
we have 11 ∗ 11 ∗ 2 = 242 discrete transformations. For each transformation T , we use
the guided shift-map to solve an optimal translation at each pixel. We still use M(q) to
denote the translation vector at a pixel q. For better efficiency, we further narrow down the
transformation T to 20 ∼ 50 different choices. Specifically, we count the number of matched
patches (by translation) for each discretized T , and only consider those T with larger number
of matches.
Building Representative Translations
As observed in [14], while applying shift-map image editing, it is preferable to limit these
shift vectors to a small set of predetermined representative translations. So we use Ig to
build a set of permissible translation vectors and apply them to synthesize I from Ii.
For each pixel q in the exterior of Ig, we search for its K nearest neighbors from the
interior I ig transformed by T , and choose only those whose distance is within a fixed threshold.
Each matched point p provides a shift vector p − q, and a pixel location of the center of
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transformed Ii moved by p − q. We build a histogram of these center position of moved
Ii from all pixels in Ig. The 2D histogram map will be smoothed by Gaussian filter with
standard deviation of
√
(2). After non-maximum suppression with 8× 8 pixel windows, we
choose all local maximums as candidate translations. Each local maximum represents that
by moving the Ii to that pixel location, a lot of pixels could find good sources. For efficiency
consideration, we choose the top 50 candidate translations to form the set of representative
translationsMT . In most experiments, more than 80% of the exterior pixels can find a good
match according to at least one of these translations.
For the K nearest neighbor search, we measure the similarity between two patches
according to color and gradient layout using 32× 32 color patches and 31-dimensional HOG
[12] features, respectively. For each kind of feature, we estimate the mean and standard
deviation value of all matches. Then the distances computed by color and HOG feature are
normalized respectively according to the mean and standard deviation.
Graph Optimization
We choose a translation vector at each pixel from the candidate set MT by minimizing
the graph energy Equation 4.1 with the guidance condition M(q) ∈ MT for any pixel q.
We further redefine the data term in Equation 4.2 as illustrated in Figure 4.3. For any
translation M ∈ MT , the input image Ii is first transformed by T (which is not shown in
Figure 4.3 for clarity), and then shifted according to M . For all the pixels (marked in red
in Figure 4.3) that cannot be covered by the transformed Ii (yellow border), we set their
data cost to infinity. We further identify those pixels (marked in green in Figure 4.3) that
have voted for M when constructing the shift vector histogram, and set their data cost to
zero. For the other pixels that can be covered by the transformed Ii but do not vote for M ,
we set their data cost to a constant C. C = 2 in our experiments. The smoothness term
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Figure 4.3: Left: in the guide image, the green patches vote for a common shift vector,
because they all can find a good match (blue ones) with this shift vector; Right: The red
rectangle is the output image canvas. The yellow rectangle represents the input image shifted
by a vector voted by the green patches in the guide image. The data cost within these green
patches is 0. The data cost is set to C for the other pixels within the yellow rectangle, and
set to infinity for pixels outside of the yellow rectangle.
in Equation 4.3 is kept unchanged. We then minimize Equation 4.1 by alpha-expansion to
find the optimal shift-map under the transformation T . This intermediate synthesis result
is denoted by IT .
4.3.2 Photomontage at Top Level
Once we have an optimal shift-map resolved for each transformation T , we seek to combine
these results with another graph optimization. At each pixel, we need to choose an optimal
transformation T (and its associated shift vector computed by the guided shift-map). This







Es(T (p), T (q)). (4.4)
Here, T (q) = (r, s,m) is the selected transformation at a pixel q. The data term at a
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pixel q evaluates its synthesis quality under the transformation T (q). We take all data costs
and smoothness costs involving that pixel from Equation 4.1 as the data term Ed(T (q)).
Specifically,




T (p),MT (q)). (4.5)
Here, MT (q) is the optimal translation vector selected for the pixel q under the transfor-
mation T . ETd (·) and ETs (·, ·) are the data term and smoothness terms of the guide shift-map
method under the transformation T . N(q) is the set of pixels which neighbor q.
The smoothness term is defined similar to Equation 4.3,
Es(T (p), T (q)) = ‖IT (p)(q)− IT (q)(q)‖2 + ‖IT (p)(p)− IT (q)(p)‖2. (4.6)
We then minimize the objective function Equation 4.4 by alpha-expansion to determine
a transform T at each pixel. The final output at a pixel q is generated by transforming Ii
with T (q) and MT (q) and copying the pixel value at the overlapped position.
While the optimization in Equation 4.1 is expensive in computation and memory, with
hierarchical optimization, a typical extrapolation task could be solved in a few minutes on
a desktop PC. We will show the performance of our guided shift-map method in Chapter 5





In this section, we evaluate our method with a variety of real photographs. Then, some
technique details will be discussed and evaluated to show their functionality. In practice,
our method works in the following pipeline. Given an input image Ii, we find a suitable
Ig from the SUN360 panorama database [32] of the same scene category as Ii or we use an
image search engine. We then provide a rough manual registration to align Ii and Ig and
run our algorithm to generate the results.
5.1 Comparison With the Baseline Method
Figure 3.3 shows two examples comparing our method with the baseline method. Our
method clearly outperforms the baseline method. In the theater example, although rough
registration aligns semantically similar regions to the guide image Ig, directly applying the
offset vectors computed in Ig to the I generates poor results, especially in the region of seats.
In comparison, our method synthesizes correct regions of chair and wall by accommodating
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the perspective-based scaling between exterior and interior in theMT . In the Arch example,
some parts of the tree in the exterior region of the guide image match to patches in the sky
in the interior region due to the similarity of patch feature (both HOG and color). As a
result, part of the tree region is synthesized with the color of sky in the baseline method.
Indeed, most of the region of tree can still find semantically correct correspondence. So our
method can avoid these local error by choosing the most representative motion vectors in
the guide image for the tree region and thus avoid such outliers. Both examples show that
our method is more robust than the baseline method and does not require precise pixel level
alignment.
5.2 Matching With HOG Feature
Unlike most texture transfer methods, our approach compares image content with HOG
features in addition to raw color patches. This might be unintuitive, because the object
detection task for which the HOG was designed aims for a certain amount of invariance to
image transformation which we are, in fact, trying to be very sensitive to. Figure 5.1 shows
an example of how the recognition-inspired HOG can help our image extrapolation. Some
patches in the foliage are matched to patches in the water in the guide image when the HOG
feature is not used. This causes some visual artifacts in the result as shown in Figure 5.1
(c). The result with HOG feature is free from such problems as shown in Figure 5.1 (d).
Please refer to the zoomed view in (e) and (f) for a clearer comparison.
In a sense, HOG would be helpful when query patches cannot find extremely perfect
matches merely based on pixel intensity similarity. In this case, traditional color SSD would
prefer to select those blurry candidate patches as the best choices, because the blurry patches
usually contain only low frequency components, and would be much closer to a query than
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Figure 5.1: Synthesis with different patch feature. The result obtained with HOG feature is
often better than that from color features alone.
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a candidate with incorrect high frequency components. Such as shown in Figure 5.1 (c),
foliage exterior patches usually cannot perfectly match with interior foliage patches due to
the strong random texture generated by branches and leaves. Occasionally, interior water
patches share very similar color with exterior foliage patches, but only without those strong
random texture. As a result, although there are foliage patches in the interior region, foliage
patches in exterior region will also prefer to match with water patches in interior region if
only rely on color SSD measurement. However, HOG feature can estimate the strength and
orientation of local gradients. It has a penalty on pair of patches with different gradient
strength, such as one foliage patch and one water patch. As can be seen, in Figure 5.1 (d)
the query patches in the foliage will be measured as more similar to those candidate patches
in foliage in the interior region when considering HOG into measurement.
5.3 Analysis of Hierarchical Combination
Theoretically, we need to consider 242 transformations and 50 dominant offset vectors each
transformation. The number of labels in Equation 4.1 is 242 × 50 = 12100. The label
space is too huge to run optimization on typical desktop PC. So we propose the hierarchical
combination method to divide and conquer the large scale optimization problem. The bottom
level is composed of several guided shift-map optimizations, each of which corresponds to
a specific transformation. Figure 5.2 (a,b) shows a cinema example, an input image and a
guide image with registration. Figure 5.3 shows the intermediate bottom level output images
and data term cost of several chosen transformations. For brevity, we narrow down the
transformations by sampling scales from 0.5 ∼ 1 and do not allow rotation. We can discover
that the best synthesis result of different regions exists in outputs of different transformations.
So the top level, which is similar as a photomontage image stitching, function as to select
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those “best synthesis region” from all intermediate results. Figure 5.2 (c,d) shows the final
synthesis result and corresponding label map. It should be noted that each label bottom
level relates with a dominant translation vector, while label in Figure 5.2 (d) corresponds to
a transformation. From Figure 5.2 (d), we may find that clusters of adjacent pixels can find
good synthesis sources under a same transformation. We take this property as a generally
applicable assumption as all our experiment data satisfy it. If this assumption is satisfied,
the result via hierarchical combination will be very close to the alpha-expansion solution of
the whole offset vector MRF optimization shown in Equation 4.1. Therefore, the hierarchical
combination method can achieve good synthesis result on various of scenes.
In fact, the hierarchical optimization tries to quickly approximate the solution of Equa-
tion 4.1. It would be better to provide quantitative evaluation as to how much is lost in the
approximation process, such as the distance between the hierarchical optimization solution
and the true minimum of the objective function. However, as with most image synthesis
or manipulation tasks, there is no single objective that the output image must minimize
and there is no single ”ground truth” output, but instead there are numerous perceptually
plausible outputs. Mathematically, we could quantify how well we minimize Equation 4.1,
the objective for finding the self-similarity in the guide image, but this is also problematic
because (1) the true global minimum is unknown and (2) better reconstructions of the guide
image might not lead to better extrapolations of the input image. All in all, we believe that
qualitative evaluation is a much proper way to evaluate the algorithm.
5.4 Data Term of Top Level Photomontage
We further state that it is necessary to add the smoothness cost of the bottom level to the
definition of the data term of the top level, which is formulated into the second term in
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Figure 5.2: The cinema example. (a) is the guide image. (b) is the input image shown in
registered position. (c) and (e) are the results of top level photomontage with data term
adding or not the bottom level smoothness cost. (d) and (f) are the label maps corresponding
to (c) and (e) respectively.
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Figure 5.3: The bottom level results of the cinema example under some chosen transforma-
tion. (a) shows the output images of each transformation in bottom level. (b) is the data
term cost correspond to each output image in (a).
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Equation 4.5. The reason is that without smoothness cost, the top level data term cannot
fully evaluate the synthesis quality of all bottom level intermediate results. In other words,
if the bottom level smoothness cost is not added to the top level, the top level optimization
will not be aware of any incoherent seam in intermediate results, hence may inherit these
seams to the final result. A comparison experiment is shown in Figure 5.2. (c) is the result
without adding smoothness cost. We can find the upper bound of the screen is not well
aligned. When adding the smoothness cost, the broken line artifact is suppressed in (e).
From the label map (d) and (f), it is clear that by adding smoothness cost from bottom
level to top level, the top level would attempt to insert other intermediate sources to cover
incoherent seams at the upper bound of the screen.
5.5 Robustness to Registration Errors
Our method requires the input image to be registered to a subregion of the guide image.
Here, we evaluate the robustness of our method with respect to registration errors. Figure 5.4
shows an example with deliberately added registration error. We randomly shift the manually
registered input image for 5–20% of the image width (600 pixels). The results from these
different registrations are provided in the Figure 5.4 (d)–(h). All results are still plausible,
with more artifacts when the registration error becomes larger. Generally, our method still
works well for a registration error below 5% of image width. In fact, for this dining car
example and most scenes, the “best” registration is still quite poor because the tables,
windows, and lights on the wall cannot be aligned precisely. Our method is robust to
moderate registration errors, as we optimize the transformations with the graph optimization.
Benefit from the robustness, while trying to extrapolate an input image, the preparation,
which consists of searching for a relevant guide image and rough registration, would not be
35
Figure 5.4: We evaluate our method with different registration between Ii and Ig. (a) and
(b) are the guide and input images. (c) shows five different registrations. The red dashed
line shows the manual registration. The others are generated by randomly shifting the
manual registration for 5%, 10%, 15% and 20% of the image width. (d)–(h) are the five




When Ig is a panoramic image, our method can synthesize Ii to a panorama. However,
synthesizing a whole panorama at once requires a large offset vector space for voting to
find representative translations. Also the size of MT has to be much larger in order to
cover the whole panorama image domain. Both of these problems require huge memory and
computation.
To solve this problem, we first divide the panoramic guide image Ig into several sub-
images with smaller but overlapping FOV. We denote these sub-images as Ig1, Ig2, ..., Ign.
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The input image is register to ONE of these sub-images, say Igr. We then synthesize the
output for each of these sub-image one by one. For example, for the sub-image Ig1, we find
representative translations by matching patches in Ig1 to Igr. We then solve the hierarchical
graph optimization to generate I1 from the input image. Finally, we combine all these
intermediate results to a full panorama by photomontage, which involves another graph cut
optimization. This “divide and conquer” strategy generates good results in our experiments.
One such example is provided in Figure 1.1. The success of this divide and conquer approach
also demonstrates the robustness of our method, because it requires that all the sub-images
be synthesized correctly and consistently with each other.
Figure 5.5 shows more panorama results for outdoor, indoor, and street scenes. The left
hand side column is the input image. On the right hand side of each input image are the
guide image (upper image) and the synthesized result (lower image). In all the panorama
synthesis experiments, the 360◦ of panorama is divided into 12 sub-images with uniformly
sampled viewing direction from 0◦ ∼ 360◦. The FOV of each sub-image is set to 65.5◦. This
ensures sufficient overlapping between two nearby sub-images. The FOV of the input images
are around 40◦ ∼ 65.5◦ degrees.
37
38
Figure 5.5: Panorama synthesis result. The left column is the input image. On the right are
the guide image and the synthesized image.
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Chapter 6
Conclusion and Future Work
We present the first study of the problem of dramatic image extrapolation. The field-of-view
of a given image could be expanded with a wide-angle guide image of the same scene category.
We show that assisted with relevant information, computer can also perform functionality
similar as the “boundary extension” in human vision.
Technically, we formulate the extrapolation as image synthesis framework, and design
a novel guided shift-map method for this task. We start from directly apply patch based
texture synthesis method. Unfortunately, this method is over-sensitive to the registration
error. We then extract similarity information from the guide image by generating a set of
allowable transformations, and use graph optimization to chooses an optimal transformation
for each pixel to synthesize the result. We further propose a hierarchical optimization which
allow the whole problem be solved in a few minutes on general desktop PC. With a panorama
guide image, our method can extrapolate an image to a panorama with similar layout and
is successfully demonstrated on various scenes.
As can be seen, the synthesis results still have plenty of spaces to be improved. Tra-
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ditional texture synthesis or image completion method usually improve in formulation or
optimization for more visual appealing result. The quality of dramatic extrapolation would
greatly depend on the understanding of the scene, both in the guide image and the input
image. In this work, we actually build region to region correspondence between interior and
exterior in the guide image via shift-map from pixel value similarity. Further understanding
of the scene bring benefit to the extrapolation from various of aspect.
First, the transformation space is very huge, and exactly as the reason of which we
propose the hierarchical optimization to approximate the full optimization, however may
bring some potential lost. Actually, for a relative small area inside the exterior region,
the transformation space for optimization is not necessarily to be so large. Some efficient
methods, such as Generalized PatchMatch, could provide quite good initial guess about
proper transformations. If we can reduce the space of transformation to the extent in which
the full MRF optimization could be fulfilled in acceptable time, we may expect much better
extrapolation quality.
Second, the transformation can be more accurate for some specific tasks. For example,
while extrapolating input image to panorama, the transformation between two separate
views can be expressed by a homography, since there is merely a pure rotation between the
cameras of two views. The homography is obtained very simple, but far more precise than
combinations of rotation, scaling, and mirroring. We should have a large chance to obtain
better result under such correct transformation.
Third, one input image can be guided by several guide images. Since the synthesizing
region is large comparing with traditional image completion and texture synthesis work, an
input image may not be well guided by a single guide image. Remember that we only borrow
lone range self-similarity information from the guide image, it is apparently that we can bring
more correct and reliable similarity information from multiple guide images. Hence, better
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prior information could be obtained to ensure a better extrapolation result.
Last but not least, we wish this work could spur more research on scene understanding.
Ideally, we wish to fully understand the scene of input image and the guide image beforehand,
for instance obtaining a pixel level semantic labelling. These information should tell us the
types and positions of objects and regions shown in the image. Carefully manipulating these
information could make the synthesis result much more semantically reasonable, which is
very important for dramatic extrapolation. In this work, the scene understanding is still
limited. The latent assumption insure the structural correctness here is that visually similar
pixels much share a same semantic meaning. So in future, we expect to incorporate more
outcome of scene understand researches to improve the dramatic extrapolation.
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