In this paper, we consider an attack on a string of automated vehicles, or platoons, from a game-theoretic standpoint. Game theory enables us to ask the question of optimality in an adversarial environment; what is the optimal strategy that an attacker can use to disrupt the operation of automated vehicles, considering that the defenders are also optimally trying to maintain normal operation. We formulate a zero-sum game and find optimal controllers for different game parameters. A platoon is then simulated and its closed loop stability is then evaluated in the presence of an optimal attack. It is shown that with the constraint of optimality, the attacker cannot significantly degrade the stability of a vehicle platoon in nominal cases. It is motivated that in order to have an optimal solution that is nearly unstable, the game has to be formulated almost unfairly in favor of the attacker.
INTRODUCTION
Automated highway systems and self-driving cars are getting ever closer to real-world implementation. Multiple automated vehicles following each other on a highway with technologies like adaptive cruise control naturally form strings or platoons [31] . In this setting, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. the vehicles use some control law to adjust the distance between themselves and neighboring cars.
The automation of cars has shown to have numerous benefits including increased safety, passenger comfort and lower environmental impact [1, 25] . They also have been shown to have better fuel efficiency [16] and to significantly reduce congestion on highways [24] .
With this automation, new challenges and vulnerabilities surface. Platoons generally form a cyber-physical system (CPS) and there is a large body of work in this general area. With regards to platooning and automated vehicles, there is much work that relates directly to attack detection and identification [10, 17, 20] , much less work has been done to evaluate the efficacy of such attacks from the attacker's perspective. Chen et. al. use optimal control to find an attack in constrained conditions [6] . In [11] , the authors attempt to find a generalized formulation of attacks based on system vulnerabilities. Ramasubramanian et. al. [23] investigate a system's resilience to attacks based on its structure.
With regards to platooning specifically, much work has been done on homogeneous vehicles and what criteria should be satisfied for acceptable operation and real-world deployment. Much work has been done evaluating the stability and string stability of a platoon [5, 21, 27, 29] . Most platooning involves a specific control law that is used to either regulate distance from the front (unidirectional) or from both front and back (bidirectional) [2, 32] . There are also possibilities for inter-vehicle communication that add a new layer of abstraction.
In [7] , it is shown that a platoon is vulnerable to attacks if an attacker applies a destabilizing control input. This is achieved by the attacker modifying controller gains in order to cause instability. Only the gains in one vehicle need to be modified to achieve this. This sort of an attack is also presented in [8] , where a group of colluding attackers cause string instability and increase traffic congestion.
It is a common theme in CPS work that a threat model is proposed and any reactionary measures such as detection or mitigation are then formulated around the characteristics of that attack. The gametheoretic approach provides an alternate setting more related to optimal control that can be used to find an attack that optimizes certain criteria in an adversarial setting. While optimal control tries to find a minimizing solution to a problem, game theory similarly involves finding a saddle-point or Nash Solution [18] to a problem, which is, in a sense, optimal for both the players.
Game theory has been used in the field of control systems for some time now. There are classic problems in game theory such as pursuit-evasion that have been adapted to modern control problems [13] . The area has also been used in the area of system design and disturbance rejection [3, 30] . Game theory is also used in communications and designing data networks [12] . In [9] , a set of worst-case safe initial conditions to avoid a two car collision are derived using a game-theoretic framework.
The main contribution of this paper is that it applies methods from game theory to the problem of vehicular platooning and illustrates the behavior of an attacker employing an optimal strategy (in a game-theoretic sense). We motivate the proposition that in a realistic setting where the attacker is also a real world actor, it is very hard to achieve an optimal solution in which the attacker is actually causing catastrophic collisions and/or destabilization.
The remaining paper is organized as follows. A brief introduction to certain concepts from game theory and a quick formulation of the zero-sum case is given in section II. In section III, a problem formulation specific to our system is presented, with the necessary assumptions and simplifications elucidated. Section IV and V provide some numerical and simulation results. Section VI discusses these results and section VII concludes this paper.
Assumptions and Attacker Capabilities
In order to permit a real-world solution, we state some assumptions. We formulate an infinite-horizon zero-sum differential game in section II, which naturally leads to static gains and requires full-state feedback. This can be accomplished through inter-vehicle communication. Each vehicle can apply an acceleration input. While this approach does seem centralized in a sense, there has been research on implementing such algorithms in a decentralized manner [14, 19] .
We limit the discussion to one attacker in this paper. One of the imposed conditions on the method used to solve Riccati equations is that the resulting system be stable. This then leads to the restriction that the attacker can only degrade stability and not cause instability.
GAME THEORY PRELIMINARIES
Game theory provides a setting in which two or more players influence their respective scores by choosing different strategies [4] . Naturally, there are constraints on how different strategies affect the scores of each player, which are referred to as rules of the game. These three items-score, strategies and rules-are found in every well-formulated game. There are other extensions of this idea such as mixed-strategy and stochastic games but for our purposes, the above three ideas are sufficient.
There is also a distinction between static and dynamic games, which differ in the following sense: if a player is able to react after another player's decision as the game proceeds, the game is dynamic, otherwise it is static. Dynamic games have a sense of successive moves and thus a sense of progression. When extended to continuous-time systems, this naturally extends to the idea of time.
In most cases of game theory we are interested in the Nash and saddle-point solutions [4] and the strategies which produce them. These solutions have the property where one player cannot 'surely' gain anything by deviating from this strategy. Suppose two players are at a Nash equilibrium and have their respective scores. If one player decides to chance a move away from this point in order to gain some score, there exists a move (strategy) for the other player to make the first one lose more than his initial score. Hence it is in the best interests of the first player to stay at the Nash equilibrium.
Game theory applied to continuous-time control systems results in what are known as differential games [4] . In this case, the players have access to their specific control inputs (strategies) and the system dynamics form the constraints to the system (rules). When the question of control or optimality arises, naturally there is some notion of cost (scores).
Consider the system defined by the following state space description.
where x ∈ R r n is the state vector, u ∈ R p is the input vector. In the state vector, n is the number of agents, while r is the system order for each agent 1 . Usually the inputs are partitioned along respective players. Each player then chooses his or her control input from a space of allowable control inputs. Let us limit the discussion to two players and consider the following formulation
where J i is the total cost of player i, L i is an instantaneous cost and Φ i is a terminal cost at time T . If we partition the vector u into two vectors u 1 and u 2 (not the individual elements of u) each of which contains the control inputs for each player, we can deal with the effects of these two inputs separately, that is we can weight them in the cost functions separately. Both players want to minimize their respective costs J 1 and J 2 . In our case, all the defending cars can be thought of as one player with multiple different control inputs, and all the attackers can be thought of as the other player 2 .
One very useful simplification which we will make is that we restrict the game to be zero sum. This means that the equality J 1 + J 2 = 0 always holds. Zero-sum games are a good starting point in many game-theoretic approaches since they imply that the players are completely non cooperative. This imposes some important restrictions on the formulation and implies certain properties of the solution itself. For example, all solutions to non-cooperative zero-sum games will be saddle points [4] .
Another very useful class of games are linear quadratic games. This sort of a formulation is similar to the linear quadratic regulator (LQR) and the construction of its solution also follows a similar process [28] . The functions L i are replaced with the quadratic forms and the system is restricted to be linear time invariant (LTI) 1 2 3 . . .
Cars: as shown in (3).
It is interesting to note at this point that the two cost functions are opposing each other. This captures the noncooperation and is absolutely necessary, since if both players have their goals aligned, a saddle point solution will not exist [4] . Also note that the values of R 12 and R 21 can be chosen to weight the other player's control input.
Without going into the details of constructing the solution, which can be found in [4, 28] , the optimal control inputs u * 1 and u * 2 are given by
where P is the solution to the following Ricatti Equation
One further simplification which applies in our case of platooning is that we fix a terminal time of infinity (infinite horizon) and we evaluate the solution to (5) by setting the left hand side to zero.
PROBLEM FORMULATION
Consider the platoon of n vehicles shown in Figure 1 . The state vector is and the complete LTI system is given by
where car i has position and velocity x i , x n+i respectively and control input u i . These positions are measured from the center of mass of all the cars. Each car is essentially a double integrator in our setting. The choice of commanding acceleration directly is motivated by [22] where a split level control architecture is presented so that a higher level controller commands an acceleration and a lower level controller realizes it. A good portion of literature also assumes acceleration is commanded directly [2, 32] . In order to have the system track a reference and have the cars maintain a separation, we define a state vector z of error coordinates as follows 
Considering the case where we have one attacker at position 3 in a 5 vehicle platoon (Figure 2) , we can use the following parameters for the cost matrices in the game formulation. (10) where q 3 , q 8 and r 2 are parameters which will be varied in the next section. In Q 1 the first half of the parameters weight position error and the second half velocity error. As mentioned before, the four cars except the attacker will constitute one player (the defender) and the single attacking car will be the other player.
Since the game is zero sum, we need not define the other three cost matrices explicitly. Also, since we formulated our problem in error coordinates which the platoon directly has to minimize, we can start off with diagonal cost matrices. The defenders want to minimize their own error states so their entries in the cost matrix are positive. In turn, the attacker would then want to maximize these error states. The variables q 3 and q 8 signify how much the attacker is willing to move in order to cause the other cars to move.
When solved with these values set, the result is two gain matrices (for the defenders and attackers) that use full state feedback for each control input. This was expected since we chose an infinite time horizon. But even with these gains, we can evaluate the closed loop stability of the system by looking at the pole locations and how they change with varying parameters.
As mentioned before some form of inter-vehicle communication will probably be required to realize full state feedback. Local sensing will probably prove to be insufficient. But readers might be interested in decentralized cooperative localization where individual agents estimate a full system state based on locally observed data with limited communication and possibly intermittent global data. [19, 26] provide some solutions on whether a full state estimator is possible or not using only local sensing.
GAME PARAMETERS AND STABILITY MARGINS
In this section, we judge the system's stability by looking at the closed-loop poles when the proposed state feedback controller is used. Differences in chosen game parameters produce a change in the closed-loop pole locations with the optimal controller. In figure 3 , the first plot has the attacker with half the control cost of the defenders (r 22 = 0.5) i.e. the attacker's input is half as expensive as that of the other cars. This is equivalent to saying the attacker can apply double the control input of the regular cars. We see that by choosing just the negative of standard parameters (q 3 = −1, q 8 = −2), we get the first pole pair in the first plot, which are very well damped. As we vary more towards instability, we see that q 8 changes sign before it gets close to the imaginary axis.
In the next plot, where q 3 is varied, q 8 had to be zero in order to produce any instability at all. However, when it was set to zero, instability is quickly brought on.
In the final plot, r 22 is varied to make the attacker's control almost twenty times as cheap as the defenders'. Only then does instability ensue. Again this is an unrealistic scenario and we see that just by applying more control input, we do not achieve an optimal attack or degradation instability.
It is worth mentioning at this point that these parameters are not varied by the attacker. They are in fact means to set up a situation in which to find the optimal control law. Another way of saying this is that if these parameters are set and then the attacker tries to cause oscillations or collisions in the platoon by choosing some unstable gains, it will not be an optimal saddle-point solution. Hence the attacker will end up losing out in terms of the game itself.
The purpose of this section was to illustrate that a game would have to be set up dramatically different from any usual setup to produce a situation where the attacker would benefit by causing instability. The following section shows two sets of simulation data which also highlight one more aspect of the pole locations: their frequency. 
SIMULATION RESULTS
For the simulation results presented here, the split level controller approach from [22] is explicitly incorporated. The low level controller realizes the acceleration command by compensating for the effects of inertia, drag and air resistance. But this low level control signal is saturated as a real motor would be, which imparts a top speed v max and maximum acceleration a max to the model. While in saturation, the model does not conform to a linear quadratic game (as will be shown in the results) but is necessary for a more realistic test.
The data in table 1 were used for the subsequent simulations. There were 5 cars in total and the attacker was at position 3. Table 1 : Platooning data used in the simulations.
Parameter Value
Since the overshoot and damping characteristics need to be visualized, the cars were started with their desired separations but with an initial velocity of zero.
In figure 4 , it is observed that the nominal parameters we started off with produce a stable solution as expected. The cars speed up from zero and catch up to the reference trajectory. Notice that at the start (since they get an instantaneous command to speed up to 25 m s −1 ) the accelerations saturate and reduce as the speed increases. This is a nonlinear effect of using a realistic car model.
In figure 5 , we see that the given choice of parameters does produce some oscillatory behavior. However note that the amplitude is not nearly enough to cause any car to collide into another, as none of the separations become less than car length. The reason is simply that most physical systems (like our cars) act as low pass filters and in order to produce a higher amplitude, one needs a lower frequency.
At this point we refer the reader back to figure 3 and point out that these poles are not at low frequencies. At least in all the cases shown, the poles do not move towards the area around the origin when varying parameters. This is another observed property that low-frequency, high-swinging solutions are not optimal in the game theoretic setups we analyzed.
DISCUSSION
In this section we highlight some of the key aspects of this gametheoretic framework and also some limitations to the current approach of solving a Riccati equation.
Since this approach is similar in appearance and in essence to the LQR, it seems pertinent to ask whether this approach can offer some of the same benefits as its optimal control counterpart. The LQR offers a bounded phase margin, which automatically guarantees stability and convergence, and results exist pertaining to its robustness characteristics [15] . In figure 5, oscillations were observed, which points to a low phase margin. The question of whether there are conditions on Q and R under which the system is guaranteed to be stable is valid and, like the LQR, an analytical proof of this might be possible. It should be noted that forming a proper game-theoretic problem requires one or two conditions to be met. Just as in optimal control, the R ii matrices that weight the player's own control inputs have to be positive definite. This means that it can never benefit a player to apply ever increasing control input. However the Q matrices as we have seen already, can have a mix of nonnegative and negative eigenvalues. This aspect of the solution makes it interesting to ask the question: when do saddle-point solutions exist. [4] treats this question and derives some necessary and sufficient conditions, albeit with some limitations, for having a valid solution.
For our system, we solved a single Riccati equation which emerges in the zero-sum case. If we were to allow nonzero-sum formulations, we would need to solve a system of Riccati equations simultaneously [28] . The computational tools we used were build primarily for the purposes of standard optimal control and thus only allowed unique stabilizing solutions to a single Riccati equation. As this equation can normally have more than one solution, but at maximum only one stabilizing one, it might be worthwhile, in order to entertain the unstable case, to ask which unstable solution actually corresponds to the saddle-point or Nash equilibrium point in a game-theoretic formulation. Furthermore, this setup can be generally extended to a higher number of cars and multiple attackers (who would still form the same 'player'). Those results might enable the sort of attacks we might have liked to see here, but varying those parameters would add another dimension of complexity to an already complex system. We are aware that the results presented here are not entirely exhaustive and that the conclusions we would like to draw from these results might be overturned by a single case where the attack does cause the desired behavior. However, these results are similar to those provided by optimal control theory and perhaps some general statements can be made on the nature of solutions provided by game theory in terms of system performance such as a guaranteed phase margin.
Alternatively, a stochastic technique such as Monte Carlo runs might be employed while varying parameters such as the Q and R matrices, number of cars and attacker position. Further study would be required to construct an appropriate parametrization of these variables based on system properties. At the very least, it might provide a range of suitable values where the attacker does not benefit from causing collisions and these could be cross correlated with admissible parameters.
CONCLUSION
This paper demonstrates a game-theoretic framework to the problem of vehicular platooning. An infinite time horizon, linear quadratic game was formulated whose saddle point solution was found using methods from optimal control. The various solutions to this problem demonstrated that it is hard to achieve a setting (with the above qualities) that sees the attacker colliding with other cars or causing large oscillations in traffic flow while still fairing well in the game itself; it is usually not in the best interest of the attacker to disrupt regular operation. Further extensions of this work can involve solving the nonzero sum case and possibly entertaining unstable solutions. The effect of collusion by multiple attackers can also be considered in future work.
