ABSTRACT Multi-user cooperative transmission is an attractive architecture for underwater acoustic sensor networks (UASNs). Cooperative transmission depends on careful allocations of resources such as relay selection, but traditional relay selection requires precise measurements of channel state information, which is infeasible for multi-user cooperative transmission due to the unique features and hardware restrictions of UASNs. In this paper, we model multi-user relay selection under a multiuser multi-armed bandit (MU-MAB) framework, whereby users are not provided any prior knowledge about underwater acoustic channel conditions. We first exploit a novel MU-MAB algorithm, DSMU-MAB, for relay selection, assuming that the reward distributions are initially unknown but remain constant. Second, we consider an evolving environment in which the reward distributions undergo changes in time, and DSMU-rMAB, a derivative of DSMU-MAB, is proposed, which can be robust to abrupt changes in underwater communication environments. The proposed algorithms not only help sources find the suitable relays to achieve a high quality transmission and avoid collisions among users but also reduce the mass of information exchanged among users. We established the effectiveness of our proposed algorithms using theoretical and numerical analyses.
I. INTRODUCTION
In recent years, Underwater Acoustic Sensor Networks (UASNs) have attracted growing interest, due to their use in on-going support applications for mineral exploitation, environmental monitoring, disaster prevention, military surveillance and safety systems [1] - [3] . To implement spatial diversity and overcome the effects of fading, cooperative transmission has been introduced into UASNs [4] - [6] , in which the data collected by sensors will be relayed by wireless acoustic nodes to cooperatively fulfil tasks. With the increase in the number of sensors deployed underwater over the years, multiple source nodes jointly using multiple relay nodes have become more common in order to improve cooperative transmission utilization. Relay selection in multi-user UASNs is a problem that should not be neglected; however, it is a unique challenge to enable multiple source nodes to select and share a common set of relays in an efficient and fair way.
In conventional radio frequency (RF) or UASN singlesource scenarios, most relay selection architectures in the current literature are designed based on full instantaneous CSI [7] or statistical CSI [8] , [9] feedback to achieve adaptive decision-making. In fact, CSI-based relay selection does not perform well in UASNs, especially in multi-user scenarios, for the following reasons.
1) Doosti-Aref and Ebrahimzadeh [7] , considered relay selection with perfect channel state information (CSI) at the source. However, due to the harsh underwater environments and propagation delays (five orders of magnitude higher than in RF terrestrial channels), the CSI at the transmitter was actually imperfect. 2) In some of the literature, Wei and Kim [8] and Luo et al. [9] have considered relay selection based on prior statistical CSI. However, in consideration of highly dynamic changes in shallow seabeds or transient acoustic channel access to other artificial acoustic systems, a relay selection policy based on prior statistical CSI may not be robust to abrupt changes in communication conditions. 3) In multi-user scenarios, along with the increasing number of source nodes, CSI information feedback will increase, which yields excessive overhead and computational costs. In this paper, we present a novel multi-armed bandit (MAB) decision-making learning framework to solve the relay selection problem without knowledge of the channel at the source. MAB has been widely applied in website optimization [10] - [12] and optimal control strategies for robots [13] , [14] . Recently, MAB has been widely used to address wireless communications and networking decisionmaking problems [15] - [17] . In a stochastic MAB problem, given a set of arms (actions), an arm is played (selected) at each trial and receives a reward drawn from the reward generating process of that arm. A stochastic reward with an unknown mean is associated with each arm, and upon pulling a single arm, the player receives an instantaneous reward. The player decides which arm to pull in a sequence of trials to maximize its accumulated reward over the long run. Every MAB model is a class of sequential decision-making problems under strictly limited prior information and feedback [16] , and by employing this learning framework, we can perform relay selection based on instantaneous rewards rather than feeding knowledge regarding CSI back to the source.
In fact, multi-user relay selection problems are not simple superpositions of single-source relay selections; in a multiuser scenario, a relay selection scheme is needed to determine how relays are assigned [18] in order to maximize whole network performance. An effective allocation mechanism is an indispensable part of multi-user relay selection, the aim of which is to reduce collisions among users that occur when more than one source node user accesses the same relay simultaneously. In addition, in consideration of the reliability of data transmission and energy constraints (nodes equipped with batteries cannot be recharged), distributed algorithms are more applicable to UASNs, which are robust to transient losses of connectivity and limited information exchange. Therefore, we present two new algorithms based on MAB to further improve the performance of multi-user relay selection for UASNs. 1) We modified the current MAB framework using stable matching theory and a back-off timer and present a distributed multi-user multi-armed bandit (MU-MAB) relay selection algorithm, DSMU-MAB. Stable matching theory is a well-known, Nobel-prize winning framework that was introduced in a paper by Gale and Shapley [19] . Under this kind of one-to-one selection scheme, multisource access collisions can be avoided. Moreover, a back-off timer was designed to reduce information exchange among users. 2) In consideration of highly dynamic changes in shallow seabeds or transient acoustic channel access from other artificial acoustic systems such as UASNs and sonar users or natural acoustic systems such as marine mammals [10] , a distributed stable matching multi-user robust MAB algorithm, DSMU-rMAB, is proposed to overcome abrupt changes in communication conditions under a non-stationary MAB setting where the reward distributions undergo changes in time.
Specifically, we provide the following contributions in this work.
• To the best of our knowledge, we present herein the first analysis of a relay selection problem in a more practical scenario with multiple sources and multiple relays for UASNs. In addition, we present a learning framework to learn multi-user relay selection as a MAB problem without any prior knowledge regarding the nature of the environment (i.e., instantaneous full CSI or knowledge of channel statistics).
• To reduce the number of computations and solve the conflict problem in a distributed way, we present a novel MU-MAB algorithm, DSMU-MAB, by employing stable matching theory and a back-off timer to realize stable relay selection in which collisions are eliminated to ensure efficient communication and to avoid masses of information exchange. We also present DSMU-rMAB, a derivative of DSMU-MAB, to overcome abrupt changes in communication environments, which has not been mentioned in other current, related works on MU-MAB.
• We present the regret upper bound of DSMU-MAB and DSMU-rMAB. Our simulation results show that our design employing small amounts of information exchange can achieve comparable performance to that of existing MU-MAB algorithms, and DSMU-rMAB can be robust to abrupt changes in underwater communication environments.
The rest of this paper is organized as follows. Section II presents the background on MAB theory along with related work on MU-MAB. Section III introduces the system model. Section IV describes in detail how we map the our problem into the learning framework and derive DSMU-MAB algorithm for relay selection. In Section V, we consider an evolving environment where the reward distributions undergo changes in time, DSMU-rMAB, a derivative of DSMU-MAB is proposed. In Section VI, we present the simulation results analysis to validate the performance of our DSMU-MAB and DSMU-rMAB algorithm. At last, we summarize the paper in Section VII.
II. RELATED WORK
MAB is a fundamental reinforcement learning framework for learning unknown parameters and has been widely used in wireless communications and networking. Zhao and Gai utilized MAB to formulate an opportunistic spectrum access problem [20] - [23] in cognitive radio scenarios. Maghsudi applied MAB to model efficient resource allocation in 7840 VOLUME 6, 2018 [24] and [25] . Nikfar and Vinck [26] , applied MAB to model efficient relay selection for cooperative power line communication. Shankar and Chitre [27] and Jayasuriya [28] , first applied MAB to tune underwater physical link parameters. Furthermore, in [29] , we first presented single-user relay selection based on MAB for underwater communication networks.
Several results from the MAB problem will be used and generalized to study our problem. Currently, much of the existing literature, including [20] , [23] , and [30] , has studied the MU-MAB problem. Because there are multiple users in the systems, it is necessary to find allocation schemes to avoid collisions among users. Reference [30] presented the Hungarian MU-MAB policy for the problem of learning combinatorial matchings of users to resources. Reference [23] presented a novel policy, matching learning with polynomial storage (MLPS), that uses only polynomial storage and computation time at each decision period. A key subroutine of the MLPS policy involves solving a combinatorial optimization problem pertaining to weighted matchings with polynomial complexity at each step. Gai and Krishnamachari [23] , [30] , considered a combinatorial bandit framework, and the proposed schemes required a centralized coordinator, a large amount of information exchange and coordination among the users and mass information exchanges regarding the measured throughput on each user, which also led to large communication overheads. In [20] , a distributed fair access scheme (DLF) was proposed to take into account collisions among users. Although that scheme can effectively avoid collisions among users, those distributed MU-MAB algorithms paid more attention to multiuser resource allocation in symmetric cases, such that each user obtains the same reward on a given arm. Obviously, due to geographic dispersion or underwater obstacles such as fish schools [9] , users always obtain different rewards on a given relay, and asymmetrical cases are more common in multiuser UASN relay selection. Huang et al. [31] , presented an OLGS algorithm and applied stable matching theory to achieve a distributed adaptive distributed channel allocation in an asymmetrical opportunistic spectrum access system based on empirical evidence of efficiency but without theoretical analysis. Moreover, no one has considered non-stationary settings where the reward distributions undergo changes in time in the MU-MAB problem presented above.
In our work, we neither appoint a coordinator nor limit our scheme to symmetrical cases. To overcome the drawbacks of the allocations described above, we present a DSMU-MAB algorithm based on stable matching and design back-off timers to reduce information exchange. The MU-MAB algorithm can be used in symmetrical cases and asymmetrical cases in a distributed way. In addition, DSMU-rMAB is presented to against abrupt changes in underwater communication environments. Detailed theoretical regret analyses of DSMU-MAB and DSMU-rMAB are presented in our work. 
III. SYSTEM MODEL AND PROBLEM FORMULATION
In this paper, an UASNs cooperative transmission scenario is proposed, 1 as shown in Fig. 1 . We consider a slotted UASN wherein each source node can access only one relay in each transmission slot. The system model consists of M source nodes equipped with acoustic modem, K ≥ M mobile autonomous underwater vehicles (AUVs) and a base station (BS) at the surface. The time is slotted, and we denote n as the total number of time slots t such that 1 ≤ t ≤ n is any arbitrary time slot. At time t, each source node can select a relay only based on its own observation histories under a decentralized policy and transmit its data to the BS assisted by the relay. If user m ∈ {1, . . . , M } at time t selects relay k ∈ {1, . . . , K }, assuming no other conflicting users select that relay it gets an instantaneous reward X m,k (t). 2 Otherwise, if multiple users are selecting the same relay, then we assume that, due to collisions, none of the conflicting users derive any benefit. We assume that X m,k (t) follows some unknown i.i.d. process over time, with the only restriction that its distribution has a finite support. Without loss of generality, we normalize
, which is unknown to the users and distinct from others. We denote the set of all these means as
In addition, the users need not to obtain CSI and any priori knowledge of the matrix of mean values, they only have to estimate and predict relay availability by exploring and learning. We denote kk * as a set of M largest expected rewards for user-relay pairs.
The performance of a relay selection is evaluated by its regret value, which is defined as the difference between the expected reward that could be obtained by a genie that can 1 Our scheme do not only used in this kind of vertical underwater acoustic links, for example it also can used for cooperative transmission among AUVs in horizontal links. 2 The selection of reward metrics is dependent on the specific system implementation and based on the desired objective, for UASNs, we can denote throughput, delay, energy consumption, packet error ratio as the reward metrics. VOLUME 6, 2018 pick the optimal arm at each time, and that obtained by the given policy π . We then can obtain the mathematical expression for the stationary regret after n time slots:
S π(t) (t) is the sum of the actual reward obtained by all users at time under policy π (t), which could be expressed as:
In formula (2), I m,k (t) reflects the collision between source nodes in slot t, when source node m is the only one to select
We then consider a non-stationary case, where the reward distributions undergo changes in time; in other words, θ m,k may change over time. The regret defined in (1) is no longer appropriate for the time-invariant case. The mathematical expression for this non-stationary regret under policy π is: Table 1 presents a detailed list of the notation used throughout the paper.
IV. DSMU-MAB: DISTRIBUTED STABLE MATCHING MULTI-USER MAB FOR RELAY SELECTION
In this section, we consider the case whereby no prior reward distribution knowledge is provided throughout the relay selection process, but the distributions are assumed to remain constant during all games. The multi-user relay selection algorithm DSMU-MAB is proposed; the algorithm has a self-learning ability that can be implemented well in complex underwater environments and is based on a modified current MAB framework with stable matching theory and a back-off timer.
A. FORMULATION OF MU-MAB
For relay selection in UASNs, rather than relying on the availability of full, instantaneous CSI, we need to predict channel quality using a learning algorithm. The learning mechanism aims to exploit all gathered information to evaluate the most promising relays. We now consider a stationary formulation of the MAB whereby the reward distributions are fixed. In this section, we suggest a simple learning mechanism referred to as UCB, which borrows from the MAB in [32] and its extended form [23] . To provide an optimistic evaluation of the relay's quality, the UCB algorithm associates an index called the UCB index to each user-relay pair. The computed index for each user-relay pair is then used as an estimate for the corresponding reward expectations and to select the user-relay pair with the highest index. Our work is influenced by the formulation in [23] , wherein each arm corresponds to a matching of users to relays. The key idea behind this algorithm is to store and use observations for each user-relay pair rather than for each arm as a whole [23] . We provide the combinatorial UCB algorithm in terms of types of feedbacks in combinatorial bandits [33] ; our work belongs to the semibandit type, in which the user observes only the outcomes of selected relays in one round. In each round, an arm is selected, and the outcomes of its related reward of user-relay pairs are observed, which aids the selection of arms in future rounds. At each time t, after a user-relay pair (m, k) ∈ kk(t) is selected, we obtain the observation of X m,k (t) for all (m, k) ∈ kk(t) (kk(t) is a set (super arm) that contains M user-relay pairs at time t). (θ m,k ) M ×K and (n m,k ) M ×K are then updated as follows:
Our proposed scheme of selecting a set containing M userrelay pairs that maximizes the expected reward is expressed as Algorithm 1.
We use two M by K matrices to store the information. One is (θ m,k ) M ×K , and the other is (n m,k ) M ×K . Both are calculated by formula (4) after we select a user-relay pair at each time slot. In the above algorithm, line 4 ensures that there will be
n m,k (t) = 1; 7: end for 8: end for 9: // MAIN LOOP 10: while 1 do 11:
Run algorithm 2 to get a set contains M user-relay pairs that maximizes
13:
14: end while no collisions among users. Our scheme selects M user-relay pairs with the maximum value b(kk) at each time slot after the initialization period, when each user-relay pair is chosen once.
B. STABLE MATCHING SCHEME
We will denote the UCB index of user m when using relay k by b m,k and define the UCB index matrix as (B m,k ) M ×K . At any given time the M × K user-relay pairs UCB index values are almost surely all different. To this end we need some definitions:
Definition 1: A matching between users and relays is a one-to-one 3 function kk :
We define the total UCB index of a matching kk by
Indeed, there has been a recent surge in papers concerning possible applications of centralized optimization to solve assignment problems. Centralized optimization is a new mathematical tool for optimizing assignments in many emerging wireless systems. However, centralized optimizations often require global network information and centralized control, which thus yield significant overhead and computational complexity. Complexity can rapidly increase when dealing with combinatorial, integer programming problems [34] . The optimal centralized relay allocation problem is now formalized as follows:
The Hungarian centralized optimization scheme can provide optimal solutions, and its algorithmic implementations have matured over the past few years [35] . Optimizing relay allocations for underwater cooperative transmission using centralized optimization can result increased overhead due to information exchange and centralized computation. Here, we are interested in efficient distributed schemes that are suitable to UASNs.
To overcome the limitations of the Hungarian centralized optimization allocation described in the references cited above, we analyzed a distributed allocation scheme based on stable matching theory in an efficient and computationally inexpensive way. The relay allocation problem can be posed as a stable matching problem between relays and users. The main goal of matching is to optimally match relays and users, given their individual and learned information. Each source node user builds a ranking of the relays using a preference relation. Note that in this case, a preference can simply be defined in terms of a UCB index that predicts the higher throughput achieved by a certain user-relay matching. Now we can call a matching stable when no user-relay pairs prefer each other in comparison to their current matching. Hence, we obtain that in our case, stability is defined as follows:
Definition 2 [36] : A matching S :
The advantages of stable matching theory for relay allocation are as follows. (i) Because stable matching theory always specifies a stable one-to-one matching for any preference function, it can avoid multi-user contention under this interference model. (ii) Stable matching theory predicts unique stable matching when the entries of the preference matrix are all different. In [36] , stable matching theory is used to obtain the only stable result proven stable. (iii) Stable matching theory allows each player (i.e., source node and relay) to define its individual utilities depending on its local information. We show that in our setting there is no significant overhead and that the computational complexity of the algorithm is greatly reduced. To obtain a low-level information exchange implementation for the relay allocation, we would need to use a backoff timer, as shown in Fig. 2 . We consider that all users choose the same back-off function, which is a monotonically decreasing function of their user-relay pair UCB index. At the beginning of each time slot after the initialization period, users calculate and set the back-off timer. Each user in the network calculates UCB index b m,k and maps it to a backoff time τ m,k based on a predetermined common decreasing function f (b m,k ). Fig. 3 shows an example of such a backoff function. The first back-off that expires belongs to the user-relay pair that has the highest value in the matrix B. Source node m is to be allocated relay k. At each allocating period, source node m broadcasts an allocated message with format index_m, index_k . This is equivalent to deleting a row and a column from matrix B, as implemented in Algorithm 2. The timer's value is adjusted according to the user-relay pair of the UCB index, and the user-relay pair of the larger UCB index is expected to end early. To clearly reflect that proposed scheme, we present the distributed relay allocation algorithm described above as Algorithm 2.
Theorem 1: The expected regret of DSMU-MAB is at most
Proof:
. We introduce T i,j (n) as a counter after the initialization period. It is updated in the following way:
At each time slot after the initialization period, when nonoptimal set kk(t) is selected at time t, there must be at least one user-relay pair (i, j) ∈ kk(t), such that (i, j) / ∈ kk * (t). If there is only one such pair, T i,j (n) is increased by 1. If there are multiple such pairs, we arbitrarily pick one, say (p, q), and increment T p,q by 1.
Each time when a non-optimal set is picked, exactly one element in (T i,j (n)) M ×K is incremented by 1. This implies that the total number that we have played the non-optimal sets is equal to the summation of all counters in (T i,j (n)) M ×K . ∀1 ≤ j ≤ K , setB p,j = 0; 12: end for 13: Terminate: A stable matching between users and relays Therefore, we have:
Denote by I i,j (n) the indicator function which defined to be 1 when the T i,j (n) is added by one at time n, and 0 when it is false. Let l be an arbitrary positive integer. Then:
When I i,j (t) = 1, there exists a user-relay pair (i, j) / ∈ kk * (t) such that a non-optimal set is picked. We denote this set as kk(t) since at each time that I i,j (t) = 1. Then,
Note thatθ kk * (t−1) (t − 1)
, at least one of the following must hold:θ
Note that T i,j (t) ≥ l implies,
7844 VOLUME 6, 2018 This means:
Now observe thatθ kk
implies that at least one of the following must be true:
We bound the probability of events (14) and (15) using Chernoff-Hoeffding bound),
For l ≥ 8lnn ( kk i,j (t)) 2 , (16) is false. In fact
If we let l = 8lnn ( kk i,j (t)) 2 , then (16) is false for all kk(t). Therefore,
So under our scheme,
V. DSMU-r MAB: DISTRIBUTED STABLE MATCHING MULTI-USER ROBUST MAB FOR RELAY SELECTION
Temporal changes in reward distribution structure are intrinsic characteristics of problems in many application domains. Reward distribution structures under communication conditions uncertainty often involve trade-offs between learning about users' sensitivities to communication condition variations and earning short-term revenues. In this section, we focus on a MU-MAB formulation that allows for a broad range of temporal uncertainties in rewards due to the varying demands of the environment. A distributed stable matching multi-user robust MAB algorithm, DSMU-rMAB, is proposed to overcome abrupt changes in communication conditions under non-stationary MAB settings where the unknown reward distributions undergo changes in time and eliminates collisions among users through a one-to-one userrelay matching policy. In the presence of uncertainty, an agent that faces a sequence of decisions needs to judiciously use information collected from past observations when trying to optimize future actions. Knowing that undetected changes will lead to severe inaccuracies in estimation, the agent needs to discount the weight of older demand observations while estimating the demand curve in evolving environments. The fundamental problem of multiple users contending for relay selection over multiple relays in UASNs has been formulated as a DSMU-rMAB problem. The goal is to design distributed online learning policies that incur minimal regret. The DSMU-rMAB problem we consider has the following key features. (a) For the purpose of considering dynamic environmental changes, the problem of relay selection can be modeled as non-stationary bandit problems where the distributions of rewards change abruptly at unknown time instants. Discounted-UCB(D-UCB), which was proposed in [37] , is adequately successful when used to model evolving environments where the reward distributions undergo changes in time, but there have been no analyses of multi-user situations. We based the relay selection scheme on D-UCB and considered a set-up where there are multi-source nodes. VOLUME 6, 2018 (b) To solve the competition among source node users of UASNs, we apply the stable matching theorem to allocate relays that effectively avoid multi-user collisions.
To estimate the instantaneous expected reward, the D-UCB scheme averages past rewards with a discount factor giving more weight to recent observations. In particular, D-UCB is a variant of the UCB policies that relies on a discount factor γ ∈ (0, 1). This scheme constructs a index b m,k (t) =n m,k (t) + C m,k (t) for the instantaneous expected reward, where the discounted exploration bonus is C m,k (t) = 2 ξ lnn t (γ )/n m,k (t),
m,k (t), for an appropriate parameter ξ . At each time t, after an user-relay pair (m, k) ∈ kk(t) is played, then (θ (m, k)) M ×K and (n m,k ) M ×K are update as follows: where the discounted empirical average and discounted number of times are given by
Our proposed policy, which we refer to as a distributed stable matching multi-user robust MAB algorithm, is shown in Algorithm 3. We propose the subroutine presented in Algorithm 2 to solve the relevant distributed stable matching problem.
Algorithm 3 DSMU-rMAB
1: // INITIALIZATION 2: for t = 1 → K do 3: for m = 1 → M do 4: Select relay k such that k = ((m + t)modK ) + 1; 5:θ m,k (t) = X m,k (t); 6:n m,k (t) = 1; 
Update (θ m,k ) M ×K , (n m,k ) M ×K accordingly. 14: end while Now we provide the analysis of the upper-bound on the regret of DSMU-rMAB. Let ϒ n denote the number of breakpoints (we consider abruptly changing environments: the distributions of rewards remain constant during periods and change at unknown time slots) before time n. We denote by E γ and P γ the expectation and probability distribution under the our scheme DSMU-rMAB using the discount factor γ .
Theorem 2: The regret of DSMU-rMAB is
Proof: We introduce T i,j (n) as a counter after the initialization period. It is updated in the following way:
At each time slot after the initialization period, when nonoptimal set kk(t) is played at time t, there must be at least one user-relay pair (i, j) ∈ kk(t), such that (i, j) / ∈ kk * (t). If there is only one such pair, T i,j (n) is increased by 1. If there are multiple such pairs, we arbitrarily pick one, say (p, q), and increment T p,q by 1.
Each time when a non-optimal set is picked, exactly one element in (T i,j (n)) M ×K is incremented by 1. This implies that the total number that we have played the non-optimal sets is equal to the summation of all counters in (T i,j (n)) M ×K . Therefore, we have:
The number of times a user-relay pair (i, j) that contain in a suboptimal arm is played is:
where A(γ ) = 16ξ lnn n (γ )/( i,j min ) 2 . Note thatθ kk * (t−1) (t − 1) + C t−1,n kk * (t−1) ≤θ kk(t−1) (t − 1) + C t−1,n kk (t−1) , for j [1, K ] , at least one of the following must hold:
. Formula (26) can be written: (27) as
For a number of rounds D(γ ) which depends on γ following a breakpoint, the estimates of the expected rewards can be poor for D(γ ) = ln((1 − γ )ξ lnn K (γ )/ln(γ ) rounds, where
We denote by T (γ ) the set of all indices t ∈ {K +1, . . . ., n}, if it does not follow too soon after a state transition such that for all integers s
. This leads to the following bound:
Then we can obtain:
Now observe that equationθ (t) implies that at least one of the following must hold
Note for the choice of A(γ ) given above, we have (31) is false.
Instead of using a Chernoff-Hoeffding bound, we bound the probability of events (32) and (33) using a novel tailoredmade control on a self-normalized mean of the rewards with a random number of summands, which is stated in Theorem 4.
Theorem 4 [37] : For all integers t and all δ, η > 0,
(34) We show that for t ∈ T (γ ), that is at least D(λ) rounds after a breakpoint, the expected rewards of all arms are well estimated with high probability. The idea is the following: we upper-bound the probability of (32) and (33) by separately considering the fluctuations ofθ
Note
Hence, we obtain for t ∈ T (γ ):
Note that for t ∈ T (γ ):
).
We denote by S kk i,j (t) the discounted total reward obtained with user- relay pair (i, j) . We bound the probability of events (37) VOLUME 6, 2018 using Theorem 4 and the fact thatn kk i,j (t) ≥n kk i,j (t), wherē
γ 2(t−s) I {(i,j)∈kk(s)} , we can get:
Therefore,
When ϒ n = 0, γ < 1. As ξ > 0.5, we take η = 4 √ 1 − 1/2ξ , for that choice, with τ =
VI. PERFORMANCE EVALUATION A. OVERHEAD ANALYSIS OF RELAY SELECTION IN MU-MAB FRAMEWORK
In the MU-MAB framework, we need the average of all the observed rewards of relay k by user m and number of times that relay k is selected by user m to calculate the UCB index for each user-relay pair (m, k). Although each node has to carry out frequent computations for the UCB index, like other machine learning algorithms [38] , the computations of the decision-making parameters are simple and their delays and power consumptions are much smaller than for acoustic communications. Hence, the computational overhead of the UCB index is ignored.
In centralized MU-MAB algorithms [23] , [30] , the tuple of index_m, index_k, Value_b m,k (t) of m is referred to as a QUEST message, where index_m represents the sender's (i.e., source node) ID, index_k represents the relay's ID, and Value_b m,k (t) represents the UCB index at t of the user-relay pair. At each time t, each source node user sends its K QUEST messages to the coordinator. The coordinator can then be in charge of announcing the non-conflicting relays to be used by each user for each decision period after running the Hungarian allocation algorithm. Finally, the coordinator needs to broadcast an ALLOCATION message with format index_m, index_k . Hence, the overhead of the centralized MU-MAB algorithm arises from two places: the QUEST message and the ALLOCATION message. The message complexity of centralized MU-MAB algorithms is O(M × K + M ). In contrast to these centralized MU-MAB algorithms, our DSMU-MAB and DSMU-rMAB algorithms are fully distributed. It is obvious that the nodes are completely dependent on local information to make decisions and do not need the entirety of network topology information. Obviously, in the implementation of the algorithm, each node only needs to broadcast a MATCHING message with format index_m, index_k . The message complexity of DSMU-MAB is O(M ), which is the same as that for DSMU-rMAB.
B. SIMULATION AND ANALYSIS OF DSMU-MAB 1) METHODOLNY AND SIMULATION SETUP
In this experiment, we consider source nodes willing to exploit relay nodes with unknown expected reward patterns = (θ m,k ) M ×K and evaluate the nodes' transmission performances depending on network throughput, and then denote θ m,k as the expected reward of relay k observed by user m. To simplify the process, we assume that follows a Gaussian distribution with parameter θ m,k . 4 We verified the feasibility of that distribution using Watermark version 1.0 dataset [39] , it contains mass of time-varying acoustics channels data, which were measured in Norwegian waters in the frequency band 10 to 18 kHz. 
2) COMPARISONS OF DSMU-MAB AND DLF IN A SYMMETRICAL CASE
In this section, we first compare the performance of DSMU-MAB with the distributed MU-MAB algorithm DLF, which was only designed for symmetrical cases. In Fig. 4 , we compare the normalized regrets 2, 3 , . . . , 6. It can be easily determined that the regret is uniformly logarithmic with time slot. As expected, our scheme can yield the least regret, because it can completely eliminate conflicts.
The advantage of DLF is that it enables fairness access for all users with same prioritizations in a symmetrical case. Thus, we also present a comparison of fairness. As shown in Fig. 5 , we provide a bar chart for each user's cumulative normalized network throughput running on DSMU-MAB and DLF. We found that fairness among different users was reflected in both the DSMU-MAB and DLF schemes. Although in DSMU-MAB, we need not change rank of priority access for each user like DLF, the users could also compete fairly well for the best relay because of the inherent fairness of our scheme.
3) PERFORMANCE EVALUATION OF DSMU-MAB IN AN ASYMMETRICAL CASE
As mentioned before, asymmetrical cases are more common in multi-user UASNs relay selection. We therefore pay more attention to performance evaluation of DSMU-MAB in an asymmetrical case. In fact, in asymmetrical cases, some users also experience the same reward process on a given relay, and we call them symmetrical users. For simplicity, in this section, the number of symmetrical users is S, the number of 
groups of symmetrical users is G. Obviously, when M = S, G = 1, and the case is symmetrical, and when S = 0, G = 0, and the case is completely asymmetrical. Unlike other distributed MU-MAB algorithms, our scheme remains effective for asymmetric cases.
We compared DSMU-MAB with four different relay selection schemes for the case of M = 3, S = 2, G = 1, K = 9, namely, (i) a random scheme, wherein a relay is randomly selected from the K available at each slot with equal probability, (ii) a greedy allocation scheme in which users learn unknown channel parameters but select the relay providing the highest UCB index of selfishness, (iii) the MLPS scheme presented in [23] and (iv) the Hungarian centralized MU-MAB scheme presented in [30] . We consider a reward matrix defined as: As shown in Fig. 6 , we provide a bar chart regarding the cumulative normalized network throughputs for the five schemes. The performance of our distributed scheme was close to that of the Hungarian centralized MU-MAB, better than that of MLPS, and had significant performance advantages over the random and greedy allocation schemes. In our configuration, we also define an optimal scheme as representing the ideal case, wherein instantaneous full CSI corresponding to all the user-relay pairs is available for matching the optimal user-relay pairs. In this scheme, it is assumed that the mean rewards for all the user-relay pairs are known a priori, and a genie always selects the optimal relay. The value of the optimal scheme can be used as the upper bound of the total cumulative normalized network throughput of each user. Table II lists the performance ratios of the different schemes to that of the optimal scheme based on experimental simulation. We showed that the rate achieved by DSMU-MAB was approximately 99.41% of the optimal rate. The difference between the Hungarian MU-MAB rate and our rate was at most 0.03%. In addition, the total cumulative normalized network throughput increased 54%over that of the random scheme. The numbers of times that each relay was selected by each source node are shown in table III-table VII, and they clearly reflect that DSMU-MAB can significantly increase the best relay utilization rate. As expected, the greedy allocation scheme produced the worst performance because two symmetric users can select the best relay at the same time, as shown in table IV. That scheme cannot avoid communication conflicts among multiple symmetric users. In contrast to the greedy allocation scheme, our scheme confirms its ability to reduce the impact of collisions. The data for the random allocation scheme, whereby source node users select an arbitrary relay with equal probability, are shown in table VII and clearly reflect that the scheme can significantly increase relay utilization rate with low throughput.
In the above setting, our DSMU-MAB algorithm showed good performance that was similar to that of the Hungarian MU-MAB. To validate the applicability of DSMU-MAB, we also conducted simulations for other scenarios. First, we evaluated the cumulative regrets of DSMU-MAB and Hungarian MU-MAB and defined d = regret{DSMU-MAB} regret{Hungarian MU-MAB} to measure the performance gap between the two algorithms, as shown in table VIII. In six representative cases, our DSMU-MAB distributed algorithm had cumulative regrets similar to those of Hungarian MU-MAB. We then tested the average reward per user at each slot t, and scatter plots of the rewards for six cases are shown in Fig. 7 . For most of the total n = 10 5 slots, the users had a similar average rewards at each slot for DSMU-MAB and Hungarian MU-MAB.
The simulation results above demonstrate that our DSMU-MAB distributed algorithm can achieve good performance in symmetrical and asymmetrical cases. For the symmetrical case, DSMU-MAB had a lower regret than that of existing distributed algorithm DLF and achieved fairness access on a par with DLF. Unlike DLF, DSMU-MAB can also be applied to asymmetrical cases and achieved performances in many cases similar to the centralized Hungarian MU-MAB in all above tests with a low level of overhead. In particular, although no prior CSI knowledge was provided to DSMU-MAB during relay selection, the algorithm achieved above 99% of the total rate of the optimal allocation, in which instantaneous and full CSI corresponding to all the user-relay pairs was available.
C. SIMULATION AND ANALYSIS OF DSMU-r MAB IN CHANGING ENVIRONMENTS
We present simulation results for our proposed the DSMU-rMAB in changing environments. We assumed that the reward of relay k observed by user m at slot t also follows a Gaussian distribution, but the parameter (θ m,k ) M ×K suffers a change during the relay selection. We mainly considered ''bursty'' and ''smooth'' changes in (θ m,k ) M ×K to simulate the high dynamic changes in a shallow seabed or transient acoustic channel access from other artificial acoustic or natural acoustic systems.
In the first example, we consider ''bursty'' changes to simulate dynamic changes caused by wind speed changes and ship noise in a shallow seabed or by the sudden arrival of moving objects such as marine mammals and fish schools. We have M = 3 users, K = 5 relays, and S = 3, G = 0, the time horizon is set to n = 10 4 . We consider the two breakpoint(t = 2000 and t = 5000), for t < 2000, the expected rewards distribution matrix is defined as: We represent the evolution of cumulated regret in Fig. 8 . As seen in Fig. 8 , DSMU-MAB performed with lower regret than DSMU-rMAB before t = 2000, however, the regret for DSMU-MAB converged with difficulty after the first breakpoint until the end of that trial. In contrast, the regret for DSMU-rMAB converged to a stable level although suffering two breakpoints, indicating that DSMU-rMAB can quickly concentrate their pulls on the optimal combination and is robust to bursty changes. In the second example, we considered a ''smooth'' changes to simulate dynamic changes in a communication environment caused by spectral occupancy by other artificial acoustic systems. We tested the behaviors of DSMU-rMAB and DSMU-MAB by investigating their performances in a smoothly varying environment. That environment was made of K = 5 arms, and it was assumed that some elements of the reward matrix θ suffered a time-varying sinusoidal disturbance σ (t) = sin(6πt/n). The best arm changed cyclically, and the transitions were smooth.
We consider an expected reward matrix θ defined as: (t) = 0.6 0.7+0.2σ (t) 0.5+0.4σ (t) 0.4 0.9 0.8+0.1σ (t) 0.5+0.1σ (t) 0.3 0.9 0.6 0.6+0.2σ (t) 0.6 0.9 0.5 0.3+σ (t) .
The evolutions of the cumulative regrets under the two policies are shown in Fig. 9 ; in this continuously evolving environment, the DSMU-MAB algorithms accumulated larger regrets, the convergences of which were difficult. However, DSMU-rMAB was robust to the continuous timevarying disturbance, and the regret converged at a stable level.
These modest and yet representative examples suggest that DSMU-rMAB can be successfully adapted to cope with changing environments and achieve better performance than DSMU-MAB, whether bursty or smoothly changing.
VII. CONCLUSIONS
In this paper, we studied the problem of multi-user relay allocations for UASNs and proposed for the first time a MU-MAB algorithm to efficiently solve the relay selection problem in a distributed manner without any knowledge regarding the nature of communication environments. Through theoretical analysis, we established that DSMU-MAB can achieve simple, distributed and efficient solutions without collisions among users and reduces the mass of information exchanged among users. At the same time, DSMU-rMAB, a derivative of DSMU-MAB, was proposed that can be robust to substantial changes in underwater communication environments. Numerical analysis showed that DSMU-MAB can be applied with decent performance to symmetrical and asymmetrical cases that can closely approach the optimal solution, and, moreover, DSMU-rMAB can be successfully robust to abrupt changes in environment.
