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СТРУКТУРНО-ФУНКЦИОНАЛЬНЫЙ АНАЛИЗ КОМПОНЕНТОВ 
СИСТЕМ SENSOR WEB 
 
В данной статье рассматривается задача структурно-функционального анализа компонентов 
систем Sensor Web. Приведена структурная модель системы Sensor Web, а также рассмотрены вопро-
сы интеграции Sensor Web и Grid систем. Описана система прогнозирования и мониторинга наводне-
ний, построенная на основе технологии Sensor Web. 
 
The paper is devoted to the structural and functional analysis of Sensor Web systems. We described a 
structural model of the Sensor Web, and investigated different approaches to integration of Sensor Web and 
Grids. We presented a Sensor Web system for flood forecasting and monitoring. 
 
Введение 
Современный уровень информатизации 
общества характеризуется бурным развитием 
сложных распределенных систем экологиче-
ского мониторинга, предполагающих актив-
ное взаимодействие с внешней средой путем 
получения и обработки разнородной измери-
тельной информации. Технология построе-
ния таких систем получила название Sensor 
Web [31, 32, 33]. Sensor Web представляет 
собой координированную инфраструктуру 
наблюдений, включающую распределенные 
источники данных (сенсоры, модели, комму-
никации) и предоставляющую доступ к ис-
ходным и обработанным данным, метадан-
ным посредством использования стандарти-
зированных сервис-ориентированных инте-
рфейсов. Причем такая система является ав-
тономной, адаптивной, перенастраиваемой и 
управляемой [34]. 
 
Рис. 1. Архитектура Sensor Web [34] 
 
На современном этапе такие системы, как 
правило, подразумевают получение инфор-
мации с наземных, дистанционных измери-
тельных устройств, а также данных модели-
рования. Иллюстрация структуры такой сис-
темы, приведенная в отчете NASA [34], при-
водится на рис. 1. 
Наблюдаются тенденции интеграции от-
дельных систем в еще более сложные струк-
туры, включающие высокопроизводитель-
ную вычислительную технику и хранилища 
данных больших объемов на базе Grid-
технологии, обеспечивающей для пользова-
теля легкий («прозрачный») доступ к ресур-
сам виртуальной организации [35]. При этом 
возникает множество плохо формализуемых 
задач оптимизации затрат и производитель-
ности. Поэтому сегодня актуальной является 
не просто задача построения очередной 
Sensor Web системы, а создания эффектив-
ной инфраструктуры, объединяющей неско-
лько работающих или вновь создаваемых 
региональных или специализированных сен-
сорных сетей и Grid-систем. Особый интерес 
исследователей вызывают системы, связан-
ные с использованием наблюдений Земли из 
космоса, поскольку они представляют собой 
не просто высокопроизводительные вычис-
лительные системы, а требуют использова-
ния измерительной информации разного ти-
па (спутниковых наблюдений, наземных за-
верочных данных и данных моделирования, 
восполняющих пробелы в реальных измере-
ниях). Проблемами создания таких систем 
занимаются международные рабочие группы 
и комитеты WGISS [36] и GEO [37], а также 
посвящены большие международные проек-
ты, например “Sensor Web for Namibian Pilot 
project on integrated flood management and 
water related vector borne disease modelling”. 
Данный проект является совместной инициа-
тивой UN-SPIDER, NASA, NOAA, DLR и 
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ИКИ НАН-НКАУ и направлен на интегриро-
ванное использование спутниковых данных, 
наземных измерений и данных моделирова-
ния для мониторинга и прогнозирования на-
воднений для Африки. Кроме того, в рамках 
проекта решаются задачи, связанные с моде-
лированием и прогнозированием распрост-
ранения заболеваний, связанных с водой. 
В данной работе предложенный в [38] ме-
тод структурно-функционального анализа 
(СФА) применяется к предметной области 
систем Sensor Web. Этот подход был ранее 
использован для анализа системы Earth 
observation Grid (EO Grid) [39, 40]. 
 
Постановка задачи структурно-
функционального анализа сложных ие-
рархических систем 
Учитывая высокую стоимость создания 
распределенных систем, в которых исполь-
зуются гетерогенные данные и высокопроиз-
водительная техника, к их разработке требу-
ется подходить с позиций системного анали-
за, в частности метода структурно-
функционального анализа (СФА). Согласно 
[38, с. 432], содержательная формулировка 
задачи структурно-функционального анализа 
сводится к следующему. Известны назначе-
ние, общие характеристики и свойства сис-
темы Sensor Web, а также требования к стру-
ктурным, функциональным, эксплуатацион-
ным и экономическим показателям. 
Конкретнее, система Sensor Web предназ-
начена для решения задач экологического 
мониторинга, оценки рисков и прогнозиро-
вания последствий экологических и техно-
генных чрезвычайных ситуаций, поддержки 
принятия решений в интересах устойчивого 
развития на основе интеграции данных назе-
мных и аэрокосмических наблюдений, а та-
кже данных моделирования. В зависимости 
от перечня задач, решаемых в конкретной 
системе, можно определить конкретные тре-
бования или уже реализованные свойства 
перечисленных выше категорий.  
Требуется определить структуру Sensor 
Web как сложной иерархической системы, 
обосновать требования к каждому сегменту, 
узлу и функциональному элементу (ФЭ) всех 
иерархических уровней. 
Заметим, что структурно-
функциональный анализ может выполняться 
на разных стадиях жизненного цикла систе-
мы: как на этапе ее проектирования, так и в 
процессе ее эксплуатации. В первом случае 
формулируется перечень требований к сис-
теме, а во втором – набор свойств (сущест-
вующих или желаемых в зависимости от по-
становки задачи). Поэтому без ограничения 
общности термины «требования» и «свойст-
ва» будем рассматривать как синонимы. 
Формализация задачи структурно-
функционального анализа.  
Перейдем к формализации задачи струк-
турно-функционального анализа системы 
EO Grid. Согласно выражению (7.1) из 
[38, с. 433] множество требований (свойств) 
рассматриваемой системы представляется в 
виде упорядоченной по значимости структу-
ры классов (категорий): 
                 B0={Bi | 11,i m= },                      (1) 
где B0 – множество свойств системы, Bi – i-й 
класс (категория) свойств (m1=5). 
Для систем Sensor Web выделим следую-
щее множество классов: 
B1 – класс структурных свойств (требова-
ний), характеризующих структуру системы и 
ее элементов; 
B2 – класс функциональных свойств, 
определяющих перечень функций системы и 
количественные показатели их выполнения; 
B3 – класс эксплуатационных свойств, 
определяющих удобство эксплуатации сис-
темы и требования к внешним условиям; 
B4 – класс свойств безопасности; 
B5 – класс экономических свойств, опре-
деляющих требования к стоимости построе-
ния и эксплуатации системы. 
Каждая категория Bi определяется набо-
ром свойств bij: 
Bi = {bij | 1, ij m= }. (2) 
Рассмотрим каждую категорию в отдель-
ности. Если множество B1 представляет 
класс структурных свойств 
B1 = {b1j | 11,j m= }, 
то m1=9 и к данному классу относятся сле-
дующие количественные свойства: b11 – чис-
ло узлов в системе, b12 – число процессоров, 
b13 — пропусканная способность каналов 
связи, b14 – объем памяти для хранения дан-
ных, b15 – объем оперативной памяти. 
К качественным (неколичественным) 
свойствам (требованиям к структуре систе-
мы) относятся: b16 – гетерогенность (гомо-
генность), b17 – межузловая топология, b18 – 
требования к интерфейсам, b19 – сервисная 
ориентированность, или соответствие стан-
дартам WSRF (Web Service Resource 
Framework). 
Множество B2 функциональных свойств 
B2 = {b2j | 21,j m= } 
характеризуется следующим набором пара-
метров: 
b21 – поддержка запросов пользователей 
на выполнения задач в заданном виде; 
b22 – поддержка запросов пользователей 
на высокоуровневый доступ, передачу и ре-
пликацию данных; 
b23 – поддержка единой регистрации; 
b24 – балансировка нагрузки; 
b25 – сбор статистики; 
b26 – наблюдаемость (наличие информа-
ции о состоянии системы и ее элементов); 
b27 – управляемость (возможность целе-
направленно изменять состояние ФЭ (узлов) 
для достижения заданного критерия); 
b28 – адаптируемость (возможность пере-
настройки системы в соответствии с измене-
нием внешней среды, например, появлением 
новых задач или узлов системы). 
Множество B3 эксплуатационных свойств 
B3 = {b3j | 31,j m= } 
характеризуется следующим набором пара-
метров 
b31 – наличие определенного программно-
го обеспечения; 
b32 – дружественный интерфейс; 
b33 – Quality of Service (QoS). К метрикам 
качества обслуживания Sensor Web относят-
ся: доступность, надежность (отказоустой-
чивость и постепенное сокращение возмож-
ностей), оперативность (многомерная вели-
чина, характеризующая задержки и пропус-
канные характеристики), качество данных и 
т.д.; 
b34– должна поддерживать расширяемость 
без остановки работы. 
Множество B4 свойств безопасности 
B4 = {b4j | 41,j m= } 
содержит следующие элементы (согласно 
[41]): 
b41 – конфиденциальность (доверительная 
конфиденциальность, административная 
конфиденциальность, повторное использо-
вание объектов, анализ скрытых каналов, 
конфиденциальность при обмене); 
b42 – целостность (доверительная целост-
ность, административная целостность, откат, 
целостность при обмене); 
b43 – доступность (использование ресур-
сов, устойчивость к отказам, горячая замена, 
восстановление после сбоев); 
b44 – наблюдаемость (регистрация, досто-
верный канал, идентификация и аутентифи-
кация, целостность системы безопасности, 
распределение полномочий, самотестирова-
ние, аутентификация при обмене, аутенти-
фикация отправителя, аутентификация полу-
чателя); 
b45 – уровни гарантий (Г1-Г7). 
Множество B5 экономических свойств 
B5 = {b5j | 51,j m= } 
содержит следующие элементы: b51 – стои-
мость оборудования; b52 — стоимость эксп-
луатации (TCO – total cost ownership); b53 – 
стоимость услуг, предоставляемых системой. 
Каждое свойство bij класса Bi характери-
зуется набором показателей 
Yij = {yijk | 1, ijk m= }, (3) 
где mij – количество показателей для свойст-
ва bij, которые могут иметь как количествен-
ное, так и качественное представление. 
Так, для параметра b21 из множества фун-
кциональных свойств B2 будем иметь следу-
ющий набор показателей: 
y211  –  число запросов в минуту; 
y212 –  задержка на выполнения запроса 
(не более чем); 
y213 –если число запросов больше задан-
ного (y213), часть запросов откланяется. 
Требования к количественным показате-
лям задаются с помощью интервальных оце-
нок вида 
ijky < yijk < ijky , (4) 
а требования к качественным показателям 
удобно задать с помощью нечетких термов 
[42]. 
 
Структурная модель Sensor Web 
Формализуем описание иерархической 
системы Sensor Web. Результат структурной 
декомпозиции системы показан на рис. 2. 
Основными компонентами Sensor Web 
являются: 
– сенсорные узлы, которые -  
ответственны за получение данных. В 
общем случае, такие сенсоры могут быть на-
земными, выполняющие непосредственные 
контактные измерения; дистанционными, 
например, приборы дистанционного зонди-
рования Земли, установленные на спутниках; 
или моделями, которые подразделяются на 
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модели сенсоров и окружающей среды. Мо-
дели сенсоров используются для описания 
работы сенсора для корректной интерпрета-
ции и обработки данных и обеспечения нео-
бходимого уровня качества данных. Модели 
окружающей среды в основном используют-
ся для прогнозирования явлений или значе-
ний параметров. Примерами могут служить, 
модели численного предсказания погоды 
[35]; 
 
Рис. 2. Структурная модель  
системы Sensor Web 
– вычислительные узлы используются для 
обработки данных. Стоит отметить, что дан-
ные, получаемые сенсорными узлами в сис-
теме Sensor Web, могут обрабатываться как 
этими узлами, так и использовать внешние 
системы, например Grid; 
– коммуникационная сеть предоставляет 
средства для взаимодействия между различ-
ными сенсорами и узлами Sensor Web; 
– управляющий узел ответственен за 
управление и контролем состоянием Sensor 
Web, а также за взаимодействие с внешними 
системами. В качестве основы взаимодейст-
вия может использоваться сервис-
ориентированная архитектура SOA (Service-
Oriented Architecture). 
Стоит отметить, что Sensor Web редко ис-
пользуется как отдельная система, а интег-
рируется в более масштабные системы. Если 
основной задачей Sensor Web является сбор, 
получение и предоставление данных, то для 
их обработки необходимы соответствующие 
вычислительные ресурсы. Кроме того, во 
многих прикладных задачах требуется эффе-
ктивное управление потоком выполнения 
заданий, что особенно актуально для Sensor 
Web, где данные интегрируются из разных 
источников. Для решения этих задач целесо-
образно использовать Grid-технологии 
[35, 39]. Таким образом, возникает задача 
интеграции систем Sensor Web и Grid. 
Рассмотрим более детально следующие 






Рис. 3. Способы интеграции  
Sensor Web и Grid 
1. Система Sensor Web является незави-
симым сегментом Grid (рис. 3а). Обработка 
данных, получаемых сенсорными узлами, и 
генерация информационных продуктов в ос-
новном осуществляется непосредственно 
вычислительными узлами Sensor Web. Одна-
ко в реальных системах требуется обработка 
больших объемов данных и использование 
для этих целей исключительно собственных 
вычислительных ресурсов Sensor Web мало-
вероятно. 
2. Гибридная Sensor Grid система 
(рис. 3б). В этом случае для обработки и 
хранения данных, получаемых узлами Sensor 
Web, используются ресурсы Grid. Именно в 
Grid реализуются сервисы, отвечающие за 
обработку исходных данных и создание ин-
формационных продуктов, передаваемых 
конечным пользователям.  
Каждый q-й уровень иерархии состоит из 
Pq функциональных элементов. Тогда мно-
жество всех ФЭ системы можно описать 
следующим образом: 
{ | 1, , 1, }qqpV V q N p P= = = , (5) 
где N — общее число уровней иерархии; 
Vqp — p-й ФЭ q-ого иерархического уровня. 
Каждый ФЭ Vqp системы характеризуется 
следующим вектором показателей: 
( | 1, )qpqp qpjx j n= =x , (6) 
где nqp — количество показателей ФЭ Vqp, 
выполняющего набор функций 
( | 1, )qpqp qpkf j mΦ = = , (7) 
Каждая из функций fqpk в (7) зависит от 
значений показателей вектора qpx  
fqpk = fqpk(xqp). (8) 
и влияет на реализацию требований, предъя-
вляемых к ФЭ и системе в целом. 
Согласно [38, с. 435] состав и вид функ-
ций (7-8) определяется в процессе системно-
го анализа. 
Пусть 
{ , 1, , 1, }qqpX p P q N= = =x  (9) 
обобщенное множество показателей. Для 
простоты изложения откажемся от тройной 
индексации. Будем считать, что общее число 
показателей всех ФЭ всех иерархических 
уровней системы равно N0. Тогда обобщен-




( , ,..., ) , NTNx x x= ∈x x R . (10) 
Одной из главных задач структурно-
функционального анализа является опреде-
лении преобразования 
F: X→Y (11) 
из множества Х допустимых показателей си-
стемы в пространство Y требуемых свойств 
по набору количественных требований, за-
данных в виде (4), и качественных требова-
ний, заданных в виде нечетких термов. 
При этом требуется решить задачу струк-
турно-параметрической идентификации, по-
зволяющей одновременно определить струк-
туру иерархической системы в целом, струк-
туру ФЭ всех иерархических уровней, а так-
же вид преобразования (11). 
 
Система Sensor Web для прогнозирова-
ния и мониторинга наводнений 
На основе технологии Sensor Web Инсти-
тутом космических исследований НАНУ-
НКАУ (ИКИ НАНУ-НКАУ) разрабатывается 
система прогнозирования и мониторинга на-
воднений, архитектура которой представлена 
на рис. 4.  
 
Рис. 4. Система прогнозирования и мони-
торинга наводнений 
Для реализации системы используются 
стандарты консорциума Open Geospatial 
Consortium (OGC) Sensor Web Enablement 
(SWE): 
– OGC Observations & Measurements – об-
щие термины и определения области Sensor 
Web; 
– Sensor Model Language (SensorML) – 
язык на основе XML для описания различ-
ных видов сенсоров; 
– Transducer Model Language  – язык на 
основе XML для описания преобразований; 
– Sensor Observations Service (SOS) – ин-
терфейс для удаленного доступа к данным 
сенсора; 
– Sensor Planning Service (SPS) – интер-
фейс для отправки заданий сенсорам. 
Кроме того, для обработки используется 
стандарт Web Processing Service (WPS).  
На сегодняшний день в рамках системы 
для прогнозирования и мониторинга осадков 
используются глобальная система прогнози-
рования погоды GFS и спутниковые измере-
ния TRMM, для которых разработаны соот-
ветствующие интерфейсы SOS. Прогнозы 
осадков используются для идентификации 
потенциальных регионов, где возможны на-
воднения. На основе этих измерений осуще-
ствляется заказ и планирование спутниковых 
данных через интерфейс SPS. Такой интер-
фейс уже разработан специалистами NASA 
для спутника Earth Observing (EO-1). Для по-
лучения радиолокационных данных спутни-
ка Envisat используются оперативные архи-
вы Европейского космического агентства 
(ЕКА). Полученные спутниковые данные пе-
редаются на ресурсы Grid-системы ИКИ 
НАНУ-НКАУ, где автоматически генериру-
ются потоки выполнения заданий для их об-
работки. В настоящее время реализованы 
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сервисы картографирования наводнений на 
основе использования радиолокационных 
спутниковых данных [43]. Полученные кар-
ты предоставляются в форматах KML и 
WMS консорциума OGC. 
 
Выводы 
В данной статье реализован системный 
подход к построению и анализу функциони-
рования систем Sensor Web. Построена иера-
рхическая структурная модель Sensor Web, в 
рамках которой данные поступают с гетеро-
генных сенсорных узлов: наземных (контак-
тных), дистанционных и модельных. Важ-
ным преимуществом развиваемого подхода 
по сравнению с другими работами, посвя-
щенными моделированию и оценке произво-
дительности распределенных систем, являе-
тся системность, базирующаяся на методе 
СФА [38] и позволяющая рассматривать 
сложные иерархические системы на разных 
уровнях детализации одновременно.  
В статье также рассмотрены вопросы ин-
теграции Sensor Web и Grid. Преимущество 
интеграции таких систем состоит в том, что 
Sensor Web предоставляет доступ к разноро-
дным источникам данных, обеспечивая такие 
свойства автономность, управляемость, на-
страиваемость и т.д., в то время как Grid 
представляет ресурсы для обработки данных 
и создания информационных сервисов для 
конечных пользователей.  
Развиваемый подход апробирован при по-
строении системы Sensor Web для прогнози-
рования и мониторинга наводнений с испо-
льзованием данных моделирования (глоба-
льная модель прогнозирования погоды GFS) 
и дистанционных наблюдений (TRMM для 
мониторинга за уровнем осадков и 
Envisat/ASAR для картографирования наво-
днений). 
Работа выполнена при поддержке проек-
тов НАНУ-УНТЦ №4928 «Разработка Grid-
технологий интеграции данных разной при-
роды» и гранта Президента Украины «Разра-
ботка каскада гидрометеорологических мо-
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