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RÉSUMÉ 
Dans ce travail, nous nous intéressons dans la première partie, constituée de cinq cha­
pitres, aux mots de Yamanouchi et dans la deuxième partie, constitué d'un seul chapitre, 
aux permutations connexes et aux hypercartes pointées. 
Dans le premier chapitre, nous donnerons un résumé des résultats connus et utilisés 
dans cette thèse. 
Dans le chapitre 2, nous généraliserons l'expression donnant read(t) et row(t) pour t un 
tableau de Young standard aux tableaux gauches standards où read(t) et row(t) sont 
deux mots associés au tableau t. Nous donnerons une interprétation géométrique pour 
les standardisations à gauche et à droite d'un mot quelconque. Ensuite, nous utiliserons 
les arrangements de van Leeuwen pour donner une preuve naturelle à tous les résultats 
de ce chapitre. Nous définirons les paires de mots de Yamanouchi indécomposables ct 
nous montrerons qu'elles sont en bijection avec les permutations connexes. 
Dans le chapitre 3, nous élaborerons des algorithmes sur les mots de Yamanouchi qui 
sont en bijection avec les tableaux de Young standards. Ces algorithmes simileront les 
algorithmes connus sur les tableaux à savoir: la transposition, les glissements du jeu 
taquin de Schützenberger, l'évacuation et la correspondance de Schensted. 
Dans le chapitre 4, nous élaborerons un algorithme de redressement d'un mot qui n'est 
pas un mot de Yamanouchi. Cet algorithme similera l'algorithme connu de redresse­
ment d'un tableau gauche standard en un tableau de Young standard par une suite de 
glissements du jeu de taquin de Schützenberger. Nous montrerons que le mot de Ya­
manouchi obtenu par cet algorithme est identique au mot de Yamanouchi obtenu par 
un algorithme de Robinson. Nous généraliserons le résultat de van Leeuwen donnant le 
lien entre la correspondance de Robinson, entre les permutations et les paires de mots 
de Yamanouchi, et celle de Schensted, entre les permutations et les paires de tableaux 
de Young standards, des permutations aux mots arbitraires. Nous utiliserons le résulat 
obtenu pour donner une réponse à une question posée par Thomas. Nous utiliserons 
l'algorithme de Robinson pour donner une expression à l'évacué d'un mot de Yamanou­
chi. Nous utiliserons l'algorithme de redressement pour donner une nouvelle formllle à 
la correspondance de Schensted. 
Dans le chapitre 5, nous poserons une nouvelle conjecture ayant un lien étroit avec une 
conjecture de Schützenberger qui concerne son opération d'évacuation d'un tableau de 
x 
Young standard et avec la corresopondance de Schensted. Nous montrerons que cette 
nouvelle conjecture implique celle de Schützenberger. Nous donnerons une solution pour 
cette nouvelle conjecture dans le cas particulier des tableaux ayant seulement deux 
lignes. 
Dans le dernier chapitre, nous utiliserons les formules de Dumont et Kreweras, qui ont 
étudié une famille particulière de fractions continues liée à la série hypergéométrique, 
pour donner une nouvelle preuve aux formules donnant les permutations connexes selon 
leur nombre et aussi selon leur nombre de cycles. Nous établirons deux nouvelles formules 
pour les permutations connexes. Nous montrerons que le résultat de Sillke et celui 
de Dumont et Krcweras sont équivalents ensuite nous gônéraliserons chacun des deux 
résultats en passant au type cyclique au lieu du nombre de cycles. Nous généraliserons 
une formule donnée par Cori qui concerne les hypercartes étiquetées à n points. Nous 
donnons une expression à. chacune des deux séries formelles donnant le nombre des 
permutations selon leur type cyclique et aussi le nombre des permutations connexes selon 
leur type cyclique. Finalement, nous donnerons le nombre de sous-groupes normaux 
d'indice n dans le groupe libre à deux générateurs pour n un entier premier. 
Mots clés: Tableaux de Young standards, tableaux gauches standards, mots de Ya­
manouchi, standardisation à gauche et à droite, transposition, glissements du jeu ta­
quin de Schützenberger, évacuation, redressement d'un tableau gauche standard, cor­
respondance de Schensted, correspondance de Robinson, relations de Knuth, monoïde 
palxique, permutations connexes, hypercartes pointées, sous-groupes du groupe libre à 
deux générateurs. 
INTRODUCTION
 
La première partie de cette thèse porte sur les mots de Yamanouchi qui sont en bijection 
avec les tableaux de Young standards. Ces derniers jouent un rôle important dans divers 
domaines scientifiques, notamment en combinatoire, dans la théorie des représentations 
des groupes, dans la théorie des fonctions symétriques et dans l'étude du parallélisme 
en théorie informatique. Ils furent introduits par A. Young en 1902, dans son article 
intitulé «On Quantitative Substitutional Analysis» (Young, 1902). Young les utilisait 
pour calculer certains idempotents de l'algèbre du groupe symétrique Sn ainsi que le 
calcul des matrices de représentations irréductibles de ce groupe. 
La deuxième partie de cette thèse porte sur les permutations connexes de l'ensemble 
ln] qui sont en bijection avec les hypercartes pointées à n - 1 points par la bijection de 
T. Sillke ou la bijection de P. Ossona de Mendez et P. Rosenstiehl. Les hypercartes ont 
été utilisées comme un outil algébrique permettant de représenter le plongement (the 
embedding) d'un graphe dans une surface orientable. Les permutations connexes sont 
aussi en bijection avec les sous-groupes d'indice n-l du groupe libre à deux générateurs 
par la bijection de A. W. M. Dress et R. B. Franz. 
La première partie est constituée des cinq premiers chapitres. La deuxième partie est 
constituée d'un seul chapitre qui est le chapitre 6. 
Dans le chapitre 1, nous donnerons un résumé des résultats connus et utilisés dans 
cette thèse. En premier, nous donnerons des rappels sur quelques notions combinatoires 
énumératives simples comme les diagrammes de Ferrers, les partages, les tableaux de 
Young standards, les tableaux gauches standards, les permutations et les sous-groupes de 
Young. Ensuite, nous présenterons l'algorithme de Schcnsted, les relations de Knuth et la 
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construction géométrique de Viennot. Finalement, nous définirons les glissements du jeu 
" " de taquin de Schützenberger et nous présenterons l'algorithme de vidage-remplissage 
ou d'évacuation de Schützenberger. 
Dans le chapitre 2, nous généraliserons l'expression connue donnant read(t) et row(t) 
pour t un tableau de Young standard aux tableaux gauches standards où read(t) et 
row(t) sont deux mots associés au tableau t. Ensuite, nous utiliserons les arrange­
ments de M. A. A. van Leeuwen pour interpréter géométriquement les standardisa­
tions à gauche et à droite d'un mot quelconque. Nous utiliserons cette interprétation 
géométrique pour montrer d'une manière très naturelle tous les résultats de ce chapitre. 
Nous établirons deux formules donnant le lien entre la standardisation d'un mot, son 
préfixe ou son suffixe et sa restriction à un sous-ensemble de l'ensemble de ses lettres. 
Finalement, nous définirons une paire de Yamanouchi indécomposable. Ensuite nous 
montrerons que les paires de Yamanouchi indécomposables de longueur n sont en bijec­
tion avec les permutations connexes de l'ensemble ln]. 
Dans le chapitre 3, nous allons élaborer des algorithmes sur les mots de Yamanouchi. 
Ces algorithmes sont compatibles avec les algorithmes correspondants sur les tableaux 
de Young standards donnés au chapitre 1. Plus précisément, nous allons introduire un 
algorithme de transposition d'un mot de Yamanouchi. Ensuite, nous traduirons le jeu 
de taquin de Schützenberger sur les mots. Nous définirons les glissements en avant et 
les glissements en arrière sur un suffixe, d'un mot de Yamanouchi, ayant une forme 
gauche donnée. Nous allons aussi développer un algorithme d'évacuation d'un mot de 
Yamanouchi. Cet algorithme d'évacuation a été déjà élaboré par D. Foata sauf que 
nous le donnerons d'une manière plus concise. Finalement, nous allons concevoir un 
algorithme pour la correspondance Jr de Schensted permettant de passer directement 
de (J E Sn à Jr ((J) = (u, v) la paire de mots de Yamanouchi de même forme À f--- n, 
sans passer par la paire (P ((J), Q ((J)) de tableaux de YOUllg standards de même forme 
À. Nous allons aussi élaborer un algorithme pour la correspondance Jr- 1 permettant de 
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passer directement de (u, v) vers a. Nous définirons des fonctions que nous appelerons 
fonctions d'insertion et fonctions de suppression. Ces fonctions correspondent sur les 
tableaux de Young standards aux algorithmes d'insertion et de suppression liés à un 
élément et un tableau, définis par Scbensted. Finalement, nous montrerons le lien étroit 
de cette correspondance avec la construction géométrique de Viennot. Nous avons aperçu 
que la fonction d'insertion a été utilisée par Viennot dans sa preuve pour faire le lien 
entre les lignes saillantes des squelettes successifs d'une permutation et les mots de 
Yamanouchi qui codent son P-symbole et son Q-symbole (Viennot, 1976). 
Dans le chapitre 4, nous donnerons des rappels sur l'algorithme de Robinson (Robinson, 
1938). Cet algorithme transforme un mot W qui n'est pas un mot de Yamanouchi en 
un mot de Yamanouchi qu'on note par 12 (w). Nous présenterons aussi un deuxième 
algorithme de Robinson relié à son premier algorithme. Ce dernier permet d'associer à 
chaque mot w un opérateur formel qu'on note par Bw . Dans le cas particulier où west 
une permutation, Robinson a utilisé l'opéra.teur B,w pour associer à la pcrrlluitation W 
un autre mot de Yamanouchi autre que 12 (w) qu'on note par B (w) et qui est de la 
même forme que 12 (w). Ensuite, nous donnerons le résultat de M. A. A. van Leeuwen 
qui donne une description précise de la relation entre les algorithmes de Robinson a f-----7 
(12 (a), B (a)) et l'algorithme de Schensted a f-----7 (P (a), Q(a)) (van Leeuwen, 1992). 
Notre directeur de recherche C. Reutenauer a conjecturé que si on identifie un mot w à 
un tableau gauche standard g, alors 
:.J (J (g)) = 12 (w) 
où w (J (g)) est le mot de Yamanouchi associé au tableau de Young standard J (g) qui 
est le redressé de g. Afin de donner une preuve pour cette conjecture, nous allons élaborer 
un algorithme de redressement d'un mot w qui n'est pas un mot de Yamanouchi. Cet 
algorithme transforme le mot w en un mot de Yamanouchi qu'on note par :F (w). Il est 
compatible avec l'algorithme de redressement d'un tableau gauche standard donné au 
chapitre 1. Nous allons montrer que le mot :F (w) est unique. Plus précisément, nous 
4 
montrerons que 
F(W)=L(W). (0.1 ) 
Ce qui donne une preuve à la conjecture de C. Reutenauer précédente. Ce résultat 
principal et le résultat précédent de M. A. A. van Leeuwen montrent que le lien est 
étroit entre les algorithmes de Robinson, l'algorithme de Schensted et l'algorithme du 
jeu de taquin de Schützenberger. Nous utiliserons le lien entre cet algorithme de redres­
sement et l'algorithme d'évacuation élaboré au chapitre 3 pour montrer un théorème de 
Schützenberger. Nous généraliserons le résultat de M. A. A. van Leeuwen des permuta­
tions aux mots arbitraires. Cet généralisation nous permettera de résoudre un problème 
ouvert posé par Thomas ((Thomas, 1976), page 667) qui s'agit de trouver une formule 
donnant le nombre de réductions de type R (k) nécessaires pour obtenir L (w) à partir 
de w. Nous donnerons une expression de l'évacué d'un mot de Yamanouchi en utili­
sant l'opérateur de Robinson w 1---7 L (w). Ensuite, nous utiliserons cette expression 
pour montrer un résultat de van Leeuwen. Finalement, nous donnerons une nouvelle 
formule pour la correspondance de Schensted en utilisant l'algorithme de redressement 
précédent. Nous utiliserons cette formule pour montrer des résultats connus comme ce­
lui de Schensted donnant le lien entre le P-symbole d'une permutation et le P-symbole 
de son image miroir. 
Dans le chapitre 5, nous poserons une nouvelle conjecture ayant un lien étroit avec la cor­
respondance de Schensted et avec une conjecture de Schützenberger ((Schützenberger, 
1976), page 85). Nous montrerons que la résolution de cette nouvelle conjecture implique 
la résolution de celle de Schützenberger. Ensuite, nous montrerons cette nouvelle conjec­
ture, en utilisant l'algorithme donnant la correspondance de Schensted entre les permu­
tations et les mots de Yamanouchi de même forme que nous avons élaboré au chapitre 
4 précédent, dans le cas particulier des tableaux de Young standards ayant seulement 
deux lignes. Finalement, nous donnerons une nouvelle preuve pour le théorème de Foata 
qui démontre la conjecture de Schüt;œnbcrger dans un cas particulier. 
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Dans le chapitre 6, nous donnerons des résultats sur les permutations connexes et les 
hypercartes pointées. 
En 1949, M. Hall a établi une formule de récurrence concernant les nombres a~k) de 
sous-groupes d'indice n dans le groupe libre à k générateurs (Hall, 1949). Dans le 
cas k = 2, les nombres a~) satisfont la même formule de récurrence que les nombres 
hn +1 de permutations conne:xes (J de l'ensemble [n + 1]. Une bijection entre l'ensemble 
des sous-groupes d'indice n dans le groupe libre à deux g6nérateurs ct l'ensemble des 
permutations connexes de l'ensemble [n + 1] a été construite par A. \iV.NI. Dress et R. 
B. Franz (Dress et Franz, 1985). 
D. Dumont et G. Kreweras ont étudié une famille particulière de fractions continues liée 
à la série hypergéométrique 
n( b' ).= ~ (a)n . (b)n. n ~l a, ,x . L..J 1 X , 
n. 
n2:ü 
où (a)ü = 1 et pour tout n 2: 1 : (a)n:= L aCYc(u) tel que cyc((J) est le nombre de 
uES" 
cycles de la permutation (J (Dumont et Kreweras, 1988). 
En utilisant le q-analogue de la série hypergéométrique, J. Zeng a établi des q-analogues 
de toutes les formules de Dumont-Kreweras. J. Zeng a proposé un nouveau modèle com­
binatoire et il a posé le problème d'établir une bijection entre ce nouveau modèle et celui 
de Dumont-Kreweras. Plus précisément, il a montré que le nombre des permutations 
connexes dans Sn+l ayant r records et s anti-records est égal au nombre cl 'hypercartes 
pointées (0::, (3) à n points telles que 0:: a r cycles et {3 a s cycles et il a posé le problème 
de trouver une démonstration bijective de cette formule. Comme la bijection de Dress et 
Franz ne s'applique pas, aLors T. Sillke a construit une bijection qui résolld le problème 
posé par Zeng (Sillke, 1989). Sillke dans ((Sillke, 1989), page 1) a donné la formule 
suivante qui est équivalente à une formule de Dumont et Kreweras : 
nG (a, b; x) := L Gn (a, b) x = x d~ (log (ft (a, b; x))) 
n2:1 
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où pour tout n ~ 1, le coefficient de aTbs dans le polynôme Gn (a, b) est égal au nombre 
de sous-groupes H d'indice n du groupe libre :F2 = (XI,X2) à deux générateurs Xl et 
X2 tel que Xl agissant sur :F2/ H a r cycles et X2 agissant sur :F2/ H a s cycles. 
Ce nombre, par la bijection de Dress et Franz, est le nombre d'hypercartes pointées 
(a, {3) à n points telles que a a r cycles et {3 a s cycles. P. Ossona de Mendez et P. 
Rosenstiehl ont aussi construit une bijection entre les permutations connexes dans Sn+l 
et les hypercartes pointées à n points (Ossona de Mendez et Rosenstiehl, 2004). Leur 
bijection associe à chaque permutation connexe (J dans Sn+l une hypercarte pointée 
(a, /3) à n points de sorte que le nombre de records de (J est égal au nombre de cycles 
de a et le nombre de cycles de (J est égal au nombre de cycles de {3. R. Cori a donné 
une description de cette bijection dans (Cori, 2008). 
Nous donnerons des rappels sur les hypercartes étiquetées, non étiquetées et pointées et 
aussi sur les permutations connexes. Nous donnerons la nouvelle formule de récurrence 
suivante concernant le nombre hn des permutations connexes de l'ensemble ln] : 
hl = 1 et pOUl tout n 2: 1 , ni ~ hn + ~ ~ .hp . (~il .(n - P - il!) 
Nous montrerons cette formule en utilisant les permutations pointées. 
Ensuite, nous rappelerons la bijection de Sillke entre les hypercartes pointées à n points 
et les permutations connexes dans Sn+l ainsi que la bijection d'Ossona de Mendez et 
Rosenstiehl. Nous poserons le problème ouvert de décrire d'une manière précise le lien 
entre ces deux bijections. 
Nous utiliserons les formules de Dumont et Kreweras données dans (Dumont et Krewe­
ras, 1988) pour montrer les formules connues suivantes: 
n-l 
hn = n! - I: hp . (n - p)!, 
p=l 
n-l 
hn = I:p . hp . (n - 1 - p)!, 
p=l 
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11.-1 
n· n! = hn+1 + L hP+1 • (n - p)!, 
p=l 
ainsi que la nouvelle formule donnée ci-haut. 
Nous utiliserons encore une autre fois les formules de Dumont et Kreweras données dans 
(Dumont et Kreweras, 1988) pour montrer les formules suivantes qui généralisent les 
formules précédentes : 
11.-1 min(k,p) 
Cn,k = Sn,k - L L Cp,i' Sn-p,k-i, 
p=l i=O 
11.-1 min(k,p) 
Cn,k = p. Cp,i . Sn-1-p,k-i,L L 
p=l i=1 
11.-1 min(k,p+1) 
n· Sn,k = Cn +1,k + L L Cp+1,j' Sn.-p,k-j, 
p=1 j=O 
et 
11.-1 min(k.p) n-p min(k-j,i) ) 
n . Sn,k = n . Cn,k + L ~' p. Cp,j . L L Si,t' Sn-p-i,k-j-t 
(p=l j=O i=O t=O 
où Sn,k dénote le nombre des permULations de l'ensemble ln] ayant k cycles et Cn,k dénote 
le nombre des permutations connexes de l'ensemble ln] ayant k cycles. La dernière 
formule est nouvelle. 
Nous donnerons la preuve d'un rc\sultat, conjecturé par notre directeur de recherche 
Christophe Reutenauer, qui généralise un résultat de Sillke. La généralisation réside 
dans le passage du nombre de cycles au type cyclique. 
Nous utiliserons ce résultat pour montrer un résultat sur les hypercartes étiquetées à n 
points qui généralise un résultat donné par R Cori (Cori, 2009, lemme 1). 
Nous définissons des polynômes à plusieurs variables qui généralisent les polynômes 
Fn(a,b) et Cn(a,b) de Dumont et Kreweras, qu'on note par Fn (a1,a2, ... ;b1 ,b2, ... ) 
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et par en (al, a2, ... ; bl , b2, ... ). Ensuite, nous montrerons un résultat qui généralise le 
résultat (5') donné dans ((Dumont et Kreweras, 1988), page 28). Nous généraliserons le 
résulat de Dumont et Kreweras en passant du nombre de cycles au type cyclique. 
Nous donnerons une expression à la série formelle 
et aussi à la série formelle 
OÙ en dénote l'ensemble des permutations connexes de ln]. 
Lorsque l'entier n est premier, nous montrerons que n+l est le nombre des sous-groupes 
normaux d'indice n dans le groupe libre à deux générateurs Xl et X2. Trouver ce nombre 
lorsque n est arbitraire reste toujours un problème ouvert. 
CHAPITRE I
 
ALGORITHME DE SCHENSTED ET ALGORITHME DE
 
SCHUTZENBERGER
 
Ce chapitre se veut un résumé des résultats connus et utilisés dans cette thèse. En 
premier, nous donnerons des rappels sur quelques notions combinatoires énumératives 
simples comme les diagrammes de Ferrers, les partages, les tableaux de Young standards, 
les tableaux gauches standards, les permu tations et les sous-groupes de Young. Ensuite, 
nous présenterons l'algorithme de Schensted, les relations de Knuth et la construc­
tion géométrique de Viennot. Finalement, nous définirons les glissements du jeu de 
taquin de Schützenberger et nous présenterons l'algorithme de "vidage-remplissage" ou 
d'évacuation de Schützenberger. 
Dans les deux premières sections de ce chapitre, nous suiverons les notes de cours de 
François Bergeron (Bergeron, 2001) et le livre de Bruce E. Sagan (Sagan, 2001). 
1.1 Diagrammes de Ferrers et partages 
Dans toute la suite de ce chapitre, nous considérons dans le plan ~ x IR les relations 
d'ordre suivantes : l'ordre naturel ~ défini pour tous (x, y) , (x' ,yi) E IR x IR par : 
(x, y) ~ (x', y') si et seulement si x ~ x' et y ~ y' 
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et l'ord7'e croisé S;c défini pour tous (x,y), (X',y') ER x R par: 
(x, y) ~c (x', y') si et seulement si x ~ x' et yI ~ y. 
Définition 1 Un diagramme est un ensemble fini d ç N x N et une case de d est 
l'un des éléments de d. 
On représente habituellement la case (i, j) E d au moyen du carré 1 x 1 de som­
mets (i,j), (i + 1,j), (i,j + 1) et (i + 1,j + 1) dans le quadrant jR+ x jR+. Ainsi le 
diagramme 
{(O, 0), (0, 1), (0,2), (1, 1)} 
est représenté par le dessin 
Définition 2 Le diagramme conjugué, dl, d'un diagramme d est l'ensemble 
dl = {(j,i) (i,j) E d}.1 
Le conjugué du diagramme ci-haut est 
La conjugaison est clairement une involution. 
Définition 3 Un diagramme À est dit de Ferrers si pour tout (i, j) E À, chaque 
case (a,b) EN x N avec (a,b) ~ (i,j) est aussi dans À. 
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Ainsi, un diagramme À est dit de Ferrers s'il est en "forme d'escalier", comme par 
exemple 
-
Définition 4 Un partage À ç N x N est un diagramme tel que 
(i,j) E À et (a,b):::; (i,j) impliquent que (a,b) E À. 
En d'autres mots, un partage est un diagramme de Ferrers. 
Les parts Ài de À sont les entiers 
Ài := 1{c E À 1 :::l X EN: c = (x, i - 1)} 1 . 
Pour les i tels que Ài > 0, on a clairement Ài ~ Ài+1 . Dans certaines situations, il est 
utile d'ajouter à À un certain nombre de parts égales à O. Un partage étant caractérisé 
par la taille de ses parts, on peut identifier À à la liste de ses parts À = (À 1 ; À2 ; ... , Àk ) 
ou simplement À = À j À2 ... Àk . Pour l'exemple ci-dessus, on a À = (3,3,2,1). De plus, 
si À a di parts de taille i, on écrit encore À = Id12d2 ...nd", On dit alors que di est la 
multiplicité de la part i dans À. Pour notre exemple courrant, on a À = 11 2132 . Les 
parts de À sont encore appelées lignes de À. De même, les colonnes de À sont les lignes 
de son conjugué X 
À~ = 1{c E À 1 :::lx EN: c = (i - 1, x) } 1 . 
Remarquons que la case (j -1,i -1) du diagramme À est située dans la ligne i et 
la colonne j. Dans toute la suite de cette thèse, on note cette case par (i,j). Ainsi, la 
première composante i indique le numéro de la ligne contenant cette case et la deuxième 
composante j indique le numéro de la colonne. Par exemple, le diagramme donné au 
début de cette section a les cases (1,1), (2, 1), (2,2) et (3,1). 
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Si le nombre total de cases de À est 
on dit que À est un partage de n et on écrit À f- n. Ainsi, on peut donner la définition 
suivante: 
Définition 5 Un partage À = (À 1 ~ À2 ~ ... ~ Àk > 0) d'un entier n est une 
suite décroissante d'entiers strictement positifs dont la somm.e donne n. 
Par conséquent, chaque partage a une représentation planaire qui est un diagramme 
de Ferrers. Nous allons utiliser le même symbole pour un partage de n et pour le 
diagramme de Ferrers qui lui est associé. Le diagramme ci-dessous est le diagramme de 
Ferrers associé au partage (4, 3, 1) de 8 
-
1 
Dans la littérature, on trouve souvent la représentation symétrique de celle-ci, dite 
"anglo- saxonne" 
1 
'- ­
Dans toute la suite de cette thèse, nous utiliserons la première représentation des dia­
grammes de Ferrers. Il existe un ordre qui compare les partages sur des entiers dis­
tincts. Du point de vue des diagrammes de Ferrers, c'est simplement l'inclusion et on 
écrit f.L ç À si le partage f.L est inclu dans le partage À comme diagrammes de Ferrers. 
Comme l'intersection et l'union de partages est un partage, l'ensemble des partages 
ordonné par inclusion forme donc un treillis. On l'appelle le treillis de Young. 
Définition 6 Si À est un partage d'un certain entier n, alors un coin mtérieur 
de À est une case (i, j) E À qui une fois supprimée laisse un certain par·tage de 
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n - 1) c )est-à-dire que le diagramme obtenu de À en supprimant cette case est 
aussi un diagramme de Feners. Chaque partage obtenu par une telle suppression 
est dénoté par À-. Un coin extérieur de À est une case (i, j) ~ À qui une fois 
ajoutée produit un certain partage de n + 1, c'est-à-dire que le diagramme obtenu 
de À en ajoutant cette case est aussi un diagramme de Ferrers. Chaque partage 
obtenu par un tel ajout est dénoté par À+. 
Par exemple, si À = (3,2,1), alors 
À- = (3,2),(3,1,1),(2,2,1) 
et 
À+ = (3,2,1,1), (3,2,2), (3,3,1) ,(4,2,1). 
Définition 7 Si J.L ç À comme diagrammes de Ferrers, alors le diagramme gauche 
correspondant est l'ensemble des cases 
À/J.L = {c : c E À et c ~ J.L} . 
Si J.L = 0, on dit que le diagramme gauche À/J.L est normal. 
Ainsi, un diagramme de Ferrers est un diagramme gauche normal. Par exemple, si 
À = (4,4,3,2) et J.L = (3,1,1), alors on obtient le diagramme gauche suivant: 
1 
-
1.2 Tableaux de Young 
Les tableaux de Young jouent un rôle important dans divers domaines scientifiques, 
notamment en combinatoire. On les retrouve dans des sujets aussi divers que la théorie 
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des représentations du groupe symétrique et dans l'étude du parallélisme en théorie 
informatique. Ces tableaux sont apparus pour la première fois en 1902, dans un article 
de A. Young intitulé «On Quantitative Substitutional Analysis» (Young, 1902). Young 
les utilisait pour calculer certains idempotents de l'algèbre du groupe symétrique Sn 
ainsi que le calcul des matrices de représentations irréductibles de ce groupe. 
Définition 8 Pour un diagramme À, un tableau t de forme À, avec valeurs dans 
{1, 2, ... , k}, est une fonction t : À --+ {1, 2, ... , k}. 
On représente souvent un tel tableau en remplissant chaque case c de À avec la valeur 
t (c). Le tableau t est dit injectif si la fonction sous-jacente est injective. Par exemple, 
on a le tableau non injectif: 
,-- ­
1 
3 4 
6 6 3 12 
2 3 2 7 
Définition 9 Soit À f- n. Un tableau de Young de forme À est une fonction 
injective t: À --+ {1, 2, ... , n}. 
Autrement dit, on obtient le tableau t en remplissant les cases de À avec les nombres 
de 1 à n bijectivement. Clairement, il yan! tableaux de Young de forme À pour À f- n. 
Par exemple, les tableaux 
sont tous les tableaux de Young de forme (2,1). 
Notons par t ij l'entrée du tableau t située dans la ligne i et la colonne j. Ainsi, tij 
t (i,j). Par exemple, le premier tableau dans l'exemple ci-dessus a les entrées t n = 1, 
t l 2 = 2 et t 21 = 3. 
15 
On dit que le tableau test semi-standard si les valeurs sont faiblement croissantes sur 
chaque ligne en allant de la gauche vers la droite et strictement croissantes sur les 
colonnes en allant du bas vers le haut, c'est-à-dire test semi-standard si 
t(i,j) :::;t(i+1,j) ett(i,j) <t(i,j+1). 
Ainsi, on a par exemple le tableau semi-standard : 
-
10 
9 11 
3 4 4 7 
2 2 3 5 
Définition 10 Un tableau t de forme À f- n, est dit 'Un tableau standard s'il est 
semi-standard et injectif. 
Il Y a donc forcément croissance stricte dans les lignes. Autrement dit, 
t (i, j) < t (i + 1, j ) et t (i, j) < t (i ,j + 1) . 
Par exemple, le tableau 
­
11 
4 8 
2 5 71 9 1 
est un tableau standard à 7 éléments, de forme (4, 2, 1). 
Définition Il Un tableau t de forme À f- n, est dit un tableau de Young standard 
s'il est standard à valeurs dans {l, 2, ... , n} . 
Ainsi, on peut dire qu'un tableau de Young standard à n éléments est un diagramme de 
Ferrers, associé à un certain partage de l'entier n, étiqueté par les entiers de {l, 2, ... , n} 
de telle sorte que les entrées soient strictement croissantes de gauche à droite et de bas 
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4 
en haut. Le tableau suivant est un tableau de Young standard de forme (5,3,1) 
~ 
6 
2 5 9 
1 3 4 7181 
Les tableaux 
3 
123lliEEJt&E t&E t&E
 1 2 
4 
4 3 tffij tffij3 2 2 2 1 2 1 3 
1 3 1 4 
1 
sont tous les tableaux de Young standards sur n = 4. Les tableaux 
~ 
3 
-
4 
-
5 
-
5 
-
4 
2 5 2 5 2 4 3 4 3 5 
1 4 1 3 1 3 1 2 1 2 
sont tous les tableaux de Young standards de forme (2,2,1). 
On dénote l'ensemble de tous les tableaux de Young standards de forme À f-- n par 
Dans toute la suite de cette thèse, on utilisera les tableaux standards ainsi que les 
tableaux gauches standards. On peut définir les tableaux gauches de Young standards de 
la même manière que les tableaux de Young standards en remplaçant un diagramme de 
Ferrers par un diagramme gauche. Plus précisément, pour un diagramme gauche À//-l, 
un tableau gauche 9 de forme À//-l, avec valeurs dans {l, 2, ... , k} est une fonction 
9 : À//-l ----t {l, 2, ... , k}. Le tableau gauche 9 est dit injectif si la fonction sous­
jacente est injective. Nons définissons les tableaux gauches semi-standards et standards 
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de la même manière que les tableaux semi-standards et standards. Un tableau gauche 
est un tableau gauche de Young standard s'il est standard à valeurs dans {1, 2, ... , n}. 
Par exemple, 
5 
1 1 
2 6 
g= 
4 
2J
 
est un tableau gauche de Young standard de forme (4,3,3,2)/(3,2,1). 
On dénote l'ensemble de tous les tableaux gauches de Young standards de forme À/f.1 
par TGS,VJL. Dans toute la suite de cette thèse, on dit tableau gauche standard de 
forme À/ J1. pour un tahleau dans TGS,VJL. 
Soient P et Q deux tableaux gauches standards de forme J1./1/ et >-/ J1. respectivement. 
Alors, Pu Q dénote le tableau gauche standard de forme À/1/ tel que 
si cE J1./1/(P U Q) (c) = {
 P (c) 
Q (c) + m si cE À/Ji. 
où m est le plus grand élément de P. Par exemple, pour 
-
7 
1 1 6 
P= 2 et Q = 4 5 
3 3 
~
 
on a 
~ 
10 
4 9 
PuQ= 1 7 8 
2 6 
3 5 1 
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Si t est un tableau de Young standard à n éléments, alors tl [k] dénote le tableau de 
Young standard à k éléments obtenu de t par restriction aux cases occupées par les 
éléments 1,' . " k et tl [k + 1, n] dénote le tableau gauche standard à n - k éléments 
obtenu de t par restriction aux cases occupées par les éléments k + 1, .. " n. On peut 
transformer le tableau gauche tl [k + 1, n] à un tableau gauche de Young standard de 
même forme en soustrayant k à chacun de ses éléments. On note ce nouveau tableau 
par st (tl [k + 1, n]) et on dit qu'on a standardisé le tableau gauche standard tl [k + 1, n]. 
Ainsi 
t = (tl [k]) U (st (tl [k + 1, n])). 
1.3 Permutations et sous-groupes de Young 
Soit lP' ;= {1, 2,3, ... } l'ensemble des entiers strictement positifs. Dans toute la suite de 
cette thèse, on considère l'ensemble lP' comme un alphabet et on dénote par lP'* l'ensemble 
de tous les mots finis sur lP'. On dénote par lP'n le sous-ensemble de lP'* constitué de tous les 
mots de longueur n. L'ensemble lP'* est un monoïde. En effet, la concaténation des mots 
est associative et le mot vide est l'élément neutre pour la concaténation. L'ensemble lP'* 
est appelé le monoïde libre sur lP'. 
Posons ln] ;= {1, ... , n} pour tout n E .lP'. Lé groupe symétrique Sn est constitué de 
toutes les bijections de l'ensemble ln] vers lui même en utilisant la composition usuelle 
comme une loi de composition interne. Les éléments a E Sn sont appelés permutations. 
La façon classique de représenter une permutation est la suivante; 
1 2 3 
a (1) a (2) a (3) 
ce qui correspond au mot 
a = a (1) a (2) a (3) .. · () (n) E lP'n. 
Rappelons qu'un groupe de Coxeter e:;l un groupe TV qui a une présentation d'une 
forme spécia1e : nous avons un ensemble de générateurs S ç W tel que les relations 
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permettant de définir tous les éléments de W sont des relations de la forme s2 = 1 et 
(st)m(s.t) = 1 où s i- t sont des éléments de S et m (s, t) = m (t, s) > 1 sont des entiers 
positifs (l'entier m (s, t) est l'ordre de l'élément st). Ainsi, ce groupe est généré par 
des involutions et les seules relations additionnelles sont celles qui donnent l'ordre d'un 
produit de deux générateurs quelconques. L'exemple standard est le groupe symétrique 
Sn en n lettres avec générateurs les transpositions élémentaires {Si 1 ::; i ::; n - 1} où1 
Si = (i i + 1). 
Rappelons aussi que si (11\1, S) est un groupe de Coxeter, alors un sous-groupe parabolique 
de West un sous-groupe généré par un sous-ensemble de S. En d'autres mots, pour 
tout J ç S, le sous-groupe WJ = (s 1 sE J) est appelé un sous-groupe parabolique 
de W et un tel sous-groupe est particulièrement intéressant car (W], J) est aussi un 
groupe de Coxeter. Ainsi si ISI = n, alors W possède 211. sous-groupes paraboliques 
distincts. Dans le cas particulier du groupe symétrique Sn! les sous-groupes paraboliques 
sont précisément les sous-groupes de Young. 
Donc (Sn, S) est un système de Coxeter où S, l'ensemble des générateurs, est constitué 
des (n -1) transpositions élémentaires Si = (i i + 1) oùi = 1, ... ,n-1. Ainsi la longueur 
.e (Œ) d'une permutation Œ, c'est-à-dire la longueur de Œ comme un mot en les lettres 
dans S, est juste son nombre d'inversions qui est le nombre minimal de transpositions 
élémentaires, c'est-à-dire d'éléments de S, nécessaires pour décomposer Œ sous la forme 
d'un produit de telles transpositions. 
Notons que les sous-groupes de Young de Sn sont en bijection avec les compositions de 
l'entier n. Rappelons qu'une composition de l'entier n est une suite C = (CI,C2, ... ,Ck) 
d'entiers strictement positifs de somme n et on écrit c 1= n. Lorsque la suite est 
décroissante Cl 2: C2 2: ... 2: Ck > 0, on parle de partage de n. Donc un partage est une 
composition particulière. 
Cette bijection associe à chaque composition c = (Cl, C2, ... , Ck) de n un sous-groupe de 
Young de Sn qui est isomorphe au groupe SCl X Sq X ... X SCk' Réciproquement, chaque 
20 
sous-groupe de Young de Sn peut être étiqueté par une unique composition de n. Pour 
plus de détails, voir (Geck et Pfeiffer, 2000). 
Ainsi, on peut donner la définition suivante: 
Définition 12 Soit C = (Cl,C2, ... ,Ck) F n, alors le sous-groupe de Young de Sn corres­
pondant est 
En général S(Cl,C2, ... ,Ck) et SCI x SC2 X ... X SCk sont isomorphes comme groupes. Si nous 
imaginons que les n lettres 1,2, ... , n sont des objets distincts placés dans k cellules où la 
i-ème cellule contient Ci objets pour tout i = 1, ... , k, alors le sous-groupe S(Cl,C2, ... ,Ck) du 
groupe symétrique Sn est le groupe constitué de chaque permutation qui n'envoie aucun 
objet hors de sa cellule, c'est-à-dire une telle permutation permute les objets de chaque 
cellule entre eux sans les permuter avec les objets d'une autre cellule. Par exemple, 
S(3,3,2,1) S{1,2,3} x S{4,5,6} x S{7,8} x S{9} 
~ S3 X S3 X S2 X SI. 
Notons que ces sous-groupes sont nommés en l'honneur de Alfred Young, le premier qui 
a construit des représentations irréductibles de Sn' 
Définition 13 À toute composition C = (Cl, C2, ... , Ck) de n, on associe une permutation 
"Ic = "Ic (1) "Ic (2) ···"Ic (n), 
définie comme le produit de juxtaposition 
avec 
et pour tout 2 :S j :S k, 
Wj = Uj (Uj - 1) ... (Uj-l + 2) (Uj-l + 1), 
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où pour tout 1 ~ j ~ k} 
Uj = Cl + C2 + ... + Cj. 
Notons que pour tout 1 ~ j ~ k, la longueur du mot Wj est Cj. Ainsi, la permutation 
Îc, vue comme un mot en les lettres 1, ... , n, est de longueur n. Notons aussi que la 
permutation Îc est la permutation la plus longue, c'est-à-dire ayant le plus grand nombre 
d'inversions, dans le sous-groupe de Young Sc! x ... X SCk du groupe Sn' 
Par exemple, soit C = (Cl, C2, C3) = (3,2,2) une composition de l'entier 7. Ainsi 
Ul CL = 3,	 
U2 = CL + C2 = 3 + 2 = 5,	 
u3 Cl + C2 + c3 = 3 + 2 + 2 = 7.
 
On a 
Wl = ul (Ul -1) .0.21 = 321,	 
W2 U2 (U2 - 1) 00. (Ul + 2) (Ul + 1) = 5 (3 + 1) = 54,	 
W3 U3 (U3 - 1) O" (U2 + 2) (U2 + 1) = 7 (5 + 1) = 76.	 
Donc 
Îc
 WlW2 W 3 
321·54·76 
3215476. 
Par conséquent, 
2 3 4 5 67,~ C	 :)	2 1 5 4 7 
La permutation Îc, vue comme l'application i r------; Î'c (i) (1 ~ i ~ n), est une involution. 
De plus, 
Îc (i) = Cl - i + 1 pour tout 1 ~ i ~ Cl, 
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ct si 1 ~ i ~ Cj, pour un certain 2 ~ j ~ k, alors 
"te (Cl + ... + Cj-l + i) = Cl + ... + Cj-l + Cj - i + 1. 
On dénote l'unique permutation de Sn de longueur maximale par wO,n, ainsi 
I 2 
WO,n = n (n - 1) .. ·21 = ( n n-l 
1.4 Algorithme de Schensted 
La correspondance entre permutations et paires de tableaux de Young standards de 
même forme a été introduite en 1961 par C. Schensted (Schensted, 1961). Cette corres­
pondance est maintenant connue sous le nom de correspondance de Robinson-Schensted. 
En effet, on attribue la paternité de cette correspondance à G. de B. Robinson bien 
qu'originalement il l'ait introduit sous une autre forme dans la théorie des représentations 
du groupe symétrique (Robinson, 1938). Dans (Knuth, 1970), une généralisation est 
donnée pour les matrices à deux lignes. Une interprétation géométrique est présentée 
dans (Viennot, 1977). Cette correspondance a été étudiée en elle même par divers au­
teurs, comme M.-P. Schützenberger, qui lui ont découvert une série de propriétés com­
binatoires curieuses ou utiles pour l'étude des fonctions symétriques. 
Plus précisément, Schensted a introduit un algorithme permettant d'associer de manière 
bijective à toute permutation (J = XIX2 ...Xn une paire (P, Q) de tableaux de Young 
standards de même forme sur n éléments. Cette bijection donne une preuve constructive 
de l'identité 
n! = :L (hi, 
), 
où la somme du second membre est étendue à tous les partages À de l'entier n et où f>. 
désigne le nombre de tableaux de Young standards de forme À. Il est bien connu que f>. 
est donné par la formule suivante appelée la formule des équerres ((Sagan, 2001), page 
124) : 
1
. n.j ),= 
TIeE), he' 
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où, pour c une case de À, he est la longueur d'équerre de la case c = (i - l,j - 1), à 
savoir he = (À j - i) + (À~ - j) + 1. 
Pour À=tlb 
on a les valeurs d'équerres 
~ 
5! 
~ 
et il y a donc 5 = tableaux de Young standards de forme À = (3,2) qui sont: 
4·3·2 
~ ~ ŒEL ŒEL ~
 
lliEJ ~ ŒEEJ lliEJ [QiE] 
Notons que le nombre h est égal au degré de la représentation irréductible du groupe 
symétrique Sn associée à. À. 
L'algorit.hme de Schcnstcd associe à t.oute permut.at.ion a de Sn de mani(.~re explicit.e une 
paire (P (a), Q (a)) de tableaux de Young standards à n éléments. Dans cette section, 
nous nous proposons de donner un exposé systématique de cet algorithme. 
Soit À = (À 1 2 À2 2 ... 2 Àk > 0) un partage de l'entier n = À1 +À2 + ... +Àk . Rappelons 
qu'un tableau standard à n éléments, de forme À, est un tableau indexé 
tel que: 
(i) les élément.s Pij sont des entiers, strictement positifs distincts. 
(ii) chaque ligne (de gauche à droite) et chaque colonne (de bas en haut) forme une 
suite strictement croissante. 
Lorsque les éléments Pij sont exactement les entiers 1,2, ... ,n, alors le tableau P est un 
tableau de Young standard de forme À. 
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1.4.1 Algorithme d'insertion 
Il existe plusieurs versions de l'algorithme de Schensted qui décrit le passage d'une per­
mutation cr de l'ensemble ln] à un couple (P (cr) , Q (cr)) de tableaux de Young standards 
à n éléments de même forme. Cet algorithme se réalise par une suite d'insertions; nous 
donnons la version utilisant l'insertion ligne. 
Supposons qu'on veut insérer l'élément 8 dans le tableau P où 
,.- ­
17 
e--­
11 
P= 4 13 14 
2 6 10 15 
1 3 5 9 12 16 
1 1 
L'élément 8 remplace l'élément 9 dans la première ligne, car 9 est le plus petit élément 
dans cette ligne supérieur à 8. L'élément 9 est éjecté en haut à la deuxième ligne où il 
remplace l'élément 10. L'élément 10 remplace l'élément 13 qui sera éjecté de la troisième 
ligne à la quatrième ligne; et puisque la quatrième ligne ne contient aucun élément 
supérieur à 13, le processus termine, en ajoutant 13 dans une nouvelle case à la fin de 
cette ligne. alors le tableau P est transformé au tableau pl où 
,.- ­
17 
11 13 
p l = 4 10 14 
2 6 9 15 
1 3 5 8 12 1161 
Une description précise de ce processus, apparaît dans l'algorithme suivant: 
Algorithme d'insertion 
Soit P = {Pij Il :::: i ::::; k et 1 :::: j ::::; Àd) un tableau standard à n éléments et J:: un 
entier distinct des entiers Pij . L'algorithme d'insertion de x dans P définit un nouveau 
tableau qu'on note P f--- X à (n + 1) élémmts de la. manière suivante : 
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(i) Si P est vide, alors P +--- X est le tableau à un seul élément égal à x. 
(ii) Pour P non vide, P +--- X est défini de manière récursive de la façon suivante: 
- si x est plus grand que tous les éléments de la première l'igne de P, on ajoute x à la 
fin de cette ligne, 
- sinon, soit y le plus petit des éléments de la première ligne supérieurs à x. On remplace 
y par x et on insère y selon les règles (i) et (ii) dans le tableau obtenu à partir de P 
en supprimant la première ligne. 
Autrement dit, l'insertion d'un élément x se fait récursivement sur les lignes en rem­
plaçant l'entier y le plus petit supérieur à x (sur la ligne courante) par x et en insérant 
l'entier y sur la ligne suivante. Le processus débute par insertion sur la première ligne 
et s'arrête lorsque l'entier inséré ne prend la place d'aucun autre (création d'une nou­
velle ligne supérieure ou insertion en fin d'une ligne). Par exemple, si P est le tableau 
standard 
,---- ­
11 
4 8 
2 5 7191 
et si x = 6, alors 
11 
8 
P +--- 6 = f----+---, 
4 7 
2 5 6 9 
L'algorithme d'insertion transforme le tableau standard P en un autre tableau standard 
qui contient x ainsi que tous les éléments de P. Ce nouveau tableau P' = P +--- X a 
la même forme que P à l'exception de l'addition d'une nouvelle case (8, t), occupée par 
l'entier p.~t où 8 et t sont des quantités déterminées par cet algorithme. 
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1.4.2 Algorithme de suppression 
L'algorithme d'insertion de l'élément 8 dans le tableau P, donné ci-dessus, a transformé 
le tableau P au tableau P'. Il existe un autre algorithme qui va transformer le tableau 
P' en le tableau P, cet algorithme est d'une certaine manière l'algorithme inverse de 
l'algorithme d'insertion. En effet, en se donnant les valeurs de s et t déterminées par 
l'algorithme d'insertion, on peut transformer le tableau P' en P en supprimant l'élément 
x qui a été inséré. 
D'après l'algorithme d'insertion de l'élément 8 dans le tableau P, donné ci-dessus, il est 
clair que s = 4, t = 2 et P~2 = 13. Ainsi, l'élément 13 est éjecté en bas, à la troisième 
ligne où il remplace 10 , car 10 est le plus grand élément inférieur à 13 dans cette ligne. 
D'une manière similaire, 10 est éjecté en bas et remplace 9 qui sera éjecté en bas et 
remplace l'élément 8. Ainsi le tableau P' est transformé au tableau P. 
L'algorithme suivant spécifie ce processus en détails. 
Algorithme de suppression 
Soit P = {Pij Il :::; i :::; k et 1 :::; j :::; Àd, un tableau de Young standard à 71 éléments 
de forme À. Soient s et t des entiers strictement positifs tels que la case (s, t) n'est pas 
vide et les cases (s + l, t) et (s, t + 1) sont vides, c'est-à-dire la case (s, t) est un coin 
intérieur de À . 
L'algorithme de suppression définit un nouveau tableau à (71 - 1) éléments de la manière 
suivante: 
• si s = l, alors le nouveau tableau est obtenu du tableau P en supprimant l'élément 
PH qui se trouve à la fin de la première ligne. 
• sinon, soit YI le plus grand des éléments de la ligne (s - 1) inférieur à Poi (un tel 
élément YI existe toujours car l'élément dans la ligne (s - 1) qui est situé directement 
au-dessous de Psi, dans la même colonne, est inférieur à Pst). On retire l'élément Pst 
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de la ligne s de P et on remplace YI par Pst et on supprime YI sur la ligne (s - 1). 
Si (s - l) = 1, alors le nouveau tableau est obtenu en supprimant YI. Sinon, soit Y2 le 
plus grand des éléments de la ligne (s - 2) inférieur à YI, on remplace Y2 par YI et on 
supprime Y2 sur la ligne (s - 2). 
On continue ce processus qui va s'arrêter lorsque un entier Yj, pour un certain j 2: 1, 
est ejecté du tableau P. 
1.4.3 Algorithme de Schensted 
L'algorithme de Schensted est l'algorithme qui décrit le passage d'une permutation a de 
l'ensemble ln] à un couple (P (a) ,Q (a)) de tableaux de Young standards à n éléments 
de même forme. Cet algorithme est donné par la définition suivante: 
Définition 14 Soit a = XIX2 ...Xn une permutation. On lui fait correspondre deux suites 
de tableaux de Young standards, définis par les conditions (i) et (ii) suivantes: 
(i) Po est le tableau vide et Pk = Pk-I +-- Xk pour tout k = 1,2, ... , n, 
(ii) Qo est le tableau vide et pour chaque k = 1,2, ... ,n, notons (ik,jk) la nouvelle case 
qu'on a ajouté à Pk- I en lui insérant l]élément XIç. Le tableau Qk est alors obtenu en 
Posons Pn = P (a) et Qn = Q (a). La paire (P (a),Q (CT)) est alors la paire, de tableaux 
de Young standards, associée à a par l'algorithme de Schensted. 
Autrement dit, prenons la permutation 
2 
a = ( 1 
Xl 
On insère l'image de cette permutation de gauche à droite dans un tableau P au départ 
vide, et on construit parallèlement un tableau Q indiquant l'ordre d'apparition des 
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cellules du tableau P. Les tableaux obtenus sont notés respectivement P(<7) et Q (<7). 
Schensted a appelé P (Œ) le P -symbole de <7 et Q (<7) le Q-symbole de <7. 
Par exemple, soit <7 = 3641725 une permutation de l'ensemble [7]. L'algorithme décrit 
par (i) et (ii) donne les paires (Pk, Qk) suivantes: 
k Pk Qk 
0 0 0 
1 0 ŒJ
 
2 [iliJ [ili] 
3 tfuJ t&J
 
6 4 
4 3 3 
1 4 1 2 
6 4 
5 3 3 
1 4 7 
r- ­ r- ­
6 4 
6 3 4 3 6 
1 2 71 1 2 5 1 
r- r ­
6 4 
7 3 4 7 3 6 7 
1 2 5 1 2 5 
ct on écrit 
r- r ­
6 4 
3641725 >-"-. ( 3 4 7 , 3 6 7 
1 2 5 1 2 5 
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De même, la correspondance inverse de Schensted, c'est-à-dire le passage d'un couple 
(P, Q) de tableaux de Young standards de même forme à une permutation a peut être 
définie comme suit: 
Définition 15 Soit (P, Q) une paire de tableaux de Young standards de même forme à 
n éléments, on lui fait correspondre une permutation a = X1X2 ...Xn définie comme suit: 
On épluche P en partant de la plus grande cellule de Q fusqu'à sa pl-us petite. On retire 
donc récursivement un i d'une ligne de P, en remplaçant le plus grand entier j inférieur 
à i par i et on supprime j sur la ligne inférieure. Le processus s'arrête lorsqu'un entier 
est éjecté du tableau. La suite des entiers éjectés forme la permutation a. Cette suite des 
éléments éjectés est exactement la suite Xn,Xn-l, ... ,Xl. Plus précisément, on construit 
une suite (Pn , Pn- l , ... , Po) de tableaux de Young standards définie par les conditions: 
Pn = P et Pk-l est obtenu à partir de Pk par l'algorithme de suppression en prenons 
pour s et t les entiers qui vérifient Q81. = k pour tout k = 1, ... , n. Un élément Xk 
déterminé par cet algorithme est supprimé de Pk. 
Par exemple, soit 
7 9 3 9 
(P, Q) = 3 4 6 2 7 8 
1 2 5 81 1 4 5 6 ~ 
L'algorithme décrit ci-dessus donne 
s t Xk 
7 9 
9 3 4 6 3 2 5 
1 2 5 81 
-
7 
8 3 4 9 2 3 8 
1 2 6 81 
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~ 
7 
7 3 4 2 2 2 
1 2 6191 
7 
6 3 1 4 9 
1 4 
7 
5 3 1 3 6 
1 4 6 
4 1 2 4[k
 
7 
3 3 3 1 1 
1 
2 2 1 3ffi
 
1 1 1 70
 
Donc a = 731469285. 
Remarque 1 Les insertions peuvent se faire non pas en ligne, mais en colonne et l'on 
a donc en fait deux correspondances de Schensted. De façon analogue, Schensted note 
x ---7 P le tableau obtenu par insertion colonne de l'élément x dans le tableau P. On 
peut remarquer que 
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OÙ T indique la transposition. Remarquons aussi que si Xl,X2, ... , X n sont des entiers 
positifs distincts, alors pour tout k 2: l, on a : 
où il est logique de considérer ici Xk comme le tableau a une seule entrée égale à Xk. 
Remarque 2 La correspondance de Schensted peut être donnée non pas pour une 
permutation, mais pour une bijection entre deux sous-ensembles de P. En effet, soit 
u : A -----+ B, une bijection d'un sous- ensemble A ç !P' sur un autre sous- ensemble 
B ç !P' (remarquons que si A = B = ln], alors u est une permutation de ln]). On peut 
construire deux tableaux standards P et Q de même forme qui correspondent à la bijec­
tion u où l'ensemble des éléments de Pest B et l'ensemble des éléments de Q est A. 
Cette correspondance est notée par 
(u : A -----+ B) >-' (P (u, B) ,Q (u, A)) . 
Par exemple si u : {l, 3, 5, 6, 8} -----+ {2, 3, 5, 7, 9} est la bijection donnée par 
3 5 6Œ~C :)
2 9 5 
on obtient 
P Q 
Insérer 7 [2] 0 
Insérer 2 ffi ffi 
Insérer 9 tfuJ~ 
Insérer 5 tffijtffij2 5 l 5 
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P Q
 
r- ­
7 
r- ­
8 
Insérer 3 5 9 3 6 
2 3 1 5 
3 5 6 
Alors, les lableaux (P, Q) qui comspondent d la bijedion ( : 
2 9 5 
-
-
7 8 
P= 5 9 et Q = 3 6 
2 3 1 5 
Maintenant, on peut dire que: 
Le P-symbole qui correspond à une permutation ()" = XIX2 ...Xn ou plus généralement à 
une suite d'entiers distincts XIX2 ...Xn est le tableau standard 
où il est logique de considérer ici XI comme le tableau a une seule entrée égale à Xl. 
Le Q-symbole qui correspond à cette suite XIX2 ...Xn est le tableau qui a la même forme 
que le P -symbole et qui est obtenu en posant k dans la case qui correspond à la case 
ajoutée au P -symbole quand Xk est inséré dans celui-ci. 
Dans toute la sui te de cette thèse, on note la correspondance de Schensted par 7T. Ainsi 
7T est la bijection 
7T; Sn --. U TYS À X TYS À , 
Àf-n 
Cette bijection est maintenant devenue classique sous le nom de correspondance de 
Robinson-Schensted. Elle fut l'objet d'une étude approfondie et diverses propriétés com­
binatoires spectaculaires ont été mises en évidence depuis. Deux des propriétés les plu 
étonnantes sont certainement celles, découvertes par Schützenberger, concernant la ca­
ractérisation des multiples liens ent.re les paires de tableaux associés à Ulle permutation, 
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l'inverse et l'image miroir de cette permutation. Pour la permutation 0- 1 (l'inverse de 
a) et la permutation 0* (l'image miroir de a), la correspondance associe respectivement 
les couples de tableaux (Q (a) ,P (a)) et (pT (a) , ev (QT (a))) où pT (a) est le tableau 
p (a) transposé et ev (QT (a)) est obtenu de Q (a) par transposition et en appliquant 
cc )'
l'algorithme connu sous le nom de vidage-remplissage ou évacuation, également dû à 
Schützenberger. Autrement dit 
et 
(P (0*) ,Q (0*)) = (pT (a) ,ev (QT (a))). 
1.5 Relations de Knuth 
Sur l'ensemble Sn, on peut définir la relation d'équivalence suivante: 
p 
Définition 16 Deux permutations 7r, a E Sn sont dites P -équivalentes et on écrit 7r ~ a 
si P (7r) = P (a). 
On peut décrire cette relation d'équivalence d'une autre manière en utilisant les relations 
de Knuth. 
Définition 17 Supposons x < y < z. Alors 7r,0 E Sn diffèrent par une relation de 
Knuth du premier genre si 
'if = x] ...yxz",xn et Cl = x] ...YZX ... X n 
ou 
'if = X] ...YZX'''Xn et Cl = X],,,YXZ"'Xn 
] 
et on écrit 'if ~ Cl. Les permutations 'if, a E Sn diffèrent par une relation de Knuth du 
second genre si 
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ou 
2 K 
et on écrit 'if ~ a. Deux permutations sont Knuth équivalentes et on écrit 'if ~ a s'il 
existe une suite de permutations 'if1 , 'if2, ... , 'ifk-l, 'ifk telle que 'ifl = 'if et 'ifk = a et pour 
tout i E {l, 2, ... , k - 1}, les permutations 'ifi et 'ifi-l diffèrent par une relation de Knuth 
du premier genre ou du second genre. Ainsi, 
i j l 
'if = 'ifl ~ 'if2 ~ ... ~ 'ifk = a 
où i, j, ... , l E {l, 2} . 
P K 
Les classes des deux relations d'équivalence « ~ ... » et « ... ~ ... » coinci­
dent. Notons que chacune de ces deux relations d'équivalence est appelée la congruence 
plaxique et que les classes d'équivalence sont appelées les classes plaxiques. 
Théorème 1 (Knuth, 1970) Si 'if, a E Sn, alors 
P K 
'if ~ a ~ 'if ~ a. 
Si T est un tableau de Young standard, alors on note par read(T) la permutation 
obtenue, comme mot en les lettres 1, ... , n, en lisant dans l'ordre croissant laclernière ligne 
de T ensuite l'avant dernière jusqu'à la première ligne. De même, on note par row(T) la 
permutation obtenue, comme mot en les lettres 1, ... , n, en lisant dans l'ordre croissant 
la première ligne de T ensuite la deuxième jusqu'à la dernière ligne. Par exemple, si 
c- ­
6 
5 8 
T= 
2 7 
1 3 41 9 1 
alors read(T) = 658271349 E S9 et row(T) = 134927586 E S9 
Ainsi, on peut donner la définition suivante: 
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Définition 18 On dira que deux tableaux de Young standards T et S diffèrent par une 
K K 
relation de Knuth et on écrit T ~ S, si read (T) ~ read(S). 
Le théorème suivant donne le P-symbole de la permutation read(T) où Test un tableau 
de Young standard ((Sagan, 2001), lemme 3.4.5). 
Théorème 2 Si T est un tableau de Young standard, alors 
P (read (T)) = T. 
Sur l'ensemble Sn, on peut définir aussi la relation d'équivalence suivante: 
Q 
Définition 19 Deux permutations H, a E Sn sont dites Q-équivalentes et on écrit H ~ a 
si Q (H) = Q (a). 
On peut décrire cette relation d'équivalence d'une autre manière en utilisant les relations 
de Knuth duales. 
Définition 20 Les permutations H, a E Sn diffèrent par une relation de Knuth duale 
du premier genre si 
H = ...k + L.k... k + 2... et a = ...k + 2... k.,.k + 1... 
ou 
H = ... k + 2.. .k ... k + L. et a = ... k + L.k...k + 2... 
l' 
et on écrit H ~ a. Les permutations H, a E Sn diffèrent par une relation de Knuth duale 
du second genre si 
H = ...k ... k + 2... k + L. et a = ...k + L.k +2.. .k ... 
ou 
'if = ...k + L.k + 2... k ... et a = .. .k ... k + 2...k + 1... 
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2* K* 
et on écrit 1r ~ J. Deux permutations sont Knuth duale équivalentes et on écrit 1r ~ J 
s'il existe une suite de permutations 1rl, 1r2, 1rk-l, 1rk telle que 1rl = 1r et 1rk = J et00" 
pour tout i E {l, 2, 00" k - Il, les permutations 1ri et 1ri-l diffèrent par une relation de 
K nuth duale du premier genre ou du second genre. Ainsi, 
i* j* 1* 
1r = 1rl ~ 1r2 ~ ~ 1rk = J. 00 
oùi,j,oo.,l E {l,2}. 
Q K* 
Les classes des deux relations d'équivalence « ... ~ ... » et « ... ~ ... » coinci­
dent. Notons que chacune de ces deux relations d'équivalence est appelée la congruence 
coplaxique et que les classes d'équivalence sont appelées les classes coplaxiques. 
Théorème 3 (Knuth) Si 1r, J E Sn, alors 
Q K* 
1r ~ J Ç::> 1r ~ J. 
De même, on peut donner la définition suivante: 
Définition 21 On dira que deux tableaux de Young standards T et S diffèrent par une 
K* K* 
relation de Knuth .duale et on écrit T ~ .S, si read(T) ~ read(S). 
Proposition 1 Soient P et Q deux tableaux de Young standards ayant la même forme 
K* 
À f- n. Alors, P ~ Q. 
Remarque 3 Toutes les d~finitions données dans cette section pour les tableaux de 
Young standards restent aussi vraies pour les tableaux gauches standards. En particulier, 
à chaque tableau gauche standard g on peut associer la permutation read(g). 
1.6 Construction géométrique de Viennot 
Dans cette section, nous présenterons une version géométrique de la correspondance de 
Schensted introduite par Viennot (Viennot, 1977). Cette version géométrique fournit 
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un cadre naturel à toutes les propriétés classiques de cette correspondance. Nous y 
suiverons l'article de Viennot (Viennot, 1977) et le livre de Bruce E. Sagan (Sagan, 
2001). 
1.6.1 Squelette d'une permutation 
À toute permutation a de Sn, on associe l'ensemble â des points du plan 'l x Z qui est 
le graphe de a 
â = {(i,a(i)) E ln] x ln] Il 'S i 'S n}. 
Par exemple, si a est la permutation de S7 définie par a = 3641725, alors 
â = {( 1, 3) , (2, 6) , (3, 4) , (4, 1) , (5, 7) , (6, 2) , (7, 5)} . 
Cet ensemble â est représenté par la figure 1.1 ci-dessous. 
Plus généralement, nous donnons la définition suivante: 
6 f-- --/--t---t---/--t---t-- ­
3 5 
Figure 1.1 êJ = {(1, 3) , (2,6) , (3,4) , (4, 1) , (5,7) , (6,2) , (7,5)} . 
Définition 22 Nous appelons quasi-permutation toute partie finie T de Z x Z ayant au 
plus un point par ligne et par colonne, c'est-à-dir-e vérifiant la condition: 
(x,y) =1- (x', yi) =? x =1- x' et y =1- yi, pour tous (x,y), (X',y') ET. 
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Soient Px et pry les deux projections de Z x Z ~ Z associant à (x, y) respectivement 
son abscisse x et son ordonnée y. Le support d'une quasi-permutation T est défini comme 
suit: 
Définition 23 Soit T une quasi-permutation. Le support de T, qu'on note SUpp(T), est 
défini par 
où x désigne le produit cartésien. 
Par exemple, si T est la quasi-permutation définie par T = {(1, 2), (2, 1), (4, 5)}, alors 
SUpp(T) = {1,2,4} x {1,2,5}. 
Toute quasi-permutation peut être identifiée à une permutation relativement à son sup­
port. Plus précisément, lorsque Supp(T) ç ln] x ln], c'est-à-dire lorsque T est une partie 
d'un certain ensemble êJ associé à une permutation (T de Sn, nous dirons que 7 est une 
quasi-permutation de ln]. Nous pourrons alors identifier T au mot T (1) T (2) ...7 (n), de 
longueur n, en les lettres 0,1,2, ... , n, défini par 
0 si T n'a aucun point d'abscisse i, 
T (i) = { Y si (i,Y)ET. 
Pour la quasi-permutation T = {(1, 2) , (2, 1) , (4,5)}, on a 
SUpp(T) = {1,2,4} x {1,2,5} ç [5] x [5], 
ainsi 7 est une quasi-permutation de [5], qu'on peut identifier au mot 21050. On peut 
aussi remarquer que SUPP(T) ç [6] x [6] et ainsi T est une quasi-permutation de [6], 
qu'on peut identifier au mot 210500. 
En imaginant que le plan est éclairé par le coin inférieur gauche, on définit certaines 
zones d'ombre de points du plan ~ x ~. 
Définition 24 L'ombre 0 (m) d'un pointm = (x,y) de ~ x ~ est l'ensemble des points 
ml 2: m pour l'ordre naturel. 
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La figure 1.2 ci-dessus montre l'ombre 0 ((4,5)). 
Figure 1.2 L'ombre 0 ((4,5)). 
Définition 25 Soit P une partie de IR. x IR. . Nous appelerons ombre de P la ré~tnion 
o (P) des ombres de ses points, c'est-à-dire 
O(P)= UO(m). 
mE? 
Maintenant, parmi les points de P, on peut distinguer certains points particuliers. 
Définition 26 Nous appelerons un point saillant de P un point qui n'est dans l'ombre 
d'aucun autre point de P. Nous notons S (P) l'ensemble des points saillants de P. 
Par exemple, si P = Ô" où (J = 3641725 une permutation de 57, alors 
S (ô") = {(1,3), (4, 1)}. 
Définition 27 Soit P une partie finie non vide de IR. x IR.. Une ligne saillante L = L (P) 
correspondante à P est définie comme la frontière du fermé 0 (P). 
Si P est une quasi-permutation, alors la ligne saillante de P est une ligne brisée L 
constituée de segments et exactement d'une seule demi-droite horizontale et d'une 
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6 f------+-+----l--t--I--+-+-­
2 
o '-------'-_...L.-----'_---'--_-'----------'-_---L-_ 
o 
Figure 1.3 La ligne saillante L de P 
seule demi-droite verticale. Nous appelons x-coordonnée de L l'abscisse d'un point de 
sa demi-droite verticale et on la note XL et nous appelons y-coordonnée de L l'or­
donnée d'un point de sa demi-droite horizontale et on la note YL. Par exemple, si 
P = {(1, 3) , (2,2) , (4,5)}, alors la ligne saillante L de P est la frontière du fermé 
a ((1, 3)) ua ((2, 2)) car (1,3) et (2,2) sont tous les points saillants de P. Dans la figure 
1.3 ci-dessous cette ligne appropriée est en gras. Sa x-coordonnée est 1 et sa y-coordonnée 
est 2; elles sont illustrées en haut et à droite de son diagramme respectivement. 
Posons 
T = S (Pl = S (L) . 
Notons que T est une chaîne {ml S.c m2 S.c ... S.c m p } pour l'ordre croisé et que l'on 
a a (T) = a (P). Pour i = 1,2, ... ,p, soit L (mi) la ligne saillante du point mi = (Xi, Yi)' 
Ainsi, pour i = 1,2, ... ,p - 1, les lignes saillantes L (mi) et L (mi+d de mi = (Xi, Yi) 
et mi+l = (Xi+l,Yi+l) ont une intersection réduite à un seul point, à savoir (Xi+l,Yi). 
On note Sd (L) l'ensemble des éléments L(mi) n L (mi+d (i = 1,2, ... ,p - 1). On les 
appellera dans la suite points saillants supérieurs droits de L. 
Sur la figure 1.4 ci-dessous, les points S (L1= T de la ligne saillante L sont les quatre 
41 
points marqués d'un cercle, les points Sd (L) sont les trois points marqués d'une croix. 
'­
O(c) 
'-v 
/' 
Figure 1.4 S (L) et Sd (L) 
Soit T une quasi-permutation de Z x Z. On va associer à T un ensemble de lignes 
saillantes comme suit: la première ligne saillante LI est la frontière de 0 (T), c'est-à­
dire LI est la frontière de la réunion des ombres des points de T. Pour former L 2 , la 
seconde ligne saillante de T, on supprime les points de T qui appartiennent à LI et on 
répète la procédure précédente, c'est-à-dire on forme T""L I et on considère L2 comme 
la frontière de 0 (T""L 1 ), c'est-à-dire L2 est la frontière de la réunion des ombres des 
points de T""L I . Pour former L3, la troisième ligne saillant.e de T, on supprime les 
points de T qui appartiennent à LI U L2 et on répète la procédure précédente, c'est-à­
dire on forme T"" (LI U L2) et on considère L3 comme la frontière de 0 (T"" (LI U L2)), 
c'est-à-dire L3 est la frontière de la réunion des ombres des points de T"" (LI U LÙ En 
général si LI, L2, ... sont les lignes saillantes de T, alors en supposant que LI, ... , Li - I 
sont construits, on obtient Li comme la frontière de 0 (T"" (LI U ... U Li- I)). 
Maintenant, on peut donner le lemme suivant: 
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Lemme 1 Soit T une quasi-permutation de Z x Z. Alors il existe un et un seul ensemble 
de lignes saillantes {LI, ... , L k } de lR x JR tel que: 
(i)
 les lignes LI, ... , L k sont deux à deux disjointes, 
k 
(ii)
 U S (Li,) = T. 
i=1 
Les lignes saillantes LI, ... , L k définies en les conditions (i) et (ii) du lemme précédent 
sont appelées les lignes saillantes de T . On pose L (T) = {LI,"" Lk } . 
La figure 1.5 ci-dessous représente les lignes saillantes associées à la permutation Cl = 
3641725, c'est-à-dire les lignes saillantes de fJ. 
5 
/' 
Figure 1.5 Les lignes saillantes de (J = 3641725. 
Définition 28 On appelle squelette de la quasi-permutation T la partie Sq (T) de Z x Z 
définie par: 
k 
Sq(T) = USt(Li) 
i=1 
où LI, ... , L k sont les lignes saillantes de T. 
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Le squelette d'une quasi-permutation T est encore une quasi-permutation dont le cardi­
nal est celui de T diminué du nombre de lignes saillantes de T. En effet, ce résultat est 
une conséquence directe du fait que si une ligne saillante de T contient p points de T, 
alors elle contient forcément (p-1) points de Sq(T) et du fait que chaque point de T 
appartient à une seule ligne saillante de T. 
La permutation a = 3641725 de 57 a pour squelette la quasi-permutation de ln] notée 
Sq (a) = Sq (â) = 0063047 et représentée par les croix de la figure 1.6 suivante: 
A 
"<. 
/\ 
i>' 
/' 
Figure 1.6 La permutation r7 = 3641725 et son squelette Sq(r7) = 0063047. 
1.6.2 Squelette et correspondance de Schensted 
Viennot a montré dans (Viennot, 1977) le résultat suivant: 
Si la correspondance de Schensted associe la paire de tableaux (P, Q) à la permutation 
a et si {Li, ... , Lk } est l'ensemble des lignes saillantes de a, alors pour tout 1 :::; i :::; k, 
on a : 
Ce résultat montre que les x-coordonnées des lignp,s saillantes d'une permutation (J" 
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sont exactement les éléments de la première ligne de son P-symbole P (a) et que les 
y-coordonnées des lignes saillantes de a sont exactement les éléments de la première 
ligne de son Q-symbole Q (a). On peut remarquer que cette propriété est vérifiée par 
la permutation a = 3641725 dont le P-symbole et le Q-symbole sont calculés à la sous 
section 1.4.3 et dont les x-coordonnées et les y-coordonnées de ses trois lignes saillantes 
sont illustrées en haut et à droite du diagramme de la figure 1.5 ci-dessus. 
Maintenant, nous allons voir comment trouver le reste de P(a) et Q(a). En effet, on a 
la définition suivante: 
Définition 29 Soit a une quasi-permutation de ln]. Nous définissons par récurrence 
les squelettes successifs de a comme les quasi-permutations suivantes: 
SqO (a) = â et pour k 2: 0 : Sqk+l (a) = Sq (Sqk (a)) , 
et nous notons 
Sq* (a) = USqk (a) . 
k2:0 
On peut écrire SqO (a) = a. En effet, on peut identifier la quasi-permutation êJ re­
lativement à son support à la permutation a. Remarquons aussi que le cardinal des 
squelettes successifs diminue strictement, et à partir d'un certain rang les termes de la 
formule précédente deviennent vides. Les termes non vides forment alors une partition 
de Sq* (a). 
Comme Sqk (a) est une quasi-permutation, on va noter les lignes saillantes de Sqk (a) 
par LJ. Ainsi, on peut donner le théorème suivant qui montre que l'algorithme de 
Schensted revient à prendre les squelettes itérés de la permutation a. 
Théorème 4 (Viennot) Supposons que la correspondance de Schensted associe la paire 
(P,Q) à la permutation CJ. Si cette correspondance associe la paire (p(k),Q(k)) à la 
quasi-permutation Sqk (a), alors p(k) (resp. Q(k)) est un tableau standard constitué de 
la ligne k + 1 du tableau P (resp. Q) et des lignes de P (resp. Q) qui sont au-dessus de 
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1 
1 
1 ---00 . 
....-xJo••&- - ~ ­
.
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..----:>0········ . 
Figure 1.7 Les squelettes successifs de (J = 3641725. 
cette ligne. De plus 
La figure 1.7 ci-dessous montre les squelettes successifs de la permutation 0 = 3641725. 
On a: 
Sq(o) = 0063047, Sq2 (0) = 0006000 et pour tout k ~ 3: sl (0) = 0000000. 
On a 
-
6 
-
4 
P(cJ) = 3 4 7 et Q((J) = 3 6 7 
1 2 5 1 2 5 
On a 
Sq((J) 0063047 
3467), 
( 6347 
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ce qui implique par la remarque 2 que 
p(l) = ~ et Q(l) =~. ~ ~ 
On a 
0006000 (:) 
ce qui implique par la remarque 2 que 
p(2) = 0 et Q(2) = GJ. 
Pour tout k 2:: 3, on a 
Sqk (a) = 0000000, 
ce qui implique que 
p(k) = 0 et Q(k) = 0 pour tout k 2:: 3. 
Maintenant, on peut montrer, comme l'a fait Viennot, le théorème suivant dû à Schützen­
berger (Schützenberger, 1963). 
Théorème 5 Si a E Sn, alors 
Le passage (J revient simplement à échanger le rôle des lig,nes et des colonnes --. (J-1 
de Z x Z. Ainsi, le diagramme qui illustre les lignes saillantc~ des squelctt.p.s successifs 
de a-1 est symétrique par rapport à la droite y = x au diagramme qui illustre les lignes 
saillantes des squelettes successifs de a. 
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1.7 Glissements du jeu de taquin de Schützenberger 
Schützenberger a introduit le jeu de taquin, au sens où on l'entend ici, dans les années 
70 (Schützenberger, 1977), au cours de ses recherches sur les tableaux de Young, la 
transformation de Robinson-Schensted, les relations de Knuth et leur interprétation 
algébrique et aussi sur le monoïde plaxique de Lascoux et Schützenberger. Le jeu de ta­
quin a permis à Schützenbergcr de donner une des deux premières preuves complètes de 
la profonde règle de Littlewood-Richardson (l'autre preuve, apparue au même moment, 
est dûe à G. P. Thomas (Thomas, 1978)). Cette règle, énoncée dans les années 30, per­
met de multiplier les fonctions de Schur et de calculer des produits tensoriels externes 
des représentations du groupe symétrique, et par conséquent a aussi des applications en 
physique théorique. 
Maintenant., on donne la définit.ion des glissenJCllts du jeu de taquin de Schützenberger. 
Définition 30 Soit P un tableau gauche standard de forme À/ f..L. Nous effectuons un 
glissement en avant sur P à partir d'une case c comme suit: 
1) choisissons c un coin intérieur de IL 
2) tant que c n'est pas coin intérieur de À, on suit les étapes suivantes: 
a): si c = (i, j), alors posons c' la case de min {P (i + 1, j) , P (i, j + 1)} 
b): glisser PC' dans la case c et poser c := cl. 
Si une seulement des entrées P (i + 1, j), P (i, j + 1) existe dans l'étape a), alors on 
prend le minimum comme étant cette seule valeur. On dénote le tableau résultant par 
JC (P). 
De même un glissement en arrière sur P à partir d'une case c produit un tableau Jc (P) 
comme suit: 
l) choisissons c un coin extérieur de À
 
2) tant que c n'est pas coin extérieur def..L, on suit les étapes suivantes:
 
a): sic=(i,j),alorsposonsc'lacasedemax{P(i-1,j),P(i,j-1)}
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b): glisser Pc' dans la case c et poser c := Cf. 
Si une seulement des entrées P(i -l,j), P(i,j -1) existe dans l'étape a), alors on 
prend le ma.Tim'um comme étant cette seule valeur. 
Par exemple, soit 
~ 
9 
3 5 7 
g= 
1 4 8 
2 6 
On va effectuer un glissement en avant sur 9 à partir de la case 11.0 = (2,1) comme suit: 
~ r- ­ r- ­ - r- ­
9 9 9 9 9 
3 5 7 3 5 7 3 5 7 3 5 • 3 5 
• 1 4 8 1 • 4 8 1 4 • 8 1 4 7 8 1 4 7 8 
2 6 2 6 2 6 2 6 2 6 
On écrit 
-
9 
JUO (g) = 3 5 
1 4 7 8 
2 6 
On peut effectuer ce glissement en utilsant la traînée correspondante. Pour un ta­
bleau 9 et un coin intérieur 11.0 de g, la traînée correspondante est l'ensemble des cases 
11.1,11.2, ... , 11.k de 9 telles que pour tout i, la case 11., est l'une des cases voisines situées à 
droite ou en haut de la case Ui-1 qui contient l'élément le plus petit. Ainsi le glissement 
en avant, est l'opération qui transforme le tableau 9 en le tableau JUo (g), obtenu en 
mettant dans Ui-1 le contenu de Ui· Par exemple, voici ci-dessous le tableau 09, le coin 
intérieur (la case contenant un • ) ct la tra.înée corresponda.nte constituée de ce coin 
• • 
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intérieur et des cases contenant les éléments écrits en gras 
,.... ­
9 
3 5 7 
g= 
1 4 8• 
2 6 
Aprés le glissement, on obtient le tableau jV'o (g) donné ci-haut. Remarquons que la 
case qui a été évacué est la case Va = (3,3). 
On va effectuer un glissement en arrière sur J1LO (g) à partir de la case Vo comme suit: 
-
- r-- -
­
9 9 9 9 9 
3 5 • 3 5 7 3 5 7 3 5 7 3 5 7 
1 4 7 8 1 4 8 1 • 4 8 1 4 8 1 4 8 
2 6 2 6 2 6 2 6 2 6 
On écrit 
Jvo (Juo (g)) = g. 
On peut effectuer ce glissement en utilsant la traînée inverse correspondante. Pour un 
tableau 9 et un coin extérieur VQ de g, la traînée inverse correspondante est l'ensemble 
des cases VI, V2, ... , Vk de 9 telles que pour tout i, la case Vi est l'une des cases voisines 
situées à gauche ou en bas de la case Vi-l qui contient l'élément le plus grand. Ainsi le 
glissement en arrière, est l'opération qui transforme le tableau 9 en le tableau Jvo (g), 
obtenu en mettant dans Vi-l le contenu de Vi. Par exemple, voici le tableau J(2,1) (g), 
le coin extérieur (3,3) et la traînée inverse correspondante 
-
9 
3 5 •J(2,1) (g) = 
1 4 7 8 
2 6 
Après le glissement, on obtient le tableau 9 donné ci-haut. Remarquons que la case qui 
a été évacué est la case Ua = (2, 1). 
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Notons qu'un glissement est une opération inversible. En effet, si Ua est un coin intérieur 
d'où a commencé un glissement en avant sur 9 et la case qui a été évacuée par ce 
glissement est Va, alors un glissement en arrière à partir de Vo sur JUo (g) produit g. En 
d'autres mots, 
J110 (Juo (g)) = g. 
De même, 
]UO (J110 (g)) = g. 
Définition 31 Une suite de cases (U1, U2, ... , Uk) est une suite de glissements pour un 
tableau gauche standard 9 si on peut former la suite 9 = go, gl,· .. , gk, où gi est obtenu à 
partir de gi-1 par un glissement à partir de la case Ui. Deux tableaux gauches standards 
9 et g' sont équivalents et on écrit 9 ~ g' si g' peut être obtenu à partir de 9 par une 
certaine suite de glissements. 
Un redressement d'un tableau gauche standard consiste à appliquer une suite de ces 
glissements pour obtenir un tableau de Young standard. Le théorème suivant montre 
qu'il n'y a qu'un résultat possible pour le redressement, autrement dit que le choix des 
glissements intermédiaires n'importe pas sur le résultat final ((Sagan, 2001), théorème 
3.7.7) . Le tableau de Young standard résultant est appelé le redressé de 9 et dénoté 
J (g). 
Théorème 6 (Shützenberger) Si 9 est un tableau gauche standard, alors J (g) est unique. 
De plus J(g) est le P-symbole de la permutation read(g). 
Par exemple, voici le processus de redressement du tableau gauche standard 9 précédent. 
-
9 
3 5 7 
-
9 
3 5 
r ­
9 
3 5 
r ­
9 
f- ­
5 
• 1 4 8 1 4 7 8 1 4 7 3 4 7 
2 6 • 2 6 • 2 6 81 1 2 6 81 
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Ainsi, 
-
9 
-
5 
J (g) = 
3 4 7 
1 2 6 Si 
Les glissements du jeu de taquin sont compatibles avec la relation d'équivalence de 
Knuth. 
Théorème 7 (Schützenberger, 1976) Si P et Q sont deux tableaux gauches standards, 
alors 
Définition 32 Deux tableaux gauches standards P et Q sont dualement équivalents et 
* 
on écrit P ~ Q si à chaque fois qu'on applique la même suite de glissements à P et à 
Q, on obtient deux tableaux ayant la même forme. 
Théorème 8 (Haiman, 1992) Si P et Q sont deux tableaux gauches standards de même 
forme À//-I, alors 
Un tableau gauche standard peut être utilisé pour déterminer une suite de glissements 
qu'on peut appliquer à un autre tableau gauche standard. En effet, soient P et Q deux 
tableaux gauches standards de forme À/Il et 11/V respectivement. Les cases de P, 
prises dans l'ordre déterminé par les entrées de P, forment une suite de glissements en 
arrière sur Q. On note le tableau obtenu en appliquant cette suite de glissements à Q 
par Jp (Q). Durant la construction de Jp (Q), les cases évacuées forment un diagramme 
gauche qui donne un tableau gauche standard qu'on note par V : Jp (Q) en remplissant 
chaque case évacuée par le même élément de la case de P qui a été remplie, c'est-à-dire 
d'où le glissement en arrière a commencé. On peut aussi utiliser les cases de Q, prises 
dans l'ordre inverse déterminé par les entrées de Q, pour former une suite de glissements 
en avant sur P. On note le tableau obtenu en appliquant cette suite de glissements à P 
52 
par JQ (P). Durant la construction de JQ (P), les cases évacuées forment un diagramme 
gauche qui donne un tableau gauche standard qu'on note par V : JQ (P) en remplissant 
chaque case évacuée par le même élément de la case de Q qui a été remplie, c'est-à-dire 
d'où le glissement en avant a commencé. Par exemple, 
12	 4 
5	 7 
2	 5 
P= 3 8 et Q = 
1 
1
 6 
3 
4 
'- ­
sont deux tableaux de Young standards de forme 4331/3221 et 3221/21 respectivement. 
Alors, on peut vérifier que 
4	 ~ 
5 
2	 5 
2	 7 
Jp (Q) = 1 3 et V : Jp (Q) = 
3	 6 8 
1 4 
On peut vérifier aussi que 
~ 4 
5 
2	 5 
2	 7 
=V:Jp(Q) et V:JQ(P)= 1 3 =Jp(Q). 
3 6 8
 
1 4
 
Théorème 9 (Haiman, 1992) Si P et Q sont deux tableaux gauches standards de même 
forme À//-L, alors les deux conditions suivantes sont équivalentes: 
* (1)
 P ~ Q 
(2) V : JX (P) = V : JX (Q) pour un certain tableau de Young standard X de forme LI 
tel que LI U (À/f-L) est un diagramme de Ferrers. 
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1.8 Algorithme d'évacuation de Schützenberger 
1.8.1 Algorithme de suppression du plus petit élément 
Il est clair que l'élément situé complètement dans le côté inférieur gauche d'un tableau 
standard est le plus petit élément parmi les éléments de ce tableau. L'algorithme de 
suppression du plus petit élément, consiste à supprimer cet élément et à réarranger les 
éléments restants de sorte qu'ils forment un autre tableau standard. Plus précisément, 
cet algorithme consiste à supprimer cet petit élément et ensuite redresser le tableau 
gauche standard composé des cases restantes en effectuant un glissement en avant du 
jeu de taquin de Schützenberger sur ce tableau gauche à partir de la case contenant ce 
petit élément. 
Regardons ce qui se passe si nous supprimons le plus petit élément du tableau de Young 
standard donné ci-dessous. Si le l est supprimé, le 2 vient prendre sa place. Ainsi le 4 
se déplace pour prendre la place où était le 2 mais le 10 ne peut pas prendre la position 
de 4; le 9 peut être déplacé vers la place de 4 et le 12 vers la place de 9. En général, 
ceci nous amène à la procédure suivante: 
r-- ­
16 
10 12 
4 9 13 
2 6 8 14 
1 3 5 7 11 115 1 
Algorithme de suppression du plus petit élément 
Soit P un tableau standard à n éléments. L'algorithme de suppression du plus petit 
élément dans P définit un nouveau tableau qu'on note tlP à (n - 1) éléments de la 
manière suivante: 
On supprime le plus petit élément situé complètement dans le côté inférieur gauche de P 
et on déplace les autres éléments de sorte que les propriétés des tableaux standards sont 
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préservées. Plus précisément, cet algorithme consiste à remplacer la plus petite cellule 
(celle contenant le plus petit élément qu'on notera x) 1 par une cellule vide et d'échanger 
récursivement cette cellule vide avec la plus petite des deux cellules situées à sa droite 
et au dessus, le processus se terminant lorsque la cellule vide arrive sur la frontière du 
tableau. 
Par exemple, si T est le tableau 
~ 
11 
4 8 
2 5 71 9 1 
alors 
11 
6.T = 8 
4 5 
1.8.2 Algorithme d'évacuation 
" " L'algorithme d'évacuation ou de vidage-remplissage , introduit par Schützenberger, 
est défini comme suit: 
Définition 33 Soit P un tablea'u ::;tunduTd ù. n éléments. L'algorithme d'évacuation 
définit un nouveau tableau qu'on note ev (P) à n éléments de la manière suivante: 
On remplace récursivement la plus petite cellule (celle contenant le plus petit élément) 
par une cellule vide et on échange cette cellule vide avec la plus petite des deux cellules 
situées à sa droite et au dessus, le processus se terminant lorsque la cellule vide arrive 
sur la frontière du tableau; on éttquette alors cette cellule vide paT le plus grand élément 
que nous considérons comme un élément de ev (P) et pas un élément de P. 
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Par exemple, pour le tableau 
-
6 
5 8 
p= 
4 7 9 
1 2 3 
la figure ci-dessous présente ce principe d'évacuation 
- - r-- - r- ­
6 6 6 6 6 
5 8 5 8 5 8 5 8 5 8 
4 7 9 4 7 9 4 7 9 4 7 4 7 9 
2 3 2 3 2 3 2 3 9 2 3 9 
- - - - r- ­
6 6 6 6 6 
5 8 5 8 5 8 5 5 8 
4 7 9 4 7 9 4 9 4 8 9 4 8 9 
3 9 3 9 3 7 9 3 7 9 3 7 9 
r-- r-- - r-- r- ­
6 6 6 7 
5 8 5 8 8 6 8 6 8 
4 8 9 8 9 5 8 9 5 8 9 5 8 9 
7 9 4 7 9 4 7 9 4 7 9 4 7 9 
,....-- ,....-- ,....--
- r- ­
7 7 7 7 7 
6 8 6 8 8 6 8 6 8 
5 8 9 8 9 6 8 9 6 8 9 6 8 9 
7 9 5 7 9 5 7 9 5 7 9 7 9 
,....-- ,....-- ,....-- ,....-- r- ­
7 7 7 7 7 
6 8 6 8 6 8 6 8 6 8 
8 9 8 9 8 5 9 8 5 9 8 5 9 
6 7 9 6 7 9 6 7 9 7 9 7 9 
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,---­ r- r ­ ,--- ­ -
7 7 7 7 7 
6 8 6 8 6 8 6 8 6 8 
8 5 9 8 5 9 8 5 9 5 9 3 5 9 
7 9 7 9 4 9 4 8 9 4 8 9 4 
r- r- r ­ ,--- ­ -
7 7 7 7 7 
6 8 6 8 6 8 6 8 6 8 
3 5 9 3 5 9 3 5 9 3 5 9 3 5 9 
9 4 9 4 9 2 4 2 4 1 2 4 
Remarquons que ceci revient à appliquer récursivement l'algorithme de suppression du 
plus petit élément pour un certain tableau et si l'élément supprimé est x (le plus petit 
élément), alors on pose l'élément y (le plus grand élément) dans la dernière cellule vide; 
nous l'avons écrit en gras pour dire qu'il n'appartient pas au tableau. Par exemple, en 
appliquant cette procédure au tableau P ci-dessus, on obtient 
-
6 
5 8 
4 7 9 
2 3 9 
et si nous ajoutons deux autres applications, on obtient 
-
7 
6 8 
5 8 9 
4 7 9 
En continuant jusqu'à ce que tous les éléments soient supprimés, on obtient 
,--- ­
7 
ev (P) = 6 
;) 
8 
5 9 
1 2 4 
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Ce nouveau tableau ev (P) à la même forme que le tableau P considéré. 
À partir de ev (P) on peut déterminer d'une manière unique le tableau P en appliquant 
la même procédure et en renversant les rôles du gras et du régulier. Autrement dit 
l'opération d'évacuation est une involution, c'est-à-dire: 
ev (ev (P)) = P. 
Le théorème suivant montre que les opérations d'évacuation et de transposition com­
mutent. 
Théorème 10 Si P est un tableau de Young standard, alors 
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CHAPITRE II
 
MOTS DE YAl'vlANOUCHI ET STANDARDISATION 
Nous commencerons ce chapitre par donner des rappels sur les mots de Yamanouchi 
qui sont en bijection avec les tableaux de Young standards. Ensuite nous définirons le 
standardisé gauche ct droit d'un mot w, notés stg(w) et std(W). Puis nous montrerons 
que pour tout w E ]P'* et pour tout 1 S; k S; Iwl - l, on a : 
(stg (w))-l I[k] = (stg (préfk (w)))-l 
et 
Pour montrer ce résultat, nous allons utiliser ulle expression pour read(g) et une ex­
pression pour row(g) où 9 est un tableau gauche standard et read(g) et row(g) sont 
deux mots associés au tableau g. Ces expressions généralisent les expressions connues 
de read(t) et de row(t) pour t un tableau de Young standard. Ensuite, nous utiliserons 
les arrangements de M. A. A. van Leeuwen pour interpréter géométriquement les stan­
dardisations à gauche et à droite d'un mot quelconque. Nous donnerons aussi une autre 
interprétation géométrique en utilisant les tableaux gauches standards. Nous associe­
rons à chaque arrangement a deux mots qu'on note par read(a) et row(a), de la même 
manière utilisée pour les tableaux de Young standards et les tableaux gauches standards. 
Nous montrerons que le résultat précédent peut être généralisé aux arrangements. En­
suite, nous utiliserons les interprétations géométriques précédentes, des standardisations 
à gauche et à droite, pour montrer d'une manière trôs naturelle tous les résultats de ce 
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chapitre et pour montrer que pour tout w E ]p>* 
et 
Finalement, nous définirons une paire de Yamanouchi indécomposable. Ensuite nous 
montrerons que les paires de Yamanouchi indécomposables de longueur n sont en bijec­
tion avec les permutations connexes de l'ensemble ln]. Par la bijection de Sillke (Chapitre 
6), elles sont aussi en bijection avec les hypercartes pointées à n - 1 points. Nous po­
serons le problème ouvert de trouver cette dernière bijection explicitement sans utiliser 
les permutations connexes. 
2.1 Mots de Yamanouchi 
Rappelons que ]p> := {1, 2,3, ... } est l'ensemble des entiers positifs et que ]p>* dénote le 
monoïde libre sur ]P>. 
Pour tout mot w et pour toute lettre x, Iwl dénote la longueur de w et Iwlx dénote le 
nombre d'occurrences de la lettre x dans w. On dénote par ]p>n le sous-ensemble de ]P>* 
constitué de tous les mots de longueur n. 
Un mot west dit un préfixe d'un mot u s'il existe un mot v tel que u = wv. Un mot w 
est dit un suffixe d'un mot u s'il existe un mot v tel que u = vw. On dénote le préfixe 
de u de longueur k pour un certain k :S lui par préfk (u) et on dénote le suffixe de u de 
longueur k par suf!k (u). 
L'image miroir d'un mot u = alaZ ... an est le mot u* = anan-l ... al. 
Si u E ]p>n et K ç ]p>, alors on note par ulj( le mot obtenu de u en supprimant toutes les 
lettres de u qui n'appartiennent pas à K. Par exemple, (1232442143) i{3.4,7} = 34443. 
Définition 34 Soit u = alaZ ... an E ]p>*. Pour tout i E ln], l'indice d'une lettre ai > 1 
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de u, qu'on note par iu (ad, est défini comme suit: 
laI" ·al ai -laI" ·a·-llai-lt t 
=
 laI'" ailai - laI' .. ailai-l 
laI' .. ai-liai - laI' .. ai-llai-l + 1. 
Remarquons que deux lettres de u peuvent être égales tout en ayant des indices différents. 
Par exemple, pour u = 1122, la première lettre 2, située à gauche, a un indice égal à -1 
alors que la deuxième lettre 2, située à droite, a un indice égal à O. 
Pour montrer le résultat principal de la section 4.4 du chapitre 4, nous aurons besoin 
du lemme suivant qui donne un résultat sur l'indice d'une lettre. 
Lemme 2 Soient u, v E lP'* tels que u = ala2 ... an. Comparer les indices i u (ai) et 
iu (aj) de deux lettres ai et aj de u telles que ai = aj est équivalent à comparer les 
indices ivu (ai) et ivu (aj) . 
Preuve 
On a: 
(Ival ... ailai - Ival ... ai-llai-l) - (Ivl ai - Ivla;-l) 
ivu (ai) - Mai (v), 
où 
Mai (V) = Ivl a; - ivlai-l' 
Comme ai = aj, on a Mai (v) = M aj (V). Ainsi 
D 
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Définition 35 Un mot u = al a2 ... an E jp'* est un mot de Yamanouchi de longueur n 
si l'on a : 
iu (ai) :::; 0, pour tout i E ln] tel que ai > 1. 
En d'autre mots, un mot u = ala2 ... an E jp'* est un mot de Yamanouchi de longueur 
n si pour chaque préfixe v de u on a : 
On note l'ensemble de tous les mots de Yamanouchi par y et l'ensemble de tous les 
mots de Yamanouchi de longueur n par Yn' 
Rappelons qu'un partage À = (À I :::: À2 :::: ... :::: Àk > 0) de n est une suite décroissante 
d'entiers strictement positifs dont la somme donne n. Remarquons que si k est la plus 
grande lettre du mot de Yamanouchi u, alors les entiers lull, lul2, ... , lulk forment une 
suite décroissante d'entiers strictement positifs dont la somme donne n. Ainsi, en posant 
on obtient que À est un partage de n et on dit que u est un mot de Yamanouchi de 
forme À. Par exemple, le mot u = 1123211324423111 est un mot de Yamanouchi de 
forme À = (7,4,3,2). On note l'ensemble de tous les mots de Yamanouchi de forme À, 
un partage de n, par Yn,À' 
La notion, bien connue, de mot de Yamanouchi est un certain codage des tableaux de 
Young standards (Foata, 1976). En effet, on peut donner la proposition suivante: 
Proposition 2 Les mots de Yamanouchi de forme À f- n sont en bijection avec les 
tableaux de Young standards de forme À. 
En effet, on peut identifier un mot de Yamanouchi de f rm À un partage de n à un 
tableau de Young standard de forme À. La i-ème lettre dans ce mot égale à j si et 
seulement si la j-ème ligne du tableau associé contient j'élément i. Par exemple, le mot 
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de Yamanouchi 1121324 de forme À = (3,2,1,1), peut être identifié au tableau T, un 
tableau de Young standard de forme À = (3,2,1,1), tel que 
-
7 
-
5 
T= 
3 6 
1 2 41 
On écrit 
w (T) = 1121324. 
Plus précisément, on peut donner cette bijection comme suit: 
soit 
w: 
T f-------7 w (T) 
définie par la condition suivante: 
Pour tout T = {Tij Il :s; i :s; k et 1 ::; j ::; Àd un tableau de Young standard de forme 
À = (À 1 , ... , Àk ) r n; on définit w (T) = WIW2 ...Wn par: 
Wi = le numéro de la ligne où est placé i. 
On peut remarquer facilement que si T est un tableau de Young standard à n éléments, 
alors 
pTéfk (w (T)) = w (TI [k]) . 
Nous aurons besoin d'une notion qui raffine celle de mot de Yamanouchi. 
Définition 36 Un mot 11, = ala2 ... an E IP'* est un mot de Yamano11,chi SUT [k] où 
k E P, si l'on a : 
On peut déduire que 
iu (ai) ::; 0, pour tout i E ln] tel que 1 < ai ::; k. 
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Ainsi, un mot u = ala2 ... an E jp'* est un mot de Yamanouchi sur [k] si pour chaque 
préfixe w de u on a : 
Par exemple, u = 4112324444 n'est pas un mot de Yamanouchi, cependant il est un mot 
de Yamanouchi sur [3]. 
Notons que u E jp'n est un mot de Yamanouchi si et seulement si u est un mot de 
Yamanouchi sur [k] pour tout 1 ~ k ~ n. Notons aussi que u est un mot de Yamanouchi 
si et seulement si chaque préfixe de u est un mot de Yamanouchi. 
Proposition 3 Soient À f- n et fJ f- m tels que fJ ç À. Les tableaux gauches standards 
de forme À/fJ à n - m éléments 1,2, ... , n - m, sont en bijection avec les suffixes de 
longueurs n - m des mots de Yamanouchi de forme À f- n et dont le préfixe de longueur 
m est un mot de Yamanouchi de forme fJ f- m. 
En effet, on peut donner cette bijection comme suit: 
soit 
Wg : -----7 {w E jp'n-m 1 3v E Ym,J.L : u = V11i E Yn,À} 
9 f-------+ wg (g) 
définie par la condition suivante ~ 
Pour tout 9 = {gij Il ~ i ::; k et fJi ::; j ::; Àd un tableau gauche standard de forme 
À/fJ avec À = (ÀI, ... , Àk) f- n et fJ = (fJI, ... , fJe) f- m à n - m éléments 1,2, ... , n - m; 
on définit wg (g) = w = WIW2 ...Wn-m par: 
Wi = le numéro de la ligne où est placé i. 
Il est clair que W E pn-m. Soit 5 un tableau de Young standard de forme fJ f- m et 
t = 5 U g. Alors, t est un tableau de Young standard de forme À f- n. Posons W (5) = v 
et W (t) = u. Il est clair que u = VW. Il est clair aussi que u E Yn,À et que v E Ym,J.L' 
La bijection inverse est donnép comme suit: 
W;l (w) = 9 
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où 9 = st (W-1 (u) [m + 1, nJ). Comme préfm (u) est un mot de Yamanouchi de forme 1 
J-L, alors 9 E TGS'VJ.L. 
Remarquons que si 9 est un tableau de Young standard, alors wg (g) = W (9). 
Par exemple, pour u = vw = 112213123 un mot de Yamanouchi et v = 112 un préfixe 
de u, on a le suffixe w = 213123 qui est de forme (4,3,2) / (2, 1) qu'on peut identifier 
au tableau gauche standard 
13 6 
g= 1 5 
2 41 
qui est le standardisé du tableau gauche standard suivant: 
1 6 9 
4 8 
5 71 
2.2
 Généralisation d'un résultat pour read(t) et row(t) des tableaux 
de Young standards aux tableaux gauches standards 
Dans toute la suite de cette thèse, on considère, dans certaines situations, toutes les 
lettres d'un mot w comme étant deux à deux différentes. Il suffit d'étiqueter les lettres 
de w égales à 1 par 1,2,3, ... de gauche à droite, ensuite étiqueter les lettres de w égales 
à 2 par 1,2,3, ... de gauche à droite et réitérer ce proce::;::;u::; pour les lettres de w égales 
à 3, les lettres de w égales à 4 et ainsi de suite. Par exemple, pour w = 213233. On écrit 
w = 211131223233 et par la suite toutes les lettres de w sont deux à deux différentes 
comme par exemple les deux lettres de w égales à 2 sont différentes car 2[ 1= 22. 
Définition 37 Soit w = al ... an E r n . La permutation standardisée à gauche de w, 
qu'on note par stg (w); est définie comme suit: 
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où fw est l'unique fonction de l'ensemble des lettres de w, considérées comme étant deux 
à deux différentes, sur l'ensemble ln] qui vérifie pour tous i,j E ln] 
On peut obtenir stg (w) à partir de w comme suit: on remplace les lettres dans w égales 
à 1 respectivement par 1,2, ... , Iwh de gauche à droite. Ensuite, on remplace les lettres 
dans w égales à 2 respectivement par Iwll + 1, Iwll +2, ... , Iwh + IW\2 de gauche à droite. 
On réitère ce processus pour les lettres égales à 3, les lettres égales à 4 et ainsi de suite. 
Par exemple, pour w = 112321, on a : stg (w) = 124653 E 56. 
Définition 38 Soit w = al ... an E Ipm. La permutation standardisée à droite de w, 
qu'on note par std (w), est définie comme suit : 
où hw est l'unique fonction de l'ensemble des lettres de w, considérées comme étant 
deux à deux différentes, sur l'ensemble ln] qui vérifie pour tous i, j E ln] 
On peut obtenir std (w) à partir de w comme suit: on remplace les lettres dans w égales 
à 1 respectivement par 1,2, ... , Iwll de droite à gauche. Ensuite, on remplace les lettres 
dans w égales à 2 respectivement par Iwll + 1, Iwll +2, ... , Iwll + Iwl2 de droite à gauche. 
On réitère ce processus pour les lettres égales à 3, les lettres égales à 4 et ainsi de suite. 
Par exemple, pour w = 112321, on a : std (w) = 325641 E 56. 
Soient w E JPl* et k E lP' la plus grande lettre de w. Le complément de w, qu'on note par 
wcompl, est le mot obtenu de w en échangeant 1 et. k PllSlli e 2 et k - 1 et ainsi de suite. 
Par exemple, le complément de 11223 est 33221. Plus précisément, on peut donner la 
définition suivante: 
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Définition 39 Soit w = al" ·an et soit k E lP' la plus grande lettre de w. Le complément 
de west défini comme suit: 
wcompl = bl ... bn où bi = k + 1 - ai pour tout i E [n] . 
Dans le cas particulier où w E Sn, on peut remarquer facilement que n est la plus grande 
lettre de w et que 
wcompl = WQ nO W. 
Notons que si t est un tableau de Young standard à n éléments, alors on peut calculer 
la permutation read(t) à partir du mot. de Yamanollchi W (t) associ(~ à t comme suit: 
Ce résultat est démontré dans (Blessenohl et Schocker, 2005) et aussi dans (Malvenuto 
et Reutenauer, 2009). 
La proposition suivante donne un résultat équivalent en utilisant la standardisation à 
droit.e au lieu de la standardisation à gauche. 
Proposition 4 Pour tout t un tableau de Young standard, on a : 
Pour donner la preuve de cette proposition, on va utiliser le lemme suivant: 
Lemme 3 POUT tout w E Yn,À avec À = (À l 2: À2 2: ... 2: Àk > 0), on a : 
"lÀ 0 stg (w) = std (w) . 
où J'À est l'unique permutation de longueur maximale dans le sous-groupe de Young SÀ' 
Preuve 
Supposons que w = al ... an et que stg (w) = fw (al) ... fw (an) E Sn et que std (w) = 
hw (al) ... hw (an) E Sn' Il suffit de mont.rer que bÀ 0 stg (w)) (i) = (std (w)) (i) pour 
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tout i E ln]. Ceci est équivalent à 
Supposons que fw (ai) = m, ainsi le nombre de lettres égales à ai dans le mot al ... ai 
est m - (>'1 + ... + Àa;-d. Par conséquent, le nombre de lettres égales à ai dans le mot 
ai' .. an est 
Àa; - (m - (À 1+ ... + Àa;-l)) + 1 = À1+ ... + Àa; - m + 1, 
ce qui implique que 
(À 1 + ... + Àa;-d + (À 1 + .. , + Àa; - m + 1) 
2 (À1 + ... + Àa;-1) + Àa; - m + 1. 
Comme 1 ::; m - (À 1 + ... + Àa;-d ::; Àai , alors 
"().. (m)
 
"().. ((À1+ ... + Àa;-l) + (m - (À1+ ... + Àa.,-l)))
 
(À1 + ... + ÀaJ - (m - (À1 + ... + Àa;-1)) + 1
 
2 (À 1 + ... + Àa;- d + (Àa; - m + 1)
 
hw (ai) .
 
o 
Maintenant, on donne la preuve de la proposition précédente. 
Preuve 
Utilisant le fait que pour tout (J E Sn 
et que pour tout w E Yn.).., 
stg (wcomPI) = WO,n 0 "().. 0 stg (w). 
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Ce dernier résultat est donné dans (Malvenuto et Reutenauer, 2009). Ainsi, on obtient 
par le lemme précédent, 
(WO,n 01>.. 0 stg (w (t)))-l 
(WO,n 0 std (w (t)))-l 
( (std (w (t)) )-1 ) * . 
D 
On peut remarquer que 
std (w) = (stg (w*))* . 
En effet, par le lemme 3.3 dans (Malvenuto et Reuteunauer, 2009), on a 
stg (w*) = 1>.. 0 stg (w) 0 WO,n. 
Comme pour tout (J E Sn : (J* = (J 0 wO,n, alors 
(stg (w*))*
 stg (w*) 0 WO,n 
(-"y>.. 0 stg (w) 0 WO,n) OWO,n 
1>.. 0 stg (w) 
std (w) . 
Maintenant, on va montrer la proposition suivante: 
Proposition 5 Soit 9 un tableau gauche standard de jorme).,/M tel que À = (À I , ... , Àk ) f­
n et M= (Ml, .. ·,Me) f- m. Alors 
row(g) = (stg (Wg (g)))-l 
et 
Notons que n'importe quel mot de lP'* peut être le suffixe d'un mot de Yamanouchi. Ce 
résultat est donné par le lemme suivant qu'on va utiliser pour montrer la proposition 5 
précédente. 
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Lemme 4 Pour tout w E lP'*, il existe v E lP'* tel que u = vw E Y. 
Notons que u E y implique que v E y car v est un préfixe de u.
 
Preuve
 
On procède par récurrence sur la longueur Iwl de w.
 
Si Iwl = 1, alors w = k pour un certain k ~ 1. Dans ce cas, on prend v = 12··· (k - 1).
 
Supposons que cette propriété est vraie pour tout mot w de longueur n où n ~ 1 et
 
montrons qu'elle est vraie pour w un mot de longueur n + 1. Posons w = Xl' .. X n X n +1 = 
W1Xn+1 où w1 = Xl ... X n · Par l'hypothèse de récurrence, il existe VI E lP'* tel que 
VI W1 E y. Supposons que IV1 W1Xn+1Ixn+\ =.e. Soit V2 le mot suivant 
tel que 
IV21] =.e + X n +1 - 1, IV212 =.e + Xn +1 - 2, ... , IV2Ixn+J-2 = f! + 2, IV2Ixn+J-1 = f! + 1. 
Il est clair que V2V1 W1Xn+1 = V2V1 west un mot de Yamanouchi. 
o 
Dans la preuve du lemme précédent, on peut prendre V3 le mot suivant 
V3 = ~L;.3' .. ,(Xn +1 - 1) ... (Xn +1 - 1~ 
v 
tel que 
On obtient que '/)3V1 W1Xn+1 = 'V3V1 west un mot de Yamanouchi. On peut aussi prendre 
V4 = 1V2 et V4V1 W1Xn+1 = V4V1 W sera aussi un mot de Yamanouchi. Ainsi, dans le lemme 
précédent, le mot de Yamanouchi V n'est pas unique. 
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Lemme 5 Soit a = XIX2 ... Xn E Sn' Supposons que a = WkWk-1 ... Wl tel que pour 
tout 1 ::; i ::; k : IWil = Ci. Posons C = (Cl, C2, ... , Ck) et 7 = WIW2 ... Wk. Alors 
a = 7 0 'Y~. 
où 'Ye est l'unique permutation de longueur maximale dans le sous-groupe de Young Sc' 
Preuve 
Montrons que pour tout 1 ::; i ::; n: a (i) = (7 0 'Y~) (i). En effet, supposons que a (i) = j 
et montrons que (70'Y~)(i) =j. On a: 
(7o'Y~)(i)	 (70 'Ye 0 WO,n) (i) 
(7 0 'Ye) (n + 1 - i) . 
On peut distinguer les deux cas suivants: 
• si 1 ::; n + 1 - i ::; Cl, alors Ck + Ck-l + ... + C2 + 1 ::; i ::; n. Ce qui implique que j est 
une lettre de WI et que 7 (Cl - (n + 1 - i) + 1) = j car 7 commence par WI et IWII = Cl' 
Dans ce cas 
(7o'Y~)(i)	 7be(n+ 1-i)) 
7 (Cl - (n + 1 -
 i) + 1) 
J . 
• si Cl + ... + Ce-l + 1 ::; n + 1 - i ::; Cl + ... + Cp pour un certain f. tel que 2 ::; f. ::; k, alors 
Ck + ... + Ce+l + 1 ::; i ::; Ck + ... + Ce· Ce qui implique que j est une lettre de We et que 
7 ((Cl + ... + ce-d + [ce - [(n + 1 - i) - (Cl + ... + Ce-l)] + 1]) = j, 
c'est-à-dire 
7 (Cl + ... + Ce-l - (ce + ... + Ck) + i + ce) = j. 
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Dans ce cas 
(To"t~)(i) T("(e(n+ 1- i)) 
T(cl + + CR-I + Cf - [(n + 1 - i) - (Cl + ... + Ce-l)] + 1) 
T (Cl + + Ce-l - (Ce + ... + Ck) + i + ce) 
j. 
o 
De ce lemme, on peut déduire le corollaire suivant: 
Corollaire 1 Soit t un tableau de Young standard de forme À 1- n, alors 
read(t) = row(t) 0'Y~ = row(t) 0'1'>.. OWO.n . 
Soit g un tableau gauche standard à n éléments ayant k lignes non vides. Supposons que 
la i-ème ligne de g a une longueur Ci. Posons C = (Cl, C2, ... , Ck)' Alors 
read(g) = row(g) 0 'Y~ = row(g) 0 "te 0 WO. n . 
Pour donner la preuve de la proposition 5 précédente, nous nous inspirons de la preuve 
du lemme 3.3 dans (Malvenuto et Reutenauer,.2009). À la fin de ce chapitre, on donnera 
une autre preuve géométrique. 
Preuve 
Posons wg (g) = w. Si w E y, alors g est un tableau de Young standard et la preuve est 
incluse dans le lemme 3.3 dans (Malvenuto et Reu;;enauer, 2009). 
Si w tj. y, par le lemme 3 précédent, il existe v E Yrn,J.L tel que u = vw E Yn,>" pour 
certains entiers m et n tels que m ::::; n et Iw 1= n - m. Soient t et 8 deux tableaux 
de Young standards tels que W (t) = u et W (S) = v. Comme u = vw, alors W (t) = 
W (8) wy (g). Ce qui implique que 
t = 8 U 9 et 9 = st (tl [m + 1, n]) . 
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Soient Lf, ... ,Lie les ensembles d'éléments des lignes successives de t de cardinalités 
luiJ, ... , \Ulk et soient DL ... ,Vi les ensembles d'éléments des lignes successives de S de 
cardinalités Ivll, ... , Ivle où R::; k et pour tout i E [R] : Li ç LY. Posons pour tout i E [k] 
Lr = Lf/ Lf (la différence entre deux ensembles). 
On peut remarquer qu'un ensemble Lr peut être vide et que les ensembles Lr non vides 
sont les ensembles d'éléments des lignes successives de tl [m + 1, n] (lorsqu'un certain 
Lr est vide, on va dire que la i-ème ligne de tl [m + 1, n] est vide et donc tl [m + 1, n] 
à k lignes en incluant les lignes vides). 
On va montrer que 
stg (row (tl [m + 1,n])) = row (g) = (stg (W))-l = (stg (Wg (g)))-l. 
Remarquons que les éléments de tl [m + 1, n] sont les éléments de l'ensemble {m + 1, ... ,n} 
et que la p-ème lettre de west j si et seulement si p+m E Lj où Lj dénote la j-ème ligne 
de tl [m + 1, n]. Remarquons aussi que row(tl [m + l, n]) est une permutation de l'en­
semble {m + 1, ... , n}. En soustraiyant m à chaque élément de tl [m + 1, n], on obtient 
le tableau gauche standard g tel que 
stg (row (tl [m + 1, n])) = row (g) . 
Ainsi, row(g) est une permutation de l'ensemble [n - m] et la p-ème lettre de west j si 
et seulement si p E (L')"/ où (L')j dénote la j-ème ligne de g. On peut remarquer aussi 
qu'en soustrayant m à chaque élément de Vf, on obtient (L')j. 
Si I, L sont deux sous ensembles de lP' ayant la même cardinalité, on dénote par l / L 
l'unique bijection croissante de l vers L. Supposons que h, ... , fk sont des fonctions 
ayant des domaines deux à deux disjoints, a.lors on dénote par h U ... U !k la fonction 
qui est égale à Ji une fois restreinte au domaine de Ji et qui vérifie 
Dom (h U ... U fk) = Dom (h) U ... U Dom (ik) . 
Il est cla.ir que 
g' (')'Wrow (g) = Uj=l, ... ,kIj / L j 
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où 1(, ... ,It sont les intervalles successifs de [n - ml de cardinalités I(L')rl, ... , I(L')~I 
(notons que I(L')rl + ... + I(L')~I = n - m) et que 
1 (')W g'(row (g))- = Uj=l .. ,k L j / Ij . 
Comme la p-ème lettre de west j si et seulement si p E (L') j et comme stg (w) est obtenu 
comme mot en étiquetant les lettres égales à 1 dans w respectivement par 1, , I(L')rl de 
gauche à droite ensuite les lettres égales à 2 respectivement par I(L')'~I + 1, , j(L')rl + 
1(L')~ 1 de gauche à droite et ainsi de suite pour les autres lettres, alors 
U- (L')W /I g'stg (w) J-1, ... ,k J J 
(row (g ))-1 
(stg (row (tl [m + 1, n])))-l , 
ce qui implique que 
stg (row (tl [m + 1, n])) = row (g) = (stg (W))-l = (stg (Wg (g)))-l . 
Maintenant, nous allons montrer que 
Soit c une composition de l'entier n - m obtenue de la suite (I(L')rl, ... , I(L')~I) en 
supprimant tous les termes nuls. Par le corollaire 1 précédent, on a : 
std (read (tl [m + 1, n]))
 read (g) 
row (g) 0 hc 0 WO.n-m) 
(stg (w))-l 0 IC 0 WO. n - m 
où Ic est l'unique permutation de longueur maximale dans le sous-groupe de Young Sc' 
Puisque Ic et wO,n-m sont des involutions et puisque stg (w*) = IC 0 stg (w) 0 wO,n-m et 
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WO,n-m 0 stg (w*) 0 WO,n-m =
 (( (( stg (w*) )*r1r) -l, on peut écrire 
std (read (t\ [m + l, n]))
 (stg(w)r J o"!cOWO,n-m 
(WO,n-m 0 bc ° stg (w) 0 WO,n-m) 0 wO,n_m)-1 
(WO,n-m 0 stg (w*) 0 WO,n_m)-1 
Comme std (w) = (stg (w*))*,
 alors 
std (read (tl [m + l, n]))
 ( (std (w)) -1) * 
((std (Wg (g)))-1f . 
D 
Par exemple, pour w = 1234143215. Prenons v = 121312 et u = vw = 1213121234143215 E 
Y16,(6,4,3,2,1)' Alors 
-
16 
10 12 
4 9 13 
2 6 8 14 
1 3 5 7 11 115 1 
On a 
-

,---- ­
16 10 
10 12 4 6 
tl [7,16] = 9 13 et 9 = st (tl [7,16]) = 3 7 
8 14 2 8 
7 11 115 1 51 9 11 
On peut vérifier que 
std (read (tl [7,16]))
 std (16 10 12 9 13 8 14 7 11 15) 
10 4 6 3 7 2 8 1 5 9 
read (g) 
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et que 
((std(W))-lf = (95182736410)* 
= 10 4 6 3 7 2 8 1 5 9. 
On peut aussi vérifier que 
stg (row (TI [7,16])) = stg (7 11 158 14 9 13 10 12 16) 
1 5 9 283 7 4 6 10 
= row (g) 
et que 
(st g(W))-l (1 4 6 8 2 9 7 5 3 10)-1 
= 1 5 9 2 8 3 7 4 6 10. 
De la proposition 5 précédente, on peut déduire le corollaire suivant: 
Corollaire 2 Soit w E [p'*. Alors pour tout 1 :s: k :s: Iwl - l, on a : 
(stg (W))-l I[k] = (stg(préik (w)))-l (2.1) 
et 
Preuve 
Pour w E y. On sait que w = w (t) où t est un tableau de Young standard et que 
row(t) = (stg (W))-l et que read(t) = ((std(w))-l) * (Malvenuto et Reutenauer, 2009). 
De plus, par la proposition 5 précédente, on a 
car w (tl [k]) = préfk (w) et wg (tl [k + l, Iwl]) = sufflwl-k (w). Il est clair aussi que 
(row (t)) I[k] = row (tl [k]) et (read (t)) hk+1,lwll = read (tl [k + l, Iwl]) 
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ce qui implique que 
(stg (W))-l i[k] = (stg (préfk (W)))-l 
et 
Pour conclure la preuve de ce cas, il suffit de montrer que 
En effet, comme (( (std (W))-l) *) i{k+1, .. ,Iwl} = (( (stù (W))-J) 1{k+1"IW1}) * et pour 
tout mot u, (std (u*))* = stg (u), alors 
(std ((((std(w))-J)*) i{k+1,... ,IWI}))* =
 (std ((((std(W))-l) i{k+1 .. ,IWI})*))* 
stq ((((std(W))-l) l{k+1,.,IWI})) 
std ((((std(W))-l) l{k+1, .. ,IWI}))' 
Par exemple, pour w = 121312 E Y6,(3,21) et k = 3, on a 
(stg (w))-l IIk) = (stg (121312))-1 113) = 132 
et 
(stg (préik (w)))-l = (stg (préh (W)))-l = 132. 
On a aussi 
et 
Notons qu'on peut obtenir l'identité (2.1) donnée ci-haut pour le cas particulier w E Sn 
à partir de l'identité 3.6 dans (Malvenuto et Reutenauer, 1995). En effet, on a : 
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et il suffit de remarquer que stg (w) = w. Par exemple, pour w = 52413 E 55 et k = 4, 
on a 
1w- 1[4] = (42531) 1[41 = 4231 et (stg (préf4 (w)))-1 = (stg (5241))-1 = 4231. 
Pour w ~ y. On peut procéder par la même méthode utilisée dans la preuve de la 
propostion 5 précédente pour montrer que w = wg (g) où 9 est un tableau gauche 
standard et Iwl = n - m. Comme 1 ::; k ::; Iwl - 1, alors soit g' le tableau gauche 
standard obtenu de 9 par restriction au cases occupées par les éléments de [k]. Ainsi, 
on a: 
(row(g)) I[k]
 
row (g')
 
(stg (préfk (W)))-1 .
 
Par conséquent, pour tout w E IP'*, on a 
Pour montrer (2.2), soit g1 le tableau gauche standard obtenu de 9 par restriction au 
cases occupées par les éléments de l'ensemble {k + 1, ... , n - m}, alors on a 
(read (g)) l{k+1,.,n-m}	 (( (std (W))-1) *) l{k+1, .. ,n-m} 
read (g1) 
et 
std (read (g1))	 ((std (Wg (g1 )))-1) * 
((std (suf fn-m-k (w)))-1) * . 
Pour terminer, il suffit de montrer que 
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Eneffet,comme (((std(W))-lf) l{k+1,.,n-m} = (((std(W))-l) l{k+1, .. ,n-m})*etpour 
tout mot u, (std (u*))* = stg (u), alors 
(std ( (( (std (W))-l) I{k+l, ... ,n-m}) *)) * 
stg (( ((std (W))-l) I{k+l .. ,n-m})) 
std (( ((std (W))-l) l{k+1,.,n-m})) . 
o 
Par exemple, pour w = 1234143215 donné ci-haut. On peut vérifier pour k = 6 que 
(stg (W))-l 1[6)
 = (146 8 2 9 753 10)-1116] 
= (1 5 9 2 8 3 74 6 10) 1[6] 
= 152346 
et que 
(stg (préik (w)))-l =
 (stg(préf6 (w)))-l 
(stn (123414))-1 
= 152346. 
On peut vérifier aussi que 
std ((std(W))-II{k+I, .. ,IWI}) = std ((35792864 110)-11{6+1, .. ,1O}) 
std ((9 5 1827364 10) 1{5+1"IO}) 
= 3214 
et que 
(std (sufhwl-k (w))f1
 = (std(suff4 (w)))-l 
= (std(3215))-1 
= 3214. 
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2.3
 Les standardisations à gauche et à droite vues à travers les 
arrangements de M. A. A. van Leeuwen et à travers les tableaux 
gauches standards 
Van Leeuwen a étendu la bijection, donnée à la proposition 2 précédente, entre les mots 
de Yamanouchi et les tableaux de Young standards à une bijection entre les mots et les 
arrangements. À un mot w E IP'n, il a associé un arrangement qu'on note par Ow. On 
obtient Ow à partir de w en arrangeant les entiers 1, ... , n dans des lignes numérotées 
1,2, ... , selon la règle suivante: si la k-ème lettre de west la lettre i avec Ipréik (w) li = j, 
alors la case située dans la ligne i et la colonne j de 0w sera occupée par l'entier k. Ci-
dessous quelques exemples d'arrangements 
2 
1 
4 6 -
5 4 
036152522 = , 053214 2 et 0121312 2 6 
1 
3 1 3 51 
5 7 8 
4 
3 
On a mis des points dans quelques cases de l'arrangement 0w pour indiquer que ces 
cases sont vides. 
On peut remarquer que c'est facile d'obtenir w à partir de Ow. En effet, si la case située 
dans la ligne i et la colonne j de Ow est occupée par l'entier k, alors la k-ème lettre de 
west i. 
On peut remarquer aussi que si west un mot de Yamanouchi, alors Ow est un tableau 
de Young standard tel que 0w = w- 1 (w) comme on peut le constater dans l'exemple 
donné ci-haut avec w = 121312. 
En construisant un arrangement de cette manière on constate qu'une ligne peut être 
vide et si elle est non vide, alors elle est strictement croissante de gauche à droite. De 
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plus, si une case dans une ligne est non vide alors la case située à sa gauche dans la 
même ligne est aussi non vide. Ce qui implique qu'on ne peut pas trouver une case 
vide au milieu d'une ligne non vide. Pour les colonnes, il n'y a pas nécessairement une 
croissance et on peut trouver une case vide au milieu d'une colonne non vide comme 
dans l'exemple ci-dessus. 
Dans le cas particulier où w E Sn, l'arrangement Ow est constitué de lignes non vides 
consécutives de longueur 1. En lisant les lettres dans Ow de la première ligne jusqu'à la 
dernière ligne, on obtient w- 1 comme on peut le vb'itier dans l'exemp1c donné ci-haut 
1avec w = 53214 et w- = 43251. 
Les standardisations à gauche et à droite peuvent être vues à travers les arrangaments 
de van Leeuwcn. On commence par la standardisation à droite. En effet, soit w E pn 
et soit llw l'arrangement associé à w. On prend les lignes non vides de Ow empilées de 
la première ligne située en bas jusqu'à la dernière ligne située en haut. Ensuite chaque 
ligne subira une rotation dont le centre est le centre du carré 1 x 1 rcpréscnt.ant sa 
première case et dont l'angle est -90°. On peut remarquer que chaque ligne change sa 
position horizontale en une position verticale une fois une telle rotation est appliquée. 
Par exemple, si on applique une telle rotation à la ligne suivante : ~, elle devient 
rn. On laisse les lignes dans leucs positions verticales dans le même ordre du bas vecs le 
haut et on les concatène pour obtenir une seule colonne qu'on peut considérer comme un 
arrangement constitué de lignes non vides consécutives de longueur 1. L'arrangement 
obtenu est exactement l'arrangement Ostd(7II) associé à la permutation std (w) par la 
correspondance de M. A. A. van Leeuwen. 
Pour la standardisation à gauche, on suit les mêmes étapes que la standardisation à 
droite sauf que l'angle de la rotation devient +90°. Par exemple, si on applique une 
telle rotation à la ligne suivante' [3I::B:J. elle devient 1 : 1 
Voici un exemple où toutes les étapes d'obtention de l'arrangement Ostd(W) et de l'ar­
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rangement astg(w)à partir de a w sont illustrées. 
Pour w = 631226555312, on a 
1 6
 
7 8 1
9
 
2 10
 
4 5 12
 
1
 
3 11
 
On a: 
œ 1
 
6
 
7
 
7
 
8
ŒEJ 8
 
9
0iliJ 9
 
------+ 
------+ astdew) = J-----; std(W) = 12 7254111098613 E 5 12 .
 
10
Y ~ 2
 
4
~ 4
 
5
5
~ 
12
12
 
3
 
11
 
11
 ~ 
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Et on a : 
6ffi 
œ 
CiEEJ 
~ ------7 
9 
8 
7 
tf ------7 Cl Sig (w) = 
1 
9 
8 
7 
10 
2 
f------+ stg (w) = 11 6 1 3 4 12 8 9 1072 5 E 5 12. 
~ 12 12 
ŒEJ 5 
4 
5 
4 
tr 11 3 
Les standardisations à gauche et à droite peuvent aussi être vues à travers les tableaux 
gauches standards. On commence par la standardisation à droite. En effet, soit w E jp'n 
et soit 9w un tableau gauche standard associé à w, c'est-à-dire Wg (9w) = w. On peut 
obtenir un tel tableau 9w de plusieurs manières. En effet, par le lemme 3 il existe 
v E Y tel que u = vw E y et il suffit de poser 9w = st (w-1 (u) 1[Ivl + l, lui]). On 
prend les lignes non vides de 9w empilées de la première ligne située en bas jusqu'à la 
dernière ligne située en haut. Ensuite chaque ligne changera sa position horizontale en 
une position oblique avec un angle de -450 . Plus précisément, les centres des carrés 1 x 1 
représentant les cases de cette ligne subiront une rotation dont le centre est le centre 
du carré 1 x 1 représentant sa première case et dont l'angle est -450 . Par exemple, si 
on applique une telle wlalion à la ligne suivante , ~. Elle devient ,. 
On laisse les lignes dans leurs positions obliques dans le même ordre du bas vers le haut 
ct on les concatène pour obtenir une ligne oblique qu'on peut voir comme un tableau 
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gauche standard constitué de lignes non vides de longueur 1 et de colonnes non vides 
de longueur 1. Le tableau gauche standard obtenu peut être associé à la permutation 
std (w), c'est-à-dire wg envoie ce tableau sur std (w) . Notons que ce tableau gauche 
standard, qu'on note par gstd(W)' ne dépend pas de g. En effet, si on identifie w à un 
autre tableau gauche standard g', alors 9 et g' auront les mêmes lignes non vides et 
donc le tableau obtenu est toujours le même. Voici un exemple où toutes les étapes 
d'obtention de ce tableau gauche standard sont illustrées. 
Pour w = 631226555~-n2 donné ci-haut, on a 
Il
 1 6	 
71
 8 9	 
gw =
 
2 110	 
4
 5 12
 
3 11	 
Pour obtenir gw, il suffit de prendre v = 111111112222222333334444455. On a mis des 
points dans quelques cases du tableau gauche standard gw pour indiquer que ces cases 
sont vides. 
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On peut obtenir le tableau gauche standard 9std(W) à partir de 9w comme suit: 
~ Il 
6 
7
 
8
 
8Œ
7 
9 ~ 9 
2 
--) 
------? 
10 ~ ~ 
4~ 4 
5 ~ 5 
1212 
3 ~ ~ 
Ce qui implique que std (w) = 12 7 2 54 11 10 9 8 6 1 3 E 5 12 . 
Pour la standardisation à gauche, on suit les mêmes étapes que la standardisation à 
droite sauf que l'angle de la rotation devient +1350 . Par exemple, si on applique une 
8 
telle rotation à la ligne suivante : ~. Elle devient ,-6--+-----, 
3 
Pour w = 631226555312, on peut obtenir le tableau gauche standard 9st g (w) à part.ir de 
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gw comme suit: 
~ f6
 
1 
9 
9 
ŒEJ 8 8 
[!ill 7 7 
10 ~ -4 ~ -4 2 
12~ 12 
55~
 
44 
11 ~ ~
 
Ce qui implique que stg (w) = 11 6 1 34 1289 10725 E 512. 
2.4 Preuve géométrique naturelle 
Dans cette section, nous allons utiliser les int.erprét.ations géomét.riques précédentes, des 
standardisations à gauche et à droite, pour montrer d'une manière très naturelle tous 
les résultats de ce chapitre et pour montrer que pour tout w E IP'* 
et 
On peut associer à chaque arrangement Ow deux mots qu'on note par read(ow) et 
row(ow) de la même manière utilisée avec les tableaux de Young standards et les ta­
bleaux gauches standards. Par exemple, pour l'arrangement Ow, associé au mot w = 
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631226555312, donné ci-haut, on a: 
read (uw ) = 1 6 7 8 9 2 10 4 5 12 3 11 et row (uw ) = 3 11 4 5 12 2 10 7 8 9 1 6. 
On peut remarquer facilement que pour tout CT E Sn : 
(2.3) 
On peut remarquer aussi que 
(2.4) 
On peut montrer facilement la proposition suivante 
Proposition 6 Pour tout mot w , on a : 
et 
row (uw ) = (st g (w)) - 1 . 
Par exemple, pour w = 631226555312, donné ci-haut, on a : 
(stg (631226555312))-1 
3 Il 4 5 2 10 7 8 9 1 6 
row (uw ) . 
et 
( (std (w)) -1 ) *
 ((std (631226555312))-1) * 
1 6 7 8 9 2 10 4 5 12 3 Il 
read (u w ) . 
Preuve 
Pour montrer cette proposition, il suffit de transformer J'arrangement Uw en un tableau 
gauche standard qu'on note par gw tel que 
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read (ow) = read (gw) et row (ow) = row (gw) et wg (gw) = W 
et ensuite appliquer le résultat de la proposition 5 précédente qu'on a montré pour les 
tableaux gauches standards. 
Ceci est possible en prenant les lignes vides et non vides de l'arrangement 0w et en les 
arrangeant de sorte qu'ils forment un tableau gauche standard dont les lignes coincident 
avec les lignes de 0w et dont les colonnes sont non vides, consécutives et de longueur 1, 
comme dans l'exemple suivant: 
[ili] 
1 
7 
6 
8 9 
[iliE] 
-----. 
[J]J 
-----. 
2 10 ~ 
4 5 12 ~ 3 11 
[2G] 
1 6 
7 8 9 
-----. gw = 
2 10 
4 5 12 
31 11 1 
On peut remarquer que le nombre de lignes de gw est égal au nombre de lignes de 0w 
incluant les lignes vides et que le nombre de colonnes de gw est égal à la somme des 
longueurs des lignes non vides de 0w. On peut remarquer aussi que le fait qu'on a garder 
les lignes vides de Ow implique que le numéro de la ligne contenant l'élément i est le 
même dans l'arrangement Ow et dans le tableau gauche standard gw. Ainsi, 
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Par conséquent, par la proposition 5 précédente: 
read (ow) read (gw) 
= ((std(Wg(gw)))-lf 
((std (W))-l) * 
(stg (wcomPl))-l 
et 
row (ow)
 row (gw) 
(stg(Wg (gw)))-l 
(stg (W))-l . 
Preuve géométrique 
On peut aussi montrer cette proposition d'une autre manière en utilisant l'interprétation 
géométrique précédente des standardisations à droite et à gauche à travers les arrange­
ments de van Leeuwen comme suit: 
En utilisant les identités (2.3) et (2.4) précédentes et le fait que std (w) et stg (w) sont 
des permutations, on obtient que pour tout w E JP>* : 
et 
D 
On peut donner read(ow) et row(ow) d'une autre manière équivalente corrmw suit. 
et 
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En effet, on peut remarquer facilement que 0wcompl peut être obtenu de owen lui ap­
pliquant une réflexion par rapport à la droite horizontale située entre ses deux lignes 
situées en son milieu lorsque le nombre de lignes de Ow est pair et par rapport à la droite 
horizontale située au milieu de la ligne située en son milieu lorsque le nombre de lignes 
de Ow est impair et on écrit Ow ~ 0wcompl. Par exemple, pour w = 631226555312, on 
a: 
wcompl = 146551222465. 
Remarquons que 
1 6 3 11 
7 8 9 1 4 5 12 1 
2 10 
Ow = 
2 10 
4 5 12 1 7 8 9 1 
3 11 1 6 
Ce qui implique directement que 
read (ow) = row (0wcompl) et row (ow) = read (0wcompl) . 
Ainsi, par la proposition 6 précédente, on obtient 
et que 
row(ow) = read (Owcompl) = ((std(WcOmPl))-l)* 
Ainsi pour tout mot w, on a : 
Ce qui implique que 
WO,n 0 3/d (w) 
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OÙ WO,n est la permutation ayant la longueur maximale dans Sn et n = Iwl. Comme 
std (w) = IC 0 stg (w) où IC est la permutation ayant la longueur maximale dans le 
sous-groupe de Young Sc et c est la composition de l'entier n = iwl obtenue de la suite 
(lwI1' iwl2, ... , iwik), où k est la plus grande lettre de w, en supprimant tous les termes 
nuls (cette suite est la suite des longueurs des lignes non vides de Ow prises du bas vers 
le haut, par exemple pour w = 631226555312 donné ci-haut, on a : c = (2,3,2,3,2)), 
alors 
stg (wcompl) = WO,n 0 std (w) = wO,n o'c 0 stg (w). 
Ce résultat est donné dans (Malvenuto et Reutenauer, 2009). 
Remarquons que pour tout (J E Sn : 
(2.5) 
En effet, 
-1WO,n 0 (J 
-1 -1 
WO,n 0 (J 
On peut aussi montrer cette identité en utilisant les arrangements de van Leeuwen. En 
effet, il suffit de montrer que 0((7*)-1 = 0((7_1 )compl' L'arrangement, 0((7*)-1 est constitué 
de lignes consécutives non vides de longueur 1 et le mot obtenu en lisant cet arrangement, 
sous forme d'une colonne, du bas vers le haut est (J*. De même, 0(7-1 est constitué de 
lignes consécutives non vides de longueur 1 et le mot obtenu en lisant cet arrangement, 
sous forme d'une colonne, du bas vers le haut est (J et la lecture du haut vers le bas 
donne (J*, Il est clair qu'on peut obtenir l'un des deux arrangements 0(0"")-1 et 0(7-1 
à partir de l'autre en lui appliquant une réflexion par rapport à la droite horizontale 
située entre ses deux cases situées en son milieu lorsque le nombre de cases est pair 
et par rapport à la. droite horizontale située au milieu de IR case située en son milieu 
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lorsque le nombre de cases est impair, c'est-à-dire Ci(a*)-l ~ (la-l. Comme appliquer 
cette réflexion est équivalent à passer au complément, alors 
Remarquons qu'en remplaçant a par a-l, on obtient: (a- 1)* = (aCompl)-l.
 
On peut déduire le corollaire suivant:
 
Corollaire 3 Pour tout w E IP'*!
 
(std (w))-l * = ( ( (stg (W*))-l ) COmPi) * ( ) 
Preuve 
Comme stg (w*) = (std(W))*, alors par l'identité (2.5), on a: 
(stg (w*))-l = ((std (w))*)-l 
l)COmPI(std(W))- .( 
COmPI 
En utilisant le fait que pour tout u E ]P'*: ucompl = u, on obtient( ) 
COmPI) comPI) * (((stg (w*))- 1) COmPI) * =
 ( ( ( (std (w)) -1 )
 
((std (w))-l) *
 
o 
On peut déduire de la proposition 6 précédente que pour tout tableau de Young standard 
t, on a : 
read (t) (st ((w (t))compl))-lg 
( (std (w (t)) )-1) * 
COmPI)*(st ((w (t))*))-l(( g ) 
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Ce qui implique que pour tout tableau de Young standard t, on a : 
Ce résultat est aussi donné dans (Malvenuto et reutenauer, 2009). 
Remarquons que 
OmPI OmPI ( ((std (w*))-l t ) * ((((stg (W))*)-lt ) * 
~ (( ((st (W))-ltmP1 ) COmPI) ,g 
((st g (w))-lf 
Ce qui implique que 
Ainsi, on peut donner la proposition suivante: 
Proposition 7 Pour tout w E jp* : 
et 
Remarquons qu'on peut déduire le résultat de la proposition 5 précédente à partir 
de la proposition 6 précédente. En effet, soit 9 un tableau gauche standard. Il suffit 
de transformer 9 en un arrangament, qu'on note par a, tel que read(g) = read(a) et 
row(g) = row(a) et a est l'arrangement aS50cié par la correspondance de van Leuuwen 
au mot wg (g), c'est-à-dire a = aWg(g) et ensuite appliquer le résultat de la proposition 6 
précédente qu'on a montré pour les arrangements. 
Pour le faire, il suffit de déplacer les lignes non vides de 9 complètement vers la gauche 
de sorte que chaque ligne garde sa position horizontale. En d'autres mots, il suffit de 
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supprimer les cases vides situées au début de chaque ligne non vide ensuite déplacer 
cette ligne non vide complètement à gauche comme dans l'exemple suivant: 
,--- ­
4
 4 
r- ­
r- ­
g=
 3 3 
2 7 2 7 
1 5 61
 1 5 61 
Par conséquent, 
read (g) read (a) 
= read (a:";g(g)) 
((std (Wg(g))) -\) * 
et 
row (g) row (a) 
row (awg(g)) 
1(stg(wg(g))r
 . 
2.5 Paires de Yamanouchi indécomposables 
Dans cette section, nous définissons Ilne paire de Yamanouchi indécomposable, ensuite 
nous montrons que les paires de Yamanouchi indécomposables de longueur n sont en 
bijection avec les permutations connexes de l'ensemble ln]. Par la bijection de Sillke 
(Chapitre 6, section 6.2), elles sont aussi en bijection avec les hypercartes pointées à n-l 
points. Nous posons le problème ouvert de donner cette dernière bijection explicitement 
sans passer par les permutations connexes. Par la bijection de Dress et Franz (Chapitre 
6, section 6.2), elles sont aussi en bijection avec les sous-groupes d'indice n - 1 dans le 
groupe libre à deux générateurs. 
Définition 40 La paire de mots (u, v) est dite de Yamanouchi de longueur n de forme 
À f--- n si u et v sont deux mots de Yamanouchi de longueur n de même forme À f---fl,. 
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On note l'ensemble de toutes les paires de Yamanouchi de forme À 1- n par Py>'. 
On peut déduire facilement en utilisant le proposition 2 précédente que les paires de 
Yamanouchi de forme À 1- n sont en bijection avec les paires de tableaux de Young 
standards de même forme À 1- n . 
On note cette bijection par w qui dénote aussi la bijection entre les mots de Yamanouchi 
de forme À 1- n et les tableaux de Young standards de forme À 1- n. Ainsi, si (u, v) est une 
paire de mots de Yamanouchi de forme À 1- n, alors w (u, v) = (w (u) ,w (v)) et si (P, Q) 
e~t une paire de tableaux de Young standards de même forme À 1- n, alors w- 1 (P, Q) = 
(w- 1 (P) ,w-1 (Q)). Par exemple, la paire de Yamanouchi (u,v) = (1121324,1112234) 
de longueur 7 et de forme (3,2,1,1) peut être identifiée à la paire (P, Q) de tableaux de 
Young standards de même forme un partage de 7 telle que 
- -
7 
-
7 
-
(P,Q) = 5 
3 6 
6 
4 5 
1 2 41 1 2 31 
Remarquons que u = w (P) et que v = w (Q). 
Rappelons que 1r dénote la bijection de Schensted entre les permutations de l'ensemble 
ln] et les paires de tableaux de Young standards à n éléments de même forme. D'aprés 
ce qui précède et dans toute la suite de cette thèse, 1r dénotera aussi la bijection de 
Schensted entre les permutations de l'ensemble ln] et les paires de Yamanouchi de lon­
gueur n. À la section 4 du chapitre 3 suivant, nous donnerons un algorithme permettant 
de passer directement de ŒE Sn à 1r (Œ) la paire de Yamanouchi de forme À un partage 
de n sans passer par la paire (P (0") ,Q (Œ)) de tableaux de Young standards de même 
forme À. 
Remarquons que la concaténation uv ou u * v de deux mots de Yamanouchi u et v de 
forme À 1- n et J.L 1- m respectivement est un mot de Yamanouchi de forme un partage 
de n + m. Cette opération de concaténat.ion sur les mots de Yamanouchi corresponde 
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sur les tableaux de Young standards associés à glisser les lignes du deuxième tableau 
à m éléments sur les lignes du premier tableau à n éléments aprés avoir ajouter n à 
chacun de ses éléments, ce qui donne un tableau de Young standard à n + m éléments. 
Par exemple, 
112 * 1213 = 1121213. 
Les mots de Yamanouchi 112 et 1213 correpondent respectivement aux tableaux ~ ~
 
4 7 4 
et 2 . Le tableau 5 est obtenu du tableau 2 après avoir ajouté 3 à 
1 3 4 6 1 3 
chacun de ses éléments et en glissant ses lignes sur les lignes du premier tableau~, ~
 
r-- ­
7 
on obtient le tableau de Young standard 3 5 qui correspond au mot de 
1 2 41 6 1 
Yamanouchi 1121213. 
Notons que cette opération intervient, sous sa forme tableau, dans ((Poirier et Reute­
nauer, 1995), page 87). 
Comme la concaténation de deux mots de Yamanouchi est un mot de Yamanouchi, alors 
on peut définir l'opération de concaténation de deux paires de Yamanouchi comme suit: 
Définition 41 Soient (Uj,Vj) et (U2,V2) deux paires de mots de Yamanouchi, alors 
On peut vérifier facilement que (UI *U2, VI * V2) est une paire de Yamanouchi. 
Une paire de Yamanouchi de longueur n peut être identifiée à une paire de tableaux 
de Young standards de même forme un partage de n et l'opération de concaténation 
des paires de Yamanouchi correspond sur les paires de tableaux de Young standards 
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associées à glisser respectivement les lignes des tableaux de la deuxième paire de forme 
IL 1- m sur les lignes des tableaux correspondants de la première paire de forme À 1- n 
aprés avoir ajouter n à chacun des éléments des tableaux de la deuxième paire. Par 
exemple, 
(112,121) * (1213,1231)
 (112 * 1213,121 * 1231) 
(1121213,1211231) . 
Les mots de Yamanouchi 112, 121, 1213 et 1231 correpondent respectivement aux ta­
bleaux 
3 
, ,2 et 2 
1 2 ] 3 f--+-----, f--I---,mm ~ 1 3 1 41 1 
Les tableaux 
7 
5 et 
6 
-
5 sont obtenus respectivement des tableaux 
4 
2 et 
4 6 1 3 
3 
2 en ajoutant 3 à chacun de leurs éléments et en glissant respectivement leurs 
1 4 
lignes sur les lignes des premiers tableaux ~ et ~, on obtient les tableaux deŒŒ
 
Young standards 
,...---
­
7 6 
3 5 et 2 5 
1 2 1 341 6 41 7 1
 1 
qui correspondent respectivement aux mots de Yamanouchi 1121213 et 1211231. 
Soient u et v deux mots de Yamanouchi de forme À 1- n et f.L 1- m respectivement qui 
correspondent aux tableaux de Young standards P à n éléments et Q à m éléments. 
On note le tableau de Young standard à n + m éléments qui correspond au mot de 
Yamanouchi u * v par P * Q. Ainsi P * Q est le tableau obtenu en glissant les lignes de 
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Q sur les lignes de P après avoir ajouter n à chacun des éléments de Q. Par exemple, 
112 * 1213 = 1121213, 
implique que 
~ 
7 
tfuJ·1-~--+-3-----' 3 1 5 2 41 6 1 
On peut déduire que 
u = w (P) et v = w (Q) , 
implique que 
u * v = uv = w (P * Q) = w (P) w (Q) . 
Par conséquent, si (Ul, vd et (U2, V2) sont deux paires de Yamanouchi qui correspondent 
respectivement aux paires de tableaux (Pl, Qd et (P2,Q2), alors la paire de Yamanouchi 
(Ul *U2,Vl *V2) correspond à la paire de tableaux (Pl *P2,QI *Q2) et on écrit 
Définition 42 Une permutation (J = ala2 ...an de l'ensemble [n] écrite sous forme d'un 
mot en les lettres 1, 2, ... , n est connexe si pour tout p < n le préfixe al a2 ...ap possède 
au moins une lettre aj > p. 
En d'autres mots, une permutation (J E Sn est connexe si pour tout i E [n - 1] : (J ([i]) =f 
[il· 
Soit (P, Q) une paire de tableaux de Young standards de même forme un partage de n 
asociée par la bijection de Schensted à une permutation non connexe CT de l'ensemble 
ln]. Comme (J n'est pas connexe alors il existel:S i :s n - 1 tel que CT ([i]) = ri], 
ce qui implique que les restrictions de CT à li] et à {i + 1, ... , n} sont respectivement des 
permutations de li] et de {i + 1, , n}. Ainsi (J = (JI *(J2 avec (JI une permutation de li] et 
CT2 une permutation de {i + 1, , n} (on peut identifier (J2 à une permutation de [n - i], 
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qu'on note par a~, en soustrayant i à chacune de ses lettres). Soient (Pl, QI) et (P2, Q2) 
des paires de tableaux de Young standards de même forme associées respectivement 
par la bijection de Schensted aux permutations al et a~. On peut montrer le résultat 
suivant: 
Proposition 8 On a : 
Le résultat de cette proposition découle directement du processus d'insertion de la cor­
repondance de Schensted et du fait que l'insertion des éléments 1 à i n'influence pas sur 
l'insertion des élément i + 1 à n. 
Par exemple, soit a = 4123675 une permutation non connexe de l'ensemble [7] qui est as­
4 6 2 7 
sociée par la bijection 7f à la paire de tableaux 
1 2 1 331 5 1 7 1' 41 5 1 6 ~ 
APosons al = 4123 (une permutation de [4]) et a2 :::: 675 (peut etre IdentIfiée à la per­
muation a~ = 231 de [3]) qui sont associées respectivement par la bijection 7f aux 
paires de tableaux ~,~, et ~,l'.Remarquons que 
 ~~
 
~~~
 ~=~*~ 
et 
~~l ~=~*~. 
D'une manière générale, comme chaque permutation est une liste ordonnée de permu­
tations connexes, on peut déduire que: 
Si a est une permutation de ln] et si a = al *a2 *... *iTr avec al, a2, ... Pr des permutations 
connexes des ensembles [kIl, {k l + l, ... , k2}, {k2 + l, ... , k3 }, ... et {kr - l + l, ... , kr (= n)}, 
alors en supposant que les paires de tableaux de Young standards (P, Q) , (Pl, QI) , ... , (Pr ,Qr) 
sont respectivement les paires de tableaux associées par la bijection de Schensted aux 
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permutations (J,(JI,(J;,(J~... ,(J~ où pour tout i E {2,3, ... ,n} (J~ est obtenue de (Ji en 
soustrayant ki-l à chacune de ses lettres, on obtient: 
P = Pl * ... * Pr et Q = QI * ... * Qr. 
On peut aussi déduire que si (Pl, Qd et (P2,Q2) sont deux paires de tableaux de Young 
standards de même forme associées respectivement par la bijection de Schensted aux 
permutations (JI et (J2 de ln] et lm] respectivement, alors la paire (Pl * P2,QI * Q2) est 
associée par la bijection de Schensted à la permutation (JI * (J~ de [n + m] où (J~ est 
obtenue de (J2 en ajoutant n à chacune de ses lettres. La preuve de ce résultat découle 
directement du processus de suppression de la correpondance de Schensted et du fait 
que la supression des éléments 1 à n n'influence pas sur la suppression des élément n + 1 
à n + m. Par exemple, avec l'exemple précédent on peut remarquer que la supression 
des éléments 1 à 4 n'influence pas sur la suppression des élément 5 à 7. 
Définition 43 Une paire (u, v) de Yamanouchi est décomposable s'ils existent deux 
paires de Yamanouchi (u l , vd et (U2, V2) telles que 
Dans le cas contraire, on dit que (u, v) est indécomposable. 
Maintenant, on peut donner la proposition suivante: 
Proposition 9 Les paires de Yamanouchi de longueur n sont en bijection avec les 
permutations de l'ensemble ln] et les paires de Yamanouchi indécomposables de longueur 
n sont en bijection avec les permutations connexes de l'ensemble [n]. 
Preuve 
La preuve est un résultat direct de la bijection 1T de Schensted entre les permutations 
de l'ensemble ln] et les paires (P, Q) de tableaux de Young standards de même forme 
un partage de n qui sont en bijection avec les paires de Yamanouchi de même forme le 
même partage de n. 
101 
Montrons que si la paire de Yamanouchi (x, y) est asociée par cette bijection à une 
permutation (J de l'ensemble ln], alors (x, y) est indécomposable si et seulement si (J est 
connexe. En effet, d'une part si (J n'est pas connexe alors il existe1:::; i :::; n - 1 tel 
que (J ([iD = fi], ce qui implique que les restrictions de (J à li] et à {i + l, ... , n} sont 
respectivement des permutations de li] et de {i + l, ... , n}. Ainsi (J = (JI * (J2 avec (JI 
une permutation de li] et (J2 une permutation de {i + l, ... , n}. Soit (J~ la permutation 
de l'ensemble [n - il obtenue de (J en soustraya.nt i à, chacune de ses lettres. Soient 
(P, Q), (H, Qd et (P2,Q2) les paires de tableaux de Young standards de même forme 
associées respectivement par la bijection de Schensted aux permutations (J, et (J~.(JI 
Par la proposition 8 précédente, on a : 
Ainsi 
(P,Q)
 (Pl * P2, QI * Q2) 
(H,Qd * (P2,Q2)' 
Comme la paire de Yamanouchi (x, y) est la paire associée à la paire de tableaux (P, Q) 
et comme (P, Q) = (Pl, Qd * (P2,Q2), alors 
(x,y) = (XI,YI) * (X2,Y2), 
où (x l, yd et (X2, Y2) sont les paires de Yamanouchi associées respectivement aux paires 
de tableaux (PI,QI) et (P2,Q2)' Ce qui donne une contradiction avec le fait que (x,y) 
est. indôcomposable. 
D'autre part, si (x,y) n'est pas indécomposable, alors il existe (xI,yd et (X2,Y2) deux 
paires de Yamanouchi telles que 
ce qui implique que 
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où (P, Q), (Pl, Qd et (P2, Q2) sont les paires de tableaux de Young standards de même 
forme associées respectivement aux paires de Yamanouchi (x, y), (Xl, yd et (X2, Y2). 
Supposons que 0"1 et 0"; sont deux permutations de li] et [j] associées respectivement 
par la correspondance de Schensted aux paires (Pl, Qd et (P2, Q2). Posons T = 0"1 *0"2 où 
0"2 est obtenue de 0"; en ajoutant i à chacune de ses lettres. Ainsi T est une permutation 
de [i + j]. D'après ce qui précède, T est la permutation associée par la correspondance 
de Schensted à la paire (P, Q), ce qui implique que T = 0". Ainsi, 0" = 0"1 * 0"2, ce qui 
donne une contradiction avec le fait que 0" est connexe. 
o 
CHAPITRE III
 
YAMANOUCHISATION D'ALGORITHMES
 
Dans ce chapitre, nous allons élaborer des algorithmes sur les mots de Yamanouchi. 
Ceux-ci sont en bijection avec les tableaux de Young standards. Ces algorithmes sont 
compatibles avec les algorithmes correspondants sur les tableaux de Young standards 
donnés au chapitre 1. Plus précisément, nous allons introduire un algorithme de trans­
position d'un mot de Yamanouchi qui similera la transposition des tableaux de Young 
standards. Ensuite, nous traduirons le jeu de taquin de Schützenberger sur les mots. 
Nous définirons les glissements en avant et les glissements en arrière sur un suffixe d'un 
mot de Yamanouchi, ayant une forme gauche donnée. Nous allons aussi développer un al­
gorithme d'évacuation d'un mot de Yamanouchi. Notons que cet algorithme d'évacuation 
a été déjà élaboré par D. Foata (Foata, 1976) sauf que nous le donnerons d'une manière 
plus concise. Finalement, nous allons concevoir un algorithme pour la correspondance 
7T de Schensted permettant de passer directement de (J" E Sn à 7T ((J") = (u, v) = la paire 
de mots de Yamanouchi de même forme À r- n, sans passer par la paire (P ((J") ,Q ((J")) 
de tableaux de Young standards de même forme À. Nous allons aussi élaborer un algo­
rithme pour la correspondance 1T-1 permettant de passer directement de (u,v) vers (J". 
Nous définirons des fonctions que nous appelerons fonctions d'insertion et fonctions de 
suppression. Ces fonctions correspondent sur les tableaux de Young standards aux algo­
rithmes d'insertion et de suppression liés à un élément et un tableau, définis par Schens­
ted. Enfin, nous montrerons le lien étroit de cette correspondance avec la construction 
géométrique de Viennot. En effet, dans (Viennot, 1977) il a introduit un algorithme 
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permettant d'associer d'une manière bijective à toute permutation a E Sn une paire 
(u, v) de mots de Yamanouchi de même forme À r n. Il a utilisé les lignes saillantes des 
squelettes successifs de a E Sn pour lui associer une telle paire (u, v), ensuite il a montré 
que si 'Tf (a) = (P (a) ,Q (a)), alors u = w (P (a)) et v = w (Q (a)). Plus précisément, il 
a montré que pour tout i E ln] : la i-ème lettre de u est k (resp. la i-ème lettre de v est 
k) si et seulement s'il existe une ligne saillante Lk- 1 de Sqk-l (a) telle que YLk-l = i 
(resp. XLk-l = i). Pour montrer ce résultat, il a utilisé des fonctions qu'il a noté par rh 
et Pi définies de la même façon que les fonctions d'insertion Ii et Ei données au début 
de la dernière section de ce chapitre. 
3.1 Algorithme de transposition d'un mot de Yamanouchi 
Comme les mots de Yamanouchi sont en bijection avec les tableaux de Young standards, 
nous allons élaborer un algorithme de transposition d'un mot de Yamanouchi de sorte 
que le transposé d'un mot de Yamanouchi, associé à un tableau de Young standard t, 
soit exactement le mot de Yamanouchi associé au transposé de ce tableau qu'on note 
par tT . 
Définition 44 Soit u = ala2 ... an un mot de Yamanouchi de longueur n. Pour tout 
entier i = 1,2, ... , n, on définit bi comme le nombre d'entiers j tels que 1 ::::: j ::::: i et 
aj = ai, c'est-à-dire que: 
On pose uT = b1b2 ... bn et on l'appelle le transposé de u. 
Le résultat de la proposition suivante est le réaultat du lemme 1 donné par Foata dans 
(Foata, 1976). 
Proposition 10 (Foata, 1976) Le transposé uT d'un mot de Yamanouchi u est un mot 
de Yamanouchi. De plus, 
(uT)T =u. 
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Dans (Foata, 1976), D. Foata a associé à chaque mot u, qui n'est pas nécessairement 
un mot de Yamanouchi, un mot qu'il a noté par s (u). Dans le lemme 1, il a montré 
que si u est un mot de Yamanouchi, le mot s(u) l'est aussi et l'on a s(s(u)) = u. Le 
mot uT donné ci-dessus est défini de la même manière que s (u). Ainsi, la preuve de la 
proposition précédente découle du lemme 1 dans (Foata, 1976). En effet, comme u est 
un mot de Yamanouchi, alors uT l'est aussi et l'on a (uT) T = u, ce qui implique que 
l'opération de transposition d'un mot de Yamanouchi est une involution. 
Notons qu'on peut obtenir uT à partir de u comme suit: commc:nçons par 6tiquct.cr les 
lettres dans u égales à 1 par 1,2,3, ... de gauche à droite. Ensuite, étiquetons les lettres 
dans u égales à 2 par 1,2,3, ... de gauche à droite. On réitère ce processus pour les lettres 
égales à 3, les lettres égales à 4 et ainsi de suite. Par conséquent, uT est le mot obtenu 
en lisant les étiquettes de gauche à droite. Par exemple, pour u = 112213123. On a : 
Remarquons que le tableau de Young standard t associé à u est 
6 9 
t= 3 4 8 
1 2 5 71 
son transposé est le tableau tT tel que 
r- ­
7 
5 8 
2 4 9 
1 3 6 
On peut remarquer facilement que le mot de Yamanouchi associé à t'I' est uT. Donc, on 
peut écrire 
Ce qui implique que pour tout tableau de Young standard t, 
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De plus, on peut déduire que si u est un mot de Yamanouchi de forme À un partage de 
n, alors uT est un mot de Yamanouchi de forme X le partage conjugué de À. 
On peut écrire les deux mots u et son transposé uT simultanément comme suit: 
Par exemple, avec le mot de Yamanouchi u donné ci-haut (u)uT = 111221221331142332, 
D'après ce qui précède, les lettres bi sont respectivement les étiquettes des lettres ai. On 
peut remarquer que le symbole (ai)b dans (u)uT signifie que l'entier i est placé, dans 
i 
le tableau t associé à u, dans la case située dans la ligne ai et la colonne bi. Ainsi une 
lettre dans u est égale à ai une fois l'entier i est placé dans le tableau t associé à u dans 
la case située dans la ligne ai et une lettre dans uT est égale à bi une fois l'entier i est 
placé dans le tableau t associé à u dans la case située dans la colonne bi. 
Dans toute la suite de cette thèse, si u = al an et uT = bl ... bn, alors, on peut 
écrire u sous la forme non étiquetée u = al an ou bien sous la forme étiquetée 
u = (u)uT = (al)bi ... (an)bn' On peut aussi écrire une lettre a de u sous la forme 
a (comme une lettre de u non étiquetée) ou bien sous la forme ab (comme une lettre 
étiquetée de (u)uT ) sans distinction selon la situation du problème. Remarquons que 
deux lettres égales de u sont deux lettres différentes de (u)uT. Par conséquent, on peut 
considérer toutes les lettres de u comme des lettres différentes. 
Dans (Foata, 1976), D. Foata a noté (u)uT par ( u: ) en l'appelant un bimot de Ya­
manouchi de longueur n. Il a donné une bijection entre les tableaux de Young standards 
à n éléments et les bimots de Yamanouchi de longueur n. Cette bijection est identique 
à la bijection entre les tableaux de Young standards à n éléments et les mots de Ya­
manouchi de longueur n. En effet, le bimot ( u: ) est complètement donné par la 
donnée du mot u. 
TRemarquons que si (u)uT est associé au tableau t, alors (u:L')u est associé au tableau t , 
cc qui convient parfaitement à la transposition d'un tableau car les lignes deviennent 
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des colonnes et les colonnes deviennent des lignes. 
3.2
 Jeu de taquin de Schützenberger sur les suffixes de mots de 
Yamanouchi, ayant une forme gauche donnée 
Définition 45 Si u est un mot de Yamanouchi, alors une lettre intérieure de u est une 
lettre a de u qui une fois supprimée laisse un mot de Yamanouchi, c'est-à-dire que le 
mot obtenu de u en supprimant cette lettre a est aussi un mot de Yamanouchi. Chaque 
mot obtenu par une telle suppression est dénoté par u-. Une lettre extérieure de u est 
une lettre a qui une fois ajoutée à la fin du mot u produit un mot de Yamanouchi, 
c'est-à-dire que le mot ua obtenu de u en ajoutant cette lettre a est aussi un mot de 
Yamanouchi. Chaque mot obtenu par un tel ajout est dénoté par u+. 
Par exemple, si u = 121321, alors 
u- = 12121,12131,12132 
et 
u+ = 1213214,1213213,1213212,1213211. 
Remarquons que la forme de u est : 
~ 
1 
La forme de u- est: 
tIb ou 1---------+----_ ou 1--+--1 
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1 
La forme de u+ est: 
-
-
-
ou ou ou 
1 1 
1 
Nous allons maintenant donner la définition d'un glissement du jeu de taquin sur w un 
suffixe d'un mot de Yamanouchi. On commence par définir un glissement en avant sur 
w ensuite on donne la définition d'un glissement en arrière sur w. 
Définition 46 Soient u E Yn et w = suf fm (u) pour un certain m < n tels que u = vw. 
Un glissement en avant sur w à partir d'une lettre a qui est une lettre intérieure de v 
produit un mot qu'on note par Ja (w) comme suit : 
Écrivons u sous la forme (u )uT. Supposons que a = ab est une lettre de (u )uT. Dans 
(u)uT, on sélectionne la plus longue suite (Xl)Y1 ,(X2)Y2' ... , (Xk)Yk de lettres qui vérifie: 
et pour tout j = l, ... , k - l, (Xj+d J+1 est la première lettre située immédiatement à
Y
droite de (Xj) Yi qui vérifie 
(Xj+l = Xj + 1 et Yj+l = Yj) ou (Xj+l = Xj et Yj+l = Yj + 1) . 
Posons (u')v' = (a;)b' ... (a~-l)b' le mot de longueur n - 1 obtenu de (u)uT en 
1 11-1 
remplaçant les lettres de la suite (Xl)Y1 ,(X2)Y2' ... , (Xk)Yk respectivement par 
où· signifie que la place de la lettre (Xl)Yl dans (u)uT est devenue une place vide. 
On dénote le mot obtenu u' tel que u' = a; .. 'a~-l par ua et on dénote le mot suf fm (ua) 
par Ja (w) (Remarquons que Iwl = IJa (w)I). 
Définition 47 D'une manière simûaire, un glissement en arrière sur w à partir d"une 
lettre a qui est 'une lettre extérieure de 'u produit un mot qu'on note par Ja (w) comme 
suit: 
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Écrivons ua sous la forme (ua)(ua)T. Supposons que a = ab comme une lettre de 
(ua)(ua)T. Dans (ua)(ua)T, on sélectionne la plus longue suite (Xk)Yk ' (Xk-l )Yk-l ' ... , (Xl)Y1 
de lettres qui vérifie : 
et pour tout j = 1, ... , k - 1; (Xj+l)YHl est la première lettre située immédiatement à 
gauche de (xJ,)y] qui vérifie 
(Xj+l = Xj - 1 et Yj+l = Yj) ou (Xj+l = Xj et Yj+l = Yj - 1). 
Posons (u')v' = (a~)b~ ... (a~)b;' le mot de longueur n obten'lJ, de (ua)(ua)T en remplaçant 
les lettres de la suite (Xk)y ,(Xk-l)y , ... , (xd y respectivement par k k-J J 
où· signifie que la place de la lettre (Xl)YJ dans (ua)(UG)T est devenue une place vide. 
On dénote le mot obtenu u' tel que u' = a'l ... a~, par Ua et on dénote le mot suf fm (ua) 
par la (w) (Remarquons que Iwl = Ila (w)IJ. 
Par exemple, pour w = 213213223, v = 1211 et u = 1211213213223 E Yl3. On a 
Nous allons effectuer un glissement en avant sur w à partir de a = 13 qui est une lettre 
intérieure de v, On a 
Les lettres de la plus longue suite définie dans la définition 46 sont entre parenthèses. 
Ainsi, 
Ce qui implique que 
1 13 (w) = suJJg (ua) = 213213213. 
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On peut remarquer qu'on peut identifier u au tableau de Young standard t tel que 
7 10 13 
t= 2 5 8 11 12 
1 3 4 6 9 
On peut identifier vau tableau de Young standard tl [4] et w au tableau gauche standard 
9 = st (tl [5,13]) de sorte que W (tl [4]) = v et wg (g) = w. En effectuant un glissement 
en avant sur 9 à partir de la case (1,3) qui est un coin intérieur de tl [4], on obtient le 
tableau gauche J(1,3) (g) tel que: 
3 6 9 
1 
J(13) (g) = 1 4 7 
2 5 81 
On peut remarquer que 
W g (;(1,3) (g)) = J 13 (w) = 213213213. 
De même, on peut effectuer un glissement en arrière sur w à partir de a = 3 qui est une 
lettre extérieure de u comme suit: 
ua 12112132132233 
Il (2d 1213 2214 (31 ) 23 15 (32) 24 25 (33 ) (34 ). 
Les lettres de la plus longue suite définie dans la définition 47 sont entre parenthèses. 
Ainsi, 
Ce qui implique que 
h 4 (w) = suffg(ua ) = 122132233. 
On peut aussi remarquer que 
Wg (J(3,4) (g)) = h 4 (w). 
Notons qu'un glissement est une opération inversible. EH effet, soient u = vw E y et a 
une lettre int.érieure de v. Supposons que la let.tre supprimée par le glissemellt en avant. 
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à partir de a sur west b. Le mot Ja (w) est un suffixe du mot de Yamanouchi ua et b 
est une let tre extérieure de ua. Un glissement en arrière à partir de b sur r (w) produi t 
w.
 En d'autres mots, 
Jb (Ja (w)) = w. 
De même, 
Définition 48 Une suite de lettres (a},a2, ... ,ak) est une suite de glissements pour un 
mot w si on peut former la suite w = Wo, Wl, ... , Wk, où W'i est obtenu à partir de Wi-} 
par un glissement à partir de la lettre ai. Deux mots W et w' sont équivalents et on écrit 
W ~ w' si w' peut être obtenu à partir de w par une certaine suite de glissements. 
Un redressement de w, un suffixe d'un mot de Yamanouchi, consiste à appliquer une 
séquence de ces glissements pour obtenir un mot de Yamanouchi qu'on note par F (w), 
Nous allons montrer qu'il n'y a qu'un résultat possible pour le redressement, autrement 
dit que le choix des glissements intermédiaires n'importe pas sur le résultat final. Plus 
préséciment, nous montrerons à la section 4.4 du chapitre 4 que le mot F (w) est iden­
tique au mot de Yamanouchi L (w) associé à w par un algorithme dû à Robinson donné 
au début du chapitre 4, ensuite nous utiliserons le fait que L (w) est unique. Le mot 
F (w) est appelé le redressé de w. Au chapitre 4, on donnera un algorithme permettant 
de calculer F(w). 
3.3 Algorithme d'évacuation d'un mot de Yamanouchi 
Comme les mots de Yamanouchi sont en bijection avec les tableaux de Young standards, 
nous allons élaborer un algorithme d'évacuation d'un mot de Yamanouchi de sorte 
que l'évacué d'un mot de Yamanouchi, associé à un tableau de Young standard t, soit 
exactement le mot de Yamanouchi associé au tableau ev (t). 
D. Foata, dans (Foata, 1976) a défini un tel algOIithme. Nous allons le décrire ici d'une 
manière plus concise. 
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Définition 49 Soit u = 0.10.2 ... an un mot de Yamanouchi de longueur n. On pose 
uT = b1b2 ... bn . Comme (a1)b1 = (lh, alors dans (u)uT, on sélectionne la plus longue 
suite (xd Y1 ,(X2)Y2 , ... , (Xk)Yk de lettres qui vérifie: 
et pour tout j = l, ... , k - l, (Xj+1)Yj+l est la première lettre située immédiatement à 
droite de (Xj )Yj qui vérifie 
(Xj+l = Xj + 1 et Yj+l = Yj) ou (Xj+l = Xj et Yj+l = Yj + 1). 
Posons Xk = Zn· 
Soit (u')vl = (aDb' ... (a~_l) b' le mot de longueur n-1 obtenu de (u )uT en remplaçant
1 n-l 
les lettres de la suite (X1)y ,(X2)y , ... , (Xk)y respectivement par·, (X1)y ,(X2)y , ... , (Xk-d
1 2 k 1 2 
où . signifie que la place de la lettre (xd Y1 dans (u)v est devenue une place vide. 
De même, dans (u')v" on sélectionne la plus longue suite (x~)y' ,(X;)yl , ... , (x~,), 
1 ·2 Yk' de 
lettres qui vérifie : 
(xD ' YI = (lh 
et pour tout j = l, ... , k' - l, (xj+l) , est la première lettre située immédiatement à 
Yj+1 
droite de (xj) yj qui vérifie 
(Xj+1 = xj + 1 et yj+1 = yj) ou (Xj+l = xj et yj+1 = yj + 1). 
Posons x,k' -- Zn-1' 
On réitère ce processus à chaque fois jusqu'à l'obtention du mot vide. Ainsi on définit 
l'évacué de u qu'on note par uev comme suit: 
... Totons que la suite de lettres (xd Y1 ' (X2)Y2 , ... , (Xk)Yk définie ci-haut correspond à une 
suite de cases dans le tableau t associé à u, qui sont occupées respectivement pal' certains 
yk-I 
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entiers 1, ... , m (les entiers 1, ... , m ne sont pas nécessairement consécutifs). La suite 
(1, ... , m) dans (Foata, 1976) est appelée un glissement de (u)uT . Notons aussi que le 
mot u' défini ci-haut est un mot de Yamanouchi et que le tableau de Young standard 
associé à u' est obtenu du tableau de Young standard associé à u par standardisation 
du tableau standard obtenu de t par l'algorithme de suppression du plus petit élément 
donné à la sous-section 1.8.1. Plus précisément, si u = w (t), alors u' = w (st (.6.t)). Ce 
qui implique que les mots non vides dans la suite u, u', ... sont des mots de Yamanouchi 
et leurs longueurs sont respectivement n, n - 1, ... , 1. 
evPar exemple, pour u = 111234232, on a 1t = ZlZ2Z3Z4Z5Z6Z7ZSZ9 = 112123432. En 
effet, ci-dessous, en évacuant le mot de Yamanouchi u, d'une ligne à une ligne suivante 
du haut vers le bas, on remplace les lettres d'une suite (xI)Yl ,(X2)Y2 , ... , (Xk)Yk' dont 
on a écrit les termes entre des parenthèses, respectivement par les lettres de la suite 
" (Xl)Yl ,(X2)Y2 , ... , (Xk-l)Yk_l et on pose zJ = Xk où Xk est la lettre encadrée. 
Remarquons que u = 111234232 est le mot de Yamanouchi associé au tableau de Young 
standard P donné à la sous-section 1.8.2 et que u ev = 112123432 est le mot de Yama­
nouchi associé au tableau ev(P) donné dans la même section. 
En général, on peut déduire que pour tou1 tableau de Young standard t : 
u = w (t) :::} uev = w (ev (t)) . 
Comme uev = w (ev (t)) :::} (uev)ev = w (ev (ev (t))) = w (t) = u, on a 
ev u = w (t) Ç:?u = w (ev (t)) . 
Ce qui implique que pour tout tableau de Young standart t, 
(w (t) rv = w (ev (t)) . 
De plus, (uev)ev = U, ce qui implique que l'opération d'évacuation d'un mot de Yama­
nouchi est une involution. On peut déduire aussi que pour tout mot de Yamanouchi u, 
on a: 
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En effet, 
(1)1 (lh (1)3 
(Uev)T 
21 31 
= ((w (t))ev)T 
= (w (ev (t)))T 
= w ((ev (t)) T) 
= w (ev (tT)) 
= (w(tT))ev 
= ((w (t))Tfv 
= (uTtV . 
41 22 32 (~)3 , Zg = 2 
, Zs = 3 
, z7 = 4 
, z5 = 2 
, z3 = 2 
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3.4
 Algorithme donnant la correspondance de Schensted sur les 
mots de Yamanouchi 
Dans cette section, nous allons élaborer un algorithme donnant la correspondance de 
Schensted entre les permutations de l'ensemble ln] et les paires de mots de Yamanouchi 
de même forme À f- n. Cet algorithme associe à chaque permutation a E Sn une paire 
(u, v) de mots de Yamanouchi de même forme À f- n de sorte que si 1r (a) = (P (a), Q(a)) 
où P (a) est le P-symbole de a et Q (a) le Q-symbole de a, alors u = w (P (a)) et 
v = w (Q (a)). Nous donnons également la bijection inverse permettant de pa.sser de 
(u, v) à a E Sn' Nous utiliserons des fonctions que nous appellerons fonctions d'insertion 
et fonctions de suppression. Ces fonctions correspondent sur les tableaux standards aux 
algorithmes d'insertion et de suppression liés à un élément et un tableau définis par 
Schensted. 
Commençons par décrire un algorithme qui décrit le passage d'une permutation a E Sn 
à une paire (u, v) de mots de Yamanouchi de même forme À f- n. 
3.4.1 Fonction d'insertion 
Notons par N~ l'ensemble de tous les mots de N* de longueur n. Pour tout i E ln], nous 
définissons Ii une fonction de N~ vers N~ comme suit: 
Définition 50 (Viennot, 1977) Pour tout u = al a2 ... an E N~ et pour tout i E ln], le 
mot Ii (u) de longueur n est obtenu de u comme suit: dans u, on sélectionne la plus 
longue suite aio' ai] , ... , aim de lettres qui vérifie: 
aio = ai et ai] est la première lettre égale à 1 qui est située directement à droite de ai 
et pour tout j = 1, ... , m - 1, aij+1 est la première lettre égale à ai) + 1 qui est située 
directement à droite de aij' Le mot Ii (u) est obtenu de u en remplaçant cette suite par la 
suite 1,2, ... , m + 1. Ainsi Ii (u) est obtenu de u en remplaçant 'une suite ai, 1,2,3, ... , m 
dans u, pour un certain mE IP', par la suite 1,2,3, ... ,m + 1. Posons m + 1 = Ei (u). 
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Ainsi 
N*n 
u = .. ·ai ... 1 .. ·2· .. m··· t---> Ii (u) = .. ·1 .. ·2· . ·3· .. (m + 1) ... 
u = .. 'ai ... 1 ... 2 ... m ... t---> Ei (u) = m + 1 
Lorsque i ~ ln], on dit que Ii (u) et E i (u) sont non définis. 
Les fonctions Ii et Ei définies ci-dessus ont été introduites par Viennot dans (Viennot, 
1977) où elles étaient notées respectivement par Bi et Pi. 
Par exemple, on a : 
I 4 (314352631154322113674524) = 314152632154332114675624 
et donc 
E4 (314352631154322113674524) = 6. 
Cet exemple est bien illustré sur la figure donnée ci-dessous : 
I 4(314352631154322113674524)= 
j 1 j 1 Il 
= 314152632154332114675624 
Figure 3.1 Fonction d'insertion 
Pour un mot u, nous définissons la fonction I u de N;~ vers N;~ comme suit : 
Définition 51 Pour tout mot u = ala2 ... ak tel que ai E ln] pOUT tout i E [k], nous 
#finisson~ la fonction I u de ~ VfT. ~;~ comme suit: 
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où 0 dénote l'opération de composition des fonctions. Nous définissons aussi la fonction 
Eu de N~ vers N~ comme suit : pour tout v E N~ 
Eu (v) 
Eal (v) Ea2 CIal (v))·· . E ak ((Iak _l 0···0 I al ) (v)) 
Eal (v)Ea2 (Ial (v)) .. ·Eak (Ial ...ak_l (v)) 
kII Ea; (Ial· ..ai_l (v)). 
i=l 
Ainsi, Eu (v) est un mot
 de longueur k. 
La formule suivante définit complètement la fonction E. 
Pour tous mots x, y et v, on a : 
E xy (v) 
Par exemple, pour u =
 24, on a : 
I24 (53213214334)
 I 4 (I2 (53213214334)) 
I4 (51223314435) 
51213324435 
et 
E24 (53213214334)
 E2 (53213214334) E4 (I2 (53213214334)) 
E 2 (53213214334)E4 (51223314435) 
52. 
Cette fonction d'insertion correspond à l'algorithme d'insertion d'un élément dans un 
tableau standard comme l'énonce la proposition suivante qui a été donné d'une manière 
équivalente dans (Viennot, 1977) à la page 48 après les relations (17) et (18) : 
Proposition 11 (Viennot, 1977) Soient T un tableau standard et x E ln] un entier 
distinct des éléments de T où n est un entier plus grand ou égale au ma:Eimum de tous 
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les éléments de T. On définit le mot 'Pn (T) comme suit: 
'Pn (T) = Wl ... W n 
tel que pour tout i E ln] 
0, S2 i n'apparaît pas dans T, 
Wi= { le numéro de la ligne où est placé i dans T, smon 
On a: 
Ix ('Pn (T)) = 'Pn (T .- x) 
et Ex ('Pn (T)) est le numéro de la ligne contenant la case ajoutée au tableau T pour 
obtenir le tableau T .- x. 
En d'autres mots, l'application de la fonction Ix au mot 'Pn (T) est équivalente à l'in­
sertion par l'algorithme de Schensted de l'élément x dans le tableau standard T. 
Viennot dans (Viennot, 1977) a montré que 'Pn est une bijection entre l'ensemble des 
tableaux standards à j éléments avec j :::; n et à valeurs dans A où A ç ln] et l'ensemble 
des mots de Yamanouchi dans N~. Il a aussi montré que la restriction de <Pn à l'ensemble 
des tableaux de Young standards à n éléments réalise une bijection entre cet ensemble 
et l'ensemble des mots de Yamanouchi dans IP'~ qui est la bijection w donnée au chapitre 
2. 
Par exemple, pour 
~ 
11 
T= 4 8 
2 5 71 9 1 
et x = 6, on a 
11 
8 (T .- 6) = I--+------, 
4 7 
2 5 6 9 
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Prenons n = 12, on a 
I6 (010210121030) 
010211231040 
'P12 (T <- 6) . 
Remarquons que E6 ('P12 (T)) = 4 et que la case ajoutée à T pour obtenir T <- 6 est 
dans la quatrième ligne. 
Preuve 
Comme la x-ème lettre de 'Pn (T) est 0 car x n'est pas un élément de T, alors le mot 
Ix ('Pn (T)) est obtenu du mot 'Pn (T) en remplaçant une suite 0, 1,2, ... , m dans <Pn (T) 
par la suite 1,2,3, ... , m + 1 pour un certain m E lfD. Comme l'élément x n'est pas un 
élément du tableau T, alors l'algorithme d'insertion de Schensted implique que l'élément 
x va être forcément dans la première ligne du tableau T <- x. En effet, lorsqu'on 
insère l'élément x dans le tableau T il remplaçera le plus petit élément des éléments de 
la première ligne de T qui sont plus grands que lui et si un tel élément n'existe pas, 
alors il sera tout simplement ajouté à la fin de cette première ligne de T. L'élément qui 
a été remplacé par x et qui est plus grand que x va être éjecté et inséré de la même 
manière dans la deuxième ligne du tableau T. On continue ce processus d'insertion 
jusqu'à l'obtention du tableau standard T <- x. Comme l'élément x sera dans la 
première ligne du tableau T <- x, alors le mot 'Pn (T <- x) est obtenu du mot 'Pn (T) 
en remplaçant cette lettre 0 par 1. La première lettre égale à 1 dans le mot <Pn (T), 
qu'on note par a, située à droite de la x-ème lettre qui est 0 va être remplacée par 2 
dans 'Pn (T <- x). Ceci est équivalent au fait que le plus petit élément des éléments 
de la première ligne de T qui sont plus grands que x soit éjecté à la deuxième ligne. 
La première lettre égale à 2 dans le mot 'Pn (T), qu'on note par b, située à droite de 
la lettre a va être remplacée par 3 dans 'Pn (T <- x). Ceci est équivalent au fait que 
le plus petit élément des éléments de la deuxième ligne de T qui sont plus grands que 
a soit éjecté à la troisième ligne. En général, lorsqu'une lettre égale à i dans le mot 
'Pn (T) est remplacée par i + 1 dans 'Pn (T <- x), ceci est équivalent qu'un élément est 
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éjecté de la ligne i vers la ligne i + 1 dans le tableau T. Par conséquent, 'Pn (T <---- x) 
est obtenu du mot <Pn (T) en remplaçant la même suite 0, 1,2, ... ,m dans 'Pn (T) donnée 
ci-dessus où le premier terme 0 représente la x-ème lettre de <Pn (T) par la même suite 
1,2,3, ... , m + 1 de la même manière dont le mot Ix ('Pn (T)) est obtenu du mot 'Pn (T). 
Donc 
'Pn (T <---- x) = Ix ('Pn (T)). 
Pour montrer que Ex (<Pn (T)) est le numéro de la ligne contenant la case ajoutée à T 
pour obtenir T <---- x, il suffit de remarquer que Ex ('Pn (T)) = m + 1 et que m + 1 est 
le numéro d'une telle ligne. 
o 
Maintenant, on donne la proposition suivante: 
Proposition 12 Soit a = a (1) a (2) ... a (n) E Sn. Les mots I(J (on) et E a (on) sont 
deux mots de Yamanouchi de longueur n de même forme À f- n où on dénote le mot de 
longueur n dont toutes les lettres sont égales à O. 
Par exemple, pour a = 3641725 E 57, on a 
I 5 (I2 (I7 (Il (I4 (I6 (I3 (0000000)))))))
 
I5 (I2 (I7 (Il (I4 (I6 (0010000))))))
 
I 5 (I2 (I7 (Il (I4 (0010010)))))
 
I 5 (I2 (I7 (Il (0011020))))
 
I 5 (I2 (I7 (1021030)))
 
I 5 (I2 (1021031))
 
I 5 (1122031)
 
1122132 
- -
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et 
E364172S (07 )
 
E3 (07) E6 (I3 (07)) E 4 (I36 (07 )) El (I364 (07 )) E 7 (I3641 (07)) E 2 (I36417 (07 ))
 
Es (I364172 (07))
 
E 3 (0000000) E6 (0010000) E 4 (0010010) El (0011020) E 7 (1021030) E 2 (1021031)
 
Es (1122031)
 
1123122.
 
On peut facilement remarquer que Ta (07 ) = 1122132 et que Err (07 ) = 1123122 sont 
deux mots de Yamanouchi de longueur 7 de même forme (3,3,1) f- 7. 
On a vu à la sons-section 1.4.3 du chapitre 1 que l'algorithme de Schensted associe à la 
permutation a = 3641725 E 57 deux suites 
de tableaux standards telles que 
6 4 
P7 = P (a) = 3 4 7 et Q7 = Q (a) = 3 6 7 
1 2 5 1 2 5 
On peut remarquer que 
I a (07) = 1122132 = w (P (a)) 
et que 
Ea (07) = 1123122 = w (Q (a)). 
On peut remarquer aussi que les deux suites de mots (Ia (1) (07 ) Ja(1)a(2) (07 ) , ... ,Ia (1) ... a(7) (07 )) 
et ( E a (l) (07 ) ,Ea (l) (07 ) E a (2) (l''(l) (07)) , , iÙ Err(i) (Ia (1) ...a(i-1) (07))) correspondent 
respectivement aux suites de tableaux (Pl, , P 7 ) et (QI, ... , Q7) comme illnstré dans le 
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tableau ci-dessous 
k (IU(l) ...u(k) (07 )) Pk 
k 
TI Eu(i) (IU(l) "u(i-l) (07 )) 
i=l 
Qk 
1 0010000 1CD ŒJ
 
2 0010010 11ŒEJ
 
3 0011020 112tfhJ tfuJ
 
6 4 
4 1021030 3 1123 3 
1 4 1 2 
6 4 
5 1021031 3 11231 3 
1 4 7 1 2 5 
~ 
-
6 4 
6 1122031 3 4 112312 3 6 
1 2 71 1 2 51 
~ -
6 4 
7 1122132 3 4 7 1123122 3 6 7 
1 2 5 1 2 5 
Cette correspondance est donnée par le lemme suivant: 
Lemme 6 Pour tout (7 E Sn et pour tout 1 :S k :S n : 
k 
<Pn (Pk) = Iu(l) ...u(k) (On) et w (Qk) = TI Eu(i) (Iu(l) ...u(i-l) (On)) 
i=l 
où (PO, Pl, ... , Pn) et (Qo, QI, ... , Qn) sont les deux suites de tableaux standards associées 
paT l'algorithme de Schensted à la permutation (7 E Sn avec Pn = P ((7) et Qn = Q ((7). 
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On peut remarquer que 'Pn (Pn) = w (Pn) car P n est un tableau de Young standard à n 
éléments l, ... , n. 
Preuve 
Montrons que pour tout 1 ::; k ::; n, 'Pn (Pd = Iu(l) ...u(k) (on). On procède par récurrence 
sur k. En effet, comme Pl est un tableau standard à un seul élément a (1), alors 'Pn (Pd = 
O' .. 010· .. a où la a (l)-ème lettre égale à 1 et toutes les autres lettres sont égales à O. 
Ainsi 
Supposons que 'Pn (Pk-d = Iu(l) ...u(k-l) (On) avec 2::; k ::; n et montrons que 'Pn (Pk) = 
Iu(l).u(k) (on). On a 
(Iu(k) 0 Iu(k-l) 0 ... 0 Iu(l)) (On) 
Iu(k) (Iu(I)'(T(k-l) (On)) 
Iu(k) ('Pn (Pk-d) . 
Donc, il suffit de montrer que 'Pn (Pk) = Iu(k) ('Pn (Pk-d). Ceci découle dij'(~ctcment de 
la proposition 7 précédente car Pk = P k - l f-- a (k). En effet, 
'Pn (Pk - l f-- a (k)) 
I(T(k) ('Pn (Pk-d) 
Iu(k) (Iu(l) ..u(k-l) (art)) 
Iu(l).u(k) (art) . 
Montrons que pour tout 1 ::; k ::; n, 
k 
w (Qk) = II E(T(i) (Iu(I)'U(i-l) (art)). 
i=l 
En effet, comme w (Qk) est le mot de Yamanouchi de longueur k associé au tableau de 
k 
Young standard Qk à k éléments l, ... , k et comme TI E(T(i) (IU(I)U(i-l) (on)) est un mot 
i=l 
de longueur k, alors il suffit de monter que Eu(l) (art) = 1 et que pour tout 2 ::; i ::; k, 
EU(i) (Iu(l).u(i-l) (on)) est le numéro de la ligne du tableau Qk contenant l'élément i. 
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Il est clair que Ea(l) (on) = 1. Comme le mot Ia(i) (Ia(l) ...a(i-l) (on)) est obtenu du mot 
Ia(l)a(i-l) (on) en remplaçant une suite 0,1,2, ,m dans Ia(l) ...a(i-l) (on) où le premier 
terme 0 représente la (7 (i)-ème lettre de Ia(l) aU-l) (on) par la suite 1,2,3, ... , m + 1 
pour un certain m E P, alors 
D'après la proposition 11 précèdente, l'application de la fonction Ia(i) au mot Ia(l).a(i-l) (on) 
est équivalente à l'insertion par l'algorithme de Schensted de l'élément (7 (i) dans le ta­
bleau standard Pi - l . Donc m + 1 est le numéro de la ligne du tableau Pi contenant 
la case qui a été ajoutée au tableau Pi - l . Par l'algorithme d'insertion de Schensted, le 
tableau de Young standard Qi a les même cases que le tableau standard Pi et la case 
dans Qi contenant i est située dans la (m + 1)-ème ligne. Ce qui implique que la case 
contenant l'élément i dans le tableau Qk est située aussi dans la (m + 1)-ème ligne de 
o 
Maintenant, on donne la preuve de la proposition 12. 
Preuve 
D'après le lemme 6, 
et 
n 
W (Q ((7)) = W (Qn) = II Ea(i) (Ia(I)"'O(i-l) (on)) = E a (On). 
i=l 
o 
En remplaçant 0 par . et en écrivant les mots: 0010000, 0010010, 0011020, 1021030, 
1021031, 11220031 et 11221:32 de la deuxième colonne du tableau donné dans l'exemple 
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il!ustratif précédent, on obtient 
1 
1 1 
1 1 2 
1 2 1 3 (A) 
1 2 1 3 1 
1 1 2 2 3 1 
1 1 2 2 1 3 2 
Ce dessin sous forme d'un carré montre claircmcnt les inscrtions de l'algori thme de 
Schensted. Dans toute la suite de cette thèse, nous allons appeler un tel carré le carré 
des insertions. En effet, la première ligne correspond au tableau à un seul élément 3. La 
deuxième ligne montre que l'élément 6 a été inséré et que l'élément 3 est toujours dans 
la première ligne. La troixième ligne montre que l'élément 4 a été inséré et que l'élément 
3 est toujours dans la première ligne tandis que l'élément 6 a été éjecté à la deuxième 
ligne. On continue ainsi jusqu'à l'obtention de la dernière ligne qui est w (P (a)). 
En appliquant à ce carré une rotation de 90° par rapport à son coin supérieur gauche, 
on obtient 
1 1 2 
12333 3 
1 
1 1 1 2 2 (B) 
1 1 122 2 2 
1 1 
1 1 1 1 
En identifiant les points dans ce carré au points du carré [7] x [7] de lP' x lP', on peut lire 
la permutation a = 3641725 directement de ce carré. En effet, son graphe illustré dans 
la figure 1.1 au chapitre 1 est représenté par les lettres 1 de sorte que chaque lettre 1 
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est située la première à gauche dans sa ligne comme illustré ci-dessous 
m 2 
DJ 2 3 3 3 3 
m 
m 1 1 2 2 (C) 
m 1 1 2 2 2 2 
[j 1 
m 1 1 1 
On peut obtenir le mot de Yamanouchi v = w (Q (0)) = 1123122 de la construction (B) 
donnée ci-haut en écrivant les lettres de JP> selon leur ordre d'apparition de la colonne 
située à gauche jusqu'à la colonne située à droite. Dans cet exemple, une lettre 1 a 
apparu, ensuite une deuxième lettre 1, ensuite une lettre 2, ensuite une lettre 3, ensuite 
une troisième lettre 1, ensuite une deuxième lettre 2 et finalement une troisième lettre 
2, ce qui donne le mot de Yamanouchi w (Q (0)) = v = 1123122. Ceci correspond à 
la construction de Q à partir de la suite (Pl,"" Pn ) qui consiste à remplir les cases 
de Q respectivement par les entiers 1, ... , n selon leur ordre d'apparition dans la suite 
(Pl, ... , Pn ). 
Dans toute la suite de cette thèse, on construit à partir d'une permutation 0 E Sn une 
suite de mots de la même manière que celle donnée dans la construction (A) ci-dessus. 
On indique à chaque fois la nouvelle lettre qui a apparu. Ainsi, le dernier mot obtenu 
est w (P (0)) et le mot constitué des lettres selon leurs ordre d'appariton est w (Q (0)). 
Par exemple, pour 0 = 461253, on a 
1 1 
1 1 1 
1 2 1 2 
1 1 2 2 2 
1 1 2 1 2 1 
1 1 1 2 2 3 3 
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Ce qui implique que w(P(o-)) = 111223 et w(Q((j)) = 112213. Les lignes de ce carré 
correspondent respectivement du haut vers le bas au insertions des éléments 4,6, 1,2,5 
et 3. On peut aussi identifier les mots dans les colonnes du haut vers le bas et de gauche 
à droite 
. ·1111, ... 111, ..... l, 112222, ... ·12 et ·11223, 
aux chemins parcourus par les éléments de [6] respectivement. Par exemple, l'élément 
4 comme le montre le quatrième mot 112222 a été le premier élément inséré. Il a été 
inséré dans la ligne l, ensuite il a resté dans la ligne 1 lorsqu'on a inséré un autre 
élément, ensuite il a été éjecté par un certain élément à la deuxième ligne et l'insertion 
des éléments resta.nts la laisser dans cette deuxième ligne. L'élément 6 comme le montre 
le sixième mot ·11223 est le deuxième élément qui a été inséré. Il a été inséré dans la 
ligne l, ensuite il a resté dans la ligne 1 lorsqu'on a inséré un autre élément, ensuite il a 
été éjecté par un certain élément à la deuxième ligne et l'insertion d'un autre élément la 
laisser dans cette deuxième ligne alors que J'insertion du dernier élément l'a éjecté à la 
troisième ligne. On peut remarquer ceci clairement dans la suite de tableaux (Pl, ... ,P6 ) 
associée à la permutation (j par l'algorithme d'insertion de Schensted 
-
~,~, , , , 4 5I:l ~ 6ffi6 tffib6 6 1 6 1 2 125 
1 2 31 
Nous allons maintenant donner un algorithme qui décrit le passage d'une paire ('U, v) 
de mots de Yamanouchi de même forme À r- n à une permutation (j E Sn. 
3.4.2 Fonction de suppression 
Pour tout i E IP', nous définissons Di une fonction de N~ vers N~ comme suit: 
Définition 52 Pour tout u = al a2 ... an E N.~ et pour toute lettre i de 'U, le mot Di ('u) 
de longueur n est obtenu de u comme suit: dans 'U, on sélectionne la plus longue s'uite 
aio' ail' ... , aik' de lettres dans IP', qui vér~fie : 
aio est la première lettre égale à i qui est située complètement à droite dans 'U 
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c'est-à-dire, il n'y a pas de lettres i dans u à droite de aio et pour tout j = 0, 1, ... , k - 1 : 
aij+l est la première lettre égale à aij - 1 qui est située dir-ectement à gauche de aij' Le 
mot Di (u) est obtenu de u en remplaçant cette suite par la suite i - 1, i - 2, ... , i - k - 1. 
Ainsi Di (u) est obtenu de u en remplaçant une suite m, ... , i - 1, i dans u, pour un 
certain m E lP', par la suite m - 1, ... , i - 2, i - 1. Supposons que la première lettre m 
dans la suite m, ... , i - l, i est la lettre ap dans u. Posons Hi (u) = p. Ainsi 
N*n N*n
 
u = .. ·m· .. (i - 1) ... i··· Ti (u) = ... (m - 1) ... (i - 2) ... (i - 1) ...
f----l 
N*n
 
u = .. ·m (= ap ) ... (i - 1) ... i ... f----l P
 
LOTsque i n'est pas une lettre de u, on dit que Di (u) et Hi (u) sont non définis. 
Par exemple, on a 
D6 (104152632154332114675634) = 104052631154322113674534 
et donc 
H6 (104152632154332114675634) = 4. 
Cet exemple est bien illustré sur la figure suivante: 
1)6(104152632154332114675634)= 
1 1 1 1 II 
=104052631154322113674534 
Figure 3.2 Fonction de suppression 
Pour tout mot u, nous définissons Du une fonction de N~ vers N~ comme suit: 
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Définition 53 Pour tout mot u = ala2 ... ak, nous définissons Du une fonction de N;t 
vers N~ comme suit : 
Nous d~finissons aussi Hu une fonction de N~ vers N~ comme suit: pour tout v E N~ 
Hal ((Da2 o· .. 0 DaJ (17)) Ha2 ((Da3 o· .. 0 'Oak) (v)) ... Hak _l ('Oak (v)) Ha" (v) 
Hal (Da2 " ak (v)) Ha2 (Da3 '''ak (v)) ... Hak_l ('Oak (V)) Hak (v) 
kII Hai (Dai+l ..ak (v)) . 
i=l 
Ainsi, Hu (v) s'il existe est un mot de longueur k. 
La formule suivante définit complètement la fonction H. 
Pour tous mots x, y et v, on a : 
Hx (Dy (v)) Hy (v). 
Par exemple, pour u = 24, on a 
'024 (532132143) '02 ('04 (532132143)) 
'02 (531122133) 
531021133 
et 
H24 (532132143)
 H2 ('04 (532132143)) H4 (532132143) 
H2 (531122133) H4 (532132143) 
43. 
Lorsque u est un mot de Yamanouchi et i est une lettre de u, le mot Di (u) est obtenu 
de u en remplaçant une suite 1, ... , i - 2, i - 1, i dans u par la suite 0, ... , i ~ 2, i - 1. 
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Cette fonction de suppression correspond à l'algorithme de suppression d'un élément 
d'un tableau standard comme le montre la proposition suivante: 
Proposition 13 Soient T un tableau standard et (s, t) un coin intérieur de T. Pour 
tout n plus grand ou égal a'U maximum de tous les éléments de T, on a 
Vs ('Pn (T)) = 'Pn (TI) 
et Hs ('Pn (T)) = x où TI est le tableau obtenu de T aprés la suppression commençant 
de la case (8, t) et x est l'élément éjecté du tableau T par cette suppression. 
Par exemple, pour 
11 
T= 
8 
4 7 
2 5 6 9 
et (s, t) = (4,1), on a 
e ­
11 
T I = 4 8 
2 5 7191 
Ainsi x = 6. Prenons n = 12, on a 
V 4 (010211231040) 
010210121030 
'P12 (TI) . 
Remarquons que H 4 ('P12 (T)) = 6 et que l'élément éjecté de T pour obtenir TI est x = 6. 
Preuve 
Comme la case (5, t) est un coin intérieur de T, 'Pn (T) a au moins une lettre égale à 
s. Dune, Vs ('Pn (T)) est obtenu de 'Pn (T) en remplaçant une suite 1, ... ,5 - 2, s - 1,8 
dans 'Pn (T) par la suite 0, ... , 8 - 2, s - 1. Supposons que la première lettre 1 dans la 
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suite 1, ... , s - 2, s - 1, s est la x-ème lettre dans <.pn (T), alors Hs (<.pn (T)) = x. Lorsque 
deux termes consécutifs i - 1 et i dans la suite 1, ... , s - 2, s - 1, s deviennent i - 2 
et i - 1 dans la suite 0, ... , s - 2, S - 1, ceci correspond au fait qu'un élément dans le 
tableau T se trouvant dans la ligne i s'est déplacé vers la ligne i - 1 en remplaçant 
le plus grand élément parmi les éléments de cette ligne qui sont plus petit que lui et 
que cet élément qui a été remplacé s'est déplacé à la ligne i - 2 de la même manière. 
Par conséquent, <.pn (T') est obtenu du mot <.pn (T) en remplaçant la. même suite 1. ... , S 
dans <.pn (T) donnée ci-dessus où le premier terme 0 représente la x-ème lettre de <.pn (T) 
par la suite 0, ... , S - 1 de la même manière dont le mot Vs (<.pn (T)) est obtenu du mot 
<.pn (T). Donc 
Vs (<.pn (T)) = <.pn (T') . 
Pour montrer que H s (<.pn (T)) = x où x est l'élément éjecté du tableau T par cette 
suppression, il suffit de remarquer que x est un élément de T qui occupe une case dans 
la première ligne de T car la x-ème lettre de <.pn (T) est 1 et qu'il n'est pas un élément 
de T' car la x-ème lettre de <.pn (T') est O. 
D 
Proposition 14 Soient U = Ul U2 ... Un et v = VI V2 ... Vn deux mots de Yamanouchi 
de même forme À f- n, alors 
Par exemple, pour U = 1122132 et v = 1123122 deux mots de Yamanouchi de même 
forme (3,3,1) f- 7. On a 
VI (VI (V2 (V3 (VI (V2 (V2 (1122132)))))))
 
VI (VI (V2 (V3 (VI (V2 (1122031))))))
 
VI (VI (V2 (V3 (VI (1021031)))))
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Vv(u)
 VI (VI (V2(V3 (1021030)))) 
VI (VI (V2 (0011020))) 
VI (VI (0010010)) 
VI (0010000) 
07 
et 
Hv (u)
 H 1l23122(U) 
Hl (V123122 (u)) Hl (V23122 (uj) H2 (V3122 (u)) H3 (V122 (u)) Hl (V22 (u)) 
H 2(V2(u)) H 2 (u) 
Hl (0010000) Hl (0010010) H2 (0011020) H3 (1021030) Hl (1021031) 
H 2 (1122031) H 2 (1122132) 
3641725. 
On peut remarquer que 7r (3641725) = (P,Q) avec w (P) = u et w (Q) = v. 
On a vu à la sous-section 1.4.3 du chapitre 1 que l'algorithme de Schensted associe à une 
paire de tableaux de Young standards (P, Q) de même forme À 1- n une permutation 
a E Sn et que pour 
/ 7 9 3 9 
(P, Q) = 3 4 6 2 7 8 
\ 1 2 5 81 1 4 5 6 V 
on a a = 731469285 E S9. Posons u = w (P) = 112212313 et v = w (Q) = 123111223. 
On peut remarquer que 
V v (u) = 09 et Hv (11) = 731469285 E S9. 
On peut remarquer aussi que la suite de mots 
(u, 'OV9 (u) ,'OV8V9 (u) "") 'OV2 'V9 (u)) 
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correspond à la suite de tableaux standards (Pg , ... , Pd et que la suite de lettres 
correspond à la suite Xg, ... , Xl des éléments éjectés pendant l'application de l'algorithme 
de suppression de Schensted sur la paire (P, Q) de tableaux de Young standards comme 
illustré dans le tableau ci-dessous 
s t 
7 9 
9 3 4 6 112212313 = u 3 2 55=Hv9 (u) 
1 2 5 81 
-
7 
8 3 4 9 112201312 = VV9 (u) 2 3 8 8 = H 1I8 (VV9 (u)) 
1 2 6 81 
-
7 
7
 3 4 112201301 = V V8V9 (u) 2 2 
1 2 61 9 1 
7 
6 3 102101301 = VV7 V8 V 9 (u) 1 4 9 9 = HV6 (VV7V8 V9 (u)) 
1 
7 
5 3 102101300 = VV6 ..V9 (u) 1 3 6 6 = HV5 (VV6 ...V9 (u)) 
4 6 
7 
4
 3 102100300 = VV5 ...V9 (u) 1 2 4 4 = HV4 (VV5 ...V9 (u)) 
1 4 
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k Pk DVk+l."V9 (U) s Xk HVk (DVk+l ...V9 (u)) 
7 
3 3 102000300 = D vrv9 (u) 3 1 1 1 = H V3 (Dvrv9 (u)) 
1 
2 001000200 = D V3 ...V9 (u) 2 1 3 3 = H V2 (DV3 ...V9 (u))~ 
1 [2] 000000100 = D V2 ...V9 (u) 1 1 7 (DV2 ...V9 (u))7 = H V1 
Remarquons que dans la quatrième colonne du tableau précédent les lettres s du bas vers 
le haut constitue le mot 123111223 qui est w (Q). Ainsi en posant w (Q) = v = VI··· V9, 
la lettre Vi est égale à la lettre s corespondante. 
En toute généralité, la correspondance précédente est donnée par le lemme suivant: 
Lemme 7 Soient u = UI U2 ... Un et V = VI V2 ... Vn deux mots de Yamanouchi de même 
forme À r n. On a pour tout 1 ~ k ~ n 
où (Pn , ... , Pd et (xn , , ... , xd sont respectivement les deux suites de tableaux standards et 
d'éléments éjectés associés par l'algorithme de suppression de Schensted à la paire (P, Q) 
de tableaux de Young standards de même forme À r n avec w (P) = u et w (Q) = v. 
Preuve 
Il est clair que w (Pn ) = w (P) = u. Montrons que pour tout 1 ~ k :::; n - 1, 'Pn (Pk) = 
DVk+l ...Vn (u). En posant j = n - k, il suffit de montrer que pour tout 1 :::; j ~ n - 1, 
'Pn (Pn- j ) = DVn+1_j"··Vn (u). On procède par récurrence sur j. En effet, montrons que 
cette propriété est vraie pour J = 1, c'est-à-dire que 'Pn (Pn-d = Dvn (u). Par la propo­
sition 1~1 précédente et comme Pn - l est obtenu de Pn par l'algorithme de suppression à 
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partir d'une case (8, t) avec 8 = Vn , on a 
Ds (<Pn (Pn)) 
DVn (w (Pn )) 
DVn (u) . 
Supposons que <Pn (Pn+l - j ) = DVn+2_j"Vn (u) avec 1 ::; j ::; n - 1 et montrons que 
<Pn (Pn- j ) = DVn+l_j"Vn (u). Par la proposition 13 précédente et comme Pn- j est obtenu 
de Pn + l - j par l'algorithme de suppression à partir d'une case (8, t) avec 8 = Vn+l-j, on 
a 
D Vn+ 1_ j (DVn+2_j'1Jn (u)) 
DVn+1_j"Vn (u). 
Par la proposition 13 précédente et d'après ce qui précède, il est clair que X n = HVn (u) 
et pour tout 1::; k::; n - 1: Xk = H Vk (DVk+1Vn (u)). 
o 
Maintenant, on donne la preuve de la proposition 14. 
Preuve 
Soient u = Ul U2 ... Un et v = Vl V2 ... Vn deux mots de Yamanouchi de même forme un 
partage À de n. Par le lemme 7 précédent, on a 
Dv (u) D V1 (DV2 "'Vn (u)) 
DV1 (<Pn (Pd) 
Dl (<Pn (Pd) 
car toutes les lettre du mot <Pn (Pd sont égales à 0 sauf une seule lettre qui est égale à 
1 à cause que le tableau Pl a un seul élément. 
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Pour tout k ~ 1 : 
Ainsi, le mot 1)vk Vk+l"'Vn (u) est obtenu du mot 1)vk+I V k_2"'V n (u) en appliquant 1)v k> 
c'est.-à-dire en remplaçant une suite 1,2, ... , Vk - 1, Vk dans 1)vk+1 V k+2' Vn (u) par la suite 
0,1,2, ... ,Vk - 2, Vk - 1. Supposons que 1)vk V k+l'''Vn (u) = S[S2'" Sn et que cette dernière 
suite 0,1,2, ... , Vk - 2, Vk - 1 est la suite sp, sp', ... dans SlS2 ... Sn. Alors 
Donc l'entier p est l'indice de la lettre qui a changé de 1 vers O. On peut remarquer 
que cette lettre une fois devenue 0 reste toujours 0 car la fonction de suppression 1)i 
n'inflence pas sur une lettre égale à O. 
Comme 1)v (u) = on, alors les lettres de u deviennent toutes égales à 0 par l'application 
successive des fonctions 1)vn' ... , 1)v l' ce qui implique que 
Par conséquent, Hu (v) = a E Sn car le mot Hu (v) est de longueur n et ses lettres sont 
tous les éléments de l'ensemble ln]. 
o 
En remplaçant 0 par· et en écrivant les mots: 112212313, 112201312, 112201301, 
102101301, 102101300, 102100300, 102000300, 001000200 et 000000100 de la troisième 
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colonne du tableau de l'exemple il!ustratif précédent, on obtient 
1 1 2 2 1 2 3 1 3 
1 1 2 2 1 3 1 2 
1 1 2 2 1 3 1 
1 2 1 1 3 1 
1 2 1 1 3 (D) 
1 2 1 3 
1 2 3 
1 2 
1 
Ce dessin sous forme d'un carré montre clairement les suppressions de l'algorithme de 
Schensted. Dans toute la suite de cette thèse, nous allons appeler un tel carré le carré 
des suppressions. Par exemple, la première ligne, située en haut, correspond au mot de 
Yamanouchi w (P (0")). Comme la dernière lettre du mot de Yamanouchi w (Q (0-)) est 3, 
alors la première suppression correspond à appliquer la fonction '03 au mot 112212313 
de la première ligne pour obtienir le mot 1122 . 1312 de la deuxième ligne. On peut 
remarquer qu'une suite 1,2,3 où 1 est la 5-ème lettre, 2 est la 6-ème lettre et 3 est la 
9-ème lettre du mot de la première ligne a é:té remplacée par la sui te " 1,2 dans le mot 
de la deuxième ligne. Ce qui correspond sur les tableaux st.andards correspondants de 
la deuxième colonne du tableau de l'exemple illustratif précédent au fait que l'élément 
9 situé dans la troisième ligne de P9 a remplacé l'élément 6 situé dans la deuxième ligne 
qui lui aussi a remplacé l'élément 5 situé dans la première ligne et ce dernier élément 5 
a été supprimé du tableau Pg pour obtenir le tableau standard Ps. Donc d'une ligne à 
une ligne suivante du haut vers le bas dans le carré (D) ci-dessus, une suite de la forme 
1, ... , m, où 1 est la i-ème lettre et m est la s-ème lettre est remplacée par une suite 
·,1, ... , m - 1. Ce qui correspond au fait que l'élément s situé dans la m-ème ligne du 
tableau standard correspondant a remplacé un certain élément situé dans la (m - 1)­
ème ligne qui lui aussi a remplacé un autre élément dans la (m - 2)-ème ligne jusqu'à 
ce qu'un dernier élément i soit supprimé de ce tableau pour obtenir le tableau standard 
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suivant. 
Dans le carré (D) ci-dessus, la permutation a = a (1) ... a (9) est défini comme suit: 
pour tout i E [8], a (10 - i) est l'entier qui vérifie que la a (10 -1)-ème lettre du mot 
de la i-ème ligne de ce carré est 1 et elle devient 0 dans la ligne suivante. Par exemple, 
a (8) = 8 car il suffit de poser i = 2 et de remarquer que la huitième lett.re du mot 
1122 ·1312 de la deuxième ligne de ce carré est 1 et elle devient 0 dans le mot 1122 ·13·1 
de la troisième ligne. Pour i = 9, a (1) est l'entier qui vérifie que la a (l)-ème lettre du 
mot de la première ligne de ce carré est 1. Ainsi, par le cané des suppressions ci-dessus, 
on a : a = 731469285. 
1 
1 2 
1 2 3 
1 2 1 3 
1 2 1 1 3 (E) 
1 2 1 1 3 1 
1 1 2 2 1 3 1 
1 1 2 2 1 3 1 2 
1 1 2 2 1 2 3 1 3 
Remarquons aussi qu'en renversant le carré des suppressions précédent, c'est-à-dire la 
première ligne devient la dernière ligne, la deuxième ligne devient ravant dernière ligne 
jusqu'à ce que la dernière ligne devient la première ligne, on obtient le carré des insertions 
de la permutations a = 731469285 donné ci-dessus 
Ainsi, ce carré (E) donne les insertions en considérant la suite de ces mots du mot 
situé en haut jusqu'au mot situé en bas. Il donne aussi les suppressions en considérant 
la suite de ces mots du mot situé en bas jusqu'au mot situé en haut. En général, les 
suppressions et les insertions sont les opérations inverses les unes ces autres comme le 
montre la proposition suivante: 
Proposition 15 Soit u = al ... an un mot de Yamanouchi dans N~ et i E ln] tels que 
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ai = 0, alors 
DEi(u) (Ii (u)) = u et HEi(u) (Ii (u)) = i. 
Si j E ln] est une lettre de u, alors 
IHj(u) (D j (u)) = u et Errj(n) (Dj (u)) = j. 
Preuve 
Si u = al ... an un mot de Yamanouchi dans N~ et i E ln] est tel que ai = 0, alors Ii (u) 
est un mot de longueur n obtenu de u en remplaçant une suite 0, 1,2,3, ... , m dans u par 
la suite 1,2,3, ... ,m+ 1. Notons que la suite 0, l, 2, 3, ... , m est la plus longue suite dans u 
satisfaisant la condition suivante: chaque terme k dans cette suite est la première lettre 
dans u égale à k et située à droite de la lettre k - 1 qui est aussi un terme de cette suite. 
Ainsi il n'existe pas dans u une lettre m+ 1 située à droite de la lettre m qui est le dernier 
terme de cette suite. On am + 1 = E i (u). On peut déduire que la lettre précédente 
m + 1 qui est le dernier terme de la suite 1,2,3, ... , m + 1 est telle qu'il n'existe pas une 
autre lettre m + 1 à sa droite dans le mot Ii (u), car dans le cas contraire, c'est-à-dire 
s'il existe une autre lettre m + 1 à droite de cette lettre m + l, alors Ii (u) est un mot 
de longueur n obtenu de u en remplaçant une suite 0, 1,2,3, ... , m, m + 1 dans u par 
la suite 1,2,3, ... , m + l, m + 2. Ainsi m + 2 = Edu), ce qui donne une contradiction. 
Donc, on peut déduire facilement par la dfinition de la fonction Drn+l que 
Dm +l (Ii (u)) = u et que Hm +l (Ii (u)) = i. 
De même, si j E ln] est une lettre de u, alors 
IHj(u) (Dj (u)) = u et EHj(u) (Dj (u)) = j. 
D 
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On peut aussi identifier les mots dans les colonnes du carré (D) donné ci-haut et ceci 
du haut vers le bas et de gauche à droite 
1111111· " 111 ·,22222221· ,222111· .. , 1· ',21111 ',333333321, 
11 , 3211 , 
aux chemins parcourus par les éléments de [9] respectivement. Par exemple, l'élément 3 
comme le montre le troisième mot 22222221· a resté dans la deuxième ligne pendant les 
sept premières suppressions ensuite durant la huitième suppression, il s'est déplacé à la 
première ligne et durant la dernière suppression il a été supprimé du tableau standard 
correspondant. On peut remarquer ceci clairement dans l'exemple illustratif précédent 
à travers la suite de tableaux (Pg , ... , Pl), dans la deuxième colonne, associée à la paire 
de tableaux (P, Q) par l'algorithme de suppression de Schensted. 
Dans toute la suite de cette thèse, OII construit à partir cl 'une paire (u, v) de mots de 
Yamanouchi de même forme À 1- n, une suite de mots de la même manière que celle 
donnée dans la construction (D). Cette suite donne la permutation (7 E Sn. En effet, 
on indique à chaque fois l'élément (7 (i) qui est le rang de la lettre 1 qui est devenue O. 
Ainsi, le mot obtenu en lisant ces lettres du bas vers le haut est la permutation (7. Par 
exemple, pour (u, v) = (12132,11232), on a 
1 2 1 3 2 3 
12031 1 
o 102 1 2 
00011 5 
00010 4 
Ce qui implique que (7 = 45213. Les lignes de ce carré correspondant respectivement du 
haut vers le bas aux mots u, Dz (u), D3Z (u), DZ32 (u) et Dl z32 (u). 
Dans la proposition suivante, on donne une condition suffisante pour que deux fonctions 
d'insertion commutent et une autre condition suffisante pour que deux fonctions de 
suppressions commutent. 
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Proposition 16 Soit u E IP'n et i,j E ln] tels que i < j. Suposons que Ei (u) = m + 1 
et que la lettre dans u égale à m et qui devenu m +1 dans le mot Ii (u) est ak, alors si 
j > k, on a : 
I ij (u) = I ji (u) . 
Soient a et b deux lettres de u. Suposons que Ha (u) = R. pour un certain R. E [n]. Si b 
n'est pas une lettre du mot al ... an, alors 
Preuve 
La preuve de cette proposition est directe à partir de la définition de ces fonctions. Dans 
le premier cas l'application de la fonction d'insertion Ii n'influence pas sur l'application 
de la fonction d'insertion I j et vice versa. En effet, I.i agit seulement sur le préfixe 
al ... ak alors que I j agit seulement sur le suffixe ak+l ... an' Dans le deuxième cas 
l'application de la fonction d'insertion Da n'influence pa..') sur l'application oc la fonction 
d'insertion Db et vice versa. En effet, Da agit seulement sur le suffixe ap ... an alors que 
Db agit seulement sur le préfixe al ... ae-l' 
o 
Maintenant, on peut donner la définition suivante: 
Définition 54 La correspondance de Schensted entre les permutations de Sn et les 
paires de mots de Yamanouchi de même forme qu'on note par H, est définie comme 
suit: Pour tout a E Sn, 
H(a) = (u,v) telqueu=Ia (Oll) etv=Ea(On). 
Pour tout À f- n et pour tout (u, v) avec u, v E Yn,,\ 
H- l (u,v) = a tel que a =Hu(v) E Sn. 
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On a vu ci-dessus, pour u = 1122132 et v = 1123122 deux mots de Yamanouchi de 
même forme (3,3,1) f- 7 que 
Hv (u) = 3641725 E S7. 
Remarquons aussi que 
Hu (v) = 4613725 = (3641725)-1 E S7. 
En général, on a le résultat suivant: 
Proposition 17 Pour tous u, v deux mots de Yamanouchi de même forme À f- n, on 
a : 
Cette proposition est une conséquence directe du théorème de Schützenberger (Schützen­
berger, 1963) : 
11" (a) = (P, Q) <=> 11" (a -1) = (Q, P) . 
Nous allons donner la preuve de cette proposition à la fin de la section suivante. 
3.4.3 Lien avec la construction géométrique de Viennot 
Viennot dans (Viennot, 1977) a introduit un algorithme permettant d'associer d'une 
manière bijective à toute permutation a E Sn une paire (u, v) de mots de Yamanouchi 
de même forme À f- n. Il a utilisé les lignes saillantes des squelettes successifs de a E Sn 
pour lui associer une telle paire (u, v), ensuite il a montré que si 11" (a) = (P (a) , Q (a)), 
alors u = w (P (a)) et v = w (Q (a)). Plus précisément, il a montré que pour tout i E ln] : 
la i-ème lettre de u est k (resp. la i-ème lettre de v est k) si et seulement s'il existe une 
ligne saillante Lk-1 de Sqk-1 (a) telle que YU-l = i (resp. XLk-l = i). Dans (Viennot, 
1977), Viennot a utilisé pour montrer ce résultat des fonctions qu'il a noté par (Ji et Pi 
définies de la même façon que les fonctions précédent.es Ii et Ei . Par exemple, pour la 
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permutation CT = 3641725, les squelettes successifs de CT apparaissent dans la figure 1.7 
dans la sous-section 1.6.2. Il est clair d'après cette correspondance de Viennot que: 
u = 1122132 et v = 1123122. 
On peut observer ces deux mots u et v sur la figure 1.7 comme suit: pour obtenir le mot 
u = 1122132, il suffit d'étiqueter chaque demi-droite horizontale d'une ligne saillante 
de SqP (CT) par (p + 1) et ceci du bas vers le haut; voir la figure 3.3 ci-dessous. Pour 
obtenir le mot v = 1123122, il suffit d'étiqueter chaque demi-droite verticale d'une ligne 
saillante de SqP (CT) par (p + 1) et ceci de la gauche vers la droite; voir la figure 3.4 
ci-dessous. 
1 1 
i 
2 
Î 3 
2 
2 
/' 
Figure 3.3 Le mot de Yamanouchi u = w(P(<J)). 
On a vu que le carré donné ci-dessous montre clairement les insertions de l'algorithme 
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2 3 2 2 1 
A 
'<. 
~ /~ 
/'
 
Figure 3.4 Le mot de Yamanouchi v = w(Q(a)). 
de Schensted pour la permutation a = 3641725 E 57 
1 
1 1 
1 1 2 
1 2 1 3 
1 2 1 3 1 
1 1 2 2 3 1 
1 1 2 2 1 3 2 
La suite de mots· . 1 ... " .. 1 . ·1·, .. 11 ·2·, 1·21·3·, 1·21·31,1122· ·31 et 1122132 
peut être calculée à partir de la construction de Viennot de la permutation a donnée 
dans la figure 1.7 du chapitre 1. 
't· d h ld""t - 3 - 5 - 7 - 9 - 11 _ 13Lorsqu on race ans ce grap e es lOI es x - 2' x - 2' x - 2' x - 2' x - 2' x - 2' 
x = 125 et x = 127 on peut remarquer que la droite x = ~ coupe le premier squelette en 
un point d'ordonnée 3, ce qui est donné par le mot· . 1 ... '. Les autres mots· . 1 . ,1" 
.. 11 "2·, 1 ·21 ·3·, 1·21 ·31, 1122· ·31 et 1122132 expriment aussi la même chose. Par 
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exemple le mot 1 . 21 . 3· exprime que la droite x = ~ coupe le premier squelette en 
deux points d'ordonnées 1 et 4, coupe le second squelette en un point d'ordonnée 3 et 
le troixième squelette en un point d'ordonnée 6 comme on peut le voir sur la figure 3.5 
ci-dessous. 
Il 2 3 1 
1 
1 
1 01.­ -00 . 
O-~:9··0~ - - - - ­
• 0 
"---';~---C>O .. 
2
.---00··························· 
o 
Figure 3.5 Le mot 1 . 21 . 3· et le mot 1123 vus à travers les squelettes de (J. 
En général, on peut donner la proposition suivante: 
Proposition 18 Soient (J = (J (1) ... (J (n) E Sn et pour tout i E ln], Ti = Ti (1)··· Ti (n) 
est la quasi-permutation de l'ensemble ln] définie par 
Ti (j) = 0 si j 1:- li] et Ti (j) = (J (j) si j E li] . 
Pour tout i E ln] : la i-ème lettre du mot 7(7(j)"'(7(n) (on) est 0 si et seulement s'il n'existe 
pas une ligne saillante de Tj qui a une y-coordonnée égale à i et cette i-ème lettre est k si 
et seulement s'il existe une ligne saillante Lj-1 de Sqk-1 (Tj) telle que YLk-1 = i. Pour 
J 
tout i E [j] : la i-ème lettre du mot TI
j 
EO(i) (7(7(1)"0(i-1) (07)) est k si et seulement s'il 
i=l 
existe une ligne saillante LJ-1 de S qk-l (Tj) telle que xLk-l = i. 
J 
On peut montrer cette proposition par récurrence sur i. Notons que cette proposition 
est donnée dans (Viennot, 1977) d'une manière équivalente par les identités (17) et (18) 
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dont la preuve découle d'une application itérée du lemme 3.2, donné dans (Viennot, 
1977), aux squelettes successifs de a. 
Par exemple pour a = 3641725 E 57, on a 
71 = 3000000, 72 = 3600000, 73 = 3640000, 74 = 3641000, 75 = 3641700, 76 = 3641720 et 77 = a. 
Il est clair d'après cette correspondance de Viennot que: 
4 
I u(1) ..u(4) (On) = 1021030 et que TI EU(i) (IU(1).u(i-1) (07)) = 1123. 
;.=1 
Pour obtenir le mot I u (1).a(4) (on) = 1021030, il suffit d'étiqueter chaque demi-droite 
horizontale d'une ligne saillante de SqP (74) par (p + 1) et ceci du bas vers le haut et 
lorsqu'il n'y a pas de ligne saillante on met un 0; voir la figure 3.5 ci-dessus. Pour 
4 
obtenir le mot TI EU(i) (Ia (1) ...a(i-l) (07)) = 1123, il suffit d'étiqueter chaque demi-
i=l 
droite verticale d'une ligne saillante de SqP (74) par (p + 1) et ceci de la gauche vers la 
droite, voir la figure 3.5 ci-dessus. 
Maintenant, nous donnerons la preuve de la proposition 17 précédente. Viennot dans 
(Viennot, 1977) a montré que n(a) = (u,v) {:} n(a- 1 ) = (v,u) en utilisant la symétrie 
de sa construction donnée à la section 1.6. Nous allons aussi utiliser cette symétrie d'une 
manière un peu différente pour montrer cette proposition. 
Preuve 
Il suffit de montrer que pour tous i, k E ln] 
Ceci est équivalent à montrer que si DViVi+l"Vn (u) est obtenu de DVi-tr'Vn (u) en rem­
plaçant une suite 1, ... , Vi - 1, V; par la suite 0, ... , Vi - 2, Vi - 1 et que la lettre dans 
DVi+I"'Vn (u) qui est égale à 1 et qui est devenue 0 est la k-ème lettre, alors ceci est 
équivalent au fa.it que DUkUk+l"lln (v) est obtenu cl. DUk+JUn (v) en remplaçant une 
suite 1, ... , Uk - 1, Uk par la suite 0, ... , Uk - 2, Uk - 1 et que la lettre dans DUk+l'''Un (v) 
qui est égale à 1 ct qui est devenue 0 est la i-ème lettre. Posons Hu (v) = a. On a vu que 
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les mots 1)Vi Vi+I""Vn (u) et 1)Vi+I"""Vn (u) sont donnés respectivement par les points d'in­
tersection des droites x = i - ~ et x = i + ~ avec les squelettes successifs de a. Comme la 
construction de Viennot est symétrique, alors les mots 1)u k U k+I""lIn (v) et 1)1Ik+I"""Un (v) 
sont donnés par les points d'intersection des droites y = k - ~ et y = k + ~ avec les 
squelettes successifs de a. Comme a (i) = k, alors forcément la droite x = i + ~ coupe 
Bql (a) en un point d'ordonnée k alors que la doite x = i - ~ ne le coupe pas. Ceci est 
équivalent au fait que la lettre dans 1)Vi+l"""Vn (u) qui est égale à 1 et qui est devenue 0 
dans 1)v i Vi+I""Vn (u) est la k-ème lettre. La construction de Viennot illustrée sur la figure 
ci-dessous montre que la droite y = k + ~ coupe Bql (a) en un point d'abscisse i, alors 
que la doite y = k - ~ ne le coupe P&'3. Ccci est équivalent au fait que la lettre dans 
1)lik+I"Un (v) qui est égale à 1 et qui est devenue 0 dans 1)llkllk+I""lln (v) est la i-ème 
lettre. 
:x=i-1/2 x=i+1/2 . 
y 
.- ..k+1 
1 V=k+112 
k l 
y=k-1/2 
k-1 
• 
;-1 1+1 x/ 
Figure 3.6 Une partie de Sql(O") avec o"(i) = k. 
D 
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CHAPITRE IV
 
SUR L'ALGORITHME DE ROBINSON
 
Dans ce chapitre, nous donnerons des rappels sur l'algorithme de Robinson (Robinson, 
1938). Cet algorithme transforme un mot W qui n'est pas lin mot de Yamanouchi en 
un mot de Yamanouchi qu'on note par L (w). NOlis pd~scnterons aussi lUI dCllxibnc 
algorithme de Robinson relié à son premier algorithme. Ce dernier permet d'associer 
à chaque mot W un opérateur formel qu'on note par Bw . Dans le cas où west une 
permutation, Robinson a utilisé l'opérateur Bw pour associer à la permutation W un 
autre mot de Yamanouchi autre que L (w) qu'on note par B (w) et qui est de même forme 
que L (w). Ensuite, nous donnerons le résultat de M. A. A. van Leeuwen qui donne une 
description précise de la relation entre l'algorithme de Robinson a t---> (L (a) ,B (a)) et 
l'algorithme de Schensted a t---> (P (a), Q (a)) (van Leeuwen, 1992). Notre directeur de 
recherche C. Reutenauer a conjecturé que si on identifie un mot w à un tableau gauche 
standard g, alors 
W(J(g))=L(W) 
où w (J (g)) est le mot de Yamanouchi associé au tableau de Young standard J (g) qui 
est le redressé de g. Afin de donner une preuve de cette conjecture, nous allons élaborer 
un algorithme de redressement d'un mot W qui n'est pas un mot de Yamanouchi. Cet 
algorithme transforme le mot W en un mot de Yamanouchi qu'on note par :F (w). Il 
est compatible avec l'algorithme de redressement d'un tableau gauche standard donné 
au chapitre 1. En effet, en identifiant le mot w à un tableau gauche standard g, le mot 
:F (w) est le mot de Yarnanouchi associé au tabkau de Young standard J (g), c'est-à-dire 
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:F (w) = w (J (9)). Nous allons montrer que le mot :F (w) est unique. Plus précisément, 
nous montrerons (Théorème 8) que 
:F(w) =.c (w). (4.1) 
Ce qui donne une preuve de la conjecture de C. Reutenauer précédente. Ce résultat 
principal et le résultat précédent de M. A. A. van Leeuwen montrent que le lien est étroit 
entre les algorithmes de Robinson, l'algorithme de Schensted et l'algorithme du jeu de 
taquin de Schützenberger. Nous utiliserons le lien entre cet algorithme de redressement 
ct l'algorithme d'évacuation élaboré au chapitre 3 pour montrer facilement le théorème 
de Schützenberger suivant (Proposition 23) : si t est un tableau de Young standard à n 
éléments, alors pour tout k E ln] : 
ev (J (st (tl [n - k + 1, n]))) = (ev (t)) 1[k], 
où 
J (st (tl [n - k + 1, n])) 
dénote le redressé du tableau gauche standard st (tl [n - k + 1, n])à k éléments. Rappe­
lons que le tableau st (tl [n - k + 1, n]) est obtenu du tableau tl [n - k + 1, n] en sous­
trayant n - k à chacun de ses éléments. Nous généraliserons le résultat de M. A. A. van 
Leeuwen des permutations aux mots arbitraires. Cette généralisation nous permettera 
de résoudre un problème ouvert posé par Thomas ((Thoma.'>, 1976), page 667) il s'agit 
de trouver le nombre de réductions de type R (k) nécessaires pour obtenir .c (w) à partir 
de w (Théorème 12). En utilisant l'identité (4.1) précédente et les résultats du chapitre 
2 sur la standardisation, nous montrerons que pour tout w E lP'*, on a (Propositions 26 
et 27) : 
.c (w) = .c (std (w)) , .c (w*) = ((.c (stg (w))ffv et .c (wcompl) = (.c (stg (w)))T . 
Nous donnerons une expression de l'évacué d'un mot de Yamanouchi w en utilisant 
l'opérateur de Robinson w .c (w)(Théoème 13). Ensuite, nous utiliserou::; cette ex­H 
pression pour montrer le résultat ((van Leeuwen, 1992), lemme 6.3, page 36) bien connu 
suivant (Corollaire 7) : si deux tableaux de Young standards T et S de même forme À f- n 
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coincident dans les positions des k plus grands éléments n - k + 1, ... , n, pour un certain 
k E ln], alors ev (T) et ev (5) coincident dans les positions des k plus petits éléments 
1, ... , k. Finalement, nous donnerons une nouvelle formule (Proposition 28) pour la cor­
respondance de Schensted en utilisant l'algorithme de redressement précédent. Nous 
utiliserons cette formule pour montrer le résultat connu suivant: pour tout a E Sn : 
p (a*) = pT (a), Q (0-*) = QT (WO,n 0 a 0 WO,n), p (aCompl) = pT (WO,n 0 a 0 WO,n) et 
Q (acompl) = QT (a). 
4.1 Algorithme de Robinson 
Robinson (Robinson, 1938), en se basant sur un travail de Littlewood (Littlewood, 1934), 
a construit un algorithme qu'il a appelé «association l » permettant de transformer 
un mot W qui n'est pas un mot de Yamanouchi en un mot de Yamanouchi qu'on note 
par L (w). Il a aussi construit un deuxième algorithme qu'il a appelé «association II » 
permettant d'associer à W un opérateur formel qu'on note par Bw de la forme 
CCXI2CCX13CCX23 ... cCX(r-l)r - CCXijIl 
12 13 23 (r-l)r - jE{2, ... ,r} et iE[j-l] ij , 
où r est la plus grande lettre de w et 0'12,0'13, ... , O'(r-l)r sont des entiers positifs ou nuls. 
Voici une description de l'algorithme de Robinson qui transforme un mot quelconque w 
au mot de Yamanouchi L (w) : 
Notons par R (k) l'opérateur qui transforme un mot w en un mot w' en remplaçant 
une lettre égale à k dans w en la lettre k - 1. Lorsque w contient plusieurs lettres 
égales à k, l'opérateur R(k) transforme la lettre k qui a le plus grand indice en la lettre 
k - 1. Lorsque w contient plusieurs lettres égales à k qui ont le même indice qui est le 
plus grand parmi les indices de toutes les lettres égales à k dans w, l'opérateur R (k) 
transforme la première lettre k qui a le plus grand indice, c'est-à-dire celle qui est située 
complètement à gauche, en la lettre k - 1. 
Lorsqu'on applique l'opérateur R(k) à un mot w et on obtient un mot w', on écrit 
w' = Rk (w) et on appelle cette opération une réduction de type R (k). 
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L'algorithme de Robinson consiste à appliquer un certain nombre de réductions de type 
R (k) à un mot w pour obtenir le mot de Yamanouchi L (w). Supposons que w n'est pas 
un mot de Yamanouchi et que r est la plus grande lettre de w. Robinson a donné une 
manière structurée pour obtenir L (w) en appliquant à w des réductions de type R (k) 
d'une manière bien déterminée en suivant des étapes qu'on note par (Y[2]) , (Y[3]), ... , 
(Y[r]) comme suit: 
(Y[2]) : On vérifie si le mot qu'on a est un mot de Yamanouchi sur [2]. Si oui, alors 
on passe à l'étape (Y[3]) ci-dessous. Sinon, on lui applique une réduction R (2) et on 
revient à l'étape (Y[2]). 
(Y[3]) : On a un mot qui est un mot de Yamanouchi sur [2]. On vérifie si le mot qu'on 
a est lin mot de Yamanouchi sur [3]. Si oui, alors on passe à l'étape (Y[4]) ci-dessous. 
Sinon, on lui applique une réduction R (3) et on revient à l'étape (Y[2]). 
On continue ce processus en effectuant les étapes (Y[4]) jusqu'à la dernière étape (Y[r]) 
et on obtient un mot de Yamanouchi sur [r] qu'on note par L (w). 
Thomas a montré dans (Thomas, 1977) que le mot de Yamanouchi L (w) est unique. 
Plus précisément, il a montré que si en appliquant n'importe quelle suite de réductions 
de type R (k), pas nécessairement comme le fait Robinson, à un mot et on obtient un 
mot de Yamanouchi, alors ce dernier est toujours égal à L (w). Il a aussi remarqué que 
le nombre de réductions de type R(k) nécessaires pour obtenir L(w) à partir de west 
toujours constant et il est égal à deg(w) - deg( L (w )) où deg(w) est la somme des lettres 
de w. Il a posé les deux questions suivantes: 
Question 1 : Quel est le nombre de réductions de type R (k) nécessaires pour obtenir 
L (w) à partir de w. 
Question 2 : Quel est le nombre de suites de réductions de type R (k) possibles pour 
obtenir L (w) à partir de w. 
Nous allons donner une réponse à la question 1 à la fin de la section 4.5 de ce chapitre 
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alors que la question 2 reste toujours un problème ouvert. 
Par exemple, si w = 231124313, alors L (w) = 121123312. Ci-dessous, le calcul de L (w) 
par la méthode de Robinson 
231 1 243 1 3 
! R (2) 
131 1 243 1 3 
! R (3) 
131 1 243 1 2 
! R (3) 
121 1 243 1 2 
! R(4) 
121 1 233 1 2 
On peut aussi obtenir L (w) de w comme suit ; 
2 3 1 1 2 4 3 1 3 
! R (3) 
2 3 1 1 2 4 3 1 2 
! R(2) 
131 1 2 4 3 1 2 
! R(3) 
1 2 1 1 2 4 3 1 2 
! R (4) 
1 2 1 1 2 3 3 1 2 
On peut remarquer qu'on a appliqué les qllatres réductions suivantes R (2), R (3), R (3) 
et R (4) selon les deux suites R (2), R (3), R (3), R (4) et R (3), R (2), R (3), R (4). 
On peut remarquer aussi que 
deg (w) - deg (L (w)) = deg (231124313) - deg (121123312) 
= 20 - 16 
= 4. 
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Remarquons qu'en utilisant le résultat de Thomas précédent et l'identité (4.1) précédente, 
on peut montrer que le redressé d'un tableau gauche standard est un tableau de Young 
standard unique. En effet, soit 9 un tableau gauche standard tel que wg (g) = w. Le 
redressé de g, qu'on note par J (g), est unique car 
W (J (g)) = F (w) = 1: (w) . 
Remarquons aussi que si on suppose que le redressé d'un tableau gauche standard est 
un tableau de Young standard unique, alors on peut obtenir le résultat de Thomas en 
utilisant l'identité (4.1) précédente. En effet, en identifiant le mot w à un tableau gauche 
standard 9 tel que wg (g) = w, on peut déduire que le mot de Yamanouchi F (w) est 
unique car F (w) = W (J (g)) et J (g) est unique. Comme F (w) = 1: (w), alors 1: (w) est 
aussi unique. 
Définition 55 (Robinson, 1938) Robinson, en calculant 1: (w) à partir de w, a associé 
à w un opérateur formel qu'on note par Bw comme suit: 
À chaque réduction R (2), on associe l'opérateur C12 . 
À chaque réduction R (3), on associe l'opérateur C23 si cette réduction transforme une 
lettre 3 en une lettre 2 tout en gardant la propriété que le mot obtenu soit un mot de 
Yamanouchi sur [2]. Si on perd la propriété que le mot obtenu soit un mot de Yamanou­
chi sur [2] et on doit lui appliquer une réduction R (2) 1 alors on lui associe l'opérateur 
C13 · 
D'une manière similaire, à chaque réduction R (4) on associe l'un des opérateurs C34 , 
C 24 ou C14 selon les réductions nécessaires qu'on doit appliquer au mot obtenu. 
En général, à chaque réduction R (k), on associe l'un des opérateurs C(k-l)kJ C(k:-2)kJ 
••• 1 C2k ou Cu selon les réductions nécessaires qu'on doit appliquer au mot obtenu. 
L 'opér'(J,teur fonneZ associé à west 
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où r est la plus grande lettre de w et a12, a13, ... , a(r-2)r et a(r-l)r sont des entiers 
positifs ou nuls. 
Dans l'exemple donné ci-haut, l'opérateur formel associé à west C12Ci3C34. 
Dans le cas particulier où w E Sn, Robinson a montré qu'on peut associer à w deux 
mots de Yamanouchi de même forme .À f- n. Le premier mot de Yamanouchi est L (w) et 
le deuxième mot de Yamanouchi, qu'on note par l3 (w), est de la même forme que L (w) 
ct il est défini à partir de l'opérateur l3w donné dans la défilJition pré~<:(delltc. Ainsi, il a 
associé à chaque permutation w E Sn une paire (L (w), l3 (w)) de mots de Yamanouchi 
de même forme .À f- n. Il a indiqué que cette correspondance est bijective. Autour des 
années 60, Schensted a trouvé une bijection analogue: il a associé à chaque permutation 
w E Sn, une paire (P (w) , Q (w)) de tableaux de Young standards de même forme .À f- n 
(Schensted, 1961). 
Remarquons que dans le cas particulier w E Sn, pour tout. i E {2, ... ,n}, un opérateur 
ex·f . 
de la forme Cil:i" avec i' E [i - 1] et 0 :::; ai',i :::; 1 apparaît dans l'expression de l3w une 
seule fois. On obtient le mot l3 (w) à partir de l'opérateur t3w comme suit: 
On prend le mot 12 ... n et on remplace chaque i E {2, ... , n} par i' si ai' ,i = 1 et par i 
si ai',i = O. 
Par exemple, soit a = 53142 une permutation de l'ensemble [5]. Calculons L (a) et l3 (a). 
En effet, en appliquant respectivement les réductions R (3), R (2), R (4), R (3), R (5), 
R(4), R(3) et R(2) selon la méthode de Robinson, on obtient: 
5 3 1 4 2 
5 2 1 4 2 
5 1 4 2 
5 1 1 3 2 
5 1 1 2 2 
4 1 1 2 2 
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3 1 122 
2 1 1 2 2 
1 1 122 
Ainsi, L (()) = 11122 et Bu = Cf3C~4Cf5' Le mot B (()) est obtenu du mot 12345, en 
remplaçant 1 par 1, 2 par 2, 3 par 1, 4 par 2 et 5 par 1. Ce qui implique que B (()) = 12121. 
Maintenant, on peut donner la proposition suivante: 
Proposition 19 Pour tout mot u E jp'* et a E lP', on a 
L (ua) = L (u) c avec c :::; a. 
Preuve 
À chaque mot u, on associe un poids deg (u) qui est la somme des lettres de u. 
On procède par récurrence sur le poids deg (u). 
Pour deg(u) = 1: 
Il est clair que deg (u) = 1, implique que u = 1 et donc L (u) = 1. Ainsi si a = 1, alors 
L (ua) = L (11) == 11 = L (u) 1 = L (u) a et il suffit de prendre c = a et si a > 1, alors 
L (ua) = L (la) = 12 = L (u) 2 et il suffit de prendre c = 2:::; a. 
Supposons que cette propriété est vraie pour tout u tel que deg (u) :::; n et montrons 
qu'elle est vraie pour u tel que deg (u) = n + 1. 
Pour passer du mot ua au mot de Yamanouchi L (ua), on applique au mot ua un certain 
nombre de réductions de type R (k) et chaque réduction transforme une lettre k en la 
lettre k-1. Parmi toutes ces réductions, considérons la réduction qui a transformé pour 
la première fois une lettre k du mot u en la lettre k - 1. On distingue deux cas: 
Premier cas: Cette l' 'du :tion n'existe pas, c'est-à-dire que toutes les réductions pour 
passer de ua vers L (ua) ont transformé à chaque fois la dernière lettre du mot cor­
respondant. Supposons que le nombre de toutes ces réductions est k. La 1ère réduction 
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transforme la lettre a en la lettre a - 1, la 2ème réduction transforme la lettre a - 1 en 
la lettre a - 2 et la kème réduction transforme la lettre a - k + 1 en la lettre a - k. Donc 
1: (ua) = u (a - k) 
qui est un mot de Yamanouchi. Comme le préfixe d'un mot de Yamanouchi est un mot 
de Yamanouchi, alors u est un mot de Yamanouchi et donc 1: (u) = u. Ainsi 
1: (ua) = u (a - k) = 1: (u) (a - k) et il suffit de prendre c = a - k :S a. 
Deuxième cas : Supposons que cette réduction existe et qu'elle est la (m + 1)-ème 
réduction, c'est-à-dire que les m premières réductions ont transformé à chaque fois 
la dernière lettre du mot correspondant. On peut déduire que la dernière lettre après la 
m-ème réduction est a-m. Par conséquent, 
1: (ua) = 1: (u (a - m)) = 1: (ut (a - m) ) 
où ut est obtenu de u en lui appliquant la (m + 1)-ème réduction, c'est-à-dire que ut est 
obtenu de u en transformant une lettre k de u en la lettre k - 1. 
Comme deg (ut) = deg (u) - 1 = n, alors par l'hypothèse de récurrence 
1: (ua) = 1: (ut (a - m)) = 1: (ut) c avec c :S a - m :S a. 
Montrons que 1: (ut) = 1: (u). Il suffit de montrer que la (m + 1)-ème réd uction précédente 
appliquée au mot u (a - m) pour obtenir le mot ut (a - m) peut être prise comme 
première réduction parmi toutes les réductions appliquées au mot u pour obtenir 1: (u), 
ce qui implique que 
1: (u) = 1: (ut) . 
En effet, on peut distinguer les deux cas suivants: 
Si k < a - m ou k ~ a - m + 2, alors la (m + 1)-ème réduction précédente peut être 
prise comme première réduction parmi toutes les réductions appliquées au mot u pour 
obtenir 1: (u) car dans ce cas cette réduction n'est pas liée à la dernière lettre a-m. 
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Si k = a-m, alors k est la première lettre du mot u (a - m) qui a le plus grand indice de 
toutes ses lettres qui sont égales à a-m. Comme l'indice d'une lettre dépend seulement 
des lettres situées à sa gauche et ne dépend pas des lettres situées à sa droite, alors k 
est aussi la première lettre du mot u qui a le plus grand indice de toutes les lettres de u 
qui sont égales à a- m. Ainsi on peut appliquer la réduction R (a - m) à u pour obtenir 
u'. 
Si k = a - m + 1, alors k est la première lettre du mot u (a - m) qui a le plus grand 
indice de toutes ses lettres qui sont égales à a - m + 1. Comme l'indice d'une lettre 
dépend seulement des lettres situées à sa gauche et ne dépend pas des lettres situées 
à sa droite, alors k est aussi la première lettre du mot u qui a le plus grand indice de 
toutes les lettres de u qui sont égales à a - m + 1. Ainsi on peut appliquer la réduction 
R (a - m + 1) à u pour obtenir u'. 
Par conséquent, 
J: (ua) = J: (u' (a - m)) = J: (u') c = J: (u) c. 
o 
À la fin de la section 4.4 de ce chapitre, nous donnerons une proposition (proposition 
24) plus générale que cette proposition. 
4.2
 Résultat de M. A. A. van Leeuwen donnant le lien entre l'al­
gorithme de Robinson et l'algorithme de Schensted (insertion 
colonne) 
D. E. Knuth est le premier qui a mentionné dans (Knuth, 1970) qu'il y a une connexion 
entre l'algorithme de Robinson et celui de Schensted, observation qu'il D. attribuée à 
Schützenberger. M. A. A. van Leeuwen, dans ((van Leeuwen, 1992), proposition 7.2), a 
donné une description précise de cette relation. Plus précisément, il a montré que: 
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Proposition 20 Pour tout u E Sn : 
On a vu dans l'exemple donné à la fin de la section 4.1 précédente avec u = 53142 E S5, 
que L (u) = 11122 et que B (u) = 12121. On a 
/- T c-- T\3 3 
2 5 2 5 = (12312l = 11122 = L (u)(w )
1 4 1 4\ V 
et 
,---- - TT 
5 5 
3 4 3 4 = (11223? = 12121 = B (u).(w )
1 2 1 2 
M. A. A. van Leeuwen a généralisé la correspondance entre les mots de Yamanouchi et 
les tableaux de Young standards à une correspondance entre les mots et les arrangements 
comme on l'a déjà vu à la section 2.3 précédente. Ensuite, il a traduit la méthode de 
Robinson donnée à la section 4.1 précédente sur les mots à une méthode équivalente sur 
les arrangements. La méthode de Robinson transforme un mot w en un mot de Yama­
nouchi L (w) et la méthode correspondante de van Leeuwen transforme l'arrangement 
owen un tableau de Young standard qu'on note par tw tel que w (tw ) = L (w). Dans 
toute la suite de cette thèse, on dit sans distinction que le tableau de Young standard 
tw est obtenu de l'arrangement Ow par la méthode de Robinson ou par la méthode de 
van Leeuwen. 
On associe à chaque entier k qui occupe le case (i, j) avec i > 1 dans l'arrangement Ow 
une quantité qu'on appelle une saillie (overhang) qu'on note par Sw (k) définie comme 
suit: 
Sw (k) = j - (# < k)i-l 
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où (# < k )i-1 dénote le nombre des entiers strictement inférieurs à k dans la ligne i - 1. 
La saillie Sw (k) est égale à l'indice de la k-ème lettre de w. En effet, il suffit de remarquer 
que la lettre i est la k-ème lettre de w et que Ipréfk (w) li = j et Ipréik (w) 11-1 = 
(# < k)i-J· 
Par exemple, pour w = 231124313, on a : 
-
6 
2 7 91 
Ow = 
1 5 
3 4 81 
Comme l'entier 7 occupe la case (3,2) dans l'arrangement Ow et comme (# < 7)2 = 2 
car le nombre des entiers strictement inférieurs à 7 dans la deuxième ligne de 0w est 2, 
alors 
Sw (7) = 2 - 2 = O. 
Ceci correspond à l'indice de la 7-ème lettre de w. En effet, l'indice de cette lettre qui 
est 3 est 
1231124313 - 12311243b = 2 - 2 = o. 
Notons que Ow est un tableau de Young standard si et seulement si Sw (k) :::; 0 pour tout 
k E ln]. 
Rappelons que dans le cas particulier où west une permutation de l'ensemble ln], 
l'arrangement Ow est constitué de lignes non vides consécutives de longueur 1. En lisant 
les lettres dans Ow de la première ligne jusqu'à la dernière ligne, on obtient w-1 . Dans 
ce cas, 0 :::; Sw (k) :::; 1 pour tout k E ln]. 
Remarquons que losqu'on applique l'algorithme de R.obinson «association l » à w 
pour obtenir L (w), 011 lui pplique un certain nombre de réductions de type R (k) et 
chaque réduction de type R (k) transforme une certaine lettre k de w en la lettre k - 1. 
Dans 0w, Ulle réduction de type R (k) correspond à déplacer un entier de la ligne k vers 
161 
la ligne k - 1. Lorsqu'on applique un certain nombre de réductions de type R (k) à w 
pour obtenir L (w), ceci correspond à déplacer des entiers dans l'arrangement Ow pour 
obtenir le tableau de Young standard tw tel que w (tw) = f(w). 
M. A. A. van Leeuwen a remarqué que Robinson transforme un mot w en le mot de 
Yamanouchi L (w) en répétant la procédure suivante qu'on va appeler la procédure de 
Robinson: 
• En premier, on cherche la plus petite lettre dans w ayant un indice strictement positif. 
Soit i cette lettre telle que i ~ 1. 
• Ensuite, on cherche parmi toutes les lettres de w égales à i la première lettre i située 
le plus à gauche. Soit k la position de cette lettre i . Donc i = Wk. On peut déduire 
que le mot, qu'on note par w', obtenu de w en supprimant toutes ses lettres sauf celles 
appartenant à [i - 1] ainsi que celles égales à i et qui sont situées dans préfk-l (w) 
est un mot de Yamanouchi car chaque lettre de ce mot a 'Un indice négatif ou nul. Soit 
Ipréfk (w) li = j. 
• On transforme la lettre Wk égale à i en la lettre i - 1. On note le mot obtenu par 
~ (w). La k-ème lettre du mot Ri (w) est égale à i - 1 et son indice est égal à 
(Ipréfk (w) li-l + 1) - Ipréfk (w) 1,-2 
et il est inférieur ou égal à 1. En effet, Ipréfk (w) li-l ::; Ipréfk (w) li-2 puisque w' est 
un mot de Yamanouchi. On peut remarquer aussi que 
Ipréfdw) li-l + 1
 
j - ((Ipréh (w) li -Ipréfk (w) li-d - 1)
 
Ipréh (w) li - (iwk (w) -1).
 
Toutes les lettres égales à i - 1 dans préh-l (w) conservent leurs indices qui sont 
négatifs ou nuls. Les lettres égales à i - 1 dans suf flwl-k (w) leurs indices augmentent 
de 1 et donc deviennent inféTieurs O'IL égals à 1. 
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• Dans le cas où le changement de la lettre Wk de i à i - 1 va causer l'apparition d'un 
indice strictement positif qui est 1 d'une lettre égale à i - 1, cette lettre i - 1 va être 
la R-ème lettre du mot IL; (w) pour un certain R~ k. Si c'est le cas, la prochaine étape 
sera de transformer de la même manière une lettre égale à i - 1 dans Ri (w) en la 
lettre i - 2. On continue ainsi jusqu'à ce qu'il n'y aura pas d'apparition d'un indice 
strictement positif d'une lettre inférieure ou égale à i. Supposons que ceci s'est produit 
pour les lettres égales à i' avec i' < i. Dans ce cas, Robinson associe un opérateur 
formel Ci',i' On peut remarquer qu'on a appliquer à w la suite de réductions de type 
R (k) suivante : 
R (i) ,R (i - 1) , ... , R (i' + 1) . 
Par conséquent, van Leeuwen a remarqué que Robinson obtient d'une part le mot de 
Yamanouchi [(w) et d'autre part l'opérateur formel Bw qui est une composition formelle 
d'opérateurs Ci',i . 
Maintenant, nous donnons la méthode de van Leeuwen pour obtenir le tableau de Young 
standard t w à partir de l'arrangement aw . Il s'agit de répéter la procédure suivante 
qu'on va appeler aussi la procédure de Robinson car elle est obtenue de la procédure de 
Robinson précédente sur les mots par traduction vers les arrangements: 
• En premier, on cherche la première ligne dans Clw qui contient un entier ayant une 
saillie strictement positive. Soit i le rang de cette ligne, c'est-à-dire cette ligne est la 
i -ème ligne de aw . 
• Ensuite, on cherche le premier entier dans la ligne i qui a la plus grande saillie 
strictement positive. Soit k cet entier (donc les i - 1 premières lignes et la partie de 
la ligne i située à gauche de k (k exclu) constitue un tableau de Young standard). Soit 
(i,j) la case dans l'arrangement aw occupée par k, c'est-à-dire que k est situé dans la 
ligne i et la colonne j. 
• On déplace k vers la ligne i - 1, ensuite on arrange les entiers des lignes i et i - 1 
de sorte qu'il ait une cTOi8sance de gauche à droite et qu'il n'y ait pas de cases vides au 
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milieu des lignes i et i - 1. Remarquons que k dans la ligne i - 1 va se trouver dans 
la colonne ((# < k)i-l + 1) qui est la colonne j - (sw (k) - 1). Ainsi le numéro de la 
colonne où se trouve k a diminué de Sw (k) -1. Remarquons aussi qu'un tel déplacement 
de l'entier k fait en sorte que tous les entiers inférieurs à k dans la ligne i -1 conservent 
leurs saillies qui sont négatives o'u nulles, les entiers supérieurs à k dans la ligne i - 1 
leurs saillies augmentent de 1 et donc leurs saillies deviennent inférieures ou égales à 
1 et la saillie de k dans la ligne i - 1 peut changer comme elle peut ne pas changer par 
rapport à sa saillie dans la ligne i tout en étant inférieure ou égale à 1. En effet, la 
saillie de k dans la ligne i -1 est ((# < k)i-l - (# < k )i-2) +1 et il suffit de remarquer 
que (# < k)i-l :; (# < k )i-2 car les i - 2 premières lignes et la partie de la ligne i - l 
située à gauche de k (k exclu) constitue un tableau de Young standard. 
• Dans le cas où le déplacement de k de la ligne i vers la ligne i -1 va causer l'apparition 
d'une saillie strictement positive q'Ui est 1, cette saillie va être la saillie de k ou d'un 
élément supérieur à k. Si c'est le cas, la prochaine étape sera de déplacer un entier de la 
même manière de la ligne i - 1 vers la ligne i - 2. On continue ainsi jusqu'à ce qu'il n'y 
aura pas d'apparition d'une saillie strictement positive. Supposons que ceci s'est produit 
à la ligne i' avec i' < i. Dans ce cas, Robinson associe un opérateur formel Ci',i. 
On répète cette procédure jusqu'à l'obtention d'un côté d'un tableau de Young standard, 
qu'on note par t w, et d'un autre côté de l'opérateur formel Hw qui est une composition 
formelle d'opérateurs Ci' ,i' 
Par conséquent, la méthode de van Lecuwcn utilis{~e pour obtenir le tableau de Young 
standard t w à partir de l'arrangement 0w correspond à répéter la procédure de Robinson 
un certain nombre de fois. Lorsqu'on applique la procédure de Robinson comme ci­
dessus, on dit qu'on a appliqué la procédure de Robinson complète. Lorqu'on se restreint 
à certaines premières étapes de œtte procédure, on dit qu'on a appliqué la procédure 
de Robinson incomplète. 
Dans le cas particulier W E Sn, initialement chaque entier dans Ow a une saillie qui 
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n'excède pas 1 et ceci reste vrai durant tout le processus d'application de la méthode 
de Robinson. M. A. A. van Leeuwen a utilisé l'opérateur formel Bw pour obtenir un 
deuxième tableau de Young standard qu'on note par Sw qui a la même forme que le 
premier tableau de Young standard tw tel que w (Sw) = B (w). En effet, van Leeuwen a 
traduit la méthode de Robinson précédente permettant d'obtenir le mot de Yamanouchi 
B (w) à partir du mot 12· .. n en utilisant l'opérateur Bw à une méthode équivalente 
permettant d'obtenir le tableau de Young standard Sw à partir de l'arrangement associé 
au mot 12···n en utilisant l'opérateur Bw . M. A. A. van Leeuwen a appliqué la procédure 
suivante: 
• On range les entiers 1, ... , n dans un arrangement ayant une seule colonne qu'on note 
par
 a(n) comme suit: 
n 
2 
1 
• Chaque opérateur Cil,i est interprété comme déplacer l'entier i de la ligne i vers la fin 
de la ligne i' avec i' < i. L'opérateur formel Bw est interprété comme un ensemble de 
tels déplacements. On peut remarquer qu'après cet ensemble de déplacements les lignes 
obtenues sont non vide:;, croissantes de gauche à droite et chaque ligne n'a pas de cases 
vides en son milieu. 
Remarquons que pour obtenir le tableau de Young standard tw , on applique à chaque fois 
la procédure de Robinson. À chaque fois que la procédure de Robinson est terminée on 
obtient l'ajout d'une case à une certaine ligne i' à cause d'un ensemble de déplacements 
d'éléments de sorte que le premier déplacement a commencé d'une certaine ligne i et le 
dernier déplacement a terminé à la ligne i'. Cette case est la même case occupée par i 
en le déplaçant dans a(n) de la ligne i vers la ligne i'. Donc à chaque fois la case ajoutée 
à une ligne est la même dans les deux procédures, ce qui implique que les deux tableaux 
obtenus tw et Sw ont la même forme et ils sont des tableaux de Young standards. 
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Pour mieux cerner cette description de M. A. A. van Leeuwen, on donne un exemple 
illustratif. Soit (J' = 463512 E 56. On a (J'-1 = 563142 et donc 
2 
4 
1 
3 
6 
5 
Lorsqu'on applique la procédure de Robinson, donnée ci-haut, pour la première fois, on 
obtient 
,-- ­
2 2 2 
1-­
4 4 4 
r--­
1 1 1 
----7 r-- ­ -----7 C1,3' 
3 
6 3 6 6 
5 5 3 5 
Lorsqu'on applique la procédure de Robinson pour la deuxième fois, on obtient 
,-- ­
2 2 2 2 
r--­
4 4 4 4 
1-­
1 
r--­
6 6 1 6 6 
3 5 3 5 3 5 135 
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Lorsqu'on applique cette procédure pour la troisième fois, on obtient 
-
2 2 2 2 
-
4 
-
4 
,- ­
4 
6 6 6 4 6 
135 1 3 5 135 1 3 51 
Lorsqu'on applique cette procédure pour la quatrième fois, on obtient 
,--- ­
2 
f- ­
f- ­
f- ­
,--- ­
f- ­
2 
f- ­
f- ­
,--- ­
-
-
2 
-
,--- ­
-
-
-
2 
,- ­
-
,- ­
f-- ­
4 6 4 6 4 6 4 6 2 4 6 
1 3 5 1 1 3 51 1 3 5 1 1 3 5 1 1 3 5 
Ainsi, on obtient d'un côté le tableau de Young standard 
ta=~
l2EEJ 
et d'un autre côté la composition formelle suivante des opérateurs Ci',i : 
L'opérateur Ba nous donne un deuxième tableau de Young standard comme suit: 
- ,--- ­
6 6 6 6 
- f- ­
5 5 5 
- 1--­
4 C],3 
------+ 
4 C],4 
------+ 
C2,5 
------+ - 1--­
3 
2 2 2 5 2 5 62 
1 1 3 1 3 4 1 3 41 1 3 4 
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Ainsi, le deuxième tableau de Young standard est 
S(T=~.ŒJIE] 
Par conséquent, L (a) = w (tu) = 121212 et B (a) = w (Su) = 121122. 
Par l'algorithme de Schensted, on obtient que 
4 6 5 6 
P(a) = 3 5 et Q(a) = 3 4 
1 2 1 2 
On peut remarquer facilement que 
w (QT (0)) ~ w ( ~ 121212 ~ L(o)00)

et que 
w (pT (0)) ~ w ( = 121122 ~ 8(0).00)

Notons que pour a E Sn, si l'algorithme de Schensted qui utilise l'insertion ligne lui 
associe la paire de tableaux (P (a) ,Q (a)) et si l'algorithme de Schensted qui utilise 
l'insertion colonne lui associe la paire de tableaux (Pl (a) ,Q' (a)), alors 
p' (a) = pT (a) et Q' (a) = QT (a) . 
Ainsi, le résultat de van Leeuwen suivant: 
donné par la proposition 20 précédente est équivalent au résultat suivant: 
L (a) = w (Q' (a)) et B (a) = w (pl (a)) . 
La preuve de ce résultat est donnée par la proposition suivante donné par van Leeuwen 
dans (van Leeuwen, 1992). Par conséquent, van Leeuwen a donné d'une manière précise 
le lien entre l'algorithme de Robinson et l'algorithme de Schensted qui utilise l'insertion 
colonne qu'on note par IL . 
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Proposition 21 Soit (J E Sn' Soit Ou l'arrangement associé à (J. Supposons que l'ap­
plication complète de la procédure de Robinson consiste à un ensemble de déplacements 
d'éléments de sorte que le premier déplacement commence à la ligne i et le dernier 
déplacement termine à la ligne il avec il < i. Alors les éléments des i premières lignes 
forment un tableau de Young standard qui est le même tableau de Young standard ob­
tenu durant l'application de l'algorithme de Schensted qui utilise l'insertion colonne 
après avoir inséré les i premiers entiers. 
Preuve 
Nous allons donner les étapes principales de la preuve de cette proposition comme le fait 
van Leeuwen dans (van Leeuwen, 1992). En effet, remarquons que après une application 
complète de la procédure de Robinson qui consiste à un ensemble de déplacements 
d'éléments de sorte que le premier déplacement commence de la ligne i et le dernier 
déplacement termine à la ligne il avec il < i, tous les éléments des i premières lignes ont 
une saillie inférieure ou égale à 0, ce qui implique qu'ils forment un tableau de Young 
standard. 
À chaque fois qu'ori applique la procédure de Robinson, on commence par déplacer- un 
certain entier k d'une cert.aine ligne i vers une ligne située en bas et ceci en passant à 
travers toute ligne vide jusqu'à ce que l'entier k atteint le tableau de Young standard 
qu'on note par t construit. après l'application précédente de la procédure de Robinson. 
M. A. A. van Leeuwen a montré qu'à partir de cette étape, poursuivre la procédure de 
Robinson est équiva1ent à appliquer l'insertion colonne Il de Schensted de l'élément k 
dans le tableau t. 
En premier, il a remarqué que chaque nombre qui se déplace vers une ligne précédente 
reste dans la même colonne car sa saillie était 1, ensuite le numéro de la colonne où il se 
trouve diminue par 1 -l, c'8st-à-dire reste le même. Si sa saillie est encore l, alon; il est 
le premier élément dans sa ligne ayant une saillie mau'Cimale, ce qui implique qu'il sera 
déplacé de nouveau vers la ligne précédente. Il continue de se déplacer d'une ligne à une 
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autre en restant dans la même colonne jusqu'à ce qu'il atteint un élément plus petit que 
lui dans cette colonne ou bien il atteint le début de cette colonne. Il a remarqué aussi 
que tous les entiers dans les lignes situées entre la ligne où le premier déplacement a 
commencé et la ligne où le dernier déplacement a terminé conservent leurs positions à 
l'exception de certains entiers qui seront éjectés vers la droite. 
M. A. A. van Leeuwen a défini inductivement pendant l'application de la procédure de 
Robinson certains entiers comme étant actifs. Le premier élément qui se déplace pendant 
l'application de la procédure de Robinson est par définition un entier actif et si un entier 
actif se déplace et dans sa nouvelle position sa saillie est inférieure ou égale à 0, alors 
l'entier situé dans la case voisine à sa droite est aussi actif. Ensuite, il a montré que la 
suite des entiers actifs est déterminée de la même manière que la suite des entiers qui 
se déplacent durant l'application de la procédure d'insertion colonne ft de Schensted et 
ces entiers se déplacent vers les mêmes positions. Il a aussi montré que chaque entier 
non actif occupe la même position après une application de la procédure de Robinson 
que sa position avant l'application de cette procédure. 
o 
Pour compléter la comparaison entre l'algorit.hme de Robinson et l'algorithme de Schens­
ted, van Leeuwen a remarqué qu'affecter un opérateur Ci',i est équivalent à placer l'entier 
i dans le tableau de droite, qu'on a noté par S(J, dans la position par laquelle la forme 
du tableau cie gauche, qu'on a not.é par t(J, croit suit.e à l'application de la prod~durc 
de Robinson commençant de la ligne i et terminant à la ligne if. Ceci est similaire à la 
règle de Schensted pour construire le tableau de droite. Tenant en compte le fait que 
dans l'algorithme de Robinson on commence par écrire verticalement vers le haut la 
permutation 0"-1 et en utilisant le fait que P (0"-1) = Q (0") et Q k-1) = P (0"), on 
obtient finalement que: 
Pour tout 0" E Sn 
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et 
Ce qui donne la preuve de la proposition 20 précédente. 
Par exemple, avec la permutation a = 463512 donnée dans l'exemple ci-haut, on peut 
remarquer que: l'application de la procédure de Robinson pour la première fois, est 
équivalente à insé'e' (inse,tion colonne) l'entiee 3 dans le tableau rn, ce qui donne le 
tableau~.ili 
L'application de la procédure de Robinson pour la deuxième fois, est équivalente à 
insérer (insertion colonne) l'entier 1 dans le tableau ~, ce qui donne le tableau ŒEJ 
L'application de la procédure de Robinson pour latHfuJqua;rième fois, est équivalente à 
insérer (insertion colonne) l'entier 2 dans le tableau , ce qui donne le tableau 
1 3 5 
4 6 
qui est exactement le tableau t(J.ffiffij135 
Si on remplit les cases d'un tableau de la même forme que t(J par les entiers l, ... , n selon 
leurs ordres d'apparition dans la chaîne de tableaux 
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5 6 
on obtient le tableau qui est exactement le tableau S(J' 
134tffiffi 
Par conséquent, 
et 
TS(J 1 CT =tffiffi5 1 (CT) (CT).= Q (-1) 6= p = P 
134 
On peut déduire facilement la proposition suivante: 
Proposition 22 Pour tout CT E Sn, on a : 
L(CT- 1 ) =B(CT), B(CT- 1) =L(CT), 
L (CT*) = ((L (CT))Tfv, B (CT*) = (B (CT))T, 
T (T)eVL (WO,n ° CT) = (L (CT)) ,B (WO,n 0 CT) = (B (CT)) , 
L(wo,nOCTOWo,rJ = (L(CT))ev etB(wo,nOCTOWO,n) = (B(CT))ev. 
Preuve 
On va utiliser le fait que p (CT- 1) = Q (CT), Q (CT- 1) = P (CT), P (CT*) = pl' (CT), Q (CT*) = 
ev (QT(CT)), P(WO,nOCT) = ev (pT(CT)), Q(WO,nOCT) = QT(CT), p(wQ,nOCT OWO,n) = 
ev (P (CT)) et Q(wQ,nOCTOWQ,n) = ev(Q(CT)). 
En effet, on a : 
L (CT-1) =
 w (QT (CT- 1)) 
w (pl' (CT)) 
B (CT) 
et 
B(CT-1) w (pT (CT- 1))= 
= w(QT(CT)) 
= L(CT). 
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On a aussi: 
/2 (CT") = 
= 
= 
= 
w (QT (CT*)) 
w (ev (Q (CT))) 
(w (Q (CT)))ev 
((w (QT (CT)))Tr V 
((/2 (CT)f) ev 
et 
8 (CT*) 
= 
= 
= 
w(pT((7*)) 
w (p (CT)) 
(w (pT (CT)) )T 
(8 (CT))T. 
On a: 
- /2 (WO,n 0 CT) = W(QT (wo,rÏ 0 CT)) 
W(Q (CT)) 
(w(QT((7)))T 
(/2 (CT)f . 
et 
8 (WO,n 0 (7) W (pT (WO,n 0 CT)) 
W (ev (P (CT))) 
(w (P ((J')))ev 
((w(pT(CT)))'l'r V 
((8 ((7)):1') ev. 
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Finalement, on a : 
L (WO,n 0 a 0 WO,n) 
et 
13 (WO,n 0 a 0 WO,n) 13 ((WO,n 0 a)*) 
'1'(13 (WO,n 0 a)) 
(( (13 (a))T) ev) T 
( ((13 (a))T)TYV 
(13 (a) )ev . 
o 
Nous allons généraliser cette proposition des permutations aux mots arbitraires. Le 
résultat plus général est donné dans la proposition 27 de la section 4.5 dans ce chapitre. 
4.3
 Algorithme de redressement d'un mot qui n'est pas un mot de 
Yamanouchi 
Soit W E jpl*. Par le lemme 4 du chapitre 2, il existe v E Y tel que u = vw E Y. 
Supposons que u E Yn.À et que v E Ym,/1 pour certains entiers m et n tels que ,\ f- n 
et J1 f- m avec m :::; n. Par la proposition 3 du chapitre 2, on peut identifier w à 
un tableau gauche standard 9 de forme À/ J1 tel que wg (g) = w. Plus précisément, 
9 = st (tl [m + 1, n]) où t = w- 1 (u). Par exemple, pour w = 32142, on prend v = 112 de 
sorte que u = vw = 11232142 est un mot de Yamanouchi de forme (3,3,1,1). Comme 
v = 112 est un mot de Yamanouchi de forme (2,1), alors w = 32142 est un suffixe de u 
- --
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de forme (4,3,1,1) / (2, 1) qu'on peut identifier au tableau gauche standard 
4 
f-- ­
1 
9 = l--+----,----, 
2 5 
3 
-
L'arrangement associé à w qu'on note par Clw est 
4 
1 
2 5 
3 
En appliquant la méthode de van Leeuwen à l'arrangement (1w, on obtient le tableau de 
Young standard tw tel que: 
tw=~.
 ~
 
Ce qui implique que L (w) = W (t w ) = 11122. 
Remarquons que le redressé de 9 est tw , c'est-à-dire J (g) = tw . Ceci nous amène à poser 
la question suivante: est-ce-qu'on peut toujours obtenir t w à partir du tableau gauche 
standard g, qui vérifie wg (g) = w, en le redressant par une suite de glissements du jeu 
de taquin de Schützenberger. La réponse à cette question est oui et la preuve est donné 
en détails à la section 4.4 suivante. Ainsi on peut dire que le lien entre l'algorithme de 
Robinson, l'algorithme d'insertion colonne de Schensted et l'algorithme du jeu de taquin 
de Schützenberger est très étroit. 
Ce résultat principal est une conjecture posée par notre directeur de recherche Chris­
tophe Reutenauer. Voici son énoncé: 
Conjec Ir 1 Soit w E IP* et soit g un ta61eau gauche standard tel que w y (g) = w. 
Alors 
W (J (g)) = L (w) . 
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Afin de donner une preuve pour cette conjecture, nous allons élaborer dans cette section 
un algorithme permettant de transformer un mot w qui n'est pas un mot de Yamanouchi 
en un mot de Yamanouchi qu'on note par F (w). On appellera cet algorithme l'algo­
rithme de redressement car il est compatible avec l'algorithme de redressement d'un 
tableau gauche standard donné au chapitre 1. En effet, en identifiant le mot w à un 
tableau gauche standard g, le mot F (w) est le mot de Yamanouchi associé au tableau 
de Young standard J (g) qui est le redressé de g, c'est-à-dire 
F (w) = w (J (g)) . 
De plus, F (w) ne dépend pas de la manière dont on a obtenu le tableau gauche g, 
c'est-à-dire si on identifie w à un autre tableau gauche standard g', alors F (w) est le 
même. 
Nous allons montrer dans la section 4.4 suivante que le mot F (w) est unique. Plus 
précisément, nous montrerons que 
F(w) =.c (w). 
Ce qui donne une preuve de la conjecture précédente car 
w (J (g)) =F(w) =.c (w). 
Supposons que 
u = vw = Xl··· X n 
et que v = pr·éfm (u) et w = suf fn-m (u). Remarquons que le fait que w soit un suffixe 
de u implique que le tableau gauche standard 9 associé à west le standardisé de la 
partie supérieure tl [m + 1, n] du tableau de Young standard t associé à u dont la partie 
inférieure restante tl lm] est le tableau de Young standard associé à v. Lorsqu'on applique 
à t l'algorithme d'évacuation donné à la section 1.8, la partie supérieure tl [m + 1, n] 
descend à chaque fois à cause des glissements effectués et après un certain nombre de 
glissements, la forme de tl [m + 1, n] devient normale, c'est-à-dire que tl [m + 1, n] est 
redressé. Ainsi, lorsqu'on applique à u l'algorithme d'évacuation donné à la section 
176 
3.3, ce qui est équivalent à évacuer t, l'algorithme de redressement du mot w consiste à 
appliquer cet algorithme d'évacuation à u = vw et dans la suite de mots de Yamanouchi 
u, u', ...qui ont respectivement les longueurs n, n - 1, ... , le redressé de west le mot de 
Yamanouchi dans cette suite qu'on note par F (w) qui a la même longueur que w. Notons 
que F (w) est le (m + l)-ème mot de Yamanouchi dans la suite précédente. Ainsi, les 
étapes de cet algorithme de redressement de w ne sont que les m premières étapes de 
l'algorithme d'évacuation de u = vw où m = Ivl. Plus tard, on va montrer que le mot 
obtenu F (w) est unique est ne dépend pas de v et donc ne dépend pas de g. 
Par exemple, pour w = 3423 et v = 11211, on a : U = 112113423 E Y et 
F(w) = 1212. 
En effet, on applique l'algorithme d'évacuation à u et on se restreint au cinq première 
étapes: 
Maintenant, on peut donner la définition suivante: 
Définition 56 Le redressé F (w) d'un mot west le mot de Yamanouchi qui a la même 
longueur que w et qu'on peut obtenir à partir de w par une certaine suite de glissements. 
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Un algorithme pour calculer F (w) consiste à effectuer les m premières étapes de l'algo­
rithme d'évacuation, donné à la section 3.3, de vw où vw E y et v E Ym . On appellera 
cet algorithme l'algorithme de redressement. Nous montrerons ci-dessous que le mot de 
Yamanouchi :F (w) est unique en montrant qu'il est identique à L (w)(Théorème 8). 
Comme les étapes de l'algorithme de redressement du mot w sont les m premières étapes 
des n étapes de l'algorithme d'évacuation du mot de Yamanouchi u tel que u = vw avec 
Ivl = m et lui = n et comme l'opération d'évacuation d'un mot de Yamanouchi est une 
involution, alors on peut déduire que: 
(F (w))ev
 ZlZ2' .. Zn-m 
préfn-m ((vw )ev) . 
Ce qui implique le lemme suivant: 
Lemme 8 Soient w E IP'* et v E y tels que vw E y. Alors 
On peut remarquer dans l'exemple sur l'algorithme d'évacuation, donné à la section 
3.3, que si on supprime la première ligne, les lignes restantes donnent l'évacué du mot 
de Yamanouchi u', c'est-à-dire que (u,)ev = Zl ... Zn-l. Remarquons aussi que u' = 
F(suffn-l (u)). Ce qui implique que 
(F(suffn-l (u)))ev = préfn-l (uev ). 
La proposition suivante donne un résultat plus général. 
Proposition 23 (Schützenberger) Soit u un mot de Yamanouchi de longueur n. Alors 
pour tout k E ln] : 
(F (suf ik (u)))ev = préfk (uev ) . 
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La preuve de cette proposition découle directement par construction de l'algorithme 
d'évacuation et de l'algorithme de redressement et du fait que l'opération d'évacuation 
est une involution. 
Notons que ce résultat a été déjà démontré par Schützenberger ((Schützenberger, 1976), 
section 3.6) pour les tableaux de Young standards où il a montré que si t est un tableau 
de Young standard à n éléments, alors 
ev (J (st (tl [n - k + 1, n]))) = (ev (t)) 1[k] , 
où J (st (tl [n - k + 1, n])) dénote le redressé du tableau gauche standard st (tl [n - k + 1, n]). 
Le lemme suivant peut être déduit directement de l'algorithme de redressement. En 
effet, remarquons que dans l'exemple ci-haut où w = 3423 et :F (w) = 1212, on peut 
supprimer la dernière colonne et en posant Wl = 342, on peut remarquer clairement 
puisque VWI est un mot de Yamanouchi car il est le préfixe du mot de Yamanouchi vw, 
que la partie restante donne exactement le redressement de Wl comme illustré ci-dessous. 
Ce qui implique que :F (Wl) = 121. 
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Donc 
F(w) = F(3423) = F(w'3) = 1212 = F(342)2 = F(w') 2. 
On peut aussi supprimer les deux dernières colonnes et en posant w" = 34, on obtient 
F(w) = F(3423) = F(w"23) = 1212 = F(34) 12 = F (W") 12. 
Dans toute la suite de cette thèse, on va utiliser la notation suivante : 
Si u = al ... an et v = bl ... bn sont deux mots dans jp'n, alors on écrit u ::; v si et 
seulement si pour tout i E ln] : ai ::; bi. 
Maintenant, on peut donner le lemme suivant 
Lemme 9 Pour tous mots u, v E jp'*, on a : 
F (uv) = F (u) w où w ::; v et F (v) = F (w) . 
Preuve 
On peut remarquer que lorsqu'on applique l'algorithme de redressement à un mot, dans 
la même colonne et d'une ligne à une ligne suivante du haut vers le bas une lettre a soit 
elle reste a ou soit elle devient a - 1. Ce qui implique que si on prend un mot w dont les 
lettres sont situées dans une certaine ligne entre deux certaines colonnes, chaque mot 
w' situé dans une ligne en bas entre les mêmes colonnes vérifie w' ::; w. 
Supposons que Ivl = m. En appliquant l'algorithme de redressement à uv, on obtient 
F(uv). Maintenant, en supprime les m dernières colonnes et on obtient F(u). Ce qui 
implique que F (uv) = F (u) w avec w ::; v. On peut redresser w comme étant un suffixe 
du mot de Yamanouchi F(uv) = F(u)w, ce qui donne aussi le redressé de v. Par 
conséquent, on obtient 
F(v) = F(w). 
- -
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Pour mieux cerner cette situation on peut observer le schéma suivant: 
v 
F (u) w on a : F (u) w = F (uv). 
F(v) on a: F(v) = F(w) 
o 
On a vu à la dernière section du chapitre 2 que la concaténation de deux mots de 
Yamanouchi est un mot de Yamanouchi. On a aussi donné cette opération en utilisant 
les tableaux de Young standards qui sont en bijection avec les mots de Yamanouchi 
et on a noté le tableau obtenu des deux tableaux T et S par T * S. Cette opération, 
sous sa forme tableau, intervient dans ((Poirier et Reutenauer, 1995), page 87). Poirier 
et Reutenauer ont mentionné qu'on peut simuler cette opération par jeu de taquin de 
Schützenberger comme suit: soit Pl un tableau de Young standard à n éléments et soit 
P2 un tableau de Young standard à m éléments. Soit P~ le tableau standard obtenu du 
tableau P2 en ajoutant n à chacun de ses éléments. Si on place Pl en haut et à gauche 
de P~, on obtient un tableau gauche de Young standard, qu'on note par P à n + m 
éléments et le tableau Pl *P2 correspond au redressé de P, c'est-à-dire Pl *P2 = J (P). 
Nous allons montrer cette propriété. En effet, posons UI = W (Pl), U2 = W (P2) et 
U = W g (P). Soit u~ le mot obtenu de UI en ajoutant k à chacun de ses lettres où k est 
la plus grande lettre de U2. Ainsi 
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3 
1 2 
Par exemple, pour Pl =t&Jet P2 =: ,on a P~ =: ,P = 7 
1 2 f--+__----, f---+--------, f- ­
1 3 4 6
 5 
4 6 1 
c-­
7 
3 5 . Ainsi UI =112, U2 =1213, k = 3, u~ =445 et u =4451213. 
1 2 41 6 1 
Pour montrer que Pl * P2 = J (P), il suffit de montrer que 
En effet, en utilisant le lemme 9 précédent, on obtient 
Mais F(u~) =UI et F(U2) =U2 et donc v ::; U2 et F(v) =U2, ce qui implique que 
v = U2 car U2 = F (v) ::; v. 
4.4
 Résultat principal : L'algorithme de redressement et l'algo­
rithme de Robinson sont équivalents 
Le théorème suivant donne le résultat principal suivant: l'algorithme de redressement 
et l'algorithme de Robinson sont équivalents. 
Théorème Il Pour tout mot w E IP'n, on a : 
L: (w) = F (w) . 
Pour montrer ce théorème, on va supposer que w n'est pas un mot de Yamanouchi car 
dans le cas contraire L: (w) = w = F (w). 
- - - -
182 
Rappelons les étapes à suivre pour obtenir :F (w) à partir de w : 
On commence par prolonger w à gauche pour obtenir un mot de Yamanouchi u = vw 
ayant une longueur strictement plus grande que celle de w. Ensuite, on écrit u sous la 
forme (u)uT et on applique l'algorithme de redressement à w qui consiste à effectuer les 
Iv\ premières étapes de l'algorithme d'évacuation de u. Dans chaque étape, une suite 
de lettres est remplacée par une autre suite de lettres de sorte que chaque lettre ab 
remplace soit la lettre ab+l ou bien la lettre (a + l)b. 
Dans toute la suite de cette section, v = VI ... V m et w = Wl ... wn . En appliquant 
l'algorithme de redressement au mot w, on peut montrer que lorsqu'une lettre Xi dans 
w (on considère chaque lettre de w comme une lettre étiquetée de (u)uT) est remplacée 
par la lettre (x - l)i de w pendant une certaine dape de l'application de l'algorithme de 
redressement à w, alors l'indice i w (Xi) est le plus grand parmi tous les indices iw (x) de 
toutes les lettres x de w. Ce résultat est donné plus précisément par le lemme suivant: 
Lemme 10 Si la lettre (x - l)i de w remplace la lettre Xi de w, alors toutes les lettres 
x dans w qui sont à droite de la lettre Xi ont un indice plus petit ou égal à l'indice de 
Xi, les lettres x dans w qui sont à gauche de Xi et à d'ruite de (x - l)i ont un indice 
strictement plus petit que l'indice de Xi, tandis que toutes les lettres X dans w qui sont 
à gauche de la lettre (x - l)i ont un indice plus petit ou égal à l'indice de la lettre Xi. 
Preuve 
!

On va montrer que si x est une lettre de w, alors
 
Zw (x) ::; ~w (Xi) si x est située à droite de Xi,
 
Zw (x) < Zw (Xi) si x est située à gauche de Xi et à droite de (x - l)i.
 
i w (x) ::; iw (Xi) si x est située à gauche de (x - l)i.
 
!

Il est équivalent par le lemme 2 du chapitre 2 de montrer que
 
ivw (x) ::; Zvw (Xl) si x est située à droite de Xi,
 
i vw (x) < i vw (Xl) si x est située à gauche de Xi et à droite de (x - l)i.
 
i vw (x) ::; i vw (Xl) si x est située à gauche de (x - l)i.
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On va montrer chaque cas séparément . 
• x est une lettre de W située à droite de la lettre Xi : 
Soit x = Xk. Ainsi 
VW = Vl ... VmWl ... (x - l)i ... Xi ... Xk ... Wn 
où v = Vl ... V m et W = Wl ... W n . Dans ce cas, k - i est le nombre des lettres x 
situées entre Xi (exclue) et Xk (inclue). Supposons que s est le nombre des lettres x - 1 
situées entre Xi et Xk. On peut déduire que k - i :S s. En effet, comme vw est un mot de 
Yamanouchi et comme le préfixe d'un mot de Yamanouchi est un mot de Yamanouchi, 
alors le mot Vl ... Xk est un mot de Yamanouchi et donc 
ce qui implique que i + s 2 k (remarquons qu'il n'y a pas de lettres x -1 entre (x - l)i 
et Xi, car dans le cas contraire, il y aura la lettre (x - l)i+l entre (x - IL et Xi et donc, 
d'après l'algorithme de redressement, (x - l)i remplace la lettre (x -l)i+l et pas la 
lettre Xi, ce qui donne une contradiction avec le fait que la lettre (x - 1\ a remplacé la 
lettre Xi)' Comme ivw (Xk) = k - (i + s) et i vw (Xi) = 0, alors dans ce cas, pour déduire 
que 
il suffit de rarnarqller que k - (i + s) :S O. 
• x est une lettre de W située à gauche de la lettre Xi et à droite de la lettre (x - l)i : 
Soit x = Xj. Ainsi 
VW = Vl ... VmWl ... (x - l)i ... Xj ... Xi ... Xk ... Wn· 
Dans ce cas, j < i car Xj est située à gauche de Xi. Comme il n'y a pas de lettres x - 1 
entre (x - l)i et Xi et donc il n'y a pas de lettres x - 1 entre (x - l)i et Xj, alors le 
nombre des lettres x - 1 situées à gauche de Xj est i qui est aussi le nombre des lettres 
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x - 1 situées à gauche de Xi. Ainsi ivw (Xj) = j - i et ivw (Xi) = O. Comme j < i, alors 
j - i < 0, c'est-à-dire que 
• X est une lettre de W située à gauche de la lettre (x - l)i : 
Soit X = Xe. Ainsi 
VW = Vl ... VmWl ... xe' .. (x - l)i ... Xj ... Xi' .. Xk ... Wn · 
Soit t est le nombre des lettres x - 1 situées entre X( et (x - l)i (inclue). Dans ce cas, 
R:S i - t. En effet, comme le mot Vl ... Xe est un mot de Yamanouchi, alors 
ce qui implique que i - t 2: R. Ainsi ivw (xe) = R- (i - t). Comme i7J1/J (Xi) a et 
R- (i - t) :S 0, alors 
D 
On peut déduire le corollaire suivant: 
Corollaire 4 Si la lettre (x - ni est une lettre de v et elle remplace la lettre Xi de W 
pendant une certaine étape de l'application de l'algorithme de redressement à w, alors 
toutes les lettres x dans W qui sont à droite de la lettre Xi ont un indice plus petit ou 
égal à l'indice de Xi tandis que toutes les lettres x dans W qui sont à gauche de Xi ont 
un indice strictement plus petit que l'indice de Xi. 
Dans ce cas, 
VW = Vl ... (x - l)i ... VmWl ... Xj ... Xi' .. Xk ... W n · 
Il suffit d'appliquer le lemme la précédent sans tenir compte du dernier cas. ET fiet, 
comme (x - l)i est une lettre de v, alors il n'y a pas de lettre x dans W qui sont à gauche 
de (x ~ l)i' 
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Remarque 4 Rappelons que pour obtenir L (w) à partir de w par l'algorithme de Ro­
binson, on lui applique un certain nombre de réductions de type R (k). Chaque réduction 
de type R (k) transforme une lettre k de w à la lettre k - 1. Cette lettre k a le plus grand 
indice parmi les indices de toutes les lettres k de w et elle est située la première à 
gauche dans w par rapport aux lettres k de w ayant un indice égal à son indice. Dans 
les conditions du corollaire précédent, la lettre Xi a le plus grand indice parmi les indices 
de toutes les lettres x de w et elle est située la première à gauche dans w par rapport 
aux lettres x de w ayant un indice égal à son indice. Ainsi remplacer x par x - 1 est 
exactement appliquer la réduction de type R (x) à w. 
Maintenant, on donne lln résultat plus g(~n6ra.1 que celui du corollaire précédent. 
Corollaire 5 Si la lettre (x - l )i-k avec k 2:: 1 e~t une lettre de v et si elle remplace 
la lettre (x - l)i-k+l de w, la lettre (x - l)i-k+l de w remplace la lettre (x - 1)i-k+2 
de w et ainsi de suite jusqu'à ce que la lettre (x - 1) i de w remplace la lettre Xi de w, 
alors toutes les lettres x dans w qui sont à droite de la lettre Xi ont un indice plus petit 
ou égal à l'indice de Xi tandis que toutes les lettres x dans w qui sont à gauche de Xi 
ont un indice strictement plus petit que l'indice de Xi. 
Preuve 
Par le lemme 10 précédent, toutes les lettres x dans w qui sont à droite de la lettre Xi 
ont un indice plus petit ou égal à l'indice de Xi et toutes les lettres x dans w qui sont à 
gauche de Xi et à droite de (x - l)i ont un indice strictement plus petit que l'indice de 
Soit x une lettre de w située entre (x - l)i-k+j et (x - l)i-k+j+l pour un certain j tel 
que 1 ::; j ::; k - 1. On va montrer que i w (x) < i w :xd. Il est équivalent de montrer que 
ivw (x) < iVlV (Xi) sachant que i vw (Xi) = O. Soit x = xq . Ainsi, 
vw = Vl"'(X - 1). ··,v Wl"'(X - 1). ···(x -ll"'x .. ·(x - 1). . .. ·(x -l) ... ·x· .. ·wt-k m t-k+l .!-k+] q 1-k+]+1 t . 2 n· 
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On a ivw (xq) = q - (i - k + j). Comme le mot VI ... xq est un mot de Yamanouchi, 
alors 
ce qui implique que i - k + j 2 q. Remarquons que q =1= i - k + j, car dans le cas 
contraire xq = Xi-k+j et il y aura la lettre Xi-k+j entre (x - l)i-k+j et (x - l)i-k+j+l 
et donc, d'après l'algorithme de redressement, (x - l)i-k+j remplace la lettre Xi-k+j et 
pas la lettre (x - l )i-k+j+l' ce qui donne une contradiction avec le fait que la lettre 
(x - 1)i-k+j a remplacé la lettre (x - 1)i-k+j+l' Donc q < i - k + j, ce qui implique 
que 
Soit x = xp une lettre de w située à gauche de (x - 1)i-k+I' Ainsi 
vw = VI ... (x - 1). . .. V Wl'" x .. · (x - 1). . .. (x - 1) .... x· ... Wt-k m P t-k+l t t n· 
On a : i vw (x p ) = p - (i - k) car il n'y a pas de lettres x - 1 entre (x -1)i-k et xp ' 
Comme le mot VI ... xp est un mot de Yamanouchi, alors 
ce qui implique que i - k 2 p. Remarquons que p =1= i - k, car dans le cas contraire 
xp = Xi-k et il y aura la lettre Xi-k entre (x - 1)i-k et (x - 1)i-k+1 et donc: d'après l'al­
gorithme de redressement, (x - 1)i-k remplace la lettre Xi-k et pas la lettre (x - 1)i-k+l' 
ce qui donne une contradiction avec le fait que la lettre (x - 1)i-k a remplacé la lettre 
(x - 1)i-k+l' Donc p < i - k, ce qui implique que 
o 
Le lemme suivant donne un résultat plus général que les résultats précédents 
Lemme 11 Si la lettre (x - 1)i de V remplace la lettre .Ti de W et la lettre Xi remplace 
la lettre (x + l)i de w, alor's après que la lettre (x - 1)i a remplacé la lettre Xi et avant 
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que la lettre Xi ne remplace (x + l)i' toutes les lettres (x + 1) dans W qui sont à droite 
de la lettre (x + l)i ont un indice plus petit ou égal à l'indice de (x + l)i tandis que 
toutes les lettres (x + 1) dans W qui sont à gauche de (x + l)i ont un indice strictement 
plus petit que l'indice de (x + 1)i' 
Preuve 
Dans ce cas, 
VW = Vl ... (x - l)i ... VmWl ... Xi' . , (x + l)i ' .. W n · 
Après que la lettre (x - l)i a remplacé la lettre Xi et avant que la lettre Xi ne remplace 
(x + l)i' on a: 
VW =Vl" 'VmWl'" (x-1)i'" (x+ l)i" ·Wn · 
Par le lemme 10 précédent, chaque lettre (x + 1) de u située à droite de (x + l)i a un 
indice plus petit ou égal à l'indice de (x + l)i' Supposons que x + 1 = (x + l)j est une 
lettre de W située entre (x - l)i et (x + l)i' Dans ce cas, 
VW = Vl ... VmWl ... (x - l)i ... (x + l)j ... (x + l)i ... W n · 
Comme il n 'y a pas de lettre x entre (x - 1\ et (x + l)i et donc il n 'y a pas de lettre x 
entre (x - l)i et (x + l)j et comme le nombre des lettres x dans le mot Vl ... (x - l)i 
est i - l, alors 
i vw ((x + 1)j) = j - (i - 1) = j - i + 1. 
Pour déduire que 
ivw ((x + 1)j) < ivw ((x + 1)i) , 
il suffit de remarquer que i,uw ((x + l)i) = i - (i - 1) = 1 et que j < i car (x + l)j est 
située à gauche de (x + l)i' 
Soit x + 1 = (x + 1h une lettre de u située entre Wl et (x - l)i' Dans ce cas, 
VW = Vl ... VmWl ... (x + l)k ... (x - l)i ... (x + l)j ... (x + l)i ' .. W n · 
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On a: 
ivw ((x + 1)k) = k - h, 
où h = h ... (x + Ih lx. Remarquons que h < i car 
h = IVI ... (x + l)k lx :S IVI ... (x - l)i lx = i - 1. 
Comme ivw ((x + l)i) = 1, il suffit de montrer que k - h < 1. Comme VI'" (x + l)k est 
un mot de Yamanouchi, alors 
ce qui implique que h 2: k, c'est-à-dire que k - h :S 0 < 1. 
o 
Remarque 5 Dans les conditions du lemme précédent, après que la lettre (x - l)i a 
remplacé Xi et avant que la lettre Xi ne remplace la lettre (x + 1)i J les indices iw ((x - 1) j ) 
et iw ((x + l)i) augmentent de 1 à cause de la disparition de la lettre Xi qui a été rem­
placée par (x - l)i et l'indice iw ((x + Ih) ne change pas car (x + Ih était située à 
gauche de la lettre Xi. Ceci montre que iw ((x + 1\) < iw (( x + 1)i) avant que et après 
que- (x - l)i ne remplace Xi, alors ·que iw ((x + l)k) :S i w ((x + 1») avant que (x - l)i 
ne remplace Xi. et iw ((x + l)k) < iw ((x + l)i) après que (x - l)i a remplacé x 1:­
Remarque 6 Dans les conditions du lemme Il précédent, la lettre Xi a le plus grand 
indice parmi les indices de toutes les lettres x de w et elle est située la première à gauche 
dans w par rapport aux lettres x de w ayant un indice égal à son indice. Ainsi, remplacer 
x par (x - 1) est exactement appliquer R (x) à w. Une fois x - 1 a remplacé x et avant 
que x ne remplace (x + 1), la lettre (x + 1)i a le plus grand indice parmi les indices de 
toutes les lettres (x + 1) de w et elle est située la première à gauche dans w par rapport 
aux lettres (x + 1) de w ayant un indice égal à son indice. A insi remplacer (x + 1) par 
x est exactement appliquer R (x + 1) à w. Par conséquent, remplacer sv,ccecivement x 
par (x - 1) et (x + 1) par x est exactement appliquer succecivement R (x) et R (x + 1) 
àw. 
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Le lemme suivant donne un résultat plus général et on va l'utiliser directement pour 
donner la preuve du résultat principal de cette section. 
Lemme 12 Supposons que dans certaine étape pendant l'application de l'algorithme de 
redressement au mot w, on a remplacé une suite dans w df la forme 
où k = ka :::: 1 et k1 , k2 , ... , km, m sont des entiers positifs ou nuls, par l'une des deux 
suites suivantes : 
Xk-l, Xk, .", Xk+k 1 , (x + 1)k+k , .", (x + 1h+k +k ' "', (x + m)=-l , "', (x + m) (= )
1 1 2 I:: ki I:: k; -1 
i=ü Î=ü 
ou 
(X-1)k,Xk, .. ·,Xk+kl'(x+1)k+k , .. ·,(x+1h+k+k , .. ·,(x+m)=_l , ... ,(x+m)(= ) . 
1 l I:: k i I:: k i -12 
i=ü i=ü 
Alors, ceci est équivalent à appliquer à w successivement des réductions de type R (k) 
selon l'une des deux suites suivantes : 
R (x + 1) , R (x + 2) " . " R (x + m) 
ou 
R (x) , R (x + 1) , R (x + 2) " . " R (.7: + m) 
respectivement. 
Preuve 
On procède par récurrence sur m. 
Si m = 0, alors soit que w reste le même ou soit que la lettre (x - 1h de v remplace la 
lettre Xk de w et ceci par le corollaire 4 précédent et par la remarque 4 précédente est 
équivalent à appliquer la réduction de type R (x) à w. 
Supposons que la propriété donnée ci-haut est vraie pour m avec m :::: 0 et montrons 
qu'elle est aussi vraie pour m + 1. 
190 
Par l'hypothèse de récurrence, tous les remplacement effectués avant que (x + mh+k1+.+km 
ne remplace (x + m + 1)k+k +..+km sont équivalents à appliquer àw successivement des 1 
réductions de type R (k) selon l'une des deux suites suivantes: 
R (x + 1) ,R (x + 2) " . " R (x + m) 
ou 
R (x), R (x + 1), R (x + 2),· . " R (x + m). 
Montrons maintenant que lorsque (x + mh+k1+.+km remplace (x+ m + 1h+kl+.. +km 
alors ceci est équivalent à appliquer la réduction R (x + m + 1) à w. En effet, par le 
lemme 10 précédent, avant que (x + mh:+k1 ++km ne remplace (x +m + 1)k+k1 +.. +km' 
toutes les lettres x+m+ 1 dans w qui sont à droite de la lettre (x + m + l)k+kl + ..+km ont 
un indice plus petit ou égal à l'indice de (x + m + l)k+kl +..+km' touies les lettres x+m+ 
1 dans w qui sont à gauche de (x + m + 1)k+k1 ++km et à droite de (x + m)k+kl++km 
ont un indice strictement plus petit que l'indice de (x + m + 1h+k +.+km et toutes les 
1 
lettres x + m + 1 dans w qui sont à gauche de (x + mh+k1+ .+k", ont un indice plus 
petit ou égal à l'indice de (x + m + 1h+kl+.+km· 
Soit x+m+ 1 = (x + m + l)j une lettre de w située à gauche de (x +mh+kl+.+k 
m
' Par 
la remarque 5 précédente, avant que (x + mh+~l++km ne remplace (x + m + 1h+kl+ ..+km' 
on a 
Mais aprés que (x + mh+kl+.+km-l a remplacé (x + m)k+kl+..+km et avant que (x + mh+kl++km 
ne remplace (x + m + 1h+kl+.+km' l'indice i w (x + m + l)k+kl+.+km augmente de 1 à 
cause de la disparition de la lettre (x + mh+k1+.+k m qui a été remplacée par (x + mh+k1 + .. +km-l 
et l'indice i w ((x+m+ l)j) ne change pas car (x+m+1)j était située à gauche de 
(x + m)k+kl +... +k
m 
· Ceci montre que 
Comme la lettre (x + m + 1)k+kl +..+k
m 
a le plus grand indice parmi les indices de toutes 
les lettres x + m + 1 de w et elle est située la première à gauche dans w par rapport 
191 
aux lettres x + m + 1 de w ayant un indice égal à son indice, alors remplacer x + m + 1 
par x + m est exactement appliquer R (x + m + 1) à w. Ce qui termine la preuve de ce 
lemme. 
o 
Preuve du théorème 8 
D'après tout ce qui précède et en particulier d'après le lemme 12 précédent, lorsqu'on 
applique l'algorithme de redressement à w pour obtenir F (w), dans chaque étape le 
remplacement d'une suite de lettres par une autre suite de lettres est équivalent à 
l'application de réductions de type R (k) selon UIle certaine snite de r6ductions de type 
R(k). Par conséquent, F(w) est un mot de Yamanouchi obtenu de 1J) en lui appliquant 
des réductions de type R (k) selon une certaine suite. Le mot de Yamanouchi L (w) est 
lui aussl obtenu de w en lui appliquant des réductions de type R (k) selon une suite qui 
n'est pas nécessairement la même suite précédente. Sachant que L (w) est unique d'après 
le résultat de Thomas et que le nombre de réductions nécessaires pour transformer w 
en un mot de Yamanouchi est toujours constant, alors les deux suites précédentes ont 
le même nombre de réductions de type R (k) et une fois on les applique au mot w on 
obtient le même mot de Yamanouchi. Par conséquent, F (w) = L (w). 
o 
On peut déduire que F (w) ne dépend pas du mot de Yamanouchi v qu'on a utilisé 
pour que u = vw soit un mot de Yamanouchi. En effet, supposons que VIW est un autre 
mot de Yarnanouchi, alors en répétant le raisonnement précédent en remplaçant v par 
Vi et ivw (x) par iv'w (x) pour toute lettre x, on obtient le même résultat qui est le mot 
de Yamanouchi L (w). Ainsi, remplacer le mot de Yamanouchi v par un autre mot de 
Yamanouchi Vi ne change absolument rien. Donc F (w) ne dépend pas de v. 
Remarque 7 Soit w E )P'*. Soient Vj, V2 E y tels que VI f. V2 et VI w!V2W E y. Alors 
w! comme suffixe du mot de Yamanouchi VI w, peut être identifié à un tableau gauche 
standard gl et pe'ut aussi comme suffixe du mot de Yamanmu;hi V2W êtn identifié à un 
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autre tableau gauche standard g2. En appliquant l'algorithme de redressement à w on 
obtient un mot de Yamanouchi F (w) dont le tableau de Young standard est le redressé 
de gl et aussi le redressé de g2. Ainsi, gl et g2 ont le même redressé ce qui implique que 
les deux tableaux gl et g2 sont jeu de taquin équivalent et donc Knuth équivalents. 
Remarque 8 Soit w un mot qui n'est pas un mot de Yamanouchi. Identifions w à 
un tableau gauche standard g. Le mot de Yamanouchi [ (w) qui est F (w) est le mot 
de Yamanouché associé au tableau de Young standard J (g) qui est le redressé de g, 
c'est-à-dire 
F (w) = [ (w) = w (J (g)) . 
Comme chaque réduction de type R (k) transforme une lettre k en la lettre k - 1, alors 
appliquer une réduction de type R (k) à west équivalent à déplacer un élément dans 9 de 
la ligne k vers la ligne k - 1 à cause d'un glissement du jeu de taquin de Schützenberger 
pendant le redressement de g. 
La proposition suivante découle directement du lemme 9 précédent et du théorème 8 
précédent. 
Proposition 24 Pour tous mots u, v E IP'*, on a 
[ (uv) = [ (u) w où w :::; v et L (v) = [ (w) . 
En particulier, 
a) pour tout mot u E IP'* et pour tout a E IP', on a : 
[(ua) = [(u) c avec c :::; a. 
b) pour tout mot u E IP'* et pour tous a, b E IP', on a. : 
[ (uab) = [ (u) cd avec c :::; a et d :::; b et [ (ab) = [(cd) . 
Remarquons que le résultat a) dans cette proposition correspond au résultat de la pro­
position 19 précédent.e. 
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4.5
 Généralisation du résultat de 1\1. A. A. van Leeuwen des per­
mutations aux mots arbitraires 
À chaque mot W = Wl ... Wn, on associe un opérateur formel qu'on note par C (w) 
comme suit: 
Par exemple, C (11247) = C1,2C2,3C7,5. 
Remarquons que si Wl, W2 E IP'n, alors 
Remarquons que pour 0 = 463512 donnée dans la section 4.2 précédente, on a 
C(B(o)) C (121122) 
En général, on peut donner le lemme suivant: 
Lemme 13 Pour tout 0 E Sn : 
Ba = C (B (0)) . 
Preuve 
Un facteur Ci',i dans Ba signifie que dans llne certaine application complN,c de la 
procédure de Robinson durant la transformation de l'arrangement associé Oa au ta­
bleau de Young standard ta, le premier déplacement a commencé à partir d'une ligne i 
et le dernier déplacement a terminé à une ligne i'. Ce qui implique que la i-ème lettre 
de B (0") est i' et donc le facteur Ci',i apparaît aussi dans C (B (0")). 
Si Ci',i est un facteur dans C (B (0")), alors la i-ème lettre de B (0) est i' et ceci implique 
que durant la transformation de l'arrangement o(n) au tableau de Young standard Sa, 
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l'entier i s'est déplacé de la ligne i vers la ligne il. Ce qui implique que le facteur Ci',i 
apparaît aussi dans l3u ' 
Par conséquent, l3a = C (l3 (a)). 
D 
Rappelons que si w = al ... an E jpn, alors la permutation standardisée à droite de w, 
qu'on note par std (w), est définie comme suit: 
où hw est l'unique fonction de l'ensemble des lettres de w, considérées comme étant deux 
à deux différentes, vers l'ensemble ln] qui vérifie pour tous i,j E ln] : hw (ai) < hw (aj) 
si ai < aj ou (ai = aj et i > j). La fonction hw est une bijection entre l'ensemble des n 
lettres de w et l'ensemble ln]. On note la bijection inverse par h;;/. Par exemple, pour 
w = 35131, on a: std (w) = 45231. Ce qui implique que h;;/ est donnée par h:;} (1) = l, 
h:;} (2) = l, h:;;/ (3) = 3, h:;;/ (4) = 3 et h;} (5) = 5. 
On note par hw (C (w)) l'opérateur formel suivant: 
hw (Il [] ..j.' CWi,i)~E n ,W,r~ 
Par exemple, pour w = 35131, 
hw (C (w)) 
Maintenant, on peut donner la proposition suivante qui généralise le résultat de van 
Leeuwen, donné à la proposition 20 précédente, des permutations aux mots arbitraires. 
Proposition 25 Soit w E jp*. Alors 
L (w) = w (QT (std (w))) et l3w = hw (C (w (pT (std (w))))) . 
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Dans le cas particulier où west une permutation, on obtient le résultat de van Leeuwen. 
En effet, dans ce cas, on a std (w) = w, ce qui implique que 
L (w) = w (Q1' (std (w))) = w (Q1' (w)) 
et 
Bw = hw (C (w (pl' (std (w)) ) )) = hw (C (w (pl' (w)))) = C (w (pl' (w)) ) 
car hw est l'identité. Comme west une permutation, alors par le lemme 13 précédent, 
Bw = C(B(w)). Ce qui implique que: C(B(w)) = C(w(pT(w))) et donc B(w) = 
w (pl' (w)). 
Soit w un mot non vide tel que l'ensemble des lettres difl'érentes de west {il, ... , id 
avec il < iz < ... < ik' On note par w-0 le mot obtenu de w en remplaçant ij par 
j pour tout j E {l, ... , k}. Par exemple, si w = 539943332, alors w-0 = 425532221. 
Plus précisément, soit XW l'unique bijection croissante de {il, ... , id vers [k], c'est-à-dire 
Xw (i j ) = j pour tout jE [k]. Si w = al ... an, alors 
Remarquons que 0w l'arrangement associé à w a k lignes non vides telles que ces lignes 
non vides sont les lignes suivantes: la il-ème ligne, la iz-bne ligne, ... , la ik-l-èmc ligne 
et la ik-ème ligne avec il < iz < ... < ik . On note par 0;;;° l'arrangement obtenu de 
owen supprimant toutes les lignes vides, c'est-à-dire 0;0 a k lignes non vides de sorte 
que la j-ème ligne est non vide et elle est identique à. la ij-ème ligne de Ow pour tout 
j E {1, ... , k}. On peut remarquer facilement que 
On peut remarquer aussi que si un entier est situé dans la ligne i dans l'arrangement 
0w, alors il est situé dans la ligne XW (i) dans l'arrangement 0;° et si un entier est 
situé dans la ligne i dans l'arrangement 0;;;°, alors il est situé dans la ligne X;;;l (i) dans 
l'arrangement Ow. 
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On peut remarquer aussi que 
Soit 'li un opérateur formel qui est une composition formelle de certains opérateurs de 
la forme Ci',i avec i E {il, ... , id et i' E [k] tels que i' =1= i. On écrit 'li = ITi'#'i Ci',i. On 
dénote par X,;;;l ('li) l'opérateur formel suivant: 
X- l ('li) = X- l (II C·, .) = II c, (')w w 'i'#i 2,2 i'#i et 'i'#Xw(i) 2,Xw 2 . 
Par exemple, pour w = 416466, XW est l'unique bijection croissante de {l, 4, 6} vers [3]. 
Ainsi si 'li = C2,4C2,6C3,6, alors 
Lorsqu'on transforme les arrangement Ow et 0;;;0 en des tableaux de Young standards 
par la méthode de Robinson, on obtient le même tableau. Ce résultat est donné par le 
lemme suivant : 
Lemme 14 Soit w E IF, alors 
Preuve 
On procède par récurrence sur k où k est le nombre des lettres différentes de w. Re­
marquons que le nombre des lettres différentes de w- 0 est aussi égal à k et que k est 
la plus grande lettre de w- 0 . Soit i la plus grande lettre de w. Remarquons que si 
i = k, alors w = w-0 et Xw est l'identité, ce qui implique que 1:- (w) = 1:- (W-0) et 
que X;;;l (Bw ) = Bw = Bw-0. Remarquons aussi que k est toujours inférieur ou égal à i. 
Alors dans toute la suite de cette preuve, on peut supposer que k < i. 
Si k = 1, alors toutes les lettres de w sont égales à i. Donc w = in et w- 0 = ln. 
En appliquant la méthode de Robinson à w, on obtient 1:- (w) = [. (in) = ln = w- 0 = 
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1: (W-0) car dans ce cas w-0 est un mot de Yamanouchi. Plus précisément, on applique 
à in la suite des n (i - 1) réductions sui vante: 
R (i) ,R (i - 1), ... , R (2) ,R (i) ,R (i - 1) , ... , R (2) , ... ,R (i) , R (i - 1) , ... , R (2) . 
" /, J " JV V 
Remarquons que 
deg(in ) - deg(1n) = ni - n = n(i -1). 
Par la méthode de Robinson : Bw = Cl\· Comme Xw (i) = 1, alors x;;;I (Bw ) est 
l'opérateur formel vide qui est l'opérateur Bto -0 car dans ce cas w- 0 est un mot de 
Yamanouchi et aucun déplacement n'a été effectué pour passer de Qw-0 au tableau de 
Young standard t w -0 puisque t w -0 = UW -0. 
Supposons que cette propriété est vraie pour k - 1 et montrons la pour k. Soit w un 
mot de longueur n ayant k comme étant le nombre de ses lettres différentes. Soit i la 
plus grande lettre de w telle que i > k et soit Whi-ll le mot obtenu de w en supprimant 
dans w toutes les lettres égales à i. Lorsqu'on veut transformer w, par la méthode de 
Robinson, en un mot de Yamanouchi on commence par lui appliquer toutes les réductions 
nécessaires pour qu'il soit un mot de Yamanouchi sur [i - 1]. Donc on commence par 
transformer Whi-l] au mot de Yamanouchi 1: (wlli-l])' Comme le nombre des lettres 
différentes de Wl[i-l] est (k - 1), alors par l'hypothèse de récurrence 
Remarquons aussi que lorsqu'on "eut transformer w- 0 qui a k comme étant sa plus 
grande letLre et comme étant aussi le nombre de ses lettres différentes, par la méthode de 
Robinson, en un mot de Yamanouchi on commence par lui appliquer toutes les réductions 
nécessaires pour qu'il soit un mot de Yamanouchi sur [k - 1]. Donc on commence par 
transformer w-0 1[k_l] au mot d€ Yamanouchi 1: (w-0 1[k_l])' Comme (WI[i_l]f0 = 
w- 0 1[k-l]' alors aprés toutes les réductions précédentes les mots obtenus respectivement 
0à partir de w et de w- , qu'on note respectivement par Wl et W2, sont des mots de 
Yamanouchi sur [i -1] et sur [k- 1] et on a: 
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et 
8 -01 = 8( )-0 = X-Il (8 1 )w Ik-I] w1li-11 w Ii-II w [i-II . 
La seule différence entre les deux mots Wl et W2 obtenus aprés toutes les réductions 
précédentes est que les lettres égales à i dans Wl sont égales à k dans W2. Donc, on a 
appliqué à W un certain nombre de réductions et on a obtenu le mot Wl qui est un mot 
de Yamanouchi sur [k - 1] et qui n'a pas de lettres dans {k, ... , i - 1} et qui a i comme 
étant sa plus grande lettre. Supposons que le nombre de lettres égales à i dans Wl est 
m et que i - k = f. En appliquant à Wl la suite composée des mi! réductions suivantes: 
R (i) , R (i - 1) , ... , R (k + 1) , R (i) , R (i - 1) , ... , R (k + 1) , ... , R (i) ,R (i - 1) , ... , R (k + 1) , 
... J' J ... .1 
V V 
on obtient un mot qu'on note par wi qu'on peut obtenir de Wl en remplaçant chaque 
lettre égale à i par k. Le mot w~ est identique à W2 qui est de Yamanouchi sur [k - 1] 
et qui a k comme étant sa plus grande lettre. Par conséquent, dans les deux cas on a 
obtenu le même mot et lorsqu'on lui applique la méthode de Robinson, on obtient le 
même mot de Yamanouchi. Par conséquent, 
En considérant les arrangements correspondants 0Wl et 0w;-, on peut déduire que o~; 
a été obtenu de Ow1 en lui appliquant la procédure incomplète de Robinson m fois 
et à chaque fois on effectue un ensemble de i! déplacements de sorte que le premier 
déplacement a commencé de la ligne i et le dernier déplacement a terminé à la ligne k. 
Supposons que pour transformer 01/!2 par la méthode de Robinson au tableau de Young 
standard tw2 , ml éléments parmi les m éléments de la k-ème ligne de OW2 ont resté dans 
la ligne k et m2 éléments ont quitté la ligne k respectivement vers les lignes 81, 82, ... , 
8 m2 tels que {8l,82' ... ,8m2 } ç [k - 1] et ml + m2 = m. Alors, 
Ce qui implique que 
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Comme Xw (i) = k et comme Xw (j) = (X'Wlli_11) (j) pour tout jE [i - 1], alors 
B( 1 )-0 . C s1 ,kC s2 k ... C Sm k W li-1J ., 2 
Bw - 0 1Ik_1I . CSlkCS2,k ... C sm2 k 
o 
Nous allons utiliser le lemme suivant pour montrer la proposition 25 précédente. 
Lemme 15 Soit w E lpm tel que l'ensemble des lettres différentes de west {l, 2, ... , k}. 
Alors 
Preuve 
On procède par récurrence sur k. 
Si k = 1, alors w = ln et donc L (w) = ln et Bw est l'opérateur formel vide. Dans ce 
cas std (w) = n· . ·21. Pour transformer Std (w), par la méthode de Robinson, au mot 
de Yamanouchi L (std (w)), on lui applique la suite des n(~-l) réductions suivante: 
R(2), R(3),R(2), R(4),R(3),R(2), ... , R(n), ... ,R(2). 
'-v-" '-v-" ' J'V J 
Ce qui implique que L (std (w)) = F' = L (w) et Bsid(w) = Cl,2C1,3 ... ·Cl,n. Comme 
h:;} (j) = 1 pour tout j E ln], alors hw (BStd(w)) est l'opérateur formel vide, Ainsi 
Bw = hw (Bstd('W))' 
Remarquons que: 
n n(n+l) n(n-l)deg(n .. ·2l)-deg(l')= -n= . 
2 2 
Supposons que cette propriété est vraie pour k-l et montrons la pour k. Soit w E jp>n tel 
que l'ensemble des lettres différentes de w e~t {l, 2, ... , k}. Lorsqu'on veut transformer w, 
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par la méthode de Robinson, en un mot de Yamanouchi on commence par lui appliquer 
toutes les réductions nécessaires pour qu'il soit un mot de Yamanouchi sur [k - 1]. 
Donc on commence par transformer wl[k-l] au mot de Yamanouchi L (Wl[k-l]). Comme 
l'ensemble des lettres différentes de wl[k-l] est {1, ... , k - 1}, alors par l'hypothè:e de 
récurrence 
Remarquons que 1std (w !rk-l]) 1 = p tel que 
p = Iwll + ... + Iwlk-l' 
Lorsqu'on veut transformer std (w) E Sn; par la méthode de Robinson, en un mot de 
Yamanouchi on commence par lui appliquer toutes les réductions nécessaires pour qu'il 
soit un mot de Yamanouchi sur [pl. Donc on commence par transformer std (w) l[oJ au 
mot de Yamanouchi L (std (w) I[pl)' Comme 
alors aprés toute~ les réductions précédentes les mots obtenus respectivement à partir de 
w et de std (w), qu'on note respectivement par wl_et. W2, sont des mots de Yamanouchi 
sur [k - 1] et sur [pl et on a : 
et 
BWi[k_l] = hwllk_ll (Bstd«VI[k_ll)) = hW1[k_l] (BSLd(W)I[p]) . 
La seule différence entre Wl et W2 est que les Iwlk lettres égales à k dans Wl sont égales 
aux lettres p + 1, ... , P + Iwlk - 1, n et ceci de droite à gauche dans W2. Supposons 
que p - k = t Le mot W2 est un mot de Yamanouchi sur [k - 1] et en lui appliquant la 
procédure de Robinson incomplète, on commence par lui appliquer la ~uite de réductions 
suivante: 
R (p + 1) ,R (p) , ... , R (k + 1) . 
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Le mot obtenu après ces réductions, qu'on note par Wp+l, peut être obtenu directement 
de W2 en remplaçant la lettre p + 1 par la lettre k. On lui applique la suite de réductions 
suivante: 
R (p + 2) ,R (p + 1) , ... , R (k + 1). 
et on obtient un mot qu'on note par Wp+2 qui peut être obtenu directement de Wp+l 
en remplaçant la lettre p + 2 par la lettre k. On continue à chaque fois d'appliquer des 
réductions de cette manière au mot obtenu jusqu'à ce que les lettres p+3, ... , p+ Iwlk-1, n 
deviennent toutes égales à k. Plus précisément, on applique les réductions suivantes: 
R (p + 3) , ... , R (k + 1), R (p + 4) , ... , R (k + 1) , ... , R (n) , ... , R (k + 1) 
\. " \. # \, J 
V 
et on obtient un mot qui est identique à WI. 
Par conséquent, 
En considérant les arrangements correspondants aW ] et a1ù2 ' on peut déduire que aW1 a 
été obtenu de aW2 en lui appliquant la procédure incomplète de Robinson (n - p) fois 
(remarquons que n - p = Iwlk). Pour tout j E [n - pl, la .f-ème fois on a effectué un 
ensemble de (p + j - k) déplacements de sorte que le premier déplacement a commencé 
de la ligne p + j et le dernier déplacement a terminé à la ligne k. 
En utilisant l'interprétation géométrique de la standardisation à droite donnée au cha­
pitre 2, on peut déduire que la k-ème ligne de aw est de longueur Iwlk et que ses éléments 
de gauche à droite sont: 
(std (w))-l (n), (std (w))-l (n - 1), ... , (std (w))-l (p +2) et (std (w))-l (p + 1). 
Remarquons aussi que l'arrangement aW ] est composé du tableau de Young standard 
et d'une k-ème ligne qui est identique à la k-ème ligne de aw . Supposons qu'ent w11k _]] 
transformant l'arrangement aw ] au tableau de Young standard t W ] par la méthode de 
Robinson, les ml éléments 
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tels que 1 :::; ql < q2 < ... < qml :::; n quitte la k-ème ligne de OWI respectivement vers 
les lignes sm!' Sml-l, ... , S2, SI tels que {SI, ... , Sml} ç [k - 1], alors que les (Iwlk - md 
éléments de l'ensemble 
{(std (W))-1 (n), ... , (std (w))-1 (p + 1) }-{ (std (W))-1 (p + qm2) ,... , (std (w))-1 (p + qd} 
reste dans cette k-ème ligne. Ainsi 
Bw BW1[k_11 . (CSI,kCS2,k ... C Sm2 ,k) 
Bwllk_ll . IIElml1 Csi,k 
D'après ce qui précède 
Comme (hW1[k_ll) (j) = hw (j) pour tout j E [pl et comme h;;/ (p + i) = k pour tout 
i E [Iwlk], alors 
hw (BSld(W)IIPI . II'EI 1 CSi,P+qi . II'EIN ( )]_{ }Ck,P+i)~ ml ~ kW QI,q2, ... ,qml 
hw (BStd(w)I[PI) . hw (IIiE[m]] CSi,P+Qi) 
-·hw (Il { }Ck,fi+i ) ­~E[Nk(w)l- QI,Q2, .. ·,Qm] 
hwllk_lj (Bstd(w)IIPI) . hw (IIiE[md CSi,P+Qi) 
·hw (II { }Ck'P+i) .~E[Nk(W)J- QI,Q2,.,Qml 
Mais 
hwllk_ll (BSld(W!lk_ll)) 
BW1[k_11 
et 
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et hw (TIiE[Ndw)I-{ql ,Q2, ... ,qml} Ck,P+i) est l'opérateur formel vide car h;;/ (p + i) = k 
pour tout i E [Iwlk] - {Ql,Q2, ... ,qm l}' Par conséquent, 
hw (BStd(w)) = Bwllk_ll' IIiE[ml] CSi,k 
Bw · 
Ce qui termine la preuve de ce lemme. 
o 
Maintenant, on peut donner la preuve de la proposition suivante: 
Proposition 26 Soit w E jp'n. Alors 
Preuve 
Remarquons que std (w) = std (W-0). Ainsi, d'aprés les deux lemmes 14 et 15 précédents, 
on a: 
Montrons que Bw = hw (BStd(w))' Remarquons que 
En effet, pour tout i E ln], si la lettre ai est la i-ème lettre de w, alors hw (ai) est la 
i-ème lettre de std (w) et Xw (ai) est la i-ème lettre de w-0 et donc hw-0 (Xw (ai)) est la 
i-ème lettre de std (W-0). Comme std (w) = std (W-0), alors hw (ad = hw -0 (Xw (ai)) 
pour tout i E ln]. Ce qui implique que hw = hw-0 0 Xw. 
Ainsi, 
(hw-0 0 Xw) (Bstd(w)) 
(hw-0 0 Xw) (Bstd(w-0)) . 
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Comme (hw-e 0 Xw)-l = X;;/Oh;;)0' Alors, d'aprés les deux lemmes 14 et 15 précédents, 
on a: 
hw (Bstd(w)) = Xw (hW -0 (BStd(w- 0 ))) 
= Xw (BW -0) 
= Xw (x~;I (Bw)) 
= Bw· 
o 
Maintenant, on peut donner le corollaire suivant: 
Corollaire 6 (Schützenberger) Soit 9 un tableau gauche standard et soit J (g) le tableau 
de Young standard qui est le redressé de g. Alors 
J (g) = P (read(g)) . 
Preuve 
Il suffit de montrer que 
w (P (read (g) )) = w (J (g)) ; 
Posons wg (g) = w. On va utiliser le fait que L (std (w)) = L (w) = F (w) = w (J (g)) et 
le fait que read(g) = ((std (W))-l)*. On a : 
w(P(read(g))) (w(pT(read(g))))T 
= BT (read (g)) 
B ((read (g))*) 
= L (( (read (g) )*) -1 ) 
= L (std (w)) 
= L(w)=F(w)=w(J(g)). 
o 
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Soit W E jp'*. On lui associe un tableau gauche standard 9 tel que wg (g) = w. On 
sait que read(g) = ((std(W))-lr. Remarquons que si on suppose que w(J(g)) = 
W (P (read (g))), alors on peut montrer que L (w) = L (std (w)) pour tout w E jp'n, 
sans l'utilisation des lemmes 14 et 15 précédents. En effet, on va utiliser le fait que 
:F (w) = W (J (g)). Comme std (w) est une permutation, alors en utilisant le résultat de 
van Leeuwen et le théorème 8 précédent, on obtient: 
L (std (w))
 W (QT(std(W))) 
W (pT (( std (W))~ 1) ) 
W (p ( (( std (W)) -1r)) 
W (P (read (g))) 
W (J (g)) 
:F (w) 
= L (w). 
Maintenant, on donne la preuve de la proposition 25 précédente. 
Preuve 
Comme std (w) est une permutation, alors par la propossi tion 26 précédente et par le 
résultat de van leeuwen, on a : 
L (W)
 L (std (w )) 
W (QT (std (w))). 
On a aussi par le
 résultat de van leel1WeIl, le lemme 15 ct la proposition 26 précédente: 
hw (C (w (pT (std (W))))) hw (C (B (std (W) )) ) 
o 
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Remarque 9 D'après le corollaire 6 précédent, w (P (read(g))) = w (J (g)) =:F (w) = 
[ (w). Ainsi on peut se poser la question suivante: que signifie Q (read (g)) ? 
On a: 
Bw hw (C (w (pT (std (w))))) 
hw (C (w (pT (((read(g))*)-l)))) 
hw (C (w (QT ((read(g))*)))) 
hw (C (w (ev (Q (read (g) ))))) 
= hw (C ((w (Q (read (g) )))ev)) . 
À partir de cet opérateur formel, on peut obtenir toutes les réductions nécessaires de 
type R (k) pour passer de w à [ (w). Comme une réduction de type R (k) signifie que 
pendant le redressement de 9 un élément s'est déplacé de le ligne k vers la ligne k - 1 
à. cause d'un glissement du jeu de taquin de Schützenberger. Alors cet opérateur nous 
donne tous les déplacement de ce type pour obtenir J (g) à partir de g. 
La proposition suivante généralise la proposition 22 précédente des permutations aux 
mots arbitraires. 
Proposition 27 Pour tout w
 E IP'*, on a : 
v 
[(w*) = (([ (stg (w))lr , Bw* = fw (C (BT (stg (w)))), 
[ (wcompl) = ([ (stg (w))l,
 Bwcompl = hwcompl (C (((B (stg (w)))T) ev)), 
[((wcompl)*) = [((w*)compl) = ([(std(W)))ev, 
et B(wcompl)* = B(w*)compl = fwcompl (C ((B (std (w)))ev)) . 
Pour montrer cette proposition, on a besoin du lemme suivant: 
Lemme 16 Soit w E JP>*, alors 
(stg (wcompl)) compl = std (w) . 
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Preuve 
On va utiliser les résultats suivants qu'on a déjà démontré: 
(st (wcompl)) -1 = (((stg (w*))_1fOmPl) * et (stg (w*))* = std (w)g 
S ( ")-1 A' ,et pour tout a En: a' = (_1)compl ,a mSl 
comPl))COmpl _ (( (st (wcomPll() -1) campi( stg ( w - g 
( ((((st (w'W'rmPI) ') -1) campig 
(( (((st (W,))-lrmPI)_') COmrl) compi 
g 
mPl(((stg (w*))-1fO )-1
 
(((stg (w*))*)-1)-1
 
(stg (w*))*
 
std (w) ,
 
o 
On peut aussi montrer géométriquement le résultat suivant qui est équivalent au résultat 
du lemme 16 précédent, 
Lemme 17 Soit w E jp'*, Alors 
compl 
(std (w compl)) = sig (w) , 
Preuve 
La preuve de ce lemme est directe à partir de l'interprétation géométrique des stan­
dardisations à gauche et à droite donnée au chapitre 2 et du fait qu'on peut obtenir 
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l'arrangemant Clwcompl à partir de Cl w en lui appliquant une réflexion par rapport à la 
droite horizontale passant en son milieu. Supposons que l'arrangement Cl w a k lignes 
non vides qu'on note par (1) -----4, (2) --t, ... , (k) de sorte que chaque ligne est -----4 
croissante de gauche à droite comme l'indique le sens de la flèche En négligeant les -----4. 
lignes vides, on peut écrire 
(k) -----4 
(k - 1) -----4 
Cl w = 
(2) -----4 
(1) -----4 
Ainsi (k) (k - 1) ... , (1) -----4 sont les k lignes non vides de l'arrangement-----4, -----4, 
Clwcompl- Donc, on peut aussi écrire 
(1) -----4 
(2) -----4 
Cl wcompl = 
D'une part, Clstg(w) est l'arrangement suivant: 
(k) 
! 
(k-l) 
! 
(2) 
! 
(1 ) 
! 
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et d'autre part, U (co pl) est l'arrangement suivant: 
std W m 
T 
(1) 
T 
(2) 
T (k - 1) 
T (k) 
On peut remarquer facilement qu'on peut obtenir l'un des arrangements Ustg(w) et 
U ( wcompl) à partir de l'autre en lui appliquant une réflexion par rapport à la droite 
std 
horizontale passant en son milieu. Ce qui implique que 
U( ( 1))cOmPI = astg(w)'
std wcomp 
o 
Maintenant, on peut donner la preuve de la proposition 27 précédente. 
Preuve 
Soit w E jp'*. Comme stg (w) = (std (w*))*, alors en utilisant la proposition 22 et la 
proposition 26, on peut déduire que 
1: (stg(w)) 1: ((std (w*))*) 
((1: (std (w*)))T) ev 
((1: (w*))T) ev, 
ce qui implique que 
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Comme hw' =
 fw, alors 
Bw' hw' (0 (w (pT (std (w*))))) 
= fw (0 (w (pT ((stg (w)) *) ) ) ) 
= fw(O(w(P(stg(w))))) 
= fw (C (BT (stg (w)))). 
Comme stg (w) est une permutation, alors par le lemme 17 et la proposition 26, on a : 
L (wcompl)
 = L (st d (wcompl)) 
= L ((st g (w))compl) 
= (L (stg (w)))T. 
On a: 
Bwcompl
 = hwcompl (0 (w (pT (std(wcompl))) )) 
= h ;'-(0 (w (pT ((stg (w))compl))))wcom
= hwcomp' (0 (w (ev (P (stg (w)))))) 
V 
= hwcompl (0 (( (w (pT (stg (w))) )Tr )) 
V 
= hwcompl (0 (((B(stg (w))fr )) • 
D'après ce qui précède, on a : 
(L (stg (w*)))T 
(L ((std (W ) ) *) )T 
(( (L (std (w)))l') ev) T 
(L (std (w)))ev 
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De même 
( (L: (st ( wcompl) ) fV) Tg 
((L: ((st d (w))comPl)) ev) T 
(( (L: (std (w))l) ev) T 
(L: (std (w)))ev . 
On a: 
fwcompl (C (w (p (stg (wcompl))))) 
fwcompl (C (w (p ((std (w))compl)))) 
fwcompl (C (w (ev (pT (std (w)))))) 
fwcompl (C ((w (pT (std (w))))ev)) 
fwcompl (C ((8 (stJ (w)))ev)). 
De même, comme h compl = h ( 1) * = f compl' alors 
wcomp(w*) w 
V 
8 (w*)compl h(w*)compl (C (((8 (st g (w*))lr )) 
\w*)compl (C ( ((8 ((std (w) )*) )TfV) ) 
h compl (C ((8 (std (w)))ev)) 
(w*) 
fwcompl (C((8(std (w)))ev)). 
o 
Thomas dans (Thomas, 1976, page 667) a posé le problème de trouver le nombre de 
réductions de type R (k) nécessaires pour obtenir le mot de Yamanouchi L: (w) à partir du 
mot w. Il a suggérer de passer aux permutations et d'utiliser l'algorithme de Schensted. 
Le théorème suivant donne une réponse à cette question. 
Théorème 12 Soit w E lP'n. Le nombre de réductions de type R(k) nécessaires pour 
obtenir L: (w) à partir de west : 
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nL (h~;/ (i) - ai) 
i=I,Cti#i 
OÙ ai est le nombre de points de Sq* ((std (w))*) ayant une ordonnée égale à i qui est 
aussi la i-ème lettre du mot de Yamanouchi w (P ((std (w))*)). 
Preuve 
Par la proposition 25 précédente, on a : 
13w
 hw (C (w (pT (std (w )) ) ) ) 
hw (C (w (P ((std (w))*)))) . 
Par l'algorithme élaboré à la section 3.4 donnant la bijection de Schensted entre les 
permutations de ln] et les paires de mots de Yamanouchi de même forme À 1- n, on a : 
Ainsi, 
Bw
 hw (C (al· .. an)) 
hw (IIiE[nJ,Ctdi CCtt,i) 
IIiE[nJ,Cti#i et Cti#h;;/(i) CCti,h;;/(i)· 
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Ce qui implique que le nombre de réductions de type R (k) nécessaires pour obtenir 
L (w) à partir de west: 
n2..: (h;~/ (i) - Qi) . 
i=l,aif-i 
Pour conclure, il suffit de remarquer que pour tout i E ln], l'entier Qi est la i-ème lettre 
du mot de Yamanouchi w (P ((std (w))*)) et par la construction géométrique de Viennot, 
l'entier Qi est le nombre de points de Sq* ((std (w))*) ayant une ordonnée égale à i. 
o 
Reprenons l'exemple donné au début de la section 4.1 précédente où le nombre de 
réductions de type R(k) nécessaires pour obtenir le mot de Yamanouchi L (w) = 
121123312 à partir du mot w = 231124313 était 4. Comme std (w) = 583249716, alors 
h;;/ (1) = 1, h;;} (2) = 1, h;;/ (3) = 1, h;;/ (4) = 2, h~l (5) = 2, h~l (6) = 3, h~l (7) = 3, 
h~l (8) = 3 et h~l (9) = 4. On peut vérifier aussi que 
1 6 9 
w (P ((std (w)*))) = w (P (617942385)) = w 4 7 8 
1 2 3 5 ~ 
En utilisant la formule donnée au théorème précédent, on obtient: 
92..:
 (h;;;I (i) - Qi) (h;;;l (2) - (2) + (h;;;l (3) - (3) + ... + (h;;;l (9) - Qg) 
i=l, aif-i 
(1 - 1) + (1 - 1) + ... + (4 - 3) 
0+0+0+1+0+1+1+1 
4. 
4.6
 Expression de l'évacué d'un mot de Yamanouchi en utilisant 
l'opérateur de Robinson w ~ L (w) 
Dans toute la suite de cette thèse, on va utiliser la notation suivante: 
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Soient u et v deux mots de Yamanouchi tels que lui = Ivl + 1. Soit u' un mot obtenu de 
u en supprimant une seule lettre a de u de sorte que u' et vont les mêmes lettres mais 
pas nécessairement dans le même ordre. Alors, on écrit 
u - v = a. 
Par exemple, 112132213 - 12132113 = 2. En utilisant, cette notation on peut montrer 
le théorème suivant : 
Théorème 13 Pour tout mot de Yamanouchi u = al ... an, l'évacué de u est défini 
comme suit: 
uev = Zl ... Zn 
où pour chaque i E ln] : 
Zi .c (an-Hl' .. an) - .c (an-i+2 ... an) 
.c (suf fi (u)) -.c (suf fi-l (u)) 
F (suf fi (u)) - F (suf fi-l (u)) . 
Preuve 
Il suffit d'appliquer l'algorithme d'évacuation à u et de remarquer que par l'algorithme 
de redressement la suite de mots de Yamanouchi u, u', ... dans l'algorithme d'évacuation 
n'est que la suite de mots de Yamanouchi 
u = F(u) ,u' = F(a2'" an) = F(suffn-l (u)) , ... ,F(an ) = F(suffI (u)) = 1. 
Pour tout i E ln], la lettre Zi dans l'algorithme d'évacuation est une lettre du mot 
F (an-Hl' .. an) qui est défini de sorte que le mot obtenu de F (an-Hl' .. an) en sup­
primant cette lettre Zi et le mot de Yamanouchi F (an-i+2 ... an) ont les mêmes lettres 
mais pas nécessairement dans le même ordre. Ce qui implique que pour tout i E ln] : 
Pour terminer la preuve de ce théorème. il suffit d'utiliser le théorème 8 précédent. 
o 
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Le corollaire suivant découle directement du théorème 13 précédent. Il donne un résultat 
sur les mots de Yamanouchi équivalent au résultat démontré par M. A. A. van Leewen 
pour les tableaux de Young standards ((van Leeuwen, 1992), lemme 6.3, page 36). Plus 
précisément, van Leewen a montré que si tl, t2 sont deux tableaux de Young standards 
à n éléments tels que 
:Jk E ln] : tll [n - k + 1,n] = t21 [n - k + 1,n], 
alors 
(ev (td) 1[k] = (ev (t2)) 1[k]. 
Corollaire 7 Soient Wl, W2 deux mots de Yamanouchi de longueur n tels que 
:Jk E ln] : sufik (Wl) = sufik (W2)' 
Alors 
Preuve 
La preuve de ce corollaire découle directement de l'application de la définition, du mot 
évacué d'un mot de Yamanouchi, donnée au théorème 13 précédent. Comme suf fk (WI) = 
suf fk (W2), alors la suite de mots 
L (suf fk (wd) ,L (sufik-l (WI)) " . " L (suffI (wd) 
coincide avec la suite de mots 
Soient (wd€V = Zl ... Zn et (W2)€V = z~ ... z~. Pour tout i E [k], on a : 
Zi
 L (suffi (wd) - L (suffi-l (WI)) 
L (sufli (W2)) - L (suffi-l (WI)) 
o 
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4.7 Nouvelle formule pour la correspondance de Schensted 
Pour tout n E IP', soient X n et Yn les mots de Yamanouchi, de longueur 
n (n ­
2 
1) 
suivants: 
X n = 12·· . (n ­ 1) 12· .. (n ­ 2)··· 12 1 
'-v----''-v-'' '-v-''-v-' 
et 
Yn = 11 ... 122 .. ·2· .. (n ­
'"-.;-"'"-.;-", 
2) (n ­
V 
2) (n ­ 1) 
J '-v-'" 
tels que: 
IXnli = IYnii = n ­ i pour tout i E [n - 1] . 
Remarquons que x~ = Yn. Par exemple, Xs = 1234123121 et Ys = 1111222334. 
Remarquons aussi que pour tout a E Sn, les mots xna et Yna sont des mots de Yama­
nouchi et on a : 
Soit a E Sn telle que 1r (a) = (P ((J) , Q ((J)) où 1r est la correspondance de Schensted 
entre les permutations et les tableaux de Young standards. La proposition suivante 
donne les dëux mots dë Yamanouchi associés-respectivement à P (a) et Q (a). 
Proposition 28 Pour tout a E Sni 
Notons qu'on peut donner cette proposition avec X n à la place de Yn. 
Preuve 
Soit a E Sn. Comme Yna est un mot de Yamanouchi et comme lai = n, alors par le 
kTlnne X prrc6<1eTlt, on a : 
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Mais par le théorème 8 précédent et le résultat de van Leeuwen, on a : 
Ce qui implique que 
(F (a))T 
((préfn ((Yna)ev))evl· 
On a 
w (Q (a- l )) 
(L (a- I ))'1' 
(F (a-I))T 
( (préfn ((Yn a- l t') /V):1" 
o 
Il est clair que si Jr (a) = (u, v), alors Jr (a- l ) = (v, u). Maintenant, nous allons utiliser 
le résultat de cette proposition pour montrer le résultat bien connu suivant: 
En effet, il suffit de montrer que 
w (P (a*)) = w (p':{, (a)) et w (Q (a*)) = w (QT (WO,n 0 a 0 WO;n)). 
Comme les opérations de transposition et d'évacuation commutent et comme pour tout 
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u E IP'* et pour tout k :::; lui, (préfk (u)f = préfk (uT), alors 
w(P(a*))
 w(Q((a*)-I)) 
(F ((a*)-I))T 
( (préfn ((Yn (a*) -1rV) rV) T 
V ( (préfn ((Yn (a*)-lr ))T) ev 
(pré fn ( ((Yn (a*f1) ev) T) ) ev 
V v 
(pré fn ( ( (Yn (a*)-I) Tr ) r
v 
(préfn ((Xn (Wo,n 0 (a*)-1) rV ) r
= (préfn ((X n (Wo,n 0 (a 0 Wo,n)-I)) ev)) ev 
= (préfn ((xna- 1rV ))ev 
=
 F(a- 1) 
=
 L(a-1 ) 
=
 w (QT (a- 1)) 
=
 w (pT (a)) , 
et 
w (Q (a*)) =
 (F (a*))T 
= ((préfn ((Yna*)ev))evf' 
V 
=
 ((préfn((Yna*)eV))Tr 
= (préfn (((Yna*)eV)T)) ev 
V v 
=
 (préfn (( (Yna*)Tr ) r
(préfn ((Xn (WO,n 0 (J*))ev))ev 
(préfn ((.1:n (WO,n 0 (J 0 WO,n))ev))ev 
F (WO,n 0 a 0 WO,n) 
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w(Q(a*))
 = L(wo,noaowO,n) 
= W(QT (WO,n ° a ° WO,n)). 
Nous allons aussi utiliser le résultat de cette proposition pour montrer que: 
et 
En effet, 
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w (p (acompl)) = L (( (aComplf) -1) 
= W (QT (( (aComplf) -1)) 
=
 w(pT((aComplf)) 
W(pT (WO,n °a °WO,n)) . 
On a: 
w(Q(WO,noa))
 = (F(WO,noa))T 
= ((préfn ((Yn (WO,n °a) )ev) )evl 
V 
((préfn ((Yn (WO,n ° a))E:V))Tr 
= (préfn (((Yn (WO,n ° a)rV)T)) ev 
= (préfn (( (Yn (WO,n °a)l) ev)) ev 
(préfn ((Xn (WO,n ° (WO,n °a)))ev))ev 
(préj~ (( xna )ev) )ev 
F(a) 
= - w (QT (a)) . 
Remarquons que 
V (w (Q (a)) )ev
 ((F (a))Tr 
(((préfn ((Yn a )ev) )ev)T) ev 
(préfn ((Yna)ev))T 
préfn (((Yna)evl) 
préfn (( (YTlalrV) 
préfn ((Xn (WO,n ° a))ev) 
((préfn ((Xn (WO,n ° a)rV))ev)ev 
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(w (Q (a)) )ev (F (WO,n 0 a))ev 
(F (acompl)rv 
v 
= (L (acompl)r
et que 
w (Q (WO,n 0 a 0 WO,n)) (F (WO,n 0 a 0 wo,n)f 
((préfn ((Yn (WO,n 0 a 0 WO,n))ev))ev)1' 
v ((préfn ((Yn (WO,n 0 a OWo,n))ev)fr
 
(préfn (((Yn (WO,n 0 a 0 Wo,n)tV)T)) ev
 
(préfn ( ((Yn (WO,n 0 a 0 WO,n) f) ev) )ev
 
(préfn ((xn (a 0 WO,n))ev))ev
 
F (a 0 WO,n)
 
F(a*)
 
L (a*)
 
evPour montrer que w (Q (WO,n 0 a 0 WO,n)) = (w (Q (am , il suffit de montrer que L (a*) = 
(L (acompl) ) ev. Ce qui est équivalent à montrer que 
En effet, 
[L (a*) = (L (acompl)) ev]	 <=> F(a*) = (F (acompl)) ev 
<=> (préfn ((xn (o-*))ev))ev = préfn ((XnacomplrV) 
<=> préfn ((xn (a*))ev) = (préfn ((Xnacompl) ev)) ev 
<> pcéln ( (xn (",,)comp'rmpr) ~ (pcéln ( ((Yn G ft)r 
<=> préfn (( (Yn ((a*)cOmpl)) T) ev) = (préfn (((Yna)evf) rv 
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V[L (a*) = (L (aCOmpl)r ]
 ~ préfn (( (Yn ((a*)compl)) T) ev) = ((préfn ((Yna)ev))ev)T 
~ (pré fn ( ( (Yn ((a*)compl)) T) ev) ) T = (préfn ((Yna)ev))ev 
'" préfn ( ( ( (Yn (",)compl) frf) ~ (préfn «Yn")'"))" 
~ préfn ((Yn ((a*)compl)) ev) = (préfn ((Yna)ev))ev 
~ préfn ((Yn (a*)compl) ev) = (préfn ((Yna)ev))ev . 
La preuve de cette identité reste un problème ouvert. 
Remarquons que 
et que 
W(P (WO.n 0 a 0 wü,n))
 = W (Q ((Wo,n 0 a 0 Wo,n)-l)) 
= w(Q(WO,noa-loWO,n)) 
Pour montrer que W(P (WO,n 0 a 0 WO,n)) = (W (P (a)) )ev, il suffit de montrer que L ((a­1r) = 
( L ( (a- 1) comPI) ) ev
 et ceci découle de l'identité précédente une fois démontrée. 
CHAPITRE V
 
SUR UNE CONJECTURE DE SCHUTZENBERGER
 
Dans ce chapitre, nous poserons une nouvelle conjecture ayant un lien étroit avec la cor­
respondance de Schensted et avec une conjecture de Schützenberger ((Schützenberger, 
1976), page 85). Nous montrerons que la r(~~ollltion de cet.te nouvelle conjecture im­
plique la résolution de celle de Schützenberger. Ensuite, nous montrerons cette nouvelle 
conjecture dans le cas particulier, en utilisant l'algorithme donnant la correspondance 
de Schensted entre les permutations et les mots de Yamanouchi de même forme que nous 
avons élaboré à la section 3.4 précédente, des tableaux de Young standards ayant seule­
ment deux lignes. Finalement, nous donnerons une nouvelle preuve pour le théorème de 
Foata qui démontre la conjecture de Schützenberger dans un cas particulier. 
5.1 Conjecture de Schützenberger 
Schützenberger a introduit l'opération d'évacuation des tableaux de Young standards 
dans ((Schützenberger, 1963), page 127). Il a aussi donné plusieurs propriétés de cette 
opération dans (Schützenberger, 1976) où il a posé la conjecture suivante ((Schützen­
berger, 1976), page 85) : 
Conjecture 2 Conjecture de Schützenberger : Soient T et S deux tableaux de Young 
standards à n éléments, avec n ~ 3, ne difJèrant que par la position de deux entiers 
consécutifs,. soient ev (T) et ev (S) les tableaux obtenus en appliquant à T et à S 
l'opération d'évacuation. Alors ev (T) et ev (S) ne d~ffèrent que par une permutation 
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ex des positions des entiers, consistant en un cycle de longueur paire. 
D. Foata a démontré cette conjecture dans le cas où les deux tableaux T et S ne diffèrent 
que par la position de leurs deux plus grands entiers (Foata, 1976) et il a même précisé 
la nature du cycle de la permutation en démontrant que c'est un cycle en équerre. 
Rappelons qu'une permutation est un cycle en équerre si en l'écrivant sous forme de 
cycles elle est de la forme (al a2 ... an) avec al < a2 < ... < aj > aj+l > ... > an 
pour un certain j :S n, où al est le plus petit élément de tous les éléments du cycle. 
Rappelons aussi que le support d'une permutation a E Sn, qu'on note par Support(a), 
est l'ensemble des éléments de ln] qui ne sont pas fixés par a, c'est-à-dire 
Support (a) = {i E ln] 1 a (i) =1- i}. 
M. Desgroseilliers et al, dans (Desgroseilliers, Larose, Malvenuto et Vincent, 2008), ont 
démontré cette conjecture dans le ca.') où chacun des deux tableaux T et S est un tableau 
de Young standard à n éléments ayant un seul coin intérieur. Plus précisément, ils ont 
montré que si T et S sont deux tableaux ayant un seul coin intérieur qui ne diffèrent que 
par la position des deux entiers i et i + l, alors ev (T) et ev (S) ne diffèrent que par la 
position des deux entiers n - i et n - i + 1. Ils ont aussi montré. que si S et T sont deux 
tableaux de Young standards à n éléments, avec n 2: 3, ne diffèrant que par la position 
de deux entiers consécutifs et ev (S) et ev (T), les tableaux obtenus en appliquant à Set 
à T l'opération d'évacuation, ne diffèrent que par une permutation ex des positions des 
entiers, consistant en un cycle, alors le cycle ex est forcément de longueur paire. Pour 
montrer ce résultat, ils ont utilisé un résultat de A. Reifegerste donné au théorème 4.3 
dans (Reifegerste, 2004) qui donne le nombre d'inversions de la permutation en fonction 
de son P-symbole et de son Q-symbole. 
5.2 Nouvelle conjecture 
En essayant de résoudre la conjecture de Schützenberger, nous avons posé la nouvelle 
conjecture suivante qui a un lien étroit avec la correspondance de Schensted : 
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Conjecture 3 Nouvelle conjectuTe : Soient T et S deux tableaux de Young standaTds 
ne dijj'èrant que par la position de [euTs deux plus grands entiers. Soit Q un tableau 
de Young standard de même forme. AloTS les deux permutations a = n-1 (T, Q) et 
T = n-1 (S, Q) où n est la correspondance de Schensted, ne diffèrent comme mots que 
par une permutation 0: des positions des entieTs, consistant en un cycle de longueuT 
paire, c'est-à-dire 0: 0 a = T. 
En d'autres mots, deux permutations a et T ayant le même Q-symbole et leurs P­
symboles ne diffèrent que par la position de leurs deux plus grands entiers vérifient 
0: 0 a = T avec 0: un cycle de longueur paire. 
Exemple 1 Soient T, S et Q les tableaux de Young standards suivants: 
11 14 16 11 14 15 7 13 16 
5 9 12 15 5 9 12 16 6 11 14 15 
T= , S= et Q = 
2 7 8 13 2 7 8 13 4 9 10 12 
1 3 4 6 101 1 3 4 6 101 1 2 3 5 Si 
Les tableaux T et S ne dijj'èrent que par la position de leuTs deux plus grands entiers 15 
et 16. Le tableau Q est de même forme que les tableaux T et S. Posons a = n-1 (T, Q) 
etT=n-1(S,Q). Alors 
a = 2 5 Il 9 14 3 1 16 7 12 8 15 4 6 13 10 
et 
T = 2 11 14 5 15 3 1 16 9 12 7 13 4 8 10 6. 
On a : 0: 0 a = T tel que 0: est le cycle de longueur 10 suivant: 
0: = (5 11 14 15 13 10 6 8 7 9) . 
Dans cet exemple, on peut remarquer que le cycle 0: n'est pas un cycle en équerre. Par 
conséquent, cet exemple montre que le cycle 0: donné dans cette nouvelle conjecture n'est 
pas nécessaiTement un cycle en équeTre. 
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Remarquons que cette nouvelle conjecture peut être donnée de la manière suivante: 
deux permutations a et T ayant le même P-symbole et leurs Q-symboles ne diffèrent 
que par la position de leurs deux plus grands entiers vérifient a 0 (3 = T avec (3 un cycle 
de longueur paire. En effet, les deux permutations a- l et T- l ont le même Q-symbole 
et leurs P-symboles ne diffèrent que par la position de leurs deux plus grands entiers et 
donc par la nouvelle conjecture précédente a 0 a- 1 = T- 1 avec a un cycle de longueur 
paire. Ainsi T = (a 0 a- l ) -1 = a 0 a- l et il suffit de poser (3 = a- l . 
Notons qu'on a vérifié Cf~tt.e nouvelle conjecture par ordinateur pour tous les tableaux 
à n éléments avec n :S 11 avec l'aide de Jérôme Tremblay et Sébastien Labbé. 
Dans la section suivante, on va montrer que la résolution de cette nouvelle conjecture 
implique la résolution de la conjecture de Schützenberger. 
On peut montrer que si le cycle a existe, alors il est forcément de longueur paire. Plus 
précisément, on peut donner le résultat suivant dont la preuve s'inspire de Desgroseilliers 
et al : 
Proposition 29 Soient T et 8 deux tableaux de Young standards ne diffèrent que par 
la position de leurs deux plus grands entiers. Soit Q un tableau de Young standard de 
même forme. Supposons que les deux permutation a = n- I (T, Q) et T = n-1 (8, Q) où 
n est la correspondance de Schensted, ne diffèrent comme mots que par une permutation 
a des positions des entiers, consistant en un cycle, c'est-à-dire a 0 a = T avec a une 
permutation circulaire. Alors le cycle a est de longueur paire. 
Rappelons qu'une paire d'entiers positifs (i,j) est une inversion d'un tableau de Young 
standard T si i < j et si i se trouve dans T dans une ligne située strictement en bas 
de la ligne contenant j. On note par inv (T) le nombre d'inversion de T et on définit la 
signature du tableau T comme suit: 
sign (T) = (-1 )'n1l(T) . 
227 
Par exemple, le tableau 
-
6 
,---­
5 
T= 
2 7 
1 3 41 8 1 
a 13 inversions qui sont: 
(1,2), (1, 5), (1,6), (1,7), (3,5), (3,6), (3, 7), (4,5). (4, 6), (4,7), (2,5), (2,6) et (5,6). 
Ainsi sign (T) = (-1) 13 = -1. 
On peut définir la signature d'un tableau de Young standard T d'unc manière équivalente 
comme suit: 
sign (T) = sign (read(T)) . 
Preuve 
Comme les tableaux de Young standards T, 5 et Q ont la même forme, alors en utilisant 
le théorème 4.3 donné dans (Reifegerste, 2004) on obtient: 
sign(cr) = sign(T) x sign(Q) x (_I)e et sign(r) = sign(5) x sign(Q) x (_I)e 
où e est la somme des longueurs des lignes indexées par un entier pair du tableau T. 
Par exemple pour le tableau T donné ci-dessus, on a e = 3 car la deuxième ligne du 
tableau T est de longueur 2 et la quatrième ligne du tableau T est de longueur 1. 
Comme sign (Ct 0 cr) = sign (Ct) x sign (cr) et comme Ct 0 cr = r, alors 
sign(Ct) x sign(cr) =sign(T), 
ce qui implique que 
sign(Ct) x sign(T) x sign(Q) x (_I)e =sign(5) x sign(Q) x (_I)e. 
Ainsi 
sign (Ct) x sign (T) = sign (5). 
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Ce qui équivaut 
sign(ex) = (_l)inv(S)-inv(T). 
Comme par hypothèse la différence inv (S) - inv (T) est impaire car 
inv(S)-inv(T) _ sign (read (S)) _ sign (Sn-1 0 read (T)) _ . ( ) _ ( )( -1 ) - - - s~gn Sn-1 - -1 
sign (read (T)) sign (read (T)) 
où Sn-1 est la transposition élémentaire Sn-1 = (n - 1 n), alors sign (ex) = -1. Donc ex 
est une permutation impaire. Par conséquent, ex est un cycle de longueur paire. 
o 
On peut poser une conjecture plus générale que cette nouvelle conjecture comme suit: 
Conjecture 4 Soient T et S deux tableaux de Young standards ne diffèrent que par 
la position de deux entiers consécutifs. Soit Q un tableau de Young standard de même 
forme. Alors les deux permutation (/ = 1f-1 (T, Q) et T = 1f-1 (S, Q) où 7ï est la cor­
respondance de Schensted, ne diffèrent comme mots que par une permutation ex des 
positions des entiers, consistant en un cycle de longueur- paire, c'est-à-dire ex 0 (/ = T. 
En d'autres mots, deux permutations (/ et T ayant le même Q-symbole et leurs P~ 
symboles ne diffè~ent que par la position de deux entiers consécutifs vérifient Ct 0 (/ = T 
avec ex un cycle de longueur paire. 
Exemple 2 Soient T, S et Q les tableaux de Young standards suivants : 
17 19 17 19 19 20 
11 14 16 20 11 14 15 20 15 16 17 18 
T= 5 9 12 15 , S= 5 9 12 16 et Q = 11 12 13 14 
2 7 8 13 18 2 7 8 13 18 6 7 8 9 10 
1 3 4 6 10 1 3 4 6 10 1 2 3 4 5 
Les tableaux T et S ne diffèr-ent que par la position des deux entiers consécutifs 15 et 
16. Le tableau Q est de même forme que les tableaux T et S. Posons (/ = 1f-l (T, Q) et 
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T = 7[-1 (S,Q). Alors 
a = 5 11 17 19 20 2 9 14 16 18 3 7 12 15 148 13 6 10 
et 
T = 11 14 17 19 20 2 5 15 16 18 3 9 12 13 1 7 8 10 4 6. 
On a : a 0 a = T tel que a est le cycle de longueur 10 suivant: 
a = (4 7 9 5 Il 14 15 13 10 6) , 
Dans cet exemple, on peut remarquer que le cycle a n'est pas un cycle en équerre. On a 
obtenu les deux tableaux Tet S donnés dans cet exemple et ceux donnés dans l'exemple 
précédent en s'inspirant des tableaux Tet S utilisés dans ((Desgroseilliers, Larose, M al­
venuto et Vincent, 2008), page 11) pour montrer que le cycle a donné dans la conjec­
ture de Schützenberger n'est pas nécessairement un cycle en équerre. Par conséquent, 
cet exemple montre que le cycle a donné dans cette conjecture n'est pas nécessairement 
un cycle en équerre. 
Remarquons que cette conjecture peut être donnée de la manière suivante: deux per­
mutations a et T ayant le même P-symbole et leurs Q-symboles ne diffèrent que par 
la position de deux entiers consécutifs vérifient a 0 (3 = T avec (3 un cycle de lon­
lgueur paire. En effet, les deux permutations a- et T- l ont le même Q-~ymbole et 
leurs P-symboles ne diffèrent que par la position de deux entiers consécutifs et donc 
par la conjecture précédente a 0 (T-l = 7- 1 avec ex un cycle de longueur paire. Ainsi 
l lT = (a 0 a-l)-l = a 0 a- et il suffit de poser,6 = a- . 
Proposition 30 Les conjectures 3 et 4 sont équivalentes, 
Preuve 
Il est clair que si la conjecture 4 est vraie alors la conjecture 3 est aussi vraie. Montrons 
maintenant que si la conjecture 3 est vraie, alors la conjecture 4 est aussi vraie. En 
effet, soient T et S deux tableaux de Young standards à n éléments ne diffèr..lIlt que 
230 
par la position des deux entiers consécutifs m - 1 et m tel que 3 ::; m ::; n. Comme 
a = 7[-1 (T,Q) et T = 7[-1 (S,Q), alors a- 1 = 7[-1 (Q,T) et T- 1 = 7[-1 (Q,S). Comme 
TI [m + l, n] = SI [m + l, n], alors par l'algorithme de suppression de Schensted, on 
obtient que a- 1 (j) = T- 1 (j) pour tout j E {m + l, ... , n} car les n - m premières 
suppressions dans Q se font de la même manière dans les deux cas. Soit Q' le tableau 
obtenu de Q après les n - m suppressions précédentes. Posons a' = 7[-1 (Q', TI lm]) et 
T' = 7[-1 (Q', SI lm]). Comme TI lm] et SI lm] sont deux tableaux de Young standards à 
m éléments ne diffèrant que par la position de leurs deux plus grands entiers m - 1 et 
m, alors les deux permutations a' et T' vérifient a' 0 (3' = T'avec (3' un cycle de longueur 
paire dont les éléments appartiennent à l'ensemble lm]. Mais a' = (]'-1 (1) ... a- 1 (m) et 
T' = T- 1 (1)· .. T- 1 (m). Ainsi les deux permutations a- 1 et T- 1 vérifient a- 1 0 (3 = T- 1 
avec (3 un cycle de longueur pair tel que (3 (j) = (3' (j) pour tout j E [ml et (3 (j) = j 
pour tout j E {m + l, ... , n}. Ce qui implique que T = (a- 1 0 (3(1 = (3-1 oa, c'est-à-dire 
les deux permutations a et T ne diffèrent comme mots que par la permutation (3-1 des 
positions des entiers, consistant en un cycle de longueur paire. Ce qui montre que la 
conjecture 4 découle directement de la conjecture 3. 
D 
5.3 Nouvelle conjecture implique la conjecture de Shützenberger 
Proposition 31 Si la conjecture 3 est vraie, alors la conjecture de Schützenberger est 
aussi vraie. 
Preuve 
Soient T et S deux tableaux de Young standards à n éléments ne diffèrent que par la 
position des entiers consécutifs m - 1 et m pour un certain 3 ::; m S n. 
Comme T et S sont deux tableaux de Young standards de même forme À f- n qui 
coincident dans les positions des n - m plus grands éléments m + l, ... , n, alors par le 
231 
corollaire 7 du chapitre 4, ev (P) et ev (Pl) coincident dans les positions des n - m plus 
petits éléments 1, ... , n - m. Ainsi 
ev (T) 1 [n - m] = ev (S) 1 [n - m] . 
Par l'identité de Shützenberger démontrée dans ((Schützenberger, 1976), section 3.6), 
pour tout 1 S k Sn: 
ev (T) [k] = ev (J (st (TI [n - k + 1, n]))) . 1 
Comme cette identité est vérifiée pour tout tableau de Young standard T, alors en 
remplaçant T par ev (T), on obtient 
TI [k] = ev (J (st (ev (T) 1 [n - k + 1, n]))) . 
Mais 
ev (J (st (ev (T) 1 [n - k + 1, n]) )) ev (P (read (st (ev (T) 1 [n - k + 1, n])))) 
P (((read (st (ev (T) 1 [n - k + 1, n])))*)compl) . 
Ainsi 
P (((read (st (ev (T) 1 [n - k + 1, n])))*)cOmpl) = TI [k] 
et en particulier pour k = m 
P (((read (st (ev (T) [n - m + 1, n])))*)compl) = TI [m].1 
De même 
P (((read (st (ev (S) 1 [n - m + 1, n])))*)compl) = SI [m]. 
Ce qui implique que les P-symboles des deux permutations 
((read (st (ev (T) 1 [n - m + 1, n])))*)compl et ((read (st (ev (S) [n - m + 1, n])))*)compl1 
de l'ensemble lm] ne diffèrent que par la position de leurs plus grands entiers m - 1 et 
m. On va montrer que ces deux permutations ont le même Q-symbole. 
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Remarquons que les deux permutations 
((read (st (ev (T) 1 [n - m + 1, n])))*)compl et ((read (st (ev (S) 1 [n - m + 1, n])))*)compl 
ont le même Q-symbole si et seulement si 
ev (Q (read (st (ev (T) [n - m + 1, n])))) = ev (Q (read (st (ev (S) [n - m + 1, n]))))1 1 
et donc si et seulement si 
Q (read (st (ev (T) 1 [n - m + 1, nJ))) = Q (read (st (ev (S) 1 [n - m + 1, n]))). 
Ainsi, il suffit de montrer que 
K" 
st (ev (T) 1 [n - m + 1, n]) ~ st (ev (S) 1 [n - m + 1, n]) . 
Mais, par le théorème 8 du chapitre 1, il est équivalent de montrer que 
* st (ev (T) 1 [n - m + 1, n]) ~ st (ev (S) [n - m + 1, n]).1 
Par le théoréme 9 du chapitre 1, il est nécessaire et suffisant de montrer que 
V : JX (st (ev (T) 1 [n - m + 1, n])) = V : JX (st (ev (S) 1 [n - m + 1, n])) 
pour un certain tableau de Young standard X de sorte que la forme commune de chacun 
des tableaux standards gauches st (ev (T) 1 [n - m + 1, n]) et st (ev (S) [n - m + 1, n])1 
prolonge la forme du tableau X. Il suffit de poser X = ev (ev (T) [n - m]). En effet,1 
comme l'opération d'évacuation est une involution, alors ev (ev (T)) = T, ce qui implique 
que: 
V: Jev(ev(T)lln-m]) (st (ev (T) 1 [n - m + 1, n])) = st (TI [m + 1, n]) 
et que 
V: Jev(ev(T)lln-mJ) (st (ev (S) 1 [n - m + 1, n])) = st (SI [m + 1, n]). 
Mais ev (T) [n - m] = ev (S) [n - m] et TI [m + l,n] = SI [m + 1, n], ainsi1 1 
V : Jx (st (ev (T) 1 [n - m + 1, n])) = V : Jx (st (ev (S) 1 [n - m + 1, n])) . 
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Comme les deux permutations 
((read (st (ev (T) 1 [n - m + 1, n])))*)compl et ((read (st (ev (5) 1 ln - m + 1, n])))*)compl 
ont le même Q-symbole et leurs P-symboles ne diffèrent que par la position de leurs 
deux plus grands entiers, alors par la conjecture 3 qu'on a supposé vraie elles ne diffèrent 
comme mots que par une permutation 0' des positions des entiers, consistant en un cycle 
de longueur paire, c'est-à-dire 
0:0 (((read (st (ev (T) 1 [n - m + 1,n])))*)comPI) = ((read (st (ev (5) 1 [n - m + 1,n])))*)compl. 
Ce qui implique que 
{3 ° (read (st (ev (T) 1 ln - m + l, n]))) = read (st (ev (5) 1 ln - m + 1, n])) 
où {3 = WO,moaowO,m (on utilise le fait que pour (J E Sm.: ((J*)compl = WO,m0(JOWO,m). 
Remarquons que la permutation {3 est obtenue de 0: par conjugaison, ce qui implique 
que {3 est un cycle de même longueur que 0:. 
Comme 
ev (T) 1ln - m] = ev (5) 1ln - ml 
et 
,60 (read (st (ev (T) 1 ln - m + 1, n]))) = read (st (ev (5) 1 [n - m + 1, n])), 
alors ev (T) et ev (T) ne diffèrent que par une permutation {3" des positions des entiers, 
consistant en un cycle de longueur paire (le cycle (J" est obtenu de f3 en ajoutant n - m 
à chacun de ses éléments). Par conséquent, la conjecture de Schützenberger est vraie. 
o 
Voici un exemple illustratif. Soient T et 5 deux tableaux de Young standards à 14 
éléments ne diffèrent que par la position des deux entiers consécutifs 8 et 9 tels que: 
W (T) = 12112313221434 et W (5) = 12112312321434. 
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Par l'algorithme d'évacuation d'un mot de Yamanouchi élaboré au chapitre 3, on a 
W (ev (T)) = (w (T))ev = 12132114134223 et w (ev (5)) = (w (5))ev = 12132134124312. 
Dans ce cas, n = 14 et m = 9, ce qui implique que n - m = 5. Remarquons que 
w (ev (T) 1 [5]) = w (ev (5) 1 [5]) = 12132. 
Ce qui implique que ev (T) 1 [5] = ev (5) 1 [5]. 
Remarquons aussi que 
wg (st (ev (T) 1 [6,14])) = 114134223 et wg (st (ev (5) 1 [6,14])) = 134124312. 
En utilisant la proposition 4 du chapitre 2, on peut déduire que: 
read (st (ev (T) 1 [6, 14])) ((std (114134223))-1) * 
365978124 
et que: 
read (st (ev (5) 1 [6, 14])) ((std (134124312))-1) * 
362759148. 
Ce qui implique que 
read (ev (T) 1 [6,14]) = 8 11 10 14 12 13 6 79 et read (ev (5) 1 [6,14]) = 8 11 7 12 10 14 69 13 
Remarquons que 
read (ev (T) 1 [6, 14]) = 13" 0 read (ev (5) 1 [6,14]) 
avec 
13" = (7 10 12 14 13 9) 
un cycle de longueur 6. Comme 
ev (T) 1 [5] = ev (5) 1 [5] 
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et 
read (ev (T) 1 [6,14]) = {J" 0 read (ev (S) 1 [6, 14]) , 
alors ev (T) et ev (S) ne diffèrent que par une permutation {JI! des positions des entiers, 
consistant en un cycle de longueur paire. 
En appliquant l'algorithme de redressement au tableau gauche standard st (ev (T) 1[6,14]), 
on obtient un tableau de Young standard Tl tel que 
w(Td =
 w(J(st(ev(T) 1[6,14]))) 
w (P (read (st ((ev (T) 1 [6, 14]))))) 
w (P (3 6 5 978 1 2 4)) 
112123213. 
Remarquons que 
w (P (WO,g 0 read (st ((ev (T) 1 [6,14]))) 0 wO,g)) = (w (P (read (st ((ev (T) [6, 14]))))))ev1 
= ((w (TI [9]))ev)ev 
= préfg(w(T)) 
= 121123132. 
On peut obtenir w (Td en effectuant les cinq premières étapes de l'algorithme d'évacuation 
du mot de Yamanouchi w (ev (T)) qui est égal à w (ev (T) 1 [5]) wg (st (ev (T) 1 [6,14])) 
comme ci-dessous. Ce qui montre que 
wg [V: ;ev(ev(T)I[5j) (st (ev (T) [6, 14]))] = 21434 = wg (st (TI [10,14])).1 
De même, en appliquant l'algorithme de redressement au tableau standard gauche 
st (ev (S) [6,14]), on obtient un tableau de Young standard SI tel que 1 
W (SI)
 w (J (st (ev (S) 1 [6, 14]))) 
w (P (read (st ((ev (S) 1 [6,14]))))) 
w (P (3 6 2 7 5 9 1 48)) 
123123112. 
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Remarquons que 
W (P (WO,9 0 read (st ((ev (S) 1 [6,14]))) 0 WO,9)) = (w (P (read (st ((ev (S) 1 [6, 14]))))))ev 
= ((w (SI [9]))ev)ev 
= préf9 (w (S)) 
= 121123123. 
1 1 2 1 2 3 2 1 3 
Remarquons que les P-symboles des deux permutations 
WO,9 0 read (st ((ev (S) [6,14]))) 0 WO,9 et wO,9 0 read (st ((ev (S) [6, 14]))) 0 wO,91 1 
de l'ensemble [9] ne diffèrent que par la position de leurs plus grands entiers 8 et 9. 
On peut obtenir w (SI) en effectuant les cinq premières étapes de l'algorithme d'évacuation 
du mot de Yamanouchi w (ev (S)) qui est égal à w (ev (S) 1 [5]) w g (st (ev (S) 1 [6,14])) 
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comme ci-dessous 
1 2 3 1 2 311 
Ce qui montre que 
Wg [V: r v(ev(S)I[5)) (ev (5) [6,14])] = 21434 = wg (st (SI [10,14])) . 1 
On peut remarquer que: 
Wg [V : Jev (ev(T)I[5)) (ev (T) [6,14])] = wg [V : p1J(ev(T)I[5)) (ev (S) [6,14])] = 214341 1 
et que 
W(ev (ev (T) 1 [5])) = 11223 = w(ev (ev (S) 1 [5])). 
Ce qui implique que 
* 
ev (T) [6, 14] ~ ev (S) 1 [6,14] . 1 
Ainsi les deux permutations 
WO,9 0 read (st ((ev (T) [6,14]))) 0 wO,9 et wO,9 0 read (st ((ev (S) [6,14]))) 0 wO,91 1 
ont le même Q-symbole. 
2 
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Remarquons que 
WO,9 0 read (st ((ev (T) [6,14]))) 0 wO,9 wO,9 0 (3 6 5 9 7 8 1 2 4) 0 WO,91 
((3 6 5 9 7 8 1 24)*)conlpl 
68923 1 547 
et que 
WO,9 0 read (st ((ev (5) 1 [6,14]))) 0 WO,9
 wO,90 (3 6 2 7 5 9 1 4 8) 0 WO,9 
((36 2 7 5 9 1 4 8)*)compl 
2 6 9 1 5 3 8 4 7. 
Ces deux permutations de l'ensemble [9] ont le même Q-symbole et leurs P-symboles 
ne diffèrent que par la position de leurs deux plus grands entiers. On peut vérifier que 
~ (6 89 2 3 1 5 4 7) ~ ( 6 2 
1 
8 
5 
3 
9 
4 71 
6 
4 
1 
8 
5 
2 
7 
3 91 
) 
et 
~ (2 6 9 1 5 3 8 4 7) ~ .( 6 2 
1 
9 
5 
3 
8 
4 71 
6 
4 
1 
8 
5 
2 
7 
3 91 
) 
Dans toute la suite de cette thèse, nous allons utiliser la notation suivante: si T est un 
tableau de Young standard à n éléments et a une permutation de ln], alors aT dénote 
le tableau obtenu de T en remplaçant chaque élément j de ln] par a (j). Si 5 = aT, 
on dit que les tableaux 5 et T diffèrent par la permutation a. Si T et S sont deux 
tableaux de Young standards à n éléments ne diffèrent que par la position des deux 
entiers consécutifs i et i + 1, alors on écrit 5 = SiT où Si est la transposition (i i + 1) 
et si Q est un tableau de Young standard de même forme que les tableaux S ct T, alors 
on écrit 
(T,Q) (~) (5,Q) 
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où Id dénote la fonction identité. On dénote par [(-)*]compl la bijection de Sn vers Sn 
. " h . 1 . (*)compl S' dqUi associe a caque permutatIOn (J a permutatIOn (J . 1 (J et T sont eux 
permutations de [n] telles que 0: 0 = T où 0: est une permutation de ln], alors on (J 
écrit (J ~ T. Le Shéma donné ci-dessous montre que le lien entre la conjecture de 
Schützenberger et la nouvelle conjecture précédente est très étroit. En effet, l'évacué 
ev (T) d'un tableau de Young standard T est le P-symbole du complément de l'image 
miroir d'une permutation ayant ce tableau T comme P-symbole. Les tableaux de Young 
standards T et S à n éléments donnés ci-dessous vérifient S = Sn-I T et par le théorème 
de Foata (Foata, 1976), ev (S) = o:ev (T) où 0: est un cycle en équerre de longueur 
paire. Le tableau Q est de même forme que les tableaux T et S. Posons 7["-1 (T, Q) = (J 
et 7["-1 (S, Q) = T, alors par la nouvelle conjecture précédente /3 0 (J = T où /3 est un 
cycle de longueur pair. Nous conjecturons que cette nouvelle conjecture est équivalente 
à la conjecture de Schützenberger. Montrer que si la conjecture de Schützenberger est 
vraie alors cette nouvelle conjectme est vraie reste un problème ouvert. Nous poserons 
aussi le problème de trouver le lien entre les deux cycles 0: et /3 donnés dans le shéma 
ci-dessous. 
[()*]compl 
71'71'-1 
(J f-----+ ((J*)complf-----+ f-----+(T,Q) (ev (T), ev (Q)) 
1 (sn-1,Id) 1/3 1 (/3*)compl 1 (o:,Id) 
[C)*]compl 
71'71'-1 (T*)complf-----+ T f-----+ t--->(S,Q) (ev (S) ,ev (Q)) 
Pour les tableaux ayant un seul coin intérieur, on pose la conjecture suivante : 
Conjecture 5 Soient T et S deux tableaux de Young standards à n éléments tels que 
chacun a un seul coin intérieur- et S = Si (T) pour un certain i. Soit Q un tableau de 
Young standard de même forme. Alors les deux permutation (J = 7["-1 (T, Q) et T = 
7["-1 (S, Q) où 7[" est la correspondance de Schensted, ne diffèTent comme mots que par 
une permutation des positions des entiers i et i + 1, c'est-à-dire Si 0 (J = T. 
En d'autres mots, deux permutations (J et T ayant le même Q-symbole, un tableau de 
Young standard ayant un seul coin intérieur, et leurs P-symboles ne diffèrent que par 
la position de deux entiers consécutifs i et i + 1 vérifient Si 0 (J = T. 
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En utilisant le résulat de M. Desgroseilliers et al, dans (Desgroseilliers, Larose, Malve­
nuto et Vincent, 2008), qui ont démontré que si T et S sont deux tableaux de Young 
standards à n éléments tels que chacun a un seul coin intérieur et S = Si (T) pour un 
certain i et si Q est un tableau de Young standard de même forme, alors les deux ta­
bleaux ev (T) et ev (S) ne diffèrent que par la position des deux entiers n-i et n-i+ 1, 
c'est-à-dire ev (S) = Sn-i (et' (T)), on obtient le shéma suivant: 
1r- 1 I(rjcompl
 1r(O"*)compl~ t------+
 t------+(T,Q) 0"
 (ev (T) , ev (Q)) 
l (Si'! d) l Si l Sn-i l (sn-i,Id) 
1r- 1 [(yjcompl (T*)compl 1r(S,Q) t------+ T t------+
 t------+ (ev(S),ev(Q)) 
5.4
 Solution de la nouvelle conjecture pour les tableaux de Young 
standards ayant seulement deux lignes 
Dans cette section, nous montrons la nouvelle conjecture précédente (la conjecture 3), 
en utilisant l'algorithme que nous avons élaboré au chapitre 3 pour la correspondance de 
Schensted entre les permutations et les paires de mots de Yamanouchi de même forme, 
dans le cas particuIier- des tableaux de Young standards ayant seulemenLdeux lignes. 
Théorème 14 Soient Pl et P2 deux tableaux de Young standards à n éléments ne 
diffèrent que par la position de leurs deux plus gmnds entiers n et n - 1. Soit Q un 
tableau de Young standard de même forme À f- n tels que À E P (n, 2) où P (n, 2) désigne 
l'ensemble de tous les partages de n dont le nombre de parts est 2. Les permutations 
0" = 7T- I (PI,Q) et T = 7T-1 (P2 ,Q), où 7T dénote la correspondance de Schensted, ne 
diffèr"ent comme mots que par une permutation (X des positions des entiers, consistant 
en un cycle en équerre de longueur paire, c)est-à-dire (X 0 0" = T. 
Notons que n et n - 1 ne peuvent pas être dam, Pl ni délnR P2 dans la même ligne ni 
dans la même colonne car sinon ils seront dans des cases adjacentes et on ne peut pas 
les permuter. 
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Pour montrer ce théorème, nous allons utiliser l'algorithme que nous avons élaboré au 
chapitre 3 pour la correspondance de Schensted entre les permutations et les paires de 
mots de Yamanouchi de même forme comme dans l'exemple suivant: soient Pl, P2 et 
Q les trois tableaux de Young standards suivants à 5 éléments de même forme (3,2) f- 5 
ŒFTl~12T5IJ 
Pl = Œ]ill' P2 = = ŒI~I~]et Q 
On a W (Pl) = 11212, W (P2) = 11221 et w (Q) = 12112. Par l'algorithme que nous 
avons élaboré au chapitre 3 pour la correspondance de Schensted entre les permutations 
et les paires de mots de Yamanouchi de même forme, on obtient respectivement les 
deux permutations CT = 7f-1 (Pl, Q) et T = 7f-1 (P2, Q) en appliquant successivement 
les fonctions de suppression suivantes : '02 , VI, VI, '02 et Dl à chacun des mots de 
Yamanouchi W (Pl) et w (P2) comme suit: 
11212 11221 
112·1 4 1·211 2 
112· . 5 1 ·21· 5 
1·2· . 2 1·2· . 4 
.. 1 .. 1 .. 1 .. 1 
3 3 
Ainsi CT = 31254 et T = 31452. Remarquons que CT = 0' 0 T avec 0' = (2 4). 
Preuve 
Supposons que W (Pl) = u12 et W (P2) = u21 où u E Y ([2]) et Y ([2]) dénote l'ensemble 
de tous les mots de Yamanouchi dont les lettres appartiennent à [2]. Comme w (Q) = vab 
où v E Y ([2]) et a, b E [2], alors, on peut distinguer les sept cas suivants: 
l)ab=ll. 
2) ab = 21. 
3) ab = 12 et v = vil. 
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4) ab = 12 et v = v'2 et u = u'l. 
5) ab = 12 et v = v'2 et u = u'2. 
6) ab = 22 et u = u'1. 
7) ab = 22 et u = u'2. 
On va montrer que: 
Pour les cas 1) et 2), Sn-l 0 a = T. 
Pour le cas 3), (t n - 1) 0 a = T où t < n - 1. 
Pour les cas 4) et 6), Sn-2 0 a = T. 
Pour les cas 5) et 7), ex 0 a = T où ex est un cycle en équerre de longueur paire;::: 4. 
Commençons la preuve cas par cas. Dans toute la preuve de ce théorème, on note la lettre 
Opal' * et on note par· .. un mot de longueur arbitraire dont les lettres appartiennent à 
[2] et on note par ... un mot de longueur arbitraire dont toutes les lettres sont égales
'-v-' 
à 2 et par ** * un mot de longueur arbitraire dont toutes les lettres sont égales à O.
....-....­
ca:s 1) : w (Q) = 011 .
 
En appliquant les deux premières fonctions de suppression Dl et Dl, on obtient:
 
· ··1 ... 1 ... 12 .. ·1 ... 1 ... 21 
'-v-' '-v-' '-v-' '-v-' 
· ··1 ... 
'-v-' 
1 ... 
'-v-' 
*2 n-1 . ··1 ... 
'-v-' 
1 ... 2* 
'-v-' 
TL 
· ··1 ... * '" *2 t . ··1 ... * ... 2* t 
'-v-' '-v-' '-v-' '-v-' 
ce qui implique que a(n) = n-1 et a(n-1) = t et que T(n) = n et T(n-1) = t où 
t<n-1. 
Remarquons que chaque fois qu'on applique une fonction de suppression 'Dl, on obtient 
le même résultat dans les deux cas. Lorsqu'on applique une fonction de suppression 'D2, 
243 
on obtient aussi le même résultat 
· .. * ... * ... *1 ... * ... * ... hS S 
'-v-' '-v-' '-v-' '-v-' 
Remarquons maintenant que chaque fois qu'on applique une fonction de suppression 
V 2 on obtient le même résultat dans les deux cas et lorsqu'on applique une fonction de 
suppression VI, on obtient 
... * ... * ... ** n ... * ... * ... ** n-1 
'-v-' '-v-' '-v-' '-v-' 
Ce qui implique que (5 (i) = n et r (i) = n - 1 pour un certain i < n - 1. 
L'application des autres fonctions de suppression donne toujours le même résultat. Par 
conséquent, 
Sn-I 0 (5 = r. 
Cas 2) : w(Q) = v21 
En appliquant successivement les deux premières fonctions de suppression V} et V2, on 
obtient: 
· ··1 ... 1 ... 12 ...} ... } ... 21 
'-v-' '-v-' '-v-' '-v-' 
· ··1 ... 1 ... *2 n-} ...} ... 1 .,. 2* n 
'-v-' '-v-' '-v-' '-v-' 
· ··1 ... * ... *1 t ...} ... * ... h t 
'-v-' '-v-' '-v-' '-v-' 
L'application de chaque fonction 1)2 donne le même résultat, alors que l'application 
d'une fonction V} donne 
· . ·1 ... * ... ** n .. ·1 ... * ... ** n-}
'-v-' '-v-' '-v-' '-v-' 
Ce qui implique que Sn-l 0 (5 = r. 
L'application des autres fonctions de suppression donne toujours le même résultat. Par 
conséquent, 
Sn-} 0 a = r. 
Cas 3) : w(Q) = v/1l2 
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En appliquant successivement les trois premières fonctions de suppression V2, VI et VI, 
on obtient: 
· ··1 ... 1 ... 12 · ··1 ... 1 ... 21 
'-v-" '-v-" '-v-" ~ 
· . ·1 ... 
'-v-" 
1 ... 
'-v-" 
*1 n-1 · ··1 ... 
'-v-" 
* ... 11 
~ 
t 
· ··1 ... 1 ... ** n ···1 '" * ... h n 
'-v-" '-v-" '-v-" ~ 
· . ·1 ... * ... ** t · ··1 ... * ... ** n-1 
'-v-" '-v-" '-v-" ~ 
Ce qui implique que (t n - 1) 0 a = T où t < n - 1. 
L'application des autres fonctions de suppression donne toujours le même résultat. Par 
conséquent, 
(t n - 1) 0 a = T où t < n - 1. 
Cas 4) : w (Q) = v'212, W (Pl) = u'112 et w (P2 ) = u'121 
En appliquant successivement les trois premières fonctions de suppression V 2 , VI et '02, 
on obtient: 
.. ·112 .. ·121 
n-1 · .. * 11­ n-2 
.. ·1 * * n · ··*h n 
L'application de chaque fonction V 2 donne le même résultat, alors que l'application 
d'une fonction VI donne 
... * ** n-2 · .. * ** n-1 
Ce qui implique que Sn-2 0 a = T.
 
L'application des autres fonctions de suppression donne toujours le même résultat. Par
 
conséquent,
 
Sn-2 o a=T. 
Cas 5) w (Q) = v'212, w (Pd = u'212 et w (P2 ) = u'221 
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En appliquant successivement les trois premières fonctions de suppression D2 , Dl et D 2 , 
on obtient: 
. ··1 ... 1 ... 212 . ··1 ... 1 ... 221 
~~ ~~ 
· ··1 ... 1 ... 2 * 1 n-1 . ··1 ... * ... 211 t 
~~ ~~ 
· ··1 ... 1 ... 2 * * n ···1 ... * ... 2h n 
~~ ~~ 
· ··1 ... * ... 1 * * t ... * ... * ... 1h s 
~~ ~~ 
L'application d'une fonction Dl donne (on l'applique maintenant ou après elle donne le 
même résultat car elle ne dépend pas des fonctions D 2 ) 
· .. 1 .. ·* .. ·*** n-2 · .. *···* .. ·1** n-1 ~~ ~~ 
Jusqu'à maintenant, on a la chaîne suivante: 
n-2~n-1~t~s 
On peut distinguer les deux cas suivants: 
1) Si la fonction de suppression suivante est une fonction Dl, on obtient le cycle de 
longueur 4 suivant : 
... * ... * ... *** s ... * ... * ... *** 11-2 
~~ ~~ 
n-2 ~ n-1 
1 
s t 
qui est un cycle en équerre car s < n - 2 < n - 1 > t. 
2) Si la fonction de suppression suivante est une fonction D2 . Dans ce cas, on peut 
distinguer les deux cas suivants: 
2) - 1) S'il n'y a pas de lettres égales à 2 dans les deux régions ci-haut données par les 
deux mots dont toutes les lettres sont égales à 2, c'est-à-dire si ces deux mots sont vides, 
on a t = n - 3 et la fonction de suppression D2 précédente donne le même résultat dans 
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les deux cas 
.. ·1 * * * * ... * *1 * * 
et l'application d'une fonction VI donne (on l'applique maintenant ou après elle donne 
le même résultat car elle ne dépend pas des fonctions '02 qui donnent le même résultat 
dans les deux cas) 
... * * * ** n-4 ... * * * ** n-2 
et on obtient le cycle suivant de longueur 4 
n-2 ---+ n-1 
T l 
n-4 n-3f-- ­
qui est un cycle en équerre car n - 4 < n - 2 < n - 1 > n - 3. 
2) - 2) Si au moins une des deux régions ci-haut données par les deux mots dont toutes 
les lettres sont égales à 2 contient un 2, c'est-a-dire si au moins un de ces deux mots 
n'est pas vide on obtient après l'application de la fonction de suppression '02 précédente 
l'un des deux cas suivants 
Premier cas 2) - 2) - 1) : 
. ··1 ... * ... * ... 1 * ** s ···*···*···*···11** k 
'-v-'" '-v-'" '-v-'" '-v-'" '-v-'" '-v-'" 
L'application d'une fonction VI donne (on l'applique maintenant ou après elle donne le 
même résultat car elle ne dépend pas des fonctions V 2 ) 
. ··1 ... * ... * ... * * ** n-3 ... * ... * ... * . " 1 * ** n-2 
'-v-'" '-v-'" '-v-'" '-v-'" '-v-'" '-v-'" 
et on a jusqu'à maintenant la chaîne suivante: 
n - 3 ---+ n - 2 ---+ n - 1 ---+ t ---+ S ---+ k 
Deuxième cas 2) - 2) - 2) : 
. ··1 ... * ... 1 * * * * s k 
'-v-'" '-v-'" 
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L'application d'une fonction Dl donne (on l'applique maintenant ou après elle donne le 
même résultat car elle ne dépend pas des fonctions D2) 
. ··1 ... * ... * * * * * n-4 · .. *· .. * .. ·1**** n-2 ~~ ~~ 
et on a jusqu'à maintenant la chaîne suivante: 
n - 4 ----+ n - 2 ----+ n - 1 ----+ t ----+ S ----+ k 
Dans les deux cas si la fonction de suppression suivante est une fonction VI, on obtient 
un cycle de longueur 6 
n-2 ----+ n - 1 ----+ t 
l l 
n - 3 ou n - 4 <---- k <---- S 
qui est un cycle en équerre. 
On continue de cette façon et à chaque fois qu'il y a une lettre 2 et que la fonction de 
suppression suivante est une fonction D2 , on applique cette fonction de suppression D2 
suivie de la fonction de suppression Dl (qui donne toujours le même résultat et qui ne 
dépend pas des fonctions D2) et on obtient en général 
"'* ... *···*···1*** ···1 ... * ... * ... **** ~ ~ '-v-' ~ ~ '-v-" 
Jusqu'à maintenant, on a une chaîne de longueur paire: 
.e ----+ ... ----+ n - 1 ----+ ... ----+ k l 
Ensuite, soit on applique une fonction Dl et on obtient le cycle de longueur paire suivant: 
n-1 ---t 
l 
qui est un cycle en équerre, soit on applique une fonction D2 suivie d'une fonction Dl 
et on continue jusqu'à ce qu'on obtient une chaîne de longueur paire qui se ferme pour 
donner un cycle en équerre 0' de longueur paire. Par conséquent, 
Q:O(J'=T. 
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Cas 6) : w (Q) = v22, W (Pl) = u/112 et w (P2 ) = u/121 
En appliquant la première fonction de suppression 1)2, on obtient: 
.. ·112 .. ·121 
.. ·1 * 1 n-1 ... * 11 n-2 
L'application de chaque fonction '02 donne le même résultat, alors que l'application 
d'une fonction VI donne 
.. ·1 * * n .. ·*h n 
L'application de chaque fonction V 2 donne le même résultat, alors que l'application 
d'une fonction VI donne 
... * ** n-2 ... * ** n-1 
Ce qui implique que Sn-2 00" = T. 
L'application des autres fonctions de suppression donne toujours le même résultat. Par 
conséquent, 
Sn-2 00" = T. 
Cas 7) w (Q) = v22, W (Pl) = u/212 et w (P2) = u/221 
En appliquant successivement les deux premières fonctions de suppression V2 et '02, on 
obtient: 
. ··1 ... 1 ... 212 . ··1 ... 1 ... 221 
"-v-' "-v-' "-v-' "-v-' 
···1···1···2*1 
"-v-' "-v-' 
n-1 . ··1 ... * ... 211 
"-v-' "-v-' 
t 
. ··1 .,. * ... 1 * 1 
"-v-' "-v-' 
t ... * ... * ... 111 
"-v-' "-v-' 
s 
L'application d'une fonction VI donne (on l'applique maintenant ou après elle donne le 
même résultat car elle ne dépend pas des fonctions '02) 
. ··1 ... * ... 1 * * n ... * ... * ... 1h n 
"-v-' "-v-' "-v-' "-v-' 
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Une autre fonction Dl donne (on l'applique maintenant ou après elle donne le même 
résultat car elle ne dépend pas des fonctions 7)2) 
. ··1 ... * ... * * * n-2 ···*···*···1** n-1 
'-v-' '-v-' '-v-' '-v-' 
Jusqu'à maintenant, on a : 
n - 2 ----' n - 1 ----' t ----' s 
Maintenant, on procède de la même façon que le cas 6) précédent et on obtient un cycle 
en équerre a de longueur paire. Par conséquent, 
aO(J=T. 
D 
Soit l'exemple suivant: 
16 17 18 19 21 22 23 24 26 27 28 30 
1 2 3 4 5 6 7 8 9 10 11 12 13 114 115 20 25 291 1 1 1 
et 
16 17 18 19 21 22 23 24 26 27 28 29 
1 11 2 3 4 5 6 7 8 9 10 11 12 13 114 115 20 1 25 30 1 
et 
17 18 19 20 21 22 23 25 26 27 28 30 Q= 
1 2 3 4 5 6 7 8 9 10 11 12 13 114 115 116 1 24 1 29 1 
On peut remarquer que cet exemple correspond au cas 5) donné ci-dessus. On a :
 
(J = 1T- l (Pl, Q) = 1 2 3 4 5 6 16 17 18 19 21 22 23 24 26 27 7 8 9 10 11 1213 28 14 15 20 25 30 29
 
et
 
T = 1T- l (P2 , Q) = 1 2345 16 17 18 19 21 22 23 24 26 2728 6 789 10 111229 13 14 15 20 30 25.
 
Il est clair que:
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avec 
a = (6 16 17 18 1921 22 23 24 26 27 28 29 25 20 15 14 13 12 11 10 987) 
un cycle en équerre de longueur 24. 
5.5 Nouvelle preuve du théorème de Foata 
Dans cette section, nous donnons une preuve par récurrence du théorème de Foata 
inspérée de la preuve de ce théorème dans ((Desgrofleilliers, Larose, Malvenuto et Vincent, 
2008), Théorème 3.9, page 8). La preuve de Desgroseilliers et al utilise la définition de 
l'évacué d'un tableau de Young standard par les promotions et notre preuve utilise la 
définition équivalente de l'évacué par les promotions inverses. 
Soit T un tableau de Young standard à n éléments. Nous définissons la traînée de T 
qu'on note par tr/(T) comme étant la suite de cases suivante: 
Commençons par la case contenant 1 et choisissons la case voisine contenant la plus 
petite valeur (parmi les deux cases voisines situées à droite et en haut de celle-ci) 
comme étant la case suivante. 
Par exemple, pour 
6 9 10 
T= 3 
1 
5 
2 
7 
4 8[ 
tr/(T) est la suite de cases suivante: (1,1), (l, 2), (l, 3), (2,3), (3,3). Remarquons que 
les cases de tr/ (T) contiennent respectivement la suite croissante des entiers suivante 
(du bas vers le haut): 1,2,4,7,10. 
Nous définissons la traînée inverse de T qu'on note par tr '>(T) comme étant la suite de 
cases suivante: 
Commençons par la case contenant n et choisissons la case voisine contenant la plus 
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grande valeur (parmi les deux cases voisines situées à gauche et en bas de celle-ci) 
comme étant la case suivante. 
Par exemple, pour le tableau T donné ci-haut, 
6 9 10 
T= 3 5 7 
1 2 4 81 
tr'-..(T) est la suite de cases suivante: (3,3), (3,2), (3, 1), (2, 1), (l, 1). Remarquons que 
les cases de tr '-..(T) contierlllent respectivement la suite décroissante dcs cntiers suivante 
(du haut vers le bas) : 10,9,6,3,1. 
Pour tout 1 :S k :S n, nous définissons la promotion 8k comme étant l'opération qui 
transforme un tableau de Young standard T en un autre tableau de Young standard de 
même forme qu'on note par 8k (T) comme suit: 
(1) Supprimons 1 de sa case dans T. 
(2) Pour tout élément i plus petit ou égal à k dans tr/(TI [k]), translatons la valeur i 
vers la case précédente (soit vers la gauche, soit vers le bas) dans tr/(TI [k]). 
(3) Soustrayons 1 pour chaque élément plus petit ou égal à k du tableau obtenu en (2). 
(4) Plaçons k dans la case vide créée par la translation de la traînée tr/ (TI [k]). 
Par exemple, pour le tableau donné ci-haut, calculons S = 88 (T). 
6 9 10 6 9 10 5 9 10 
(1) et (2) (3) et (4)T= 3 5 7 1-----* 3 5 1-----* 2 4 8 =S. 
1 2 4 81 2 4 7 81 1 3 6 71 
Remarquons que la promotion 68 agit seulement sur TI [8] ct done on peut écrire 
S = 88 (T) = 88 (TI [8]) U st (TI [9,10]) . 
En général, pour tout 1 :S k :S n, on a : 
8k (T) = 8k (TI [k]) U st (TI [k + l, n]) . 
- -
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Pour tout 1 :s: k :s: n, nous définissons la promotion inverse Ok comme l'opération qui 
transforme un tableau de Young standard en un autre tableau de Young standard de 
même forme qu'on note par Ok (T) comme suit: 
(1) Supprimons k de sa case. 
(2) Pour tout élément i plus petit ou égal à k dans tr"-(TI [k]), translatons la valeur i 
vers la case précédente (soit vers la droite, soit vers le haut) dans tr "-(TI [k]). 
(3) Ajoutons 1 pour chaque élément plus petit ou égal à k du tableau obtenu en (2). 
(4) Plaçons 1 dans la case vide créée par la translation de la traînée tr"-(TI [k]). 
Par exemple, pour le tableau S donné ci-haut, calculons S8 (S). 
5 9 la 5 9 la 6 9 la 
(1) et (2) (3) et (4)S= 2 4 8 1-----+ 2 4 6 1-----+ 3 5 7 =T. 
1 3 6 71 1 3 71 1 2 4 81 
Remarquons que la promotion oS agit seulement sur SI [8] et donc on peut écrire 
oS (S) = oS (SI [8]) Ust (SI [9, la]) . 
En général, pour tout 1 :s: k :s: n, on a : 
Ok (T) = Ok (TI [k]) U st (TI [k + 1,n]). 
Remarquons aussi que 
En général, pour tout T un tableau de Young standard à n éléments et pour tout 
k1 :s: k :s: n, si S = ok(T), alors T = ok(S). Autrement dit <5 ok (T) = T. 
Dans toute la suite de cette section, nous utiliserons la définition suivante de l'évacuation 
qui est équivalente à celle donnée à la sous-section 1.8.2 au chapitre 1. 
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Définition 57 Pour T, un tableau de Young standard à n éléments, le tableau ev (T) 
est défini par 
,----- ­
4 6 
Par exemple, pour T = 3 6 , on a ev(T) = 3 5 . En effet, 
1 2 1 251 7 41 7 1 1 
- -
3 6 6 
T~ 2 5 ~ 2 4 3 5 
1 4 1 3 5 7 1 261 7 41 7 1 1 
,------- -
- ­
6 6 6 6 
2 5 3 5 3 5 3 5 
1 3 4171 1 2 4171 1 2 4171 1 2 41 7 1 
Dans toute la suite de ce chapitre, nous allons utiliser les opérateurs suivants sur les 
tableaux de Young standards introduits par M. Haiman. Pour tout 1 ~ i ~ n - l, soit 
Si la transposition (i i + 1) et définissons 
si S·iT est un tableau de Young standard, 
sinon 
6 9 10 6 8 10 
Par exemple, soit T = 3 5 7 ,alorsrg(T) = Tet rg(T) = sg(T) = 3 5 7 
1 2 4 81 1 2 4 91 
Notons que pour T un tableau de Young st.andard à n éléments et pour tout 1 ~ k ~ n, 
on a: 
Lemme 18 Soit T un tableau de Young standard à n éléments. On a : 
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Preuve 
On a: ev(T) = 8182 ", 8n - 1 8n (T). Remplaçons T par ev(T) et utilisons le fait que 
ev(ev(T)) = T, on obtient 
Ainsi, 81 (T) = 81 (8182 ... 8n - 18n (ev(T))) = 82 ... 8n - 18n (ev(T)). En appliquant 
la promotion inverse 82 aux deux membres de cette égalité, on obtient 8281 (T) = 
82 (82' .. 8n - 18n (ev(T))) = 83 ... 6n - 18n (ev(T)). On continue d'appliquer successive­
ment les promotions inverses 83 ,84, ... , 8n aux deux membres de l'égalité obtenue et on 
obtient 
o 
- .- ­
4 6 
Par exemple, pour T = 3 6 , on a ev(T) = 3 5 . En effet, 
1 2 1 25 7 41 7 1 1 1 
-
-
4 4 3 
2 6 2 6 
125 7 1 3 1 451 7 1 51 7 1 
.-- .-- ­
4 5 6 
3 6 2 4 3 5 
1 2 1 3 1 25 171 61 7 41 7 11 
Dans toute la suite de cette section, on va utiliser les deux lemmes suivants donnés 
dans (DesgroseiUiers, Larose, Malvenuto et Vincent, 2008). Ces deux lemmes sont res­
pectivement les lemmes 3.8 et 3.6 dans (Desgroseilliers, Larose, Malvenuto et Vincent, 
2008). 
Lemme 19 Soit T un tableau de Young standard à n éléments tel que ses deux entrées 
i et i + 1 ne sont par dans la même ligne ni dans la même colonne, c'est-à-dire ri (T) = 
Si (T). A lO1"s l"un des deux énoncés suivants est vé7"~fié : 
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Lemme 20 Soit k 2: 1. Soient T et S deux tableaux de Young standard à n éléments 
de même forme À r- n tels que S = aT où a est un cycle en équerre dont le support 
est contenu dans {n - k + 1, ... , n}. Alors, Tn-k (S) = (3 (rn-k (T)) où (J est un cycle en 
équerre dont le support est contenu dans {n - k, ... , n}. 
On va utiliser aussi le théorème suivant donné dans (Desgroseilliers, Larose, tvlalve­
nuto et Vincent, 2008). Ce théorème est le théorème 3.2 dans (Desgroseilliers, Larose, 
Malvenuto et Vincent, 2008). 
Théorème 15 Soient T et S deux tableaux de Young standards à n éléments, avec 
n 2: 3, ne diffèrant que par la position de de'ux entiers consécutifs,. soient ev (T) et 
ev (S) les tableaux obtenus en appliquant à T et à S l'opération d'évacuation. Si ev (T) 
et ev (S) ne diffèrent que par une permutation a des positions des entiers, consistant 
en un cycle, alors ce cycle est forcément de longueur paire. 
Maintenant, on peut donner le lemme suivant: 
Lemme 21 Soient S et T deux tableaux de Young standards à n éléments avec n 2: 3 
de même forme À r- n tels que 
S = Sn-l (T) . 
Alors 
où a est un cycle en équerre. 
Preuve 
Par récurrence sur n. 
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Pour n = 3, il Y a deux cas possibles; 
1er cas: T = ~ et S =~. Ainsi S = 82 (T) et on a : ~ ~ 
Par conséquent, le cycle ~ est la transposition 82. 
2eme cas: T = et S = . Ainsi S = 82 (T) et on a : 
. fu fu1 3 1 2 
Par conséquent, le cycle ~ est la transposition 82. 
Supposons que cette propriété est vraie pour les tableaux de Young standards à n - 1 
éléments et démontrons la pour les tableaux de Young standards à n éléments. En 
effet, soient T et S deux tableaux de Young standards à n éléments. Puisque Ti et Tj 
commutent si li - jl i- 1, on a 
(T1 T2 T 71-2' T1 T2'" T71-3) ((T71-1T71-2) (T))
 
(T1 T2 T 71-2' T1 T2 ... T71 -3) (W)
 
671 1671
- - 2(W) 
où W = (T71-1T71-2) (T). 
On a 
(T1 T2'" T71-2T71-1 . T1 T2 ... T71 -3 T71-2) ((T'n-1) (T)) 
(T1 T2 ... T 71 -2 . T1 T2 ... T71 -3) ((T71-1T71-2T'n-d (T)) 
671 1571 2 - - ((T71-1T71-2T71-l) (T)). 
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Comme (Tn-d (T) = (Sn-l) (T), alors par le lemme 19 précédent, on peut distiguer les 
deux cas suivants: 
On a: 
et 
i5n- 1i5n- 2((Tn-lTn-2Tn-d (T)) 
i5n- 1 i5n- 2((Tn-2Tn-lTn-2) (T)) 
i5n- 1i5n- 2((Tn-2) ((Tn-lTn -2) (T))) 
i5n - 1i5n- 2((Tn-2) (W)) 
i5n- 1 i5n- 2 (W') , 
où W' = (Tn -2) (W). 
Les tableaux W et W' sont deux tableaux de Young standards à. n éléments, ils ont la 
même forme et l'élément n occupe la même case dans les deux tableaux. Ainsi WI [n, n] = 
W'I [n, n]. On a aussi W' = (Tn-2) (W) = (Sn-2) (W), car dans le cas contraire W' = W 
et donc i5ni5n- 1 (T) = i5ni5n- 1 (s), ainsi i5n_li5ni5ni5n-l(T) = i5n_li5ni5ni5n-l(s), ce qui 
implique T = S et ceci donne une contradiction car S = Sn-l (T). 
Ainsi, on peut déduire que WI [n - 1] = Sn-l (W'I [n - 1]). 
On a 
6n - 1i5n- 2(W) 
i5n- 1i5n- 2(WI [n - 1]) U st (WI [n, n]) 
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De même, 
onon-l(8)
 = On-l 0n-2(W') 
= On-l 0n-2(W'1 [n - 1]) U st (W'I [n, n]) 
= on-l on-2(W'1 [n - 11) U st (WI [n, n]) 
Comme WI [n - 1] et W'I [n - 1] sont deux tableaux de Young standards à n-1 éléments 
et comme W'I [n - 1] = Sn-2 (WI [n - 1]), alors par l'hypothèse de récurrence on peut 
déduire, 
où 0: est un cycle en équerre ayant un support contenu dans [n - 1]. Par conséquent, 
on8n- 1 (8)
 = on-l 0n-2(W'1 [n - 1]) U st (WI [n, n]) 
= 0: (on-l 0n-2(WI [n -1])) U st (WI [n, n]) 
= 0: (on-l on-2(WI [n - 1]) U st (WI [n, n])) 
= 0: (on on-l (T)) . 
Ce qui implique que 
où 0: est un cycle en équerre qui a un support contenu dans [n - 1] . 
• Deuxième cas: (rn-2rn-l rn-2) (T) = rn-l (T) et (rn-l rn-2rn-d (T) = T : 
On a: 
(rn-l . rl r2 . o. rn-3rn-2) (T)
 
(rl r2' .. rn-3 . rn-lrn-2) (T)
 
(rI r2 ... rn-3 . rn-2rn-2 . rn-l rn-2) (T)
 
(rlr2 . o. rn-3rn-2) ((rn-2r11-lrn-2) (T))
 
(7'17'2' .. rn -37'n-2) ((rn - 1 ) (T))
 
= on (T). 
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et 
(TI T2 ... Tn-3Tn-2) (8)
 
(TIT2' .. Tn-3Tn-2) (Tn-1 (T))
 
on (T) . 
Ainsi 
On peut déduire que les tableaux Tn_10n-1(T) et Tn-1 (071 - 1(8)) diffèrent par la trans­
posi tion Sn-I' Car dans le cas contraire 
sn (T) 
Tn-I (Tn-I (071 - 1(8))) 
Tn -1 (071 - 1(8)) 
Tn-I ((T1T2 ... Tn-3Tn-2) (8))
 
(Tl7'2 Tn-3 . Tn-ITn-2) (8)
 
(TI T2 Tn-3) ((Tn-17'71-2T71-d (T))
 
(TI T2 7'71-3) (T)
 
071 - 2 (T)
 
ce qui implique Tn-2Tn-1 (T) = T = Tn-28. Ainsi TI [n, n] = Tn-2 (8) 1[n, n] = 81 ln, n] 
ce qui donne une contradiction car 8 = Sn-l (T). 
En appliquant le lemme 20 précédent pour les tableaux 7'71_1071-1 (T) et T71-1 071 - 1(S) avec 
k = 2 et 0 = Sn-l, on obtient que les tableaux Tn_2T71_l0n-l(T) et 7'71-2T71-l (071 - 1(8)) 
diffèrent par un cycle en équerre qui a un support contenu dans {n - 2, ... )n}. En appli­
quant le lemme 20 précédent une deuxième fois, on obtient que les tableaux 7'71-3T71-2T71-l 071 - 1(T) 
et T71-3Tn-2T71-1 (071 - 1(8)) diffèrent par un cycle en équerre qui a un support contenu 
dans {n - 3, ... , n}. On continue d'appliquer le lemme 20 précédent à chaque fois jusqu'à 
ce qu'on obtient que les tableaux Tl ... T71_2Tn_l0n-1(T) et Tl ... Tn-2Tn-1 (071 - 1(8)) 
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diffèrent par un cycle en équerre qui a un support contenu dans ln]. Pour terminer, il 
suffit de remarquer que 
Par conséquent, dans les deux cas les tableaux 8n8n- l (T) et 8n8n- l (5) diffèrent par un 
cycle en équerre, ce qu'il fallait montrer. 
o 
Nous utiliserons le lemme précédent pour démontrer le théorème de Foata donné ci­
dessous et nous conjecturons qu'on peut démontrer la conjecture de Schützenberger de 
la même manière en utilisant le lemme suivant dont. la preuve reste un problème ouvert. 
Lemme 22 Soient 5 et T deux tableaux de Young standards à n éléments avec n 2: 3 
de même forme À f-- n tels que 
5 = sdT) 
pour un certain 1 $.. i $.. n ----:- 1. A lors 
où cr est un cycle. 
Théorème 16 (Théorème de Foata) Soient 5 et T deux tableaux de Young stan­
dards à n éléments, avec n 2: 3, qui diffèrent par la transposition Sn-l' Alof's ev(5) et 
ev(T) diffèrent par un cycle en équerre de longueur paire. 
Preuve 
Soient 5 et T deux tableaux de Young standards à n éléments tels que 5 = Sn-IT. 
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On a: 
ev(T)
 071,071,-1 .. . 0201(T) 
071,071,-1 (071,-2 0201(T)) 
071,071,-1 (071,-2 0201(TI [n - 2] U st(TI [n - l,n]))) 
071,071,-1 (071,-2 0201(TI [n - 2]) U st (TI [n ~ 1, n])) 
071,071,-1 (ev(TI [n - 2]) U st (TI [n - 1, n])) 
De même, 
ev(S) = 071,071,-1 (ev(SI [n - 2]) U st (SI [n - 1, n])) . 
Comme SI [n - 2] = TI [n - 2], alors ev(SI [n - 2]) = ev(TI [n - 2]) et comme st (TI [n - 1, n]) 
et st (SI [n - 1, n]) sont deux tableaux gauches standards à 2éléments 1 et 2, ne diffèrent 
que par la position de ces deux entiers consécutifs 1 et 2, alors 
ev(SI [n -
 2]) U st (SI [n - 1, n]) = Sn-1 (ev (TI [n - 2]) U st (TI [n - 1, n])). 
En appliquant le lemme 21 précédent, on obtient que les deux tableaux 
071,071,-1 (ev(TI [n - 2]) U st (TI [n - 1, n])) 
et 
071,071,-1 (ev (SI [n - 2]) U st (SI [n - l, n])) 
sont deux tableaux qui diffèrent par un cycle en équerre. Par conséquent, ev(T) et ev(S) 
diffèrent par un cycle en équerre de longueur paire par le théorème 15 précédent. 
D 
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CHAPITRE VI
 
PERMUTATIONS CONNEXES ET HYPERCARTES POINTÉES
 
En 1949, M. Hall a établi une formule de récurrence concernant les nombres a~k) de 
sous-groupes d'indice n dans le groupe libre :h = (Xl,"" Xk) à k générateurs (Hall, 
1949). Dans le cas k = 2, les nombres a~2) satisfont la même formule de récurrence 
que les nombres hn+ l de permutations connexes Cl de l'ensemble [n + 11. Rappelons 
que Cl E Sn est connexe si et seulement si Cl ([i]) =f li] pour tout i E ln - 1]. Une 
bijection entre l'ensemble des sous-groupes d'indice n dans le groupe libre :h = (Xl, X2) 
à deux générateurs et l'ensemble des permutations connexes de l'ensemble [n + 1] a été 
construite par A. W. M. Dress et R. B. Franz (Dress et Franz, 1985). 
D. Dumont et G. Kreweras ont étudié une famille particulière de fractions cont.inues liée 
à la série hypergéométrique 
où (a)o = 1 et pour tout n 2: 1 : (a)n:= L acyc(a) tel que CYC(Cl) est le nombre 
aESn 
de cycles de la permutation Cl (Dumont et Kreweras, 1988). Plus précisément, ils ont 
considéré deux ensembles de polynômes Fn (a, b) et Cn (a, b) tels que: 
'" ( ) n D,(a,b;x)F (a, b; X ) := L Fn a, b X = D, ( b _ . ) (6.1 ) n~O a, l,x 
et 
"'C ( ) n D,(a+1,b;x)C(a, b; x ) := L n a, b x = ax D, ( .) (6.2)
a,b,xn~l 
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où Fo (a, b) = 1 et Cl (a, b) = a. Ils ont donné une signification énumérative au coeffi­
cients de ces polynômes qui sont des entiers non-négatifs. Ils ont établi que pour tout 
n ~ 1, le coefficient de aTbs dans Fn (a,b) est le nombre de permutations de ln] qui 
ont r records et s anti-records exclusifs et pour tout n ~ 2, le coefficient de aTbS dans 
Cn (a, b) a la même signification pour les permutations connexes de ln]. Notons que 
tous les anti-records d'une permutation connexe de l'ensemble ln] tel que n ~ 2 sont 
exclusifs. 
En utilisant le q-analogue de la série hypergéométrique, J. Zeng a établi des q-analogues 
de toutes les formules de Dumont-Kreweras. En raffinant la bijection construite par ces 
auteurs, il a trouvé de nouvelles significations énumératives de ces formules (Zeng, 1989). 
Plus précisément, il a considéré deux ensembles de polynômes Fn (a, b, q) et Cn (a, b, q) où 
Fo (a, b, q) = 1 et Cl (a, b, q) = a. Il a donné une signification énumérative au coefficients 
de ces polynômes qui sont des entiers non-négatifs. Il a établi que pour tout n ~ 1, le 
coefficient de aTbsgt dans Fn (a, b, q) est le nombre de permutations de ln] qui ont r 
records, s anti-records exclusifs et t inversions. Il a établi aussi que pour tout n ~ 2, 
le coefficient de aT bS ql dans C n (a, b, q) a la même signification pour les permutations 
connexes de ln]. J. Zeng a proposé un nouveau modèle combinatoire et il a posé le 
p~oblème d '~~ablir une ~ijection en_tre ce nou,::~au modèle_ et celui de Dumont-I\.reweras. 
Plus précisément, il a montré que le nombre des permutations connexes dans Sn+l 
ayant r records et s anti-records est égal au nombre d'hypercartes pointées (o:,{J) à 
n points telles que 0: a r cycles et ,13 a s cycles et il a posé le problème de trouver 
une démonstration bijective de cette formule. Comme la bijection de Dress et Franz ne 
s'applique pas, alors T. Sillke a construit une bijection qui résoud le problème posé par 
Zeng (Sillke, 1989). Cette bijection associe à chaque permutation connexe (J dans Sn+l 
une hypercarte pointée (0:, (J) à n points de sorte que le nombre de records de (J est égal 
au nombre de cycles de 0: et le nombre d'anti-records de (J est égal au nombre de cycles 
de {J. Sillke dans ((Sillke, 1989), page 1) a donné la formule suivante qui est équivalente 
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à la formule (6.2) de Dumont et Kreweras donnée ci-haut: 
C(a,b;x):= LCn(a,b)xn = x d (log(D(a,b;x))) (6.3)dx n~l 
où pour tout n 2 1, le coefficient de aTbs dans le polynôme Cn (a, b) est égal au nombre 
de sous-groupes H de :F2 = (Xl, X2) d'indice n tel que Xl agissant sur :F2/HaT cycles 
et X2 agissant sur :h/H a s cycles. Ce nombre. par la bijection de Dress et Franz, 
est le nombre d 'hyperc.:artcs pointées (0:, (3) à n points telles que 0: a T cycles et (3 a s 
cycles. P. Ossona de Mendez et P. Rosenstiehl ont aussi construit une bijection entre 
les permutations connexes dans Sn+l et les hypercartes pointées à n points (Ossona de 
Mendez et Rosenstiehl, 2004). Leur bijection a.ssocic à chaque permutation connexe iJ 
dans Sn+l une hypercarte pointée (0:, (3) à n points de sorte que le nombre de records 
de iJ est égal au nombre de cycles de 0: et le nombre de cycles de iJ est égal au nombre 
de cycles de (3. R. Cori a donné une description de cette bijection dans (Cori, 2008). 
Dans ce chapitre, qui est indépendant des chapitres précédents, nous donnerons des 
rappels sur les hypercartes étiquetées, non étiquetées et pointées et aussi sur les permu­
tations connexes. Nous donnerons la nOllvelle formule de récurrence suivante concernant 
le nombre hn des permutations connexes de l'ensemble ln] : 
n-l (n-k )
hl = 1 et pour tout n 2 2 : hn = n! - L ~. hk . Li! .(n - k - i)! . 
k=l i=ü 
Nous montrerons cette formule en utilisant les permutations pointées. 
Ensuite, nous rappelerons la bijection de Sillke entre les hypercartes pointées à n points 
et les permutations connexes dans Sn+l ainsi que la bijection d'Ossona de Mendez et 
Rosenstiehl. Nous poserons le problème ouvert de décrire d'une manière précise le lien 
entre ces deux bijections. 
En remarquant que pour tout n 2 0 : Fn (1, 1) = n! et pour tout n 2 1 : Cn (1, 1) = hn, 
nous établirons les formules suivantes: 
n-l 
hn = n! - L hp . (n - p)!, 
p=l 
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n-l 
hn = LP' hp ' (n - 1 - p)!, 
p=l 
n-l 
n·n! = hn+1 + Lhp+1' (n-p)!, 
p=l 
et (I: i! . (n ­n· n! = n· hn +~p, hp ' p - i)!) . 
p=l i=O 
Notons que les deux premières formules précédentes sont données dans (Cori, 2008), la 
deuxième formule est donnée d'une manière équivalente dans ((Cori, 2009, lemme1)) et 
la dernière formule est la nouvelle formule donnée ci-haut. 
En remarquant que pour tout n 2: 0 : le coefficient de ak dans le polynôme Fn (a, 1) est 
Sn,k le nombre de permutations de ln] qui ont k cycles et pour tout n 2: 1 : le coefficient 
de ak dans le polynôme Cn (a, 1) est Cn,k le nombre de permutations connexes de [n] qui 
ont k cycles. Nous établirons les formules suivantes: 
n-l min(k,p)
 
Cn,k = Sn.k - L L Cp,i' Sn-p,k-i,
 
p=l i=O 
n-l min(k,p) 
Cn,k = L L- p. Cp,i: Sn-l-p,k;-i, 
p=l i=l 
n-l min(k,p+l) 
n· Sn,k = Cn+l,k + L L Cp+l,j . Sn-p,k-j, 
p=l j=O 
et 
n-l min(k,p) (n- p min(k-j,i) ) 
n . Sn,k = n . Cn,k + L L L L Si,tp. Cp,j' . Sn-p-i,k-j-t 
p=l j=O i=O t=O 
Notons que les deux premières formules précédentes sont données dans ((Cori, 2008), 
proposition 2) et que les deux dernières formules sont complètement nouvelles. 
Nous donnerons la preuve du résultat suivant, conjecturé par notre directeur de re­
cherche Christophe Reutenauer, qui généralise le résultat (6.3) de Sillke donné ci-haut: 
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où 
r'\( . )._ '"""' (al,a2'''')n' (b l ,b2'''·)n. n 
H al,a2, ... ,bl ,b2, ... ,X .- 0 1 X , 
n. 
n2:ü 
tel que (al,a2, ... )ü = 1 et pour tout n 2': 1: (al,a2'''')n:= L afla~2 ... où (0-1,0-2, ... ) 
IJESn 
est le type cyclique de la permutation 0- et pour tout n 2': 1 : Gn (al, a2, ... ; bl , b2, ... ) est 
un polynôme tel que le coefficient de a~l a~2 ... b~l br;2 ... dans ce polynôme est égal au 
nombre de sous-groupes H de ;:2 = (Xl, X2) d'indice n tels que Xl agissant sur ;:2/H 
est de type cyclique (nI, n2, ... ) et que X2 agissant sur ;:2/H est de type cyclique 
(ml, m2, ... ). Ce nombre, par le bijection de Dress et Franz, est le nombre d'hypercartes 
pointées (0:, (3) à n points telles que le type cyclique de 0: est (nI, n2, ... ) et le type 
cyclique de (3 est (ml, m2, ... ). 
Nous utiliserons ce résultat pour montrer que 
~l,l,l = 1 et Q1,T,S = 0 pour tout (T, s) i- (1,1) 
et (n -1)n-l T .5 ~n,T,s = Sn,T . sn,s - LL L k _ 1 . h1) k,,1.)... Sn-k.,r-?'. Sn-k,,8-J·. 
k=lt=l J=l 
où ~n,T.s dénote le nombre d'hypercartes étiquetées (a, (3) à n points telles que le nombre 
de cycles de 0: est T et le nombre de cycles de (3 est s. Ce résultat généralise le résultat 
donné par R. Cori (Cori, 2009, lemme 1). 
Nous définissons des polynômes à plusieurs variables, qu'on note par Fn (al, a2, ... ; bl , b2, ... ) 
et par Cn (al, a2, ... ; bl , b2, ... ) qui généralisent les polynômes Fn (a, b) et Cn (a, b) de Du­
mont et Kreweras. Ensuite, nous montrerons le résultat suivant qui généralise le résultat 
(5') donné dans ((Dumont et Kreweras, 1988), page 28) : 
où 
nF(al,a2, ... ;bl ,b2, ... ;x) = L Fn(al,a2, ... ;bl ,b2, ... ) ·x
n2:ü 
et 
nC (al, a2, ... ; bl , b2, ... ; X) = L Cn (al, a2, ... ; bl , b2, ... ) . x . 
n2:l 
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Nous montrerons que 
2 dC (a l, a2, ... ; b1 , b2, ... ; X) = a1x + x . -d log (il (a 1 , a2, ... ; b1 , b2, ... ; x)) . 
x 
Cette formule généralise la formule (6.2) de Dumont et Kreweras donnée ci-haut. En 
combinant cette formule avec la formule (6.5) précédente, nous donnerons aussi une 
formule qui généra.lise le formule (6.1) de Dumont et Kreweras donnée ci-haut. 
Nous utiliserons le résultat (6.3) précédent pour donner une expression à la série formelle 
et aussi à la série formelle 
où en dénote l'ensemble des permutations connexes de ln] et ((JI, (J2, ... ) dénote le type 
cyclique de la permutation (J. En effet, nous montrerons que: 
et que 
Finalement, lorsque l'entier n est premier, nous montrerons que n+ 1 est le nombre des 
sous-groupes normaux d'indice n dans le groupe libre :h = (Xl, X2) à deux générateurs 
Xl et x2. Trouver ce nombre lorsque n est arbitraire reste toujours un problème ouvert. 
6.1 Hypercartes étiquetées l non étiquetées et pointées 
Définition 58 Une hypercarte étiquetée (a hypermap) est un co'uple (ex, fJ) de Sn X Sn 
tel q'ue le so'us-groupe engendré par ex et fJ dans le groupe Sn agit transitivement sur 
l'ensemble [n]. 
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La relation de transitivité est équivalente au fait que le graphe simple orienté ayant 
l'ensemble ln] comme ensemble de SOlmnets et l'ensemble E comme ensemble d'arêtes 
soit connexe, où 
E= {(i,a(i)) liEln]}U{(i,,6(i)) liE ln]}. 
an note l'ensemble de tau tes les hypercaTtes étiquetées de Sn X Sn par 7-i.n . 
Définition 59 Deux hypercartes (al,,6l) et (0'2,,62) de 7-i.n sont isomorphes s'il existe 
une permutation <P de ln] tel que: 
On peut définir formellement une hypercarte non étéquetée comme suit: 
Définition 60 Une hypercarte non étiquetée (unlabeled hypermaps) est un élément de 
l'ensemble quotient de l'ensemble des hypercartes étiquetées par la relation d'isomor­
phisme donnée dans la définition 59 précédente. 
Par exemple, le couple (0',,6) avec 0'= (12) (3) (45678) et ,6 = (52) (7361) (84) est une 
hypercarte étiquetée à 8 points (voir la figure 6.1 ci-dessous). 
Définition 61 Le poids d'une hypercarte étiquetée (0',,6) de 7-i.n , qu'on note par'W (a,,6), 
est défini comme suit: 
- nt n2 b17l ] b17l2
'W (a" 8) - al 0,2 ... 1 2 ... , 
où (nI, n2, ...) est le type cyclique de a, (ml, m2, ... ) est le type cyclique de,6 et 0,1,0,2, ... , bl, b2, ... 
sont des variables formelles. 
Remarquons que dans le cas particulier al = 0,2 = ... = a et b l = b2 = ... = b, 
'W (0',,6) = Q,cyc(o:) , bcyc (f3) . 
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Figure 6.1 Une hypercarte étiquetée à 8 points. 
Remarquons aussi que le poids associé à 1'hypercarte étiquetée de la figure 6.1 précédente 
est 0:~0:4(3l!3z(35' Ce qui correspond au fait que 0: a deux cycles de longueur 2 et un cycle 
de longueur 4 et que (3 a un cycle de longueur 1, un cycle de longueur 2 et un cycle de 
longueur 5. 
Remarquons que si (<:Xl, (31) et _(0:2, (32) sont deux hypercartes étiquetées isomorphes de 
1tn , alors 0:] et 0:2 ont le même type cyclique et (31 et (32 ont aussi le même type cyclique. 
Ce qui implique que deux hypercartes étiquetées isomorphes de 1tn ont le même poids. 
Soit (0:, (3) une hypercarte étiquetée de 1tn , on sélectionne un point i de ln] comme étant 
un point distingué (a root) et on l'appellera une hypercarte étiquetée pointée. On note 
l'ensemble de toutes les hypercartes étiquetées pointées de Sn X Sn pa.r 1t~. On peut 
remarquer facilement que 
11t~1 = n l1tn J· (6.6) 
Par la suite, on peut définir une autre relation d'isomorphisme dans 1t~ comme suit: 
Définition 62 Deux hypercartes étiquetées pointées (0:1, (31) et (0:2, h) de 1t~ telles 
que (0:1, (3d a le point i de ln] comme 'un point distingué et (0:2, (32) a le point j de ln] 
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comme un point distingué sont isomorphes s'il existe une permutation <P de ln] tel que: 
On écrit (al,,6d (~) (a2, ,62)' L'ensemble des hypercartes pointées (rooted hypermap) 
est l'ensemble quotient de l 'ensemble H~ des hypercartes étiquetées pointées pal' cette 
relation d'isomorphisme. 
On note l'ensemble de toutes les hypercartes pointées de Sn X Sn par ([n' 
Il est facile de vérifier que la relation d'isomorphisme dans H~ donnée dans la définition 
62 précédente est une relation d'équivalence. En effet, on peut facilement vérifier qu'elle 
est réflexive car pour toute hypercartc étiquct{~c poiutée (a,,6) ayant le point i comme 
point pointé, on a : 
(a,,6) (~) (a,,6). 
' . . ( ~ ) (4J,i,j) ( ~) lElle est symetnque car SI al, 1--'1 a2, 1--'2 , a ors f-------4 
. . . ( ~ ) (1J,i,j) ( ~ ) ( (~ ) (7/J,j,k) ( ~) lElle est transItIve car SI al, 1--'1 f-------4 a2,1--'2 et 02,1--'2 f-------4 a3,1--'3, a ors 
~ ) (7/Jo1J,i,k) ( ~)(al, 1--'1 i------' a3, 1--'3 . 
On peut aussi vérifier que le cardinal de chaque classe d'équivalence est n!. En d'autres 
mots, chaque hypcrcarte pointée de ([n contient n! hypcrcartcs {~tiquctées pointées. Ce 
qui implique que 
IH~I = n! ·I([nl· (6.7) 
Définition 63 Le poids d'une hypercarte pointée est le poids commun des n! hypercartes 
étiquetées pointées qu'elle contient. 
Maintenant, on peut donner la proposition suivante: 
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Proposition 32 On a 
l'Hnl = (n - 1)! . le:nl, 
c'est-à-dire que le nombTe des hypercarle~ étiquetées de Sn X Sn est égal au produit du 
nombre des hypercartes pointées de Sn X Sn par (n - 1)!. De plus 
L w(o:,,6)=(n-1)! L w(o:,f3). 
(a.,{3)E1t n (a.,{3)E~ 
Par exemple, le nombre des hypercartes étiquetées de S3 X S3 est 26, alors que le nombre 
des hypercartes pointées de S3 x S3 est 13. On a bien 26 = (3 - 1)! . 13. 
Pour montrer la proposition précédente, il suffit d'utiliser les identités (6.6) et (6.7) 
précédentes et de remarquer que 
n· L w(o:,f3)= L w(o:,f3)=n!· L w(o:,f3). 
(a.,{3)E1t n (a.,{3)E1t~ (a.,,6)E~ 
Définition 64 Une permutation a = ala2 ...an de l'ensemble ln] écrite sous forme d'un 
mot en les lettres 1,2, ... , n est connexe si pour' tout p < n le préfixe alaZ ...ap possède 
au moins une lettre aj > p. 
En d'autres mots, une permutation a E Sri est connexe si pour tout i E [n - Ir: a ([i]) :::/= 
li] . 
On note l'ensemble de toutes les permutations connexes de ln] par en et on pose hn= 
Maintenant, nous donnons la preuve d'une formule de récurrence concernant hn le 
nombre de permutations connexes de l'ensemble ln]. Cette formule est donnée par le 
théorème suivant: 
Théorème 17 Le nombre de permutations connexes de l'ensemble ln] vérifie la relation 
de récurrence suivante : 
n-l (n-k )
hl = 1 et pour tout n ~ 2 : hn = n! - L ~. hk . Li! . (n - k - i)! . (6.8)k=l t=O 
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Preuve 
Cette formule peut s'écrire 
hl = 1 et pour tout n :::: 2 : n· n! = n· hn +I: (k' hk . ~ il· (n - k- i)l) . 
k=l i=O 
Pour chaque permutation a de l'ensemble ln], on sélectionne un élément arbitraire i de 
ln] comme un élément distingué et on appelle l'objet obtenu, qu'on note par (a, i), une 
permutation pointée de [n]. Ce qui implique que n . ni est le nombre des permutations 
pointées de ln] et que n . hn est le nombre des permutations connexes et pointées de 
l'ensemble ln]. Par conséquent, il suffit de montrer que le nombre 
n-l (n-k )L k· hk' L il· (n - k - i)! 
k=l 1.=0 
est le nombre des permutations non connexes et pointées de ln]. Comme chaque per­
mutation non connexe de ln] est une liste ordonnée de permutations connexes, alors 
lorsqu'on sélectionne un élément arbitraire de ln], cc dernier est un él6rnent J'une œr­
taine permutation connexe de k éléments où k E {1, ... , n - 1} dans la liste ordonnée 
précédente. Ainsi, on a une permutation connexe et pointée de [k] (Notons que k· hk est 
le nombre des permutations connexes et pointées de [k]). Les premiers éléments dans la 
liste ordonnée situés avant cette permutation connexe et pointée forment une permuta­
tion arbitraire de li] pour un certain i E {a, ... ,n - k}, alors que les n - k - i derniers 
éléments restants forment une permutation arbitraire de l'ensemble {i + k + 1, ... ,n} 
qu'on peut identifier à une permutation de l'ensemble [n - k - il. 
o 
Posons 
n nD (x) := Ln!. x ct C (x) := L hn · x . 
n~O n~l 
On peut déduire le corollaire suivant: 
Corollaire 8 On a : 
d 2 d
-d (D(x)) = (D(x)) ·_(C(x)). 
x dx 
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Preuve 
En utilisant la relation (6.8) précédente, on a : 
2 d n l n(.0 (x)) . - (C (x)) (z= n· hn · x - ) . (z= (t i! . (n - i)!) .x )dx 
n2: 1 n2:0 t=O 
n n(z= (n + 1) . hn+l . x ) . (z= (t i!. (n - i)!) . x ) 
n2:0 n2:0 t=O 
z= (t (((k + 1) . hk+d . ~ i! .(n - i)!)) .Xnk ­
n2:0
 k=O i=O 
1z= (~ (((k + 1) . hk+d . nï=k i! .(n - 1 - k - i)!)) .Xn­
n2:1
 k=O i=O 
k 
. Xn 1 = z= ((~ (((k + 1) . hk+l ) . nt i! .(n - 1 - k - i)!)) + n . hn) ­
n2:1 k=O 1=0 
n l 
= z= (n. h + (~ (k' h · ~ i! .(n -k- i)!))) . ­n k
 X 
n2:1 k=l 2=0 
2 d
 ln(.0 (x)) . dx (C (x)) Z=(n.n!) 'X ­
n2:1 
--------- -----dX
d 1fl.0:.L.L))-· ­
o 
6.2
 Bijection de Sillke entre les permutations connexes de [n + 1] 
et les hypercartes pointées à n points 
En 1949, M. Hall a établi la formule de récurrence suivante concernant les nombres a~k) 
de sous-groupes d'indice n dans le groupe libre Fk = (Xl, ... , Xk) à k générateurs 
n-l 
a~k) = 1 et a~k) = n· (n!)k-l - z= ((n - i)'l-l 'a~k), (6.9) 
i=l 
où a~k) est le nombre des sous-groupes d'indice n du groupe libre Fk = (Xl, ... , Xk) à k 
générateurs. 
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Dans le cas k = 2 et en posant an = ~2), on obtient 
71.-1 
al = 1 et an = n· n! - Lai· (n - i)!. 
i=l 
En posant ao = l, cette formule est transformée en 
71.-1 
(n + 1)! = Lai· (n - i)!. 
i=l 
En effet, on a 
",-1
71.-1 ) 
n· ni = an + Lai· (n - i)! ~ ((n + 1) - 1) . n! = an + Lai· (n - i)!( 2=1 j.=l 
71.-1 
~ (n + 1)! = n! + an + Lai· (n - i)! 
i=l 
71. 
~ (n+l)!=Lai·(n-i)!. 
i=O 
Ce qui implique directement que les On coincident avec les hn+1 où hn+1 est le cardinal de 
l'ensemble Cn +1 de toutes les permutations connexes a de l'ensemble [n + 1]. Rappelons 
que a E Sn+1 est une permutation connexe si a ({l, ... , i}) of- {l, ... , i} pour tout i = 
1, ... ,n. En effet, l'ensemble Sn+1 de toutes les (n+ 1)! permutations de [n+ 1] peut 
être partitionné en des sous-ensembles S~+1 (i = l, ... , n + 1) de toutes les permutations 
a E Sn+1 pour lesquelles 
i = min {R 1 a ({l, ... ,f}) = {l, ... ,R} } . 
Pour tout i = l, ... , n + l, l'ensemble S~+l peut être facilement identifié avec le produit 
cartésien Ci X Sn+ 1-i. Comme hl = l, alors on a : 
et 
71.+1 71.+1 71.+1 71. 
(n + 1)! = ISn+11 = L IS~+ll = L ICi l·ISn+1-il = L hi· (n + 1 - i)! = L hi+1 . (n - i)!.
i=l i=l i=1 i=O 
Les hn+1 satisfont la même formule de récurrence que les an, ce qui implique que 
an = hn+1 pour tout n 2:: o. 
276 
Une bijection entre l'ensemble des sous-groupes d'indice n dans le groupe libre ;:2 = 
(Xl, X2) à deux générateurs et l'ensemble des permutations connexes (J de l'ensemble 
{a, 1, ... , n} a été construite par A. W. M. Dress et R. B. Franz. La bijection de Dress 
et Franz associe à chaque sous-groupe H d'indice n de ;:2 = (Xl, X2) une hypercarte 
pointée (a, /3) à n points comme suit: 
Les points de cette hypercarte sont les éléments de l'ensemble ;:2/H et le point pointé 
est l'élément H et les deux permutations a et fJ sont des permutations de l'ensemble 
:F2/ H définies comme suit: 
a: :F2/H --+ ;:2/H fJ: :F2/H --+ :F2/ H 
et 
gH xIgH gH X2gHf-------+ f-------+ 
La bijection inverse associe à chaque hypercarte pointée (a, fJ) à n points un sous-groupe 
H de ;:2 = (Xl, X2) d'indice n comme suit: 
Soient A l'ensemble des n points de l'hypercarte pointée (a, fJ) et p E A le point pointé. 
Alors le sous-groupe H est l'ensemble de tous les mots w de la forme 
= XélXê2Xê3Xê4W l 2 l 2 ... 
Par exemple, pour l'hypercarte pointée (a,fJ) E S7XS7 telle que a = (1 4 5 7) (2) (3) (6) 
et fJ = (1 64 5) (2 3 7) avec le point pointé p = 7 (voir la figure 6.2 ci-dessous), les 
éléments du sous-groupe associé H sont en bijection avec les chemins fermés de p vers 
p dans la graphe donné dans la figure 6.2 ci-dessous. 
Par exemple, le chemin fermé du point pointé 7 vers 7 en passant respectivement par 
les points 1, 6, 4, 1, 5, 7, 2, 3 et 2 correspond au mot XIX~XIIX2IXIX~X22 qui est un 
élément du sous-groupe H. 
Définition 65 Étant donnée une permutation (J = ala2 ... an de l'ensemble [n], un 
terme ap est appelé un record, s'il n'existe aucun terme plus grand à sa gauche, c'est­
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Figure 6.2 Une hypercarte pointée à 7 points. 
à-dire si ai < ap pour tout i < p. L'entier p est la position du record ap . Un terme ap 
est appelé un anti-record , s'il n'existe aucun terme plus petit à sa droite, c'est-à-dire si 
ap < aj pour tout p < j. Nous appelons anti-record exclusif tout anti-record qui n'est 
pas un record et anti-record en même temps. 
Notons que si (]" est une permutation connexe de l'ensemble [n] tel que n 2: 2, alors 
aucun de ses termes ap ne peut être à la fois record et anti-record, en d'autres mots 
tous les anti-records d'une permutation connexe de l'ensemble ln] tel que n 2: 2 sont 
exclusifs. 
Maintenant, nous donnons la bijection de Sillke entre les permutations connexes de 
l'ensemble [n + 1] et les hypercartes pointées à n points. 
Soit (]" = ala2 ... an+l une permutation connexe de l'ensemble [n + 1]. La bijection de 
Sillke associe à (]" une hypercarte pointée (0:, (3) à 11 points comme suit: 
• Soient ail' ai2' ... , aik les records de (]" tels que 1 :S il < i2 < ... < ik :S n + 1. 
Remarquons que la position il du plus petit record aiJ est toujours égale à 1 et que le 
plus grand record aik est toujours égal à n + 1. Posons 
o:'=(aa·+1···a·1J l)(a12 "'0' 1)···(a·l'k ···a 1) .1.J 12- '13 - n 
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Remarquons que 0/ est une permutation de [n + 1] et que le nombre de cycles de 0/ 
est égal au nombre de records de a. Soit a la permutation de ln] obtenue de a' en 
supprimant n + 1. Comme a est connexe alors le cycle dans 0/ contenant n + 1 est de 
longueur supérieure ou égale à 2, ce qui implique que le nombre de cycles de a est égal 
au nombre de cycles de a' et donc au nombre de records de a . 
• Soient aj), aj2' ... , ajp les anti- records de a tels que 1 :s; J} < 12 < ... < Jp :s; n + 1. 
Remarquons que le plus grand anti-record ajp est toujours égale à an+l et que le plus 
petit anti-record aj1 est toujours égal à 1. Posons 
(3' = (aj] (aj) + 1) ... (ah - 1)) (ah'" (ah - 1))· .. (ajp ... n + 1) 
Remarquons que (3' est une permutation de [n + 1] et que le nombre de cycles de (3' 
est égal au nombre d'anti-records de a. Soit (3 la permutation de ln] obtenue de (3' en 
supprimant n + 1. Comme a est connexe alors n +1 ne peut pas être un anti-record de 
a, ce qui implique que le cycle dans (3' contenant n + 1 est de longueur supérieure ou 
égale à 2. Ainsi, le nombre de cycles de (3 est égal au nombre de cycles de (3' et donc: au 
nombre d'anti-records de a . 
• L'élément pointé selon Sillke est an+1. Re~arqu(:)lls qu~ le d~rnier ~ycle de a' ~st 
(n + 1· .. an+l) et que le dernier cycle de (3' est (an+l ... n + 1). 
Par exemple, pour a = 531649287 une permutation connexe de l'ensemble [9]. Les 
records de a sont 5,6 et 9, ce qui implique que a' = (531) (64) (9287) et donc 
a = (531)(64) (287). 
Les anti-records de a sont 1,2 et 7, ce qui implique que (3' = (1) (23456) (789) et donc 
(3 = (1) (23456)(78). 
L'élément pointé est 7. 
Réciproquement, la bijection de Sillke associe à chaque hypercarte pointée (a, (3) à n 
points une permutation a de l'ensemble [n + 1]. Nous allons expliquer comment obtenir 
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(J à partir de (a, (3) et tout au long de cette explication, nous allons se servir d'un exemple 
illustratif. On prend pour cet exemple l'hypercarte pointée (a, (3) à 8 points ayant 
l'élément 8 comme point pointé telle que a = (17) (432) (685) et (3 = (4) (731) (6582). 
Supposons que l'élément pointé est u, que a a p cycles et que (3 a k cycles. Pour notre 
exemple U = 8, p = 3 et k = 3. La première étape consiste à (~crir<~ le cyde dans ex 
contenant u de sorte qu'il termine par u. On va noter ce cycle par f p. De même on écrit 
le cycle dans (3 contenant u de sorte qu'il commence par u. On va noter ce cycle par f~. 
Pour notre exemple, on obtient après cette prcmi(~re dape 
f 3 = (568) et f~ = (8256) . 
La deuxième étape consiste à déterminer le premier élément v situé le plus à droite dans 
f p qui n'est pas dans f~. De même, on détermine le premier élément Vi situé le plus 
à droite dans f~ qui n'est pas dans f p . Au moins un des deux éléments v ou Vi existe 
car dans le cas contraire f p = f~, ce qui contredit le fait que (a, (3) est une hypercarte 
pointée. Pour notre exemple illustratif, v n'existe pas alors que Vi = 2. Ensuite, on écrit 
le cycle dans a contenant v à gauche de f p de sorte qu'il commence par v. On va noter 
ce cycle par f p- 1. Ainsi, on obtient la liste de cycles suivante: fp-1fp. De même on 
écrit le cycle dans /3 contenant Vi à gauche de f~ de sorte qu'il commence par Vi. On va 
noter ce cycle par f~_l. Ainsi, on obtient la liste de cycles suivante : f~_lf~_l. Pour 
notre exemple, on obtient après cette étape les deux listes de cycles suivantes: 
(243) (568) et (8256). 
On répète à chaque fois cette procédure jusqu'à ce qu'on écrit tous les cycles de a et 
tous les cycles de (3. C'est-à-dire à chaque fois on cherche dans la première liste de cycles 
le premier élément situé le plus à droite qui n'est pas dans la deuxième liste de cycles. 
Si cet élément qu'on note par v existe, alors on ajoute à la deuxième liste de cycles un 
nouveau cycle qu'on écrira à sa gauche et qui est le cycle dans a contenant v de sorte 
qu'il commence par v. De même, on cherche dans la deuxième liste de cycles le premier 
élément situé le plus à droite qui n'est pa.s dans la premi(Te liste de cydes. Si cet élément 
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qu'on note par v' existe, alors on ajoute à la première liste de cycles un nouveau cycle 
qu'on écrira à sa gauche et qui est le cycle dans (3 contenant v' de sorte qu'il commence 
par v'. Pour notre exemple, on obtient 
(243) (568) et (317)(8256). 
Finalement, on obtient 
(71) (243) (568) et (4) (317) (8256). 
L'étape suivante consiste à ajouter n + 1 à la première liste au début du cycle contenant 
l'élément pointé u et à la deuxième liste à la fin du cycle contenant l'élément pointé u. 
Pour notre exemple illustratif, on obtient 
(71)(243) (9568) et (4) (317) (82569). 
Jusqu'à maintenant, on a obtenu deux permutations de l'ensemble [n + 1] de sorte que 
chacune est écrite sous forme d'une liste de cycles. L'étape suivante consiste àsupprimer 
les parenthèses dans les deux listes de cycles précédentes pour obtenir deux mots de 
longueur n + 1. Ces deux mots sont deux permutations de l'ensemble [n + 1], qu'on note 
respectivement para' et (3', chacune écrite sous forme d'un mot. Pour notre exemple, 
a' = 712439568 et (3' = 431782569. 
La dernière étape consiste à écrire la permutation connexe (J de l'ensemble [n + 1] comme 
suit: (J est obtenue comme mot de n + 1 lettres en remplaçant chaque lettre i dans a' 
par la lettre ((3')-1 (i). Pour notre exemple, on remplace la lettre 7 dans a' par 4 car 
((3')-1 (7) = 4 et ainsi de suite et on obtient 
(J = 436129785. 
!vIaintenant, nous allons utiliser la bijection de Sillke pour montrer le résultat de la 
proposition suivante donné par la formule (6.9) précédente établie par l'vI. Hal dans le 
cas particulier k = 2. 
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Proposition 33 Le nombre de sous-groupes d'indice n du groupe libre F2 = (Xl, X2) à 
deux générateurs vérifie la relation de récurrence suivante : 
n-l 
al = 1 et pour tout n:2 2 : an = n· n! - Lai' (n - i)!, (6.10) 
i=l 
où an est le nombre de sous-groupes d'indice n du groupe libre F2 = (Xl, X2) à deux 
générateurs. 
Preuve 
Par la proposition 32 précédente, on peut d<;duire qUf: pom tout n :2 l, 
(6.11) 
Ainsi, la formule de récurrence (6.10) donnée ci-haut Iwut s'écrire 
2 . IHnl _ . 1 _ ~ l'Hil , ( _ ')'pourtoutn:2 '(n-1)! -n n. L(i-1)! n z., 
1=1 
où l'Hl' = l, ce qui équivaut pour tout n :2 2 : 
n-l 
( ,)2 = l'J..J 1 ~ l'Hil· (n - i)! . (n - 1)! n. 1 Ln + L (') . (6.12)
z-l!i=l 
En effet, pour tout n :2 2, 
Ainsi il suffit de montrer que 
x S ) \ 7i 1= ~ l'Hil' (n - i)! . (n - 1)!.I(S n n n L (i _ 1)! 
1=1 
Or à chaque couple (a, T) E Sn X Sn qui n'est pas dans 'Hn correspond un sous-ensemble 
propre et unique A de ln] contenant l, tel que les restrictions al = a A et TI = TA 
sont deux permutations de l'ensemble A telles que le sous-groupe engendré par a A et 
TA dans le groupe SA de toutes les permutations de A agit transitivement sur A (en 
- -
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d'autres mots (0A, TA) est une hypercarte étiquetée). Les autres restrictions 0" = O[n]"-A 
et Til = T[n]"-A sont des permutations quelconques de ln] \ A. On peut écrire 
n-) 
I(Sn x Sn) \ 'Hnl = L L l'Hil· ((n - i)!)2 , 
i=l A 
où A est de cardinal i et contient 1 (remarquons que 1 ~ i ~ n - 1 et que (0' ,T') E 'Hi 
et que (0", Til) E Sln]-A x S[n]-A ~ Sn-i XSn-i et que ISn-i x Sn-il = ((n - i)!)2). Par 
conséquent, 
n-lL L l'Hil . ((n - i)!)2 
i=l A 
n-l ( n - 1) 2 ~ i-l ·1'Hi\·((n-i)!) 
n-) ( ~ n - 1)!
L. (n _ i)! . (i _ 1)! . l'Hil . ((n ­ . 2 t)!) 
t=l 
n-l ~ (l'Hil· n ­ i)! . (n - 1)! 
L. 
t=l 
(i-l)! ' 
ce qui termine la preuve. 
o 
La formule (6.11) donnée ci-haut peut s'écrire l'Hnl (n - 1)! . an. Par la bijection 
de Sillke an = hn +1 où hn +1 est le nombre de permutations connexes de [n + 1]. Ce 
qui implique que \'Hnl = (n - 1)! . hn +1 . Ce résultat montre que le nombre de toute 
les hypercartes étiquetées à n points est égal au produit du nombre de permutations 
connexes de [n + 1] par (n - 1)1. Cori a donné ce résultat dans ((Cori, 2009), lemme 2). 
Notons que la formule (6.12) donnée ci-haut peut s'écrire 
(n!)' ~ IHnl + Ë(7 ~ :) IHil (n ... i)' (n - il' 
Cette formule a été déjà donnée par Cori ((Cori, 2009), lemme 1). 
Maintenant, nous allons décrire la bijection d'Ossona de Mendez et Rosenstiehl 
comme le fait R. Cori dans (Cori, 2008). 
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P. Ossona de Mendez et P. Rosenstiehl ont établi une bijection entre les permutations 
connexes de l'ensemble [n + 1] et les hypercartes pointées à n points ayant le point n 
comme point pointé. Soit a = alaZ ... a,.,+! une permutation connexe de l'ensemble 
[n + 1]. La bijection d 'Ossona de Mendez et Rosenstiehl associe à a une hypercarte 
pointée (a, 13) à n points ayant le point n comme point pointé comme sui t : 
• Soient ail' ~2' ... , a'ik les records de a tels que 1 :::; il < iz < ... < ik :::; Tl + 1. 
Remarquons que il la position du plus petit record de a est toujours égale à 1. Soit 
a' = (i! (i1 + 1) ... (iz - 1)) (iz ... (i3 - 1)) ... (ik ... (n + 1)) . 
Remarquons que a' est une permutation de [n + 1] et que le nombre de cycles de a' 
est égal au nombre de records de a. Soit a la permutation de ln] obtenue de o.' en 
supprimant n + 1. Comme a est connexe alors le cycle dans a' contenant n + 1 est de 
longueur supérieure ou égale à 2 car ik est différent de (n + 1), ce qui implique que le 
nombre de cycles de a est égal au nombre de cycles de a' et donc au nombre de records 
de a. 
• Soit p le nombre de cycles de a. Écrivons la permutation a sous sa forme cyclique 
a = (a· ... a· l) (a· ... a· !) ... (a ... n + 1))1 )2- )2]3- )p 
de sorte que ajl < aj2 < ... < ajp et pour chaque k E [Pl, ajk est le plus petit élément 
dans le cycle qui le contient. Soit 13 la permutation de ln] obtenue de a en supprimant 
n + 1. Comme a est une permutation connexe, alors le cycle dans a contenant n + 1 est 
de longueur supérieure ou égale à 2, ce qui implique que le nombre de cycles de /3 est 
égal au nombre de cycles de a. 
• L'élément pointé selon Ossona de Mendez et Rosenstiehl est n. 
Par exemple, pour a = 531649287 une permutation connexe de l'ensemble [9]. Les 
entiers 1, 4 et 6 sont les positions des records de a qui sont 5,6 et 9, ce qui implique 
que a' = (123) (45) (6789) et donc 
a = (123) (45) (678). 
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En écrivant a sous sa forme cyclique comme décrit ci-dessus, on obtient a = (15469723) (8), 
ce qui implique que 
(3 = (1546723) (8) . 
Le point pointé est 8. 
Réciproquement, la bijection d'assona de Mendez et Rosenstiehl associe à chaque hy­
percarte pointée (a, (3) à n points ayant n comme point pointé une permuta.tion a de 
l'ensemble [n + 1]. Nous allons expliquer comment obtenir a à partir de (a, (3) et tout au 
long de cette explication, nous allons se serVlr d'un exemple illustratif. On prend pour 
cet exemple l'hypercarte pointée (a, (3) à 8 points ayant 8 comme point pointé telle que 
a = (17) (432) (685) et (3 = (4) (731) (6582). 
Soient p et q les nombres de cycles des permutations a et (3 respectivement. Pour notre 
exemple p = 3 et q = 3. La première étape consiste à écrire le cycle dans a contenant 
n de sorte qu'il termine par n. On va noter ce cycle par f p. Pour notre exemple, on 
obtient après cette première étape 
f 3 = (568) . 
Ensuite, on c.herche dans la list~ de cycles p!,écédente co?stituée jusqu'à maintenant du 
cycle f p précédent, l'élément v situé le plus à droite qui vérifie (3-1 (v) n'est pas un 
élément dans cette liste de cycles. Pour notre exemple illustratif, v = 6. Cet élément 
v existe toujours car dans le cas contraire il y aura un cycle commun dans a et (3, ce 
qui contredit le fait que (a, (3) est une hypercarte pointée. Ensuite, on écrit le cycle 
dans a contenant (3-1 (v) à gauche de f p de sorte qu'il commence par (3-1 (v). On va 
noter ce cycle par f p - 1 . Ainsi, on obtient la liste de cycles suivante: f p - 1fp- Pour notre 
exemple, on obtient après cette étape la liste de cycles suivante: 
(243) (568) . 
On répète à chaque fois cette procédure jusqu'à ce qu'on écrit tous les cycles de a. 
C'est-à.-dire à chaque fois on cherche dans cette liste de cycles le premier élément, qu'on 
note par v, situé le plus à droite tel que ,3- 1 (v) n'est pas dans cette liste de cycles. 
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Ensuite, on ajoute à cette liste de cycles le cycle de a contenant (3-1 (v) de sorte qu'il 
commence par (3-1 (v). Pour notre exemple, on obtient 
a = (71) (243) (568) . 
Soit <fy la permutation de [n] écrite sous forme d'un mot et qui est obtenue de la permu­
tation a en suppriment toutes les parenthèses. Pour notre exemple, 
<fy = 71243568 et <fy-1 = 23546718. 
Posons ci = <fy-1 00' 0 <fy et (3' = <fy-1 0 (3 0 <fy. Pour notre exemple 
a' = (21) (453) (786) et ,6' = (4) (152) (7683) . 
La dernière étape consiste à écrire [3' sous forme d'un mot en les lettres 1,2, ... , n. Ensuite 
obtenir la permutation connexe a de l'ensemble [n + 1] sous forme de mot en les lettres 
1,2, ... , n + 1 en insérant la lettre (n + 1) dans le mot (3'. Soit € la longueur du cycle 
dans a contenant l'élément (n + 1). On insère la lettre (n + 1) dans le mot (3' de sorte 
qu'elle soit la (n - €)-ème lettre de a, c'est-à-dire on aura € lettres dans le mot a qui 
sont situées à droite de (n + 1). Pour notre exemple, .e = 3 et donc 
II = 517429863 
car (3' = 51742863. 
6.3 Nouvelles formules pour les permutations connexes 
Soient 
nD(x):= 1 + LISnl·xn = Ln! ·x , 
n~l n~O 
nC(x):= L lenl· x = Lhn' xn, 
n~l n~l 
F(a;x):= LFn(a) 'X n 
n~O 
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et 
C(a;x):= LCn(a) ·xn 
n2l 
où Fo (a) := 1, pour tout n 2: 1 : 
n 
kFn (a) := L Sn,k . a
k=l 
où Sn,k dénote le nombre de toutes les permutations de ln] ayant k cycles, Cl (a) := a 
et pour tout n 2: 2 : 
n-l 
kCn (a) := L Cn,k . a
k=J 
où Cn,k dénote le nombre de toutes les permutations connexes de ln] ayant k cycles. 
Dans toute la suite de ce chapitre, on note par [xn](P (x)) le coefficient de xn dans le 
polynôme P (x) et par [xnym] (Q (x, y)) le coefficient de xnym dans le polynôme Q (x, y). 
Soit 
tel que (a)o = 1 et pour tout n 2: 1 : (a)n:= L éYC(o-) = a (a + 1) ... (a + n - 1) 
crE8n 
'où ëyc(ër) dénote lé nombre de cycles de la permutation cr. Dumont .et Krewer~ dans 
(Dumont et Kreweras, 1988) ont montré que 
"C ( ) n O(a+l,b;x)C(a, b; x) := 0 n a, b . x = ax 0 (a b' x) (6.13) 
n2l ' , 
où Cl (a, b) = a et pour tout n ~ 2 : Cn (a, b) est un polynôme en a et b comme variables 
tel que le coefficient de aTbs dans ce polynôme est égal au nombre de permuations 
connexes de l'ensemble ln] ayant r records et S anti-records. Ils ont aussi montré que 
" ( b) n O(a,b;x)F(a, bj x ) := 0 Fn a, . x = n ( . ) (6.14) 
H a,b-l,x
n20 
où Fo (a, b) = a et pour tout n ~ 1 : Fn (a, b) est un polynôme en a et b comme variables 
tel que le coefficient de aTbs dans ce polynôme est égal au nombre de permutations 
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de l'ensemble ln] ayant r records et s anti-records exclusifs. Ils ont donné les formules 
suivante: 
D. (a, b; x) = D. (a, b - 1; x) + axD. (a + l, b; x) , (6.15) 
F(a,b;x) -1 = F(a,b;x)· C(a,b;x), (6.16) 
axD. (a + l, b; x) - axD. (a, b; x) = x2abD. (a + l, b + 1; x) , (6.17) 
C (a, b; x) - ax = bxF (a, b+ 1; x) - bx, (6.18) 
2 D. (a + 1, b + 1; x)
C(a,b;x)-ax=abx D.(a,b;x) , (6.19) 
Cn (a, b) = bFn - 1 (a, b + 1) pour tout n ~ l, (6.20) 
et 
n 
Fn (a, b) = L Cp (a, b) . Fn - p (a, b) pour tout n ~ 1. (6.21) 
p=l 
Le lien entre toutes les formules précédentes de Dumont et Kreweras et les séries for­
melles D. (x), C (x), C (a; x) et F (a; x) est très étroit. En effet, dans toute la suite de 
cette section, nous donnons des propositions qui décrient ce lien d'une manière précise. 
Proposition 34 On a : 
D. (x) = D. (l, 1; x), hn = Cn (1,1), pOUT tout n ~ 1 et n(x) - 1 = D. (x) . C (x) . 
Preuve 
Comme 
si n = 0 (a)n = { 1 
a (a + 1) . ... . (a + n - 1) SI n~l 
1 si n = Ü 
alors (ü)n = ü et pour tout n ~ Ü : (l)n = n! et (2)n = (n + 1)!. Ainsi{ si n ~ 1 
Dumont et Kreweras ont montré que Cl (a, b) = a et que pour tout n ~ 2 : [aT bS ] (Cn (a, b)) 
est le nombre de permutations connexes de ln] qui ont T records et s anti-records. On 
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peut déduire directement que Cl (1,1) = 1 et que pour tout n 2: 2 Cn (1, 1) est le 
nombre de permutations connexes de [n]. Ainsi on a : 
Cn (1, 1) = hn , pour tout n ~ 1. 
Ce qui implique que 
n nC (x) = L hn · x = L Cn (1, 1) . x = C (1, l;x). 
n2:1 n2:! 
Mais par la formule (6.13) de Dumont et Kreweras donnée ci-haut, on obtient 
Ln! ·xn 
l·x·D(I+I,I;x) n2:1 O(x) -1C(1 l' x ) = = ---:=-------:-­
, , O(I,I;x) Ln!·xn D(x) 
n:;>O 
Et donc 
O(x) -1 = D(x)· C(x). 
o 
Maintenant nous allons donner une nouvelle preuve pour le lemme suivant dont le 
résultat a été donné par R. Cori ((Cori, 2008), corollaire, page 6) : 
Lemme 23 Pour tout n ~ 2-: 
c (n, k) = en.,k' 
où c (n, k) dénote le nombre de toutes les permutations connexes de ln] ayant k records. 
En d'autres mots, le nombre de permutations connexes de ln] qui ont k records est égal 
au nombre de permutations connexes de ln] qui ont k cycles. 
Preuve 
Posons 
A = {S (a) 1a E Cn+d et B = {DMR (a) 1a E en d 
où S désigne la bijection de Sillke entre Cn +1 et ~ et DMR désigne la bijection d'Os­
sana de Mendez et Rosenstiehl entre Cn +1 et ~. Chaque ensemble des deux ensembles 
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A et B constitue un ensemble de représentants pour l'ensemble de toutes les hyper­
cartes pointées dans ltn car une hypercarte pointée est une classe d'équivalence. En 
utilisant l'ensemble A comme un ensemble de représentants pour e:n , on peut déduire 
que le nombre de permutations connexes a E Cn +! ayant r records est égal au nombre 
d'hypercartes pointées (a,/3) à n points telles que a a r cycles. De même, le nombre de 
permutations connexes a E Cn +1 ayant s anti-records est égal au nombre d'hypercartes 
pointées (a, /3) à n points telles que /3 a s cycles. En utilisant l'ensemble B comme un 
ensemble de représentants pour ltn, on peut déduire que le nombre de permutations 
connexes a E Cn+1 ayant s cycles est égal au nombre d'hypercartes pointées (a, /3) 
à n points telles que /3 a s cycles. Ce qui implique que : le nombre de permutations 
connexes dans Cn +1 ayant s cycles est égal au nombre de permutations connexes dans 
Cn -t-l ayant s anti-records. En utilisant la bijection a -----7 a- 1 qui transforme une per­
mutation connexe en une permutation connexe en échangeant les nombres de records 
et d'anti-records, on peut déduire que le nombre de permutations connexes dans Cn +1 
ayant s cycles est égal au nombre de permutations connexes dans Cn +1 ayant s records. 
D 
Maintenant on peut déduire le corollaire suivant dont le résultat bien connu peut être 
obtenu directement de la formule (6.21) de Dumont et Kreweras donnée ci-haut en 
remplaçant a par 1 et b par 1. 
Corollaire 9 Pour tout n 2: 1 
n-l 
n! = hn + L hk . (n - k)'. 
k=1 
Preuve 
Comme C (x) . D (x) = D (x) - 1, alors 
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Ainsi 
Ce qui implique que pour tout n 2: 1 : 
n 
n! = L hk . (n - k)!. 
k=1 
D 
La proposition suivante donne le lien entre les séries formelles C(a; x) et F(a; x) et les 
formules (6.1) et (6.2) de Dumont et Kreweras données ci-haut au début de ce chapitre. 
Le dernier résultat dans cette proposition est donné dans ((Cori, 2008), page 5). 
Proposition 35 On a : 
Cn (a) Cn (a, 1), pour tout n 2: 2, 
a·x· 2: (a+1)n· xn 
n>OC (a; x) C (a, 1; x) = -------=~---,----,---­2: (a)n . xn 
n~O 
Fn (1,1) n!, pour tout n 2: 0, 
- Fn(a) 
et 
F (a; x) = F (a, 1; x) = n (a, 1; x) = L (a)n . xn. 
n~O 
De plus pour tout n 2: 1 
s (n, k) = sn,k 
où s (n, k) dénote le nombre de toutes les permutations de [n] ayant k records. 
Preuve 
En utilisant le lemme 23 précédent. on peut dédllin~ que pour tout n 2: 2 : 
n-1 n-1 n-1 
k k kCn(a) = LCn.k ·a = Lc(n,k) ·a = L ([ak] (Cn (a,l))) ·a = Cn(a,l). 
k=1 k=1 k=1 
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Ainsi 
nC(a;x):= LCn(a) ·x = LCn (a,l) 'xn = C(a,l;x). 
n~1 n~1 
Mais 
a·x· L (a+1)n· xn 
. )_a'X.n(a+l,I;X) _ n~aC(a, 1, x - ) ------=,,:=--(.,........,-) - ­ri ( ­
H a, 1; x L.J an' xn 
n~a 
Comme (a)a = 1 et pour tout n 2:: 1 : (a)n = L éYC(a), alors pour tout k E ln] 
aESn 
[ak] ((a)n) = Sn,k· Ce qui implique que 
n n-1 
Fn (a) = L Sn,k . xk = L ([a k ] ((a)n)) . ak = (a)n pour tout n 2:: O. 
k=1 k=1 
Ainsi 
F (a; x) := L Fn (a) . x:1 = L (a)n . xn = n (a, 1; x). 
n~a n~a 
Comme n(a,O;x) = 1, alors 
n(a,l;x) n(a,l;x) ( )" ( ) nF (a; x) = n( .) = n ( . ) = F a, 1; x = LJ Fn a, 1 . x . 
a, 0, x a,l - 1, x 
n~a 
Ce qui implique que 
Fn (a, 1) = Fn (a) = (a)n' pour tout n 2:: 1. 
Dumont et Kreweras ont montré que Fa (a, b) = 1 et que pour tout n 2:: 1 : [aT bS ] (Fn (a, b)) 
est le nombre de permutations de ln] qui ont r records et S anti-records exclusifs. On 
peut déduire directement que Fa (1, 1) = 1 et que pour tout n 2:: 1 : Fn (1, 1) est le 
nombre de permutations de ln]. Ainsi on a: 
Fn (1, 1) = n!, pour tout n 2:: O. 
On peut déduire aussi que Fa (a, 1) = 1 et que pour tout n 2:: 1 : : laT] (Fn (a, 1)) est le 
nombre de permutations de ln] qui ont r records. D'après ce qui précède, laT] (Fn (a, 1)) 
est égal à [aT] ((an)) qui est le nombre de permutations de ln] qui ont r cycles. Par 
conséquent, le nombre de permutations de [11,] qui ont r records est égal à Sn,T le nombre 
de permutations de ln] qui ont r cycles, c'est-à-dire s (n,k) = Sn,k' 
o 
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On peut. déduire le corollaire suivant qui donne une formule donnée dans ((Cori, 2008), 
proposition 2, page 7). 
Corollaire 10 Pour tout n ~ 2 
n-l min(k,p) 
Cn,k = Sn,k - L L Cp,i' Sn-p,k-i' 
p=l i=l 
Preuve 
Remarquons que: 
~C ( ) n a·x·D(a+1,l;x)C (a, 1; x ) := ~ n a,l . x = n ( .) . 
H a, l,xn~l 
Ainsi 
Ce qui implique que pour tout n ~ 2 : 
n-l 
C n (a, 1) +L Cp (a, 1) . (a)n_p = (a)n' 
p=l 
En remplaçant a par 1 dans cette formule, on obtient le résultat du corollaire 9 précédent. 
Remarquons que Cl (a, 1) = 1 et que pour tout n ~ 1 : : laT] (Cn (a, 1)) est le nombre "de' 
permutations connexes de ln] qui ont r records. Soit k E ln], comme [akJ ((a)n) = Sn,k 
et 
n-l k 
= C (n, k) + L L C (p, i) . Sn-p,k-i, 
p=l i=O 
alors pour tout n ~ 2 
n-1 k 
c(n,k) + LLc(p,i). Sn-p,k-i = Sn,k· 
p=l i=O 
Comme c (n, k) = Cn ,!: par le lemme 23 précédent, alors pour tout n ~ 2 : 
n-l k 
Cn.k + L L Cp,i . Sn-p,k-i = sn,'" 
p=li=O 
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Pour conclure, il suffit de remarquer que cette formule peut s'écrire 
n-l rnin(k,p) 
Cn,k = Sn,k - L L Cp,i' Sn-p,k-i 
p=l i=l 
car Cp,i = ü pour tout i E {ü} U {min (k,p) + 1, ... , k}. 
o 
Sillke dans ((Sillke, 1989), page 1) a donné la formule suivante: 
n 
x d~ (log (D (a, b; x))) = L Gn (a, b) x := G (a, b; x) (6.22) 
n2':1 
où Gn (a, b) est un polynôme en a et b comme variables tel que le coefficient de a1V 
dans ce polynôme est égal au nombre de sous-groupes H de f2 = (Xl, X2) d'indice n tel 
que Xl agissant sur f2/ H a r cycles et X2 agissant sur f2/ H a S cycles. Ce nombre, 
par la bijection de Dress et Franz, est le nombre d 'hypercartes pointées (a, (3) ayant n 
points telles que a a r cycles et (3 a s cycles. 
Proposition 36 Les formule (6.13) et (6.22) prédédentes de Dumont-Kreweras et de 
Sillke respectivement sont équivalentes 
Pour montrer cette proposition, on a besoin du lemme suivant: 
Lemme 24 Pour tout n 2:: 1 
Gn (a, b) = Cn +l (a, b) . 
On a: 
C(a,b;x) x· G (a,b;x) + ax, 
d 
dx (D(a,b;x)) abD (a + 1, b + 1, x) . 
et 
aD (a + 1, b; x) - aD (a, b; x) = abxD (a + 1, b+ 1; x) . 
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Preuve 
En utilisant la bijection de Dress et Franz, on peut déduire directement que pour tout 
r et pour tout s 
ce qui implique que pour tout n 2': 1 : 
Gn(a,b) = Cn+ l (a,b). 
Montrons que 
C (a, b; x) = x . G (a, b; x) + ax. 
Comme Cl (a, b) = a, alors 
x·G(a,b;x)+ax x· (LGn(a'b)Xn) +ax 
n2:l 
x· (L C~+l (a, b) xn) + ax 
n2:1 
n 1 
x· (L Cn (a, b) x - ) + ax 
n2:2 
nL Cn (a, b) x ) + ax( 
n2:2 
n 
= L Cn (a, b) x 
712:1 
C(a,b;x). 
Montrons que 
d 
- (D (a, b; x)) = abD (a + 1, b + 1, x) .dx 
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On a: 
d 
- (D (a, b; x))dx 
" 
L 
n2'l 
(a)n . (b)n 
(n-1)! 
. xn- 1 
" (a)n+l . (b)n+l . xn 
L n! 
n2'O 
ab + " (a)n+l . (b)n+l . xn 
L n! 
n2'l 
" 
ab+ab L 
(a + 1) ... (a + n) . (b + 1) ... (b + n) 
1 
n 
·x 
n2'l 
n. 
" ~+~L 
n2'1 
(a + 1) ... ((a + 1) + n ­ 1) . (b + 1) ... ((b + 1) + n ­
, 
n. 
1) .~ 
= ab + ab L (a + l)n ',(b + l)n . xn 
n2'1 n. 
ab (1 + L (a + 1)n~? + 1)n . xn) 
n2'1 
ab" (a + l)n . (b + l)n . xn 
L n! 
n2'O 
abD (a + l, b+ l, x) . 
Montrons que 
aD(a+ 1,b;x) - aD(a,b;x) = abxD(a+1,b+ l;x). 
On a: 
abxD(a+1,b+1;x)+aD(a,b;x) = x(d:(D(a,b;X)))+aD(a,b;X) 
= x. (" (a)n . (b)n . xn- 1) + a. (" (a)n . (b)n . xn)
L (n-1)! L n! 
n2'1 n2'O 
(L (a)n . (b)n . .rn) + (a. L (a)n . (b)n . xn) + a (n - 1)! n!
n2'1 n2'1 
. x1L(L (a)n . (b)n (1 + ~)) + a• (n - 1)! n 
n2'l 
= (" (a)n . (b)n . xn . (a + n)) + a 
L (n-1)! n 
n2'l 
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abxn (a + 1, b+ 1; x) + an (a, b; x) L (a)n+~!' (b)n . xn) + a
 ( n~l
 
a (1 + L (a + 1~! .(b)n . xn) 
n~l 
aL (a + 1)~ . (b)11 . xn 
n~O n. 
an(a+l,b;x). 
Notons que cette formule est équivalente à la formule (6.17) donnée ci-dessus ((Dumont 
et Kreweras, 1988), page 28, formule (8)). 
o 
Maintenant, nous donnons la preuve de la proposition précédente: 
Preuve 
Les formules (6.13) et (6.23) précédentes sont équivalentes. En effet, 
"" C ( b) 71. = axn (a + 1, b; x) ) . ("" G ( b) 71.) _ axn (a + 1, b; x)
o 71. a, x n (a, b; x) {o} x 0 71. a, x + ax - n ( b' )(
 n~l a, ,xn~l 
{o}
 ""ë ( b)' 71. = an(a+l,b;xY-an(a,b;xf 
o n a, x n( b' )n~l	 a, ,x 
{o}
 LGn(a,b)xn = abxD(a+l,b+l;x) 
n(a,b;x)n~l 
X· dd (n(a,b;x))
n 
{o}
 2: Gn(a,b)x = ~(a b'x) 
n~l ' , 
d 
{o} L Gn (a, b) xn = x . dx	 (log (n (a, b; x))). 
n~l 
o 
Remarquons que la formule (6.17) donnée ci-dessus est aussi équivalente aux formules 
(6.13)
 et (6.22) précédentes. En effet, 
axn (a + 1, b;x) - axn (a, b; x) = abx2 n (a + 1, b+ 1; x) 
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implique que 
axD(a+ 1,b;x) abx2D(a+ 1,b+ l;x)
- ax = ----=----:-----,-----,------' ­
D(a,b;x) D(a,b;x) 
"'Cn(a,b)xn -_ axD(a+1,b;x) d (n( b)) bn ( b )Comme f..J et - H a, ;x = a H a + l, + 1; x , n~l D(a,b;x) dx 
alors 
Ainsi 
2 
x· (LGn(a,b)Xn) =x d~(log(D(a,b;x))). 
n~l 
ce qui implique que 
d 
L Cn (a, b) xn = x . dx (log (D (a, b; x))). 
n~l 
Proposition 37 POUT tout n 2 1 : 
1 n-J 
(n _ 1)! . (a)n . (b)n = Cn+1 (a, b) + L Cp+1 (a, b) . (a)n_p . (b)n_p' 
p=l 
Preuve 
Par la formule (6.22) de Sillke donnée ci-haut 
n nx· ~ (log (D (a, b; x))) = L Cn (a, b) x = L Cn+1 (a, b) . x . 
n~l n~l 
Ce qui implique que 
n
x· d~ (D(a,b;x)) = D(a,b;x)· (LCn+l (a,b) .x ) . 
n~l 
Mais 
x 
.~(n( b' ))=~((a)n·(b)n).dx H a, , x ~ (n -1)! n x 
n~l 
et 
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Ainsi pour tout n 2: 1 : 
(a)n' (b)n = ~ C ( b). (a)n_p' (b)n_p 
o p+1 a, (n _ p)!(n - 1)! p=l 
~ () (a)n_p' (b)n_p C ( )= n+1 a,b + ~CP+l a,b· (n-p)! . 
o 
En utilisant le résultat de cette proposition, on peut déduire le corollaire suivant: 
Corollaire 11 Pour tout n 2: 1 : 
n-1
 
n·n! = hn+1 + Lhp+1 ' (n-p)!
 
p=1
 
et 
n-1 mîn(k,p+1) 
n . Sn,k = Cn+1,k + L L Cp+1,j . Sn-p,k-j· 
p=l j=O 
Preuve 
En utilisant la proposition précédente et en remplaçant chacune des variables a et b par 1 
et en utilisant le fait que pour tout n 2: 0 : (l)n = n! et pour tout n 
-
2: 1 : Cn (1,
-
1) = hn , 
on obtient la formule suivante: 
pour tout n 2: 1 : 
(l)n . (l)n C ( ) ~ C ( ) (l)n_p' (l)n_p
(n _ 1)! = n+1 1, 1 + 0 p+ 1 1, 1· (n _ p)! . 
p=1 
Ainsi pour tout n 2: 1 : 
n-1
 
n· ni = hn+1 + Lhp+1 ' (n - p)!.
 
p=1
 
Dans le cas particulier b = 1, on obtient que le coefficent de ak dans le polynôme 
(a)n . (1)n 1 ffi d k d lIA C ( 1) ~1 C ( 1) 
' est n'Sn,k et e coe cent e a ans e po ynome n+1 a, + ~ p+1 a, .(n - 1 . ) p=1 
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(a) . (1) n-l k 
n-p n-p '\"" '\' P' 11 est Cn+l,k + ~ 6 Cp-t-l,i . Sn-p,k-i· al' consequent, pour tout n 2: : 
(n - P) . p=l i=û 
n-l k 
n . Sn,k = Cn+l,k + L L Cp+l,i . Sn-p,k-i· 
p=l i=û 
Cette formule peut s'écrire 
n-l min(k,p+l) 
n· Sn,k = Cn+l,k + L L C.p+l,i . Sn-p.k-i· 
p=l i=Û 
o 
Le résultat de la proposition suivante est une formule plus générale que la formule 
donnée au corollaire 8, donné ci-dessus, qu'on peut obtenir en remplaçant a par 1 et b 
par 1. 
Proposition 38 
d d 
dx (C (a, b; x)) . F (a, b; x) = dx (log (F (a, b; x))). 
Preuve 
Dumont et Kreweras ont montré dans ((Dumont et Kreweras, 1988), page 28, formule 
(5)) que: 
D (a, b; x) = D (a, b - 1; x) + axD (a + l, b; x) . 
Ainsi 
d !i (aXD(a+1,b;X))dx (C(a,b;x)) dx D(a,b;x) 
!i (D (a, b - 1; x) + axD (a + l, b; x) - D (a, b - 1; x) ) 
dx D(a,b;x) 
!i (D(a,b;X)-D(a,b-1;X)) 
dx D(a,b;x) 
!i (1 _ D (a, b - 1; X)) 
dx D(a,b;x) 
= d ( (D(a,b-1;X))) 
dx D(a,b;x) 
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d~ (C(a,b;x)) = dd (- (F(a\;X)))x 
dd;, (F (a, b; x)) 
(F(a,b;x))2 
1 d 
F(a,b;x)· dx(log(F(a,b;x))). 
On peut aussi utiliser le fait que 
F (a, b; x) - 1 = F (a, b; x) . C (a, b; x) 
ce qui implique que 
1 
F(a,b;x) = 1- C(a,b;x). 
En effet, 
d 
dx (F (a, b; x))d 
dx (log(F(a,b;x))) = F(a,b;x) 
d 
= dx (F(a,b;x))· (1- C(a,b;x)) 
d d 
= dx (F (a, b; x)) - dx (F (a, b; x)) . C (a, b; x) 
d d 
= dx (F (a, bi_X)) - dx (F (a, b; xn· C (a, b; x) ­
d d
-d (C (a, b; x)) . F (a, b; x) + -d (C (a, b; x)) . F (a, b; x)
x x 
d d d 
= dx (F(a,b;x)) - dx (F(a,b;x)· C(a,b;x)) + dx (C(a,b;x))· F(a,b;x) 
d d d 
dx (F (a, b; x)) - dx (F (a, b; x) - 1) + dx (C (a, b; x)) . F (a, b; x) 
d 
= dx (C(a,b;x)) ·F(a,b;x). 
o 
De cette proposition on peut déduire le corollaire suivant: 
Corolla"re 12 P(J1LT t01Lt n ~ 1 
n-l (n-o )
n . n! = n . hn + :z:= p . hp · Li!. (n - p - i)! 
p=l i=O 
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et 
n-1 min(k,p) (n- p min(k-j.i) ) 
n· Sn,k = n· Cn,k + L L p. Cp,j' L L Si,L' Sn-p-i,k-j-t . 
p= 1 j=O i=O t=O 
Preuve 
Remarquons que 
d d 
dx (C(a,b;x))· F(a,b;x) = dx (log(F(a,b;x))) 
implique que 
d d 2 dx (F(a,b;x)) = dx (C(a,b;x))· (F(a,b;x)) . 
Ainsi 
n 1 nL nFn (a, b) x - = (L nCn (a, b) x - 1) . (L Fn (a, b) xn) 2 
n21 n21 n20 
Ce qui implique que 
n nL (n + 1) Fn+1 (a, b) x = (L (n + 1) Cn+1 (a, b) x ) 
n20 n20 
n
.(L (t Fp (a, b) . Fn - p (a, b)) x ) 
n20 p=O 
n 
= L (t (p + 1) Cp+1 . (I: Fi (a, b) .Fn - p- i (a, b))) x . 
n20 p=O i=O 
Donc pour tout n ~ 0, on a : 
(n + 1) FnH (a, b) ~ ta (p + 1) Cp+1 (a, b)· (f, Fi (a, b) . Fn - p - i (a, b)) 
= (.~ (p + 1) CP+1(a, b) . (I: Fi (a, b) . Fn- p - i (a, b))) 
p=o t=O 
+ (n + 1) Cn+1 (a, b) 
Par conséquent, pour tout n ~ 1, on a : 
n-1 (n- p )
nFn (a, b) = nCn (a, b) + ?;PCp (a, b)· ~ Fi (a, b) . Fn- p- i (a, b) . 
302 
En remplaçant chacune des variables a et b par 1 et en utilisant le fait que pour tout 
n;::: 0 : Fn (1,1) = n! et pour tout n;::: 1 : C n (l, 1) = hn , on obtient: 
n-l )(n- p 
n· n! = n· hn + LP' hp ' Li!' (n - P - i)! . (6.23) 
p=l i=O 
Dans le cas particulier b = 1, on obtient que le coefficent de ak dans le polynôme 
n-1 
nFn (a, 1) est n· Sn,k et le coefficent de ak dans le polynôme nCn (a, 1) + L pCp (a, 1) . 
p=l 
(Y: Fda, 1) . Fn-p-da, 1)) est n· Cn,k + 1:1 t p. Cp,j . (nf~ Si,t· sn-p-i'k-j-t). 
i=O p=l j=O i=O t=O 
Par conséquent, pour tout n ;::: 1, 
n-1 k (n- p k-j ) 
n· Sn,k = n· Cn,k + L LP' Cp,j' L L Si,t· Sn-p-i,k-j-L . 
p=lj=O i=O t=O 
Pour conclure, il suffit de remarquer que cette formule peut s'écrire: 
n-l min(k,p) (n- p min(k-j,i) ) 
n· Sn,k = n· Cn,k + L L p. Cp,j' L L Si,t· Sn-p-i,k-j-L 
p=l j=O i=û t=O 
o 
La formule (6.23) précédente est identique à la formule (6.8) donnée au théorème 17 
précédent. 
Proposition 39 Pour tout n ;::: 2 : 
n-1 
Cn (a, b) - Cn (a, b - 1) = L P . Cp (a, b) . Fn- 1- p (a, b) . 
p=l 
Preuve 
On a: 
d d 
- (C (a, b; x)) . F (a, b; x) dx (log(F(a,b;x))) dx 
d (1 ( D(a, b; x) ))
dx og D(a,b-l;x) 
d d 
dx (log(D(a,b;x))) - dx (log(D(a,b-l;x))) 
~ . G (a b' x) - ~ . G (a b - l' x)\ , , i ' . 
X X 
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Ainsi 
d 
x· dx (C(a,b;x))· F(a,b;x) G (a, b; x) - G (a, b - 1; x) 
(~'C(a,b;x)-a) - (~'C(a,b-1;x)-Q,), 
Ce qui implique que 
2 d x . - (C (a, b; x)) . F (a, b; x) = C (a, b; x) - C (a, b - 1; x) . dx 
On a: 
ce qui implique que 
c'est-à-dire 
Cette formule peut s'écrire 
nL (a, b)) x = L (Cn (a, b) - Cn (a, b - 1)) . x .(tpcp (a, b) Fn - p n +1 
n~l p=l n21 
Comme Cl (a, b) - Cl (a, b - 1) = a - a = 0, alors on peut déduire que: 
n-l ) nnL LPCp (a, b) Fn - I - p (a, b) x = L (Cn (a, b) - Cn (a, b - 1)) . x . 
(n22 p=l n22 
Par conséquent, pour tout n 2 2 : 
n-l 
Cn (a, b) - Cn (a, b - 1) = LPCp (a, b) Fn - 1- p (a, b). 
p=l 
D 
Maintenant, on peut donner le corollaire suivant dont le résultat est une formule qui a 
été donnée dans ((Cori, 2008), proposition 2, page 7). 
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Corollaire 13 Pour tout n ~ 2, on a : 
11.-1 
hn =
 ~p. hp ' (n - 1 - p)! 
p=1 
et 
11.-1
 k 
Cn,k =
 ~~ p . Cp,i . Sn-1-p,k-i· 
p=1 i=1 
Preuve: 
En utilisant la proposition précédente et en remplaçant chacune des variables a et b 
par 1 et en utilisant le fait que pour tout n ~ 0 : Fn (1, 1) = n! et pour tout n ~ 1 
C n (1, 1) = hn et C n (1,0) = 0, on obtient la formule suivante: 
pour
 tout n :2 2 : 
11.-1 
C n (1, 1) - C n (1,0) =
 ~p. Cp (1, 1) . Fn - 1- p (1, 1) . 
p=1 
Ainsi pour tout n ~ 2 : 
11.-1 
hn = ~p. hp' (n - 1 - p)!. 
p=f ­
Dans
 le cas particulier b = 1, on obtient que le coefficent de ak dans le polynôme 
11.-1 
C n (a, 1) - C n (a, 0) est Cn,k et le coefficent de ak dans le polynôme I: pCp (a, 1) Fn - 1- p (a, 1) 
p=1 
11.-1 k 
est I: I: p . Cp,i . Sn-1-p,k-i' Par conséquent, pour tout n ~ 2 : 
p=1 i=1 
11.-1 k 
Cn,k =
 ~ ~p. Cp.i . Sn-1-p,k-i' 
p=1 i=1 
Cette formule peut s'écrire 
11.-1 min(k,p) 
Cn,k =
 2:: ~ p. Cp,i . Sn-l-p,k-i' 
p=1 i=l 
o 
305 
On peut montrer la première formule donnée au corollaire 13 précédent comme suit: 
Remarquons que 
nC (x) = L hn . x = X· 
n~l 
ce qui implique que 
Lhn+l.xn = C(x)-x. 
x 
n2'1 
En remplaçant a par 1 et b par 1 dans la formule (6.22) donnée ci-dessus, on obtient 
Mais n (1, 1; x) = n (x) et 
Ainsi 
x~ (log (n (x))) = C (x) - x 
dx x 
ce qui implique que 
x . ~ (n (x)) = n (x) . (C (x) - x) , 
dx x 
En utilisant la formule donnée au corollaire 8 précédent, on peut déduire que 
(c (x) - x) d (2 d )n (x) . x = x . dx (n (x)) = X· (n (x)) . dx (C (x)) 
ce qui implique que 
C(x)-x =x.n(x).~(C(x)). 
x dx 
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Ainsi 
n n 1 
x· (L n!· X ) . (L n· hn · x - ) 
n2':O n2':] 
n n(2.: n! . x ) . (L n . hn . X ) n~O n2':l 
n n(2.: n! . x ) . (L n . hn . X ) 
n~O n2':O 
nL (t k . hk . (n - k)!) . x 
n2':O k=O 
nL (t k . hk . (n - k)!) . x . 
n2':l k=l 
Par conséquent, pour tout n :2: 1 
n 
hn+1 = L k . hk . (n - k)!. 
k=l 
Et donc pour tout n 2 2 
n-l 
hn = "L k . hk . (n - 1 - k)!. 
k=l 
-
Dumont et Kreweras ont montré dans la formule (6.18) donnée ci-haut que 
bx LFn(a,b+ 1)xn 
n2':l 
nL bFn (a, b+ 1) x +1 
n2':l 
nL bFn - 1 (a, b+ 1) x 
n?2 
Ce qui implique que pour tout n 2: 2 : 
en (a, b) bFn- 1 (a, b+ J.) 
b Sn_l,i,jai (b + 1)1 
i,j 
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où 1 :::; i :::; n et i + j :::; n. Ainsi 
en.T,S [aTbS] (Cn (a, b)) 
= [aTbS-lJ (Fn- 1 (a, b + 1)) 
T[a bs-1J (2:t (i) sn_1'i.jaibk) 
t,] k=O 
L C~ l)sn-1,T,j 
j~s-1 
= .~ C~I)sn-1'T,j 
J=8-1 
OÙ en,T,8 dénote le nombre de toutes les permutations connexes de ln] ayant r records 
et s anti-records. Cette formule a été déjà donné par Dumont et Kreweras (Dumont et 
Kreweras, 1988, page 30). 
En remplaçant chacune des variables a et b par 1 et en utilisant le fait que pour tout 
n 2: 1 : Cn (1,1) = hn , on obtient la formule suivante: 
hn = Fn - 1 (1,2) pour tout n 2: 2. 
Ce qui implique que 
n-2 
hn L a-re-ex- (n - 1, k) ·2k 
k=O 
n-2 
a-re-ex- (n - 1,0) + L a-re-ex- (n - 1, k) ·2k 
k=1 
où a-re--ex-(n, k) dénote le nombre de permutations de ln] qui ont k anti-records exclusifs. 
Remarquons que a-re-ex-(n - 1,0) = 1 car la seule permutation dans Sn-1 qui n'a pas 
d'anti-record exclusif c'est-à-dire tous ses anti-records sont des records est l'identité 
Id = 12... (n - 1). Ainsi par cette formule, il est clair que pour tout n 2: l, le nombre 
hn des permutations connexes de l'ensemble ln] est impair. 
En remplaçant la variable b par 1 et en utilisant le fait que pour tout n 2: 2 : [akJ (Cn (a, 1)) = 
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c (n, k) = en,k, on obtient la formule suivante : 
en,k = [akJ (Fn - l (a, 2)). 
Ainsi 
n-l 
Cn"k = L s (n, k,p) ·2P 
p=o 
où Sn,k,p dénote le nombre de toutes les permutations de ln] ayant k records et p anti­
records exclusifs. 
6.4 Généralisation d'un résultat de Sillke 
Sillke dans ((Sillke, 1989), page 1) a donné la formule suivante: 
d 
x dx (log(D(a,b;x))) = G(a,b;x) (6.24) 
où 
G(a,b;x):= LGn(a,b)xn. 
n~l 
Pour tout n ~ 1 : Gn (a, b) est un polynôme tel que le coefficient de a7N dans ce 
polynôme est égal au nombre de sous-groupes H de ;:2 = (Xl, X2) d'indice n tel que Xl 
agissant sur ;:2/HaT cycles et X2 agissant sur ;:2/H a S cycles. Ce nombre, par la 
bijection de Dress et Franz, est le nombre d 'hypercartes pointées (a, (3) ayant n points 
telles que a a T cycles et /3 a S cycles. 
Soit 
où (al,a2, ... )o = 1 et pour tout n ~ 1: (al,a2'''')n:= L a~lag2 ... tel que (a],a2, ... ) 
aESn 
est le type cyclique de la permutation a. 
Soit 
G( a],a2, ... ,bl ,b2, ... ;x):= LGn(al,a2, ... ;bl,b2, ... ) 'xn, 
n~] 
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où Gn (al, a2, ... ; bl , b2, ... ) est un polynôme tel que le coefficient de a~l a~2 ... b~l b"';2 ... 
dans ce polynôme est égal au nombre de sous-groupes H de :1"2 = (Xl, X2) d'indice n 
tel que Xl agissant sur :1"2/H est de type cyclique (nI, n2, ... ) et que X2 agissant sur 
:1"2/H est de type cyclique (ml, m2, ... ). Ce nombre, par la bijection de Dress et Franz, 
est le nombre d'hypercartes pointées (a, 13) à n points telles le type cyclique de a est 
(nI, n2, ... ) et le type cyclique de 13 est (ml, m2, ... ). 
Le résultat du théorème suivant généralise le résultat (6.24) précédent. 
Théorème 18 On a : 
(6.25) 
Dans le cas particulier al = a2 = ... = a et h = b2 = ... = b, la formule (6.25) devient 
la formule (6.24) donnée ci-dessus qui est équivalente à la formule (6.13) précédente. 
Nous allons utiliser la proposition suivante pour montrer le théorème précédent. 
Proposition 40 Pour tout n 2:: 1 : 
Gn (al, a2, ... ; bl , b2, ... ) = L w (a,/3) . 
(a,,l3)E~ 
Preuve 
La preuve du résultat de cette proposition est directe à partir de la bijection de Dress et 
Franz entre les hypercartes pointées de ([n et les sous-groupes d'indice n dans le groupe 
En effet, le coefficient de a~l a~2 ... b~l b"';2 ... dans le polynôme L W (a, 13) est égal au 
(a:,{3)E~ 
nombre d'hypercartes pointées (a,{3) de ([n telles que a est de type cyclique (nl,n2, ... ) 
et 13 est de type cyclique (ml, m2, ... ). Ce coefficient est égal, par la bijection de Dress 
et Franz, au nombre de sous-groupes H de :1"2 = (Xl, X2) d'indice n tel que Xl agis­
sant sur :1"2/H est de type cyclique (nI, n2, ... ) et que X2 agissant sur :1"2/H est de 
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type cylique (ml,m2, ... ) qui est le coefficient de a~la~2 ... b~lbr;2 ... dans le polynôme 
Gn (al, a2, ... ; bl , b2, ... ). 
D 
Maintenant, nous donnons le preuve du théorème précédent. 
Preuve 
Dans toute la suite de cette preuve, on pose 0 (al, a2, ... , bl , b2, ... ; x) = 0 et G (al, a2, ... , bl , b2, ... ; x) = 
G.
 
Montrons que x· d~ (log (0)) = G, c'est-à-dire que x· dd (0) = G· O.
 
x 
En effet, comme 
alors 
Ce qui implique que 
En posant Go (al, a2, ... ; b], b2, ... ) = 0, on obtient 
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Par conséquent, il suffit de montrer que pour tout n 2: 1 : 
(al,a2'···)n·(bl,b2'···)n=~G ( 'b b ).((al ,a2, ... )n_k·(bl ,b2"")n_k)(n-l)! ~ k al,a2,"" l, 2,··· (n-k)! 
k=l 
c'est-à-dire, il suffit de montrer que pour tout n 2: 1 : 
~ (al,a2"")n_k' (b l ,b2"")n_k' (n-l)!(al,a2, "·)n·(bl , b2, "')n = ~ Gk (al, a2, ... ;b1, b2, ... ). (n _ k)! . 
k=l 
En effet, pour tout n 2: 1 : 
où (al, a2, ... ) est le type cyclique de a et (Tl, T2, ... ) est le type cyclique de T. 
Or à chaque couple (a, T) E Sn X Sn correspond un sous-ensemble unique A de ln] 
contenant 1, tel que les restrictions a' = (j A et T' = TA sont deux permutations de 
l'ensemble A telles que le sous-groupe engendré paT aA et TA dans le groupe SA de 
toutes les permutations de A agit transitivement sur A, c'est-à-dire que (aA,TA) est 
une hypercarte étiquetée. Les autres restrictions a" = a[n]-A et T" = T[nJ-A sont des 
permutations quelconques de ln] \ A. Comme 
a' +0/1 a'2 +a"al! 1 a2 2 
ou, (' ) est l' dea' (/1,a2 " , ... est letypecyclque' da l ,a2, , ... letypecyc que et (" ) ea" ,et 
bTl bT2 1 2'" 
où (TL T~, ... ) est le type cyclique de T'et (T;', T~', ... ) est le type cyclique de T", on peut 
écrire la sommation précédente de la façon suivante: 
(al,a2'''')n' (b l ,b2"")n = fI: ( I: (a~~a~2 ... ). (b~;b;~ ... )) 
k=l A (a',T')ESkXSk 
L (a~~ a~~ ... ) . (b~{' b;~' ...)) , ((ail ,T")ESn-k X Sn-k 
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où A est de cardinal k et contenant 1. On en tire immédiatement, 
Par la proposition 32 précédente, 
L w(û,,6)=(k-1)! L w(û,,6), 
(a,f3)Ertk (a,{3)H.k 
ce qui implique que 
(al,a2"")n_k' (b l ,b2'·")n._k· (n -1)!Ln ( L W(T', T') ) (n - k)! . (k - 1)!
k:= l (J',T').Ertk _ 
t (k - 1)! ( L W (a, ,6)) .(al, a2, "')n-k . (b l ,b2, "')n-k . (n - 1)! 
(n - k) 1 • (k - 1)'k=l (a,{3)Ef[,k .. 
(al, a2, "')n-k . (b l , b2, "')n-k . (n - 1)!t. C~" W(fr,P)) (n - k)! 
Par la proposition 40 précédente, on obtient 
ce qu'il fallait montrer. 
o 
De ce théorème on peut déduire le corollaire suivant: 
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Corollaire 14 Pour tout n 2: 1 :	 
~l,U = 1 et ~l,r.s = 0 pour tout (r,s) of. (1,1)	 
et
 (n -1)n-l r s 
-5 '5 -
 . ··S "5 .~n,r,s - n,r 71,S L: L: L: k _ 1 ~k,1.,.1 n-k,r-l n-k,s-.1· 
k=ll.=l.1=l 
où ~n,r,s dénote le nombre d 'hypercartes étiquetées (0',13) à n points telles que le nombre 
de cycles de Œ est r et le nombre de cycles de 13 est s. 
Le résultat de ce corollaire généralise le résultat donné par R. Cori (Cori, 2009, lemme 
1) . 
Preuve 
Par le théorème précédent, on peut déduire que pour tout n 2: 1 : 
~ ( . (al,a2'''·)n_k·(b l ,b2'''·)n_k·(n-l)!(al, a2, "')n . (bl , b2, "')n
 ~ Gk al, a2, ... , bl , b2, ... ) . (n _ k)! 
k=l 
= Gn (al,a2, ... ;bl ,b2, ... )·(n-l)!+ 
~ . (al, a2, "')n-k . (b), b2, "')n-k . (n - 1)!~Gdal,a2, ... ,bl,b2,"')· (n-k)! . 
k=l 
Ce qui implique que 
1 
(n _ 1)! . (al, a2, ''')71 . (b l , b2, ''')71 ­
nL-l ( 'b b ) (al,a2'·")n_k·(b l ,b2,"·)n_kGk al,a2, .. ·, l, 2, .. · . () . 
n - k ! 
k=l 
Dans le cas particulier al = a2 = ... = a et bl = b2 = ... = b, on obtient 
1 () ) ~ (
 ) (a)n-k' (b)n-k()Gn a; b = (n _ 1)! . an' (b
 n - ~ Gk a; b· (n _ k)! avec G l (a; b) = ab. 
k=l 
Ainsi 
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Mais 
OÙ gn,05,t est le nombre de sous-groupes H de ;:2 = (Xl, X2) d'indice n tel que Xl agissant 
sur ;:2/H a 8 cycles et X2 agissant sur ;:2/Hat cycles. Par la bijection de Dress et 
Franz gn,05,t est le nombre d'hypercartes pointées (a, 13) à n points telles que a a s cycles 
et 13 a t cycles. Ainsi 
gl,l,l = 1 et gl,5,t = 0 pour tout (8, t) f. (1,1) 
et 
n-l s t 
=_1_'8 '8 -""" ._1_·S.·8gn,s,t (n-l)1 n,s n,t l..J l..J l..J gk,05j,tj (n-k)! n-k,s-05j n-k,t-tj' 
k=l 5j =0 tj =0 
Comme gn,s,i = (n 2 l)! . ~n,05,t où ~n.o5,t dénote le nombre d'hypercartes étiquetées (a, 13) 
à n points telles que a a s cycles et 13 a t cycles, alors 
!Jl,l,l = 1 et ~l,05,t = 0 pour tout (s, t) f. (1,1) 
et (n -1)n-l 05 t 
!Jn,05,t = sn,05 . 8n ,t - L L L k _ 1 . !Jk,05j,i] . 8n -k,05-sj . 8n -k,t-tj' 
k=lo5j=Otj=O 
o 
Par la bijection de Sillke gn,05,t = C (n, s, t) où c (n, 8, t) dénote le nombre de toutes les 
permutations connexes de [n] ayant 8 records et t anti-records. Ainsi la formule donnée 
ci-haut peut s'écrire 
c (1, 1, 1) = 1 et c (1 , 8, t) = 0 pour tout (8, t) f. (1, 1) 
et 
n-l S i 
c(n,s,t) = (n2 l )I·8n ,05·8n .t- L L L C(k,Sl,td' (n2k)! '8n-k,05-o5j'Sn-k,t-tj' 
k=lo5j=Otj=O 
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Dans la preuve du théorème précédent, on a montré que: 
Cette formule (6.26) généralise le résultat donné par Cori dans (Cori, 2009, lemme 1). 
En effet, en posant al = az = ... = 1 et bl = bz = .. , = 1, on obtient 
~ . (n - k)! . (n - k)! . (n - 1)!
n! on! = ~ lQ:kl (n - k)! 
k=l 
~ l7ik 1 (n - k)! - (n - k)! . (n - 1)!. 
~ (k - 1)! (n - k)!
k=l 
~ (n - 1)! .1 1_ ( _ )" ( _ )' ~ ((n - 1) _ (k _ 1))! . (k _ 1)! 1ik n k. n k. 
k=l 
t (n - 1) .l1ikl . (n - k)! . (n - k)!.k-l 
k=l 
Comme lQ:kl = hk + l par la bijection de Sillke, alors 
~ l1ikl . (n - k)! . (n - k)! . (n - 1)!
n! ·n! = ~ (k - 1)! (n - k)!
k=l 
~ (n - k)! - (n - k)! - (n - 1)1 ~ lQ:kl· (n - k)! 
k=l 
nLhk + l · (n - k)!· (n - 1)!. 
k=l 
Ce qui implique que pour tout n 2: 1 : 
n 
n . n! = L hk+ l . (n - k)!. 
k=l 
Cette formule découle de la formule connue suivante: 
= Ln hkn! . (n - k)! pour tout n 2: 1. 
k=l 
En effet, cette dernière formule peut s'écrire 
n-l 
n! = L hk + l . (n - k - 1)! pour tout n 2: 1. 
k=O 
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Ainsi pour tout n 2 0 : 
n 
(n + 1)! = L hk+1 . (n - k)!. 
k=O 
Ce qui implique que: 
n 
(n + 1) . n! = L hk+1 . (n - k)!. 
k=O 
Cette dernière formule est équivalente à : 
n· n! = (t,hk+l .(n - kJ!) -ni ~ t,h . (n ­k+i k)!. 
6.5 Généralisation d'un résultat de Dumont et Kreweras 
D. Dumont et G. Kreweras ont étudié une famille particulière de fractions continues liée 
à la série hypergéométrique 
où (a)o = 1 et pour tout n 2 1 : (a)n:= L éYc(u) tel que cyc(a) est le nombre 
uESn 
de cycles de la permutation a (Dumont et Kreweras, 1988). Plus précisément, ils ont 
considéré deux ensembles de polynômes Fn (a, b) et Cn (a, b) tels que: 
"'""' ( ) n D (a, b; x)F.a,b;x( ) :='LFn a,b x =D( b- . )
n2:0 a, 1, x 
et 
"'""'C ( ) n D(a+l,b;x)C (a, b; x ) := L n a, b x = ax D (a b' x) 
n2:1 ' , 
où Fo(a, b) = 1 et Cl (a, b) = a. Ils ont donné une signification énumérative au coeffi­
cients de ces polynômes qui sont des entiers non-négatifs. Ils ont établi que pour tout 
n 2 1, le coefficient de aT bS dans Fn (a, b) est le nombre de permutations de ln] qui 
ont r records et s anti-records exclusifs et pour tout n 2 2, le coefficient de aTbs dans 
en (a, b) a la même signification pour les permutations connexes de ln]. Notons que 
tous les anti-records d'une permutation connexe de l'ensemble ln] tel que n 2 2 sont 
exclusifs. Ils ont montré le r6mltat suivant: 
F(a,b;x) = 1 +F(a,b;x) ·C(a,b;x). 
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Dans cette section, nous allons généraliser ce résultat de Dumont et Kreweras. 
Pour n 2 0, on peut identifier chaque permutation de l'ensemble ln] d'une manière 
unique à une liste ordonnée non vide de permutations connexes. Par exemple pour 
a = 216354978 une permutation non connexe de l'ensemble [9]. Le plus petit i pour 
lequel a ([i]) = li] est i = 2. Ainsi, on peut. écrire a = 21 16354978. On peut. identifier 
6354978 qui est une permutation de l'ensemble {3, 4, 5, 6, 7, 8, 9} à une permutation de 
l'ensemble [7] en soustrayant 2 à chaque élément, ce qui donne la permutation 4132756. 
En procédant à. chaque fois de la même manière, on obtient 
a 21 63549781 
21 14132756 
21 4132 7561 1 
21 4132 312.1 1 
Maintenant, nous allons associer à chaque permutation connexe de l'ensemble ln] où 
n 2 2 un poids qu'on note par w (a) comme suit: 
w (a) = w (Y, (3) 
où (a, (3) est l'hypercarte pointée à n - 1 points associée à la permutation a par la 
bijection de Sillke. Remarquons que dans le cas particulier al = a2 = ... = 1 et bl = 
b2 = ... = 1, 
où r est le nombre de records de a et s est le nombre d'anti-records de a. Pour a = 1, 
la seule permutation connexe de l'ensemble [1], on pose w (a) = al. Par exemple, pour 
a = 527163984 une permutation connexe de l'ensemble [9], 
En effet, par la bijection de Sillke, on peut associer à a une hypercarte pointée (a, (3) 
à 8 points où a = (52)(7163)(84) et {3 = (12)(3)(45678). Ce qui correspond au fait que 
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a a deux cycles de longueur 2 et un cycle de longueur 4 et au fait que {3 a un cycle de 
longueur 1, un cycle de longueur 2 et un cycle de longueur 5. 
Soient, pour tout n 2:: 1 
Cn (al, a2, ... ; bl , b2, ... ) := 2..= W (0") 
<TEC" 
et 
n
= 2..= Cn (al, a2, ... ; bl , b2, ... ) x
n2l 
alx + al blx2 + (aib2 + a2bi + a2b2) x3 + .... 
+( ... + a~a4blb2b5 + ... )x9 + ... 
On peut remarquer que pour tout n 2:: 1 : 
En effet, 
Gn (al,a2, ... ;bl,b2, ... ) = 2..= w(a,{3)= 2..= w(O") =Cn+dal,a2, ... ;bl ,b2, ... ). 
(Q,,6)E<f.n <TECn +l 
On peut .remarq~er aussi_que 
Cn(a,a, ... ;b,b, ... ) = Cn(a,b) et C(a,a, ... ;b,b, ... ;x) = C(a,b;x). 
Pour 0" une permutation non connexe de l'ensemble ln], on peut écrire 0" comme une 
liste ordonnée de permutations connexes. Ainsi on définit w (a) le poids de a comme le 
produit des poids des permuations connexes de cette liste. 
Remarquons que le nombre d'anti-records non exclusifs de a est égal au nombre de 
termes, dans la liste ordonnée de permutations connexes associée à a, qui sont égales à 
1 qui est la seule permutation connexe de l'ensemble [1]. Par exemple, la permutation 
non connexe 0" = 213645798 de l'ensemble [9] a deux anti-records non exclusifs qui sont 
3 et 7 et on a : 0" = 2111131211121 et dans cette liste ordonnée le terme 1 a apparu deux 
fois. 
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Comme w (1) = al
 alors dans le cas particulier al = a2 = ... = a et bl = b2 = ... = b, 
où T est le nombre de records de a et s est le nombre d'anti-records exclusifs de a car 
dans le poids w (a) associé à a chaque anti-record non exclusif est compté comme record 
et non comme anti-record. Par exemple pour la permutation non connexe a = 213645798 
donnée ci-haut, on a : 
w (213645798)
 w (21) w (1) w (312) w (1) w (21) 
(alb l ) (al) (a2 bî) (aIl (alb l ) 
Remarquons que dans le cas particulier al = a2 = ... = a et b1 = b2 = ... = b, 
ce qui correspond exactement au fait que a a 5 records qui sont 2,3,6, 7 et 9 et quatre 
anti-records exclusifs qui sont 1,4,5,8. Remarquons que la permutation non connexe 
a = 213645798 a 6 anti-records, quatre exclusifs et deux non exclusifs. 
Soient Fo (al,a2, ... ;b1 ,b2, ... ) = 1 et pour tout n 2::: 1: 
Fn (al,a2, ... ;bl ,b2, ... ):= L w(a). 
aESn 
Soit 
= L Fn(al,a2, ... ;bl ,b2, ... )xn 
n2':O 
1 + alX + (ai + al bl )x2 + (ar + 2aibl + aib2 + a2bi + a2b2) x3 + .... 
+( ... + ala2a3bib~ + a~a4blb2b5 + ... )x9 + ... 
On peut remarquer que: 
Fn(a,a, ... ;b,b, ... ) =
 Fn(a,b) et F(a,a, ... ;b,b, ... ;x) = F(a,b;x). 
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Proposition 41 On a : 
Preuve 
Posons F(a},a2, ... ;b},b2, ... ;X) =.P et C(a},a2, ... ;b},b2, ... ;X) = C et montrons que 
n
.P - 1 = .p. C. En effet, comme .P - 1 = L ( L w (a)) x et 
n21 aESn 
n
 nFC
 (~C~w(a)) x ) (~C~ w(a)) x) 
(~ (Iw(a)) xn ) . (~ C~" w(a)) xn ) en posant C~o w(a)) ~ 0 
n~ (ta (C~, w(a)) CEw(a»))) x	
~ ~ (~ ((~, w(a») CEw(a)))) x"	 
Par conséquent, il suffit de montrer que pour tout n 2: 1 
L'ensemble Sn de toutes les n! permutations de ln] peut être partitionné en des sous­
ensembles S~ (k = 1, ... , n) de toutes les permutations a E Sn pour lesquelles 
k = min {R 1 a ({1, ... ,p}) = {1, ... ,e}}. 
Pour tout
 k 1, ... , n, l'ensemble S~ peut être facilement identifié avec le produit 
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cartésien Ck X Sn-k. Ainsi 
~ C~, W(Œ))
 
~ C.Jc~xsn_' W(Œ,)W(Œ2))
 
~ (C~, W(Œ)) (CEW(Œ))))
 
o 
Dans le cas particulier al = a2 = ... = a et bl = b2 = ... = b, la proposition précédente 
donne le résultat de Dumont-Kreweras 
F (a, b; x) - 1 = F (a, b; x) .C (a, b; x) . 
Maintenant, nous donnons la proposition suivante qui généralise les formules (6.1) et 
(6.2) de Dumont et Kreweras données ci-dessus. 
Proposition 42 On a : 
= L Cn (al,02, ... ;bl ,b21 ... )xn 
n2:1 
et 
nF (a l , a2, ... ;bl , b2, ... ;x) = L Fn (al, a2, ... ;bl ,b2, ... ) x
n2:0 
Preuve 
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et la formule (6.3) précédente, on a : 
C (al, az, ... ;bl , bz, ... ;x) = LCn(al,aZ, ... ;bl,bz, ... )xn 
71.2:1 
nalX + L Cn (al, az, ... ;bl ,bz, ... ) x
71.2:2 
lalx +x· LGn- l (al,az, ... ;bl ,b2, ... )Xn ­
71.2:2 
alx+x, (2::Gn(al,az, ... ;bl,b2, ... )xn) 
71.2:1 
alx+x, (x. dd (lOg(D(al,az, ... ;bl,bz, ... ;X))))
x 
d 
alx+x2 . dx (log(D(al,az, ... ;bl,h···;x))). 
En utilisant la proposition 41 précédente, on a : 
1 
l-C(al,aZ,···;bl ,bz, ... ;x) 
1 
1- (alx+xz . d~ (log(D(al,az, ;bI,bz, ;x)))) 
D (al, az, ;bl , bz, ;x) 
D 
Remarquons que pour al = az = ... = a et bl = bz = ... = a, on a : 
C(a,b;x) C(a,a, ... ;b,b, ... ;x)
 
z d
 ax + x . - (log (D (a, a, ... ; b, b, ... ;x)))dx 
2 d 
ax + x . dx (log (D (a, b; x))) 
2ax . D (a, b; x) + x . Ix (D (a, b; x)) 
D(a,b;x) 
Zax . D (a, b; x) + X . abD (a + 1, b+ 1; x) 
D(a,b;x) 
D(a+1,b;x)
ax· .D (a, b; x) 
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et 
F(a,b;x) F(a,a, ... ;b,b, ... ;x) 
D (a,a, ... ;b,b, ... ;x) 
(1 - ax) . D (a, a, ... ;b, b, ... ; x) - x2 . d~ (D (a, a, ... ; b, b, ... ;x)) 
D(a,b;x) 
(1 - ax) . D (a, b; x) - x2 . ix (D (a, b; x)) 
D(a,b;x) 
(1 - ax) . D (a, b; x) - x2 . abD (a + 1, b+ 1; x) 
D(a,b;x) 
D (a, b; x) - (ax . D (a, b; x) + x2 . abD (a + 1, b+ 1; x)) 
D(a,b;x) 
D (a, b; x) - ax . n (a + 1, b; x) 
D(a,b;x) 
D(a,b-l;x)' 
Pour tout a E Cn +l , on note l'image de a par la bijection de T. Sillke par S (a) et 
l'image de a par la bijection de P. Ossona de Mendez et P. Rosenstiehl par DMR (a). 
Rappelons que si S (a) est l'hypercarte pointée (0:, {3) à n points, alors le nombre de 
records de a est égal au nombre de cycles de a et le nombre d'anti-records de a est égal 
au nombre de cycles de {3. Rappelons aussi que si DMR (a) est l'hypercarte pointée 
(a, {3) à n points, alors le nombre de records de a est égal au nombre de cycles de a et 
le nombre de cycles de a est égal au nombre de cycles de {3. 
Le résultat de la proposition suivante découle directement de la bijection d' Ossona de 
Mendez et Rosenstiehl : 
Proposition 43 Soit a E Cn +1 . Si DMR(a) = (a,{3) et si (al,a2, ... ,ak) et le type 
cyclique de CY tel que al + 2a2 + ... + kak = n + 1 et si l'élément (n + 1) dans la 
permutation a écrite sous forme de cycles se trouve dans un cycle de longueur i pour 
un certain i E {2, .. " k}, alors le type cyclique de {3 est 
La preuve de cette proposition découle directement du fait que ,6 est obtenue de a en 
supprimant (n + 1) et du fait, que l'élément (n + 1) dans la permutation a écrite sous 
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forme de cycles se trouve dans un cycle de longueur i pour un certain i E {2, ... , k}. 
On peut remarquer que le coefficient de bS dans le polynôme Gn (1, b) et la somme des 
coefficients de aTbs dans Gn (a, b) pour n'importe quel r. Ce coefficient est le nombre 
d 'hypercartes pointées (a, (3) à n points telles que (3 a s cycles. Par conséquent et d'après 
ce qui précède, ce coefficient est le nombre de permutations connexes a E Cn +l ayant s 
cycles. Ainsi on peut écrire 
En d'autre mots, le polynôme Gn - l (1, b) est le polynôme générateur des nombre de 
cycles sur les permutations connexes de l'ensemble ln]. 
On peut remarquer facilement que le coefficient de b~l b;"2 ... dans le polynôme Gn (1, 1, ; bl , bz, ... ) 
est la somme des coefficients de tous les a~l a~2 ...b~l b;"2 ... pour n'importe quels nl, nz, . 
dans le polynôme Gn (al, az, ;bl , b2, •.• ). Comme le coefficient de a~l a~2 .. .a~ebr;l b;"2 .. .br;k 
dans le polynôme Gn (al, az, ;h, b2, ... ) est le nombre de toutes les hypercartes pointées 
(a, (3) à n points telles que le type cyclique de a est (nl' nz, ... ,ne) et le type cyclique de 
(3 est (ml, mz, ... ,mk), alors le coefficient de br;l b;"2 .. .br;k dans Gn (1, 1, ... ;bl , bz, ... ) est 
le nombre de toutes les hypercartes pointées (a, (3) à n points telles que le type cyclique 
de (3 est (ml, mz, ... ,mk)' Par le résultat, de la-proposition 43 précédente, déduit de la 
bijection d'assona de Mendez et Rosenstiehl, ce coefficient est le nombre de toutes les 
permutations connexes a dans Cn +1 qui ont un type cyclique de la forme (Pl ,Pz, ... ,Pk) 
telles qu'il existe i E {2, ... , k} et 
pour tout iE [i-2]u{i+2, ... ,k} 
et telles que l'élément (n + 1) dans la permutation a écrite sous forme de cycles se 
trouve dans un cycle de longueur i. c'est-à-dire 
n 
E UC(ml .....m;-2,mi--l-l,m;+1,mi+l, . .,mk) a n+l.t 
i=Z 
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où c~ntn2, ... ,nk) dénote l'ensemble de toutes les permutations connexes (7 de l'ensemble 
ln] de type cyclique (nI, n2, ... ,nk) tel que l'élément n dans la permutation (7 écrite sous 
forme de cycles se trouve dans un cycle de longueur i. 
Ainsi on peut déduire 
k 
'" IC(ml ,m2, .. ,mi-2,mi-I-I,mi+I, ... ,mkll
= ~ n+I,2 
i=2 
C(ml -l,m2+I,m3 ,....m k)1 +'00 + IC(ml.m2, ...mk-t-l,mk+I)I.
= j n+I,2 n+l,k 
Maintenant, en utilisant le résultat principal de ce chapitre donné par la formule (6.4) 
2précédente, nous donnons une expression à la série formelle L ( L br l b2 . 00) .xn et 
n:O::O aES71 
2aussi à la série formelle L ( L bft b2 . 00) .xn . En effet, nous donnons la proposition 
n:O::O aECn 
suivante: 
Proposition 44 On a : 
et 
Pour montrer cette proposition, nous allons utiliser le lemme suivant : 
Lemme 25 On a: 
Preuve 
On a: 
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On a: 
Il suffit de montrer que pour tout n 2:: 1 : 
Rappelons que a E Sn est une permutation connexe si a ([iD i- [il pour tout i E [n - 1]. 
L'ensemble Sn de toutes les n! permutations de ln] peut être partitionné en des sous­
ensembles S~ (k = 1, ... , n) de toutes les permutations a E Sn pour lesquelles k = 
min {R 1 a ([RD = [l']}. Pour tout k E [n - 1], l'ensemble S~ peut être facilement identifié 
avec le produit cartésien Ck x Sn-k' Ainsi 
L b~lb22 ... 
<TESn 
o 
Maintenant, nous donnons le preuve de la proposition précédente: 
Preuve 
Par le théorème 18 précédent, on a : 
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Ce qui implique que 
log (S1 (a j , a2, ... ; bj , b2, ... ; x) ) L JGn(al, a2, ... ;h, b2, ... ) . xn-1dx 
n;:::l 
( LGn(al,a2, ... ;bl,b2, ... ). ~) +c' 
n;:::l 
où Cl est une constante. 
où c est une constante strictement positive. 
En remplaçant x par 0, on obtient c = 1 et donc 
En posant al = a2 = ... = 1, on obtient: 
,"",G~(I,I,... ;bl,b2"") 'xnk.rr L nk.k! 
n;:::lk;:::û 
En utilisant le lemme précédent: on peut déduire 
o
 
328 
6.6� Nombre de sous-groupes normaux d'indice n avec n premIer, 
dans un groupe libre à deux générateurs 
Le théorème suivant donne le nombre de sous-groupes normaux d'indice n avec n premier 
dans le groupe libre à deux générateurs XI et X2. Trouver ce nombre pour n arbitraire 
reste toujours un problème ouvert. 
Théorème 19 Le nombre de sous-groupes normaux d'indice n avec n premier dans le 
groupe libre:F2 à deux générateurs XI et X2 est n + 1. 
Soit (J E Sn+l une permutation connexe et soit (0:, (J) l'hypercarte pointée à n points 
associée à (J par la bijection de Sillke. Soit i E ln] le point pointé. Soit H le sous­
groupe d'indice n du groupe libre à deux générateurs associé à l'hypercarte (0:,{J) par 
la bijection de Dress et Franz. Les éléments du sous-groupe H sont en bijection avec 
les chemins fermés de i vers i dans le graphe associé à 1'hypercarte pointée (0:, (J). Il est 
facile de remarquer que chaque élément du sous-groupe conjugué xlHx~l correspond à 
un chemin fermé dans le graphe précédent du point j vers j tel que 0:- 1 (i) = j. En effet, 
chaque élément du sous-groupe xlHx l l correspond à la concaténation d'un chemin de 
j vers i, d'un chemin fermé de i vers i et d'un chemin de i vers j. Réciproquement, 
chaque chemin fermé e de j vers j correspond d'une manière unique à la concaténation 
d'un chemin de j vers i, d'un chemin fermé e' de i vers i et d'un chemin de i vers 
j. Le chemin fermé e' est la concaténation d'un chemin de i vers j, du chemin fermé 
e de j vers j et d'un chemin de j vers i. Par conséquent, le sous-groupe xlHxlI est 
a.ssocié par la bijection de Dress et Franz à l'hypercarte pointée h, 8) à n points ayant le 
point 0:- 1 (i) comme point pointé telle que 'Y = 0: et 8 = {J. Ainsi on peut remarquer que 
l'opération du passage du sous-groupe H vers son conjugué xlHxlI consiste uniquement 
au changement de l'élément pointé de i vers 0:- 1 (i). On note la permutation connexe 
de l'ensemble [n + 1] associé au sous-groupe xlHx1l par Xl . (J. 
De la même manière, on peut remarquer que l'opération du passage du sous-groupe H 
vers son conjugué xlIH Xl consiste au changement de l'dément pointé de i vers 0: (i). 
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On note la permutation connexe de l'ensemble [n + 1] associé au sous-groupe X11Hxl 
par x1l·a. L'opération du passage du sous-groupe H vers son conjugué X2H x2 1 consiste 
au changement de l'élément pointé de i vers (3-1 (i). On note la permutation connexe de 
l'ensemble [n + 1] associé au sous-groupe X2Hx21 par X2' a. L'opération du passage du 
sous-groupe H vers son conjugué X2 1H X2 consiste au changement de l'élément pointé de 
i vers (3 (i). On note la permutation connexe de l'ensemble [n + 1] associé au sous-groupe 
-lH -1X2 X2 par X 2 . a. 
Pour montrer le théor(~me précédent, on a besoin du kmrnc suivant: 
Lemme 26 Soit 
une permutation de l'ensemble {O, 1, ... ,n + 1} où {al, ... ,an } = ln]. PosonS1lJ = w(l)w (2)· 
.. w (n) tel que w (i) = ai pour tout i E ln]. Ainsi 
a=(n+l)w(l)w(2)··· w(n)O. 
On a: 
Xl . a = (n + 1) Wl (1) ... Wl (k - 1) Wl (k) ... Wl (n) 0, 
où 
;z 
Wl (i) = W (i + 1) - W (1) dans ( ) pour tout i E [n], 
n + 1 ;Z 
et 
W (n + 1) = O. 
Preuve 
Comme a a un seul record (n + 1) et un seul anti-record 0, alors par la bijection de 
Sillke l'hypercarte pointée (a,,6) associé à a est donnée comme suit: 
et l'élément pointé est O. Soit H le sous-groupe d'indice n + 1 de :h, le groupe libre 
engendré par deux générateurs Xl et X2, associé à cette hypercarte pointée par la bijec­
tion de Dress et Franz. D'après ce qui précède, l'hypercarte associée à la permutation 
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Xl . cr par la bijection de Sillke est l'hypercarte pointée h, cS) ayant le point pointé al 
car Q-I (0) = al telle que 'Y = ex et cS = (J. Cette hypercarte pointée est associée par la 
bijection de Dress et Franz au sous-groupe xlHxII. Posons 
et 
cS' = (al (al + 1) ... n012··· (al - 1) (n + 1)). 
Posons cp (al) = 0, cp (al + 1) = 1, ... ,cp (n) = n-al, cp (0) = n-al +1, cp (1) = n-al +2, 
cp (2) = n - al + 3, ... ,cp (al - 1) = n et cp (n + 1) = n + 1. 
On peut remarquer que cp (n + 1) = n + 1, cp (0) = n - al + 1 et 
si 
,,(a,) ~ 1 
si 
En remplaçant chaque élément i dans 'Y' et cS' par cp (i), on peut écrire 
et 
cS" = (01 ... (n - al) (n - al + 1) (n - al + 2) (n - al + 3) ... n(n + 1)). 
Par conséquent, en posant WI (i) = cp (ai+d pour tout i E 1, ... , n-1 et WI (n) = cp (0) = 
n - al + 1, on obtient 
Xl . cr = (n + 1) wd1) ... wdk - 1) wdk) .. · wdn - 1) wdn) O. 
z Z 
Comme w E Sn, alors on peut l'identifier à la fonction (n + 1) Z -t (n + 1) Z égale à 
w sur {l, ... ,n} ct fixant. O. 
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Z 
Montrons que pour tout i E ln] : WI (i) = W (i + 1) - W (1) dans ( ) Z En effet,0 
n+l 
pour tout i E 1, "0' n - 1, 
WI (i) = cp (aHd 
!
 aHI - al si al :S aHI :S n
 n - al + ai+l + 1 si 1 :S aH 1 :S al - 1 
! aHI - al SI al :S aHI :S n (n + 1) + a'i+ 1 - al si 1 :S ai+ 1 :S al - 1 
J sia1+1
 - al 
l aHI - al modulo (n + 1) SI 
ai+l - al modulo (n + 1) 
w(i+l)-w(l) modulo (n+l)o 
Pour i = n, 
WI (i)
 WI (n) 
cp (0) 
(n + 1) - al 
=	 0 - al modulo (n + 1) 
W (0) - W (1) modulo (n + 1) car notre fonction W fixe 0 et donc W (0) = 0 
W (n + 1) - W (1) modulo (n + 1) 0 
o 
Par exemple, considérons la permutation connexe suivante de l'ensemble {O, 1, ,,0,8 + 1} 
où n = 8 : 
IJ = 92843165700 
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On a: 
a = (284316570) et f3 = (012345678) , 
où le point pointé est O. Pointons 2 au lieu de 0 car a- l (0) = 2, ainsi 
" = (9843165702) et 8' = (2345678019) 
On faisant 2 1----4 0, 3 1----4 1, 4 1----4 2, 5 1----4 3, 6 1----4 4, 7 1----4 5, 8 1----4 6, 0 1----4 7, 1 1----4 8 
et 9 1----4 9. On obtient 
," = (9621843570) et 8" = (0123456789), 
ce qui implique que 
Xl . a = 9621843570. 
Remarquons que 
WI (1) 6 = W (2) - W (1) = 8 - 2 = 6, 
WI (2) 2 = W (3) - W (1) = 4 - 2 = 2, 
WI (3) 1 = W (4) - W (1) = 3 - 2 = 1, 
WI (4) 8 = W (5) - W (1) = 1 - 2 = -} = -1 + 9 = 8, 
WI (5) 4 = W (6) - W (1) = 6 - 2 = 4, 
WI (6) 3 = W (7) - W (1) = 5 - 2 = 3, 
WI (7) 5 = W (8) - W (1) = 7 - 2 = 5, 
WI (8) 7 = W (9) - W (1) = W (0) - W (1) = 0 - 2 = -2 = -2 + 9 = 7. 
On peut donner le corollaire suivant: 
Corollaire 15 Soit 
a = (n + 1) al a2 . .. an 0 
où {al, "') an} = ln] une permutation de l'ensemble {O, 1, ... , n + 1}. Posons W = W (1) W (2)­
.. W (n) tel que W (i) = ai pour tout i E ln]. Ainsi 
a=(n+l)w(l)w(2)··· w(n)O. 
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Alors, le nombre de permutations a de l'ensemble {a, l, ... , n, n + 1} pour lesquelles 
Xl· a = a, 
est 
n. 
Preuve 
Comme Xl . a = a, alors WI (i) = W (i) pour tout i E ln]. Ce qui implique que w (i) = 
Z 
w (i + 1) - w (1) dans (n + 1) Z pour tout i E ln]. Ainsi, 
Z 
w (i + 1) - w (i) = w (1) dans (n + 1) Z pour tout i E ln] . 
Donc 
Z 
w (i) = iw (1) dans (n + 1) Z pour tout i E [n]. 
Soit pgcd (w (1), n + 1) = d où dE ln], alors 
w (1) = P . d 
n+1=q·d 
pgcd (p, q) = 1 
Ainsi 
Z 
w (i) = i . P . d dans ( ) pour tout i E ln] . 
n+ 1 Z 
Ce qui implique que 
Z 
q . w (i) = a dans (n + 1) Z pour tout i E ln]. 
Z 
Par conséquent, q = a dans ( ) c'est-à-dire q = k . (n + 1) pour un certain k. 
n+ 1 Z 
Comme n + 1 = q . d, alors k . d = l, ce qui implique que d = l, c'est-à-dire 
w (1) et (n + 1) sont premiers entre eux. 
Par conséquent, on peut choisir w (1) dans [n] de cP (n + 1) façons où cP est l'opérateur 
d'Euler. Pour conclure, il suffit de remarquer que cP (n + 1) = n. 
o 
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Posons xi .a = Xl . (Xl' a) et pour tout k 2 3 : x~ .a = Xl . (X~-l . a). On peut donner 
le lemme suivant: 
Lemme 27 Soit 
où {aIl"" an} = [n] une permutation de l'ensemble {O, 1, ... , n + 1}. Posons W = W (1) W (2)· 
.. W (n) tel que w (i) = ai pour tout i E ln]. Ainsi 
(J=(n+l)w(l)w(2)··· w(n)O. 
Alors pour tout k 2: 1 : 
x~ . 0= (n + 1) Wk (1) ... Wk (k - 1) Wk (k) ... Wk (n) 0, 
où 
1. 
Wk (i) = W (i + k) - W (k) dans (n + 1) 1. pour tout i E ln] . 
De plus 
Xl . a = (J" implique que xi .a = (J pour tout k 2: 1. 
Ainsi, le nombre de permutations a de l'ensemble {O, 1, ... ,n, n + 1} pour lesquelles 
xi .a = a pour tout k 2: 1 
est 
n. 
Preuve 
Montrons par récurrence sur k que pour tout k 2: 1 : 
Wk (i) = W (i + k) - W (k) dans (n +1. ) 1. pour tout i E ln] .1
Par le corollaire précédent, cette proporiété est vraie pour k = 1. Supposons que cette 
proprifté est vraie pom k - ] c'est-à-dirr. 
1. . 
wk_di)=w(i+k-l)-w(k-l) dans ( ) pourtoutzE[n]
n+ 1 1. 
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et montrons qu'elle est vraie pour k. Comme x~·a = Xl' (x~-l . a), alors par le corollaire 
précédent 
Wk (i) = Wk-l (i + 1) - Wk-l (1). 
Ce qui implique par l'hypothèse de récurrence que 
Wk (i)
 (W (i + 1 + k - 1) - w (k - 1)) - (w (1 + k - 1) - w (k - 1)) 
W (i + k) - W (k) . 
Montrons que 
Xl . a = a implique que x~ . a = a pour tout k? 1. 
Comme xl . a = a, alors w (i) = iw (1) pour tout i E ln]. Pour montrer que x~ . a = a, 
il suffit de montrer que Wk (i) = w (i) pour tout i E ln]. On a : 
Wk (i)
 w(i+k)-w(k) 
(i + k) w (1) - kw (1) 
iw (1) 
w (i). 
o 
Maintenant, nous donnons la preuve du théorème 19 précédent. 
Preuve 
Soit H un sous-groupe d'indice n du groupe libre F2 à deux générateurs Xl et X2. 
Soit (0:, (3) l'hypercarte pointée à n points a..ssociée à H. Pour que H soit normal il est 
nécessaire et suffisant que le changement de l'élément pointé donne toujours la même 
hypercarte pointée à isomorphisme près. 
Remarquons que pour que H soit normal, il est nécessaire que tous les cycles de 0: aient 
la même longueur et que tous les cycles de (3 aient la même longueur. 
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Comme n est premier et comme tous les cycles de 0: ont la même longueur, qu'on note 
par RI, qui est un diviseur de n et comme tous les cycles de (3 ont la même longueur, 
qu'on note par R2 , qui est un diviseur de n, alors on peut distinguer les trois cas 
suivants: 
Premier cas : RI = R2 = 1. Dans ce cas, le couple (0:, (3) n'est pas une hypercarte car le 
graphe simple orienté ayant l'ensemble ln] comme ensemble de sommets et l'ensemble 
E comme ensemble d'arêtes n'est pas connexe où 
E = {(i,o:(i)) 1 i E ln]} u {(i,(3(i)) 1 i E [n]}. 
Deuxième cas: RI = R2 = n. Dans ce cas, chacune des permutations 0: et (3 de l'ensemble 
ln] est un cycle de longueur n et la permutation connexe (J de l'ensemble [n + 1], associée 
à l'hypercarte pointée (a,(3), a un seul record qui est n + 1 et un seul anti-record qui 
est 1 et donc par la bijection de Sillke l'élément pointé de l'hypercarte (a, (3) est 1. On 
peut déduire que: 
Xl . (J = (J :::} X2 . (J = (J. 
En effet, X2 . (J est la permutation connexe de [n + 1] qui correspond par la bijection de 
Sillke à 1'hypercarte (0:', ,B') à n points telle que a' = a et (3' = (3 ayant (3-1 (1) comme 
point pointé. Comme la permutation a de l'ensemble ln] est un cycle de longueur n, 
alors (3-1 (1) = (a-l)q (1) pour un certain q E ln] où pour tout P ~ 2 : (o:-l)P = 
(a- l )P-l 0 a- l et (a- l ) 1 = 0:-1. Soit (ail, (3") l'hypercarte à n points telle que 0:" = a 
et (3" = (3 ayant (a-l)q (1) comme point pointé. L'hypercarte (a l ,(3") est l'hypercarte 
qui correspond par la bijection de Sillke à la permutation connexe xi . (J de l'ensemble 
[n + 1]. Comme (3-1 (1) = (a-l)q (1), ex' = a = ail et (3' = (3 = (3", alors xi . (J = X2' (J. 
Ainsi, par le lemme précédent, 
Xl . (J = (J :::} xi . (J = (J :::} X2 . (J = (J. 
Par conséquent, par le corollaire précédent, il yan - 1 sous-groupes possibles. 
Troisième cas : RI = n et R2 = 1. Dans ce cas il y a un seul record qui est n + 1 
et n a.nti-rccords et le sous-groupe associé est le sous-groupe associé à la permutation 
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7 = (n + 1) 123 ... (n - 1) n. 
Quatrième cas: fI = 1 et f 2 = n. Dans ce cas, il yan records et un seul anti-records 
ce qui correspond à un seul sous-groupe qui est le sous-groupe associé à la permutation 
7-1 = 234· .. ·n (n + 1) 1. 
Par conséquent, le nombre de sous-groupes d'indice n est (n - 1) + 1 + 1, c'est-à-dire 
n+1. 
o 
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CONCLUSION
 
Dans ce travail, nous avons élaboré des algorithmes sur les mots de Yamanouchi qui 
sont en bijection avec les tableaux de Young standards. Ces algorithmes simulent les 
algorithmes correspondants bien connus sur les tableaux. Par ailleurs, nous avons trans­
posé un mot de Yamanouchi ce qui correspond au tableau transposé (définition 38). 
Nous avons aussi défini les glissements en avant et en arrière sur un suffixe d'un mot 
de Yamanouchi, ce qui correspond aux glissements du jeu de taquin de Schützenber­
gel' sur un tableau gauche standard (définitions 40 et 41). Nous avons évacué un mot 
de Yamanouchi ce qui correspond à l'application de l'opération d'évacuation à un ta­
bleau (définition 43). D. Foata (Foata, 1976) a utilisé la même définition que nous avons 
donné au transposé d'un mot de Yamanouchi mais pour un mot quelconque. Il a aussi 
utilisé l'algorithme d'évacuation d'un mot de Yamanouchi pour résoudre une conjec­
ture de Schützenberger dans un cas particulier. D. Foata est le premier qui a traduit 
l'algorithme d'évacuation des tableaux de Young standards aux mots de Yamanouchi. 
Nous avons élaboré un algorithme donnant la bijection de Schensted entre les permuta­
tions de l'ensemble ln] et les paires de mots de Yamanouchi de même forme un partage 
de n (définition 48). Nous avons défini des fonctions que nous avons appelé fonctions 
d'insertion (définition 44 et 45) et fonctions de suppression (définition 46 et 47). Ces 
fonctions correspondent aux algorithmes d'insertion et de suppression liés à un élément 
et un tableau utilisés par Schensted. Nous avons aussi illustré le lien entre ces fonctions 
d'insertion et de suppression et la construction géométrique de Viennot qui donne un 
cadre naturel pour la correspondance de Schensted. Nous avons remarqué que Viennot, 
dans sa construction géométrique, a montré en utilisant ces mêmes fonctions d'insertion 
que les permutations de l'ensemble ln] et les paires de mots de Yamanouchi de même 
forme un partage de n sont en bijection. Il est le premier qui a utilisé ces fonctions 
d'insertion. Les fonctions de suppression sont wmplètement nouvelles. 
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Nous avons élaboré un algorithme de redressement d'un mot qui n'est pas un mot de 
Yamanouchi (définition 49). Cet algorithme correspond à l'algorithme bien connu de 
redressement d'un tableau gauche standard pour obtenir un tableau de Young standard 
en utilisant une suite de glissements du jeu de taquin de Schützenberger. Nous avons 
noté le mot de Yamanouchi obtenu par cet algorithme à partir du mot W par F(w). 
Ensuite nous avons montré que F(w) = L(W) où L(W) est le mot de Yamanouchi 
obtenu par un algorithme de Robinson qui associe à chaque mot W qui n'est pas un 
mot de Yamanouchi un mot de Yamanouchi unique qu'on note par L(W) (Théorème 
8). Ce résultat principal a été conjecturé par notre directeur de recherche Christophe 
Reutcnauer. Nous avons utilisé la définition de F(w) donné par notre algorithme de 
redressement pour montrer un théorème de Schützenberger (proposition 21). Ensuite 
nous avons défini l'évacué d'un mot de Yamanouchi en utilisant l'algorithme de Robinson 
(théorème 10), ce qui nous a permis de donner une nouvelle preuve pour un théorème 
de van Leeuwen (corollaire 7). Nous avons aussi donné une nouvelle formule pour la 
correspondance de Schensted en utilisant l'algorithme de redressement (proposition 26). 
Cette formule nous a permis de donner une nouvelle preuve pour des résultats bien 
connus de Schensted et de Schützenberger comme le résultat de Schensted donnant le 
lien entre le P-symbole d'une permutation (J et le P-symbole de son image miroir (J*. 
Van Leeuwen adonné une description précise au lien entre les algorithmes de Robinson 
et celui de Schensted. Ces deux algorithmes donnent deux bijections analogues. Dans 
la littérature, ces deux bijection sont connues sous le même nom: Correspondance de 
Robinson-Schensted. Nous avons généralisé ce résultat de van Leuuwen des permutations 
aux mots arbitraires (proposition 24). Ensuite nous avons utilisé cette généralisation 
pour donner une réponse à une question posée par Thomas. Il s'agit de trouver une 
formule permettant de donner le nombre de réductions de type R(k) nécessaires pour 
obtenir le mot de Yamanouchi L(W) à partir de W (théorème 9). Thomas a posé une 
deuxième question qui est :oujours ouverte. Il s'agit de trouver une formule permettant 
de donner le nombre de suites de réductions de type R(k) possibles pour obtenir L(W) 
à partir de w. 
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Nous avons généralisé un résultat bien connu des tableaux de Young standards aux 
tableaux gauches standards (proposition 5) et aussi aux arrangements de van leeu­
wen (Poroposition 6). Ce résultat concerne deux mots notés par read(t) et row(t) 
pour t un tableau de Young standard. Pour montrer ce résultat, nous avons interprété 
géométriquement les standardisations à gauche et à droite d'un mot en l'identifiant à un 
arrangement comme le fait van Leeuwen. Nous avons aussi donné un résultat intéressant 
donnant un lien entre la standardisation d'un mot, son préfixe ou son suffixe et sa res­
triction à un sous-ensemble de lettres (corollaire 2). 
Nous avons remarqué que la concaténation de deux mots de Yamanouchi est un mot de 
Yamanouchi. Nous avons donné l'opération correspondante sur les tableaux de Young 
standards. Ensuite, nous avons remarqué que cette oprération sous sa forme tableau 
intervient dans (Poirier et Reutenauer, 1995). Nous avons défini IIne paire de Ya­
manouchi indécomposable, ensuite nous avons montré que les paires de Yamanouchi 
indécomposables de longueur n sont en bijection avec les permutations connexes de 
l'ensemble ln]. Comme les permutations connexes de l'ensemble ln] sont en bijection 
avec les hypercartes pointées à n - 1 points (bijection de Sillke) et aussi avec les sous­
groupes d'indice n - 1 du sous-groupe libre à deux générateurs (bijection de Dress et 
Franz), alors les paires de Yamanouchi indécomposables sont en bijection avec les hyper­
cartes pointées à n - 1 points. Nous posons le problème ouvert de trouver cette dernière 
bijection sans utiliser les permuations connexes. 
Nous avons posé une nouvelle conjecture liée à une conjecture de Schützenberger et 
à la corresponùance de Scbensted. Nous avons montré que cette nouvelle conjecture 
implique celle de Schützenberger. Nous conjecturons que la conjecture de Schützenber­
gel' implique aussi cette nouvelle conjecture mais donner une preuve reste toujours un 
problème ouvert. NOliS pensons qu'il y a un lien entre les deux cycles donnés par les deux 
conjectures et donc nous posons le problème de trouver ce lien. En utilisant l'algorithme 
que nous avons établi pour la correspondance de Schensted entre les permutations de ln] 
et les paires de mots de Yamanouchi de même forme un partage de n, nous avons montré 
cette nouvelle conjecture dans un cas particulier où les tableaux de Young standards 
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ont seulement deux lignes. Nous nous sommes inspiré de la preuve de Degroseilliers et 
al pour un théorème de Foata qui démontre la conjecture de Schützenberger dans un 
cas particulier pour donner une autre preuve pour ce théorème. Notre preuve utilise les 
promotions inverses alors que la preuve de Degroseilliers et al utilise les promotions. 
Nous avons aussi posé une conjecture donnant notre nouvelle conjecture dans le cas des 
tableaux de Young standards ayant seulement un seul coin intérieur. 
Dans la deuxième partie de cette thèse, nous avons établi deux nouvelles formules pour 
les permutations connexes. La première formule concerne les permutations connexes se­
lon leur nombre (théorème 14) et la deuxième formule généralise la première et concerne 
les permutations connexes selon leur nombre de cycles (corollaire 12). Nous avons aussi 
donné des preuves nouvelles pour toutes les formules donnant les permutations connexes 
selon leur nombre et aussi selon leur nombre de cycles comme celles données dans (Cori, 
2008) (corollaire 10 et corollaire 13). Pour le faire, nous avons utilisé des formules établies 
par Dumont et Kreweras dans leur étude d'une famille de fractions continues liée à la 
série hypergéométrique. Nous avons généralisé une formule donnée par Sillke (théorème 
16) lorsqu'il a construit une bijection entre les permutations connexes de l'ensemble 
[n + 1] et l'ensemble de hypercartes pointées à n points. Ce résultat plus général a été 
conjecturé par notre directeur de recherche Chr~stoph_e Reutenauer. La généralisation 
réside dans le passage du nombre de cycles au type cyclique. Nous avons montré que ce 
résultat de Sillke est équivalent au résultat de Dumont et Kreweras ensuite nous avons 
généralisé le résultat de Dumont et Kreweras en donnant des formules avec le type cy­
clique (proposition 38). Nous avons aussi donné une formule qui concerne les hypercartes 
étiquetées (corollaire 14). Cette formule généralise celle de R. Cori. Nous avons aussi 
donné une expression à chacune des séries formelles donnant respectivement le nombre 
des permutations selon leur type cyclique et le nombre des permutations connexes se­
lon leur type cyclique. Nous posons le problème de trouver une fomule pour ce dernier 
nombre. Finalement, nous avons montré que lorsque l'entier n est premier, n + 1 est le 
nombre de sou -groupes norm' ux d'illlîce n dans le groupe libre à deux générateurs. 
Nous posons le problème de trouver ce nombre lorsque l'entier n est arbitraire. 
ANNEXE A 
NOTATIONS 
lAI: le cardinal de l'ensemble A 
a~k) : le nombre de sous-groupes d'indice n dans le groupe libre fk = (XI) ... , Xk) à k 
générateurs 
an = a~2) : le nombre de sous-groupes d'indice n dans le groupe libre f2 = (Xl, X2) il 
deux générateurs 
Ow : l'arrangement associé au mot w 
a-re-ex-(n, k) : le nombre de permutations de l'ensemble ln] qui ont k anti-records ex­
clusifs 
(a)n = a (a + 1) ..... (a + n - 1) = I:<7ESn cyc(a) 
(al, a2"')n = I:o-ES a~l a~2 ... où (al, a2, ... ) est le type cyclique de la permutation an 
o(n) : l'arrangement associé à la permutation 12· .. n de l'ensemble ln] 
0;;0 : l'arrangement obtenu de l'arrangement owen supprimant toutes les lignes vides 
B (w) : le mot de Yamanouchi associé à la permutation w à partir de l'opérateur formel 
Bw 
Bw : l'opérateur formel Bw associé à w par l'algorithme de Robinson «association II>> 
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C = (Cl, C2, ... , Ck) 1= n : une composition de l'entier n donnée sous forme d'une suite
 
Cn,k : le nombre de toutes les permutations connexes de ln] ayant k cycles
 
C (n, k) : le nombre de toutes les permutations connexes de ln] ayant k records
 
C (n, T, s) : le nombre de toutes les permutations connexes de ln] ayant T records et s
 
anti-records
 
en : l'ensemble de toutes les permutations connexes de ln]
 
cyc(O") : le nombre de cycles de la permutation 0"
 
e:n : l'ensemble de toutes les hypercartes pointées de Sn X Sn 
Cij : l'opérateur formel associé par Robinson suite à l'application des réductions: 
R (i) , R (i - 1) , ... , R (j). 
Xw : l'unique bijection croissante de l'ensemble des n lettres du mot w vers l'ensemble 
ln] où Iwl = n 
deg(w) : la somme des lettres du mot w 
Di : la fonction de suppression associée à la lettre i 
Du : la fonction de suppression associée au mot u 
ev (P) : le tableau obtenu du tableau P en appliquant l'algorithme d'évacuation 
Ei : la fonction associée à la lettre i qui dépende de la fonction d'insertion Ii 
Eu : la fonction associée au mot u qui dépende de la fonction d'insertion I u 
f1)) : la fonction associée à stg (w) 
f;;; 1 : IR fonction réciproque de f 1)) 
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f>. : le nombre de tableaux de Young standards de forme À un partage de n . 
.r (w) : le mot de Yamanouchi associé au mot w par l'algorithme de redressement 
.rk = (Xl, ... , Xk) : le groupe libre à k générateurs 
.r2 = (Xl, X2) : le groupe libre à deux générateurs Xl et X2 
9 ~ g' : le tableau gauche standard g' peut être obtenu du tableau 9 par une suite de 
Glissements 
Îc : l'unique permutation du sous-groupe de Young Sc du groupe Sn de longueur maxi­
male 
hw : la fonction associée à std (W) 
h;;/ : la fonction réciproque de h·w 
Hn : l'ensemble de toutes les hypercartes étiquetées de Sn X Sn 
H~ : l'ensemble de toutes les hypercartes étiquetées pointées de Sn X Sn 
hn : le nombre de toutes les permutations connexes de l'ensemble ln] 
Hi : la fonction associée à la lettre i qui dépende de la fonction de suppression Vi 
Hu : la fonction associée au mot u qui dépende de la fonction de suppression Vu 
~n,r,s : le nombre d'hypercartes étiquetées (a: {3) à n points telles que cyc(a) = r et 
cyc({3) = s 
Id : la permutation identité 
inv (a) : le nombre d'inversions de la permutation a 
inv (T) : le nombre d'inversions du tableau T 
346 
iu (a) : l'indice de la lettre a dans le mot u 
Ii : la fonction d'insertion associée à la lettre i 
I u : la fonction d'insertion associée au mot u 
JU (g) : le tableau gauche standard obtenu par un glissement en avant du jeu de taquin 
de Schützenberger sur le tableau gauche standard g à partir de la case u 
Ju (g) : le tableau gauche standard obtenu par un glissement en arrière du jeu de taquin 
de Schützenberger sur le tableau gauche standard g à partir de la case u 
J (g) : le redressé du tableau gauche standard g 
JP (Q) : le tableau gauche standard obtenu par une suite de glissements en avant du 
jeu de taquin de Schützenberger sur le tableau gauche standard Q à partir des cases de 
P 
Jp (Q) : le tableau gauche standard obtenu par une suite de glissements en arrière du 
jeu de taquin de Schützenberger sur le tableau gauche standard Q à partir des cases de 
P 
log: la fonction logarithméque népérienne 
L (P) : la ligne saillante de la partie P de JR x JR 
L (w) : le mot de Yamanouchi associé au mot w par l'algorithme de Robinson 
«association 1» 
À = (À I 2: À2 2: ... 2: Àk > 0) 1- n : un partage de l'entier n sous forme d'une suite 
).' : le partage conjugué du partage À 
À/ /-L : le diagramme gauche associé aux partages À et /-L tel que /-L ç À 
min (a, b) : le minimum de a et b 
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N : l'ensemble des entiers naturels 
N* : l'ensemble de tous les mots finis sur N 
N; : l'ensemble de tous les mots de f::j* de longueur n. 
n : un entier naturel 
[n]: l'ensemble {l, ... ,n} 
n! : la factorielle de l'entier naturel n 
OMR : la bijection d'Ossona de Mendez et Rosenstiehl entre Cn +1 et Q:n 
o (m) : l'ombre du point m de IR x IR 
o (P) : l'ombre de la partie P de IR x IR 
lP' := {l, 2, 3, ... } : l'ensemble des entiers strictement positifs 
lP'* : l'ensemble de tous les mots finis sur lP' 
lP'n : l'ensemble de tous les mots de lP'* de longueur n 
P (a) : le P-symbole de la permutation a 
pT : le tableau P transposé 
(P f-- x) : le tableau obtenu par insertion (insertion ligne) de l'élément x dans le 
tableau P 
préik (w) : le préfixe de w de longueur k 
Pk : le tableau obtenu par l'algorithme d'insertion de Schensted des k premiers éléments 
parmi n éléments 
(p(k), Q(k)) : la paire de tableaux associée par la correspondance de Schenst8d à la 
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quasi-permutation Sqk (0) 
p(k) : le tableau obtenu par l'algorithme d'insertion de Schensted des k premiers éléments 
Pu Q : le Lableau gauche standard obtenu à partir des deux tableaux gauches standards 
Pet Q lorsque la forme de Q prolonge la frome de P 
(Pl, QI) * (P2, Q2) : la paire de tableaux de Young standards obtenue à partir des deux 
paires de tableaux de Young standards (Pl, Qd et (P2,Q2) 
P * Q : le tableau de Young standard obtenu à partir des deux tableaux de Young 
standards P et Q 
pyX : l'ensemble de toutes les paires de Yamanouchi de forme À 1- n 
7]" : correspondance de Schensted 
7]"-1 : correspondance inverse de Schensted 
Q(0) : le Q-symbole de la permutation 0 
Qk : le tableau associé au tableau Pk suite à l'application de l'algorithme d'insertion de 
Schensted 
ffi. : l'ensemble des nombre réels 
ffi.+ : l'ensemble des nombre réels positifs 
read(T) : la permutation obtenue, comme mot, en lisant les lignes de T de gauche à 
droite et du haut vers le bas 
row(T) : la permutation obtenue, comme mot, en lisant les lignes de T de gauche à 
droite et du bas vers le haut 
R (k) : la réductioll iiSoociée à-la lettre k suite à l'application de l'algorithme de Robinson 
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Ti : l'opérateur de Haiman 
S : La bijection de Sillke entre Cn +1 et <!:.n 
Sn : le groupe symétrique à n éléments 
S>.. : le sous-groupe de Young de Sn associé au partage À = (À 1 > À2 > ... > Àk > 0) de 
n 
Sc : le sous-groupe de Young de Sn associé à la composition C = (Cl, C2, ... , Ck) de n 
Sw : le tableau de Young standard associé au tableau t w 
S (P) : l'ensemble des points saillants de la partie P de IR x IR 
Sd (L) : l'ensemble des points saillants sup<'~ricurs droits de L. 
sign ((J) : signature de la permutation (J 
sign (T) : signature du tableau T 
Sq (7) : le squelette de la quasi-permutation 7 
Sq ((J) = (J : le squelette (d'ordre 0) de la permutation (J 
Sq ((J) = Sq (â-) : le squelette (d'ordre 1) de la permutation (J 
Sqk ((J) : le squelette (d'ordre k) de la permutation (J 
stg (w) : le standardisé gauche du mot w 
std (w) : le standardisé droit du mot w 
st (TI [k + 1, n]) : le tableau gauche de Young standard obtenu du tableau gauche stan­
dard TI [k + 1, n] en soustrayant k à chacun de ses éléments 
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suf fk (w) : le suffixe de w de longueur k 
SUpp(T) : le support de la quasi-permutation T 
Support(a) = {i E ln] 1 a (i) =1- i} : le support de la permutation a 
Sn,k : le nombre de toutes les permutations de ln] ayant k cycles 
s (n, k) : le nombre de toutes les permutations de ln] ayant k records 
s (n, r, s) : le nombre de toutes les permutations de ln] ayant r records et s anti-records 
Sw (k) : la saillie de la lettre k dans le mot w 
Si = (i i + 1) : une transposition élémentaire 
tr/ (T) : la traînée du tableau T 
tr'\, (T) : la traînée inverse du tableau T 
TYS>- : l'ensemble de tous les tableaux de Young standards de forme À r- n 
TGS>-/J-t : l'ensemble de tous les tableaux gauches de Young standards de forme À/f-L 
TI [k] : le tableau de Young standard obtenu du tableau T par restriction au cases 
occupées par les éléments de l'ensemble [k] 
TI [k + 1, n] : le tableau gauche standard obtenu du tableau T par restriction au cases 
occupées par les éléments de l'ensemble {k + 1, ... , n} 
tu! : le tableau de Young standard obtenu de l'arrangement aw par la méthode de van 
Leeuwen
 
tij = t (i, j) : l'élément dans la case cl u tableau t située dans la ligne i et la colonne j.
 
UT : le mot de Yamanouchi u transposé 
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(U)uT : le bimot obtenu des deux mots de Yamanouchi u et son transposé uT 
uev : le mot de Yamanouchi u évacué 
(u, v) * (u' ,v') : la paire de mots de Yamanouchi obtenue à partir des deux paires de 
mots de Yamanouchi (u, v) et (u' ,v') 
u * v = uv : le mot de Yamanouchi obtenu des deux mots de Yamanouchi u et v par 
concaténation 
(u, v) : une paire de mots de Yamanouchi 
V : JP (Q) : le tableau gauche standard obtenu en remplissant les cases évacuées pendant 
la construction de JP (Q) par les mêmes éléments qui occupent les cases de P 
V : JP (Q) : le tableau gauche standard obtenu en remplissant les cases évacuées pendant 
la construction de JP (Q) par les mêmes éléments qui occupent les cases de P 
Iwl : la longueur du mot w 
\wl : le nombre d'occurrences de la lettre x dans wx 
WIK : le mot obtenu de w en supprimant toutes les lettres de w qui n'appartiennent pas 
à K où K ç lP' 
wcompl : le complément de w 
w- 0 : le mot associé à l'arrangement 0;;;0 
W (0-) : le poids associé à la permutation 0­
w (0:,/3) : le poids associé à l'hypercarte (0:,13) 
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(x t--- P) : le tableau obtenu par insertion (insertion colonne) de l'élément x dans le 
tableau P 
xn = 12· .. (n - 1) 12 ... (n - 2) ... 12 1 tel que Ixnl i = n - i pour tout i E [n - 1] 
'-".--'"'-".--'" '-.r"'-.r" 
[xn] (P (x)) : le coefficient de xn dans le polynôme P (x)
 
[xnym] (Q (x, y)) : le coefficient de xnym dans le polynôme Q (x, y)
 
Yn = 11 ... 122· ··2 .. · (n - 2) (n - 2) (n - 1) tel que IYnii = n-i pour tout i E [n - 1] 
~~, 'V '''-v--' 
y : l'ensemble de tous les mots de Yamanouchi 
Yn : l'ensemble de tous les mots de Yamanouchi de longueur n 
Yn,>. : l'ensemble de tous les mots de Yamanouchi de longueur n et de forme À 
Z : l'ensemble des entiers relatifs 
(J = Xl' "Xn : une permutation de Sn vue comme un mot en les lettres 1, ... , n 
((J, i) : une permutation pointée (J ayant l'élément i E [n] comme .élément disting.ué 
(J-l : l'inverse de la permutation a 
(J 0 T : la permutation composée des deux permutations (J et T 
(JT : le tableau obtenu du tableau T en remplaçant r.haque élément. j par (J (j) 
<Pn (t) : le mot de Yamanouchi dans N~ associé au tableau standard t à k éléments tel 
que k ::; n 
W (T) : le mot de Yamanouchi associé au tableau de Young standard T 
w- 1 (u) : le tableau de Young standard socié au mot de Yamanouchi 'Il 
W g (g) : le suffixe d'un mot de Yarnanouchi alSsocié au t.ableau gauche standard 9 
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WO,n : l'unique permutation du groupe symétrique Sn de longueur maximale 
p 
~ : P-équivalence 
Q 
~ : Q-équivalence 
K 
~ : la relation de Knuth 
K* 
~ : la relation de Knuth duale 
* ~ : la relation d'équivalence duale entre les tableaux de Young standards 
1 
~ : la relation de Knuth du premier genre 
2 
~ : la relation de Knuth du second genre 
J' 
~ : la relation de Knuth duale du premier genre 
2' 
~ : la relation de Knuth duale du second genre 
(0:, (3) : une hypercarte 
(n) n! k - k! . (n - k)! 
[c)*]compl : la bijection de Sn vers Sn qui associe à chaque permutation (J la permuta­
tion [( (J)*] compl 
Ok : une promotion 
Ok : une promotion inverse 
Index
 
P-équivalence, 33 
P-symbole, 28 
Q-équivalence, 35 
Q-symbole, 28 
Équivalence duale, 51 
Algorithme 
d'évacuation d'un mot de Yamanouchi, 
111 
Carré 
des insertions, 125 
des suppressions, 137 
Classe 
coplaxique, 36 
plaxique, 34 
Coin 
extérieur, 13 
intérieur, 12 
d'évacuation d'un tableau de Young stan-C l' t d' t 66omp emen un mo , 
dard, 54
 
d'insertion, 24
 
de Schensted, 27, 29, 141
 
de suppression, 26
 
de suppression du plus petit élément, 
53 
de transposition d'un mot de Yama­
nouchi, 104 
Anti-record, 277 
exclusif, 277 
Arrangement, 80 
Bijection 
d 'Ossona de Mendez et Rosenstiehl, 282 
de Dress et Franz, 276 
de Sillke, 277 
Bimot de Yamanouchi, 106 
Composition, 19 
Congruence 
coplaxique, 36 
plaxique, 34 
Construction géométrique de Viennot, 36 
Diagramme, 10 
conjugué, 10 
de Ferrers, 10 
gauche, 13 
gauche normal, 13 
Fonction 
d'insertion, 115 
de suppression, 127 
Formule des équerres, 22 
Glissement sur un mot 
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en arrière, 108
 
en avant, 108
 
Glissement sur un tableau
 
en arrière, 47
 
en avant, 47
 
Groupe
 
de Coxeter, 18
 
symétrique, 18
 
Hypercarte
 
étéquetée, 268
 
étiquetée pointée, 270
 
non étéquetée, 269
 
pointée, 271
 
Image miroir, 60
 
Indice d'une lettre, 60
 
Insertion
 
colonne, 30
 
ligne, 24
 
Jeu de taquin
 
de Schützenberger, 47, 107
 
Lettre
 
extérieure, 107
 
intérieure, 107
 
Ligne saillante, 39
 
Mot de Yamanouchi, 62
 
Mot de Yamanouchi sur [k] , 63
 
Ombre 
d'un point de IR x lR , 38
 
d'une partie de lR x lR , 39
 
Ordre
 
croisé, 10
 
naturel, 9
 
Paire de Yamanouchi, 95
 
décomposable, 100
 
indécomposable, 100
 
Partage, 12
 
Permutation
 
connexe, 98, 272
 
pointée, 273
 
Point saillant, 39
 
suprieur droit, 40
 
Préfixe, 60
 
Quasi-permutation, 37
 
Record, 276
 
Redressement
 
d'un mot, 177
 
d'un tableau gauche standard, 50
 
Relation
 
de Knuth, 34
 
de Knuth du premier genre, 33
 
de Knuth du second genre, 33
 
de Knuth duale, 36
 
de Knuth duale du premier genre, 35
 
de Knuth duale du second genre, 35
 
Saillie, 159
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Sous-groupe
 
de Young, 19
 
parabolique, 19
 
Squelette, 42
 
Squelettes successifs, 44
 
Standardisation
 
à droite, 66
 
à gauche, 65
 
Suffixe, 60
 
Suite de glissements
 
sur un mot, 111
 
sur un tableau gauche standard, 50
 
Tableau, 14
 
de Young, 14
 
de Young standard, 15
 
gauche, 16
 
gauche de Young standard, 17
 
gauche semi-standard, 16
 
gauche standard, 17
 
semi-standard, 15
 
standard, 15
 
Traînée, 48
 
inverse, 49
 
Treillis de Young, 12
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