Abstract. This paper presents parallel implementation of the concurrent algorithm based on the spatial impulse response method for the calculation of the acoustic field pressure distribution of multi-element ultrasound transducers. The implementation is optimized for an execution on the openMosix heterogeneous HPC cluster created on the top of the high latency computer network.
INTRODUCTION
The analysis of an acoustic field generated by the multi-element ultrasound heads is an important problem in the process of the design of the modern ultrasound devices. In most cases, the aim of such analyses is calculation of the spatial distribution of the acoustic field created by the ultrasound transducer with known geometrical properties and excited using a signal with known time characteristics [1] [2] [3] . Such analysis is in most cases very demanding in spite of numerical complexity, so the existence of an efficient numerical computational system is quite important.
To gain an access to the necessary computing power, the authors used the high-performance computing (HPC) cluster in heterogeneous network configuration based on openMosix technology [4] . Therefore, the presented implementation of the numerical system is designed to be used in the HPC cluster environment and is optimised for execution in heterogeneous, high-latency network environments. Additionally, the system meets the specific conditions demanded by the "ad-hoc" openMosix cluster infrastructure.
HPC CLUSTER CHARACTERISTICS
One of the most important aspects of the presented numerical system is its optimisation to perform adequately in a heterogeneous computing cluster environment. The cluster used in this project is a kind of "ad-hoc" HPC cluster. This means that the cluster consists a group of personal computers located in separated locations and connected by means of a typical 100BaseT network. Additionally, large parts of this network are also used for other purposes.
-The computer system and the network environment used in the described project implicates some limitations. The three most severe ones are: -Latency times in such cluster configuration are considerably high, so transmission events have a severe impact on the total efficiency of the system. -In such an environment the available communication band is quite limited and can additionally be changed independently of the performed task. -Number of computation nodes can vary and catastrophic node failures must by taken under consideration.
In effect of those limitations, the calculations which involves the processing of large amount of data must be treat with utmost care. The duration and the volume of each transmission event ought to be lowered, even at the cost of additional computational power.
The GNU/Linux system with openMosix patches is used as an operating system in the cluster. The computation nodes are diskless and are booted with the help of Etherboot. The micro-system on nodes is based on GNU/Linux Gentoo meta-distribution and build around Busybox tool.
ANALYSIS OF THE ALGORITHM
As was stated before, the HPC cluster used in project possess some uncommon and potentially importunate features. Those features might, when not attended, cause severe problem in the implementation of the algorithm. In order to avoid such problems, some conditions ought to be implemented in the model:
-Due to high latency times, the communiqué's exchange between the computational nodes ought to be kept at a minimum. It is always true in concurrent programming, but in such an environment it is of crucial importance [5] . -Volume of the necessary transmissions should be kept as small as possible, even at additional computational costs necessary to lower the size of communication. Transparent compression of the transmission channel is almost obligatory. -Balancing of the load through the cluster nodes needs to be achieved on the level of a task allocation in the process of queue distribution. Autobalancing features, implemented in modern SSI cluster systems, such as openMosix, should be blocked during actual computations. This is due to its high communications bandwidth usage and to the large amount of memory allocated for calculations. -Due to the expected high transmission times between the nodes in cluster, the entire communication process should be asynchronous and non-blocking on both ends. As a result of these conditions, it is necessary to create special procedures for the task queue allocation and for interprocess communication. Unfortunately, traditional cluster middleware [6] , used for parallel computations, such as MPI or PVM, are not sufficient for environments such as the one used in the presented work.
TECHNOLOGIES APPLIED IN THE IMPLEMENTATION OF THE ALGORITHM
In the presented implementation of the numerical algorithm, numerous technologies were used. All of them are accessible complying with licenses compatible with OSI [7] and as such they are recognized as open software/technology.
Probably the most important ones, used to create a distribution and communication framework, are those associated with the Twisted project [8] . Libraries available in the Twisted project are excellent for writing distributed, asynchronous network projects.
In presented implementation the created framework based on Twisted project libraries act as a cluster middleware and is a partial substitution for MPI libraries. Its purpose is to provide task scheduler, task allocation on computing nodes and the distribution of the data.
Another important technology used in the project, is the compression library -LZO [9]. This library was created and is distributed as an open source by the Oberhumer. In the presented system those libraries are used to perform the transparent compression of all large transmission events. The additional computational time bounded with compression and decompression is negligible if compared with the shortened transmission time. The fact, that the use of the LZO libraries append only very little latency to the transmission events is quite important.
The implementation framework is written in the Python language. As a result, in order to perform the necessary algebraic calculations, the BLAS library is available through SciPy project libraries [10] .
Additionally, the libraries from the TriLibrary project by J.R. Shewchuck are used in the surface decomposition of transducers [11] .
Those are only the most important libraries used in the presented system. There are numerous algorithms and libraries used in different parts of the project, but in the authors' opinion their description exceeds the scope of this article.
OPTIMISATION OF THE ALGORITHM
In the presented work, the most computationally demanding parts of the algorithm are of the SIMD/MIMD type (according to Flynn's taxonomy) [12] . Such tasks are malleable to paralleling with no or little need for interprocess communication during most of the computational process.
The atom parts of the algorithm are computed using high-efficient numerical libraries such as BLAS and LAPACK, and as such are already highly optimised.
As a result, the efficiency of the calculation is highly dependent on the reduction of the granularity of the algorithm. Granularity is typically defined as the relative number of the transmission events in the procedure. This reduction was obtained on a few, different levels, but the two most important ones are connected with bracketing and sequencing different parts of the data and with halving the necessary transmission band with data compression.
CONCLUSIONS
One of the most important features of the presented system, is its ability to calculate the spatial distribution of the acoustic field generated by the multi-element ultrasound heads. The pressure distribution can be calculated for any arbitrary location of the calculation points. In practice, the distributions for two-dimensional regular grids of calculation points are the most important.
In the Fig. 1 the pressure distribution of the six element, circular, ring acoustic head is presented. The surface of the transducers are divided into 388 triangular elements. The acoustic field pressure where computed for the far field, for a two-dimensional uniform grid, consisted of 1681 points. The angular spread of the charts is 12 degrees in each dimension. The head was excited using harmonic signal with middle frequency ranged from 80 (a) to 300 kHz (h).
The presented implementation of numerical algorithm has been optimised for execution in parallel environment and tested in depth. In effect the idea of using the concurrent algorithm for the analysis of an acoustic field generated by the multi-element ultrasound heads proved useful. 
