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PREFACE
The Spacecraft Charging Technology conference was held at
the Naval Postgraduate School, Monterey, California, from
31 October to 3 November, 1989. This was the fifth in a
series of meetings jointly sponsored by NASA and the Air
Force to deal with spacecraft environment interactions.
The meeting was attended by 108 people, with 60 talks
presented. The majority of the speakers have chosen to
present their work in this volume.
We wish to thank NASA and the Air Force for providing
financial support for the meeting. This allowed funding
for travel by 6 students, and the convenor's time. The
Naval Postgraduate School provided the facilities, and the
local chapter of IEEE provided invaluable administrative
aid. My special thanks to Dr. S. Gnanalingam, Dr. Jeff






TRENDS IN SPACECRAFT ANOMALIES
Daniel C. Wilkinson
National Oceanic and Atmospheric Administration
National Geophysical Data Center
Solar-Terrestrial Physics Division
Boulder, Colorado 80303
SPACECRAFT CHARGING TECHNOLOGY CONFERENCE
Naval Postgraduate School
Monterey, California
October 31, 1989 - November 3, 1989
ABSTRACT
NOAA's National Geophysical Data Center maintains a
data base of anomalous spacecraft behavior attributed to
environmental interactions. One of the uses of these data
base has been to identify trends in anomaly occurrence.
Trends alone do not provide quantitative testimony to a
spacecraft's reliability, but they do indicate areas that
command closer study. An in-depth analysis of a specific
anomaly can be difficult without on-board environmental
monitors. Statistically verified anomaly trends can
provide a good reference point to begin analysis of a
spacecraft's susceptibility to environmental conditions. The
data base currently contains over 3000 anomaly reports from 7
countries.
THE SPACECRAFT ANOMALY DATA BASE
The National Oceanic & Atmospheric Administration (NOAA) is
the main U.S. civilian agency responsible for the operation of
monitoring spacecraft. Those responsibilities include the
GOES (Geosynchronous Operational Environmental Satellite)
series of weather and space environment monitoring satellites
and the lower altitude, polar orbiting NOAA satellites. Long
and productive spacecraft lifetimes are of major importance to
NOAA.
NOAA also operates a system of data centers. The National
Geophysical Data Center (NGDC) in Boulder, Colorado has
responsibility for collecting, archiving, analyzing, and
disseminating solar-terrestrial data and information. NGDC,
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under the auspices of World Data Center A for Solar
Perrestrial Physics, services a worldwide interest in data and
information about the origin of solar activity, the transfer
of enerqy from the Sun to Earth, and its effects in
interplanetary and near-Earth space. In line with these
services, NGDC has made a deliberate effort to apply these
data resources to the problem of spacecraft interaction with
the near space environment.
Data on spacecraft anomalies is maintained at the
Solar-Terrestrial Physics Division of NGDC. Date, time,
location, and other pertinent information about the anomaly
are included. These events range from minor operational
problems to permanent spacecraft failures. The data base
currently contains over 3000 anomalies spanning 1971 to the
present with contributions from seven countries: Australia,
Canada, Germany, India, Japan, United Kingdom, and the United
States. Data suppliers are asked to provide the anomaly type
and diagnosis.
The data base is maintained on an IBM compatible personal
computer. To facilitate access to the information, software
has been written to perform a full range of functions for
managing and displaying the contents. Satellite users can use
the Spacecraft Anomaly Manager (SAM) software to create a data
base containing their anomalies and forward the result to NGDC
on floppy disk for inclusion in the archive. In order to
preserve confidentiality, when necessary, spacecraft may be
identified by aliases.
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SAM also includes two important functions to test anomaly
collections for environmental relationships. Histograms of
local time, and seasonal frequency show distinct patterns for
spacecraft susceptible to static charge build-up and
subsequent discharge. The current version of the software
does not perform statistical validation but the user may
convert the data to a standard ASCII file that can be
uploaded to any computer and processed by user supplied
software.
STATISTICAL METHODS
Grajek and McPher~on (1977) point out the value of using
statistical methods for- analyzing apparent trends in anomaly
occurrence. The Chi-square test for randomness can determine
the probability that a given distribution, or one with similar
deviations from the mean, could occur randomly.
The Pearson Product-moment Correlation Coefficient can
determine both the strength of a correlation and the
probability of error in establishing a correlation where none
exists. A coefficient of 1 indicato5 perfect correlation, 0
indicates no correlation, and -1 indicates perfect
anticorrelation.
These methods are used to analyze the following trends with
the help of public domain software (Gustafson, 1983).
BACKGROUND
When an earthquake devastates a major highway during rush
hour it attracts a great deal of attention. Those who are
tasked with maintaining highways are concerned with the safety
of existing structures. Highway engineers become concerned
with upgrading specifications on future projects. The end
result is that attention is focused on techniques to improve








The historical record of earthquakes is an important part
of the analysis (Figure 2). The first questions asked after
an event like this are: What is the history of this type of
event? Has this happened before? Can we expect it to
happen again? Where? How soon? How often? What is the
track record of similar structures in similar events? None
of these questions could be adequately answered if someone
had not undertaken the responsibility of long term record
keeping. It is though such record keeping that trends
appear, trends such as the clustering of earthquakes along
the San Andreas fault or the susceptibility of certain
civil engineering techniques.
LOMA PRIETA EARTHQUAKE M = 7.1 OCTOBER 17, 1989
The Loma Prieta, California
earthquake was located at 37.053N 121O
121.851W by the USGS in Golden,
CO. This location is shown by the
star on this map. The epicenter of
the event was near the northern end
of the Southern Santa Cruz _80 WO
Mountains segment of the San- ---
Andreas Fault (SSCMS). Q
Preliminary aftershock locations "
clearly indicate that the event
ruptured that segment of the fault.
This segment may have had similar
events during 1838, 1865, and
1890. The probability of an event
of this size on this segment 3 - ON
between 1988 and 2018 was 37ON --
estimated as 30% in a recent report
by the USGS. This probability was
not well constrained, but it was the Q O I
highest probability determined for " 1
major faults in the bay area. The 0
San Francisco Peninsula segment
of the fault adjoins the SSCMS to 1•
the north. This segment has the -
second highest probability of 36 . . . . ...
experiencing a large event in the
next 30 years. ,.OW 121• AW
MAGNMTDES




Interest in the environmental effects on
spacecraft, like earthquakes, follows the large events.
Most people who have an interest in such effects can
point to a single event or series of events that piqued
that interest. The event could have been the
catastrophic failure of a major mission component or the
sudden increase in the rate of occurrence of otherwise
benign anomalies.
The failure of the Visual and Infrared Spin-Scan
Radiometer (VISSR) on GOES-4 coincided with the arrival of
very energetic protons associated with a large solar flare
(Figure 3). What was it about this particular proton event
that could cause such a failure? Are proton events of this
magnitude common? Have GOES satellites survived similar
proton events? Could the 12 hours of enhanced > 2 MeV
electron flux cause a charge build-up on internal dielectric
materials that discharged when the energetic protons arrived?
Or, was it only a coincidence that GOES failed during the
proton event? Some of these questions can only be answered
if historical information is available about the space
environment and the interaction of GOES and similar
spacecraft with that environment. Others will never be
answered. The failure of GOES-4 prompted the creation of the
Spacecraft Anomaly Data Base in the hope that such a
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Events like the one displayed in Figure 4 are creating a
whole new generation of believers in the potential of the
space environment to threaten space operations. This X9 class
flare produced protons of such energy that they caused the
largest ground level event in 30 years. The proton fluxes
caused sensitive electronics to malfunction and solar array
output to drop dramatically on many spacecraft. What does the
historical record say about the effects of this type of event?
Nothing, the last time an event of this magnitude occurred
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TRENDS IN SPACECRAFT ANOMALIES
The seasonal distribution of the entire anomaly database
(Figure 6) shows an increase in the occurrence of anomalies
around the spring and fall equinox. To demonstrate what this
means in terms of Sun-Earth geometry, the apparent solar
declination is plotted in degrees. These data, plotted as the
thin line, show the Northern hemisphere tilting towards the
Sun twenty-three degrees during summer and away twenty-three
degrees during the winter. The thick line is the same
data, but the positive declinations are plotted an negative.
The symmetry of this relationship allows this modification to
be made for the sake of visualization.
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At equinox, geostationary satellites experience periods of
solar eclipse. During these periods the boiling off of photo-
electrons ceases while ambient electrons in the orbital path
to continue to accumulate, resulting in abnormal surface
charging.
Also, at equinox, geostationary satellites are more in line
with the center of the magnetotail and the associated plasma
sheet. This results in spacecraft encountering more plasma
region boundaries.
This anomaly distribution has a very low probability of
being random (.0000018) and a moderately high anticorrelation
to the histogram of declinations (-.86) with a very small
probability that the correlation is wrong (.00011)
Seasonal Distribution of Entire Database
Anomaly Count Degre÷
500'
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Figure 7 shows the local time distribution of all of
anomalies in the data base whose reports have sufficient
information for a local time :alculation. Local time is used
to represent position. Local noon being on the sun side of
the Earth and local midnight being on shadow side. The
largest trend shows enhanced counts in the midnight to dawn
sector. The eclipse intervals occur at local midnight. When
charging occurs at midnight the eventual discharge, if any,
would occur between midnight and dawn. Local midnight is
also where satellites would encounter the plasma enhancements
associated with the magnetotail. This is particularly true
during magnetic substorms when an injection of energetic
electrons would enter geostationary orbit near local midnight
and travel towards the dawn sector. This anomaly distribution
has a small probability of being random (.00035).
Local Time Distribution - All
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It is obvious from Figures 6 and 7 that the trends are
riding on a background of anomaly reports that do not follow
the trends. The SAM software's filtering capabilities are
used to focus in on specific systems to see which are
following the seasonal and local time trends and which are
not.
The GOES phantom command anomalies shown in .igure 8a are a
prime example of seasonal dependence. The phantom commands
have been diagnosed as a surface charging problem which is
consistent with the seasonal phenomrnon. These charging
events have a moderately high anticorrelation to solar
declinations (-.72) with a very small probability that the
correlation is wrong (.0073)
The distribution of major magnetic -torms shown in Figure
8a has a very low probability of being random (.00042) and a
moderately high anticorrelation to the histogram of
declinations (-.89) with a very small probability that the
correlation is wrong (.00011)
The GOES-4, -5, and -6 "other anomalies" shown in Figure 8a
are predominantly telemetry errors that have been diagnosed as
Single Event Upsets (SEUs). This anomaly distribution has a
good probability of being random (.26) and a weak
anticorrelation to solar declination (-.23) with a large
probability that the correlation could be wrong (.47). Since
galactic cosmic ray fluxes are random in the seasonal context,
the statistics validate the SEU diagnosis.
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In Figure 8b the GOES surface charging anomalies show a
classic midnight to dawn grouping with a small probability of
being random (.0000022). The other GOES anomalies show no
such grouping and have a very high probability of being random
(.94), consistent with SEUs.
Seasonal Distribution of GOES Anomalies Local Time Distribution - GOES Anomalies
Ma -or M3gnetrc Storms Anomaly Cour'n•: - " [300 25 1
-' 03 05 07 09 11 13 15 17 9 2' 23
_a , -eC VA8 A P V'-)y j nr Ju l Aug SeV Oct NO - D oc Local Tim e
Figure 8a 8b
The TDRS-l anomalies in Figure 9a show no distinct seasonal
variation in anomaly occurrence. This anomaly distribution
has a very good probability of being random (.44) and a
moderately weak anticorrelation to solar declination (-.55)
with a small probability that the correlation is wrong (.062).
The local time distribution of TDRS-t anomalies shows no
increase of anomaly occurrence during the midnight to dawn
local time interval (Figure 9b) and has a very high
probability of being random (.97), consistent with SEUs.
14
Seasonal Distribution of TDRSS Anomalies Local Time Distribution - TDRSS
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Not all trends are as straight forward as those concerning
GOES and TDRS. The Global Positioning Satellite (GPS)
anomalies displayed in Figure 10a and 10b show distinct
patterns that do not fit the trends expected for either
surface charging or SEU anomalies. The most notable trend is
the strong bimodal pattern in the local time chart (Figure
10b). The GPS orbit is inclined 60 deg at 1/2 geosynchronous
altitude.
Seasonal Distribution of GPS Anomalies Local Time Distribution - GPS Anomalies
Solar Declination
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There are times when a trend in the data can be caused by
artificial sources. The SCATHA reports in the data base
represent discharge events that were monitored by on-board
instrumentation rather than the typical anomaly report. The
patterns in Figure lla and 11b are caused by the incomplete
p-ocessing of the SCATHA data. After the first year of
operation data were processed only for inter-vals of specific
interest. It is noteworthy, however, that local midnight
and fall equinox garnered the most interest.
Seasonal Distribution - Scatha Anomalies Local Time Distribution - Scatha
C.n3oar Deciataon Anrrar',, Count
c-aiy Count in Degrees . .......
""'T30
" L0C0' 7 -40
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CONCLUS ION
The routine reporting and archiving of spacecraft
anomalies, like all routine data collection, is not a
glamorous task. However, the maintaining oa a complete and
systematic anomaly history can be a critical part of mission
success. Like the solar observations made over the centuries,
anomaly archives becomes more valuable as the time base grows.
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1. Grajek, Michael A.; McPherson, Donald A.: Geosynchronous
Satellite Operating Anomalies Caused by Interaction with
the Local Spacecraft Environment, 1977. NASA NAS3-21048.
2. Gustafson, Tracy L.: EPISTAT Statistical Package for the
IBM Personal Computer, version 2.1. 1983.
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SOLAR AND GEOMAGNETIC ACTIVITY DURING MARCH 1989 AND LATER MONTHS
AND THEIR CONSEQUENCES AT EARTH AND IN NEAR-EARTH SPACE
J. H. Allen (NOAA/NESDIS/NGDC)
Spacecraft Charging Technology Conference
Naval Postgraduate School, Monterey, California
October 31-November 3, 1989
ABSTRACT
From 6-20 March 1989 the large, complex sunspot group Region 5395 rotated
across the visible disc of the Sun producing many large flares that bombarded
Earth with a variety of intense radiation although the energetic particle
spectra were unusually "soft". Aurorae were observed worldwide at low
latitudes. On 13/14 March a "Great" magnetic storm occurred for which
Ap* = 279 and AA* = 450. By both measures, this event rates among the largest
historical magnetic storms. Geostationary satellites became interplanetary
monitors when tt.e magnetopause moved earthward of 6.5 Re. Ionospheric condi-
tions were extremely disturbed, affecting hf through X-band communications and
the operation of satellites used for surveys and navigation. At lower
altitudes there were problems with satellite drag and due to the large mag-
netic field changes associated with field-aligned current sheets. We are
seeking reports of satellite anomalies at all altitudes. Reports also have
been received about effects of these Solar-Terrestrial disturbances on other
technology at Earth and in near-Earth space. This presentation draws heavily
on material in a shorter, summary paper "in press" for "EOS" (Allen, et. al.,
1989). Recent major solar activity since the abstract was submitted happened
in mid-August, late September, and mid-October 1989. These events and their
consequences at Earth and in Space are covered briefly.
SOLAR AND GEOMAGNETIC ACTIVITY DURING MARCH 1989 AND LATER MONTHS
AND THEIR CONSEQUENCES AT EARTH AND IN NEAR-EARTH SPACE
On Monday, 6 March 1989, a very large and complex sunspot group, Region
5395, rotated into view around the east limb of the Sun and quickly gained
attention when it produced an XI5/3B flare (N35, E69). This event began a
period of high solar activity that lasted two weeks and had many important
consequences at Earth and in near-Earth space. From 6-19 March, Region 5395
produced 11 X-class and 48 M-class X-ray flares. Prolonged proton events
occurred lasting several days and with an unusually high proportion of lower-
energy particles. This solar activity produced an historically "great"
magnetic storm, long-lasting Polar Cap Absorption events and a major Forbush
decrease. The ionosphere was greatly disturbed. Many problems were reported
with operdtional satellites; increased drag caused extensive orbit perturba-
tions, telecommunications and navigation systems failed because of the dis-
turbed conditions; aurorae were seen at uniusually low latitudes (above the
Tropic of Capricorn in Australia and from Mexico and Grand Cayman Island in
North America); and there was a major electrical power outage in Quebec
Province, Canada that affected some six million customers for nine or more
hours.
Full analysis of this series of exciting events is just beginning, with
the data bases now being assembled. Interested scientists have been in con-
tact via e-mail and written correspondence even while the events were in
progress. In addition, the spectacular imagery (some of which is shown here)
has received a good deal of attention in the popular press as well. Scien-
tists who are interested in participating in this study should contact Joe Al-
len (SPAN address 9555::jallen). Figure I summarizes the activity and its
effects. Figure 1(a) shows GOES-7 solar X-rays. proton fluxes (one energy
range), and magnetic field (Hp component) variations. Panels of ground-based
data show the H-component of the geomagnetic field measured at Boulder Mag-
netic Observatory (USGS) and the flux from the Deep River Neutron Monitor
(Canada), for March 5-6, 1989. Corresponding data for March 13-14 are shown
in Figure lb. A full set of the stack plots for March is given in the April
and May 1989 issues of "SOLAR-GEOPHYSICAL DATA: Part 1. prompt reports".
SOLAR FLARES:
Following the long-lived X15/38 flare of 5 March, Region 5395 produced
one or more flares daily near or surpassing the XI.O level until the 18th of
March. The X4.0 flare of Thursday, 9 March, peaked at 1532 UT and optically
was rated a 4-Bright (4B), the highest categories of both area and intensity.
Figure 2 is an H-alpha image of this flaring region taken by the USAF Solar
Optical Observing Network (SOON) telescope at Holoman, NM, about five minutes
before maximum.
On Friday, 10 March, another long-lasting flare reached the X4.5/3B
level. At this time, Region # 5395 was still 220 east of Central Meridian and
at relatively high latitude, considering that the sunspot cycle is almost at
maximum. The flare on the 10th and its electromagnetic characteristics were
the basis for an SESC forecast of high magnetic activity at Earth on the
12/13th. The last of the large flares from Region 5395 was an X6.5 at 1736 UT
(N33,W62) on the 17th.
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INJECTION OF ENERGETIC PARTICLES TO GEOSTATIONARY ORBIT:
On Tuesday, 7 March, the flux of 4.2-8.7 MeV protons began to rise
gradually above the background level so that early on the 8th it was an order
of magnitude higher. Just before 1800 UT the flux increased sharply by about
two orders of magnitude (see April SGD, Part 1, p. 168) and continued at high
levels through the 14th. Maximum was reached at about 0700 UT on the 13th
(see Figure 1b). The SESC announced that at 1735 UT on the 8th the flux of >10
MeY protons exceeded 10 particles/cm2/sec/steradian so that a "Proton Event"
was officially in progress. The proton flux continued at event levels until
the 14th. The onset of high flux was probably caused by the flare of March 6
and was sustained by new injections from subsequent flares.
EXTREME MAGNETOSPHERIC COMPRESSION:
The March 1989 solar and geophysical activity was accompanied by a series
of magnetopause crossings with extreme characteristics. Figure 1(b), third
panel, shows the GOES-7 one-minute-averaged observations of the Hp component
(approximately parallel to Earth's rotation axis) of the magnetic field at
geostationary altitude during March 13 and 14, 1989. The reversals of the Hp
component of the geostationary field to negative values indicates that the
magnetopause, typically located at 10 Re distance, moved inside the geosta-
tionary orbit (6.6Re). Such rare events are called "Geostationary Mag-
netospauce Crossings" (GMC), and are caused by extreme conditions of solar
wind pressure, often coupled with strong southward IMF components. Given a
reasonable model for the magnetopause shape, the minimum distance to the sub-
solar point was 4.7 Re, or over a fact of two compression in linear size.
The first of several crossings was observed by GOES-7 on the 13th at 14:16 UT
(07:02 local time), and by GOES-6 some 36 minutes later at 05:52 local time.
For this episode, the magnetopause was within 6.6 Re at the dawn magnetosphere
for approximately 3.2 hours. Together with the crossings later that day,
these episodes comprise the longest-duration compressions observed by the GOES
satellites during a study period extending from 1979 to the present.
One may estimate the energy (work) required to compress the magnetosphere
from a quiescent subsolar boundary distance of 10 Re to our estimated minimum
distance of 4.7 Re. The product of the projected cross-sectional dawn-dusk
area of the magnetosphere and the pressure (B /80) of the dayside magnetic
field, B, given by the simple model of Roederer (1970), yields the force
exerted at the magnetopause. Integrating from the initial to the final sub-
solar distance using the magnetopause boundary shape of Holzer and Slavin
(1978), we find that the work done is 4 x 1015 joules, about 1/6th the average
daily US electrical energy consumption in 1987.
COSMIC RAY PENETRATION:
The geomagnetic field provides partial shielding against penetration to
Earth of energetic particles of solar or galactic origin (cosmic rays). The
minimum energy required to reach Earth's atmosphere or surface is a decreasing
function of geomagnetic latitude; particles of the order of 100 keV or higher
have essentially free access to latitudes poleward of the auroral zones. For
an axially symmetric field such as that of a dipole, the fraction of the
primary flux at a given energy reaching Earth as a function of decreasing
latitude would suffer an abrupt transition from full transmission to none at a
specific latitude, the "cutoff latitude" for that energy. For the real, asym-
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metric magnetosphere, however, the transition from full transmission to no
transmission occurs over a latitude range of several degrees; i.e. the cutoff
is not "sharp".
Figure 3 shows 2.5-16 MeV cutoff-latitude observations by SEL instruments
aboard the low-altitude, polar orbiting, NOAA-1O satellite for all 13 passes
of March 13, 1989. The cutoff range is denoted by radial line segments, with
the higher latitude end-bar indicating the 2.5 MeV cutoff and the lower
latitude end-bar indicating the 16 MeV cutoff. These cutoffs have been
defined as the latitude of a measurable decrease below full transmission for
the respective energy. A region of partial transmission extends several
degrees southward of the indicated boundaries. Observations of all traversed
cutoff latitudes are plotted as a function of geographic longitude in the
upper panel (a), and as a function of magnetic local time in the lower panel
(b). Northern- and southern-hemisphere observations have been combined, since
no systematic differences have been found between them for this day.
Cutoffs were observed from a minimum of about 440 to a raximum of about
720 geomagnetic latitude. It will be noted the latitude range of the observed
cutoffs for that day was quite broad: about 250 wide at 60-1200 east
gecgraphic longitude, while significantly less (about 100) some 1800 away.
Panel 5(b) indicates that the cutoffs were generally lower in the evening
hours, with the most equatorward being 440 latitude occurring about 1830 UT at
about 820 east longitude, placing it over the central USSR.
A solar proton event was in progress on March 13, the launch date of Dis-
covery. However the spectrum of the particle event was quite "soft;" that is,
there were relatively few higher-energy (>30 MeV) protons and alpha particles
present. Even with the southward excursion of cutoff latitudes on March 13,
Discovery's maximum excursion to about 280 latitude, and the softness of the
particle spectrum, prevented the solar proton event from posing a radiation
hazard to that activity. In contrast, the Soviet vehicle MIR, with a maximum
orbital latitude of about 510, would be expected to have suffered a ýig-
nificantly increased exposure to energetic proton and alpha particle radia-
tion, but fortunately was not exposed to a major hard event such as those of
August 16 or September 29, 1989.
RADIATION BELT PRECIPITATION:
The energetic particle sensors aboard the NOAA-10 low-altitude, polar-
orbiting satellite measure electrons and protons in the energy ranges of
> 30 keV to > 300 keV, and > 300 keV to > 80 MeV, respectively. Figure 4
shows a gray-shade plot of the 10-day averages of the proton fluxes observed
by NOAA-10 in the evergy range 30-80 keV. The fluxes are averaged in 50 bins
of geographic latitude and longitude.
The pre-activity averages (bottom panel) illustrate typical values with
obvious high fluxes in the auroral regions and in the region of the South
Atlantic anomaly, approximately centered at 200 S, 3400 E. At mid- to lower-
latitudes the average fluxes are several orders of magnitude smaller. For the
average of the active (March 10 to 20) period (top panel), overall flux inten-
sities have strongly increased. The auroral and anomaly regions are stronger
and broader, as expected, and so are the equatorial fluxes. Thirteen high
intensity 'striations' across the otherwise depleted mid-latitude regions
imply that the most intense increases, significantly above background averages
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at mid-latitudes, lasted for a total period of about a day (13 orbits).
Similar behavior is observed at proton energies up to about 2 MeV and in the
electron data at energies of > 30 and > 100 keV.
GEOMAGNETIC STORMS/SUBSTORNS:
Magnetic substorms were occurring in the auroral zone before the par-
ticles from the March 6th flare arrived at Earth. For example, College and
Anchorage recorded about 2,000 nT amplitude negative bays in H around 1100-
1200 UT on the 5th. However, at mid-latitudes across the US, magnetic condi-
tions were rather quiet until a storm sudden commencement (ssc) at 1735 UT on
the 8th. The main-phase H minimum followed at around 0100 UT on the 9th with
slightly disturbed conditions lasting through the 10th.
The "great magnetic storm" of 13/14 March 1989, began with a sudden storm
commencement at 0128 UT on the 13th (afternoon/evening of the 12th over N.
America). Another ssc occurred around 0747 UT and a large negative-H bay was
recorded at Boulder Magnetic Observatory around 1100 UT. Near 2100 UT the
Boulder H-component began a rapid positive excursion that carried the flux-
gate sensor off-scale at +2,000 nT. Large positive-H values continued for
about 5 hours after which the trace returned to conditions of negative-H
recovery from a main-phase depression. Comparison of H variations from USGS
observatories and the NORDA site show large positive H deviations across the
mid-latitude US for about six hours at the end of the 13th and early on the
14th (UT) [Figure 5, Herzoq and Wilson personal communication]. All obser-
vatory magnetometers were off scale at +2,000 nT for part of this time.
It appears likely that for extended periods on 13/14 March the eastward
Auroral Electrojet was located over the central United States for several
hours. This is consistent with the DE-1 auroral imagery recorded in the
southern hemisphere when it is projected onto the northern hemisphere and the
wide, intense belt of discrete aurora remaining when DMSP F9 passed over N.
America around 0400 UT on the 14th (cover illustration, EOS, Nov 14, 1989).
In the auroral zone, substorm conditions persisted before, during, and
after the most active interval of 6-20 March. A sketch of preliminary,
graphical Aurora) Electrojet indices shows the character of auroral zone sub-
storm activity on March 13/14th (Figure 6, Kamei). Plots of AU and AL varia-
tions were produced graphically in Kyoto from records of some 11 observatories
that were promptly available in digital format. Preliminary AE is the range
between AU and AL at each instant. It ranges from low values near zero to as
large as 3000 nT. However, any AE-type index should be used with caution
during this time of peak activity because, as noted above, the highly-expanded
auroral zone was far south of "auroral" magnetic observatories. Toyo Kamei
(Kyoto) has suggested that he may try deriving special mid-latitude AE indices
using records from North American sites such as Boulder, Fredericksburg, and
Newport which were closer to the electrojet.
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Global magnetic activity indices were made available promptly from
Goettingen (Kp) and Paris (aa). At NGOC we calculated 8-point running means
of the 3-hourly ap and aa indices and selected the most-disturbed 24-hour
values of each as Ap* and AA*, respectively, for comparison with the histori-
cal record. For the 13th, beginning at 0300 UT, Ap* = 279 (2 nT units).
Likewise, AA* = 450 (1 nT units) starting at 0600 UT. According to these
measures, this magnetic storm had one of the most disturbed 24 hour periods of
any recorded since the mid-19th century. As shown in Table 1, the March Ap*
value ranks as the third largest magnetic storm since 1932 based on indices of
disturbance derived from records of a global network of 12 or 13 obser-
vatories. According to the March AA* this was the largest magnetic storm
since 1868 as recorded by the 2-station network of almost antipodal sites in
the UK and Australia.
EXTREMELY LARGE AURORAL ZONE:
Both spacecraft and ground-based sightings indicated the extreme coverage
of the aurora. The satellite DE-1 was passing over the Antarctic during this
key time and obtained striking auroral images at ultraviolet wavelengths (1360
A to 1650 A), mainly due to emissions from the Lyman-Birge-Hopfield bands of
molecular nitrogen. Figure 7 is DE-1 imagery from two separate passes over
the Antarctic six years apart (color images have here been reproduced as
Xerographic copies in black and white). The quiet auroral oval on the left was
recorded at 1623 UT on 22 March 1983 and the enormously expanded auroral oval
on the right was recorded at 1826 UT on 13 March 1989 from a similar viewpoint
and season, and at about the same Universal Time as the earlier image. This
was during a time of widely reported auroral sightings across Australia and
Tasmania. The 13 March 1989 oval was one of the largest recorded by DE-1
until that recorded on the 14th.
The second DE-1 image over Antarctica (to appear on an EOS cover) was
recorded at 0151 UT on 14 March 1989, and coastlines are superposed here. The
image was mapped onto the Northern Hemisphere at 200 km altitude using a
MAGSAT geomagnetic field model. In this projection two broad bands of auroral
emissions are seen. The northerly band is centered along the US-Canadian
border and the equatorward band is at unusually low latitudes. Patches of the
projected aurora appear over Alabama, Georgia, and northern Florida and over
Texas, Oklahoma and New Mexico. These images agree well with visual aurora
sightings reported from across the southern United States during local night-
time hours of the 13th and early 14th. This DE-i image was obtained about
one-half hour after the end of the period of extended positive-H recorded at
Boulder Magnetic Observatory when the eastward Auroral Electrojet appeared to
lie across the US from Washington state to Virginia.
The USAF meteorological satellite DMSP recorded the image of visible
aurora around 0355 UT on 14 March 1989 (Figure 9). It shows a wide band of
discrete aurora extending from just below Hudson's Bay to above Chicago at its
narrowest extent. Lights of cities and other heat sources (e.g. oil field gas
flares) from the east coast of the US to the central states and along the
Gulf, and in Mexico and Cuba help a viewer to position the aurora. In the
high contrast original imagery it is possible to see wisps of diffuse aurora
in a band across New Mexico, Texas, Oklahoma, Arkansas, and spreading over
most of the S.E. US.
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RADIO AURORAE:
Radio aurora conditions were reported by at least 50 operators at 144 MHz
across the southern US and extending down to Cancun, Mexico and the Carribean
islands. Other reported logs documented radio aurora activity on 50, 220 and
432 MHz.
Ionospheric conditions for the period 6-20 March are shown in Figure 10
which plots the recorded hourly critical frequency of the F2-layer, foF2,
scaled from vertical incidence soundings at the Boulder observatory. Local
noon is at 1900 UT and the rapid rise in foF2 at 1300 UT is caused by sunlight
beginning to illuminate the ionosphere above Boulder. These days have their
local evening foF2 values near the monthly median except for the 15th. On 13
March at 0600 UT the Boulder foF2 value drops well below the median and stays
low (or missing) until 0600 UT on the 14th. Daylight values on the 14th
recover to near the median until around local noon and are then depressed
through the 15th and into the 16th. Daytime values on the 16th are again
depressed and then near-median conditions persisted until the 19th.
CONSEQUENCES OF THE MARCH ACTIVITY AT AND NEAR EARTH:
Reported consequences of the March solar activity as sensed at or near
Earth include documented effects on satellites in space (geostationary and
lower altitude), ionospheric perturbations that affected telecommunications
and navigation systems (satellite and ground-based), the great magnetic storm
described above, aurorae reported at unusually low latitudes (mistaken for
fire reflecting off clouds or other unusual phenomena), and documented effects
on technological systems -- some amusing and some serious. We do not include
any material from classified sources. Failures in commercial and defense sys-
tems are sensitive topics and are not referenced here. There probably are
other failures of which we are unaware. In the listing below, if an item is
given without specifics, it is because our sources asked us not to reveal
details.
EFFECT ON SPACE SYSTEMS:
o There was concern about the launch of the shuttle Discovery during
Ground Level and PCA Events; however, as discussed above the low
inclination and low-altitude orbit combined with the soft spectra of the
particle event to minimize radiation exposure to the astronauts. There
was concern about the injection of TDRS-D into its operating geostation-
ary orbit during the progress of a major magnetic storm, and in fact
some anomalous behavior of the TDRS-D satellite in orbit has been
reported. It is being investigated whether the launch conditions or the
continuing geomagnetic activity was responsible.
o A previously stable low-altitude satellite in near circular orbit at
roughly 600 inclination began episodes of uncontrolled tumbling on March
6, 8/9, and 14th, which interferred with operations.
0 GOES-7 had a communications circuit anomaly on the 12th, lost imagery
and had a communications outage on the 13th.
o Three low-altitude NOAA polar orbiting weather satellites and the USAF
DMSP counterpart to the NOAA series had trouble unloading torque due to
the uncommonly large ambient magnetic field changes.
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o Japanese geostationary communications satellite CS-38 had a severe
problem at 1050 UT on 17 March that involved failure and permanent
loss of half of the dual redundant command circuitry on-board.
o Barnes limb sensors used to lock low-altitude polar orbiters onto C02
brightening at the Earth's limb have sensor degradation well-correlated
with rising solar activity. This was encountered in 1978-79 "but the
problem went away" without engineering fixes.
0 Operational satellites of the European Space Agency were reported not to
have experienced outages but MARECS-1 (1770) had many switching events
on 3, 17 and 29 March.
o A series of seven commercial geostationary communications satellites had
considerable problems maintaining operational attitude orientation
within specified ranges. They required some 177 manual operator inter-
ventions to make thruster adjustments in order to maintain the required
attitude during the disturbed conditions on the 13/14th. These were
more than are normally required during a year of regular operations.
o The Japanese geostationary meteorological satellite GMS-3 "suffered
severe scintillations during 1200-1430 UT on March 23." Data transmis-
sions were lost for about I hour around 1300 UT.
o Geostationary communications satellites reported operational anomalies
on 18 and 20 March but not on earlier disturbed days.
0 The aging NASA satellite SMM was said to have made good recordings of
conditions during the disturbances but "it dropped in altitude as if it
hit a brick wall" during the time of highest magnetic activity. It is
reported to have dropped 1/2-km at the start of the "big storm" and to
have dropped "3 miles" during the entire disturbed period.
0 More than 80,000 items in orbit are tracked daily from Earth and most
are identified and orbits calculated. When a new object is detected it
is commonly called an "Uncorrelated Target" (UCT) and efforts are made
to identify it as either a new object in space or a previously known ob-
ject whose orbit has changed. Most UCTs are debris from satellite
launches or breakups but some are "lost" satellites whose orbits are
changed by increased drag due to heating of the upper atmosphere by
solar and geomagnetic activity. Around 1000 UCTs are normally encoun-
tered daily but on 13 March there were about 2000 reported. The number
rose daily by about 500 to 800 events (the largest increase was on the
17th March) to reach a maximum on 18 March of almost 6000 UCTs. After
that, the number declined to around 2300 UCTs by 23 March.
COMMUNICATIONS AND NAVIGATION DIFFICULTIES:
o On March 6 a commercial radio network warned affiliates of potential for
signal relay problems during the two weeks ahead.
o The US Coast Guard reported numerous LORAN navigation problems, par-
ticularly on 6 and 13 March. These were accompanied by problems with
using hf-radio communications to alert users to the problems.
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0 The US Navy MARS (marine hf-radio network) circuits on 10-20 MHz were
out worldwide while 144-148 MHz transceivers used for shorter-range com-
munications were receiving powerful signals from remote locations.
0 A new hf-Direction Finding system to be demonstrated in Texas on
13 March failed to work due to "removal of the ionosphere."
0 A ham operator in Minnesota reported "auroral radio propagation
features observed down to Ecuador and Columbia." Below 50 MHz "the
ionosphere disappeared" while at higher frequencies range and intensity
were enhanced, e.g. California Highway Patrol messages were overpowering
local transmissions in Minnesota.
0 VLBI observer in the Florida keys reported exceptional communications at
frequencies > 140 MHz.
o In Australia there were many reports of poor hf-radio conditions on
13/14 March. Polar to mid-latitude circuits were "useless" and
equatorial circuits were "very weak and noisy." During daytime foF2 on
the 14th was "mostly < 5 MHz". Large, rapid swings of foF2 occurred at
night on the 14/15th.
0 In the US, the Boulder lonosonde recorded foF2 at night as low as 2
MHz and there were periods when it could not be measured because of
D-layer absorption. During the daytime foF2 was 4 to 5 MHz.
o Geodetic surveys in the US and, possibly, ship navigation near
Australia using signals from navigation satellites were impaired.
0 Automatic garage doors in a California coastal suburb began to raise and
close without apparent reason. The phenomenon was eventually traced to
a Navy ship that was employing a special shore-based system in an at-
tempt to maintain remote radio communications while hf-radio was out of
operation.
POWER FAILURES AND OTHER EFFECTS OF INTENSE AURORAL CURRENTS:
0 The Hydro-Quebec Power Company experienced a massive failure that
darkened most of Quebec Province for up to nine hours. It was caused by
large ambient magnetic field changes at 0244 local time on Monday morn-
ing, 13 March. The magnetic storm induced a very low frequency current
in power lines of the James Bay generating station. When transformers
became saturated by line harmonics, the overcurrent protection on three
static "volt-ampere reactive" (var) compensators that control line volt-
ages tripped circuit breakers shutting down about 44% of the power then
being distributed, When four other vars shut down due to unbalance
protection on the third harmonic filter, the system crashed. Power to
Montreal and Quebec City failed and this was quickly followed by col-
lapse of other generating capacity as the networked power grid
"prctected itself" from the excessive load demands caused by the first
massive failure. Hydro-Quebec customers lost use of some 19,400 MW of
power in Canada; there was a further loss of 1,326 MW of power exported
to the US; and other available power could not be accessed because of
the distribution system failure. Some 6 million customers were without
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power early in the morning of a new work week. The major restoration
effort took more than 9 hours and many customers were without power for
longer times.
0 In central and southern Sweden there was a simultaneous power loss
(within one second) on six different 130 KV power distribution lines at
about the same time as the Hydro-Quebec system failure.
0 Local power systems in Pennsylvania, New Jersey, Maryland, New York, New
Mexico, Arizona, and California noted effects of the magnetic storm:
capacitor banks tripped, voltages were depressed and transformers were
noisy but there were only short outages and no general blackout.
a Aeromagnetic and other field survey conditions were reported as
"impossible" from South Africa, Australia, Canada, and the US.
0 Declination changes of greater than 30 measured at US magnetic
observatories exceeded design specifications for a new aircraft
magnetic navigation system being tested in the ce-tral US.
0 Record -2000 nT H-deviations occurred at Moscow and -620 nT at Kakioka.
Magnetometers in Australia were "offscale for 6 hours on the 14th cen-
tered on 0000 UT". Magnetometers at mid-latitude US observatories
repeatedly off scale on the 13/14th at + 2000 nT.
0 The value Ap* - 279 (derived from ap indices) was the third largest 24-
hour disturbance recorded since these global indices began in 1932. The
value AA* = 450 (from a 2-station global index) was the largest 24-hour
disturbance recorded since 1868.
AURORAE VIEWING REPORTS FROM GROUND OBSERVERS:
0 Brilliant aurora was seen across the US on the night of Sunday/Monday
(12/13 March) and Monday/Tuesday (13/14). Reports were received from
upstate New York, New Jersey, Colorado (Boulder), Texas (Brownsville and
San Antonio), New Mexico (Los Alamos), Arizor.i (Ft. Huachuca), and
California (Los Angeles and San Francisco). Bright green, blue and
white forms were reported over the eastern US with mainly red aurora
reported from farther south. Backpackers in the mountains of western
North Carolina reported interesting observations from a very isolated
location. They saw mostly static bright red aurora for about four-to-
six hours but with white beams converging toward the southern horizon.
Red aurora were reported from Florida Keys, Grand Cayman Island and
Cancun, Mexico.
0 Aurora was reported on the night of 13/14th seen from near London and
extending to the southern horizon. It was "brighter than anything I
have ever seen ... in terms of 630 nm F-region emissions" according to
David Rees (U. College London).
0 Southern Australia was largely under cloud cover that prevented
viewing aurorae; however reports were received from large regions of
north Australia, including Exmouth (above the Tropic of Capricorn) on
the night of 13/14 March.
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SURFACE TECHNOLOGY AFFECTED:
0 Geophysical exploration surveyor reports --
S. Africa: "Conditions unlike any seen before! Nothing worked."
W. Australia: "Never seen conditions quite like it."
Bass Strait, Australia: concern over increased pipeline corrosion.
0 Microchip production facilities in N.E. US out of operation two or more
times due to magnetic activity.
o Undersea cables in Atlantic and Pacific had large voltage swings.
o High levels of UV-B measured around time of naked eye spotting of
sunspot region 5395 near Seguin, Texas.
0 Power distribution facility black outs in Canada and Scandinavia.
o Out of worldwide hf-radio contact from southern US transmitter.
CONCLUDING THOUGHTS:
As the geophysical record is accumulated and evaluated, it is certain
that other types of data and other examples of the consequences of the major
solar activity of 6-20 March 1989, will become known. We know that there are
instances of effects worldwide that have not been publicly reported because of
commercial or national security concerns. National, regional and World Data
Centers are actively seeking to gather comprehensive data sets from this time
for future analysis and are also interested in receiving documented reports of
effects.
From comparisons of the annual number of days of high magnetic activity
with the annual sunspot number and the annual number of solar flares, it is
known that the peak(s) of magnetic storminess do not occur
during the years of the maximum solar activity measures. Comparison of the
reported number of in-orbit operational satellite anomalies for spacecraft not
mainly affected by cosmic rays shows that the frequency of anomalies follows
mainly the occurrence of major magnetic storms. Although the current solar
cycle is rising rapidly toward maximum (probably to occur in early 1990), the
overall level of magnetic activity has not shown a similar increase (E.
Hildner, personal communication). The short list of major magnetic storms in
Table I shows that in 1940-41 and 1959-60 two or more events occurred within
18 month periods. There have been few storms, if any, as great as that of
13/14 March; however, the possibility that another may occur in 1990 or soon
after must be considered.
As society continues to move to wider uses of high-technology devices,
often controlled by faster and more compact micro-chip electronics, in space,
in aircraft, and on the ground and as communications and power distribution
grids become more important and more tightly networked, our susceptibility to
major impacts on the population and systems increases.
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RECENT SOLAR ACTIVITY:
After submission of the abstract for this talk and preparation of the
summary review paper on the March activity, more episodes of large solar
flares occurred often accompanied by major proton events; also, there were
periods of increased fluctuations in the > 2 MeV electron level at geostation-
ary altitude -- sometimes with major magnetic storms sometimes without. Flare
locaticns ranged from central meridian to the west limb and beyond. It is not
clear that spacecraft charging was a common occurrence during these episodes
but some significant and many less important effects are known.
AUGUST 1989 EVENTS:
On I and 2 August there were large, long-lasting diurnal changes in the
level of > 2 MeV electrons recorded by GOES-7 (Figure 11). These events,
almost surely arising from passage of the satellite through a trapped popula-
tion of energetic electrons, are not seen every day. On days when there are
also energetic proton events, the electron sensor mainly records the changes
of proton counts. From 2 August onwards there are one or several upper level
C-type or M-type flares daily until on the 12th there was an X2/28 level (X-
ray/optical) flare beginning shortly before 1400 UT and peaking around 1430
UT. The differential proton energy traces began rising out of the background
about 1520 UT and the integral flux of > 10 MeV protons reached a maximum of
9,200 pfu on the 13th at 0710 UT. J. Feynman has plotted the comparable
proton fluxes from the August 1972 and 1989 events (Figure 12, personal
communication). Further X-level flares occurred daily on the 14th-i7th with
one early on the 16th from region # 5629 near the west limb that reached an
off-scale estimated maximum of X20.0/2B at 0118 UT. This flare on the 16th
produced a step-like increase in the highest energy proton counts around 0140
UT (Figure 13) and cosmic ray neutron monitors worldwide recorded a 7% to 10%
increase, a "Ground Level Event" (GLE). Apart from a possible small GLE in
July 1989, this was the first such widely recorded event in 11 years, i.e. the
first of cycle # 22.
Geomagnetic storm sudden commencements (ssc's) occurred on 14, 21, 23,
and 27 August and there was an intense magnetic storm on 28/29 Aug. Auroral
zone magnetic conditions from Greenland across N. America to Alaska were
extremely disturbed during this storm. The flux of lower energy electrons at
geostationary altitude in the 290 YV - 2 MeV range was about 10 and in the
30 - 300 KeV range was about 5 x 10' at 0330 UT on the 29th. These disturbed
magnetic conditions and high electron fluxes corresponded exactly in time with
the permanent failure of half of the GOES-6 telecommunications circuitry.
This failure was progressive. It began with the start of the magnetic storm
and ended at the peak with total system outage until a separate, redundant
circuit was activated. This is only the second such GOES central telecom-
munications unit failure. The "New Scientist" magazine of 9 September 1989
carried an article "Solar storms halt stock market as computers crash"
describing the failure of the Toronto Stock Exchange computer system during
this magnetic activity when its three "fault-tolerant" disc drives failed in
succession.
Without specifying particular satellites or orbit locations, we have
heard that the hard spectrum particle events characterizing solar activity
during mid-August affected star sensors and caused a greatly increased number
of SEUs compared to the softer spectrum events of March and that during this
period multiple flares occurred in quick succession from a sunspot group near
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to central meridian until it moved onto the west limb. These events combined
increased fluxes of both high-energy protons and lower energy electrons and
produced major magnetic storms.
LATE-SEPTEMBER/EARLY-OCTOBER 1989 EVENTS:
On Friday, 29 September, region # 5698 (S26 0 ,W105 0 ) produced an X9.8
flare beginning around 1047 UT from around the far side of the sun's west
limb. No optical flare was seen from Earth; however, the MAGELLAN satellite
enroute to Venus was at 0.7 Re and about 450 west of Earth and well positioned
to receive a direct exposure to the flare particles. From Earth, a large loop
prominence truncated at the bottom was observed rising above the sun's west
limb. This region was the source of X-ray emissions seen by GOES-6 and -7.
Energetic protons recorded by GOES began to rise above background levels
around 1150 UT and reached a maximum at 0210 UT on the 30th. The event had a
very hard spectrum and lasted through 4 October.
The Thule Neutron Monitor reached a 378% increase above background level
(Figure 14, SESC), making this the largest amplitude GLE since February 1956,
some 33 years earlier. Margaret Smith (Canada) reported that the GLEs
recorded at Deep River and Ottawa were both > 300% and at Inuvik > 475%. The
event showed an unusual double-humped trace. Louise Gentile (AFGL) is compil-
ing cosmic ray event amplitudes and related information with Peggy Shea
(AFGL). She reports that two monitors near Rome, Italy recorded GLEs of 98.2%
and 124.4%. John Humble (U. Tasmania) reported that the GLE at Hobart
exceeded 400%.
One family of 13 geostationary communications satellites recorded 46
"hits" from 0912 UT on 29 September through 0048 UT on 5 October. On the 30th
these satellites experienced about one hit per hour. Most were relatively
minor "pitch glitches"; however, some were SEUs and some were phantom commands
that could have fired thrusters except for software safeguards. From 09/29-
10/01, TDRS-A (now a reserve satellite) recorded 53 kAM hits in the memory
chips now known to be susceptible to cosmic ray energy. The normal number is
about I hit every other day. However, the two newer satellites TDRS-C and -D
did not have RAM hits due to the changeover to hardened chips. NOAA's GOES-5
and -6 experienced SEUs on 30 September. GOES-5, -6, and -7 experienced
"severe drops in current" output by solar power panel arrays on the 29-30th
(about 0.1 amp). The polar orbiter NOAA/TIROS-10, in 100% sunlight, ex-
perienced an uncommanded telemetry change on I October at N73.8 0 ,EI66.6 0 at
0619 UT.
Many star sensor hits are known to have caused orientation problems in
some satellites and a greater incidence of SEUs was logged during these six
days than during the record days in August 1989. Suddenly, it was an inter-
esting topic to compare total fluence during the maximum 24-hours at the end
of September with the maximum period in August 1972 which has long served as
the anomalously large proton event.
MID-OCTOBER 1989 EVENTS:
On Thursday, 19 October 1989, at about 1230 UT a large solar flare began
near the Sun's central meridian. It peaked at 1258 UT at an estimated X13
level (above X12 is off scale on GOES). Optically the flare was rated 4B (as
was the large flare on 9 March 1989).
30
Relativistic protons began to arrive at GOES-7 just after 1300 UT and
another GLE was recorded worldwide. Prompt contacts from satellite teams and
operations groups revealed concerns about: communications satellites having
unusually frequent pitch glitches, GALILEO enroute to circle the Sun being
exposed to high energy particles that could impede important communications
during these &arly stages of deployment, MAGELLAN had a seriou; star sensor
hit that finally made it necessary to try and find a software contingency
means to orient the satellite when it arrives at Venus.
Reports from 19 Oct and following days included:
o GOES-6 had 2 SEUs and GOES-5 had 1.
0 GALILEO project team turned on the > 10 MeV/nucleon sensor to monitor
heavy ions during the flare emissions. Since Friday at 8:00 pm PDT, Tom
Garrard (Cal Tech) confirms that they recorded clear flare signatures in
the particle composition and that oxygen ions are an important part of
the plasma.
0 A polar orbiter lost a microwave transmitter unit. It was reset from
ground control and went out again after about 2 minutes. They were
advised to leave it off until the activity ends.
0 TDRS operations reported: TDRS-A had 50 RAM hits on 19/20th. TDRS-C had
2 and TORS-O had 4 SEUs.
0 MAGELLAN star sensor not recovered as of 26 Oct and major loss of power
output from solar panels.
o Joan Feynman (JPL) estimated solar wind velocity > 2000 Km/sec.
o ESTEC preparing SEU list for low-altituds ESA satellite UOSAT-2 in polar
orbit.
0 GOES-5, -6 and -7 power panel output losses about factor of six greater
than during September 29, 1989 period.
0 Strong geomagnetic storm on 21 Oct recorded in Japan. Bright red aurora
seen in N. Japan at N35 0 geomagnetic latitude during two separate inter-
vals on 21st. Report of large voltage fluctuations of electrical power
for optical communications cable between Japan and USA.
0 Low-latitude aurora sightings reported from Australia (-S350) at 1330 UT
on 20 Oct and 1430 UT on 21 Oct. From Deltona, Florida (-N28.5 0 ) at
0030 on 21 October. Many other sighting reports.
0 Magnetic storms recorded by US observatories on 20 and 21 October.
0 Magnetopause Crossing (MPC) by GOES-6 and -7 on Friday, 20 Oct, from
1700-1900 UT as both GOES moved outside magnetopause.
o GLEs recorded on 19 October at Jungfraujoch (5%), Kerguelen (25%),
Ottawa (41%), and Oulu (38%). Another GLE occurred on 22 October and
measured 17% at Oulu.
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0 Solar power panel array systems on commercial geostationary communica-
tions satellites degraded about 0.3 amp each on two oldest spacecraft
and about 0.7 amp each on 11 others. These 13 satellites had the fol-
lowing pitch glitches and SEU counts: 19th - 7; 20th - 68; 21st - 13;
22nd - 5; 23rd - 28; 24th - 9; and 25th - 7.
0 On 24 Oct another large, long-lasting X5.7/3B flare occurred from near
the west limb. It added another positive upward kick to the high levels
of energetic protons persisting since the 19 Oct.
Another "Dear Colleague" memo was assembled dealing with the solar
activity affecting Earth and satellites in orbit (similar to that circulated
for the March events). It included selected prompt plots front SELDADS-II and
was sent to a contact list maintained by Joe Allen of persons and institutions
interested mainly in satellite anomalies from environmental causes.
Prompt reports of solar-geophysical activity for the days from 19
October are available in the weekly "Preliminary Report & Forecast of Solar
Geophysical Data" from the Space Environment Services Center (SESC) of NOAA's
Space Environment Laboratory. At the end of November the National Geophysical
Data Center (NGDC) will publish worldwide early data in Part 1: Prompt Report
of "Solar-Geophysical Data" (SGO) reports.
Six months later Part 2: Comprehensive Report of SGD will contain more
extensive data listings and figures. If community support warrents the
effort, NGDC's STP Division -- including WDC-A for STP -- will attempt to
assemble a comprehensive multi-volume "UAG Report" on the October activity or
possibly on the entire "Solar-Terrestrial Highlights of 1989", that is, unless
the Sun provides even more impressive events to distract us during the months
and years just after sunspot maximum (see the history of cycle 19).
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August 1972 and Augrjs" 1989 Proton Events
oR TON 5




a 2 5 5
V) 10$
24 hour intervals (from event onset)













2 3 a I I 1 i 8 2021212 3 1 5 4 1" a 9 'a 2 I . 05 Isis20 21 23








1.0ý. Wd1 Q I~3 oo Noo
0 .- ,,o - .. < •,,-- , - -
.4
.o0 '+ ,,m .q.•i •,/k-- - "---- ... -"1-"<
-3330 a- I L .- " " 3. .. .'0 . . .........
___................__-___
274i lu3 1l* 15*? 9200 ?3,
44




29 SEP 30 SEP 01 OCT
RUN,: 72 ; UT
From Herb Sauer (NOAA/SEL)
Figure 14
45







A laige, complicated sunspot region rotated onto the visible disk of the sun on March 6, 1989,
and raised solar activity to very high levels for 06-19 March. The region s output was intense, setting
new records for the current solar cycle. In particular, the largest geomagnetic storm since 1960
occurred on March 13 and produced auroral sightings as far south as Florida and Texas.
Numerous technical systems were affected by the activity includingspacecraft operations, the space
surveillance network, HF communications, VLF (such as LORAN) communication, and electri-
cal power systems. More recent solar-geophysical activity in August-October 1989 has also been
impressive, suggesting that a remarkable solar cycle is currently in progress. Real-time information
and forecasting of the space environment is available from the Space Environment Services Center
(SESC), a joint National Oceanic and Atmospheric Administration (NOAA) and U.S. Air Force
operation.
The Space Environment Services Center (SESC)
SESC is jointly operated by the National Oceanic and Atmospheric Administration
(NOAA) and the U.S. Air Force and provides continuous real-time monitoring and predicting
of solar-geophysical activity. The center also functions as the world warning agency for an
international network of similar organizations. SESC issues a number of products including
forecasts, warnings, and alerts of disturbances to a wide variety of users who are affected by
the state of the space environment.
SESC collects solar-geophysical data from a worldwide network of ground based and
spacecraft observatories. Observatories in Australia, Italy, Puerto Rico, Canada, New Mexico,
Arizona, California, and Hawaii report solar optical and radio data to SESC. Measurements
of geomagnetic field variations are made locally in Boulder and are received from many
locations on various communication networks including an international communications
network, and the Remote Geophysical Observing Network which covers much of Canada and
parts of the U.S. Total solar x-ray output, the energetic particle environment, and the
geomagnetic field at geostationary orbit are monitored by the NOAA Geostationary Opera-
tional Environmental Satellites (GOES). Additional particle data are received from the polar
orbiting NOAA satellites.
The Solar Cycle
The discovery that sunspots follow a 10 to I 1 year cycle was made in the 19th century by
Schwabe (1844). Figure 1 ýs a plot of monthly sunspot numbers. Note that the cycles do show
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Figure 1. The sunspot cycle.
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Associated with the sunspot cycle is the solar activity cycle which generally follows the
sunspot cycle. One illustration of the solar activity cycle is the monthly totals for optical flares
for solar cycles 20-22 as shown in Figure 2 . Optical flares are brightenings at visible
wavelengths in sunspot regions as observed by special filters. Other indicators of solar activity
Optical Flares
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Figure 2.
Source: Preliminary Report and Forecast of Sclar-Geophysical Activity, published weekly by SESC
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include x-ray flares, energetic particle events, and ground level events. X-ray flares are
measurements of x-ray emission during a flare, and are classified according to the peak flux
measurement of the event as shown in the table below.
Peak flux range X-ray flare Example
(W/m 2)(X, = peak flux) Classification
> = 104 X ,3.2 x 10"4 is X3.2
> jp > = 10-5 M p = 7.2 x 105 is M7.2
105 > (P > 10.6  C '= 5.9 x 10. 6 is C5.9
Energetic particle events are enhancements above background of the flux of measured
particles. SESC defines an event as when the flux of energetic protons reaches or exceeds 10
protons/cm2/s/steradian at greater than or equal to 10 MeV. Ground level events occur when
very energetic particles from solar flares reach the earth in sufficient quantity that secondary
emissions (neutrons) are measured with ground based instruments. An SESC defined ground
level event is when the neutron counts exceed 5% of the background level.
Although long term predictions of the solar cycle are difficult to make, one can conclude
from Figure 2 that the current solar cycle 22 is still young, and that we should be expecting
high levels of activity to continue c ver the next 3-4 years.
Solar-Geophysical Activity for 6 - 19 March, 1989
The time period from 6 to 19 March was remarkable for solar-geophysical activity. In
particular, the geomagnetic disturbance of 13-14 March was historically one of the largest on
record. The usual method of measuring the level of disturbance of the earth's magnetic fields
is by means of geomagnetic indices.
In this paper, reference will be made to the K-index and the A-index. The K-index is a
"quasi-logarithmic' index which is calculated every three hours by determining the difference
between the actual magnetic field variation (in nanotesla) and what would be expected under
quiet conditions. This difference is then converted to a K-index using a look-up table specific
to each observatory. The A-index is a 24 hour index of the magnetic field disturbance and is
derived from the K-indices. The method is as follows: for each K-index, there is an equivalent
ak (lowercase 'a') three hourly index known as the equivalent amplitude. The A-index is then
calculated as the average of eight, three-hourly ak indices and is a number ranging between 0
and 400. The distribution of the A-index as measured by an observatory in Fredericksburg
Virginia is shown in Figure 3. This allows us to put the March 13-14 disturbance in proper
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Figure 3. Histogram of the Frcdcricksburg A-index
Figure 4 is a composite panel of solar x-ray output, measurements of the 9-14 MeV proton
fluxes, and the pseudo-Kp index (a real-time estimate of the planetary K-index) during the
period. The region's x-ray flare emission consisted of 1I X-class events and 48 M-class events.
Of these, three were particularly interesting: the estimated X15 (15 x 10 4 watts/mn2) on the
6th, which saturated the GOES x-ray sensors, the X4/4B flare on the 9th which attained the
maximum of possible optical classifications (4B), and the X4/3B of 10 March, which was of
long duration and was most likely the source of the great 13 March storm.
The particle panel shows the measured proton flux during the period. These proton events
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Figure 4.
X-ray, Particle, and pseudo Kp from 06-19 March 1989.
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Figure 5. X-ray flux profilec for X314B flaure of 10 Mar 89
The main geomagnetic response to the solar activity was on 13-14 March. Figure 5 shows
the X-ray emission from the X4/3B of 10 March. The event was very long in duration, indicative
of a coronal mass ejection, an acceleration of plasma away from the sun and into interplanetary
space. If the trajectory of this plasma cloud is earthward, and the magnetic fields in the cloud
interact favorably with the earth's magnetosphere, a geomagnetic storm results. And such was
the case of March 13. A sudden storm commencement was observed at 0128UT on 13 March,
signaling the initial impact of the plasma cloud on the earth's environment. Extreme magnetic
field variations were observed worldwide, but it was between 13/2l00UT-14/0300UT that the
disturbance was most severe in the U.S.
Numerous system effects which were observed at the time of the storm have been docu-
mented elsewhere (Allen, 1989), so these are now discussed here only in general terms.
Geomagnetic storm conditions are associated with frequent injections of energetic electrons
( t0's to 100's of KeV), which have been known in the past to cause surface charging difficulties
for some satellite systems. In addition earth surface potentials can develop in areas of
non-conducting geology, and this can lead to induced currents in long line systems. Such
induced currents can lead to operational difficulties; in particular electrical power systems and
longline communications links can be affected. Solar x-ray activity and the geomagnetic activity
affect the earth's ionosphere in differing ways yet with the same consequence: numerous radio




Solar Activity update: major events since March 1989
Since March, 1989, the sun has continued to produce remarkable activity. In particular, high
solar activity and intense particle events were observed during 12-17 August, 29 September to
05 October, and from 19-31 October. These events are briefly discussed in the following
sections. It should be noted that the data for particle fluxes in figures 6 - 9, and the values
referenced in the text were those available at SESC at the time of the events of interest.
Recently, corrections have been made in the particle algorithm to subtract excess counts
introduced by high energy particle contamination. The corrected data plots can be found in
Zwickl and Kunches (1989).
12-17 AugUst
Active region 5629 produced two weeks of remarkable solar-geophysical activity. In par-
ticular, the region produced the largest solar x-ray event on record. The event saturated the
GOES sensors at X12 for about 25 minutes and the peak flux was estimated by SESC to be
X20 (2x10-3 watts/m 2 ). Flares from the region resulted in the largest proton event that had
been seen since August 1972, although it would soon be surpassed by events which followed
in later months. Figure 6 is a plot of the x-ray flux and proton flux profiles during the period.
Late on 11 August flare activity picked up noticeably: the region produced 3 M-class events
within 9 hours, and one of these was the region's first major flare, an M5/1B at 2302 UT. The
subsequent days were marked by a series of five X-class x-ray events, a complicated proton
event, and a period of increased geomagnetic activity.
The first X-class flare occurred at 12/1427UT: an X2/2B. A proton event started shortly
thereafter at 1600UT. The proton event attained maximum of 9200 protons/cm 2/s/steradian
at 13/071OUT. This peak flux was the largest since August 1972: A comparison of peak fluxes
shows that the August 1972 event was about 6 times the size of this event. A major geomagnetic
storm, presumed to be produced as a result of this flare, began at 14/0614UT and lasted through
the 15th.
The largest X-class event from the region was the record-breaking X20/2N (Sl 8W84) which
attained maximum at 16/0118UT. The event was of long duration and had all the signatures
typical of a big flare. High energy particle enhancements began at 0140UT and the high-energy
fluxes rose quickly to 58* protons/cm 2/s/steradian at greater than 100 MeV by 16/0500UT.
Increases on the already enhanced greater than 10 MeV channels were less dramatic but
resulted in a secondary maximum of 2300 protons/cm2/s/steradian at 16/1430UT. Neutron
monitor data indicated that a ground level event also occurred as a result of this flare.
Uncorrected
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F:igure 6. X.ray (top) and proton (bottom) flux profdecs dur-ing the period. In the top panel, the upper trace is
the x-ray emission at 1.0-8.0 Angstrom, and the lower trace is 0..5-4.0 Ang&strom. X-ray classificatios are based
on the 1.0.8.0 ,A band. In the bottom panel the difrferent traces show the uncorrected proton fluxes which exceed
differernt energy levels as follows,: the upper trace is for energies > 10 MeV, the middle trace is for energies •"
50 MeV, and the bottom trace is for energies > 100 MeV.
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FIgurc 7. X-ray and particle fluxes, 29 Sep - 05 Oct 1989
29 September - 05 October
The x-ray flux and particle flux profiles for this time period are illustrated in Figure 7. High
levels of solar activity occurred on 29 September as SESC region number 5698 produced an
X9 x-ray flare at 1133UT as it was going around the sun's west limb. As an immediate
consequence of the flare a very energetic particle event started at 29/120SUT, and a ground
level event also began. The greater than 10 MeV proton fluxes attained a peak of 4800.
protons/cm /s/steradian, and the greater than 100 MeV proton fluxes attained a peak of 310"
protons/cm /s/steradian. The ground level event attained a peak of 500 percent above back-
ground and was noted as the largest GLE observed since 1959 at the time.
19-31 October
This phenomenal period of solar-geophysical activity began with the return of old region
5698 which was assigned as SESC region 5747. A plot of the x-ray and particle emission is
displayed in Figure 8. During the region's transit it produced 5 X-class flares and 22 M-class
flares. Three of these X-class events led to three separate ground level events and high energy
particle flux enhancements in the earth's space environment. These are described as follows:
on 19 October at 1958UT an X13/4B flare occurred which produced a proton event which
attained a peak flux of greater than 10 MeV particles of 73000 protons/cm2/s/steradian at
20/1600UT, a peak flux of greater than 100 MeV particles of 680 p/cm 2/s/steradian at
20/1530UT, and a ground level event of 45% above background. The next injection of particles
occurred in response to an X2/2B flare at 22/1805UT and resulted in 8300
22protons/cm /s/steradian at greater than 10 MeV at 23/071OUT, 230" protons/cm. /systeradian
"Uncorrected 55
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Figure 8. X-ray and particle fluxes, 19-31 October 1989
at greater ihan 100 MeV at 22/1855UT, and 25% ground level event. The third injection
resulted from an X5/3B flare at 24/1831UT, with1 a peak of greater than 10 MeV protons of
4 100* protons/cm2/s/steradian at 25(O2IOEJT, 130. protons/cm /s/steradian at greater than 100
MeV at 25/OOI5UT, and a 90 percent ground level event. A comparison plot of proton flux
profiles for August 1972, August 1989, and October 1989 is shown in Figure 9.11e geomagnetic
response to these events peaked from 20-22 October which witnessed major to severe storm
conditions. The Fredericksburg A-indices from 20-22 October were 64, 86, and 29.
Uncorrected
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Figure 9.
Flux profides of August 1972, August 1989, and October 1989 proton events.
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Figure 10. Yearly proton fluence comparisons
A comparison of proton fluences (a summation of proton fluxes over time) can be made to
put these events in proper perspective. Figure 10 shows a plot of particle yearly fluence
calculations as determined by Feynman et al (1988), but with the fluences (corrected data)
from the August, September, and October 1989 events added as calculated by Zwickl (private
communication, 1989), The point labeled September is cumulative (i.e. August plus Septem-
ber fluence), as is the October point. This graph demonstrates that recent activity has been
remarkable and has exceeded total yearly output for several solar cycles.
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The following table (Zickl and Kunches, 1989) is a solar cycle fluence comparison with
recent events, again emphasizing the dramatic size of recent activity. It should be of concern
to total dose planners that recent activity has outstripped what was known about solar cycle 21
(1975-1986) which has often been used as a reference for environmental specification.
TOTAL SOLAR CYCLE FLUENCE
CYCLE NUMBER FLUENCE
E> 10MeV E >30MeV
19 6.6 x 1010 1.8 x 1010
20 2.2 x 1010 0.7 x 1010
21 1.8 X 1010 0.3 x 1010
22 (August - October 89) 3.1 x 1010 0.5 x 1010
October Events 1.9 x 1010 0.3 x 1010
Corrected
The services provided by SESC
SESC provides services to meet the needs of users affected by the space environment. Daily
predictions are made for a three day and seven day forecast period. Warnings are issued when
geomagnetic disturbances are expected, A > = 20 (active), A > = 30 (minor storm), A > =
50 (major storm), and alerts are issued when significant activity is observed: A-indices > =
20,30, or 50 and K-indices of 4, 5, or > = 6. Alerts are also issued for sudden impulses, solar
flares, and particle events.
SESC's satellite broadcast system is an easy, quick way to get SESC's solar-geophysical
data, indices, forecasts and warnings in real-time. The update is within one second of receipt
and free software is available that can run on PC based systems to store data and generate real
time magnetometer plots. The cost for the necessary receiving equipment is about $3000.
A public bulletin board system containing numerous SESC data sets is available at (303)
497-5000. SESC also provides user accounts on the Space Environment Laboratory Data
Acquisition and Display System (SELDADS) to users who want explore the data base in
greater depth.
SESC publishes a weekly summary of solar and geophysical activity in the 'Preliminary
Report and Forecast of Solar Geophysical Data'. The publication includes a 27 day outlook
for activity. Users are charged a nominal yearly subscription rate.
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A SURPVFEY OF)i M I;I)IUM ENFIWN;Y FILCiTRONS
AT HIGH ALiITUDliE BASED ON ISE'-I DATA






The ISEE-I and ISEF-2 spacecraft explored the outer magnetospheric t-11
vironment to about 24 earth radii. The NMEP1 instrument provided data o;n
electron f9uxes in the energy range 22-1200 keV'- We present results ()f a 'Zir
vey of it complete data set of isotropic ,electron fluxes measured by the ISEE- I
spacecraft between November 1977 and September 1979. This analysis provides
an overview of the morphology of electrons at these energies. describing the de-
pendence of the electron fluxes on geomagnetic coordinates and local time and
showing the probabilities of given particle flux Ievels being exceeded.
Apart from its general intterest, this information is useful in performing en-
gineering evaluations of spacecraft-environmental interactions. ESA is planning
or assessing a number of missions which will use highly eccentric earth orbits.
Potential problems ctused by the particle environments in these orbits include
spacecraft charging, deep dielectric charging and electron- and bremsstrahlung-
induced background in detectors.
We compare measured particle fluxes with the low-energy part of the eler-
tron radiation belt model AF.I and find significant differences. Electrm fliu
enhancenient-s are seen throghlio,,t the magnetosphere during solar ,vents.
INTI'RODVCTION
Several future ESA programs will make use of highly- eccentric synchr,,nius
orbits for space-based astronomy. Typical of this type of orbit are the 24-hour
orbit with apogee around 710100 km and the 48-hour orbit with apogee around
1200001km. Inclinations in the range 7' - 60' are possible. For astronomy, these
orbits provide extended observing time, reduced interference from the near-earth
environment and good ground-station coverage. Similar orbits are under con-
sideration for high-latitude communications satellites and navigation satellites.
US and Soviet programs also make use of such ,rbits. Clearly these orbits will
pass through the trapped radiation uelts. through parts of the magnetosphere
well known for electrostatic charging problems, and will also be exposed to solar
particle fluxes.
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'File work outlined in this paper was prompted by the need to evaluate en-
vironmental interactions at the high altitudes (and therefore high geomagnetic
L-values) reached by such orbits and by the lack of data from these regions in a
uscable form. Most data relating to charging and energetic particle interactions
in Earth orbit concientrate on lower altitudes. The geostationary orbit is partic-
ularly well covered. The AE8 model for the energetic electron environment only
gives data out to L I IR,-.
Environrnental-interactionr concerns include electrostatic charging of sur-
faces rFrezet et al., 19891, deep-dielectric charging. and interference with the
detectors of the payload. Detectors flown on astronomy satellites are very sen-
sitive and are susceptible to background noise caused by the ambient particle
environment. Primary or secondary particles can cause this background. X-
ray detector systems using grazing-incidence mirror systems are also potentially
exposed to particles scattering through the mirrors.
Recently, much attention has been given to the correlation between rela-
tivistic electrons (of sever:l MeV in energy) at 6.6 R, [Baker et al., 19891 and
their effect on the operation of geostationary spacecraft [Baker et al., 1987]. The
AE8 model is poorly suited to evaluate these effects for higher altitude eccentric
orbits. For such an evaluation, extremes of fluxes are needed rather than average
values.
The AE8 model provides average ormnidirectional electron fluxes ranging
in energy from 40 keV to 7 MeV. Fluxes at the high energy lmit are mainly
extrapolated from lower energy data. A E8 extends out to I I R-. Extrapolation
from lower altitude data is often used to provide values at this outer radial limit.
The AE8 model is a static model and takes no account of the many dynamic
processes which are known to occur in the magnetosphere over short time scales.
There is also no dependence on gemagnetic activity or on the interplanetary
magnetic field and solar wind conditions.
A local time model was built into the AE4 electron flux model and has been
adapted by us for use with AE8. The local time variation of the logarithm of the
flux is modelled as sinusoidal, characterised by an amplitude and a phase term,
both varying as functions of energy and L.
(onfidence levels for exceeding specified fluxes can also be defined by pa-
rameterising the (Gaussian distribution of the logarithm of the fluxes used to
define the AElt model.
To date, no quantitative synoptic analysis has been made for charged parti-
cles outside of the Van Allen belts, and only transitions through isolated ma,,ne-
tospheric structures have been investigated. The standard models of the trapping
region also require a new analysis, given that, they are constructed from measure-
ments made in the sixties and early seventies, and have not yet been updated to
include more coitemporary data sets.
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The data on electron fluxes from by the Medium Energy Particle Instruiment
(NIEPI) flown on the ISEE- I satellite were selected for study. We compare the
M EPI ineasureiments martde in the Vani Allen belts with those derived frorn the
AE8 model [Vette, 1989!. W•e also obtain 'onfidence levels that given flux values
will not be exceeded, as a function of L-value and electron energy.
THE ISEE 1 ORBIT AND INS'rRUMENT'ATION
ISEE- I was launched on October 22, 1977, as one of three satellites designed
to investigate the inter-relationship between solar and geomagnetic phenomena
[Ogilvie et al., 19781. The initial orbit of ISEE- I had an apogee of 22.6 R,, a
perigee of 270 km, a period of 57.2 hours and an equatorial inclination of 28.3'.
Throughout the year, the orientation of the apogee of this orbit with respect to
the sun-earth line rotates so that all local times are sampled. As a consequence.
most magnetospheric features were visited. At launch, the orbit apogee waý-
almost at noon local time. The daughter spacecraft, ISEE-2, had almost identical
orbital parameters. The separation of the two satellites could be accurately
controlled to make dual spacecraft measurements, with high spatial resolution.
All ISEE spacecraft were equipped with a variety of instruments to measure
particle, magnetic field, electric field and solar wind properties. The ISEE-1
satellite also provided data for the multi-spacecraft International Magnetospheric
Study (IMS) [Ogilvie, 19841.
The Medium Energy Particles Instrument fWilliams et al., 1978' was de-
signed to measure electrons and ions with high temporal, angular and energy
resolution. The hardware development was made by the Space Environment
Laboratory at NOAA (USA), the Max-Planck Institute for Aeronomy (FRG)
and the University of Kiel (FRG).
The energy range of the detector is 22.5 to 1200 KeV for electrons. This
range is divided into eight logarithmically equidistant channels, as detailed in
Table 1. Data were also acquired at high bit-rate but these are converted to
low bit-rate for inclusion into the data set we use. In addition, the directional
data provided by scanning and spinning are are used to produce omni-directional








E5 189 - 302
E6 302 - 477
E7 477 - 756
E8 756 - 1200
Table 1: MEPI Electron Energy Channels
MEPI measurements were made by ISEE-1 from launch to September 11,
[979, after which a failure in the power supply of the experiment resulted in
the loss of the instrument. A total of 281 orbits were completed during the 670
days of the instrument's operation, starting 1.5 years after solar minimum and
therefore covering the 'run-up' to solar maximum.
The data were provided to us by D.J. Williams and D.G. Mitchell of the
Applied Physics Laboratory, Johns Hopkins University.
A similar electron experiment was flown by the ISEE-2 satellite, although
with inferior energy and angular resolution. This experiment continued to make
measurements right up until contact with the daughter satellite Was lost, some
ten years after launch (September 26, 1987).
ORBIT COVERAGE
The suitability of the [SEE-1 orbit for investigating the radiation environ-
rient for highly eccentric orbits is shown in Figure 1.
Each electron flux measurement made by MEPI is recorded with ancillary
information, including UT and position in GSE coordinates. Mapping to geo-
magnetic B-L coordinates requires a series of transformations, together with the
use of a magnetic field model. In our analysis reported here we have used an
internal model of the field. This is known to provide poor information at high
altitudes where external current systems strongly affect the field. However, it is
used solely as an organisational aid for comparison with models and other satel-
lite data, which also use an internal model. In future work, we hope to employ
an external model such as that described by Tsyganenko 119891. The model we
use is the International Geomagnetic Reference Field (IGRF) for 1980 [Peddie,
19821. In geomagnetic B, L coordinates there is no information about local time,
therefore this is also computed.
All valid MEPI measurements were mapped into geomagnetic B-L space
and the total number of data points available in each cell found. This is shown
in Figure 1. The geomagnetic equator is drawn as a continuous line in the figure.
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Data coverage is best above 12 R, and close to the equator. At lower
altitudes, the coverage becomues very sparse, due to the relatively quick transition
through perigee, when compared to the longer periods spent close to apogee.
Nevertheless, down to about 4 R, , the coverage is acceptable when the spacecraft
is not far from the magnetic equator. Above 12 R,, the coverage is excellent.
albeit limited in terms of B. If the equatorial pitch angle distribution of the
electrons is known, it is possible to derive fluxes at higher B values (higher
latitudes) [Garcia and Spjeldvik. 19851.
The baseline orbits of the forthcoming XNIM (X-ray), ISO (infra-red) and
FIRST (far infra-red) missions are projected into the geomagnetic coordinate
system to illustrate the suitability of the ISEE-1 orbit for the present study. The
XMM orbit is a 24 hour orbit of 600 inclination, and apogee height of -- 71000
km. ISO has a similar orbit, but with a low inclination of 5°. The period of the
FIRST orbit is 48 hours, with apogee at - 120000 km and again a 5' inclination.
Both the ISO and FIRST orbits are totally enclosed by the ISEE-I orbit, as is
the high inclination XMM orbit below about 20 R.
ELECTRON FLUX PROFILES
Figures 2-4 show examples of thirty-day plots of electron fluxes in 4 of the
eight MEPI energy channels. Flux increases seen in the electron count rates are
clearly identifiable with the radiation belts, with energetic populations in the tail
and with solar flare events. When the apogee is in the upstream region, the elec-
tron flux profiles are very clean, with the belt transitions easily distinguishable.
However, when the apogee is situated in the magnetotail, the belt transitions
are somewhat difficult to isolate due to the many flux enhancements seen on
short timescales outside the trapping region. This is especially true at the lower
energies, where high fluxes are maintained almost constantly between Van Allen
belt passes.
Superimposed on the electron flux profiles. are examples of solar electron
events which are easily recognisable by significant (two orders of magnitude. in
the lowest energy channel) flux enhancements seen simultaneously across the
complete energy range of the instrument. Associated with these events are solar
flare protons and alpha particles. A table of solar proton events has been com-
piled by Goswami et al. [19881. Using this table, solar flare events have been
independently identified (the arrow at the bottom of the first panel) to confirm
the association of the long term electron flux enhancements with flare activity
on the sun in the majority of cases. Some electron events have no solar proton
counterpart. Inspection of plots of IMP-7 and -8 data [Solar-Geophysical Data
Comprehensive Reports] reveals a similarity between the energetic proton time
behaviour and the time behaviour of the ISEE-1 MEPI electron fluxes, although
this is not always the case.
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Solar flares and shock fronts can also be detected from solar wind and mag-
netic field measurements in the interplanetary medium. A distinct signature
is the sudden increase in the interplanetary solar wind velocity, V,,., to well
above the nominal value of 400 km/s. The third panel of the figures shows this
particular solar wind behaviour very clearly for the relevant events. The solar
wind velocity data were obtained from the on-line database (OMNI) supported
by NSSDC. They are compiled from measurements provided by IMP-6 , -7 and -8.
PROCESSING RESULTS
The MEPI data were used to define electron fluxes in each of the 8 energy
channels for the parts of B-L space covered by ISEE-1. Average fluxes were
computed for B, L bins and these are shown in Figure 5 (channel 2) and Figure
6 (channel 5).
When compared to predictions from the AE8 electron model, we find that
fluxes are somewhat lower than predicted. Also clear from Figures 5 and 6 is the
severe truncation of AE8 fluxes at around 11 R,.
Within ai number of L-bands, a distribution of electron fluxes within each
channel was created. T'hese are shown in Figure 7 for 6 <- L < 7, 9 < L < 10
and 12 < L - 13 in the form of plots of the percentage of data having fluxes
below the value on the x-axis. These indicate the great variability of possible
fluxes at given L-values. This kind of processing has been performed in the
past for Geostationary orbit [Baker et al.. 1981] and for the SCATHA satellite
*lullen and Gussenhoven, 19831. Our results compare favourably with similar
plots given by Mullen and Gussenhoven [19831 in the SCATIIA Environmental
Atlas. These plots show how the fluxes in the high energy channels remain
close to the backround level for most of the time at high L-values (7(c)) while
displaying a considerable spread at low L (7(a)).
Fluxes were scatter-plotted against local time for various I R,-wide L bins.
These are shown in Figures 8-10 for the energy channels 22.5-39 keV, 120-189
keV and 302--177 keV respectively. Distributions of particle fluxes were produced
within 3-hour wide local-time bins, from which the mean (50% probability) and
worst-case (95%) values of the logarithm of the flux can be derived as a functions
of L and local time. These are superimposed in Figures 8-110 as solid histograms.
The limits of the d(ata-set, in terms of the number of data points, becomes some-
what apparent when this is done since the number of data points making up
the >95% class are small. Clearly, the 1(1-year ISEE-2 data set would be very
useful for performing this kind of analysis. It should be noted that the plots
include fluxes froTn solar events and so are not clean pictures of magnetospheric
electrons. Nevertheless, the changing shape of the distribution of fluxes in local
time reflects the electron morphology of the magnetosphere.
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Figure 8 shows that, for low energies at low L. the spread of fluxes is re!d-
tively small around noon local time, with a peaking in fluxes towards the dawn
quadrant. Fluxes are high at all local times although the occasional low-flux
data points occur preferentially on the night side. As L increases, this pattern
changes so that fluxes are low around noon, beyond the magnetopause, and are
higher in the anti-sunward plasma sheet region. \ bias in high flux locations
towards the dawn quadrant remains. At high L there is a considerable scatter in
flux levels, reflecting the dynamicism of the plasma sheet population. The 50%
and 95% levels follow this changing behaviour.
The 120-189 keV electron fluxes shown in figure 9 exhibit basically the same
characteristics. High fluxes at high L values are encountered principally in the
dawn quadrant although fluxes are generally low. Figure 10 (302-477 keV) shows
low fluxes at L -> 12 but a similar behaviour to the lower energy channels at lower
L.
The MEPI measurements were made in the period leading up to maximum
activity of solar cycle 21, which in terms of average solar flare proton flux. was
less severe than the preceding two cycles [Goswami et al.. 19881. Indeed. the
current maximum in solar activity has already produced several flares of greater
intensity than seen at any time during cycle 21.
Solar electron event flux measurements made by ISEE-1 outside of the Van
Allen belts do not seem to have any spatial variation, and their profiles are es-
sentially determined by the temporal evolution of the particles as they pass the
earth. The severity and duration of the flares are variable, but some have flux
increases two or three orders of magnitude above the normal background level.
Such enhancements, although only lasting for a few days, can have a very detri-
mental effect on sensitive detectors and electronics.
CONCLUSIONS AND FUTURE WORK
Electron flux data from the complete energy range of the ISEE- MIEPI
instrument, covering the lifetime of the instrument have been analysed to provide
a preliminary basis for evaluation of the energetic electron environment of highly
eccentric orbits. The data have been analysed and the general morphology of
energetic electrons with respect to geomagnetic coordinates and local time has
been established. "Worst-case" data on the electron environment have been
produced which should prove valuable for evaluating background and other effects
for future missions in these regions. Related to this are the flux-probability plots
produced. The local time scatter-plots reveal the morphology of electrons in the
magnetosphere and their variability in the various regions. A report containing
a more complete set of plots than given here is in preparation [Tranquille et al..
1990].
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It is found that in regions of space where there was overlap with existing
environment models, these models appear to be pessimistic for this period. In
regions beyond the model limits, where modelling normally assumes zero fluxes,
there were still non-negligible electron fluxes.
Paxtial overlap between the data on the particle-induced background of
the Cos-B X-ray instrument and the ISEE particle data allowed us to look at
their correlation. It is found that "flaring" of the Cos-B background coincides
with solar or magnetospheric events observed by ISEI- I in the majority of cases
[Tranquille et al., 19901. However, this correlation is less than perfect, probably
because of the different locations of the two spacecraft in the magnetosphere
which, as has been pointed out,is highly dynamic.
There are many possible ways in which this work could be usefully extended.
As pointed out above, the ISEE-1 energetic electron data only covers a period
of approximately 2 years preceding solar maximum. The equivalent instrument
flown by ISEE-2. although measuring electrons of slightly lower maximum energy
and at lower energy and angular resolution, collected data over a period from
launch to well over ten years later, covering almost a complete solar cycle. Anal-
ysis of these data would firstly increase the statistical value of the present study,
as well as providing an insight into the solar cycle dependence of the terrestrial
electron environment.
A more detailed correlation between flux measurements and solar wind and
geomagnetic parameters could also be performed, and, as pointed out above, the
Tsyganenko external field model could be employed, incorporating activity and
diurnal effects. Equatorial pitch angle distributions could also be used to derive
fluxes at higher B values (and therefore higher magnetic latitudes), giving flux
information which would be directly applicable to more inclined eccentric orbits.
Data from other spacecraft also exist, for which a similar analysis can be
performed. (,eostationary data sets from the Los Alamos National Laboratory
and from NOAA could be used. These sets overlap ISEE- I and -2 data in time.
The advantage of using data from other spacecraft is twofold: firstly, it
allows flux measurements to be inter-corn pared, hence enhancing the confidence
of the analysis: secondly, it complements the overall data coverage (such as the
relatively poor sampling of ISEE- I at. lower altitudes).
Finally, an alternative model to the AE8 model could be constructed using
data from the ISEE satellites, and any Other suitable sources, with the function-
ality required for the evaluation of interactions at high altitude. Work to this
effect has already been initiated. Following the impending launch of the Com-
bined Release Radiation Effects Satellite (CRRES) [Gussenhoven et al., 19851,
an extensive modelling activity will be undertaken.
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Figure 1: Orbit coverage of the ISFE-1 satellite in terms of geomagnetic coordi-
nates. Gray-scale coded cells in 1B, L space indicate the number of data points
available. The geomagnetic equnator is shown for reference, as are the B - L
traces of the orbits of the future XIMMN, FIRST and ISO missions.
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Figure 2: Thirty-day plot of MEPI data from 4 channels, showing quiet con-
ditions (upper panel <['he other panels show , from the top! satellite local time,
solar winid speed. tHi D,, index and the K,, index. Arrows indicate the start of
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Figure 5: Differential electron fluxes for MEPI channel 2 (39 - 75 keV) are
presented as a function of geomagnetic coordinates. R and tr, sampled by the
ISEE-1 orbit. The in'set shows the predictions of the AF8 ;nodel for the same
energy range.
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Figure 6: As figure 5 but showing data from channel 5 (189 302 keV).
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Figure 8: Scatter plots o: Log1 ,ý 22.5-39 keV electron fluxes as functions of local
time. Also shown are the mean (50 percentile) and worst-case (95 percentile)
log-fliixes. Each plot shows a different L range. The transition from radia-
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Figure 9: As figure 8 but for MEPT channel 4 (120-189 keY).
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Figure 10: As figure 9 but for MEPI channel 6 (302-477 keV).
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CHARGING OF GEOSYNCHRONOUS SPACECRAFT BY
VARIABLF INTENSITY SUBSTORM ENVIRONMENTS
BY
N. John Stevens
TRW Space and Technology Group
One Space Park
Redondo Beach, CA 90278
ABSTRACT
An analytical study has been undertaken using engineering level
computer codes to determine the charging characteristics of a spin-
stabilized spacecraft subjected to variable intensity substorms. Both
surface charging and buried charge effects are considered. The primary
objective of this study is to determine the length of time that
spacecraft surfaces would remain charged under variable environmental
conditions. The study shows that, once started, surface charging can
continue if the substorm level remains above 5KeV and the surfaces are
not in sunlight. Buried charge effects follow the substorm intensity
variations. In both cases, the most likely source for discharges are
the sun/shade interfaces.
INTRODUCTION
Surfaces on geosynchronous spacecrtft are charged by encounters
with geomagnetic substorm environments . This charging has resulted
in discharge generated transients that have disrupted spacecraft
electronic systems and have caused mission failures . The
Spacecraft Charging at the High Altitudes (SCATHA) satellite was
launched in 1979 to evaluate these inteSactions between spacecraft
surfaces and the substorm environments . The results of the
experiments on SCATHA has indicated that surface charging occurs only
between 20:00 and 10:00 hours satellite local time where 12:00
hours local time occurs when the satellite is between the earth and the
sun. However, sislem upsets seem to occur at any time in orbit- even
those on SCATHA '0. With the modern tendencies of designing larger,
more autonomous spacecraft, functional upsets can not be tolerated.
Hence, it is important to understand the charging behavior of
spacecraft surfaces in this environment in order to be able to design
systems to be immune to these upsets with the minimum cost impact.
The standard analytical tool to predict surface charging of spIce-
craft is called NASCAP (NASA Charging Analyzer Programs Ian
outgrowth of the AF/NASA Spacecraft Charging Investigation . The
recommended approach to evaluate the surface charging characteristics
is to model the spacecraft using the NASCAP code and then subject it to
either a c nstant or a series of different constant substorm
environments . The idea is to impose an environmental condition
that will generate the worst-case electrical stress in the surface
dielectrics. The use of these constant environment results in voltage
predictions that a• more severe than those experienced in the actual
space environment There are no standard codes to be used to
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evaluate buried charge effects although this effect is, at least, as
important as surface charging. For the purposes of this paper, surface
charging is defined as that condition that arises when charge is
deposited on or just under the surface. This is the limitation imposed
by NASCAP and hence, limits the substorm electron energies to less than
20 KeV. Buried charge or bulk charging occurs when a charge
distribution is imposed within the dielectric by energetic particles
(electron energies up to the MeV range).
The NASCAP code can use a variable intensity substorm
environment. .Tbre have been at least two cases studied using the
SCATHA data ' Q The first study considered the charging profile
for an eclipse charging case. Here it was found that, for the measured
environmental inputs, the code would predict the measured spacecraft
potential. The difficulty was that the code had to compute at least
three steps for each substorm environment change and soon reached the
storage limitation of the code. When larger time steps were imposed,
the code predictions started deviating from the measured values. The
second study used a broader time stepping approach and found that,
while it didn't predict all of the variations in structure potential,
it did generate a reasonable match. However, this approach also
required considerable computer time.
The computer time is just one aspect of the cost necessary to
conduct analyses; they are time-consuming to set up as well as complete
the evaluation. Based on this cost impact, hardware project
personnel, generally, do not feel that spacecraft charging analyses
produce results commensurate with the expenses involved in conducting
them. If the only change that can come from the study is to change the
surface coatings, then this would impact the thermal design. The
thermal designers can demonstrate that mission failures will occur if
an exterior change results in excessive interior component temperatures
while the charging analysist can only say that the change could reduce
the probability of a discharge that may affect a system. The change
will not be made. The tendency, therefore is to develop engineering
level codes that can provide reasonable predictive capability while
minimizing the cost impact. By conducting these simpler analyses,
trends can be found that allows the development of guidelines that can
aid future spacecraft designs.
In this paper, an investigation of a spin-stabilized spacecraft is
conducted, using engineering level analytical tools, to evaluate its
behavior in a variable intensity substorm. Spin-stabilized spacecraft
experience a series of system upsets that occur centered around local
dawn and dusk rathes than concentrated in the more traditional midnight
to dawn quadrant . The speculation is that charging of the earth
facing, despun antenna or deposition into an ungrounded substrate was
the cause of the discharges that caused the anomalies. A variable
intensity substorm is used to limit the structure voltages more to the




For the surface charging analysis, the criteria under which all
engineering models must be judged is the NASCAP code. For this stud
the data from a NASCAP evaluation of a spin-stabilized spacecraft
was used. The spacecraft considered was a cylindrical spacecraft with
a despun, earth-facing antenna and a extended solar array. The NASCAP
model employed a few hundred cells to describe the spacecraft exteriors
shown in figure 1. The engineering code used a mo°•fied version of the
TRW Spacecraft Charging Technique (TSCAT) and allowed the
spacecraft to be described with 33 plates. The modification to TSCAT
changed the code from a steady-state predictor of charging levels of
several dielectrics cunnected to the same substrate to a transient
charging predictor of up to 100 surfaces incorporating the three
dimensional "barrier" effect. The reduction in detail is permissible
since the NASCAP results for surfaces of the same material in the same
environment have the same values. The antenna back surface is modelled
as four triangular plates so that sunlight angle effects could be
evaluated. This is done to simulate the fact that the antenna is a
bowl shaped surface and, at shallow angles of incidence, the surfaces
can be self-shaded.
The TSCAT model did not include the interior cavity of the
extended solar array, but otherwise treated the spacecraft similar to
NASCAP. Unfortunately, not all of the material properties for the
surfaces used in the NASCAP analysis were available - the standard
properties found in the NASCAP code were not always used.
The buried charge studies were con ycted using the Deep-Dieletric
Charging Analytical Technique (DCAT) 1. This code has been checked
against ground teit results and other published analytical predictions.
The surface charging 9environmental models were derived from the
NASA Guidelines Document The comparison to the NASCAP results
used a "severe" environment while the variable environment study used a
combination of three different environments. The byried charge study
used the maximum flux of energetic particles reported
Surface Charging Comparisons
The comparisons to NASCAP were made under both local midnight
(sunlight on the earth-facing side of the antenna) and local dawn
(sunlight on the edge of the antenna). In both models, spinning was
simulated by inputting 1/3 solar intensity onto to the cylindlical
solar arrays. The substorm was encountered at time zero and the the
intensity was held constant for the duration of the runs.
The comparison of the structure voltages are shown in figure 2.
As can be seen, the comparison is generally within 10% for both cases
over the substorm encounter time of ahout 900 seconds. The local
midnight comparison starts out in excellent agreement but deviates
after 600 seconds when the NASCAP predictions start to stabilize. The
TSCAT predictions also tend to stabilize but not at the same rate. The
local dawn predictions show an initial deviation that comes back
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together at about 600 seconds. This difference between the runs is due
to the lack of modeling of the cavity (additional grounded area
missing) and uncertainty of the properties of the antenna screen
material.
The comparison of the surface differential voltages (the
difference between the surface voltage and the structure voltage) is
shown in figure 3 for local midnight. Similar results were found for
the local dawn runs. The agreement for the Optical Solar Reflectors
(OSR) and Kapton are excellent. The comparison between the the Teflon
data indicates that the resistivity value used in the TSCAT run should
have been increased slightly to improve the agreement. At the end of
the run, the difference is on the order of 10%. The largest
discrepancy was found in the initial charging of the paint. Here,
differences of up to 25% were found. At the conclusion to the run, the
agreement did become much better.
The engineering code does seem to incorporate all of the
capability to be useful to conduct system behavior studies. The NASCAP
runs took hours on a mainframe computer to complete while the TSCAT
runs took about 10 minutes on a PC. This is a reasonable trade between
code precision and time.
SURFACE CHARGING IN VARIABLE ENVIRONMENTS
In this section of the report, the surface charging behavior of a
spin-stabilized spacecraft in a two hour period from 05:30 to 07:30
hours, spacecraft local time charges in response to a variable
intensity substorm (see figure 4). The substorm encounter starts at
05:30 hours with an intensity level of 0.60 corresponding to a substorm
that could 9occur about 40% of the time in orbit according to the NASA
Guidelines . After a short interval the substorm intensity increased
to 0.9 (corresponding to a frequency of occurrence of 10%), then drops
back down to the 0.6 level for a considerable period. The substorm
level increases to the 0.6 level and reduces again just before 06:30
hours. The substorm intensity increases to duplicate the initial
characteristics at about 6000 seconds into the simulation. This
substorm characteristic is an arbitrary selection and is not meant to
duplicate a specific substorm. The 0.6 and 0.9 intensity levels
correspond to the "moderate" and "severe" levels in the NASA
Guidelines document.
There is a constant sunlight input to the spinning solar array on
the cylindrical sides of the spacecraft at 0.33 solar intensity (to
provide the average sunlight to the spinning array). This assumes that
the spacecraft spin rate is faster than the tens of minutes required to
charge the dielectrics. Sunlight incident to the earth facing antenna
is stepped every 30 minutes (corresponding to a 7.5 degree angle
change). This provides and adequate simulation of the sunlight effect.
The spacecraft structure profile is shown in figure 5 along with
the substorm characteristics. The structure charging reaches only to
-850 volts which is more in keeping with the actual space data on
charging of spin-stabilized spacecraft.
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Structure charging becomes more negative as the substorm intensity
increases. In the mild substorm corresponding to the 0.2 intensity
(electron temperature of 2.2 KeV), decharging of the structure depends
upon the sunlight incident upon the antenna back surface. This can be
seen by comparing the initial behavior in the 0.2 substorm (about 1000
to 3000 seconds in the storm) to that from about 3500 to 5000 seconds.
Initially, there is a period in which the structure charging did not
change and then at about 06:00 hours, when one panel of the antenna
back received the first shallow incident sunlight, the structure
started to decharge. In the second cycle, the sunlight on the panel
became stronger and the structure decharged faster. This is also
apparent in the 0.6 intensity substorms: the sunlight incident upon the
antenna changes the charging rates.
The antenna surface differential voltages (relative to the
structure potential) are shown in figure 6. The sunshade surfaces
(those that face earth) are all the same potential. The back of the
antenna (Kapton surfaces) are divided into two groups: one is that
surface exposed to sunlight at 05:30 and the other group is the three
remaining panels that have sunlight incident upon them at 07:30. The
sunshade material has a quasi-conductive surface to provide surface
leakage since grounding would prevent the antenna operations. The back
is modelled as a Kapton thermal blanket in which the metal sides are
grounded.
For the first 600 seconds, the difference betwee, •ne charging
levels are too small to show on the curve. Then a small difference,
due to the different grounding appears. The 7.5 degree sunlight
incident upon the sunshade material does not affect the surface
charging of this material. After 06:00 hour, the sunlight on the
Kapton back does affect the surface voltage of the one panel in
sunlight and allows a progressively stronger differential to exist
between that panel and the surrounding Kapton blankets as well as the
sunshade material. When the rest of the Kapton blankets are exposed to
sunlight at 07:30 hours in the "moderate" substorm environment, the
difference on the back side disappears while the difference between the
back and sunshade material persists. This voltage difference between
the front and back surfaces reaches 4 KV and can occur some time after
a peak intensity of the substorm. Such differential voltages could
result in discharges. This has been shown in a simulated discharge
test of an antenna thermal blanket (see figure 7). Note that the
discharges originate at the edges and imperfections in the blanket.
The same could occur in space.
The charging of spacecraft surfaces is strongly dependent on
sun/shadow effects and prior charging history. Since the dielectrics
are good insulators, the decharging time without sunlight can be long
resulting in unexpected differential voltages. These differential
voltages can trigger discharges between sunlit and dark areas of the
antenna blanket as well as between the blanket and the sunscreen or the
structure. Such discharges are not considered in the NASA Design
Guidelines at the present time. This study indicates that the
guidelines should be expanded.
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For those interested in the economics of charging analysis, the
previous study required about 60 data points. The time required for
the run, once the technique was established, is on the order of 30
minutes using an IBM AT personnel computer.
BULK CHARGING IN VARIABLE ENVIRONMENTS
Bulk charging effects in the antenna thermal blanket were
evaluated using the Deep-Dielectric Analytical Technique (DCAT) code.
This code is essentially a one dimensional computer program and hence,
in common with other similar codes, assumes an infinite dielectric
surface rather than specific spacecraft geometries. The charging
response to a changing substorm environment for Kapton in the dark is
shown in figure 8. Here, a very severe environment correspond16 to the
maximum high energy environment published in the literature . The
severe and moderate are then scaled versions of this high level. As
can seen, Kapton approaches equilibrium values in the very severe
environment after about 150 seconds. In the severe environment, the
Kapton surface becomes more negative but still approaches equilibrium
after about 300 seconds longer. In the moderate environment, the
surface decharges. The charge density and internal electric fields for
these conditions are shown in figure 9. In the very severe
environment, the charge is distributed throughout the dielectric - the
particles penetrate through the material - producing the relatively low
surface potential. In the severe environment, a charge centroid
develops about 0.001 cm within the surface producing the more negative
surface voltage. The moderate environment also causes a charge
centroid but at a lower level. The electric fields within the
dielectric are not large enough to cause concern for discharges.
If the Kapton surface is charged while in the shadow and then is
exposed to sunlight, there is a change in the boundary conditions which
can trigger discharges. In sunlight, it is assumed that the dielectric
surface would be held close to the structure potential by
photoemission. This changes the charge distribution and internal
electric fields as shown in figure 10. If the value of the electric
field exceeds a breakdown threshold, then a discharge will occur
resulting in the dissipation of the difference in the charge density
distributions shown.
Finally, there is a question of possible penetration of the
thermal blanket and deposition of charge within the substrate
material. Here, there are two consequences: one, the substrate is
conductive and tied to the structure and two, the substrate is a
dielectric. If the substrate is conductive and grounded, then the
result will be as shown previously. If the substrate is floating, then
another charging process occurs. Now, the dielectric is essentially
isolated from grounG and is weakly capacitively coupled to the
structure It will charge fast as shown in figure 11. Here, the code
predicts that the surface potential for a 5 mil Kapton layer on a 10
mil fiberglass substrate will charge to about -10 KV at equilibrium.
The internal voltage distribution through this combination is shown in
figure 12. The code requires that the bottom of the substrate be
grounded, so the computation would be more appropriate to a case where
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the substrate were thin. This result indicates that the substrate
could be charged to about 9 KV. If the substrate is attached to the
structure at an edge, then this differential voltage could exist across
the joint and give rise to discharges. One explanation for the
spin-stabilized spacecraft anomalies is that energetic charged
particles penetrated the thermal blankets charging the poorly grounded
graphite epoxy substrate underneath. This resulted in discharges which
caused the anomalies. While this is could occur, based on the analysis
conducted here, it is hard to correlate the occurrences in the local
dawn and dusk periods. This penetration effect could occur anytime
that there are sufficient energetic particles.
The modelling of the Kapton thermal blankets presented here is not
precise. In reality, the individual layers of the metallized layers
are grounded and not floating as is assumed here. The computational
techniques exist to imrrove the simulation but they are more
complicated. The results of the more precise studies agree with the
trends shown here and so, the simplistic approach is used to illustrate
trends.
CONCLUDING REMARKS
A study of the charging of a spin-stabilized spacecraft in
variable intensity environments using engineering level computer codes
to evaluate possible charging and discharging mechanisms. Both surface
and bulk dielectric charging processes are evaluated.
Surface charging effects are dominated by incident sunlight. The
charging characteristics can change due to shallow incidence of
sunlight and to discover the possible sites for discharges, detailed
studies with variable environmental conditions are required. This
study has shown that it is possible to have discharges after the peak
of the substorm intensities due to the long decharging time constants
of spacecraft surface dielectrics. This negates the recommended design
approach of using a constant intensity substorm environment to obtain
the maximum electrical stress in dielectrics. Such an approach results
in overpredicting spacecraft potentials (and probably overcompensating
for charging effects) as well as possibly missing potential discharge
sites. Furthermore, the use of a variable intensity substorm has shown
that, once started, dark dielectrics remain charged for long periods of
time and that discharges can be triggered in the low intensity substorm
periods when charged surfaces are exposed to shallow angle incident
sunlight. The discharges that can occur here vary from charge loss to
space, to breakdown between dielectrics or to the structure. There can
be more processes than originally given in the NASA Guidelines.
Buried charge effects have not received the consideration that
they deserve since they probable cause more discharges than the surface
phenomena. In this study, an engineering code has been used to
evaluate the charging of the antenna coatings. It has been found that
sun/shade effects here are probable source of discharges. This occurs
when a surface is charged in the dark and then moves into sunlight.
The rapid change in conditions forces a redistribution in the internal
charge distribution and could trigger discharges. There is a
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possibility that energetic electrons could penetrate to substrates.
These materials could be charged if they are not adequately grounded
and possibly discharge across joints.
The results of this study indicate that the prevalent view that
discharges are primarily charge losses to space should be reexamined.
The cases illustrated here indicate that there is a strong possibility
that discharges between surfaces as well as in internal structures
exists. These concepts should be factored into design criteria. The
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ABSTRACT
We developed a potential monitor to measure the surface charging potentials on
insulating materials for spacecraft due to charged particles in space environment. The
potential monitor was installed on geostationary Engineering Test Satellite V of Japan which
was launched on August 27, 1987. Three kinds of thermal control materials were used as
samples. We obtained the following observational results: (1)The level of the charging
potential depended on the environmental condition and the material. (2)The rapid increase
of the charging potential to be due to the shadows of the paddle and/or the antenna was
occasionally observed. (3)The potential periodically changed with the temperature inside the
sensing part of the potential monitor. (4)For long time, the potential gradually increased
under the shaded condition, but decreased in the sunlit condition.
INTRODUCTION
Spacecrafts in Earth orbits have the duties to work normally in tenuous space-plasma
environments with solar light and high-energy radiation. The space plasma consists of
electrons and positive ions, mainly protons. In high-altitude orbits such as a geostationary
orbit, the spacecrafts are considerably affected by these charged particles. The surface
potential of a satellite in the space plasma will come into an electrical equilibrium with the
potential of the plasma by developing surface charges on the satellite to reduce the net
current between the satellite and the plasma to zero (Garrett, 1981; Francis, 1982; Grard et
al.. 1983). In the situation, the satellite covered with several kinds of insulating materials
gets differentially charged. The potential differences between the surfaces of the insulating
materials and the electrically conductive surfaces of the satellite could be formed. This
phenomenon is reffered to as "differential charging" on the spacecraft (Garrett, 1981; Grard
et a., 1983). In particular, when the satellite encounters a hot plasma (or geomagnetic
substorm), the potential differences would be multikilovolts. If the potential difference
exceeds a breakdown threshold, a discharge will occur (Nanevicz et al., 1980; Purvis et al.,
1984).
The differential charging and the discharges on the spacecraft are known to cause the
degradation of surface materials, malfunctions and anomalies of on-board electronics, and so
on (Garrett, 1981; Francis, 1982; Grard et al., 1983; Purvis et al., 1984). These influences
must be minimized to achieve high reliability and long mission of future spacecraft system.
So, it is necessary to acquire the charging characteristics of the materials in the actual
space environment as well as in ground simulation experiments such as electron-beam
irradiation experiments (Stevens et al., 1977; Verdin, 1981; Fuji! et al., 1988).
From this viewpoint, we have developed a potential monitor to measure the surface
charging potentials of insulating materials for spacecraft due to the charged particles in
space (Kawanishi et al.. 1988; Nishimoto et al., 1989). The potential monitor which we call as
POM was installed on Engineering Test Satellite V (ETS-V) of Japan as one of Technical
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Data Acquisition Equipments (TEDA) (Murayama et al.; 1985, Kawanishi et al., 1986). ETS-V
is the first domestically developed 3-axis stabilized geostationary satellite in Japan. It was
launched from Tanegashima Space Center on August 27, 1987 and settled at 150 degrees of
east longitude on the geostationary orbit.
This report describes the outline of the POM briefly and the electrostatic charging
characteristics of the insulating materials which have been obtained by the POM on ETS-V
for about two years (Nishimoto et al., 1989).
OUTLINE OF POTENTIAL MONITOR (POM)
The POM has the function to measure the surface charging potentials on typical
insulating materials for spacecraft in the geostationary orbit and has the objective to study
the electrostatic charging and discharging phenomena in cooperation with Discharge Monitor
(DIM) which is also one of the TEDA (Kawanishi et al., 1986). It is expected that the
acquired data are served to protect future spacecrafts from the influences caused by the
electrostatic charging and discharging.
The block diagram of the POM is shown in Fig.l. The POM consists of sensing part
(POM-S) and electronics (POM-E). The POM-S to be exposed to space environment is
connected by cables to the POM-E. Electrostatic probe (Monroe Inc., 1017S) is located in the
POM-S. The probe has an electrostatic electrode, a high-impedance pre-amplifier, a
microfork chopper and the driver. The POM-E consists of two amplifiers, a phase-sensitive
demodulator and an oscillator.
The sample board is set on the POM-S. A sample with metallized backing is pasted on the
sample board with a conductive adhesive (ECCOBOND '56C). However, a non-metailized
region of diameter of Imm is formed on the back of the sample. The electric field which the
accumulated charges generate on the front surface is detected through the non--metallized
region by the electrostatic probe and the signal is recorded as the output voltage of the
POM-E.
The relation between the front surface potential and the output voltage of the POM-E
was calibrated by aoplying a known potential to a metallic plate put on the front surface.
And it was also calibrated by measuring the surface potential with the electrostatic
voltmeter as irradiating the front surface with an electron beam with energy of 15keV. The
measurement range of the surface potential is +IkV to -10kV.
The external dimension and the photograph of the POM-S (flight model) are shown in
Fig.2 and Fig.3, respectively. The POM-S consists of three sensing parts. Each sensing
part has one sample of insulating material whose size is 40x40mm', The test samples
installed on the POM-S are as follows;
l)Aluminized Kapton of 127 pm thickness,
2)Silvered fused-silicate-glass of 200pm thickness (OSR: Optical Solar Reflector),
3)Silvered Teflon (FEP; fluorinated ethylene propylene copolymer) of 127pm
thickness.
The POM-S is set on the south mission panel of ETS-V whose external appearance is
shown in Fig.4. The POM-S is connected by cables to the POM-E which is located in the
body of ETS-V in order to protect the electronics from high-energy radiation.
The POM was switched on by a command on September 7, 1987.
OBSERVATIONAL RESULTS
The following charging characteristics of the insulating materials in the space
environment have been obtained for about two years.
Figure 5 shows the charging potentials on October 28, 1987. Until October 28, the
amplitude of the surface potentials of the three materials was
OSR ! Kapton > Teflon,
and the potential of the OSR was beyond -lOkV, the upper limit of the measurable potential.
At 8:00 UT (Universal Time) on October 28, the rapid decrease of the surface potential of the
OSR was observed. After that, the OSR was positively charged and the amplitude of the
surface potentials of the three materials was
Kapton > Teflon > OSR.
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After a few months, t,., :urface potential of the Kapton sample became beyond -10kV.
Figures 6 and 7 show the surface charging; potential of the Teflon sample with the count
rates of high-energy electrons and protons on October 26 and 27, 1987. respectively. We
referred to the data of the count rates of electrons (>2MeV) and protons (1.4 - 4MeV)
measured by Space Environment Monitor (SEM) equipped on Geometeorological Satellite 3
(GNIS-3) of Japan, "}Himawari-3", which is on the geostationary orbit of 140 degrees of east
longitude. The surfa,..e potentials negatively increased about 14:O0UT to 20:OOUT. The
similar increase of the surface potentials can be also seen in Fig.5. The amplitude of the
potential increase on October 27 was larger than that on October 26. October 27 was the
more disturbed day than October 26, which is indicated from the count rates of the electrons
and protons in Fig.6 and i;'ig.7.
We also observed that the surface potentials of the Teflon sample slightly changed with
the temperature inside the POM-S as shown in Fig.8 (Nishimoto et al., 1989). However, there
is a time lag between the charging potential and the temperature.
Figure 9 (a) and (b) show the surface potential of the Teflon sample which have been
measured for about two years. In these figures, the surface potentials at 0:OOUT of every
,Jay were recorded. Th.ý potential gradually increased with time from February to September,
1988 (Fig.9 (a)). It decreased from October, 1988 to February, 1989. After that it also
changed to tend to increase from February to September, 1989 (Fig.9 (b)).
DISCU SSION
In general, the formation of the surface potential V, on an insulating material in a
charged-particles environment is expressed ds follows (Garrett, 1981; Purvis et al.. 1984);
dVý/dt=A/C • (J,-(JP+j..+j,.+Jp,,+.J :), "•"'(I)
where
J.;incident electron current density.
JJ;incident positive-ion current density.
J9.;secondary electron current density,
J .; back-scattered electron current density,
J ,;photo-emitted electron current density,
J,;conduction current density through the bulk of the material,
A;exposed area of the material,
C;capacitance of the material,
t; time.
Taking this equation (1) into account, we will discuss the observational results.
Since the POM-S was set on the south mission panel of ETS-V, the POM-S is in the
sunlit condition from the autumnal equinox (September 23) to the vernal equinox (March 20).
The rest of a year gives the shaded condition to the south mission panel. The incident angle
of solar light to the south mission panel changes with time in the sunlit condition. As
ETS-V has the structure shown in Fig.4, the shadows of the L-band antenna reflector
and/or the solar array paddle are considered to be cast on the south mission panel depending
on the pusition of the orbit. As an example, the shadows which are formed on the south
mission panel at 1:40 LT (Local Time) on a certain day near the winter solstice are shown in
Fig. 10. The shadow is cast on the POM-S at least three times during 0:OOLT and 12:00LT.
(0:00 LT corresponds to 14:00 UT.)
When the shadow is cast on the insulating material, the effect of photo-electron emission
from the surface disappears. In the equation (1), J,,, becomes zero and the surface potential
V, negatively increases. The rapid increases of the surface potentiiis about 14:OOUT to
20:OOUT as shown in Fig.5, Fig.6 and Fig.7 are considered to be due to the shadow formed on
the POM-S. As the shadow is formed on the POM-S about the same time every day, the
increase of the surface potentials should have been observed every day. However, the
increase is not always observed every day as shown in Fig.8. The observed charging
properties are not explained only by the effect of the shadow. At this stage, however, the
reason is not clear.
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From the comparison between the SFM data of GMS-3 in Fig.6 and that in Fig7, the
conditions of the charged pa. ticies on October 27 i5 considered to have been more disturbed
than that on October 26. Under the disturbed condition, the fluxes and the average energies
of the charged particles increase (for example. Purvis et al., 1984). In this case. the
incident electron current density to the satellite surface, J. in the equation (1), increases.
Also, as seen in the SEM data in Fig.7, the count rate of the proton drastically decreased on
October 27. This may cause the decrease of the incident proton current density J,. From
these, the amplitude of the surface potential ,change in the shadow becomes largv. Z aseen it,
Fig.7.
Figure 8 shows that the surface potential of the Teflon sample periodically changed with
the temperature inside the POM-S. To clarify whether the periodical change of the surface
potential is due to the electronic circu't used in the POM-S or due to the sample material
itself, we tested the temperature dependence of the electronic circuit. The test was performed
by applying a constant voltage to a metallic plate on the POM-S and changing the ambient
temperature from -20'C to 40°C. Figure 11 shows the result. This indicates that the output
voltage has no temperature dependence. Therefore, we concluded that the periodical change
of the surface potential is affected by the temperature dependence of the sample material
itself.
Generally, the volume resistivity p of an insulating material decreases with the
temperature as follows (for example. O'Dwyer. 1973);
p = p a exp(E,./kT), . .(2)
where E.,, k and T are the activation energy of the insulating material, Boltzmann' constant
and the absolute temperature, respectively. P o is a constant value for the material. p c
and E. are determined by experiments. Then J. (leakage current density through the bulk
of the material) increases with increase of the temperature. Therefore, from the equation (l),
the charging potential decreases with the temperature.
In Teflon (FEP), E. is reported as 1.95eV (for example, Gross, 1980) and the volume
resistivity p at room temperaturn (300K) is 2x10'` 0Ž cm. We calculated the temperature
dependence of the surface potential of the Teflon (FEP) sample installed on ETS-V by using
these values, the equivalent electrical circuit model as shown in Fig. 12 (Massaro et al., 1977)
and the environmental condition measured by SCATHA satellite (Mullen and Gussenhoven,
1982; Forvis et al., 1984). The result is shown in Fig. 13. This indicates that the decrease of
the volume resistivity p of Teflon due to the temperature increase decreases the surface
potential. Therefore, the periodical change of the temperature inside the POM-S whose
period is one day causes that of the surface potential of the Teflon sample.
And the fact that the sample is exposed to the space environment and the temperature
sensor is inside the POM-S causes the time lag between the surface potential and the
temperature.
If the same charge density is deposited on the front surface of each sample, the amplitude
of the potentials ought to be
Teflon > OSR > Kapton,
when taking the thickness and the dielectric constant into consideration. (The dielectric
constants of Teflon, OSR and Kapton are 2.1, 3.9 and 3.5 respectively.) In fact, it is
reported that the amplitude of the charging potentials was
Teflon > OSR > Kapton
in shadow by Satellite Surface Potential Monitor on SCATHA satellite on April 29. 1979
(Mizera, 1981).
However, our observational result indicated that the potential of the Teflon sample is
lower than that of the Kapton as shown in Fig.5. This may be due to the difference of the
secondary-electron emission properties. The rapid decrease of the surface potential of the
OSR was observed at 8:0OUT on October 28, 1987 as shown in Fig.S. This may indicate that
the surface discharge occurred on the OSR. (However, the Discharge Monitor did not detect
the signal in the event.) According to our ground simulation experiment, OSR is, however,
vulnerable to discharge at the edge (Fujli et al., 1988).
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As shown in Fig.9, the surface potential of the Teflon sample at 0:00 UT had a gradual
change for long term of two years. In the sunlit condition, the surface potential gradually
decreased. On the other hand, in the shaded condition, it gradually increased. From these
dati, we calculated the rates of the change of the deposited charl,'os, dQ/dt. The result: ;irt
shown in Fig.9. We estimate the results as follows. High-energy electrons penetrate deep1ý
in the bulk of the sample. These are gradually accumulated in the bulk of the sample under
the shaded condition, irrespective of the leakage of electrons through the bulk. However,
these electrons are gradually photo-emitted with weak intensity of the solar light due to
large incident angle of solar light because the POM-S is set on the south mission panel of
ETS-V as described previously.
As shown in Fig.9, dQ/dt from February to September of 1989 is smaller than that from
February to September of 1988. It is considered that the Teflon sample was deteriorated by
high-energy radiation for long time and the volume resistivity decreased.
CONCLUDING REMARKS
The following results of the surface charging on the insulating materials were obtained
by the POM installed on ETS-V.
(l)The level of the charging potential depended on the environmental condition and
the material.
(2)The rapid increase ot the potentials was occasionally observed. It seems to be due to
the shadows of the antenna and/or the solar array paddle.
(3)The potentials periodically changed with the temperature inside the POM-S.
(4)For long time, the potentials gradually increased under the shaded condition, but
decreased in the sunlit condition.
Tihe data on the surface potentials are normally obtained by the POM on ETS-V unt;',
now.
We are now developing an improved POM for ETS-VI (to be iaunched in '993) from the
experience of the development and the performance of the POM installed on ETS-V.
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Fig.2 External dimension of POM-S installed on ETS-V.
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Fig.3 Photograph of POM-S installed on ETS-V.
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Fig.5 Surface charging potentials on October 28. 1987.
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Fig.6 Surface charging potential of Teflon and count rates of electrons (>2MeV) and
protons (1.4 - 4MeV) on October 26, 1987.
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Fig.7 Surface charging potential of Teflon and count rates of electrons (>2MeV) and
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Fig.8 Surface charging potential of Teflon and temperature inside the POM-S on November
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Fig.13 Surface potential of Teflon calculated by using the model shown In Fig.12.
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IDENTIFICATION AND SOLUTION OF A CHARGING PROBLEM IN A
HIGH-ALTITUDE DETECTOR
George J. Berzins, John E. Valencia, and Harry E. Felthauser
(Los Alamos National Laboratory, Los Alamos, NM)
and
Joseph E. Nanevicz and Jeffrey S. Thayer
(SRI International, Menlo Park, CA)
I. INTRODUCTION
The unwanted response of spacecraft borne instruments to electrons and other charged
particles in orbit has long been at least a nuisance. In the benign case these particles
generate background signals that require processing on orbit, increasing the instrument
"dead time", and sometimes interfere with the measurement of small effects. In the severe
extreme, electrons can charge dielectrics in or near the instrument. Such charging can be
followed by a breakdown discharge that can either generate false data, or, in rare cases,
cause malfunction of the instrument.
Instruments flown on one of the Los Alamos programmatic nissions have experienced all
of these effects. Initially, some of these were not understood, and were regarded as
simply "false data". A few years ago we began a systematic study of our database that had
been accumulating for several years and included data from similar instruments on several
spacecraft We focused especially on the unusual and unexplained signatures.
Observations that resulted from the sifting of that database, followed by correlations with
measurements of background electron activity, suggested that, in at least some instances,
charging might be the culprit. In the case of one particular set of false data signatures, we
were able to postulate a model from such observations, were able to test some aspects of
that model in laboratory simulations, and perhaps most important, were able to devise and
effect a cure that has eliminated the particular problem.
In recounting how we identified and solved the problem, we would like do so from the
viewpoint of experimenters who were unfamiliar with the phenomenology of spacecraft
charging and unaware of the considerable work that had been done already on the subject.
Such a perspective is not only descriptive, but may be potentially useful to others in similar
situations. A preliminary report was presented as a poster paper at the 1986 Hardened
Electronics And Radiation Technology (HEART) conference.
II. DETECTOR, SPACECRAFT, AND DATA
Representations of the programmatic detector and of the satellite are diagrammed in Figs. I
and 2, respectively. Two, nominally identical instruments, referred to as Detectors I and
2, are located diametrically opposite on the slowly spinning (1 sec < T< 1 min) spacecraft
(Fig 2.) in high altitude orbit. Each detector has four similar input channels. Pertinent
details of a typical channel are visible in Fig. 1.
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The detector senses charged particles via a traditional, standard technique. The particles
enter through a window and strike a scintillator whose light output is seen (through a
lightpipe) by a photodiode. The charge pulse from the photodiode is amplified and can be
digitized. The four input channels differ primarily in their window and scintillator
material compositions and thicknesses. Count rates (number of pulses per unit time that
exceed a preset threshold) are tallied and recorded for each channel. Simultaneous signals
in multiple channels, such as would arise from cosmic-ray showers, for example, are
defined as "events". The amplitudes of the signals that constitute an event are digitized and
recorded.
Two categories of event amplitudes are shown in Fig. 3. The lower data are representative
of events recorded several times per day by each detector, and have been attributed to
cosmic-ray showers. The upper curve typifies a signature that had puzzled us for several
years. This signature, recorded with similar frequency by all detectors of this type, is
characterized by a very large signal amplitude in Channel I (thinnest input window), and
much smaller signals in the other channels.
III. OBSERVATIONS
As we examined the database and attempted to understand some of the unusual signatures,
our attention focused on events represented by the upper curve in Fig. 3. We noted
specifically that
1. Events of this type had been recorded by all detectors of this type, on all spacecraft, and
with about the same occurrence rate.
2. The large amplitude signal was essentially always in channel I (i.e. channel with the
thinnest input window). The large amplitude was present in another channel less than
about 0.01% of the time. In these latter cases channel I recorded a small amplitude.
3. A modified version of this detector did not record any events of this type. The
modification involved removal of the scintillator and light pipe (see Fig. 1) from the front
end. Specifically, a silicon photodiode replaced the scintillator in a geometry similar to that
in Fig 1, and the light pipe was replaced by a (shorter) support stand.
4. Events tended to occur at a greater rate during periods of elevated, high-energy electron
flux. An example that snans 6 consecutive days in December, 1983 is shown in Fig. 4.
The curve represents the count rate in an instrument designed to specific;ally measure high
energy (> 1.0 MeV) electrons. Rates lower than 10 and greater than about 100 are
regarded as indicative of low- and high-level background electron activity, respectively.
Occurrence of the strange events is indicated by the triangles on the time lines for detectors
1 and 2 (on the same spacecraft) below the count rate plots.
5. During the more intense periods, such as 12/7 through 12/9 in Fig. 4, there was a
suggestion of "pairing" in events recorded by the two detectors. Namely, an event in either
detector was soon followed by an event in the other detector. We pursued this observation
by examining the entire database. We tabulated (a) whether, following any event in either
detector, the next event occurred in the same detector or in the other detector, and (N) the
time of the next event. The results for one spacecraft, displayed in Fig. 5., showed that
the next event was likely to occur soon (next few hours) and was likely to be in the other
instrument. In cases w:,re the events were far apart (many hours, as during periods of
low background electron activity), the next event was about as likely in either detector.
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IV. THE HYPOTHESIS
The above observations indicated that electrons played a role, ruled out cosmic-ray
showers (i.e. pairing), implied that the scintillator and/or lightpipe were somehow involved
(i.e. modified vs. original instrument). To reconcile all of the observations we postulated
that
(a) the scintillator or light pipe becomes charged by the background electrons, and
(b) the resulting discharge breakdown is accompanied by an intense light flash and
by copious rf that couples into the electronics.
Besides accounting for the existence of the event (coupling of rf into all channels to satisfy
coincidence criteria), and for the signature (very large amplitude in channel I only as a
result of the light flash), this hypothesis provided a way to at least qualitatively reconcile all
of the observations.
1. All detectors on all spacecraft were similar and on a long-term average basis sampled a
similar environment. Thus they should all respond similarly.
2. Since channel 1 had the thinnest window, it was the most likely one to charge to
breakdown potential. The window thickness in terms of electron penetration energy is
shown for the four channels against a typical electron spectrum measured during a
disturbed period in Fig. 6. That figure shows, for example, that electrons need to have at
least 70 keV energy to penetrate the window in channel 1, and nearly 300 keV to penetrate
that in channel 2. The data suggest that channel I is therefore subjected to at least 10 times
as much charge. The very rare instances when the observed event had the large amplitude
in channel 2 would therefore occur only when the background flux levels are extremely
high, which is reasonably consistent with observations.
3. The modified detectors did not contain a scintillator or light pipe, hence the absence of
these events. In those detectors almost all of the input area exposed to electrons is
conductive.
4. There is an apparent lack of consistency (as opposed to inconsistency) between the data
in Figs. 4 and 6, since the former shows a correlation with high-energy (> I MeV)
electrons, and the latter suggests that lower energies (> 70 keV) should be responsible.
However, a more recent, rather cursory examination has not shown the occurrence
correlation to be any better with softer electrons. A speculative interpretation might be that
the higher energies may somehow be more directly associated with the discharge
mechanism. This could be an interesting area for subsequent study.
5. The "pairing" arises as a natural consequence of charging. Both detectors accumulate
charge at about the same rate (i.e. because spacecraft spins, both sample a similar time-
averaged environment). Thus a discharge in either is more likely to be followed by a




We felt that a limited set of tests in a simulator facility might be useful, realizing that the
conditions on-orbit could be only poorly approximated. As a further complication, there
were no more complete detectors available. The last instrument that had been fabricated
had been delivered to the spacecraft contractor some time earlier and was undergoing flight
qualification tests.
The available parts included several front end assemblies (without electronics), which
were, of course, the critical components. We therefore experimented with these in the
simulator facility at SRI International. A diagram of the experiment is shown in Fig. 7.
External bias was supplied to the photodiode, and signals from the diode were recorded
directly on an oscilloscope. Signals from a nearby electric-field sensor were also recorded.
Because of the low electron energy (selectable 20 to 40 keV), the detector window material
was removed and the electrons impinged on the scintillator directly.
Results of the simulation supported our hypothesis. Scintillator breakdown could be
observed visually, and was accompanied by a large signal from the photodiode and by a
substantial signal from the E-field sensor. Amplitudes recorded with the photodiode were
typically 2 to 3 times smaller than those recorded in orbit. In view of the different
conditions (electron spectrum, flux level, vacuum, etc.) we felt thiý agreement to be
remarkably good.
The unavailability of a full detector, or even of relevant components, precluded any useful
interpretations of the measured rf signal, other than to confirm its existence.
V1. PROOF-OF-THE PUDDING
During the course of the simulator tests we pursued a notion based on work that had been
done earlier at SRI. We coated the outside surface of the scintillator with a thin (less than
100 nm) layer of aluminum, which in turn was grounded. Our assumption was that the
proximity of a grounded conductor would permit the embedded charge to leak off more
readily (i.e. leakage path less than 1 mm, vs. several cm in the original, uncoated version).
Tests with the aluminized units confirmed this to be a fruitful approach. No discharges
were observed.
We were sufficiently encouraged by the support that the simulator tests gave to our
hypothesis that we obtained permission to exchange the front end assembly of channel I of
the last, remaining instrument that was awaiting launch. Success was obvious in the first
few weeks after launch. In the first six weeks of operation the detector with the aluminized
scintillator did not register any of the large-amplitude, scintillator-discharge caused events,
while other, similar instruments in orbit averaged 13 events per instrument. After more
than a year of operation these events were still absent. Real events, such as cosmic-ray
showers, on the other hand, have been recorded at the anticipated rate and with amplitudes
consistent with a slight, calibrated, sensitivity change due to the aluminizing.
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VII. CONCLUDING REMARKS
It was extremely gratifying to effect a cure that could be flight tested. We only wish that
we had been able to do so earlier in the program. A review of the experience and
knowledge gained from this entire exercise seems to single out a few, important points.
1. Correlation with the background electron environment was critical toward the
suggestion that charging was the problem. However, in this case it was not necessary to
possess detailed knowledge such as electron spectral data or high-resolution time
information. Namely, an electron monitor was crucial, but a crude monitor would suffice.
2. Ile charging details and the mechanism that produced the unusual signals were
identified from instrument- and project specific observations, i.e. comparison of
performance histories of the "standard" and "modified" detectors, and the "pairing" that
resulted from geometric symmetry.
3. A knowledge of the answer may be justification for a further and more detailed study of
correlation details with the electron environment. Such a study might uncover subtle
features that could lead to isolation of mechanisms in other, still unresolved, charging
situations.
4. As of this writing, the evaporated aluminum coating on the scintillator appears to be
functioning satisfactorily and has weathered numerous storms. Appearance of the
suppressed event signatures, or other change in detector performance, will be an indication








Fig. 1. Diagram of programmatic detector with four input channels. Charged particles
enter through metal window and strike scintillator, whose light is seen by photodiode.
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Fig. 3. Representative "event" data.
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Fig. 4. Time history of charging-related events (triangles) plotted below count rate from
high-energy backgpound electron detector on same spacecraft. The six-day period shown
here is representative of periods of fairly intense electron actiity. and is typical of
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Fig. 7. Diagram of the simulation experiment showing a front end assembly in an
evacuated bell-jar, equipped with an electron gun at the top. Light output from the
photodiode and the signal from an rf sensor (external to the chamber) were recorded on
oscilloscopes.
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Quest for the source of Meteosat anomalies
A.J.Coates, A.D.Johnstone, D.J.Rodgers
Mullard Space Science Laboratory, University College London,
Holmbury St Mary, Dorking, Surrey RH5 6NT, UK
G.L.Wrenn
Space Department, Royal Aerospace Establishment,
Farnborough, Hants GU14 6TD, UK
Abstract
Three ESA Meteosat geostationary satellites have suffered from a series of
anomalies which disturb routine operations; most commonly, the scan of the ra-
diometer has stopped or jumped requiring a reset command to be sent.
Experience with Meteosat-FI launched in 1977 (Robbins, 1979) prompted the
installation of an AFGL electron spectrometer (50eV-20keV) on Meteosat-F2, in an
attempt to demonstrate a direct link between the anomalies and surface charging.
Data spanning August 1981 to Maich 1987 have provided interesting evidence for
differential charging (Wrenn and Johnstone, 1987) and permit the establishment of
an empirical model of charging fluxes through a solar cycle. However, the reported
anomalies do not fit the pattern for surface charging effects and no real link was
found. Deep dielectric charging has now become the most likely explanation and
consequently Meteosat-P2, launched in June 1988, carries a LANL monitor of 43-
300 keV electrons.
The Meteosat anomaly chronicle is the result of reliable recording procedures at
ESOC and it represents a unique data base for an important class of ESD effects
which occur at Geosynchronous orbit. This paper gives some preliminary results
from Meteosat P2 and attemptes to assess their relevance within the context of
earlier conclusions from the Meteosat-F2 studies.
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INTRODUCTION
Since Meteosat-F1 suffered many operational anomalies it was decided to include
a spacecraft charging monitor on F2 to see whether the anomalies were related to
spacecraft surface charging. While that experiment certainly showed strong evi-
dence of charging on F2 there was no correlation with the occurence of unexplained
anomalies, which were also present on F2. The decision was then made to investi-
gate the higher energy range of electrons associated with deep dielectric charging.
Thus SEM-2 was commissioned to study the 30-300keV range of electrons.
The sensor unit was provided by Los Alamos National Laboratory, USA as
spare Lo-E sensor [Aiello et al, 1975] from other programmes, to the Mullard Space
Science Laboratory of University College London (MSSL) which provided the power
supplies, data processing unit and interface to the Meteosat spacecraft. MSSL was
further responsible for integration, testing and calibration of the instrument, and
delivery of the instrument to the spacecraft. MSSL also provided a memory upset
monitor (MUM) in this instrument, as requested by ESA.
This paper describes briefly the history of the F1 and F2 studies, in particular
the role of spacecraft charging in generating the anomalies and the possibility of
deep dielectric charging as an explanation. We then go on to a description of the
SEM-2 instrument, and the conversion of the observed counts to physical units.
Typical natural events in the spacecraft environment as seen by SEM-2 are shown.
The correlation of the energetic electron fluxes to the occurence of anomalies, which
on P2 occur at a rate which is about four times that of F2, are the major results. As
data have accumulated we have been able to show a striking correlation between the
energetic electron fluxes and the spacecraft anomalies. For the first time it appears
that the measurements provide a good indication of anomalies.
I Meteosat operational anomalies and spacecraft
charging
1.1 Meteosat-Fl
When Meteosat-F1 was launched in 1977 many operational anomalies occurred
(about 150 in 3 years) for which there was no immediate explanation. However, their
occurrence was related to geophysical factors outside the normal realm of spacecraft
engineering, namely that they were more likely when there was strong geomagnetic
activity and they exhibited a tendency to occur at certain times of day [Robbins,
19791. It had recently been discovered then that geosynchronous spacecraft could
charge up to many thousands of Volts IdeForest, 1972] in the ambient plasma so it
was natural to attribute the anomalies to charging, or more precisely to differential
charging. Unless the complete outer surface of the spacecraft is conductive and
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electrically connected, it is normal for different parts of the spacecraft to charge
to different voltages. At times, adjacent surfaces can be more than a thousand
volts apart. This in turn leads to arcing between the surfaces and results in large
electrical transients in the spacecraft harness. After the problems were encountered
by Meteosat-F1 a series of laboratory tests was carried out which demonstrated
that arcing occurred if the spacecraft was illuminated by an electron beam, and
that electrical transients could induce anomalous behaviour. It was not possible to
simulate in-orbit conditions completely and thus it was not possible to establish the
causal chain completely.
1.2 Meteosat-F2
Before the second spacecraft Meteosat-F2 was launched some changes were made
to reduce the susceptibility to differential charging, namely grounding of thermal
shields and hardening of some critical electrical interfaces, and to include two charg-
ing monitors to complete the link between the anomalies and spacecraft charging.
One of the monitors was designed to detect arcing transients on a short antenna
within the spacecraft. In flight no such events were detected, but it is not known
whether the instrument was sensitive enough, or whether it was not operating cor-
rectly or whether there were no significant transients. Therefore we can say no
more about it. The second monitor measured the ambient plasma electrons in the
energy range 50eV to 20KeV and therefore could measure the charging current di-
rectly. Not only that but it was anticipated that in the event of spacecraft charging
the energy spectrum would be modified in a manner which would allow the space-
craft potential to be measured. Briefly, the objective of the instrument was to see
if the anomalies occurred when the spacecraft was charged. The results of this
investigation have been published in a number of reports [Johnstone et al, 1985,
Wrenn and Johnstone, 19871. Although no direct link between differential charg-
ing and anomalies was found there were several interesting and significant (for this
problem) findings which we summarize here.
1. Two types of differential charging were observed. One type occurred during
eclipses and had been expected. The second type, called a "barrier event",
only occurred when the radiometer mirror was completely in shadow and was
therefore probably because the mirror was charging up. The two types are
illustrated in Figures 1 and 2 and explained in the figure captions.
2. A charging index based on an estimate of the net electron flux to the space-
craft (incident electrons minus secondary emitted electrons) was 95 percent
successful in predicting whether the spacecraft would charge up in any par-
ticular eclipse.
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3. There was an indication in the electron spectrum during eclipse charging that
the voltages in differential charging were limited by discharging currents of
secondary electrons from one part of the spacecraft to another.
4. Only one anomaly, in more than 100, occurred at any time near an observ-
able differential charging event. In all cases there was no evidence that the
spacecraft was charged to more than a few volts.
5. The anomalies attributed for lack of a better cause to arcing did, as before
on Meteosat-Fi, show a dependence on geophysical parameters, ie local time,
solar aspect angle and geomagnetic activity [see Figure 31.
6. When separated into four types of anomaly the solar aspect angle, and local
time dependence was different for all four groups.
7. The most common type of anomaly, the radiometer stoppage or position jump
was most common at the equinox and was associated with a period of sustained
high geomagnetic activity.
The conclusions of the analysis were that the anomalies were not the result of
differential charging but that they were caused by some external geophysical effect.
The four types of anomaly were caused by four different mechanisms.
Frezet et al 11989] have made an analysis of the charging of Meteosat with the
NASCAP charging analysis code. They find that the differential voltages developed
are greater at equinox and suggest that this is the explanation for the occurrence
of radiometer anomalies at this time. The charging levels they obtain are many
thousands of volts. However the only differential charging of the radiometer is
observed away from equinox, when the radiometer mirror is totally in shadow. Also
when anomalies occur there is no evidence of any charging. Finally Frezet et at only
developed such a charging scenario when extreme plasma conditions are used and
such extreme conditions were not observed by the monitors on Meteosat-F2 itself.
We were left with the situation that we still do not know what caused the anoma-
lies on Meteosat-F1 or F2. Spacecraft surface charging, or differential charging, ap-
pears to be ruled out. In their final report Johnstone et at [1985] suggested that it
might be caused by penetrating electrons producing deep dielectric charging. This
was partly based on the observation that a sustained period of high geomagnetic
activity was required to develop the effect, and that the trapped energetic electrons
are known to be slower to respond to geomagnetic activity than the plasma at en-
ergies of less than 20KeV. Therefore it was suggested that the third Meteosat flight
should carry a detector of more energetic electrons. Accordingly it was decided to
include in the payload the SEM-2 detector which measures the energy and angular
distribution of electrons in the energy range 30KeV to 300KeV.
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The behaviour of electrons above 30keV at Geosynchronous orbit has been stud-
ied by the Los Alamos group [Baker et al, 19811. In Figure 4 the average fluxes for
the whole of 1977 and 1978 are compared to the particles' range in aluminium as
calculated by the SHIELDOSE program: this shows that higher energy particles
can penetrate appreciable distances before being stopped. To penetrate 0.5mm into
polythene, an electron requires an energy of 200KeV (see Figure 5 from Powers et
al. [1981j). Deep dielectric charging, where penetrating electron fluxes may cause
buildup of charge and eventual breakdown in insulators, has been postulated as the
reason for anomalies on other spacecraft [eg Baker et al, 1986J.
2 Instrumentation
The measurement of electrons above 30 keV implies a different type of sensor to the
F2 instrument, which consisted of two electrostatic energy analyser/channeltron
combinations, giving differential energy measurements. The standard technique
for tens to hundreds of keV particles has become the surface barrier solid-state
detector [eg Aiello et al, 19751. Using electronic thresholds this technique also gives
differential energy measurements.
SEM-2 contains five surface barrier detector-collimator systems, arranged to
accept particles from 5 different angular ranges. The 5 ranges are of spacecraft polar
angle: azimuthal angle measurements are achieved by timing. Each of the detectors
has 5 different energy ranges; the energy acceptances were found by calibration at
the Goddard spaceflight center and are as follows:






Table 1: Lower level discriminator settings for SEM-2
Full details of the operation of the instrument are given in the final report to ESA
(Coates et al, 1989). Here we restrict ourselves to a description of the information
transmitted.
A transmission list is accumulated in 4 formats, approx 100 seconds. A complete
experiment cycle takes 500 or 600 seconds since one polar angle is sampled in each
4-format cycle. The raw parameters received on the ground are as follows, every
100 seconds.
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* A 5-point energy spectrum, compressed counts El-E5, for a particular polar
angle, summed over azimuth.
* A 6-point azimuth array, compressed counts AI-A6, for a particular polar
angle, summed over energy.
* Overflow information as appropriate for each of the above bins.
* Timing information to relate azimuth to spin phase.
* Synchronisation information for data checking.
e MUM parameters on SEU and latch-up.
Counts are converted to flux and plotted. The principal result of the data
processing was the provision of summary plots of the data from SEM-2. It is
essential that users of the SEM-2 data be able to tell from 'he plots alone, the general
behaviour of the plasma environment at all times and be able to identify times of
particular interest. To enable this, the plots contain parameters that summarise
the data, parameters that interpret the data further and associated parameters for
comparison. This led to the choice of eight panels of data presented on a single
page with one page per day; an example is shown in Figure 6. These panels are:
Total Flux; Flux; Spectral Index; Polar Flow; Azimuthal Flow; Anisotropy Index
and axis of symmetry; Kp; MUM and Latch-up.
2.1 Total Flux
Total flux of electrons within the energy range of the detector (42.9-300keV) and
summed over all polar and azimuthal bins.
2.2 Flux
This is the Flux (expressed as a grey scale level) in the % energy bands of the
analyser, from 43 to 300KeV. These energy bands are: 42.9 to 59.4KeV, 59.4 to
90.7KeV, 90.7 to 134.9KeV, 134.9 to 201.8KeV, 201.8 to 300 (nominal) KeV. These
data are summed over all polar and azimuthal angle bins.
The analyser returns integral measurements of counts versus energy. Counts
are measured as the energy cut-off or threshold of the instrument is progressively
raised. To calculate the counts in one energy band, the counts measured with the
cut-off at the top and bottom of that band are subtracted.
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2.3 Spectral Index
This index determines the 'hardness', or shape of the energy spectrum. This is
generally negative because, except in extraordinary cases, there are less particles
at high energy than at low energy. The index is simply the slope of the log of the
energy spectrum.
2.4 Polar Flow
This is the flux (expressed as a grey scale) in the 5 polar angle sectors of the
analyser. These sectors look in the polar directions 300, 60*, 90*, 1200 and 1500
to the spacecraft spin axis. The spacecraft spin axis is to a good approximation
parallel to the Earth's spin axis. The angle bins cover a nominal ±5°.
2.5 Azimuthal Flow
This is the flux (expressed as a grey scale) in the 6 azimuthal angle sectors of the
analyser. These sectors cover the angles 00 to 600, 600 to 1200, 120* to 180° , 180*
to 240°, 2400 to 3000 and 3000 to 3600, in spacecraft coordinates. Note that at 00
the analyser looks towards the sun.
2.6 Anisotropy Index and axis of symmetry
The anisotropy index describes the angular shape of the plasma distribution relative
to its axis of symmetry, shown as theta and phi. A trapped particle distribution is
a 'pancaked' i.e. enhanced perpendicular to the magnetic field compared to along
it. Where plasma is newly injected it tends to lie along the field line in a 'cigar-
shaped' distribution. The index is positive for pancaked distributions and negative
for cigar-shaped distributions. The anisotropy index is calculated [using techniques
adapted from Sanderson and Page, 1974, Sanderson and Hynds, 1977, Higbie and
Moomey, 1977] by fitting the data to a set of spherical harmonics. Since we believe
that the magnetic field organizes the plasma, then the axis of symmetry represents
the magnetic field direction. However, it does not distinguish between positive and
negative field directions.
2.7 Kp and Kp(r)
Kp is an index of planetary magnetospheric activity for the whole of Earth, in a
three hour period. In the monthly plots, Kp(r) is plotted. This is a weighted average
of successive Kp values and was devised by Wrenn [1987]. Many magnetospheric
processes are more dependent on the general level of magnetospheric activity in the
recent past than on the present level. Wrenn showed that anomalies on Meteosat-F2
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was better correlated with an appropriately time-averaged activity index than with
the real-time index.
2.8 MUM
The Memory Upset Monitor results are displayed as lines in the bottom panel.
These display the number of 'single-event upsets' i.e. errors found in a known
memory pattern, in the 4 memory zones of the test RAM. A test pattern is seen in
the plot when the instrument is first powered on. A fifth line in this plot shows the
occurrence of 'Latch-ups' where the test RAM attempts to draw excessive current.
This line can take only values 1 - Latch-up and 0 - no latch-up.
3 Typical events
To illustrate the envoronment at Geosynchronous orbit as seen by Meteosat-P2
SEM-2 we include some data examples.
27th June 88 (Figure 6): On the dayside, eg at 1300Z, a "pancake" distribution is
seen in the polar angle plot where fluxes are peaked at the equator: this is typical for
a trapped electron distribution diffusing into the loss cone. At approximately 0200Z
there is a typical isolated, injection event which shows some important features.
First the total flux drops by two orders of magnitude, relatively slowly. Then it
increases sharply to a level greater than before. Finally it decreases slowly to the
initial level.
In Figure 7 we have looked at the results from 4 satellites simultaneously to
the injection in Figure 6. Local time around the Earth is seen in the small inset
diagram; spacecraft I and 2 (Meteosat) see the injection, while 3 and 4 show velocity
dispersion with higher energy electrons arriving first.
The monthly summary example in Figure 8 shows the wider view of the dra-
matic events during March 1989. The spacecraft was outside the magnetopause for
significant times on March 13 since the magnetosphere was severely compressed at
that time.
4 Meteosat anomaly correlations
When comparing the occurrence of anomalies with the results from SEM-2 on a
monthly basis it soon became apparent that anomalies, particularly radiometer
anomalies, nearly always occurred when the flux of energetic electrons was high.
The problem then becomes to verify such an association statistically and then to
try and determine a causal link. While we have been able to achieve the former,
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the latter is still some way from a satisfactory conclusion. In other words there is
no doubt that anomalies and high energetic electron fluxes are linked but we do
not yet know if the energetic electrons cause anomalies and if they do, how they
do. Alternatively the high electron fluxes may themselves be the consequence of
another agent which is the actual cause of the anomalies.
A plot of the anomalies we have used in this study is given in Figure 9, where
we have organized the anomalies as follows:
RPJ Radiometer position jump
RDS Radiometer stoppage




RDS is by far the most frequent type of anomaly.
First we establish that the radiometer anomalies show the same systematic be-
haviour as on the previous Meteosat flight models. Figure 9 shows the local time
and annual distribution for the 76 unexplained anomalies seen in the first year.
They are essentially identical with distributions obtained for F2. In local time the
peak occurrence is in the period 02 to 05 local time but there is a non-negligible
rate of occurrence throughout the day. This distribution is reminiscent of the dis-
tribution of a type of charging event on Meteosat-F2 which were called barrier
events [Johnstone et al, 1985]. However none of the Meteosat-F2 anomalies was
concurrent with a barrier event. Anomalies are, as with F2, are most likely at the
equinoxes and least likely at the solstices. This demonstrates once again essentially
a dependence on solar aspect angle. The main conclusion we wish to draw from
this diagram is that the radiometer anomalies are caused by the same mechanism
as on Meteosat-F2. It is interesting to note that the anomaly rate is approximately
4 times that of F2, which suffered 80 anomalies in 4 years.
In the next series of plots the statistics of the average daily flux is examined.
Figure 10 is a histogram of the number of days in the year a particular value of
the daily average flux was recorded. For example the column labelled 7 contains
number of days the average fluxes were in the range 7000 to 7999. Thus this graph if
normalized would show the probability that the average flux has a particular value.
It could be used for example to calculate the amount of radiation a geosynchronous
satellite would encounter. Figure 11 shows the yearly total number of anomalies
which occurred on days with that average daily flux. Compared with the distribu-
tion of Figure 10 it is clearly strongly biased towards the higher fluxes. By dividing
the distribution of Figure 11 by that in Figure 10 we calculate the average number
of anomalies in a day if the average flux has the given value. This produces the very
striking distribution shown in Figure 12. Once the flux exceeds 19000 the average
daily rate is greater than one. This can be interpreted as the probability of an
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anomaly in given flux conditions. It is the first time we have achieved a connection
between a characteristic of the plasma environment and the occurrence of anoma-
lies. No such connection was found between the low energy plasma (E < 20 KeV)
environment and anomalies on Meteosat-F2.
This does not yet establish a causal connection because the high fluxes could be
caused by t'he same unknown phenomenon which causes the anomaly. What about
the annual variation in the occurrence? This could arise because the energetic
electron fluxes have a similar annual variation. In Figure 13 the mean monthly flux
(dotted line) is plotted with the monthly number of anomalies. Both show a peak
in March and April which were two of the most active months magnetically for a
long time. In Sept and Oct where the anomaly rate peaks the monthly mean flux
actually has its minimum value for the year. This suggests that there are at least
two independent factors responsible for radiometer anomalies; one is associated with
high fluxes of energetic electrons fluxes, and the other with the solar aspect angle.
It is possible that there is a third factor, which we see in the form of the local time
variation of anomalies. This is likely however to be linked to a local 'Lime variation
in the energetic electron fluxes. We have not been able to test this hypothesis yet
because of the need to develop some specialised software to access this aspect of the
data.
These results give us a positive result on the cause of anomalies for the first
time. It is difficult to achieve a better level of proof without having a clearer idea
of the mechanism which will allow us to develop a physical model which can be
directly tested. An attempt to do this based on deep dielectric charging will form
the next stage of our investigation.
The interaction between Meteosat and the environment is clearly a very complex
one which we do not yet understand. AIthovcgh spacecraft charging is significant,
and needs to be minimized as we have now learned, there are other things going on
for which we have not yet found the appropriate ameliorative methods.
Clearly the investigation should continue. Ideas of such effects as deep dielectric
charging are still vague and need to be sharpened. This may require laboratory
testing to try to replicate the phenomena, and the development of physical models
which can be tested against the observations. There is also still a need to observe
in more detail the interaction of a spacecraft with its environment and over a wide
range of energies.
5 Summary of results
* Unexplained anomalies on Meteosat-P2 have continued at a rate about 4 times
higher than that observed on F2. The P2 and F2 anomalies show a similar
local time and seasonal dependance.
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" The anomalies show a good correlation with electron fluxes in the range 43-
300keV. This is the first time that a correlation cf anomalies has been demon-
strated with the Meteosat in-situ environment monitor data - the charging in-
strument on F2 saw charging events but they did not correlate with anomalies.
Taken on its own the P2 correlation would confirm deep dielectric charging
as a possible mechanism.
" However the seasonal dependence of anomalies, which strongly peak at equinox,
show that at least one additional process is at work.
"* We still maintain that spacecraft charging cannot exolain the observed Me-
teosat anomalies, although it should still be minimised to avoid others.
6 Further study
Future study will be pursued on the following items:
"* Processing of further SEM-2 data (already underway at MSSL).
"* An explanation should be sought for the seasonal variation of anomalies on
Meteosat.
"* Further study is needed on the deep dielectric charging mechanism.
"* Further effort should be put into calculating dose rates and penetration depths
from the SEM-2 data.
"* Further instruments should be included on future spacecraft, not only Me-
teosat, to look at both charging and deep dielectric effects. For the Meteosat
series, higher energy electrons measurerments extending up to 1MeV are en-
couraged to study the deep dielectric charging in more detail.
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8 Figure captions
Figure I - An eclipse charging event seen by the F2 experiment. From the change
in the energy spectrum it is inferred that the potential of the whole satellite went
5kV negative relative to space in this eclipse. The rising peak is due to differential
charging of another part of the spacecraft at an even more negative potential (up
to 600V more negative). [from Johnstone et al, 19851.
Figure 2 - Example of a "barrier event" on F2. This is where part of the spacecraft,
electrically isolated from the rest, is shadowed and charges negatively as the whole
spacecraft does in eclipse. High potential differences between adjacent parts of
the spacecraft may then result in arcing. The low energy electrons observed in the
event are due to reflection by the potential barrier of photo- and secondary electrons
back to the spacecraft. While these events were correlated with radiometer mirror
shadowing they were not correlated with observed anomalies. [from Johnstone et
al, 1985].
Figure 3 - Distribution of F2 anomalies in local time and season [from Wrenn, 1989].
Figure 4 - Average electron flux spectra averaged over the 2 years 1977 and 1978. 90%
of the samples are below the top curve and above the bottom curve. Mean electron
ranges are also plotted. [fluxes from Baker et al, 1981, range from SHIELDOSE
code developed by Seltzer (NBS 1116)]
Figure 5 - Electron range in polyethylene [from Powers et al, 1981]
Figure 6 - Daily plot for 27 June 88 showing an injection event at 0220Z.
Figure 7 - Energetic electron measurements from various positions at Geosynchronous
orbit a-ound the earth (see inset), showing the 27 June injection on spacecraft 1
and 2 (Meteosat) and velocity dispersion effects on 3 and 4. 1,3,4 are US spacecraft,
those data courtesy LANL.
Figure 8 - Monthly plot for March 89
Figure 9 - All P2 anomalies as a function of local time and date
Figure I0 - Number of days with given average flux (thousands of flux units)
Figure 11 - Anomalies as a function of daily flux
Figure 12 - Average daily anomaly rate (anomaly probability) as a function of daily
flux
Figure 13 - Anomalies (solid line) and monthly mean flux (dotted line for different
months
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smrrri AwNYsis wrT A SIMPLE CAmRING OWE
Andrew J. Sims and Gordon L. Wrenn
Space Department, Boyal Aerospace Establishment,
Farnborough, Hants GU14 6TD, U.K.
Abstract
Computer simulation techniques using codes such as NASCAP have proved very
successful in tackling the spacecraft charging problem. Although a full dynamic three
dimensional code is required to model a spacecraft in orbit, simpler codes (eg MATCHG)
can do much to clarify the interaction between the environment and a surface. It is
difficult to obtain complete data on either the incident particle fluxes or the material
properties which determine the various current components. The latter are dependent upcn
particle energy which is in turn a function of surface potential; therefore the
resulting equilibrium and the charging time to attain this potential, are controlled by
a long list of input parameters. In order to assess the sensitivity of a solution to
each of these inputs, a simple code (EUIPOT) is used to calculate the net current as
surface potential is stepped from zero to that required for equilibrium (Jnet = 0). The
required accuracy for all the parameters is then established by successively introducing
a delta of 10% on eE zh. This sensitivity analysis is performed on the properties of a
shaded kapton patch on a spherical, conducting, sunlit spacecraft subject to an ambient
plasma environment which will produce large, negative potentials. Two main results are
obtained: firstly, identification of the important role played by the high incident
energy part of the secondary electro yield curve and secondly the ability of a low
density, cold plasma component to limit negative charging.
1. Intrdci
Much effort has been expended in the development of software used to model the
charging of spacecraft by magnetoepheric plasmas [eg Katz et al, 1977). Fully dynamic,
three dimensional codes are essential for determining the complex potential contours and
differential potentials which develop around a spacecraft composed of many different
surface materials in a complicated geometry. In order for such codes to give reliable
results, it is essential that the basic interaction between the plasma environment and
a given surface material is we'.l understood.
By considering incident ion and electron currents to a surface (a function of the
plasma environment and surface potential) and the secondary currents emitted from a
surface (a function of the incident currents and surface material properties) it is
possible to construct a simple numerical simulation to determine the equilibrium surface
potential at which the net current to the surface is zero. Such a code may be used to
assess the sensitivity of the solution to small changes in the input parameters which
define the plasma environment and the surface material properties. The results of such
a sensitivity analysis provide an estimate of the error bars on the results of more
complex charging codes and also indicate where more accurate material data or plasma
measurements must be made.
The EQUIPMT code has been developed to compute the equilibrium potential of a
surface in a given plasma environment, and therefore provides an ideal framework for
carrying out a detailed sensitivity analysis. This paper gives a brief overview of the
OD Controller, 1150, London 1981 The U.S. Government Is authorized to rproduCe and sell this report.
PermisSIon Jor furthey reproucttion by others must be obtainea I,0m
the wOpyf|ght owner.
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co&e and presents the results of a sensitivity analysis performed using the code. The
scope of the analysis described here is limited to the study of a shadowed or partially
illuminated kapton patch on a sunlit, conducting aluminium spacecraft structure. The
environment chosen is a severe double maxwellian, with an additional component
representing the cold plasma population. The results presented show the effects of small
changes in the surface characteristics of kapton and the incident enviroment.
2. The HWIPOT oode
The development of EUIPOT is based on a number of requiremts. These are
described below, together with details of the code.
i. The 1isic geaewtry u-sed by the tx-de should be as simple as possible in order to
allow modellijzg of differential chargin. EQUIPrT computes the equilibrium potential
of a patch of dielectric material (or floating conductor) on an underlying spherical,
conductirg spacecraft. The solar illumination of the patch and the structure may be
varied independently. The Debye sheath which develops around the patch may be set as
either planar or spherical. The simple geometry used by CUIFPOT is shown in fig. 1. It
is intended that the planar, or thin sheath approximation resulting from sheath limited






ALUMinium structure Retarding Accelerating
Fig. 2. Iffect of geometry on a probe current-veltage
Fig. 1. Schematic shoving the geometry used by EQlIPOT characteristic
collection is used in conjunction with LEO environments, where the Debye lerwth is of
the order of a few millimetres; the spherical or thick sheath approximation, resultirn
from orbit limited collection is more representative of the conditions which prevail
in GEO where the Debye length is of the order of hundreds of metres, uich larger than
a typical spacecraft. Clearly, these two approximations represent limiting cases,
realistic conditions will fall between these extremes, ae shown in fig. 2. Following
Katz and Mandell [1982), the currents considered are due to incident electrons,
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h.ckzcattered electrons, incid-nt ions, zecondary electrons from incident electrons and
ions, photo-emission and conduction. The latter involves the thickness and conduct-vLty
of an insulating material, or the thickness and conductivity of a dielectric substrate
for an isolated conductor. The relative permittivity of the dielectric in each case
affects the capacitance of the surface element and the re-sulting charging time-
ii. Vie numierical methods used tJhz xihot the code :hould be as simple as possible and
,nun times should beI c.nsistent witli vn interactive ctode. EQUIPCIT uses a simple voltage
stepping algorithm in order to determine the equilibrium potential. Mathematically,
finding the equilibrium potential is a straightforward root-finding exercise; therefore
it would be possible to employ fast and efficient algorithms to determine the solution.
However, simply stepping the surface potential from an arbitrary starting point (usually




F'.ig. 3. VoltaVe stepping algorithm used by iQUIPOT
that sultiple root cases are handled properly, and also shows how each component of t•he
net current changes as a function of surface potential. EQUIFEJT also includes a facility
to compute the current-voltage relationship for a surface between user defined
potentials. Fig. 3 shows the simple voltage stepping algorithm used by •UIKY'T.
iii. Th2e enivi rc'nyr~it def!~i2 tion s•hould be as flex•ible as Fossible. •LUJI'• accepts
plasma environments as tables of measured particle spectra, single, double or trpipe
maxwellian components, or combinations of all these. For example, if measured spec-tra
are available for a given energy ran•ge, it is possible to append max~wellians which give
realistic fluxes outside this range. Alternatively, the environment may be defined
entirely by naxwellian components. EQUII'OT1 splits the incident particle spectra into
a series of monoenergetic "swarms" and computes the net c.urrent due to each "swarm'
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Hence the speed and accuracy of the simulation are functions of the number of equial
logarithmic energy steps used to define the incident particle energy. range (usually from
1 eV to twenty times the temperature of the hottest maxwellian component). In general,
it has been found that 100 steps per integration give sufficiently accurate and quick
results.
iv. Material pr'perties ahould be defined in tMe standard tSCCAP form. Although EJUIPUT
uses the same general format as NASCAP C[andiell et al, 1984], there are some important
differences. The properties of thickness, conductivity and dielectric constant relate
to the insulating patch, or to the dielectric separating the floating conductor from
the spacecraft structure. Hence, these values are input to the code separately from the
normal material properties. Secondly, NASCAP replaces some of the input property values
relating to secondary electron emission with re-computed values. Since EQUIPOT treats
secondary electron emission (SEE) differently, this method is not adopted.
v. E&phasis should be placed on modelling the secondary electron emssion yield
function. This plays a crucial role in the computation of equilibrium potential [Katc
et al, 1986]. Hence EQUIPOT supports a number of different empirical and theoretical
secondary electron emission yield models: these will be referred to as the "Katz" model
-LKatz et al, 19773, the "Whipple/Dionne" model [Whipple, 1981) and the "Sternglass"
model C Steznglass, 1954]. EQUIFOT also supports normal or isotropic SEE yield functions.
vi. The code should be an interwctive, "engineering tool. 0UI1POT has been developed
with a menu-driven user interface, pre-defined material and environment definition files
and a continuously displayed panel indicating current set-up (eg floating and structure
material type, integration step size etc). For a given set of input parameters, the
equilibrium potential is computed in a time of typically 1-2 minutes, allowing many
permutations and combinations of parameters to be assessed at a single session.
3. Semsitivity Analysis
Me th'z'd
The analysis was performed assuming a kapton patch on a spherical, alumini<un
spacecraft. The structure is assumed to be sunlit, and therefore floats at a few volts
.positive. The surface properties of kapton are given below (E.J. Daly, EA, unpblished
crnnunication, 1989):
Thickness : 25Pm
relative permittivity : 3.0
conductivity : I.OE-15 mho/m
atomic number : 5.0
Max. normal SEE yield : 1.9
Energy at max normal SEE yield : 0.20 KeV
yield of 1 KeV protons 0.455
energy at max proton yield : 140.0 KeV
photoelectron yield : 2.OE-5 Am0
The sensitivity analysis computes the change in equilibrium potential as each parameter
on this list is varied. Where appropriate, the input parameters are varied by 10% in
each direction. The environment chosen for the study is a variation of the worst-case
SCATHA environment £[,tillen and Gussenhoven, 198-7, modified to give an equilibrium
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potential of -M0O0 kV when applied to the defi-nition of kapton giver above. This
provides a ,:onvenient datum which is used thrrughcut the study, since the percentage
change in the result is simply the amw-unt that the equilibrium differs frrm -!V.0 KV
divided by 100. The double maxwellian envirornment with an additional cold plasma
component ;s defined as follows,;
Ne, = 0.9 cm', Te, = 600.0 eV
Ne, = 2.1 cm", Te, = 26000.0 eV
NeM = 0.1 crn-I, Te, = 1-0 eV
Ni, = 1.0 cm', Ti, = 350.0 eV
Ni, = 0.7 cm', Ti, = 25000.0 eV
Ni,= 0.1 cm", Ti, = 1.0 eV
This differs from the SCATHA worst case environment in two ways; firstly a low density,
cold plasma component has been added and secondly the electron and ion der-sities -,f .he
"hot' component have been adjusted to give the required equilibrium potential.
It should be noted that the equilibrium potential of -10.0 KV obtained with the
data shown above used the Katz model of secondary electron emission and assumed
isotropic particle incidence. The time taken for the kapton to reach this equilibrium
potential was 4.0 hours.
m.5.--.o% 1
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Variation of parameters affecting the conductivity current
The thickness of kapton and its conductivity affect the conduction current to the
structure and hence the equilibrium potential. Fig, 4 shows how th equilibrium
potential, V, varies as the thickness of kapton is increased from 5wm to 200Zm. At
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fig. 5. Equilibrium potential as a function of the bulk conductivity of
kapton
below this value, changes in thickness cause major changes in V,. Fig. 5 shows how V,
varies for 25pm kapton as :mlk conductivity ranges from 1.OE-14 to 1.OE-16 mho/m. The
significant change resulting from making kapton slightly more conductive is evident.
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fig. 6. tquilibriua potential as a function of illumination angle for
a kapton surface
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It is instructive to illuminate the kapton patch at oblique angles of ii~cidence.
EQUIPOT allows the cosine of the sun angle to be input, where- 1.0 represents normal
solar incidence. Fig. 6 shows how V, is affected by the variation of illumination angle
from complete shadow (90.-00) to near 7? when negative charging is completely prevented
by the current of photoelectrons.
Variation of SEF currznt for isotropic p•ir!e incidence
An isotropic flux tends to increase the value of the maximum secondary electron
TABLE 1. Parameters defining the TABLE 2. Results of variations in the
isotropic SEE yield function isotropic Katz expression.
Variation d.. 1  F., (eV) V1 (V)
SEE model d , E., (eV) ......................................default 2.740 338.0 -100C0
d,. + 10% 3.014 338.0 -9879
Katz et al, 1977 2.74 338.0 d.., - 10% 2.466 338.0 -10152
Whipple, 1981 2.77 338.0 F.,, + 10% 2.740 371.8 -9998
F... - 10% 2.740 304.Z -10004
emission yield and moves its position to a higher energy [ Whipple, 1981 . "wo of the
secondary electron emission yield models supported by EQUIFTYr (the :Katz and
Whipple/Dionne expressions) include an expression which corrects for isotropic
incidence. The positions of the peaks in the corrected models are shown in table I and
the full SEE cur/es are shown in fig. 7. Although the peak positions are in gocd
agreement, the main difference between the curves is apparent at high incident energies
where the Whipple/Dionne expression gives a mich higher yield.
Table 2 shows the results of varTing the maximum yield and its position for the
(isotropic) Katz expression by 10% in both directions. Since only the posit.cin of the
peak is being changed by small anmounts, and the shape of the high energy tai-. of tne
distrib~tion changes very little, the equilibrium poter~tial is affected only sign.tly
(less than 2%).
TABLE 3. Results of variations in the
isotropic Whipple/Dionne expression
Variation c•* E,,4,(eV) V. (V)
default 2.770 338.0 -2805
d,. + 10% 3.047 338.0 0
- 10% 2.493 338.0 -4130
+ 10% 2.770 371.8 -2257
E... - 10% 2.770 304.2 -3327
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Table 3 shows the results of a similar analysis performed using the Whipple/Dionne
expression. Two points are evident: firstly the absolute equilibrium potential is only -
2.3 kV, significantly different from the results obtained with the Katz model, and
secondly, V, is much more sensitive to small changes in the peak position. Once again,
it is the high incident energy tail of the distribution which gives a much higher yield
than the Katz expression, and is much more sensitive to changes in the peak position.
It is not intended that these results make any statement about the applicability
3.00
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of various SEE models, but they provide a clear illustration that the choice of SEE
model is critical. In particular, they demonstrate the importance of correctly modelling
the high incident energy tail of the SEE yield function.
Variation in SE current for normla particle incidence
TABLE 4. Results of varying the normnal SEE function
SEE function
Katz Whipple Sterng lass
Variation d. E., (eV) V. V. V.
default 1,90 200.0 -15008 -11913 -15642
4., + 10% 2.09 200.0 -14941 -11463 -15640
d., - 10. 1.71 200.0 -15075 -12337 -15644
,., + I.0% 1.90 220.0 -15007 -11765 -15637
F,, - 10% 1.90 180.0 -15009 -12068 -15647
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It is instructive to repeat the calculations of the previous section for SEE yieli
functions based on normal particle incidence. It should be noted that the expression
for tackscattered electrons is also corrected for normal incidence- For this case,
EQUIF•yI also supports the commonly used Sterng .s expression as well as the normal
versions of the Katz and Whipple/Dionne expressions. Fig. 8 is a plot of the three
functions. By definition, all three curves share the same peak position although it is
once again evident that the main difference occurs at high incident energies. Table 4
shows the result- of small (10%) movements of the position of the peak on equilibrium
potentials obtained with each of the three expressions. For the Katz yield function,
changing to normal incidence has reduced the total secondary yield, such that the
equilibritum potential is now near -15 kV. Both the Katz and Sternglass expressions are.
relatively insensitive to moving the location of the peak, in fact, small charges in
the energy of the peak have almost no effect. ChangLng the maximum yield by 10:% in.uces
changes of less than 1% in the equilibrium potential. V, computed with the
Whipple/Dionne expression changes by almost 4% for .0% changes in the position of the
peak.
As observed for isotropic incidence, the equilibrium potential is much more
2 .0('
1.60 '
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sensitive to changing the secondary yield model rather than changing the peak position
for any single model.
Changes in the current of backscattered electrons
The model used for the backscattered electr- -i yield is that described by Whipple
[khipple, 1981>. The yield is a finction of the atomic number of the surface material
and also whether particles are incident normally or isotropically. EQUIPOT uses the
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TABLE 5. Resulc of small
changes in Z.
Variation Z V, (V)
default 5.0 -10000
Z 1 10 5.5 -9933
Z - 10% 4.5 -10077
isotropic correction automatically if the SEE yield function is chosen as isotropic,
hence effects of the different backscatter coefficient for normal or isotropic incidence
are included in the analysis of the secondary electron yield function. Therefore the
atomic number provides the only parameter which might sensibly be varied over a limited
rag•e in order to investigate changes in the energy dependent backscatter coefficient.
The results are shown in table 5 and demonstrate that the effect of changing Z is small
(less than 1% for 10% changes in Z).
L72anes it) tJhe sexndary electron curzent due to ion impact
The yield function used is that described by Whipple [ Whipple, 1981 ] and is
TABLE 6. Effect of varying SEE due to ion impact
Yield FB..
Variation (1 KeV)(KeV) V
, 
(V)
Default 0.455 140.0 -10000
Yield at I Kev + 1(r% 0.501 140.0 -9604
Yield at I KeV - 10% 0.410 140.0 -10483
Max yield energy + 10% 0.455 154.0 -9965
Max yield energy - 101. 0.455 126.0 -10049
No SEE due to ions -20797
defined by two parameters; the yield for incident 1 KeV protons, and the energy at the
maximum yield. The results of varying these parameters by 10% are shown in table 6. All
resulting changes in V, are less than 5%. However, it is interesting to note the effect
of neglecting this current component; the equilibrium potential approaches -21 KV.
a7xges in the definition of the plasma envirorment
Finally, it is important to assess the effecta of making small changes in the
density and temperature of the maxwellian components used throughout this study.
Firstly, the effect of the cold plasma added to the severe SCATHA environment must be
investigated. A density of 0. 1 cm' is too small to be measured, the effects of both
removing it completely and also increasing it are summarised in table 7. This is a very
significant result and shows how the presence or absence of cold plasma at GEO can
significantly affect spacecraft charging.
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TABLE 7. Effect of varying tne thermal ion density
Ni1  Ti,
Variation (cm•') (eV) V, (V)
Thermal ions absent 0.0 1.0 -16056
Default 0.1 1.0 -10000
Increased density 0.2 1.0 -7829
Table 8 shows the results of varying the density and temperature cf -he two main
TABLE 8. Effect of varying
plasma density and temperature.
Variation V. (V)
De.fault -10000
Ne. + 10% -10651
Ne. - 10% -9362
Ni, + 10% -9925
Ni, - 10% -10082
Te. + 10% -10721
Te: - 10% -9282
Ti- + 10% -9975
T - 10M. -10032
Ne1 + 10% -10000
Ne - I0% - 10000
Ni, + 10% -9818
Ni, 10% -10225
Te, + 1M% -10000
Te, - 10% -10000
Ti, + 10% -10085
Ti, - 10% -9911
electron and ion plasma components by 10%. The colder (600 eV) electron component does
not contribute to the current balance when the spacecraft potential exceeds several
thousand volts negative, hence, as observed, it has no effect on a spacecraft
equilibrium potential of around -10 KV. Changirg the temperature and density of the
"hot" electron component results in changes of less than 8% in V., whilst similar
changes in the -hot' ion ccmponent give rise to changes in V, of less than 1%. It is
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interesti-ng to note that an increase in the tempe-rature of the "hot" ion component makes
V, less negative, whilst increasing the temperature of the cold component has the
opposite effect, although both changes are small (less than 1°.),
4. Conclusions
Although the Zcope of this study is limited to a single material in a single type
of environment, it has yielded some valuable results. Two main features have emerged;
the importance of correctly modelling the high incident energy part of the secondary
electron emission yield function and the importance of the role played by a -old plasma
population.
The temperature of the "hot" electron popilation (25 KeV) chosen for this study
corresponds to a position on the SEE yield curve of between 75 and 125 times the energy
of the yield peak. It is at these energies, where the yield is less than 0.2, where
various models disagree. Further SEE yield measurements at high incident energies are
necessary to resolve this problem. It may be more sensible for codes such as EQUIPOT
to use direct SEE yield data, rather than rely on an empirical relationship.
Since thermal ions are rarely completely absent from the geostationary plasma
environment, par-,icularly during prolonged geomagnetically quiet periods, it is essential
to include their effect in any charging simulation.
EQUIPrJT has proved to be a very flexible tool in performing this type of analysis.
Future studies are proposed which include investigation of the behaviour of materials
in measured geostationary plasma environments with a view to explanations of the
"eclipse' and 'barrier" charging events observed on the Metecsat-2 spacecraft (Wrenn
and Juhnstone, 1987].
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LABORATORY STUDIES OF SPACECRAFT CHARGING MITICATION TECHNIQUES
K.L. Giori, R.C. Adamo, J.E. Nanevi(z, J. Kositsky
SRI International
INTRODUCTION
In the early 1970s, spacecraft charging was first suspected as the
cause of numerous scientific and operational anomalies on synchronous
orbit spacecraft. Since then, various tools and techniques have evolved
in an effort to study and mitigate undesirable charging effects. These
tools range from sophisticated, complex theoretical and computer model
analyseis and system-level tests to over-simplified paper studies and
"band-aid fixes," several of which appear to have had, on occasion, some
success.
Aside from single-event upsets (which are not addressed here), the
most common spacecraft charging problems on nonscientific geosynchronous
spacecraft result from differential static-charge buildup. When this
differential charging, on the surface of (or interior to) the spacecraft,
reaches a level sufficient to cause energetic electrostatic discharges
(ESDs), circuit errors or damage may result.
As is true of virtually all electromagnetic transient interactions
with systems, the undesirable effects of charging and subsequent discharg-
ing can best be mitigated by reducing or eliminating the electromagnetic
sources themselves. If this procedure is not practical or possible, an
alternative approach is to reduce the coupling of the troublesone
transients to the sensitive systems by employing sound electromagnetic
design techniques. Reducing the susceptibility of the systems themselves
to the effects of electrical transients is still another poss'ble
approach.
This paper deals with practical internal and surface discharge
mitigation techniques developed and verified as part of SRI's ongoing
spacecraft-charging studies.
All of the measurements described here were performed in the SRI
Spacecraft Charging Simulation Facility (schematically illustrated, in one
possible configuration, in Figure 1). This facility has evolved over the
past two decades to include environment-simulation components (high-energy
electrons, vacuum, and optical illumination) with electromagnetic and
electrostatic measurement instrumentation. It provides a flexible
environment for reliably measuring key parameters in charging studies of
spacecraft materials and components [Nanevicz and Thayer, 1986; Thayer et
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Figure 1 EXPERIMENTAL SETUP
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Internal (Deep Dielectric) Charging and Discharging Mitigation
Internal charging is caused by high-energy charged particles
(typically 0.3 to 5 MeV electrons) that penetrate the outer layers of
spacecraft structures and collect in internal dielectric materials. If
these materials are sufficiently good insulators, charge build-up may
proceed fastIr than charge bleed-off, even at low incident flux densities
(a few pA/cm ). The resulting electrostatic fields and subsequent
discharges from internal system components (such as fiberglass circuit-
boards or Teflon-insulated wires) can couple very strongly to sensitive
components causing system upset or damage.
The flux of energetic particles that can penetrate the satellite skin
is much smaller than the flux of particles that can charge surface
dielectrics to discharge levels. Thus, far fewer internal discharges are
expected to occur. Those that do occur, however, are much more likely to
affect internal systems, since the source and the victim-circuit are more
closely coupled by their proximity.
Possible solutions to the internal discharge problem include (1) the
use of additional conductive shielding material in the satellite skin and
internal electronic boxes, and (2) the use of lower resistivity materials
in internal assemblies. The first solution, however, often imposes
unacceptable weight penalties, while the second is difficult to implement
either due to functional requirements or to a lack of qualified materials
and processes.
Perhaps the most widely used electronic-system component that can
produce serious internal discharge problems is the ubiquitous printed
circuit board. By nature of its primary function, the circuit board typi-
cally consists of large areas c, excellent insulating material in intimate
contact with sensitive electronic components. The experimental work
described here was based on the conjecture that appropriate circuit board
coatings could control the static field structure at the board's surface,
thereby reducing the occurrence and severity of internal discharges
without degrading the overall circuit-board function.
In our initial experiments, we used fiberglass/epoxy circuit cards,
typical of those used in fabricating spacecraft instrumentation. Copper
traces were etched on these circuit boards, but no components were
installed. For each set of tests, three identical cards were prepared.
One was left bare, one was coated with a standard conformal protective
coating, and the third was flashed with an approximately 2000 X layer of
aluminum over a conformal coating.
Both the uncoated and the conformally coated circuit boards
experienced many electrostatic discharges. The frequency of these ESDs
increased with the test electron-beam current density. The morphology of
these ESDs is such that electrons are thought to "blow off" the surface,
causing radiated electric fields that propagate and possibly couple into
sensitive systems. These discharge processes can be very energetic, with
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a typical blow-off current pulse peak of 4 A and a radiated electric field
of 2 kV/m in the immediate vicinity of the discharge (5 10 cm).
The vacuum-deposited aluminum coating on the third board constrained
the charge embedded in the dielectric into either bleeding off or produc-
ing only minor discharges to the conductive aluminum. No discharges above
the instrumentation thresholds were observed on the aluminum-coated
circuit board [Nanevicz and Thayer, 1986].
An aluminum flash coating has been used and flown as a mitigation
technique for some Los Alamos National Laboratory sensors that were
experiencing frequent anomalies in space. The aluminum flash technique
was successful in eliminating all such anomalies on later sensors. These
results are detailed elsewhere in these proceedings in a paper by
Berzins et al.
A follow-on experiment was performed at SRI on functioning micro-
processor circuit boards. These were exposed in the vacuum chamber facil-
ity to particle-radiation conditions simulating the synchronous space
environment. The boards (containing CMOS components) ran identical
looping programs to write to and read from memory, while an external
computer checked for errors. Again, uncoated, conformally coated, and
specially treated circuit boards were tested. The special treatment in
this case was a carbon-loaded acrylic topcoat over the conformal coating.
As before, the untreated and conformally coated circuit boards
experienced ESDs that caused upset and latchup. The boards with a carbon-
loaded topcoat, however, showed no evidence of discharges or circuit
upset, even when exposed to the harshest beam conditions. The effective-
ness of the resistive topcoat is believed to be due to the same mechanisms
that worked for the aluminum flash coat: (1) the addition of the resis-
tive topcoat may significantly reduce regions of high field concentration
where discharges tend to be initiated, (2) the resistive coat may act as a
sink that facilitates charge migration through the dielectric conformal
coating, and (3) the resistive coat may limit th2 size or energy of the
discharges such that the signals produced are below the threshold of
detection and upset (Thayer et al., 1987].
External Charging and Discharge Mitigation
External discharge phenomena are caused by charged particles (typi-
cally 1 to 100 keV) that deposit in the outer dielectric materials of the
spacecraft structure. Materials with sufficient insulating properties may
readily charge in the space-plasma environment.
Spacecraft materials, such as optical solar reflectors (OSRs) or
various types of multilayer insulation (MLI) that typically blanket the
spacecraft, are chosen primarily for their excellent thermal-optical
properties. Each material tends to charge and discharge at varying
threshold energy and current flux levels. The presence of exposed conduc-
tors and other materials complicates the mechanisms of differential charg-
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ing and discharging, as well as the strength, frequency, and location of
surface ESDs. Furthermore, the susceptibility of interior components
depends on the electromagnetic interference and compatibility protection
offered by the satellite's design (i.e., whether the satellite acts like a
good Faraday shield against externally generated electromagnetic
radiation).
Mitigating external discharges is difficult because of the limited
selection of materials that can provide the necessary thermal-optical
properties. In addition, the design and fabrication of a Faraday barrier
that is robust enough to exclude all external discharges from coupling to
internal electronics may be logistically prohibitive or require too much
added weight.
An effective and feasible means of controlling large surface
discharges may be the introduction of a low-density cool plasma about the
spacecraft. Studies performed in SRI's Spacecraft Charging Simulation
Facility show that the presence of an ambient plasma greatly modifies the
way in which charge collects on a dielectric surface. In particular, the
addition of a low-density cool plasma reduced the charge residing on a
Kapton sample surface to zero. The same sample readily charged and
discharged in the absence of cool-plasma injection. This result may have
important implications in the design of automatic systems for the
discharge of satellites [Nanevicz et al., 1988].
Another mitigation technique that was experimentally tested at
SRI was the use of thin thermal blankets. Very thin Kapton (< I mil,
aluminized on the inside grounded surface) did not produce a detectable
discharge, but thicker Kapton readily charged and discharged. Surface
potential measurements of the very thin Kapton samples were very much
below the high surface potential values of the thick Kapton. The lack of
charge buildup in thin Kapton may be due to (I) the ability of the more
energetic electrons to pass directly through the thickness of the samples,
and (2) the reduction of the charge relaxation time for thin samples,
whereby charged particles embedded in the Kapton can migrate quickly
through to the conducting bottom surface [Adamo et al., 1987].
SRI also tested the charging and discharging characteristics of
various other spacecraft materials. Flex cable made of copper inter-
connects embedded between two layers of Kapton produced discharges, some
of which were dramatic and extended the entire length of the copper strip.
Conclusions
SRI's laboratory measurements verify that system anomalies, upset, or
damage can be caused by electrical discharges that may occur on internal
or external surfaces and couple large unwanted transient signals into
satellite circuitry.
Internal circuit boards that may store charge, and subsequently
discharge, constitute the most direct energy coupling available to damage
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components. Laboratory measurements also verify that conductive or resis-
tive coatings applied on the surface of such boards minimize charging and
eliminate discharges.
External dielectric surfaces such as Kapton and OSRs were observed to
charge and discharge. Introduction of a low-density cool plasma
eliminated these discharges. When using thin (< 1 mil) instead of thick
Kapton, the discharges also disappeared.
Various types of materials, cables, and other exposed elements of
satellite systems can be tested for charging or discharging character-
istics in SRI's Spacecraft Charging Simulation Facility. Using laboratory
measurements performed on a Los Alamos sensor experiencing anomalies, we
proposed a "modification" that was later flown successfully in space.
An important step forward in the future of space experimentation will
be the ability to verify laboratory and theoretical modeling studies with
in situ experiments. A small, lightweight, low-power diagnostic package
should be flown on many operational satellites to monitor the space-plasma
environment, record the strength of any ESDs, and provide quasi real-time
data on satellite interaction with the environment. Such data would
enhance our understanding of the link between the space environment and
satellite anomalies.
SRI's continued involvement in spacecraft charging and ESDs has led
to the development of a prototype diagnostic package to monitor the
environment and transients. The subsequent flight hardware will weigh an
estimatid 5 kg, consume approximately 7 W of power, and require about
4000 cm of space.
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THE ELECTRICAL PROPERTIES OF ZOT AFTER






Experimental results show that the moisture content of ZOT paint
provides a medium for ionic conductivity to occur, increasing its observed
conductivity significantly. By extrapolating the test data the resistivity of
ZOT, in the absence of moisture, is determined to be 1014 ohm-cm. Therefore,
ZOT cannot be regarded as a conductive paint.
INTRODUCTION
The Galileo (GLL) spacecraft (Leung, 1985), which was launched from
Shuttle in October, 1989, will orbit Jupiter in 1995. One of the scientific
objectives of Galileo is to perform detailed measurements of the charged
particle distributions at Jupiter; in particular, the charged particles that
carry the current 41n the Io flux tube. The Plasma Instrument (PLS) on board
Galileo was designed to accomplish this goal. It has the capability of
measuring charged particles in the energy range of 0.1 eV to 5 eV.
In order for PLS to achieve its measurement objectives, the electric
field gradient in the vicinity must be minimized. For this reason, a rigid
equipotential requirement was imposed on Galileo. Specifically, the potential
difference between any two surfaces had be less than 10 volts, making Galileo
an almost equipotential spacecraft. In order to qualify as such most of the
Galileo surfaces were made from conductive materials. However, in some cases,
conflicts with other engineering constraints required the use of new materials
with marginal or unknown properties. The acceptability of these materials was
usually evaluated by tests which included:
1. measurement of conductivities;
2. measurement of the surface potential in the simulated charging
environments.
Usually at least one of the above tests was performed. A typical
example is the evaluation of thermal control white paint. Unlike the black
paints, which can easily be made conductive with the addition of the
appropriate amount of carbon, white paints are usually nonconductive. For
Galileo, an effort was made to identify/formulate paints which would satisfy
the Galileo equipotential requirements. Zinc orthotitanate (ZOT) was
identified as a possible candidate conductive white paint. During the
development of the Calileo spacecraft, several sets of tests were performed to
determine the acceptance of ZOT paint. This paper summarizes the results
obtained in the latest round of tests.
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TEST SETUP AND ENVIRONMENTAL CONSIDERATIONS
Since the space environment plays a very important role in determining
the electrical properties of a material, the parameters which can affect the
electrical properties of ZOT must be carefully considered in this test. For
paints, the important parameters are:
I. space plasma environment,
2. surface temperature,
3. moisture content.
Extensive literature is available on the simulation of the charging
environment in space (Adamo, 1985). For this program, the energetic electron
environment of Jupiter is simulated by the use of a mono-energetic electron
beam. Although this technique may over estimate the levels of differential
charging, it does provide an upper bound to the predicted charging levels.
In a typical test, a test sample is irradiated by an electron beam (Fig.
1) and the resulting surface potential is measured by a non-contacting
electrostatic probe. The parameters of the electron beam are selected so that
the charging environments to be encountered can be adequately simulated. For
the Galileo project, these environments are Jupiter's Plasma Sheet and Earth's
Geosynchronous environment. Table 1 shows the test parameters corresponding
to these two environments.
Table I. Simulation of Galileo Charging Environment
Regions Electron Beam Parameters
Jupiter's Plasma sheet 10 KeV at 0.05 nA/CM2
Earth's Geosynchronous 10 KeV at 0.5 nA/cm
2
Temperature is a very important factor in determining the conductivity
of a non-conductive material. For a good dielectric material, the conduction
of charge/current is a direct result of electron motion through the material
(Sessler, 1980) and hence its conductivity is directly proportional to the
mobility of elec- trons within the material. Depending on the particular
material, the electron mobility can be very sensitive to temperature.
Therefore, the charging of ZOT should be performed at its predicted
temperatures. In the test setup, a baffle which allows the passage of liquid
nitrogen (LN2) or hot gaseous nitrogen is used to control the temperature of
the test sample (Fig. 1).
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When paints are first mixed and applied to a surface, their moisture
content is usually very high. Even after curing, water molecules are still
chemically bonded to the paint constituents, and these molecules are often
difficult to remove. In addition, ZOT absorbs moisture from the ambient
environment rapidly. In an environment of 50% relative humidity, the moisture
content of ZOT could amount to as high as 0.1% of its mass.
The presence of moisture can modify the observed conductivity
significantly through the process of ionic conductivity. In the presence of
water content, the chemicals in the paint can be dissociated into ions. For
example, in ZOT the following dissociation process may take place:
Zn(TiO.) -- > Zn+÷ + TiO2 --
In the presence of an external electric field due to charging or from an
external bias, these ions can move along the field lines and contribute to the
measured current. Consequently, the observed conductivity of ZOT is usually
higher in the presence of moisture. For an aqueous solution, the ionic
conductivity increases with the number of ions present (Crow, 1974). For this
reason, the apparent conductivity of ZOT would increase with the amount of
water in the paint.
The Galileo spacecraft will transverse within 0.5 AU of the sun, and six
years will elapse before its first encounter with Jupiter. It is expected
that the moisture content of ZOT will be almost zero by the time of the
Jupiter encounter.
Originally, it was believed that if a material evaluation test was
performed under vacuum conditions, the moisture content of the sample would
not be significant, and the ionic conductivity would not play a role.
However, preliminary results of conductivity measurements (Robinson, 1981)
obtained under vacuum conditions seemed to indicate that the conductivity of
paint does tend to decrease as a function of time. A possible explanation for
this phenomenon is that the water content of the paint sample has not been
completely eliminated. Consequently, a method must be devised to perform the
charging/ conductivity tests with the water content of the paint sample
resembling what it would be after prolonged exposure to the space environment.
For this recent test program, the ZOT paint sample was exposed to a sequence
of thermal/vacuum conditions aimed at driving the water out of the test sample
in the shortest time possible.
DESCRIPTION OF TEST TIMELINE
The timeline of this test sequence is shown in Figure 2. In designing
this timeline, the cost of using the vacuum chamber (which is the main cost
driver) was taken into account. Therefore, only five days of test time was
allotted. The sample was placed in an oven and after being prepared,
underwent a preliminary bakeout process at 140*C under atmospheric pressure.
The sample was then transferred to a vacuum chamber and underwent further
bakeout at a temperature of 120°C. This bakeout process occurred with the
ambient pressure maintained at 10- torr or below. During this time, the
sample was irradiated by an electron beam and the resulting surface potential
was measured (Fig. 2). At the end of the fourth day, the bakeout process was
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terminated. The surface potential of the ZOT paint sample, when irradiated by
an electron beam at various temperatures, was taken and measurements were
performed over a two day period. Once the ZOT sample was placed in the vacuum
chamber, it was continually exposed to vacuum conditions during the five days
of test. This was to prevent the absorption of moisture content from the
atmosphere.
RESULTS OF THE ELECTRON BEAM IRRADIATION EXPERIMENT
Figure 3 shows the surface potential of ZOT when it was irradiated by a
10 KeV electron beam at different current densities. For each beam current
density, the ZOT surface was irradiated for a period of 10 minutes. At low
current densities, <0.1 nA/cm2 , the 10 minute interval was probably not
sufficient for the paint surface to come into equilibrium. At Jupiter, the
environment is very dynamic; Galileo is not expected to stay in the same type
of environment for more than 10 minutes. Therefore, these test results
provide reasonably good predictions of the charging conditions that Galileo
may have at Jupiter. One of the most distinct features of Figure 3 is that
the surface potential increases with the duration of the bakeout period. That
is, the effective conductivity of ZOT decreases as a function of the time
exposure in vacuum. The potential of the paint surface after 66 hours of
bakeout is several times the charging level before the bakeout process (all
measurements were taken at 25*C). This indicates that moisture content plays
a very important role in determining the charging level. The test results
also imply that exposing ZOT to four days of vacuum bakeout does not
completely deplete the test sample of water content. An increase in the
charging level between day 4 and day 5 indicates that an equilibrium moisture
content level was never achieved.
As expected, the charging level and hence the conductivity of ZOT
decreases with its temperature (Fig. 4). For this study, the paint sample was
allowed to come into equilibrium with the hot/cold plate for an hour before
the initiation of electron beam irradiation. The trst results show that the
conductivity changes by more than two orders of magnitude, from 400K to 240K
(1276C to -330C). Between 240K to 94K (-33C° and -179*C), the change in
charging potential is extremely small. In Figure 5, the resistivity of ZOT as
a function of temperature is plotted. This resistivity is derived from Ohm's
law and assumes uniform irradiation of the ZOT surface. The data indicates
that the resistivity of ZOT can be as high as 3xO15 Ohm-cm, therefore, it
should not be considered as a conductive paiitt.
DISCUSSION
The test results clearly demonstrate the dependence of ZOT's charging
level/conductivity on its moisture content. It should be noted that the time
allotted for vacuum bakeout is not sufficient to completely eliminate the
water content of ZOT. However, an upper bound in the surface potential can be
developed from the surface potential data at temperatures below the freezing
temperature of water. As the temperature of the test sample is lowered to
below 273K (O*C), the water inside the sample should be frozen and the degree
of ionic conductivity should be completely curtailed. Consequently, the
surface potential measured at temperatures below 273K could be free of the
effects of ionic conductivity. The data displayed in Figure 3 indicate that
the water content of the sample was completely frozen at 240K (-33*C). The
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variation in the surface potential between 240K to 94K could be due to
variation in the mobility of ZOT at different temperatures. Since the surface
potential varies slowly at this temperature, the resistivity of ZOT is a weak
function of temperature between 240K and 94K.
Using the data at 240K, an upper bound on the surface potential of the
ZOT sample can be obtained. If this approach is taken, the worst case
potential of ZOT in the Jovian Plasma Sheet environment would be 150 volts,
and its surface potential in the vicinity of Earth's geosynchronous
environment would be 1500 volts.
Charging only occurs on shadowed surfaces. Since the photo-current
dominates the electron current of the expected environment (Table 1), no
charging should occur at sunlit surfaces.
CONCLUSIONS
The presence of moisture provides a zietdium for ionic conductivity to
occur in ZOT paint, increasing its observed conductivity. When most of the
moisture is eliminated the conductivity decreases by more than two orders of
magnitude. Therefore, care must be taken when using ZOT (or other 'conductive
paints') in space systems.
As for the ZOT surfaces of Galilo, they violate the equipotential
requirement and work is being performed to evaluate the impact of this on the
plasma instrument.
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Figure 5. Resistivity of ZOT as a function of temoerature.
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State-of-the-art plasma and electric field measurements in space require that the
electrostatic potential of the spacecraft body be kept close to the ambient plasma poten-
tial. In particular. the tenuous plasmas in the outer magnetosphere force the spacecraft
potential to values in excess of 450 V in sunlight. For scientific spacecrnft, it is advant-
ageous or even mandatory to actively control the surface potential and maintain it close to
the ambient plasma potential. This requires conductive surfaces and active control of the
potential by emission of charged particles.
Two ion emitter concepts are presented that are presently under development and will
be flown in the early and mid 90's on a number of scientific space missions. The saddle
field ion source ionises a gaseous substance in a chamber with a particular configuration
of the internal electric field. A rather complex gas flow control system is required. The
liquid metal ion source is based on field emission of In* from a sharp tip. A cartridge
containing the liquefied metal supplies andium to the tip where ion extraction due to
extremely high electric field gradients takes place This concept allows for a small and
light-weight design with enough redundancy to achieve the desired lifetime.
The instruments arc designed to allow control of the beam current in an on-board
control loop with measurements of the spacecraft potential.
1. INTRODUCTION by the quantity (n vY), where n is the plasma
electron density and T the electron temperature.
Accurate low energy plasma and electric field In extremely low density plasmas such as in the
measurements in space require that the electro- lobes of the Earth's magnetotail, the resulting
static potential of the spacecraft body be kept potentials can be as high as +50 V and more.
close to the ambient plasma potential. In steady Such potentials not only degrade but occasionally
state a spacecraft will charge to an equilibrium even render impossible cold ion and electron- as
potential where the sum of the currents to the well as quasi-static electric field measurements.
spacecraft vanishes so that there is no net transfer For scientific spacecraft it is advantageous or even
of charge between the spacecraft and the environ- mandatory to actively control the surface potential
ment (see Grard [1973] or Wtipple [1981] for re- and maintain it close to the ambient plasma po-
views). Outside the plasmasphere where the plas- tcntial. This requires conductive surfaces and ac-
ma density is low, and as long as the electron tem- tive control of the potential by emission of
perature is not too high (less than a few keV), charged partichcs.
current balance to a spacecraft with conductive A number of methods for charge control can be
surfaces is usually between the plasma electron envisaged (see e.g. Pedersen ct al., 1983). A re-
current and photo-emLssion, and spacecraft liable long-term behaviour, combined with rcalis-
potentials are a few volts positive. It has been tic mass and power requirements has to be sought
shown for GEOS-2 and ISEE-I (see e.g. Schnmidt in the technical realisation.
and Pedersen [1987] and Litdqvist 119831) that the This paper deals with two related experiments
potentials for these spacecraft were determined where high energy ion beams with emission ciur-
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rents of typically 10 uA are generated by two, dif- spacecraft potential by an energetic ion beam,
ferent systems: One system ionises nitrogen in a taken in the experiments described below.
so-called saddle field ion source (SFIS) while the The floating potential is in first approximation
other one is based on a liquid metal ion source determined by the equilibrium between photo-
(LMIS). The instruments described in the follow- electron current, the current due to incident am-
ing are presently under development and will be bient electrons and ions, and the actively emitted
flown in the 90's on a number of scientific space ion current. The photo-electron current is essen.-
missions with eccentric magnetospheric orbits and tially determined by the surface properties. The
apogees of about 20 RE and above. The basic con- mean photo-electron temperature can be as-
cepts have been described by Schmidt et at [19881 sumed with about 1.5 cV [Grard, 19731. Th,- satu-
and Riedier et at [19881. Although the designs are ration current density is of the order of nA c--
widely different, they have a few common fea- and the photo--current in saturation for in a,,1r-
tures: both instruments apply ion beams in the age size spacecraft is some 100PA. The variatiins
range 4-7 keV to reduce high positive potentials of the ambient plasma current in space and time
and they control the spacecraft potential by a are not fully predictable- It varies with denxity and
feedback loop with on-board measurements of the temperature as indicated by the top and holton,
potential. parts of the Fig. 1.
The method for active potential control in re-
2. SCIENTIFIC OBJECTIVES gions where the photo-electron current -er.•-
nates is twofold: At first the potential muh•r hý
A perhaps over-simplified but nevertheless clamped somewhere in the steep part of th.
basic picture of the current-voltage charac- photo-emission characteristics of the spacecraft.
teristics of a spacecraft is given in Fig. 1. It shows In this way the effects of irregular variations of the
ambient electron current on the spacecraft poten-
tial are very much reduced. In a second step the
actively emitted ion current shall be adjusted to
compensate for all natural current variations and
"II ~to clamp the spacecraft potential at a fixed value.
II is The corresponding modes of operation are de-
scribed in section 5.
In The advantage of a controll-d electro-ratic cnvi-
- ___-= - -ronment for other experiments in the fields o f lm
energy plasma and electric field measuremcnts
VPI V$ vf V obvious.
The feedback from on-board measurements of
the spacecraft potential is a requirement for fuli
operation of the system. It has been shown that
double-probe electric field experiments such as
the one flown on GEOS-2 can provide a refer-
1 . .0o.s ence at about I V above the local plasma potential
- -- -- •- -
ts (Schmidt and Pcderscn, 19871. Double-probe ex-
-
_ periments will also be flown e.g. on the Interball.
Vpt VS Vf V Geotail, and Cluster [Gustafsson ei al., 19&8]
spacecraft. Low energy electron measurements
lJohnstone et al., 19,8] also gain from a spacecraft
Fig. 1, Simplified current-voltage charac- potential close to zero, because high positive
teristics of a spacecraft, showing the effect of ac- potentials would accelerate ambient electrons too
tive ion emission in dense (top panel) and tenuous much. The distribution would become highly corn-
(bottom panel) plasma. Vf ... floating potential pressed and difficult to resolve in an analyser.
for I,=0, Vs ... potential with ion emission, I, lp, Below the energy corresponding to spacecraft
is... ambient electron, photo-electron, and ion potential the sensor would detect photo--deec-
source currents, trons. The spacecraft potential will appear in the
energy spectrum as a minimum in the flux. This
information, distributed via an on-board data link
the currents flowing from and to a sunlit sphere in to the ion emitter experiment, can also be used for
a plasma. This figure shall, however, just illustrate controlling the potential.
the basic approach to the active control of the
175
The foUowing sections describe the technical re- 10-1 to 10-2 mbar can be achieved that is required
alisation of the ion sources and the envisaged to maintain the discharge. At the same time scat-
modes of operation. tcring of the beam is avoided by a low pressure of
10- 3 to 10--4 mbar in the environment. The clo.
3. THE SADDLE FIELD SYSTEM trostatic field has a saddle point in the centre of
the source. The positive ions formed in the dis-
3.1. The Saddle Field Ion Source. The saddle charge are accelerated towards both cathodes. A
field ion source (SFIS) is a type of cold cathode beam of hot ions emerges through the cathode
source, based on the effect that electrons describe aperture. The ionisation efficiency of the beam is
long oscillatory paths in the presence of an elec- dependent on the beam current drawn. Ions ac-
trostatic saddle potential field. This configuration celerated to the bottom-side in Fig. 2 hit the de-
increases the probability for ionising the gas in the fleeting plate and are diffused to the cylindric ca-
source. Pure nitrogen is used in the application thode wall. This electrode may be isolated from
described here. A discharge can be maintained at the housing of the emitter and serve for monitor-
considerably lower pressure than in conventional ing the beam current. The ratio between the cur-
cold cathode tubes without a magnetic field, rent flowing through this electrode and the
which makes the design easier for magnetically emission current is constant over a wide range of
clean scientific spacecraft. General properties of currents.
such ion sources have been described e.g. by The diameter of the cathode opening is deter-
Franks 119791. A cross-section of the SFIS is mined by a trade-off bctwcen electrical efficiency.
shown in Fig. 2. discharge voltage, and stability of the bcam in the
By differential pumping and by the special con- low-currcnt region. For a given inlet pressure a
figuration of the SFIS a relatively high pressure of larger opening would increase the fraction of the
beam current relative to the total discharge cur-
rent, hut also increase the discharge voltage be-
cause of the lower pressure in the discharge re-
01,5 gion. The diameter used in the present design is1.5 mm and takes into account the gradual wide.
ning of the hole by erosion.
Fig. 3 shows the beam current which can be ex-
tracted from the source as a function of the total
/ T discharge current for some values of the gas
pressure. For a fixed geometry the current effi-
ciency increases with decreasing gas pressure,
together with obvious benefits for the gas
consumption. On the other hand with decreasing
pressure the discharge voltage soon reaches an
upper limit determined by the electrical design of
the source.
The selection of suitable materials for the
source was lead by the dcsign goal of a lifetime of
5,000 hours. The major limit,ttions encountered
were erosion of the cathode disc by sputtering and
subsequent deposition of sputtered material on
the walls. Both processes change the electrical
properties of the source. Sputtered material is
. likely to form thin layers ai the walls which lose
contact and short-circuit the source when it is
subject to thermal variations. The erosion of a
) /• |usual cathode after some 1,000 hours operation
.. ........... . may also be severe. Apart from its influence on
the gas flow the resulting roughness of the surface
is unwanted from the stand-point of high voltage
.safety. In previous tests it was found that cathodes
made of stainless steel were subject to unaccept-
Fig. 2. Cross-section of the saddle field ion ably strong degradation after a few hundreds of
source. hours operation time. A harder material (a car-
Fit,
15 --. .. . . ... ..--
In . .... ... ..
- 0 ZOO___ __ 40 60
Dw ______ ______tu
0 4.E- I -1- Z _~
Fi.3 Bea curn extracted __ fro th FI s ucto o oaldscag cren o sm, _
! ~// /'- /
o 
_ _
0 200O 400 600
2. St-3 ÷ 4.6FE-3 '• Ii,11-3 :- 1.E -
Fig. 3, Beam current extracted from the SF1S as a function of total discharge current for some values
of the gas pressure (in bar).
bide) with low sputter yield was chosen for the titanium-nitrogen environment consist of a con-
final design of the cathode disc and the rear de- siderable fraction of titanium nitrite, which in con-
flection plate. Titanium is the material used for trast to most other nitrites is conductive. This
the cathode walls to save some mass. As a side-ef- avoids the accumulation of charges on the valls
fect the layers of sputtered material formed in a and subsequent secondary effects.
Fig. 4. Scheme of the gas flow control system for the SFIS. (1) gas bottle, (2) filling nipple, (3,9)
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Fig. 5. Variation of sccondary pressure with changing primary pressure at different settings of the
pressure regulator.
3.2. The Gas Flow Control System. A gas bottle. The effect of ambient temperature is as
flow control system (GFCS) had to be constructed small as -1 mbar/K.
that reduces the high gas pressure inside a bottle The most delicate element in this system is the
to a constant low value by means of a pressure constant impedance (8), a glass capillary with a
regulator for very small flows. The system has leak-rate of 6 x le' mbar Itr s-1 for air at 1 bar.
been described in ful detail by Arends and The scheme in Fig. 5 gives an idea of the complex-
Scheper [1989]. A scheme is shown in Fig. 4. ity of the system which is its major drawback. Both
The starting point for the design of the GFCS the SFIS and the GFCS of the engineering model
was the optimum gas pressure3 at the source, have undergone the usual environmental tests
which was found to be 2.5 x 10- mbar, and the (sine vibration, shock test, etc.).
corresponding gas flow of 1.6 N cm3 hour-'. A gas
bottle (I) with 0.5 1 volume, initially filled with 4. THE LIQUID METAL ION SOURCE
pure nitrogen at 18 bar was found sufficient for
D,000 hours of operation. 4.1. Operating Principle. The alternative ap-
The gas pressure is measured by two pressure proach to achieve a high energy ion beam is based
transducers (3,9). Their output is used by the on- on the liquid metal ion source. This ion emitter is
board microprocessor to adjust the pressure regu- a solid needle - type liquid metal ion source, pre-
lator (7). The pressure regulator will keep the sec- viously described in the literature using indium as
ondary pressure constant almost independent of charge material [Evans and Hendricks, 1972; Rag-
the primary pressure. Only small corrections are hcr and Hall, 1979; Dixon and Engel, 1980). A
needed when the bottle is emptied. The valve (4) solid needle, made of tungsten, with a tip radius
secures a hermetically sealed volume of gas and between 2 and 15 urn is mounted in a heated res-
can be opened by a redundant pyrotechnic piston ervoir containing the charge material (Fig. 6). A
actuator. The latching valves (6,10) take over the potential of 5-7 kV is applied between the needle
function of the pyro valve after this has been acti- and an extraction electrode. If the needle is well
vated. The drift of the secondary pressure with wetted by the metal, the electrostatic stress at the
changing primary pressure, i.e. the supply effect needle tip pulls the liquid metal towards the ex-
of the source is depicted in Fig. 5. It amounts to tractor electrode. This stress is counteracted by
25 mbar bar- , and a few turns of the motor valve the surface tension forces of the liquid. One of the
are sufficient to compensate for large variations equilibrium configurations the liquid surface can
from 18 down to 2 bar of the pressure in the gas assume is that of a so-called Taylor-cone [Taylor,
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The individual emitters (Fig. 6) are of cylindri-
ion beno cal geometry. The indium and the needle are kept
at high tension. The sources are individually and
indirectly heated by a thick film resistor em-
extractor -- bedded into a ceramic insulator tube. A1203 was
P -. chose, for superior high voltage insulation char-
75, 1V acteristics. This scheme enables the source to be
In res,,r" --- heated from a grou 4-d power supply and the tip
itself still being kept at .,igh voltage.
4.2. Design of the LMIS Module. Figure 7
thermal shows the schematic design of an ion emitter mo-
inmIntun C1' V dule. One such module consists of an array of 5En individual ion emitters which are operated o(nc at
heater- a time. They are mounted in a slab of porous cc-
heater "ramic with extremely low heat conduction
ahirld (< 5 x 10-4 W K-I cm-). All emitters have a com-
mon extraction and focusing lens arrangcmntnw
consisting of a grounded extractor electrode, a
Fig. 6. Individual liquid metal ion emitter. focusing electrode at beam potential and a secorld
ground electrode. These electrodes constitute a
unipotentil lens with the tip apex located in one
1964] with a total tip angle of 98.60. The apex of focal point. The divergent ion beam (opening
the Taylor-cone in practice reaches a diameter of angle <300) emitted from the tip is focused ',.
1 to 5 nm [Kinghain and Swanson, 1984]. The field this lens into a nominally parallel beam after paý-
evaporation of positively charged metal atoms in sage through the ground electrode.
the strong apex field leads to emission of a high Due to the wide-angle nonparaxial rays enturint
brightness external ion beam from this cone apex the electrode system, the lens aberrations actuall.
with a beam brightness of the order of 106 A cm-2  will produce a divergence of 150 (half maximum)
sr-1 at 10 keV beam energy.
Since the emission zone is in the liquid state,
ions leaving the surface can be continuously re-
plenished by hydrodynamic flow of liquid metal
from the reservoir to the needle apex so that a
stable emission can be maintained.
Due to the extremely high source brightness, the
LMIS is particularly suited for formation of
microfocused ion beams and has found wide ap-
plication in microelectronic technology: ion beam
"lithography, writing ion implantation, ion micro-
fabrication, and microanalysis [Riidenauer, 19841.
The advantages of the LMIS principle are:
-low power consumption; mostly determined
by the heater power to keep the indium reser-
voir above 429 K;
-high mass efficiency-,
-compactness and low mass; one individual
emitter has a volume of 170 mm3 and a mass
<5.2g.
Indium has been chosen as ion source charge
material because of its low vapour pressure. This
prevents contamination of the source insulators
and ambient spacecraft surfaces. On the other
hand, the melting point is high enough that icIt-
ing of an unheated source charge cannot occur
even at the maximum expected elevated environ-
mental temperature.




Fig. 8. Mass spectrum of the LMIS at 10 tuA Fig. 9. Energy spectrum of the In+ -peak with
extraction current. the currents at the extraction electrode as par-
ameter (1.5, 2.5, 4.5, 7.5, and 9,uA).
in the outgoing beam (11). Tip and focusing elec-
trode are on the same potential so that no addi- ate effect on the total power consumption.
tional power supply or voltage divider is required Whereas the 50-90 per cent of the energy pro-
for beam focusing. Since the beam shaping and vided by the high voltage supply that go into the
focusing optics is purely electrostatic, the lens emitted ion beam require <I] W primary power
properties and the beam shape remain unchanged going into the supply, the additional power for the
if the tip voltage (which is identical to the focusing heating of the indium is about 0.8 W.
voltage) changes.
All outer surfaces are electrically connected to S. FLIGHT OPERATIONS
spacecraft ground. The cold secondary side of the
high voltage supply, which is connected to the The operation modes in flight have tn be opti-
inner shield and focusing system inside the emit- raised with respect to the requirements of the low
ter housing, is floating at < 0.5 V because of a energy plasma and electric field experiments and
beam current monitor circuit, have to avoid interference with other experiments
4.3. Performance of the LMIS module. The on plasma waves, high energy particles, and opti-
energy spread and the composition are important cal experiments. The effects on the environment
properties of the ion beam. Fig. 8 shows a mass must be well-defined and preferably synehronised
spectrum of the extracted ion beam for typical with scans, sampling intervals etc. of other experi-
operating conditions. Various peaks of different meats. The electrical parameiters of the ion beam
indium molecules and clusters with single, double must be known to all experimenters to facilitate
and triple charges are visible, but singly charged their data reduction. For the same reason rapid
In"' with 115 ainu dominates all other species by a variations of the beam current are undesirable ex-
factor of 40. The average charge number per cept for very short periods of so-called active ex-
emfitted charged indium atom is 0.976. The periments as described below.
emitted In+ ion current shows some broadening Two operation modes are foresee:n on a regular
of the energy spectrum with increasing currents at basis:
the extraction electrode from 1.5 to 9 p•A, ds In the feedback mode mentioned before a inca-
shown in Fig. 9. At an emission current of 10 pA suremenrt of the spacecraft potential is supplied by
the energy width is 150 eV, hut a low intensity, how either the electric field experiment or the low en-
energy tail down to more than 500 eV below ergy electron analyscr and this information is then
nominal beam energy can be expected, used to adjust the emission current sufficient to
Major efforts were put in the design of the ther- reduce the spacecraft potential to within some
real isolation of the source because of its immedl- predetermined value, as described in the discus-
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sion of Fig. 1. The required ion current would be zero values. The current-voltage characteristicx• of
the order of a few tens of uA. In the case of plas- the spacecraft will be determined as well. Such
ma current domination, the required emission experiments will bc carried out at large, but rcgu-
current would be smaller. lar intervals.
It may be a difficult problem to use the on- If the uncontrolled spacecraft potential is nega-
board software to select either the electric field or tive with respect to the ambient plasma, any ion
the electron analyser data if the signals differ from beam emission would lead to an even greater ne-
each other. It is planned to analyse the first orbits gative potential and should be avoided. In feed-
and to uplink some decision rules for thc on- back mode the on-board software of the instru-
board processor. Robustness against spurious ment will switch off the ion beam in such a case.
commands and on-board memory errors is an- In stand-alone mode the beam current should be
other important software requirement. set to a predetermined value derived from theo-
In case no on-board data on spacecraft poten- retical considerations and preceding in-flght
tial from any experiment is available, the stand- tests. This value can be preprogrammed to vary
alone mode involves setting the emission current according to the expected plasma environment
to some predetermined value based on the space- along the trajectory including a safety margin to
craft current-voltage characteristics, and perhaps avoid beam-induced negative charging under ah-
a measure of the ambient plasma density and normal conditions.
temperature. In this mode, the emission current
must be set to a level to insure that the spacecraft 6. DISCUSSION
potential is not driven negative. The control of the
potential would not be as good in this case as in 6.1. Comparison of the SFIS and LMIS svs-
the feedback mode, but could still be used to re- tems. The main instrument data are listed in
duce the spacecraft potential to a few volts pos- Table 1. The first column contains the numbers
itive relative to the ambient plasma potential. for a combined SFIS-LMIS instrument to be
In a so-called active mode scientific investiga- flown on an Interball spacecraft. Its mass and
tions of the photoelectric characteristics, depend- power are governed by the requirements of the
ence of the spacecraft potential on plasma par- gas system. The second column is for the experi-
ameters, and of spacecraft charging in different ment flown on Cluster (ASPOC, Fig. 10), which
plasma environments can be carried out. In ac- contains two independent LMIS modules for re-
cordance with the scientific operation plan for the dundancy or for in extended operation time.
spacecraft and in agreement with other cx- The SFIS has a low efficiency (3-5 per cent)
perimenters the optimum ion current will be var- and a requirement for short-time power to oper-
ied in a defined way for a short time to enablc the ate the valves. The LMIS has a higher efficiency in
co-operating plasma experiments to calibrate the high voltage circuit itself: about 50-90 per cent
their response to spacecraft potential variations of the total current go into the beam, the remain-
between the unregulated and the clamped, near- ing fraction is diverted to the focusing system.
Experiment Name RON ASPOC
Spacecraft Interball Cluster
Ion Sources SFIS + LMIS 2 LMIS
Mass [kgj 7.5 1.5
Size [mim] 300x250x250 180x125x140
Power (max.) [WI 10.5 3
Telemetry Rate [bit s-l} 20-200 100
Beam Opening Angle [deg) "10 t15
Design Lifetime [hj 10,000 10,000
Ion Species N2, ln In'




Fig. 10. Drawing of the experiment ASPOC (Cluster spacecraft) with two LMIS modules on top of
an electronics box.
However, additional heating power for the charge rent densities were injected into the ionosphere
material is required (typically (M mW). and generated waves around the lower hybrid
The other major differences between SFIS and resonance frequency. Other experiments found
LMIS beyond mass and power resources relate to increased emission in the magnetic field around
the ion species, chemical cleanliness, and ground the local electron cyclotron frequency. In this case
operations, the electric field antenna did not measure any ef-
6.2 Electromagnetic Compatibility. Any harm- fect. It is known that a small opening angle of a
ful effect on any other experiment by actively con- beam tends to increase the probability of wave
trolling the spacecraft potential is unlikely if the generation. For this reason th. beam focusing sys-
emission current is kept within reasonable limits, tern is designed for a large opening angle of 15*
However, the necessity of operating the emitter in half width.
close consultation with all the other experimenters 6.3. Chemical Contamination by the Ion Beam.
is acknowledged. Chemical interaction that could be considered as
The emission of a charged particle beam into a potential concerns to the spacecraft or instru-
plasma is a potential source of electromagnetic ments covers:
noise. The extent of this possibility for the present -condensation of neutral indium in the vicinity
applications is not yet well understood, especially of the LMIS emitter,
since a dedicated active potential control experi- -return of ions to the spacecraft after one or
mwnt using an ion beam has not yet been operated more gyrations,
on a spacecraft. Theoretical work on the trigger- -interaction of the ion beam with spacecraft
ing of activity by beams with current densities as surfaces.
low as in the present experiments and at 4-7 keV The condensation of neutral indium on cold
is practically non-existent in the literature. Ion surfaces is extremely unlikely. The vapour press-
beams with two orders of magnitude higher cur- urc of indium is only 1.1 x 10- 19 Torr at the mclt-
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ing point and the total surface from which indium Photoemission Laboratory Results, J. Geophys.
evaporates is in the order of 1 mm 2 for the active, Res. 78, 2885, 1973.
hot emitter and about 9 mm2 for the surfaces at Gustafsson, G., C. Cattell, J.-P. Lebreton, C.-
the environmental temperature. Neutrals that G. Filthammar, H. Singer, P. Tanskanen, A.
penetrate through the orifice are expected to drift Egeland, T. Aggson, LJ.C. Woolliscroft, A.
freely into the ambient plasma. Their return to the Roux, D. Gurnett, P. D~cr~au, P. Kintner, C.
spacecraft skin can only occur through two pro- Harvey, P. Kellogg, S. Klimov et al., The Spheri-
cesses which have been found very unlikely tRied- cal Probe Electric Field and Wave Experiment,
ler et al., 1988]: collision with other neutrals and ESA SP-1103, 31, 1988.
photo-ionisation. Johnstone, A., AJ. Coates, D.S. Hall, B.N.
6.4. Constraints. The advantage of low mass Mxhlum, SJ. Schwartz, M. Thomsen and J.D.
and high efficiency of the LMIS is balanced by Winningham, 'PEACE' - A Plasma Electron
some cons.raints for active ion beam emission and and Current Experiment, ESA SP-1103, 77,
handling on ground. It is not possible to operate 1988.
the LMIS at total pressures > 3 x l0-6 Torr for cx- Kingham, D.R. and L.W. Swanson, Mechanics of
tended time periods (> 1 hour), and the LMIS Ion Formation in Liquid Metal Ion Sources,
must be stored in dry nitrogen to avoid oxidation. Appi. Phvs. A34, 123,1984.
This makes the instrument subject to similar pur- Lindqvist, P.-A., The Potential of ISEE in Differ-
ging requirements as for a number of other ex- ent Plasma Environments, in: "Spacecraft Plas.
periments. A third constraint, namely the restric- mna Interactions", Proc. 17th ESLAB Symposium.
tion to control only positive spacecraft potentials, Noordwijk, The Netherlands, ESA SP-198. 25.
applies to both positive ion sources and has been 1983.
mentioned in section 5. Pedersen, A., C.R. Chapell, K. Knott and R.C,
Olsen, Methods for Keeping a Conductive
7. SUMMARY Spacecraft Near the Plasma Potential, in:
"Spacecraft Plasma Interactions", Proc. 17'h
Two widely different designs for ion sources to ESLAB Symp, Noordwijk, The Nether-
control the spacecraft potential have been lands, ESASP-. ., 185, 1983.
presented along with a short description of their Riedler, W., R. Goldstein, M. Hamelin, B.N.
application in two instruments and the anticipated Mahlum, J. Troim, R.C. Olsen, A. Pedersen,
modes of operation. Each system has its advant- RJ.L. Grard, R. Schmidt, F. Rudenauer, W.
ages. The first test in orbit with both systems corn- Steiger, R. Torbert, K.M. Torkar, N. Valavano-
bined into one instrument is to be carried out in glou and E. Whipple, Active Spacecraft Poten-
the early nineties. Experience collected in this tial Control - An Ion Emitter Experiment, ESA
mission will help to improve the design and oper- SP-1103, 95, 1988.
ation of the LMIS system that has been selected RUdenauer, F.G., Liquid Metal Ion Sources For
for the Cluster spacecraft. Scanning SIMS, Secondary Ion Mass Spectro-
metry; SIMS IV, Eds.: A. Benninghoven et al.,
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Plasma Sources for Active Charge Control
V. A. Davis and I. Katz
S-CUBED Division of Maxwell Laboratories, Inc., La Jolla, California
Spacecraft surfaces develop high potentials when the spacecraft is in the presence of a
hot plasma or when the spacecraft is actively biased. Potential differences between the
spacecraft and the surrounding plasma and between spacecraft surfaces can interfere with the
mission by disturbing instrument measurements, causing surface breakdown, or enhancing
surface erosion. A plasma source is an active device that reduces the potentials. The high-
density, low-temperature plasma emitted by a plasma source provides the particles needed to
discharge insulating surfaces. Additionally, applied potentials of tens of volts can generate
ampere-level currents through the quasi-neutral plasma plume. The direction and amplitude
of current flow is determined by the balance of the barometric and electric field forces on the
electrons. When a plasma source operates as an electron emitter, the barometric force is
stronger and the net electron current flow is opposite the electric field force. When the
source is collecting electrons and the applied potential is too high for the plasma to remain
quasi-neutral throughout space, a nonneutral region known as a double layer forms to
separate the quasi-neutral plasma plume from the ambient plasma.
INTRODUCTION
Charge can accumulate on the surfaces of a spacecraft embedded in the plasma
environment of earth orbit when the spacecraft is in the presence of a hot plasma, or when
the spacecraft is actively biased. Potential differences due to charge accumulation can
interfere with the spacecraft mission by disturbing instrument measurements, enhancing
surface erosion, or causing surface breakdown. Active control of spacecraft surface
potentials can reduce or, in some cases eliminate, these problems. Plasma sources act as
plasma contactors by providing a path for low-impedance current flow between spacecraft
surfaces and the ambient plasma environment.
The potential on a spacecraft surface is determined by the net current flow to the
surface. The major components of the net current are summarized in Figure 1. The
floating potential of a surface in a given environment is the potential at which no net current
flows to the surface. Electrons and ions impinge on any surface in a plasma. As electrons
are faster than ions of equal energy, in the absence of significant photoelectron or second-
ary electron currents, surfaces accumulate excess negative charge. When a surface reaches
a negative potential a few times the electron temperature, nearly all of the electrons are
repelled so that the electron and ion currents balance. In sunlight, pholoelectrons usually
dominate the current. Sunlit surfaces float a few volts positive in order to retain the
photoelectrons The secondary and backscattered electron currents reduce the net current to
the surface. For plasma with effective plasma temperatures below 30 keV, the secondary
yield of most spacecraft materials is high enough that the surface floating potential remains
near the plasma potential (Mullen, et al. 1986; Katz et al., 1987; Katz et al., 1986).
Different materials have different secondary, backscatter, and photo electron yields. Some







Fig. 1. The major components of current to spacecraft surfaces. The floating poteniial
of a surface is the potential at which there is no net current to the surfaces.
vary. As each surface has different properties, each surface has a different floating
potential. Differences in surface potentials and differences from plasma ground can
interfere with the spacecraft mission.
Various active processes such as the emission of particle beams and the biasing of
spacecraft surfaces can lead to the development of large potentials on spacecraft. Other
processes such as the operation of an electrodynamic tether require the exchange of charged
particles with the environment in order to complete a circuit and ailow current to flow.
Some of these processes are shown in Figure 2.
An electrodynamic tether system is composed of a spacecraft connected to a subsatellite
by a conducting tether. The motion of the tether through the earth's magnetic field gener-
ates a potential difference between the spacecraft and the subsatellite with the upper body at
a higher potential. If electrons are collected at the upper body and emitted at the lower
body, a current will flow through the tether. This current can provide electrical power to
the spacecraft at the expense of orbital energy. Current can also be forced to flow in
reverse in order to convert electrical energy generated on board the spacecraft, such as from
solar arrays, to orbital energy. In order for a current to flow, electrons must be collected
VLx. 7.
(a) (b) (c)
Fig. 2. (a) The operation of an electrodynamic tether. (b) the emission of particle
beams, and (c) the biasing of exposed spacecraft surfaces are processes that actively charge
spacecraft.
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from, and emitted to, the ambient plasma. A plasma source is a versatile plasma contactor
as current can flow either way through the plasma cloud.
A spacecraft emitting an electron or ion beam can achieve substantial potentials. As
with natural charging, the spacecraft will accumulate charge and the potential will rise until
the net current is zero. The three primary contributions to the current are the emitted beam
current, the collected sheath current, and the beam current that is attracted back to the
spacecraft. For beam currents high compared with the sheath current at the beam potential,
the potential rises to or above (Mandell and Katz, this proceedings) the beam potential and
nearly all the beam current returns to the spacecraft. A plasma source provides another
current to balance the beam current and can be used to maintain a beam-emitting spacecraft
near plasma ground.
The ground potential on spacecraft adjusts to the potential at which no net current flows
from the plasma. When a spacecraft has exposed biased surfaces, some surfaces float
positive and some float negative. Complicated sheath geometries develop (Katz et al.,
1989), which may interfere with the desired operation of the spacecraft. A plasma source
can maintain a given part of the spacecraft near plasma ground and therefore sets the
spacecraft potential with respect to the plasma.
OTHER ACTIVE POTENTIAL CONTROL TECHNIQUES
The immediately obvious way to increase the flow of electrons (or ions) from a
spacecraft to the environment is to use an electron (ion) source such as a hot wire or an
electron (ion) gun. As shown in Figure 3a, for spacecraft entirely covered with conducting
surfaces connected to a common ground, a nonneutralized charged particle source can
maintain the spacecraft at plasma ground. Typically, spacecraft do not only have
c-nducting surfaces but also have large areas of insulating surfaces, such as thermal
blankets and glass coverslips over solar cells. In the presence of a hot plasma, both the
conducting and insulating surfaces can accumulate a net negative charge. As an electmon
beam cannot discharge a negatively charged insulating surface, the conducting surfaces are
near plasma ground and the insulating surfaces are at elevatt-d potentials as illustrated in
Figure 3b. When -' nonneutralized charged particle source is used on an initially grounded
spacecraft, such as during an electron or ion beam experiment, the insulating surfaces
remain at plasma ground and the conducting surfaces are at elevated peentials. In both
cases, the differential potentials can interfere with spacecraft operations.
When largc. areas of the spacecraft surface are insulating and an unneutralized charged
particle source is used to maintain the spacecraft at plasma ground, potential barriers that
prevent the escape of the emitted particles can foml. This effect is illustrated in Figure 4.
The figure shows potential contours around a "qua(si-spherical" object. The calculation is a
3-dimensional NASCAP/ILEO (Mandell et al., 1982, Katz et (Il., this proceedings)
computation of the potentials about the 26-sided object. Most of the surfaces are at -5 kV.
A conducting surface that is emitting electrons is represented by a single side of the object ar
-l kV. The figure shows a slice through the grid. Th". gray area is the object. On the -1 kV
',urface, the electric field points away from the ob.ject. Electrons will be attracted back to
this surface even though the entire object is negative with respect to plasma ground.
Potential barriers have ',een observed to prevent the escape of electrons under space
conditions on ATS-6 ()lsen. 1989).
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(a) (b)
Fig. 3. An active electron source can discharge a negatively charged completely conduct-
ing spacecraft, but insulating surfaces are not discharged. Differential potentials are enhanced.
For some active experiments, large current flows are desired. When electrons are
emitted from a positively charged spacecraft (resulting in an increase in potential), the
electrons are emitted into an electron-rich sheath as illustrated in Figure 5a. For ampere-
level currents, kilovolt electron guns are needed. Figure 5b shows emission of an electron
beam from a negatively charged spacecraft (reducing the overall potential) into an ion-rich
sheath. The positive charge within the sheath helps neutralize the beam and reduces the






Surfaces at -5 kV
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Fig. 4. Potentials around a 26-sided object. The gray area is the object. The figure shows
a slice through a 3-dimensional grid. One surface is at -I kV and the rest are at -5 iV. A I kV
potential barrier prevents the escape of lower energy electrons from the -I kV surface. The
contour levels are drawn at 200 V intervals, A mesh unit is 0.2 m and the debye length is I m.
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Figure 5. (a) Electrons emitted from a positively charged spacecraft are emitted into a
negatively charged sheath. (b) Electrons emitted from a negatively charged spacecraft are
emitted into a positively charged sheath. The sheath ions help neutralize the beam. In
either case, thousands of ,volts ,are required for ampere currents.
PLASMA SOURCES - PHYSICAL MECHANISMS
Plasma sources have been observed to effectively discharge spacecraft surfaces in
space. Olsen (1985) describes clear evidence for the discharging of ATS-6 by ion engines
and ion engine neutralizers. ATS-6 was discharged from -3 kV to near zero in eclipse and
from -45 V to less than -3 V in sunlight. Collaborating evidence has been obtained from
other spacecraft.
The primary characteristic of plasma sources that makes them excellent at discharging
spacecraft surfaces is the generation of a high-density (1017 /m3), low-temperature (1 eV)
plasma. As illustrated in Figure 6, the plasma provides particles of both signs to discharge
the surfaces of insulators on the spacecraft. The discharging of insulating surfaces
eliminates potential barriers and reduces the differential charging of surfaces. The low




+++-~- - ------ ........
Fig. 6. The high-density, low-temperature plasma generated by a plasma source
discharges surfaces.
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A plasma source emits both electrons and ions. Electrons carry the current between the
spacecraft and the ambient plasma. The slow-moving ions neutralize the space charge so
that the electrons can flow freely. As long as the potentials are not too high, the plasma
cloud is quasi-neutral throughout. In a quasi-neutral argon plasma at equilibrium, the
thermal electron current is 270 times the thermal ion current. If the electrons are hotter than
the ions, as is the case for plasmas created by hollow cathodes, the thermal electron current
is even larger. If an expanding plasma has a density of 101 '/m; and a temperature of I eV
at 28 cm from the source, the plasma can carry an electron current of up to 270 mA and an
ion current of I mA or a net current of up to 269 mA toward the source through the 28 cm
radius spherical surface surrounding the source (or up to 271 mA away from the source it
electrons are available from the ambient plasma).
The amount of argon gas needed to sustain this plasma plume is minimal. If the
process of ionization of the argon gas to create the ions is only I percent efficient, 30
kg/year of argon is needed to emit 270 mA of electrons. Both sources with ionization
efficiencies of 50 percent and devices that allow the plasma source to be turned on only
when needed have been constructed (Williaison et al., this proceedings). When a high
efficiency source is used, the gas needed to maintain current flow is not an important
design constraint.
The mechanism for current flow through the plasma plume can be illustrated with an
examination of the no current flow case. As Figure 7 shows, particles flow from regions
of higher density to regions of lower density. The electrons move faster and therefore
reach the regions of lower density faster. This cuirent flow leaves an excess of positive
charge, which retards the electrons. When there is no net electron current flow, the net
force on the electrons is zero. Treating the electrons as a fluid. and balancing the pressure
force with the electrostatic force, this criteria gives
OVn - enV= 0 (1)
which gives
nt = n e (2)
- r
Fig. 7. Electrons flow from regions of high density to regions of low density. The
resulting charge separation gives rise to the retarding barometric potential.
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The variation in plasma density results in a barometric potential that is positive in
regions of higher particle density. If the potential at the source is higher than the
barometric potential, electron current will flow toward the source. If the potential at the
source is lower than the barometric potential, electron current will flow away from the
source.
Figure 8 illustrates how small perturbations from the barometric potential generate large
current flows. The source emits 800 mA of electrons into a 101 1/m3, 0.1 eV plasma. The
thermal current in the ambient is 10-3 A/m 2. The sheath size through which the 800 mA of
current will flow is 8 m in radius. The plasma density 3 cm from the source is 1017/m 3,
the ion temperature is 0. 1 eV, and the potential is 20 V. Ions expanding from this point
have a density of 101 t/m3 9 m away The electron current at 3 cm for 5 eV etectrons
(typical near hollow cathode plasma sources) is 6000 A/m 2. For the current flow at 8 m to
be 800 mA, a net current of 70 A/n 2 , or 1 percent of the total thermal current, flows
through the 3 cm surface.
n=1 0 1 7 /M3 high density plasma has
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Fig. 8. A high-density plasma can support a high-thermal current density. After
expansion, the large area of low-current density supports a high total current.
When the barometric pressure dominates electron flow, the net electron flow is from
regions of higher potential to regions of lower potential. The potential variation near a
hollow cathode plasma source is shown in Figure 9a. The potential is negative near the
orifice. In the vicinity of the keeper, where ionization is taking place, the plasma density is
high and therefore the potential is elevated. As the plasma expands, the barometric
potential drops to zero as the source plasma blends into the ambient. Early measurements
of the plasma in the vicinity of electron-emitting plasma sources appeared to show a
resistive force as seen in Figure 9b. Recent potential measurements show the shape shown
in Figure 9a (Williams and Wilbur, 1989). The reason for the discrepancy is that potential
measurements near the potential peak are difficult because emissive probe measurements








Fig. 9. (a) Potential variation in the vicinity of an electron-emitting plasma source.
Electron motion is determined by the balance of the density gradient force and the
electrostatic force. (b) The plasma does not act as a resistor.
When the potential is above the barometric potential, the net electron flow is toward the
source. The ions still flow outward. When the ambient plasma is not a significant source
of electrons, the maximum current available is the ion current. However, when the ambient
plasma is dense enough, the ambient thermal current is attracted to the plasma source. For
small potentials, quasi-neutrality can be maintained between the ions from the source and
the electrons attracted from the ambient. At higher potentials, quasi-neutrality cannot be
maintained everywhere and a double layer forms between the source plasma and the
ambient plasma as illustrated in Figure 10 (Wei and Wilbur, 1986). A double layer is
composed of two charge layers across which there is a sharp potential drop. On both sides
of the double layer, the plasma is quasi-neutral and the potential varies slowly.
When the potential across the double layer exceeds the ionization potential of the gas
emitted by the source, electrons attracted from the ambient plasma ionize neutral gas from
the source. When enough gas is present and the potential is high enough, the sheath
ionization provides the bulk of the plasma. The operation of a hollow cathode plasma
source in this manner is known as the "ignited mode" (Patterson, 1987).
background
plasma
Fig. 10. When the applied potential is too high for quasi-neutrality to be maintained
throughout the plasma, a localized nonneutral region known as a double layer forms. Theanode plasma can be created by the plasma source or by sheath ionization.
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The CHARGE-2, ECHO-7, and SPEAR I rockets all observed abrupt potential drops
when thruster firings occurred during high potential operations (Neubert et al., this
proceedings; Raitt et ai., this proceedings; Malcolm et al., this proceedings). It is
believed that ambient electrons attracted by the high potentials (or in the case of SPEAR 1,
secondary electrons accelerated by the high potentials) ionized the neutral gas from the
thrusters. Under these conditions, the thrusters were plasma sources that grounded the
spacecraft to the ambient plasma. The amount of gas typically emitted by thrusters is
orders of magnitude more than the minimum needed to sustain ampere current flows (Davis
et al., 1990).
CONCLUSION
The reliable operation of spacecraft sometimes requires the active control of surface
potentials. Plasma sources provide a flexible means to minimize the potentials on spacecraft
surfaces. The high-density, low-temperature plasma emitted provides particles that discharge
the insulating surfaces of the spacecraft, eliminating potential barriers. The net current flow
is toward or away from the spacecraft as needed. When the plasma source is used as an
electron collector with low potentials or as an electron or ion emitter, quasi-neutrality is
maintained throughout the plasma plume. The net current flow is determined by the balance
of the density gradient forces and the electrostatic force. When the current flow is primarily
due to electron flow away from the source, the electrons flow from a region of high potential
to a region of low potential. This flow is dominated by the barometric pressure. When the
potential at the source is too high to maintain quasi-neutrality throughout space, a double
layer forms between the source plasma and the ambient plasma.
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A study of the charging of the DMSP satellites by auroral electrons is conducted by
comparision of numerical simulation, POLAR code, with observations of charging on the
DMSP-F6 and F7 spacecraft. These observations have shown that the combined condition of
low plasma density and high electron flux will allow charging, with a maximum reported
spacecraft ground potential about -1.5 kV. POLAR is a three dimensional Fortran code that
solves the Poisson-Vlasov system for self-consistent steady state plasma density and currents
around a charged spacecraft. Comparisons have been made between POLAR results and three
observations representing distinct parameter regimes. For the one observation where
environmental parameters were within POLAR's nominal capabilities, the modeled frame
potential of -220 Volts, agreed very well with the observed -215 Volts. Two other observations
were chosen to test POLAR on its limits for low plasma density, and low potential charging;
producing bad and reasonable agreement respectively. Code results also show significant
differential charging due to ram-wake effects, and an effect of spacecraft size and design on
charging./lf
L Introduction less than the charging levels observed at
The charging of satellites in polar orbit GEO, it is significant, and the possibility for
by auroral electrons has been a topic of higher levels of charging on other systems
interest and debate for some time. The cannot be precluded without reference to
relative high density of the Low Earth Orbit some model or theory.
(LEO) plasma originally led some to believe The Air Force Geophysics Laboratory
that LEO charging would be negligible has sponsored the development of a charging
compared to that observed in Geostationary analysis code, POLAR (Mtential of Large
Orbit (GEO). This early anticipation has Spacecraft in the 6urora lRegion), to
been confronted by direct observation of specifically study auroral charging. It is
hundreds of volts of negative charging on essential that any model or theory be tested
both the DMSP-F6 and -F7 spacecraft against observation, and the DMSP data is an
[Besse, 85 Gussenh4'ven et.al., 851 with a obvious choice for comparison with POLAR.
maximum of -1.5kV observed so far This comparison is important for the
(unreported observation). Although this is validation of POLAR, but also for advancing
I I I I 'I
our understanding the mechanisms of given in Smiddy er al., [ 19781. From the SSIE
spacecraft charging. The DMSP data, the thermal plasma density can be
observations have shown that combinations determined.
of high flux and Low background density will The observations are summarized in
lead to charging, but do not tell us much Table 1, taken from Gussenhoven er al.,
about such factors as composition, shape orsize. [19851, where it was demonstrated that the
occurrence and level of charging are well
1f. Observations correlated with the ratio of electron flux with
energy greater than 14keV divided by the
The DMSP F6 satellite was launched on ambient plasma density (IF(ZŽ 14 keV) / nh).
December 20, 1982 into a sun synchronous, They also present other evidence to
dawn-dusk, circular orbit at an altitude of established that these events do indeed
840 km. orbital period of 101.5 miin, and an correspond to the passage of the satellites
inclination of 99'. The DMSP F7 satellite through visibly bright auroral arcs.
was launched in November, 1983, into a
similar orbit in the 1030-2230 magnetic local XII. The POLAR Code
time (MLT) meridian. The two satellites POLAR [Lilley etal, 19851 is a self-
each carry the SSJ/4 instrument which consistent three dimensional Poisson-Vlasov
measures precipitating ions and electrons, code, that provides steady state solutions by
and the SSr E instrument, which measures iterating between potential (Poisson) and
thermal plasma. density (Vlasov) solutions on a cubical mesh.
The SSJ/4 sensor consists of four A versatile set of building elements can be
cylindrical curved plate electrostatic combined to form complex objects with a
analyzers arranged in two pairs. One pair variety of surface materials and electrical
measures electron fluxes in 20 connections. A surface charging module can
logarithmically spaced energy channels be added to the iteration to provide the
between 30eV and 30keV, executing a spacecraft charging response to both natural
complete sweep each second. The other and active charge drivers. The Poisson
measures ions over the sam: range. The solver uses a finite element conjugate
analyzer apertures always face local vertical, gradient method, with a unique technique of
and thus measure only the precipitating filtering charge densities to suppress grid
particle populations with an angular noise, and produce stable solutions. POLAR
acceptance of 10* x 100. calculates particle densities by a method that
The thermal plasma detector, SSIE divides space into (one or more) sheath and
consists of a spherical Langmuir probe to non-sheath regions separated by a sheath
measure thermal electrons and a planar edge(s), located as an equi-potential, near
retarding potential analyzer, RPA, to kT. External to this surface the plasma
measure thermal ions. The Langmuir probe distribution is presumed to be Maxwellian
consists of a 1.75 inch diameter collector with possible flow. External densities are
surrounded by a concentric wire mesh grid of determined by geometric ray tracing with
2.25 inc/h diameter. It is mounted at the end first order electric field corrections. This
of a 2.5foot rigid boom. Complete approach has been shown to correctly predict
descriptions of the SSIE instruments, modes wake formation about the Space Shuttle
of operations, and data analysis methods are Orbiter (Murphy eal., 19871. At the sheath
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TABLE 1. Summary of I 1 Charging Events in 1983. (Gussenhoven et al., 19851
1• 1 IF. IF '-: '4 KtV1 IF Ion Pek
LT _. it. - ., Ions,. - Efetroni. , Elctronsi. ,onst.
SaIellite Dc, Ytar i V M I cmn• m ', 'cm ri tcmn tri
F6 Jan -) 1983 .19.480 :4 :i- :,3, 43 1 0' 'o : 10O
F6 :In M3 -4. '2: I: ;4 :0 . ýq to' : :0 3Y t o0
F6 L• n. - :983 3!.377 1 AC 3 f 1 02 10 ' '440 Wit . S,: 1 "
FS 1n u :98A ".3 50 •7O :4. * :O" 58 :0ý M 101 0, 113.1 tO
F6 Jan. I: M983 54937 1 100 S-, 0 1 49 10' -6 I 0
F6 Nov .6 M983 .7,'12 I 3 13 O :00 458 0O* 29 104
FS Nov 26 1983 6&6.W 16 J62 i.o7 , 0' 4-Q 10 _.'0. -I
F' Nov _' 1983 13.841 4 .i i.-3 5 t' 0 36. 0' -5.37 :01 1.' $ . !0,
F- Nov 26 1983 49.843 60 31-1 1 ',5 0o' 59 • :0 14 tO* LT . 107
F' Dec.11 !983 1.45$ ' - !.5 3.55 :0' 137. :0, 195 t0o 301 4 10'
F'- Dec. 3 1983 14.001 62 462 10' : : q 1 !, .-"3 :01 ;144 . IOd
*The varameter P. :& infeit " from the central energy E. o( 'he ýovt energy - annel its wthich the
charpng peat is idenlltied. .5,'1, is 9.3.% for both DMSP F6 and F'
edge reasonable assumptions about the limitation on accuracy, and could be straight
external potential structure and the usual forwardly removed, but remains since 4n
constants of motion are used to determine the observations am not usually available, and
flux and velocity of ions entering the sheath since a charging code is often used for 'worst
which are assigned to a super-particle and case' analysis. Photo electron currents are
tracked inward. Internal sheath densities aue also included, with shadows calculated from
determined from the time spent in each sun direction information.
volume element, and surface currents from In modeling DMSP, POLAR is hampered
their final deposition. When particles are by its single sized grid structure. In
repelled, their density is assumed to be designing POLAR to model the Shuttle
Boltzmann. Orbiter in the 200 - 400 on altitude range,
Auroral electrons are introduced with with an ambient plasma density range of
three distinct energetic populations 103 < Ne < 107 CC-, 10 > ;LD > 0.1 cm, it
[Fontheim, 1982]: Power Law, specified by was decided that a single grid would be
intensity, exponent, lower and higher cutoffs; adequate for shuttle, sheaths, and scope of
Maxwellian, specified by density and project. A piasnma sheatn thickness will
temperature; Gaussian, specified by intensity, always be bounded by the planar Child-
energy peak, and peak width. Auroral Langmuir length, DCL=XD (eV /kT) 3 R4 ,
electrons are assumed to not contribute which will always be comparable to the
significant space charge so they are shuttle scale. DMSP orbits at 840 kn, where
decoupled from the P-V portion of the the plasma density varies from
iteration. They and other sources of current 10 < N, < 105 cc-', 100 >Xj) > 1 cm. With
are accounted for during a charging step a satellite size of approximately 2 meters.
which updates conductor and surface hundred volt sheaths in the low density
potentials. The Auroral electron flux is extreme will become much larger than the
assumed to be isotropic, with no surface - satellite. If we choose a fine resolution of the
surface shadowing, and secondary and satellite, the total number of nodes will
backscatter currents are determined from increase run times to prohibitive levels ( the
surface potential and material properties high resolution DMSP model at UT1458
[Katz. 19861. The isotropy assumption is a employed 2.5x 105 nodes and required about
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200 hours at 106flops). POLAR manages is inclined to give up the pursuit of surface
memory better than it does time by level accuracy for a more efficient approach
maintaining a data base on disk and paging to the bulk charging. On a tai basis, we
fragments of the problem into core so the have "ntroduced an ad hoc 'Orbit Limited'
largest problems can be run on small high type model, where we seek a formula for the
performance workstations. POLAR does not net surface current as an analytic function of
require that the Debyc length be resolved as potential, similar to the successful approach
is common in explicit particle simulations. employed by NASCAP [Karz. 19781. This
Because of a technique called Charge formula gives for surface current density,
Stabilization [Cooke er al., 1985], the grid J + 1
without Poisson instability, but sheaths do I - kT +MI l
tend to expand since in reality the sheath
edge has .D scale structure which expands to ,Jth = 'J kT / 2 it m , M = velocity , m, 'IkT
the grid interval. With an inflated sheath The second term in the first braces is the ram
comes higher sheath currents. current to a disk assuming a thermal current
to a sphere. The second term in the second
The large DMSP sheaths are also a braces converts the orbit limited temperature
problem for POLAR's sheath current and to the flow energy.
density algorithm. In the space charge
limited regime where sheath thickness is less POLAR is also challenged by small
than or compa'able to object size, angular potentials. The Poisson solver is not
momentum effects on the trajectories of bothered, but when surfaces have potential
incoming ions can be reasonably modeled near kT, zero, or M2 k T / 2 e, currents can
with a single super-particle at each sheath be difficult to calculate, particularly near
element. For large sheaths, this friendly higher surface and space potentials.
feature is lost. In a stationary plasma, one
can appeal to the analytic orbit-limited limit IV. Satellite Models
[Laframboise and Parker, 19731, but in LEO, The observations presented in table I
the orbital momentum of the incoming ions represent a very wide range of parameters.
is not only high, its not even spherically Some of these cannot be reasonable modeled
symmetric. In the course of the DMSP study, with POLAR, due to constraints posed by the
the POLAR sheath model was extended to combination of density and potential. For
optionally replace a single sheath particle example, the F6 observations on Jan. 12 &
with a distribution of 5 particles that better 20, indicate high level charging with low
samples the momentum of the incoming ambient density. These conditions will
particles, produce a very extended sheath. which is
In the low density extreme, it would difficult to model for the reasons presented in
appear desirable to abandon particle tracking. the previous section. Reducing the object and
Inspection of large sheath particle tracks in grid resolution can help, and in this study,
POLAR models reveils very chaotic orbital two different resolution DMSP satellite
motion, and surface deposition patterns, that models have been used. These models and
can be quite sensitive to initial conditions, the distribution of materials wcre derived
Since it is not practical to approach problems from satellite documentation [DMSP, 1983],






Figure 1. Illustration of DMSP [DMSP, 19831
provided by RCA Astro Div. (now GE Astro
Space Div.). A sketch of DMSP from the
documentation with a few features is shown
in figure 1. The high resolution POLAR
model is shown viewed from ram and wake
in figures 2 and 3 along with material
designations.
a . . , . . . . .. . . . .
Figure 3. Surface cell material composition as
viewed from the - X direction.
represent, a microwave imaging sensor
(actually round), found on some versions of
DMSP, All material were chosen from the
default list of POLAR (NASCAP) materials,
which in some cases are guesses. The worst
guesses are probably the non-conducting
paint used on the back side of the solar cells.
and the assumption that the aluminized
Figure 2. Surface cell material composition as backing of the teflon and kapton thermal
viewed from the + X direction. blankets is always uniformly grounded. The
The gold patch on the ram side represents the solar cells have been modeled as uniform
location of the SSIES RPA on later versions solar cell cover glass. The real mix of glass
of DkMSP. The SSIE RPA for F6 and F7 is and conducting interconnects has a complex
the round disk located on the boom just current collection characteristic that cannot
above the satellite in figure 1. It is to small be be treated as a simple material.
separately modeled with POLAR. The cross NASCAP/LEO [Mandell, 1986] employs a
structure above the satellite in figure 2 promising hybrid potential and electric field
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dependent material treatment that could be population above 30 k/V, or the extent
adopted if this appears to be a limiting factor. outside of the observation solid angle, and
the reported ion density can be influenced by
V. Comparisons space potential focusing effects. In all
calculations, the ion density was set to that
Three observations were chosen P om reported in Table 1, and 0.02 eV wvas used forTable I for comparison with POLAR. teintmeaue
Charging on F6, Jan. 10, 1983, U'Y74,722, is the ion temperature.
chosen because the plasma density and to" t
sheath size are reasonable for POLAR, andt1
because the low potential will test POLAR's i -sS4
ability to model threshold charging. toG
Charging on F7, Dec. 01, 1983, UT1,458, is
chosen because the charging is significant (n
with a plasma density sufficient to produce a , t
tractable sheath size. Charging on F7, Dec. 
P 0
31, 1983, UT14,007 produces a impossibly U
large sheath, but was included as a test of the X
analytic Orbit limited ion model. These 10
Times.
The first step in developing the POLAR o. , 16 lo to,
models was fitting the observed electron ENERGI KEV
spectra. For this purpose, representative Figure 4. POLAR fit to the F7 SS14 specrum.
spectra were chosen from the observations, Observadons on Dec 01. 1983, UT 1,458. fittex with
fitted by the POLAR spectral parameters, and Power aw, Mzxwcllian, and Gaussian components.
assumed to be constant over the event Charging at UT1,458 and UT74,722 was
duration. It would have been preferable to modeled with both the high resolution DMSP
compute the average observed spectra before model and DMSPWE. Because of the the
fitting, but this was not done. Better still compute time required for the high resolution
would be to introduce new fits to spectra as model, large time steps were taken.
they varied, but since the fitting is now done POLAR's charging algorithm has implicit
by hand and eye, this would have been stability, but the nature of that algorithm in
prohibitively time consuming. Possibly the it's implicit limit leaves the temporal fidelity
best approach ý,ould have been for POLAR suspect. Therefore, in figure 6, we present the
to accept numerical spectra, but presently, charging history at UT1,458 for the
that option does not exist. DMSPWE only.
Figure 4 shows the fit at UTI,458, where The charging history suggests that the
the resultant POLAR line and the observation frame potential reaches equilibrium very
are almost identical. Figures 5 shows the early w .h respect to the dielectric surfaces
poorest fit which is for U174.722. The which is as expected since the dielectric to
spectra at UTI4,007 is similar to UTI,458. conductor capacitance will be much higher
Significant uncertainty enters the models that from the frame to infinity. Given the
with respect to the environments. From the uncertainties, the close agreement between
observations, we do not know the electron
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Figure 7. DMSPWE wake side surface potentials
Figure S. UT 74,722 observation and POLAR fit
-4M00 ArN W*E
-100A0 M130.0 -0.-700. L)
surfaces at LIT 1,458. moved some of the ram side current to the
th-'s mdeland bs vaton rflcts ome back, leaving the ram edge with insufficient
-thfs odl adobeato reetssm iofuxtprvnchgi .
degree of luck. Wake side suaface potentialsp
for DMSPWE are shown in figure 7, where Figure 10 is a 2o cut through the 3D
not surprizingly, the highest potentials are POLAR grid showing a shadow outline of
found on the wake side teflon surfaces. For the satellite, and space potential contours.
comparison, the high resolution model wake The sheath edge used to compute ion fluxes
side potentials am shown in figure 8. Hera and laupch the tracked particles lies at a
the same teflon surfaces arC highly charged, slightly more negative potential than the kT
but a few kapton surfaces partially hidden in contour labeled in the figure.
a cleft have taken the lead. The high res. ramisu e
dere o lck Wkesie rac ptetils io fuxtopacevenft chrgi ptng.l cluatdb
side is presented in figure 9, which exhibits 3D
lower potentials because of the ram ion flux. POere and butemraved n Tarles2 all three
The exception is the edge of the solar array cases POLAR and observations are in rough
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TABLE 2. Computedw4Observed
Frama Charging Potnil (Volts)
- Tag UT1.458 UT14,007 UT74.722
F7 / F6 215 5(0 68
Polar
SDMSP 390 - 12
DMSPWE 230 1200 11
Big PWE 802
white in figure I1. Ps we can see most
surfaces collect more.
Figure 9. DMSP ram side surface potentials
21.0
y 0.00.0
Figure 11. Ram side ion surface Currnts at UT 1.458.
1.0
Without knowledge of the actual focusing
., factors, which vary with the interaction, it is
reasonable to assume no focusing in
_determining an observed density.
-,.0 4.0 6.0 Ito 1,.0 , &o 0 .0 (N =Fuxs,,d Vw,) We must however
z OROUNTS.0.4,m assume that the measured ion density has an
Contour Levels, Volts: -300, -200, -100, -20, -0.2, -0.02 interaction induced uncertainty when
Figure 10. Contour plot of DMSPWE at UT 1,458. charging occurs. In fact, if we reduce the ion
density in the POLAR UT 74,722 model by aagreement. The trends are correct, and the factor of two, the satellite charges to -57
values are as close as one can expect given Volts with the ram side focusing factors
the uncertainty in code physics, exceeding 2 for some surfaces.
environmental uncertainty, and model
fidelity. The differences between the high and low
resolution models tell us about the effect of
wheher ay nalso userLaRnt casbes some of the assumptions discussed in section
whether additional uncertainty can be 3. Note that for UT 1,458, the high
attributed to the measurement of ion density. resolution model charged to the higher
Figure 11 is a plot of ram side ion currents potential. The increased variegation on the
for UT1,458. The ion flux to a square surface high res. model without surface shadowing
of an uncharged satellite would be increases the net electron flux. The lower
2.6x 10 Amp, which would be mostly resolution model has slightly higher net ion
201
fluxes due to sheath thickening effect of the or might not be suppressed, could depend
charge stabilization, so in comparison, the upon the actual location of surface potential.
high res. has lower fluxes. Both of these Incorporating available improvements in
effects are of about the same magnitude and solar cell treatnent would also be desirable.
contribute to the higher high res. charging. We also saw how two small effects, artificial
sheath current enhancement in low resolution
We can also take this opportunity to take moeat, and thack of low ina look at the size effect. In the model listed models, and the lack of self-shadowing in
as "ook at t siz e let. I the model lauroral electron current deposition, combined
as "BIG PWE" in table 2. the DMSPWE
calculation was rerun with the mesh size to produce a weak scale dependence forparameter increased by a factor of four, charging. While individually small effects,
which produced an almost four fold increase their ability to combine suggests that they are
hinchaprodud abest corrected.
in charging.
A nested grid capability would definitely
VI. Conclusions enhance POLAR. The large sheath problems
The results and comparisons in this study would run quicker, but the idea of mapping
have shown that POLAR is capable of currents from a sheath edge to surfaces
modeling at least some of the DMSP probably breaks at some point which may lie
charging events. This was not a blind study, Iwithin present capabilities. If one anticipatescharingevets.Thi   l  td  such a breakdown, it should be addressed
and for that reason, the conclusions are not as
strong as otherwise. Had table I been before extending POLAR. Another reason
presented to those of us who set up the for wishing a nested or multi-grid capability,Rruns without the charging levels, would be the ability to enhance surfacePoLAR wresolution. The value here is again subject to
most would have been run. Those models tempigacrc usin n olmt
with low density and presumably high the mapping accuracy question, and to limits
charging levels would have been abandoned of the building block approach, which should
when sheaths grew too large. Although be updated along with any improvements in
incomplete, runs abandoned due to charging gridding.
would have strengthened an affirmative In conclusion, POLAR, does appear
assessment of POLAR capability. In the capable of predicting the presence and levels
course of pursuing these results a few bugs of auroral charging.
were fixed, and some extensions were made.
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ABSTRACT
We studied the spacecraft/plasma interaction in the particular case of differential
charging of satellites in Low Earth Orbit. The environment of such a satellite is very
anisotropic, especially because of the mesosonic character of his velocity. We have
tried to investigate numerically this "worst case" situation for infinite cylinders and
spheres.
The code which we have developped, solves selfconsistently the coupled Hamilton
and Poisson equations, in polar coordinates. It takes into account a differential
polarisation on the rearward side of the spacecraft, where it is most likely to appear.
Electrons are supposed in thermal equilibrium.
It follows from our simulations performed with this code, that the wake of a
satellite in L.E.O. is generally shorter than expected from simple thermal
considerations. For middle class satellites, severe disturbances could occur, which
remain confined in the ionic shadow of the spacecraft. The wake density is decreasing
when the differential potential is increasing. For a small mock-up, the potential
disturbances could extend well out of the wake. The wake density increases with the
backward side polarisation.
The near wake is always empty of drifting ions, so it seems likely that the back
side charge cannot be neutralized by such ions.
1. INTRODUCTION
Owing a large number of failures on geostationaries spacecrafts, the interactions
between them and the plasma at these altitudes were largely studied and today mainly
understood as result of energetic electrons precipitations (see for example Fennel et al.
1983, and Levy et al. 1986). A first analysis of such interactions at ionospherical
altitudes leads to the conclusion that, except perhaps in very special conditions (as for
DMSP, Gussenhoven et al. 1985, and Yeh et al. 1987), the absolute potential of an
equipotential satellite must remain around a few negative volts. This is due to the
smallness of the Debye length with respect to the spacecraft dimensions, in this colder
and denser plasma ( AI'Pert et al. 1965) (table 1). Despite these reassuring conclusion,
and the fact that no failures due to anomalous charging was actually reported on low
earth orbit (L.E.O.), we decided to investigate the case of non equipotential spacecrafts
(already tackled by L.W. Parker 1978, 1983). Contrary to the geostationary case, the
plasma environment of a spacecraft in the ionosphere, is very anisotropic : due to the
mesosonic character of the spacecraft speed, a wake appears behind it, where the
conditions could approach those of the geostationary plasma (Samir et al. 1986). In
such a rarefacted medium, high charging levels are likely to occur, especially during
auroral precipitation of energetic electrons, on insulated pans (floating metalizations or
dielectrics) (Coggiola 1988) (figure 1). On futur spacecrafts, active polarisation may
also induce high voltages on parts of the external surface.
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To better understand the interaction between the wake and such polarisations, and
therefrom deduce whether ambiant ions could be dragged to such charged area on the
wake side or not, we developed a suitable numerical simulation.
2. NUMERICAL MODEL
In low orbit conditions, the space-charge coupling, the magnetic field effects, and
the ion flow effects could all be important. As a result, modelling of spacecraft-
environment interactions appears likely to be a difficult task (Laframboise 1983).
Therefore, we must use some approximations to develop our numerical simulation.
2.1. Simplifications
I- The spacecraft is only bipotential, with a main surface at the rear of the spacecraft, at
various fixed negative potentials, up to -I kV.
2- We assume no magnetic field and
3- no secondary emission or photo-emission of electrons.
4- In such conditions, we choose spherical or infinite cylindrical structures to obtain a
purely bidimensional geometry, which reduces greatly the computation work.
5- Moreover, we decided to limit the computation area to the back side of the spacecraft,
around the wake. So, all effects arising in front of the spacecraft are neglected. This
seems to be realistic because of the thinness of the sheath on this side.
6- We assume only one sort of ions (0+ or Ar+) with a drift velocity and eventually a
small thermal component.
7- The electrons are supposed in thermal equilibrium, and so modelized using the
boltzmann factor.
8- The plasma is collisionless on the scale of the interaction area.
The modelized situation could be considered as a "worst case" for the differential
charging of a non equipotential satellite. The charge is located in the ion depleted wake,
where it is likely to appear under auroral precipitation (Katz et al. 1985), and it could
only be limited by collection of drifting ions of the ambiant plasma.
Under these assumptions, we developed the following numerical algorithm.
2.2. Algorithm Description
This code solves selfconsistently the coupled Hamilton and Poisson equations, in
polar coordinates.
As seen above, the simplified geometry of the interaction is bidimensional (2d2v)
and, as we have already a physical discontinuity of the voltage on the spacecraft
surface, we choose to solve the equations in polar coordinates, to avoid a second,
geometrical, discontinuity. These coordinates result either from cylindrical coordinates
invariant along Z, or from spherical coordinates invariant around the system axis as
shown on figure 2.
In the collisionless medium which is being treated, the particules density and
velocity distributions are well described by the kinetic theory, expressed through the
Vlasov equation (Delcroix 1963). But this form is difficult to solve directly for a
complex system, and we replace it by the integration of Hamilton's motion equations
over a large number of simulation particules. These particules (equivalent to real ions
packets) are all introduced during one first time step. They form a charging front which
is moved over the computational mesh by integrating the Hamilton's equations, taking
into account the fixed electric fields deduced from a potential distribution.
At each time step, each particule leaves a charge on the four nearest grid points by
means of a bilinear deposition sheme (PIC method described by Birdsall and Langdon
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1985, see fig). When all particules of the front have reached the bou;.daries (satellite
surface or external boundary), we sum at each grid point the charges accumulated
during the process on all trajectories. After some weigthing by the cell surfaces and
normalisation, the ionic density is deduced at all nodes.
This is used as input for the Pois~on equation which is expressed in a finite-
difference form over the same grid as above. Owing to the Boltzmann factor (electronic
density), the resulting system of equations is not linear. Nevertheless, it can be solved
by a Gauss-Seidel algorithm. We thus obtain a discrete potential distribution which
gives us the electric field at any place in the computation area, through a finite
differenciation, and eventually a bilinear interpolation if the point is not at a node. This
is used in its turn, as input for the integration of Hamilton equations.
For the first iteration of this algorithm (figure 3), we choose everywhere a zero
potential, and so a zero electric field. Then we perform the above sheme until self-
consistence is achieved : the density distribution must give, using the Poisson equation,
a potential distribution which gives back, after the integration of Hamilton equations,
the same density distribution.
In relation with the assumptions made before, with computational capacities, and
with observations of preliminary results, we are able to set rough estimations of limits
to the input parameters.
2.3. Limits of the Simulation
As seen from the boundary conditions, there is no treatment of the forward region
of the spacecraft, and we assume a cylindrical (resp. plane) symmetry around the drift
direction, behind a sphere (resp. an infinite cylinder). These remarks lead to the quarter
shaped working area of figure 2.
All the boundary conditions are independent of time 'nd so we obtain only
stationary results. These could eventually be approximations in particular cases.
All the calculations are made with dimensionless normalized variables and
parameters, in order to simplify the formulation, and make comparisons easier.
The interaction parameters are limited as it follows:
100 2t C = Rsat/LDebye -> 10
The upper bound is due to limits in computational capacities, because the spatial
grid step must be taken of the order of the Debye length : LD (Birdsall and Langdon
1985). The lower bound comes from physical considerations about the thickness of the
sheath (a few LD), and his effects in front of the spacecraft which we neglect (Al'Pert et
al. 1965).
40 _> Mi = Vsat/Vth~i > 5
As above, the upper bound comes from computational limitation, because the
interesting area may reach about (Mi.Rsat) behind the spacecraft (Gurevich et al. 1969,
and Samir et al. 1981). The lower bound was deduced from tests which showed that
for low values of Mi. particules seem to be trapped near the axis of the wake, and
prevent the algorithm from converging. This can result from turbulences and/or
inadequate space sampling and to few particules.
5 _ Tic = -e~conduct./ kT > 0
The upper bound is necessary for the thickness of the plasma sheath to remain of
the order of the Debye length. The lower bound is dictated by the assumption of a
thermal equilibrium for the electrons.
1000 > 7id =-e4diel" / kT ?: 0
The upper bound was deduced again from observations of trapped particules at
"focal point-like features" on the axis of the wake, which we suspect "3 -'%c rise to
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some turbulence phenomena. The lower bound comes as above from the approximation
of the electronic density by the Boltzmann factor.
All these constraints are broad approximations, subject to evolutions in relation
with improvements of the code.
We will now examine a few interesting results of our code. These are only early
calculations, and they will need further investigations.
3. RESULTS AND DISCUSSION
We present here two configurations, corresponding to two very different
situations, showing the versatility of our code. The first one is corresponding to a
middle-class satellite in the ionosphere, the second one could U. interpreted as a mnock-
up in the plasma stream of an experimental chamber.
3.1. Middle-Class Satellite in the Ionosphere (see table 2 and figures 4 a-.)
The three backside potentials have been chosen to represent:
- equipotential structure at floating potential
- active polarisation coming from experiments or power supply
- charging under energetic electrons precipitation
The main surface is fixed at the floating potential, and this seems to influence the
wake shape as already pointed out by Stone (1981). Indeed, we observe a wake void
shorter than would be expected r-om simple thermal calculations (i.e. Mi.Rsao, even
for an equipotential satellite (fi 4 b). This length is better obtained by taking into
account the floating potential and the negative space charge of the wake:
Lwake -dit .VL1  'V Eiloat. + Ewake .6
and we observe : Lw - 2.5 in good agreement with the calculated length.
Between Lw and Mi.Rsat (limits of our system), we observe a very
inhomogeneous wake, with a strong focusation on the axis, behind the sphere. In the
case of a cylinder, the geometry leads to a lower axial concentration, but the potential
disturbance is more extended and it results in lower densities around the axis, but the
wake is wider.
When the differential polarisation grows up, the potential disturbance extends but
remains mainly confined in the ionic "shadow" of the spacecraft (fig. 4 c,e). So, the
flux of particules which enters the wake doesn't increase very much, but these
particules are more and more accelerated. Thus, their local density decreases around the
central axis, where they tend to accumulate in localized areas (fig. 4 d,f). Perhaps is it
an indication of axial turbulence ? Indeed, for very high potentials (-1kV) the density
distribution given by the code is not really stable. Nevertheless, it seems that the
polarised surface remains always in a near wake almost empty of ions and is not
expected to be discharged through a current coming from the drifting ions.
3.2. Mock-up in a Stream of Drifting Ions in a Plasma Chamber
(see table 3 and figures 5 a-f and 6 a-d)
In this case, the main surface remains at zero potential, and we fixed for the
rearward surface the same potentials as before. We find this time that for a structure
wholly at zero potential, the shape of the near wake is controled both by the backward
negative space charge and by the thermal motions:
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wft. 1= - 0.
+ Ew. 1 +3
and we observe : Lw - 9 (fig. 5 b, 6 b)
When the differential potential is growing up, the particles are driven toward the
wake axis with increasing velocities, as above for a satellite. But now, the mock-up is
too small (6mock-up < Cspacecraft) to shield the potential disturbance for high
potentials, and this extends well out of the wake (fig. 5 e) and even aound the mock-up
itself for a cylindrical geometry (fig. 6 c). So, the flux of ions entering the properly so
called wake, increase simultaneously with their speed, and the ionic density is not
decreasing as above, but on the contrary, generally increasing too (fig. 5 f), except for
very high polarised cylinders (fig. 6 d).
For both studies, a differential polarisation limited to a few tens of volts does not
affect the wake; some modifications begin to appear around hundred volts (fig. 4 c,d
and 5 c,d).
We never observed any collection of ions on the polarised rearward surface, which
is always remaining in a near-wake empty of particles, limited by our sensitivity : i.e.
(.03. NO) around the spacecraft and (.003 . NO) around the mock-up. This seems to
be due to the fact that ions which experience the potential disturbance are accelerated at
first almost along the drift direction and slightly repelled from the spacecraft surface,
because of the shape of the isopotentials around the satellite. After this acceleration, the
potential crossed by the particles is decreasing and not strong enough to attract them
back. Moreover, the potential decreases very rapidly near the polarised surface and the
ions do only cross regions of potential lower than their own drifting energy. For higher
potentials, or different geometries, this result could become invalide.
4. CONCLUSIONS
In the limits expressed before (§2.3.), the code which we developed gives
interesting new results about the wake structure of a non equipotential probe in a
drifting plasma. We conclude that:
1- For a differential potential lower than 100 Volts, the wake disturbance remains weak.
2- For higher potentials, the disturbance depends mainly on the ý=Rsat/LDebye
parameter:
- For low ý (< 10) the potential disturbance extends in the plasma around the wake,
and the density in the wake increases with the differential potential.
- For high ý (> 10) the probe shields the potential disturbance which remains
confined in the near-wake, and the density in the mid-wake decreases when the
potential increases.
However, the density is always increasing with the potential on the axis behind a
sphere, because of focusing effects.Furthermore, these conclusions concern mainly the
spherical probe. It seems probable that the transition value of ý is higher for a cylinder,
due to the fact that, at equal applied potential, the disturbance is far more extended
around a cylinder than around a sphere. In this case, there is a competition between
lower geometrical condensation, but higher electric field focusing effect.
3- Last but not least, even for differential potentials as high as -1kV, we do
not observe any discharging current coming from the drifting ions. This
confirms the possibility of high differential potentials on spacecrafts, in particularly
hard conditions, such as shadow and energetic electrons precipitations without enough
secondary emission. It is although obvious that any ionic population without drift
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movement with respect to the probe ( plasma emitted from it or resulting from ionisation
or charge exchange on non drifting neutrals...) will probably be very sensitive to the
potential hole in the wake and could strongly modify the above results as suggested by
the results of experiments of Coggiola (1988).
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FIGURE 1I
ton flow effects in low earth polar orbit
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Diagram of the calculation area. It shows the polar computational mesh and the
boundary conditions. The entrance frondier for particules (ions) is tint.
Rsat :spacecraft radius
Vd = -Vsat : ion drift velocity
Vth.i :ion thermal velocity
Mi = Vsat / Vth.i : ionic MACH number
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Ionospheric Parameters around 500 km high. This plasma is colder and denser
than the one at geostationary orbit.
VELOCrrES
electron or ion thermal energy: 1000 OK - 0.1 eV
Electron thermal speed 2. 105 m.s"
1
Ion (0+) thermal speed : 103 m.s"1
Spacecraft velocity: 8 .103 m.s"1
DENSMTY
Plasma density : 1010 m-
3
LENGTHS
Electron-ion mean free path : 104 m
Ambient DebUe length : 2. 10 2 m
Ambient Electron gyroradius : 3. 10-2 m
Ambient Ion (0+) gyroradius: 5 m
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TABLE2"
Characteristics of a middle-class spacecraft and its environment in low earth
orbit. The satellite radius is much greater than the Debye length. contrary to
geostationary orbit conditions.
Rsat. = I m
Te = Ti =.15 eV
mi (O+) = 2.66x 10-26 kg
Vsat = 8.x 103 m.s"1
No = 1.xl0I 0 m-3
Oc "I float. = -.36 V
Od = -.36, -100., -1000. V
Normalised Parameters used by the code:
IoC = -c / T(eV) = 2.4
id = - /d/ T(eV) = 2.4, 690., 6900.
S= R sat / ý,D ebye = 35.
i = Vsat / Vthi = 8.4
TABLE3 .
Characteristics of a mock-up and its environment in a plasma chamber. This
plasma is denser and drifts faster than the ionospheric one, around a structure
much smaller than a real satellite.
Rsat =0.1 m
Te = Ti = 0.1 eV
rni (Ar+) = 5.98x10-26 kg
Vsat = 15.x1O3 m.s-l
No = 1.x10 1 1 m-3
Oc =0. V
Od = 0., -100., -1000. V
Normalised Parameters used by the code:
TcI = - Oc T(eV) = 0.
'id = - Od / T(eV) = 0.,1000.,10000.
Rsat / XDebye = 13.
Mi = Vsat / Vthi = 29.
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High-Voltage Auroral-Zone Charging of
Large Dielectric Spacecraft: A Wake-Induced-
Barrier- Effect Mechanism
J.G. Laftarmboise and J. Luo"
Physics Department
York University
Downsview, Ontario, Canada M3J IP3
ABSTRACT
The Shuttle Orbiter is likely to enter the auroral plasma during high-inclination missions such
as the proposed WISP/OMV mission. The usual mechanism for high-voltage spacecraft charging
involves the overcoming of secondary electron emission from spacecraft surfaces by an ambient
electron distribution which contains mostly energies well above the secondary yield maximum.
We discuss a different mechanism, which involves suppression of emaitted-electron escape by a
potential barrier downstream of the spacecraft, produced by unbalanced electron space charge in
its wake. We obtain a tentative prediction that this mechanism can produce potentials roughly
100 V negative with respect to space, on downstream-facing Orbiter surfaces. Predicted potentials
become more negative as spacecraft size increases. Shuttle tiles and spacesuit outer fabric have
low enough photoelectron yields that daylight auroral-zone high-voltage charging appears possible
for these materials. Essentially the entire content of this paper is contained in: J.G. Laframboise
and J. Luo, High-Voltage Polar-Orbit and Beam-Induced Charging of a Dielectric Spacecraft: A
Wake-induced Barrier Effect Mechanism, J. Geophys. Res. 94, 9033 (1989).
Work supported by Air Force Geophysics Laboratory contract no. F19628-83-K-0028.
"Present address: Physics Department, Rice University, Houston, Texas 77251.
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SOME EUROPEAN ACTMITIES ON SPACECRAFT/PLASMA
INTERACTIONS IN LOW EARTH ORBIT
A.R. Martin, P.M. Latham and R.A. Bond
Culham Laboratory, Abingdon, Oxon OX14 3DB, England
ABSTRACT
This paper describes some current European activities on the topic of
spacecraft/plasma interactions in low Earth orbit.
One programme is concerned with a study of the mechanisms governing the
formation of plasma wakes by large bodies. The work involves both
simulation in the laboratory and computational studies using existing
computer codes. Although aimed at attaining a better understanding of these
mechanisms, the study will provide input to large platform design studies,
and into the requirement for the second activity, described below.
The second programme is concerned with spacecraft/plasma interactions
and electromagnetic effects in low Earth and polar orbits. It involves the
study of plasma wake formation and spacecraft charging phenomena. Again,
both experimental and computational work is involved. A suite of computer
codes to model various aspects of the interactions is being developed. The
intention is to produce an engineering tool for use in spacecraft design
studies, and for the assessment of the impact of the space environment on
the spacecraft. Cross-validation of the experimental and computational
results is seen as an important aspect of this work.
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1. INTRODUCTION
In the first decades of the space age, European organisations were
active in studying the topic of spacecraft/plasma interactions (SPI) in low
Earth orbit (LEO). The work was in support of both space science studies
and spacecraft design efforts. Activity ranged from measurements in space(Samir and Willmore, 1965; Samir and Wrenn, 1972), through laboratory
simulation (Cox, 1965; Clayden and Hurdle, 1967; Agnello, 1969; Pigache,
1971), to computational studies (Martin, 1974).
After this initial period where interest was concentrated on LEO, the
emphasis then moved to the study of phenomena occurring in geostationary
orbit, and in particular of spacecraft charging and discharging in the space
environment. Several European spacecraft suffered from flight anomalies,
causing computer upsets and spurious commands, and a significant amount of
effort was expended in this area. A recent, comprehensive summary paper is
available (Frezet et al, 1989).
More recently still, with the advent of large-scale programmes such as
Colombus, MTFF, and Polar Platform, the focus of interest has moved once
again, returning to LEO and the questions of the SPI of large, active,
long-lived structures in LEO in gencral, and the polar orbit environment in
particular (Thiemann and Bogus, 1986; Martin, 1986; Coggiola et al, 1988;
Coggiola, 1988). These studies represent a significant area of activity inEurope at present, and indeed several contributions arising from the work
appear in these Proceedings (Wrenn and Sims, 1989; Soubeyran and Levy,
1989).
This paper describes two programmes of work on SPI under way at present
in Europe, among other on-going activities just mentioned. The first
programme is being carried out by Culham Laboratory (A.R. Martin, R.A. Bond,
P.M. Latham) on behalf of the Royal Aerospace Establishment (RAE) at
Farnborough in the United Kingdom (Project Monitor, G.L. Wrenn). This is
concerned with a study of the mechanisms governing the formation of plasma
wakes by large bodies. The work involves both simulation in the laboratory
and computational studies using existing computer codes.
The second programme is being carried out on behalf of the European
Space Agency (ESA; Project Monitors, E.J. Daly and J. Hamelin). Culham
Laboratory is heading a consortium including the Mullard Space Science
Laboratory (MSSL) of University College London (A.D. Johnstone, D.J.
Rodgers, R.L. Kessel), the Norwegian Defence Research Establishment (B.M.
Maeblum, J. Troim) the Technical University of Graz in Austria (W. Riedler,
M. Friedrich, K. Torkar), and RAE Farnborough (G.L. Wrenn, A.J. Sims).
The ESA programme is concerned with SPI and electromagnetic effects in
LZO and polar orbit, involving the study of plasma wake formation and
spacecraft charging phenomena. Following a review and identification of the
important interactions, experimental and computational simulations are being
carried out, and a suite of computer codes is being developed with the
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intention of providing an engineering tool for use in spacecraft design
studies, and for the assessment of the impact of the space environment upon
spaci-craft.
The two programmes are harmonised and co-ordinated to produce a
cohesive and comprehensive study. The programme contents are described in
more detail in the remainder of this paper.
2. LARGE BODY PLASMA WAKE FORMATION
2.1 Introduction
A spacecraft moving through the LEO plasma does so at a velocity which
is hypersonic with respect to the ambient ions, but subsonic with respect to
the electrons. This flow condition is referred to as mesothermal, and the
motion of the spacecraft will give rise to "plasma aerodynamics" effects.
The wake structure caused by the spacecraft, and the associated potential
distribution perturbations about the body, will play a critical role in such
areas as spacecraft charging, the excitation of turbulence and
electromagnetic noise, diagnostic equipment positioning, communications
links, etc.
A thorough understanding of the fundamentals of the interaction of
large bodies in the LEO ionosphere is a necessary first step towards the
study of spacecraft charging and other problems of current interest.
Likewise, the conditions in the ionosphere (and in particular in polar
orbit) must be quantified and rationalised in order for any computational or
experimental work to result in accurate simulation and prediction of the
spacecraft - ionosphere interactions.
A large amount of work, both theoretical and experimental, has gone
into the study of plasma wakes around vehicles moving in the ionosphere.
However, the vast majority has been ftr the case where the body dimensions
are of the order of, or less than, the Debye lenItl•X , in the anbient
plasma. For the case of large spacecraft, where the R4. ratios are of the
order of 100 or more, then there is little previous worn to rely on, with
the exception of some very recent STS data.
Experimentally, the largest bodies that have been investigated
generally had a dimension to Debye length ratio of 40-50, and were simple
cylinders or spheres. The wake behaviour was probed axially downstream of
he body. While not as complex as the wake produced by small obstacles,
there was still structure to be seen and the general characteristics were
sufficiently different to those of smaller bodies to discourage
extrapolation from one to the other. The potentials applied to the bodies
were also modest and not representative of those anticipated in a polar
orbit. In addition, the parameter variations (Debye length, ion speed
ratio, etc.) were limited.
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Computationally and theoretically the situation is somewhat more
optimistic. Until relatively recently the largest body modelled has been
of the order of 25 Debye lengths. However, in the past few years larger
body dimensions have been investigated. At present this has only been
carried out using one method of computation and comparison with results from
a different mathematical approach is needed. Again, the parametric
variation has been limited.
Work carried out for ESA/ESTEC (Coggiola et al, 1988) has shown that
the case where the rear of a large spacecraft is shielded from ion fluxes,
as a result of the wake set up by its motion through the plasma, and where a
large, energetic electron stream is being collected can result in
differential charging levels of many kilovolts. This in turn, has the
effect of modifying further the potential and density contours about the
body and leads to a very complicated flow-field structure. It is this
structure that must be better investigated and understood before extensive
programmes of work into the detailed mechanisms of the charging problem are
embarked upon.
2.2 Computational Simulation
The computational simulation work uses an existing computer code
SATIN3, which is a much enhanced version of a code used in previous work
(Martin, 1974).
This program represents the distribution of ions by a cold beam and the
distribution of electrons by the Boltzmann factor i.e. "cold ion"
approximation. The method of solution of the coupled Vlasov-Poisson
equations for particle density and electric potential is via the use of
flux-tubes. In this method the flux of particles in the tube is constant,
and the tube is defined by two neighbouring trajectories. Since the
cross-sectional area of the tube is known from trajectory calculations, and
the particle velocity is also known, the particle density at any point in
the tube can be computed. The flow field being investigated is represented
by a mesh array of points and the calculated density is assigned to the
nearest grid point along the path of the tube. The flux tube evolution is
followed from far away towards the body, and the solution method is
therefore one of the family of "outside-in" techniques.
The program can solve for the cases of a disc, with axisymetric
rotation about the centre axis, or for a long plate (both bodies are
transverse to the plasma flow). Input variables such as ion mass, satellite
velocity, body potential etc. are provided for control of the modelling.
Large bodies (of the order of 100 Debye lengths) have been modelled in work
to date. The limit will probably be set by computer time (and cost)
considerations, but this is offset to some extent by the relatively fast
computational speed of the program.
The major disadvantage of the code is that the method of solution fails
if trajectories attempt to cross over or to reverse direction; a condition
which is velocity dependent but in practice occurs at dimensionless body
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potentials of - 35 to - 40, where this is defined as the body potential
divided by the electron ternperature (in electron volts). However, the code
will also tackle the case of a second body (or surface) immediately in the
shadow of the main body i.e. representative of a high level of differential
charging at the rear of the body. In this case, second body potentials as
low as - 5,000 have been modelled.
The code has a wide range of graphical output options, including colour
contour plotting using customised subroutines. Figure 1 shows an example of
the ion density contours and an isometric representation of this and Figure
2 shows the potential and density contours for a disc, with a dimensionless
body potential of - 4 and an area immediately behind this with a potential
of - 5,000.
As well as this numerical work, the output from the computer runs are
being used as data for input into the development of semi-empirical models
(Martin, 1974; Stone, 1981) which predict the wake dimensions and shape as a
function of parameters such as body size, spacecraft Mach number and
spacecraft potential. As an example, Figure 3 shows a comparison of
numerical data (points) with semi-empirical model fits (solid lines), for
the variation of the length of the wake behind a body as a function of Mach
number, for three different sized bodies.
2.3 Experimental Simulation
The experimental work is being carried out in a large LEO plasma
simulation facility at Culham. Some relevant details of the facility are
given in Table 1, together with the corresponding characteristics of the
test facility at the Norwegian Defence Research Establishment (NDRE) (Troim,
1989), used in work to be discussed in the next section.
Facility calibration has been carried out with a range of diagnostics
mounted in the facility to determine the range of plasma temperatures and
densities which can be produced. This allows the corresponding range of
orbital altitudes which can be simulated in the facility to be evaluated.
In terms of LEO plasma environment simulation, altitudes between 200 km and
around 1,000 km can be simulated. Ion Mach numbers of M = 10 can be
simulated, which is somewhat higher than conditions found in LEO. The
hypersonic characteristic of the flow should be well modelled,
nevertheless.
The experimental programme will map the interaction of large bodies
with the above simulated environment. A range of spacecraft size,
spacecraft velocity (Mach number) and body potential will be used. The
plasma flow fields will be mapped, both axially and radially. The validity
of the simulation (scaling laws, facility background pressure effects, etc.)
will be investigated. A comparison will then take place of numerical and
experimental wake interaction results, together with a critical assessment
of the validity or otherwise of eacn approach.
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Critical issues raised by the numerical and experimental work will then
be identified, and their impact upon large bodies in LEO, and the proposed
Polar Platform in particular, will be investigated. Areas of incomplete
assessment will be indicated, together with proposals to rectify this.
3. SPI AND ELECTROMAGNETIC EFFECTS
3.1 Introduction
The second programme of work to be described is wider ranging than that
discussed in Section 2 above, and involves the coverage of a wide range of
SPI topics.
As background to the study, the concern and activity in Europe over
high levels of spacecraft charging in geostationary orbits was referred to
above. Interest in the behaviour in LEO was started by the realisation that
auroral precipitation zones could cause the same types of effects, with
impact on spacecraft, and particularly on large structures (Parks and Katz,
1980). These early numerical studies were followed by evidence from sensors
on-board the DMSP spacecraft that suggested that charging up to kilovolt
levels did indeed occur (Gussenhoven et al, 1985). Preliminary laboratory
experiments (Coggiola et al, 1988; Coggiola, 1988) suggested that high
levels of charge could be sustained on a model spacecraft, even in
conditions where a relatively high plasma background level was present.
A wide-ranging review of the available literature was carried out, to
identify and focus on the effects that may be of great concern for future
missions. Topics covered included the effects caused by the hypersonic
spacecraft motion through the plasma, the effects caused by exposure to high
energy auroral electron fluxes, effects on solar arrays operating in the
relatively dense plasmas in LEO, the effects of contamination (both of the
spacecraft itself, and by the spacecraft on the ambient neutral and plasma
environment), and effects leading to the generation and emission of plasma
waves and electromagnetic radiation.
This review, which was written as a detailed and self-contained
document, formed the basis for the choice of content of the current
programme of work, described in more detail below.
3.2 Computational Simulation
The interaction of a space vehicle with its surroundings in low Earth
orbit is a complex phenomena and no simple description will allow all the
features to be adequately quantified. The use of computer codes, does,
however, provide the spacecraft designer with a powerful tool to analyse
some of the effects since many of the physical processes occurring may be
included in such codes. Nevertheless, despite the potential of
computational methods, it is not realistic, at present, to design a code
which includes all the physical processes that may be present in a rigorous
and self-consistent manner. Instead it is proposed that a suite of codes be
provided each of which will perform an analysis of the spacecraft/plasma
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interaction on the basis of a specific but restricted set of assumptions.
While each code individually will allow only part of the problem to be
addressed the entire suite will allow a much more complete picture to be
obtained.
The software being developed will consist of a suite of programs,
written in a modular manner, allowing further program additions to take
place without disrupting the overall software package. Each program within
this suite is assigned to a particular level, generally reflecting the
complexity of the program, and of the problem being studied, and also
reflecting the level of familiarity required to run and interpret a
particular program. Three levels are proposed and these are described in
more detail below.
Level 1 is the simplest level of software. It is intended to allow
someone unfamiliar with the subject of spacecraft/plasma interactions to
define a particular spacecraft and mission requirement, in outline terms,
and the software should then determine the characteristics of the space
environment which may then be used in more specialised programs in order to
study the problem further. Input to the software will consist of,
information on the orbital characteristics (altitude, inclination), mission
characteristics (time of launch, duration) and spacecraft characteristics
(size, materials, solar array dimensions).
The software will interpret this input in terms of plasma interaction
parameters relevant to the problem assessment (densities, temperatures,
Debye length, high energy particles) as a function of the input parameters
(altitude, inclination, time of launch, mission duration).
Level 2 represents a more complicated set of software than Level 1, but
still consists of programs which a non-specialist should be capable of
running and interpreting. It will consist of several independent programs,
each simulating a particular aspect of spacecraft/plasma interactions. At
the initial stage, each program will be stand alone, requiring separate
dedicated input. The programs will, however, be written in such a way that
future enhancements to the software should allow a common data input set to
be used with the programs, and commonality of data input will be implemented
from the outset.
The types of software intended to be provided at Level 2 are as
follows:
a) A program which gives an estimate of the charge that a body would
acquire in a plasma. Analytical relationships will be used, and
the code should have a rapid turn-around. Different materials and
plasma conditions should be able to be input by the user.
b) A program which gives an estimate of the current collection, and
associated power loss, that a solar array would experience in a
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plasma. Empirical relationships, from laboratory simulations and
in-orbit testing will be used. Different voltages and plasma
conditions should be able to be input by the user.
Additional programs may be added to this level at a future date. An
example would be:
c) A program which gives an estimate of the wake extent and structure
that a body would create in moving through a plasma.
Semi-analytical relationships from laboratory simulations and
in-orbit experiences would be used. Different body
characteristics and plasma conditions should be able to be input
by the user.
Level 3 represents the most complex set of software, requiring
specialist knowledge to run and interpret. It will consist of severa
independent programs, each simulating a particular aspect of the
spacecraft]plasma interactions in detail. The programs may be large and may
require substantial amounts of CPU time to run, but anticipated continuing
improvements in computer power may alleviate this problem in the medium
term. Each program will stand alone, and will require a dedicated data
input set.
The types of software intended to be provided at Level 3 are as
follows:
a) A program which gives a self-consistent solution, using particle-
mesh numerical methods, to the charge that a body would acquire in
a plasma. Different materials and plasma conditions should be
able to be input by the user. The output will be written to
dedicated files, and a wide range of post-processing options will
be available, particularly graphical representation.
b) A program which gives a self-consistent solution, using particle-
mesh numerical methods, to the particle and potential distribution
about a body moving through a plasma. Different body
characteristics and plasma conditions will be able to be input by
the user. The output will be written to dedicated files, and a
wide range of post-processing options will be available,
particularly graphical representation of the output to enhance
interpretation.
As in Level 2 other programs could be integrated into this level.
The proposed structure of the Spacecraft/Plasma Interactions and
Electromagnetic Effects program suite is illustrated in Figure 4. Five
codes will be developed encompassing all three levels. These codes are as
follows:
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LEOPOLD Determination of the characteristics of the low Earth and
polar orbit environments. This software is being written
at Culham.
EQUIPOT Analysis of material charging in the low Earth and polar
orbit environments. A O-d code. This package is being
written at RAE (Wrenn and Sims, 1989).
SOLARC Analysis of the current collection and associated power
loss of solar arrays in the LEO and polar orbit
environments. Again a O-d code. This software is being
written at Culham.
PICCHARGE Detailed analysis of spacecraft charging and local plasma
modification in the LEO and polar environments. A 2-d or
2.5-d code. This package is being written at MSSL.
SAPHIRE Detailed analysis of ram and wake flows due to a charged
spacecraft in the LEO and polar orbit environments. A 2-d
code. This package is being written at Culharm.
(It should be noted that the code names are at this stage only
tentative.)
As an example of the way the codes in the suite interelate, it is
envisioned that the user will use the Level 1 software code LEOPOLD to
generate the basic space environment data such as particle densities,
temperatures and average ion masses that may then be used as part of the
input data to the codes at higher levels. Whilst initially and within the
current study this will be performed manually, further development will
allow this operation to be performed automatically.
As as further example, the use of the Level 2 code EQUIPOT will allow
the user to obtain rapid information as to the extent of charging likely for
a given material. If a more detailed analysis is required the user will
then use PICCHARGE to obtain a detailed and accurate picture of the charging
level to be expected.
3.3 Experimental Simulation
The content and scope of the proposed experimental programme will be
such that model geometries, plasma conditions, and diagnostic measurements
will provide a direct comparison with the output of the computational codes
being developed in parallel with this work. The comparison of experimental
data and computational output is an essential part in the evolution of
accurate, reliable, and validated computational tools. The experimental
programme will also aim to provide a complete and self-consistent set of
measurements, and to characterise the plasma phenomena over as wide a range
of relevant parameters as is feasible within the constraints of the study.
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Two main areas of prime concern are being investigated. The first of
these is a study of the interaction of a streaming plasma with various
bodies of relatively simple geometry, in conditions relevant to the
ionosphere. The second area is the charging of bodies with conducting and
dielectric materials subjected to the high energy electron bombardment
characteristic of the auroral regions, both with and without the presence of
a streaming plasma.
The experimental work will be carried out in the LEO plasma simulation
facilities at and NDRE, some details of which were given in Table 1.
At Culham, the facility has the advantage of greater size, much greater
pumping speed, and lower base pressure (several orders lower than the
typical working pressure quoted in Table 1). In general more detailed
measurements will be taken than at NDRE. The effect of pressure variation
on the slow ion fraction in the facility will be investigated, to validate
the wake measurements. The wake measurements themselves will be performed
for a variety of relevant operating parameters.
The complete list of parameters to be varied, measurements to be made,
and the diagnostic requirements which these imply, is necessarily limited by
the scope of the overall study, and a trade-off between the experimental and
other major aspects of the study must be made. In particular, the balance
between the software development requirements, and the need for experimental
understanding and validation of codes has been considered carefully.
At INDRE the facility has the ability 1. vary the ambient magnetic field
in the plasma, via the use of an array of Helmholtz coils. The main
objective will be to establish the effects of the magnetic field on the
properties of the wake region behind a body. The field will be varied to
give less than 0.02 gauss throughout the controllable region, 1 gauss in the
y-direction, 1 gauss in the z-direction, and a field duplicating the fixed
field measured in the Culham facility.
For the charging studies, two models are proposed to provide direct
comparison with the computer codes. The first of these consists of a metal
plate, illustrated in Figure 5, which can be biased by an external supply.
Along the centreline are positioned a number of isolated plugs, designed so
that the insulator is not directly irradiated by the electron gun. The
charging of these under different conditions will be measured externally
using a high impedance probe.
The second model is also a metal plate, illustrated in Figure 6, which
can be biased by an external supply, or left electrically floating.
Provision will be made for attaching one or more smaller segments of a
variety of dielectric materials. The aim is to determine how the presence
and irradiation of a significant area of dielectric alteis the charging of
the model under various conditions.
The measurements to be made in each of the above cases consist simply
of the potentials either of the metal plugs or the model as a whole. As
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with the wake simulation studies, the range of parameters to be varied must
necessarily be restricted.
While the experimentation will be carried out at Culham and NDRE, the
data will also be made available to MSSL and Graz. All four organisations
will participate in data analysis and interpretation. The latter two
organisations are also providing diagnostic equipment to be used in addition
to the standard diagnostics already available.
MSSL are developing a miniature microchannel plate analyser with good
angular resolution and excellent charge/mass and energy resolution, of such
a size that perturbation of the ambient plasma should be kept to a minimum.
Such an analyser should give far greater sensitivity than a conventional
retarding potential analyser and this should be very valuable when measuring
ion directional information by rotating the analyser.
The Technical University of Graz has produced a compact probe
consisting of a small sphere surrounding by a grid. This is a scaled down
version of a diagnostic which has been successfully flight tested. When
biased negative in the ion saturation region, the sphere acts as an ion
probe, providing data on ion current and density. It can also be used as a
Langmuir probe, by applying a sweeping voltage and measuring the current
response. This should provide the electron temperature and an estimate of
the electron density and plasma potential. To minimise stray fields, the
correct grid potential and open area are clearly important.
In addition to the main programme described above, it is proposed to
perform two other simulations at Culham, with interpretation taking place at
all locations. The charging of a second body, such as a small sphere in the
wake of a larger body, subject to electron irradiation will be investigated.
This relatively simple experiment may elucidate the two body problem, and
provide information and a starting point for future investigations.
It is also proposed to investigate the effects on the wake of ejecting
a stream of gas from the downstream side of one of the existing models. The
aim is to simulate crudely the effects of outgassing or thruster firing. As
with the two body charging experiments, the extent of any measurements will
be limited. Previous investigations (Martin and Barton, 1974) suggest that
the effects on the wake of introducing the gas locally are quite different
to those obtained by raising the ambient gas pressure. Again, this work
would aim to determine whether further or more detailed investigations are
warranted.
4. CONCLUSIONS
As input to the two studies described above a wide range of
spacecraftiplasma interactions and their effects have been discussed. Many
hold potentially serious implications for future large, long lived, active
structures in space, and in some cases could adversely affect the operation
and safety of such systems.
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Laboratory experiments can adequately simulate the space environment
and its interaction with spacecraft, but attention must be paid to the
validity of the simulation. Plasma wake studies have generally only covered
small to medium vehicles. A reasonable data base on solar array
interactions exists. Spacecraft charging studies in polar orbit conditions
are in their infancy.
Numerical and computational studies can aid in interpretation of the
interaction phenomena and, to a lesser extent, in spacecraft design. The
assumptions inherent in several codes limit their application to design
activities, until a more fundamental understanding of the basics behind the
interactions has been achieved.
There is a large literature concerned with space-based experiences, but
interpretation is, at times, difficult and contradictory. Vehide charging
in polar orbits has been indicated, and the adverse effects that active beam
emissions can have on vehicles are well established. Again, a reasonable
data base on solar array interactions exists, but it should be noted that
this is in conflict with ground data.
It is hoped that the work described in this paper will make a
significant contribution to the study of spacecraft/plasma interactions, and
to the methods used in designing future spacecraft.
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Table 1 LEO Plasma Simulation Facility Characteristics
Parameter Culham Facility NDRE Facility
Maximum diameter (m) 1.3 0.96
Total length (m) 5.9 2.0
Total volume (W3 ) 7.8 1.45




Working pressure (mbar) 5 x 106 6 x 10-6
Magnetic field Earth Variable
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Figure 2 SATIN3 simulation of a body with differential charging.
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Abstract
We describe the construction of a new charging code. This is based on
a 22-D particle-in-cell code that moves ions and electrons in a self-consistent
electric field until an equilibrium is reached. The original code was designed
to simulate laboratory experiments at NASA Lewis consisting of a conducting
disk plus dielectric or a conducting disk alone, in an isotropic plasma.
The new code includes the effects of a non-self-consistent magnetic field
and bulk plasma flow. It can also simulate more general object shapes. It is




This code, presently named PICCHARGE, is being developed at as part of a study
(iI being performed for the European Space Agency, involving the Mullard Space
Science Laboratory, Culham Laboratory, the Norwegian Defense Research Estab-
lishment and the Technical University, Graz. In this study, a suite of computer pro-
grams is being developed to enable the scientific investigation of spacecraft/plasma
interactions as well as to provide predictions of surface charging for engineering
purposes. The engineering aimrn Are met mainly by other elements of the suite,
however we expect that PICCHARGE will also be used by engineers to examine
small parts of a spacecraft surface where the charging behaviour is unknown. One of
the principal features of the whole study is the comparison of results from computer
codes with a detailed laboratory simulation program.
2 Origins of the code
We started wit), a code that had been developed at the University of Kansas to
compare with experimental tests being performed at NASA Lewis [21. This is
a particle-in-cell code which tracks positive and negative ions explicitly in a self-
consistent electric field. It is 2-dimensional in position but 3-dimensional in velocity,
hence it has been described as a 21-D code. Figure 1 shcws the 2-dimensional
spatial grid. Macroparticles having the charge of hundreds or thousands of ions
or electrons and of finite size are moved rather than individual ions and electrons,
thus speeding up the simulation. The two dimensions of the grid are termed z
and r because the space is defined to be cylindrically symmetric about an axis
(the z axis). The electric potential is defined at the centre points of the grid cells
and is found by 'Successive Over-Relaxation', a finite difference meth(,d which uses
numerical techniques to come to a rapid convergence. The electric fiecd is found by
differentiating the potential. The particles are moved under the influence of this
electric field only. When a particle reaches the edge of the simulation area, it is
lost to the simulation. However, new particles axe continually introduced at these
edges. In this code, the new particles have an isotropic Maxwellian distribution and
this forms one of the boundary conditions of the simulation. The original code was
severely limited 'in the target objects it could include in the simulations. It would
only handle metal disks, with or without a coating of a single dielectric. This disk
always lay along the z=O boundary of the simulation space.
We wanted to convert this code from one that simulated a particular laboratory
configuration, to one that was more generally applicable to charging in the Low
Earth Orbit (LEO) environment and to more general laboratory simulations. To
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do this, the following changes were chosen:
a) The mover should be replaced by one that moves particles according to a
steady magnetic field as well as an electric field. The magnetic field need not be
self-consistent since any induced fields are likely to be far smaller than the strong
ambient field present in the Low Earth Orbit region.
b) The plasma introduced at the boundaries should be allowed to have strong
drift velocities. This is because satellites in Low earth Orbit typically have velocities
through the plasma of about eight times the thermal velocity of the plasma.
c) More general object shapes and positions should be allowed. This allows more
complex objects to be simulated and the difference between ram and wake directions
to be explored. The objects should, in addition, have multiple surface materials.
d) Dielectric properties should be made more realistic, in particular with the
introduction of finite conductivity.
e) Streaming high-energy electrons should be introduced to simulate the effects
of precipitating auroral electrons in polar regions.
f) Backscatter electrons should be included. These are electrons reflected from
the object surface with almost their input energy. The probability for this process
is material-dependent.
g) For better comparison with laboratory experiments it is desirable to be able
to introduce a population of cold ions, created from the residual gases by the charge-
exchange process and with essentially zero kinetic energy.
h) The original code was written in Rationalized FORTRAN, an uncommon
FORTAN dialect. The new code is targeted for VAX/VMS computers but is written
in essentially standard FORTRAN-77 so that it can be run almost anywhere.
Items a) b) and h) of this code have been completed, integrated into the existing
code and tested. Item c), which is the largest change to the code has been completed,
and integrated with the existing code but has not yet been fully tested. Items d),
e), f) and g) are expected to be complete soon. The following sections describe
work on items a), b) and c).
3 The Mover
The movement of particles may be expressed by equations of motion. In this code
these ordinary differential equations (below left) are replaced by 'finite difference'
equations (below right) in which the dt term is replaced by a finite time difference
At.
d F Vnttu - Vold
dt At
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The mover calculates the velocity and position one half time-step out of phase. This
'Leap-Frog' method gives the code greater stability which means that larger values
of At can be used without the code becoming inaccurate. In the new code, the
equations of motion take into account the electric and magnetic fields, i.e.
dv
mT- =q(E + v x B)
This equation is actually solved by a three-step process devised by Boris 131 that
separates the electrostatic and magnetic effects.
Starting at time t - At/2, the particle is accelerated by half of the electric field:
qEAtl- -- vt•, + 2r
2m
Then, the velocity vector is rotated according to the magnetic field as if there were
no electric field.
tan(0/2) -- -tan(qBAti2rn)
+ cos()v- - sin(O)v-
+ = sin(O)v;" + cos(O)v."
Finally, the particle is accelerated by the second half of the electric field to yield
the velocity at time t + At/2.
VI+41/2 = V+ + qEAt
2m
Although this mover is performing more complex calculations than the simple
electrostatic mover, most of the complicated terms can be precalculated at the start
of the simulation and so the new mover is only about 10% slower than the original.
Figure 2 shows a test that was performed on the mover to see if the time step
that was chosen by the code was appropriate. The figure shows three trajectories,
one with time step At as chosen by the code, another with 10 x At and another with
timestep 0.1 x At. Th.e trajectory produced with timestep 10 x At shows significant
deviation from the other two trajectories which are practically overlaid. This means
that the chosen timestep is appropriate because the trajectory is accurate to far less
than the grid cell dimension and yet the timestep is not unnecessarily small.
When the magnetic field was set to zero, the new mover produced trajectories
that were identical to the old electrostatic mover. Figure 3 shows an example
when the electric field was set to zero. Here the particle simply gyrates around the
magnetic field. The gyroradius or 'Larmor radius' of such motion is easily calculated
analytically. The diameter of this gyration produced by the code agrees with the
theoretical value to 6 significant places, which is easily accurate enough for our
simulations.
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4 Introducing Drifting Plasma at the Boundaries
The code considers this process in two parts: assigning the correct velocity to a
particle entering at a boundary; and calculating how many new particles will enter.
It is necessary to give the new particle a random velocity so that when many
particles have been added, they will have the desired velocity distribution. Figure 4
[4] shows the technique used. The desired normalized distribution, p(y) is integrated
to form F(l). A random number from the computer random number generator is
a 'uniform deviate' i.e. it has uniform probability between 0 and 1. When such a
random number value has been obtained, y is chosen such that F(y) has this value.
The code only evaluates F(y) at the start when it creates a table of F(y) values.
We consider the three velocity components of the particle separately. When
a particle enters a boundary, the probability distribution for the velocity vectors
parallel to that boundary will simply be the velocity distribution of the plasma,
i.e. p(y) = f(y) where y is the velocity in appropriate units. However, for the
velocity perpendicular to the boundary the probability is altered by the fact that
particles with high velocities perpendicular to the boundary are more likely to cross
the boundary, i.e. p(y) oc y f(y).
The non-drifting 1-d Maxwellian distribution is:
f (Y) =( M 1/2 p( _ I
27rKT
where Y = v/vlh, v is the velocity and vt, is the thermal velocity. Integrating this
for the case of velocity parallel to the boundary, to obtain F(y) produces:
F(!yI) = 2 f xp (- y) dy =_erf(y)
In the case of the drifting plasma, the same F(y) can be used as long as the drift
velocity VD is added to the resulting velocity.
For velocities perpendicular to the boundary, vf(y) is normalized and integrated to
find F(y). For the non-drifting case:
F(y) = - exp (Y1)
In the drifting case, the drifting Maxwellian must be used:
1(v)= (m )1/2eXp ( (V - 3VD") 2)
and so
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where we now define that y = (v - vn)I)/vh. The resulting F(y) is more complicated
than before:
F(y) = '(exp(-yr2 - ex _.VID + !DýW(r (CtD + erf(y)'1
[ 2 p Vt1,I Vg,1 tVh Vt I
2 ((V V + erf(v))
where c = exp (-,-+ + e-f(-)
When VD = 0, this equation becomes identical to the non-drifting case.
The expected flux r of new particles is found by integrating the differential
number flux -y(v) over all velocities.
-y(v) = nvf(v)
For a non-drifting Maxwellian:
"_Y(v) = n , p -
f0 0 nv e ( V 2 flv nr=jf exp -fo dv=-
For a drifting Maxwellian:
y) nV ((V - VID) 2
VIfrVIh Vip,
r = A exp (4 ) + (erf (VD) + 1)
Again, when VD = 0 this drifting case becomes identical to the non-drifting case.
There were numerous tests performed to see that these complicated algorithms
produced sensible results in the code. Perhaps the most useful are tests of the
stability of the number of particles in the population. In one test where the drift
velocity was set to zero, a calibration mode was used in which there was no object
in the simulation and particles were reflected from the lower boundary. In this case,
the number of particles in the simulation remained stable over a large number of
timesteps.
A similar test was performed with a drift velocity 8 times the thermal velocity
in the -z direction. The same calibration mode was no longer appropriate and
so particles were absorbed along the z=0 boundary by a conducting disk held at
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zero potential. The fact that no particles could enter at this boundary was not
important because the drift velocity was sufficiently high compared to the thermal
velocity that essentially no particles would enter from this boundary anyway. In
this case too, the population remained stable over a large number of time steps.
5 A More General Shape Definition
The existing grid characteristics were left unchanged when we intrcduced a more
general way of defining objects. This was to minimize the effects of the new changes
on the existing code.
Previously, the target object was always a disk lying on the z=0 axis. A new
method of defining objects has been defined. In this, an object may be built up
from blocks the size of the grid cells. The object may be placed anywhere within
the simulation grid as long each of its corners lies at the centre of a grid cell and
its edges are parallel the r and z axes. Different surface materials may be defined
beginning at one grid cell centre and extending to another. An example of a simple
object is shown in figure 5. This illustrates the one exception to the rule that the
corners must lie at the centre of grid cells. If the left hand edge of an object is
defined at the centre of the first cell in the r direction, then the code automatically
assumes that the user intends the object to extend all the way to the r=O axis. This
is necessary to ensure that objects without central holes may be defined.
An individual particle knows whether it is inside the obstacle or not by means of
a 'logical grid'. In this system, each grid cell is divided up into 4 quarters that may
be individually set to be 'metal' or 'vacuum', i.e. part of the object or not. Figure
6 illustrates the different combinations of metal and vacuum that can be found in
one cell. Figure 7 shows what a simple cylinder looks like under this system. The
main purpose of this system is for identifying particle impacts on the object. If a
particle lies in a grid cell which is not all vacuum, then its trajectory is analysed to
see if it has struck the object, and if so where. The charge of the macroparticle is
then added to the surface and secondaries emitted as appropriate.
The potential solution is still performed using successive over-relaxation, but
the solver has been rewritten. The basic problem is to solve the Poisson equation:
V0= -41rp
or in cylindrical coordinates: 4 7rp
The finite element representation of this equation is:
) - z+ h) - 6h) - I+
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= 47rh 2p(r, z)
where h is the grid cell length. The code takes account of the presence of an object
inside the simulation space, by solving this equation first in a box enclosing the
object and then in the space above, below and to either side of the object. The entire
calculation is iterated many times until the required accuracy is achieved. Figure
8 shows an example of a potential solution around a simple cylinder. Although
this shows the qualitative behaviour we expect, a more rigorous validation of this
potential solver is being sought.
6 Summary
We started with a 21-D particle-in-cell code of known value in simulating a partic-
ular NASA Lewis laboratory charging experiment. In creating PICCHARGE, we
have extended this code to treat the effects of magnetic fields and drifting plasmas,
which are prominent features of the LEO environment. We have introduced a flex-
ible and more general method of defining objects, so that a greater range of objects
may be studied, with more surface materials. In addition, we can now examine dif-
ferences in wake and ram characteristics. More, extensions to the code are planned
to improve the simulation in terms of auroral electrons and material properties and
to make comparisons with laboratory experiments easier.
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CAPTIONS
Figure 1. The 2-D spatial grid of the original code, showing one macroparticle
and the conductor and dielectric at the lower edge of the simulation space. From
Brandon [1].
Figure 2. Three trajectory plots with timesteps 10 x At, At and 0.1 x At.
At = 3.7 x 10 -gs. The trajectory with points most widely spaced had the longest
timestep.
Figure 3. Calculated trajectory of a particle gyrating in a magnetic field. Input
parameters: R-velocity = -6 x 107cm/s, Z-velocity = 3 x 10 7Cm/s, Bz = 6 x 10-T.
The diameter of this gyration is 11.3713cm, compared with a theoretical value of
11.37136cm.
Figure 4. Tranformation methodfor generating a random deviate y from a known
probability distribution p(y). The indefinite integral of p(y) must be known and
invertible. A uniform deviate z is chosen between 0 lnd 1. Its corresponding y on
the definite-integral curve is the desired deviate. (Adapted from [41.)
Figure 5. A simple object in the simulation grid. The coordinates describing
the corners are shown.
Figure 6. Examples of the combinations of 'metal' and 'vacuum' that can occur
in a single cell in the logical grid.
Figure 7. A simple cylinder as it appears to the logical grid system. Each surface
cell has an associated number.
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CHARGE ACCUNUILATION AND 1 IN Ut )(:USIN(;
FOR D)IEILECTRICS EXPOSEi)Tro EILECTR()N AND ION BEAIIS
Gordon McKeil and Keith G. BI.ti,•ina
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Abstract
Numerical simulations are reported which stccessfIlly reproduce the experiMen-
tally observed properties of surface charge accumlali on i spacecraft diclectrics
exposed to a mo derate energy electrm beam (20 keV ) and I Aw energy postjivelot,. I•he
ions focus to produce strong differential charging with a sharply defined recgi (,f iWTn
neutralization of the dominant negative electron charge. The properties of hi, -ion spoti
vary with ion heam energy, current density, and beam size. The strong peaking of the
surface charge at the edge of the ion spot is investigated. Tie electron and ion currents it
the surface are obtained by calculating the particle trajec:torics in the electro,,uaic tields,
of the charged surface and the metal salm[ple nmoutnt in g Cotill uen t s. Two a pprnol'c,, 1*( e
solving these fields are attempted and discussed, a bounlldar chlarge Ceth¢od arnd ,! tiftc-
element method.
Introduction
Spacecraft dielectrics, such as thermal blankets and sol ar panels, acc.numulate charec
when exposed to the ambient charged particle environment. The exposed dielectnics
become negatively charged because typically the electron fIax is higher and more ener-
getic than the ion flux. As a first approximation to space conditions, materials and corn-
ponents are often tested in the laboratory by exposing them to electron beams alone. The
positive ions could be important, however, because they would be strongly attracted by
This work was supported b'y U.S. Air Force Weapons Ialwr(:ttwrv and 4wthe Co(upltar Sci-
ences Corporation (hoth in Albuquerque, NM), by -v the Jatroitl Sionces and Eno,'incerinlg
Research Council QI Canadha, and bY i/he Ontario In1,tititic [ r Space and -crre.\trial Sci-
Paper presented at the Spacecraft Charging Technology (i'roference, held it the Naval
Postgraduate School, Monterey. Calif., 31 October - 3 November 1989.
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surfaces that are at high negative potential either as the result of buildup of electron
charge or due to biasing (as with large solar panels).
To investigate the effects of positive ions during charging, laboratory experiments
were conducted lGossland and Balmain, 1983; Balmain et al., 19851 in which samples of
polymer sheet were exposed simultaneously to a moderate cnergy electron beam
(typically 20 keV) and low energy ions (< I keV). Subsequently, numerical simutlations.,
of this electron-ion charging process were undertaken, the results of which are presented
in this paper.
The experimental arrangement is depicted in Figure 1. A sample of dielectric shect
with a typical thickneý- of I00 lain was laid over a grounded metal substrate and covercd
with a grounded metal mask, thickness I or 2 mam, having a circular aperture with dia.me-
ters from 5 mm to 50 mim. When the electron beam was initially turned on, the entire
sample ]unminesced due to energetic electron impact with the surface. With continued
exposure, the luminescence diminisheJ as the surface acquircd a negative potential
which retarded the incoming electrons. When the ion source was included, a c'entrcal
luminescent spot which did not fade was seen. This spot is iiterclted as a rcegim ofi i)n
neutralization of the accumulated electron charge, which allowcd the incoming clectr-ons
to strike the surface with most of their beam energy, causing the strong lumuinescclce.
The luminescent spot had sharp boundaries and expanded with increased ion current.
Subsequent arc discharges tended to avoid the region of the spot.
Thus the positive ion charge did not distribute uniformly, restulting in some general
reduction of the negative charge buildup, but concentrated in an isolated region produc -
ing strong differential charging. Other investigators JMcCoy and Konradi, 19781 have
reported similar luminescence patterns during charging of solar arrays with high negative
bias in a plasma.
Surface Current Calculations through Trajectory Mapping
To study the focussing of ions theoretically, it is useful to examine the trajc•:toriCs
of ions approaching a negative charge distribution. Such a charge niodel with the resiu
tant ion trajectories is shown in Figure 2. The ions can be seen to concentrate strongly ;t(
the center of the sample. From such trajectories, the ion current at the sample surfaýce
may be calculated I~cKeil and Balmain, 19861 for a particular surface charge distribu-
tion.
To follow the time development of tile surface charge accumulation, a simple
"quasii-static" approach is taken. A set of trajectories is calculated for the electrons and
the ions in the electrostatic fields due to the accumulated charge on the dielectric stuface
up to that point in time. The charged-particle currents incident on the dielectric surfa.ce
are ca,,lculated from th.ese trajectories. From the impact velocities and angles, the secon-
dary emission coefficients are calculated and used to obtain the net currents and associ-
ated charges deposited. These currents are held constant for a time step, accutmutlating
more charge on the surface. A new set of trajectories is then calculated for the updated
charge configuration, and the process is repeated. In this way, tile chlarge on the sanmplc
surface is stepped through time and its evolution followed.
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To describe the secondary emission and backscattering for electron th(nbardienhi
the following expression was used I Wall et al., 19771
SE + BS = K x E".25 x e('(1-csO)) + M. I - E'
where:
E = impact energy in keV
0 = impact angle of incidence
K = a constant (0.X17 for Mylar)
For polymers, the secondary electron emission coctficients due to ion bombardment
are not well reported in the literature. For other materials, the values range from SEZ)
for metals and semiconductors, to SE--I( for inorganic dielectrics jKrehs, 1983J. In
these simulations, the following simple estimate was used.
SE = 0.4 x E"
Most of the computer time is consumed evaluating tih electrostatic: (lidk, for the tra-
jectory calculations. To increase efficiency, a solution for these fields allowing quick
evaluation is required. Simulations are done here for cylindrically s,,mmetric
geometries. Two solution techniques were attempted and are discussed. They are desig-
nated as the filamentary-ring-boundary-charge model and the finite-element field solu-
tion.
Filamentary-Ring Boundary-Charge Model
In this model, the charge distribution on the sample surface and the surrounding
grounded mask is represented by filaincntary rings of chutrgc. as shown in Figure '. Ty\p-
ically fifty to one hundred rings are used to represent the sam1ple and about tx cnlty V ri nes
are used for the mask edge.
This approach seems to work well for early charging. However, as the surface
charge increases, anomalous ion trajectories with unstable and erratic behavior are seen.
Figure 4 shows an example of this, where two of the ion trajectories "skip" across the
sample surface. The close-up view shows that the positive ions approach negatively
charged regions of the surface and are repelled away instead of being attracted as Is phy-
sically expected. The reason for this is that the field solution provided by the filamentary
charge model is inadequate. Figure 5 shows the solution for the electric field normal to a
negatively charged surface over a ground plane. We see that, close to the charged sur-
face, the normal field is not uniformly attractive but oscillates between attractive and
repulsive. To attempt to overcome this by increasing the number of charge filaments or
by replacing the filaments with a smoother boundary-charge representation, such as with
piecewise continuous sections or polynomials, would result in prohibitive computational
requirements. To evaluate the field for each charge ring, a second-order elliptic integral
must be evaluated. Any smoother charge representation would require third-order ellip-
tic integrals. The boundary-charge technique is judged to he not suitable for use in this
simulation of chareC accutmulation as field evaluations vcrv close to the boundarv-charge
layer (the sample surface) are required.
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Finite-Element Field Solutlion and Simulation Results
A solution to tile electrostatic field pioblem was obtained using triangular finite ele-
ments of cubic order ISilvester and Konrad, 19731. Over two hundred elements with
over eight hundred nodes are used, with smaller elements near the charged surfalce and
mask, and larger elements farther away. Figure 6 shows eC(lLipotential liles for a uni-
formly charged sample. The outline of the grounded mask can be discerned. This
finite-element approach eliminates the anomalous trajectories and. since the field is
described by bipolynomials within each element, evaluation times are fast. The draw-
backs include discontinuous electric fields at the element boundaries and difficulty in
obtaining good accuracy estimates [Zienkiewicz, 19711.
The first results of the simulation are given in Figure 7. The accumulated surface
charge density is shown in a three dimensional perspective plot as a function of time and
radial position. Figure 7 shows the surface charge development for a sample of Mylar
sheet 1(X) pm thick with a circular region 75 mm in radius exposed to a 2(0 keV electron
beam at a current density of I nC/mm2/sec and a I keV proton beam at
0.005 nC/mm 2/sec (5% of the electron current). Initially, the ion beam is undeflected ly
accumulated surface charge and covers a region with a radius of 100 rinn, 4/3 as large as
the exposed sample radius. Tile central region of the sample (at the left side of the plot)
with markedly less negative charge accumulation corresponds to the ion spot. The spot
edge is very sharp, as was the experimentally observed luminescence pattern.
In the simulation, tile energy, current density, and size of the ion beam are varied to
see th•e effect on tthe surface charge accumulation. Holding the other parameters con-
stant and increasing the ion beam energy produces a larger, less inte 'se ion spot, as
shown in Figures 8 and 9. The region of patlial ion neutralization of th - negative elec-
tron charge is larger, but the intensity, the degree of charge neutralization inside the ion
spot, is reduced. Varving the ion beam current, but holding tile ion beam encrv
at I keV, reproduces the effect seen expcrimentally that the larger the ion bemn current.
the larger the ion spot, as shown in Figures t0 and 1I . The ion spot also is more intense
for larger ion currents.
Finally, Figures 12 and 13 show the effect of varying the size of the io beami.
Shown is the surface charge development for ion beams which initially, without any
deflection by surface charge, cover regions of radii 50 mm, 75 ram, 100 nim.
and 300 mrm, or 2/3, 1, 4/3, and 4 times the radius of the exposed dielectric sample. The
ion spot shrinks with reduced ion beam size, but the intensity remains roughly the same.
Figure 14 shows how tile ion trajectories for the widest ion bcam completely envelope
the sample area. Therefore, if the size of the ion beam were father increased, the addi-
tional ions would hit tile grounded mask and not the dielectric samnple and the surface
charge accumutlation or ion spot size would be unchanged.
The surface char,,e densities show a cur-ious peak just at the edge of the ion spot
where the charge density actually reaches positive values for sone cases. Examination
of the charge accumulation due to the electrons and ions separately indicaics that two dif-
ferent mechanisms are involved in the formation of these peaks., depending on the size of
tile ion beam. Figure 15 shows the separate electron and ion charge distributions for the
c&i.e with thle ion beam hving a radius equ al to the sample radius. I here the spot cdgc
peak is not due to any extreme concentration of ions. as tile ions-only charge profilc
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contains no such feature. Rather, the electron and ion Nurtacc charge profiles each have
abrupt changes at the spot edge which tend to cancel each other, and the spot-cd.x peak
arises because of the relative alignment of these abrupt 'halngcs. It is not cLt' r vet
whether this is a physical or numerical effect. For the widcst ion beam of tf ur tmucs th.i
sample radius the peak is much broader, as Figures t2 and 13 show. Scparntmny the sur-
face charge dutIe to the electrons and ions for this wide %k )li bcam case. as Sho% n Hi Ii;-
tire 16, reveals that the peak is now reflected in a cont.cit ired huild -up of Wia a 1 ,t1ir ..
This ion concentration at tile spot cdge can been seen as \\cll in the trajcktoric-, ( d g-
tire 14. Because of the similarity between the ions-only charge profile and the clectrons-
plus-ions charge profile, the edge-peak for the wide beam cae is thought to be a physi-
cal, rather than purely numeric efCfct. Other a;.uthors have also seen strong peak l of
incident ion current at the edge of a region of ion focussing IParker et al.. 1983j.
Conclusion
The simulation study confirms the experimental obse rsait ms of str n(ifftIc Ln i Al
charging and tle formation of tile ion spot when Iower-c neCrgy positive ins aic n1 1 Iu tdcd
dturing electron beam charging of spacecraft dielectrics. The spot charactermticsc, have
been shown to depend on the parameters of the ion beam, that is the beam cner,\ . current
and size. The boundary-charge model used to describe the accumulated surface charge is
inaccurate when calculating trajectories of lower energy particles which closely' approach
the charged surface. The finite-element approach is a more accurate ahernative, In --en-
eral, it is observed that ion focussing strongly affects the currents incident at the surface
of exposed materials and therefore should be considered in the design of s\tenm,t where
charge accumulation or particle boimibardment are of cmccrtn.
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Figure 4 Anomalous trajectories for positive ions approaching a highly charged
dielectric and grounded mask. The outline of the dielectric surface and
mask are shown with the dashed line. The lower chart shows a close-up
view with an expanded vertical distance scale given at the left. A sketch of
the surface charge density is included at the bottom with its scale indicated
to the right. Two of the right-most trajectories approach negatively charged
regions of the surface but are repelled instead of being attracted.
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Figure 5 Solution for the normal electric field obtained using the filamentary ring
boundary charge model for a dielectric sample with uniform negative sur-
face charge density. The sample thickness is 0.0001 m and the normal field
is given for positions of z= 0.00013 m, 0.0002 m, 0.00025 m, and 0,0003 m.
Physically, the fields are expected to be negative, except perhaps near the
ii,.sk edge, however, due to inadequacies of the model, the field oscillates
wildly near the surface. The charge model and the coordinate system used
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Figure 6 Equipotenial lines of the finite element solution for a uniformly charged
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Figure 7 Developing surface charge density shown in a 3-D perspective plot as a
function of time and radial position for a 100 4~m thick Mylar sample with a
circular region of radius 75 mm exposed to a 20 keV, I nC/mm2 /sec elec-
tron beam and a 1 keV, 0.005 nC/mm 2/sec proton beam which initially,
before deflection by surface charge, extends to a radius of 100 mm, or 4/3
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Figure 8b) Surface charge accumulation with an ion beam energy of 2 keV.
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Figure 9 Ultimate surface charge accumulation on a dielectric sample exposed to ion
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Figure lOb) Surface charge accumulation with ion beam current density





Figure I Od) Sur-face charge accumulation with ion beam current density
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Figure 11 Ultimate surface charge accumulation on a dielectric sample exposed to ion




Figure 12a) Surface charge accumulation with ion beam of radius
of 50 mm, 2/3 the sample radius.
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Figure 12b) Surface charge accumulation with ion beam of radius
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Figure 12c) Surface charge accumulation with ion beam radius
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Figure 12d) Surface charge accumulation with ion beam radius
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Figure 13 Ultimate surface charge accumulation on a dielectric sample exposed to ion
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Figure 14 Ion trajectories for the ion beam with radius 4 times as large as the sample.
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Figure 15a) Surface charge due to electrons only
with ion beam of radius equal to sample radius.
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Figure 15b) Surface charge due to ions only
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Figure 16a) Surface charge due to electrons only
for an ion beam radius of four times the sample radius.
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Figure 16b) Surface charge due to ions only
for an ion beam radius of four times the sample radius.
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A Threshold Voltar ý for
Arcing on Negatively Biased Solar Arrays




Negatively biased high voltage solar arrays in low earth orbit are known to undergo arcing
below a critical voltage with respect to the plasma environment. It is proposed that the arcing is
due to the breakdown of gas which is emitted under electron bombardment from the coverglass
on the solar cells. A voltage threshold is predicted along with the scaling of the threshold on
the key parameters
I Introduction
As the space program matures there is a growing demand fir large power generating systems
to be available in low earth orbit(LEO). For example on the planned international space station,
there is a current need for 75 kW of power to be made available for housekeeping and scientific
experiments. It is desirable to supply this power at high voltage and low current in order to minimize
resistive losses and the mass of cabling and harnesses. If this power is supplied by photovoltaic
means then the solar arrays wiil be operating at high voltages. The term high voltage here typically
implies voltage drops across the array on the order of one hundred to five hundred volts. Typical
solar arrays currently in use have voltage drops ranging from 28 volts to 75 volts.
High voltage solar arrays have been found tn undergo two distinct sets of interactions with
the space environment above a given threshold[l,2,3,4,5,61. For reasons of mass savings and also
due to insulator degradation on orbit, in some designs the interconnects between the solar ce!ls
are exposed directly to the space environment. It is found for the positively biased interconnects
with respect to the space potential that the current collection from the space environment can
be anomalously large. For the negatively biased interconnects it is observed that below a critical
voltage arc discharges occur on the solar array. These arc discharges give rise to electromagnetic
noise and may also damage the solar cellsJ61.
*Permanent Address: Dept. of Aeronautics and Astronautics, MIT, Cambridge MA; Class of 1956 Career Devel-
opment Associate Professor of Aeronautics and Astronautics, Member AIAA
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275
There have been many observations of the arcing phenomenon on high voltage solar arrays in
ground based tests[7,8,91 and in flight tests[10,111. The only theoretical hypothesis so far has been
in Ref. [121. In this work it was oroposed that there is a thin layer of insulating contaminant over
each of the interconnects. Such contaminant could arise by exposure to ir or be created in the
manufacturing process. Ions from the space plasma are attracted by the negative potential on the
interconnects. These ions accumulate in the surface layer resulting in a buildup of electric field in
the layer. As the layer continues to charge the internal field becomes large enough to cause electron
emission into the space plasma. This electron current leads to subsequent heating and ionization
in the layer. This is what is seen as the discharge.
In this paper we have concentrated on the behaviour of negatively biased solar arrays in LEO
and we propose a new explanation for the arcing observed. It is proposed that the prebreakdown
current observed experimentally causes neutral gas molecules to be desorbed from the sides of the
coverglass over the solar cells. These molecules build up over the interconnects and arcing occurs
inside this surface gas layer. An expression for the voltage threshold is derived and the scalings with
the gas and geometric properties are examined. The voltage threshold is independent of the plasma
density and depends strongly on the geometric structure of the solar cell-interconnect connection.
In section 2 the experimental work is reviewed and the plasma and neutral environment char-
acterized for LEO. In section 3 the breakdown model is developed and the breakdown threshold
obtained. In section 4 we discuss the scaling with gas and geometric parameters and the application
of experimental data to this theory. Finally in the last section a number of experimental tests are
proposed to elucidate the theoretical model.
2 Review of Experimental Work
Experimental work has been undertaken in ground based plasma chambers(2,7,8,91 as well as
in two flight experiments, the plasma interactions experiments I and I1 (PIX I and II)fI0,11]. The
plasma and neutral gas environments in the plasma chambers are typically Argon or Nitrogen with
a pressure range of 10-7 to I0-s torr. The plasma density range is from 103 cm- 3 to 106 cm-3.
The ion energy ranges between I and 100 eV while the electron thermal energy is approximately
0.1 to 0.3 eV. By contrast the ambient space environment at the altitude (300-500 xm) where
high voltage solar arrays will operate is mainly atomic and ionic oxygen. The pressure range is
from I0-8 to 10 -7 torr with a plasma density of the order of 1)4 cm- 3 to 106 cm-3. The ram
energy of the ions is 5 eV while the electron thermal energy (T.) is in the range 0.05 to 0.1 eV.
However the environment around the solar array may differ substantially from the ambient space
environment if the solar array is mounted on a large vehicle which is actively emitting effluents.
This is very likely since it is precisely such vehicles which will demand large amounts of power
and hence will need the high voltage solar arrays. The evidence from the Shuttle[151 suggests
that the solar arrays could have an environment which has enhanced neutral and plasma densitie:
relative to the ambient. The enhanced densities will be about an order of magnitude above the
ambient. The enhancement arises from passive emissions from the vehicle such as outgassing of
water as well as active emissions such as the products of thruster firings or liquid dumps. A neutral
build-up may occur on surfaces exposed to the ram direction if the incoming streaming neutral
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particles substantially accommodate on the surfaces. The enhancement depends strongly on the
surface accommodation coefficients which are not well known for the impact of 5 eV atomic and
ionic oxygen. If the ambient oxygen neutrals are reflected after thermal accommodation on the
surface then for numbers typical of LEO a density enhancement of fifty might be expected as can
be obtained from simple flux balance. Hence for orbits in LEO it is not unreasonable to assume
that the neutral density around a solar array may be one to two orders of magnitude above the
ambient densities.
The experimental work suggests the following observations: firstly, the key elements involved
in the discharge process are the solar cell coverglass, the metallic interconnect and the plasma
environment. This can be deduced from a set of experiments by Fujii et al[9]. In their experiments
a metallic plate biased to highly negative voltages was exposed to the plasma in a plasma tank. No
arcing was observed except for very large negative voltages where the arc took place to the substrate.
The plate was then partially covered with silica coverglass slides. Arcing was now observed at the
interfaces of the metal and the coverglasses. When actual solar cells were used with covergiasses
the arcing results were qualitatively similar. Secondly, there is a prebreakdown electron current
that flows away from the interconnect prior to a discharge. This electron current was observed in
the experiments of Fujii et al [91 as well as the experiments of Snyder[71. Calculation of the electron
trajectories in the electric field of the interconnects indicate that the electrons must be coming from
the interconnect and not from the plasma[12]. The source of this current is hard to understand.
Fujii et al. speculate that this is due to field enhanced emission from the interconnect. The evidence
for this is that as the number of coverglasses is increased, presumably increasing the local electric
fields over the neighbouring interconnects, the electron current is observed to increase. On the
other hand in the experiments of Snyder at low plasma densities and very negative voltages no
electron current flowing away from the interconnect was seen. This does not prove that no current
existed since it could have been below the threshold for detection in the experiments. However
as the plasma density was increased and all other factors kept constant the ion current to the
interconnect increased and the electron current appeared. Therefore the electron current seems to
depend on the presence of a certain level of incoming ion current as well as the local electric field.
It is easy to see that the electron current flow is unlikely to be due to field emission from a
calculation of the field emission current. The field emission current densityjl4] is
JIF = 1.55x 10- 6 E2 exp( 6.85 x l093/2)0 E
where 0, is the work function of the surface, E the electric field right over the surface and all
quantities are in MKS units. Even if E is said to be enhanced by whiskers on the surface of the
conductor so that E is estimated 'by E "3V/d where /3 is the aspect ratio of the whisker then for
reasonable values of # - 100, V = 500 Volts, d = 150 yrm and taking the work function for silver
as 0 = 4.3 eV, the current density is of the order of 10-68 A/M 2 . This is far too low to account for
the electron current observed in the experiments.
The sequence of events associated with the arcing is the following: if a conductor with an
insulating coverglass attached is put into the plasma and the conductor is initially not biased then
both the conductor and coverglass accumulate a negative charge. This occurs since the electrons
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are more easily collected than the ions. The final negative potential achieved (Va,/•f = -4T,) is
such as to make the net electron flux equal to the net ion flux. If the conductor is now biased to a
large negative potential then the cover glass initially takes the same potential as the conductor and
then slowly returns to a slightly negative potential with respect to the plasma. This is because ions
are initially attracted to the system and accumulate on the surface of the coverglass. The conductor
below the coverglass acquires a negative (image) charge as shown in Fig. 1. The potential drop
between the conductor and the surface of the coverglass is almost equal to the bias voltage (OVj).
The surface charge density is a = CIVI where C is the capacitance per unit area of the coverglass.
Below a certain voltage an electron current is observed to flow from the conductor. Some of the
electrons leaving the interconnect strike the coverglass. There are two pieces of evidence which
support this observation. First there is observed to be a potential barrier over the interconnect[61
which tends to keep the electrons from escaping to space. Secondly the surface potential of the
coverglass is observed to undergo frequent fluctuations towards negative potentials[13]. As the
bias on the conductor becomes more negative the magnitude of the voltage fluctuations on the
coverglass increases and below a critical voltage a discharge occurs from the interconnect. The
discharge time is typically a few microseconds[7] and once the discharge occurs the surface charge
on the coverglass is neutralized and the cover glass potential becomes the same as the conductor
potential[7]. The sequence now repeats itself with the cover glass slowly reaccumulating positive
charge from the plasma.
The flight data from the PIX I and II experiments were taken at 900 km and show similar
results to the ground based data. The current collection to the interconnects was measured to
scale linearly with the voltage. There was substantial difference in the arc rate as compared to the
ground based data. The arc rate A was measured[16] to scale as
A ~ T n, d ,"/m 2 )V* (1)
where a = 3 for flight data and a : 5 for ground data. In Eq. I all quantities with subscript i
refer to ions. The ambient plasma density is n, the ambient temperature is T and the mas' of the
ambient plasma particles is m. The dependence of the arc rate on these quantities can be explained
as due to the recharging of the coverglass surface by the thermal flux of ions. The thermal ion
current scales as ni(T,1/. m/ 2 )r,2 with a sheath radius r,.
The voltage threshold appears to be of the order of -200 to -250 Volts in some ground based
testsi131 and -400 to -500 Volts on other tests[6,91. It has been suggested that the voltage threshold
depends on the plasma densityJ9,121 although the data range is not large and the evidence for a
density dependence is ambiguous. If it exists it is very weak.
From these experimental observations two questions arise:
What causes the initial electron current flow from conductor to either space or the insulator?
What causes the electron current flow to avalanche and leads to a discharge?
The two questions can be addressed independently. The answer to the first question probably lies
in the details of the interconnect surface and the fine structure of the electric field over the surface.
In this paper we shall leave this question alone and assume that an electron current exists and is
flowing from the interconnect. With this assumption we shall show that with reasonable bounds on
the current it is possible to construct a consistent model of electron induced desorption of neutral
278
gas from the coverglass which then undergoes breakdown. From this model we can derive a voltage
threshold and deduce how it scales with key parameters.
3 Breakdown Model
We shall work with a model for the coverglass/conductor interface as shown in Fig. 2. As
assumed from the experimental results we take there to be a precursor electron current flow from
the conductor to the coverglass. The coverglass is taken to have material properties typical of
fused silica, namely that above a threshold energy and under electron bombardment the material
emits secondary electrons. For all insulating materials the secondary electron yield as a function
of incident electron energy increases monotonically from zero for small incident energy until a
maximum yield is reached and then asymptotically approaches zero as the incident energy becomes
very large. If the maximum yield of the material exceeds one then there are two distinct incident
energies at which the yield is unity. We shall call these two energies C4 and C2 where el < (2.
Typical values for &1 = 30 - 100 eV and E2 Ž I keV[17,18,19].
Our basic model is that neutral gas is desorbed from the coverglasses due to bombardment by
ions and electrons. Some of this neutral gas accun . in the gap between coverglasses where
it forms a (possibly) high pressure layer which can break down when the experimentally observed
electron current from the interconnect flows through it. We shall take the ordering d < 1, <: 1'.
The smallest dimension of the gas slab over the interconnect is d so that a sufficient condition can
be placed on the electron mean free path for ionization by requiring that it be less than d. If this
is the case then there is a high probability that the gas slab will ionize so leading to a discharge.
A necessary condition is that the electron mean free path for ionization be less than the largest
dimension of the gas slab i. e. li. If this condition is violated then it is highly unlikely that as
the electrons flow from the interconnect through the gas slab that they will have enough ionizing
collisions to initiate a discharge. Hence we can obtain a lower bound on the discharge voltage by
taking
Am1 , •5 1, (2)
where A,,,,p = l/(nno'ion) is the electron mean free path for ionization for the electrons flowing
through the neutral gas with n,, being the average neutral density and ,ow,, being the ionization
cross section. The distance 1i can be interpreted as the maximum distance an electron can travel
between the coverglasses before it escapes.
The sides of the coverglasses are being bombarded by electrons. These electrons arise from
two sources. Firstly the current flow from the interconnect and secondly by secondary electrons
which are emitted from the cover glass under the primary electron bombardment and which then
return to the surface. It is well known that insulators like silica will desorb neutral gas under
electron bombardment(22,231. This phenomena of electron bombardment causing desorption of
gas molecules from surfaces is well known, and is called electron stimulated desorption (ESD).
ESD has been the subject of several recent reviews[20,21]. The electron bombardment induces
desorption by causing an electronic excitation in the adsorbed molecule. This causes the molecule
to go from a energetically stable condition to an antibonding condition that leads to desorption. It
is this electronic mechanism that occurs as opposed to other possible mechanisms such as energetic
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impact or thermal heating. Yields have been found to be as high as 10-2 atoms per impacting
electron[22,231. Desorption yields mostly neutrals although emission of ions is also possible. The
impacting electron must have an energy of greater than 5 eV for desorption to occur.
If we call the desorption efficiency r, the primary electron current 1.(V) and Nt the multipli-
cation factor due to the emission and reabsorption of secondary electrons then the neutral density
over the surface of the interconnect is given by a flux balance
Annt' = rN, 1.(V) (3)
e
where A is the area of the edge of the cover glass participating in the process, vn is the average
velocity of the neutral gas leaving the surface and e is the charge on an electron. if we combine
Eqs. (2) and (3) and define the primary electron current density as J.(V) = /(V)/A then we obtain
an equation for the threshold voltage Vt above which a discharge is possible
- NtJ,(V,). (4)
The multiplication factor Nt can be estimated in the following manner. If an electron is released
from a surface with mean energy Co under the influence of a normal and tangential electric field as
shown in Fig. 3 then the mean distance that the electron will go antiparallel to the direction of the
tangential electric field1241 is given by
I-= - E C/()
A normal field must exist if the coverglass edge has accumulated any charge. If we consider the
electric field tangential to the side of the coverglass (see Fig. 2) then from Maxwell's equations the
field just outside the coverglass is the same as the tangential field just inside the coverglass which
we can estimate as
_V
-tJ = (6)
where we have taken the voltage on the upper surface of the coverglass as being approximately at
plasma ground. If the secondary electron yield per primary electron is greater than one then the
coverglass will charge positively under the electron bombardment. The experimental data suggests
that the charge on the coverglass is not increasing[7] so that we can bound the secondary yield at
one. This means that electrons are striking the surface with at most energy C1 so that one electron
is emitted for each electron that impacts. We can solve for the ratio El/E,, necessary to achieve
this impact energy[24]. We find that
E C1 - eo
E 2e "(o
We use Eqs. (6) and (7) in (5) to obtain
1,,._ V (C1 - eo)/e (8)
d 2V
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The number of secondary electrons generated per incoming primary electron is d/i ,.,. This
assumes that we are only considering electrons to contribute as long as they are striking the side
of the coverglass. Electrons may continue to hop along the top surface of the coverglass but in this
case the neutral gas released will easily escape and will not contribute to the dense gas layer over
the interconnect. Therefore the total number of electrons generated per primary electron is
N, = 1 + 2V (9)
From the assumptions used to obtain this we can see that Eq. (9) represents an upper bound on the
number of electrons generated per primary electron.
With Eq. (9) used in Eq. (4) we can obtain an equation for the threshold voltage if we know
the explicit functional dependence of J, on V. In the absence of knowing this explicit form we can
place an upper bound on the current density by the space charge limited current density that can
be pulled from the interconnect out to the edge of the coverglass. This upper bound is
J,(Vt) = 0.83(o L f(m) d2  (0
where co is the permittivity of free space and m. is the mass of an electron. This expression is
correct for space charge limited one dimensional flow of outgoing electrons and incoming ions over
a distance d. For this space charge limited flow the ratio of the electron to ion current density
ratio must scale as the square root of the ion to electron mass ratio. A more complete space charge
limited expression will still scale as V3/ 2 on dimensional grounds but will differ in the premultiplying
numerical factors. The experimental evidence suggests that when the electron current is not space
charge limited then it is proportional to the incoming ion current. This ion current will depend on
the plasma density.
We take the neutral flow out of the region between the coverglasses to be choked. Hence if f
is the ratio of specific heats for the neutral gas and if the gas is in thermal equilibrium with the
coverglass surface then v,, = V\ .7m where T, is the surface temperature. This assumption is
based on the presence of the high density gas slab over the interconnect surface so that as fresh
gas is desorbed from the coverglass it quickly equilibrates with the gas there which is taken to be
in thermal equilibrium with the surface. This is a strong and important assumption which sets
the magnitude of the neutral velocity. It is possible that the neutrals may leave with much larger
velocities since the energy with which a gas molecule leaves a surface on which it has been absorbed
can vary from 1 eV to 10 eV if it is eypanding into a vacuum. With the use of Eq. (10) in Eq. (4)
and since Nt and J, are upper bounds we obtain a lower bound for the threshold voltage for an arc
as
V1  60 e ( d) ( fTs/e i2[(Ci - eo)/eld I2/5
In obtaining Eq. (11) we have taken N, " [2V/(&, - eo)/ej.
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IT Fig. 5 we show the threshold voltage as a function of coverglass thickness over a range of
values for ei. The range for 61 was chosen to reflect the range of secondary emission properties
that might result from different coatings on the coverglasses. The dependence on energy at which
the yield is ur.ity arises from the assumption used to obtain the bound on the ratio of the tangential
to normal electric field at the coverglass surface. By contrast with the weak dependence associated
with the coverglass material, the dependence on the geometric lengths is much stronger. The
threshold voltage increases with the thickness of the coverglass since the space charge limited
currert density available for ionization decreases with thickness. The voltage decreases with length
of the interconnect since the electrons can stay within the neutral gas cloud longer as the length
increases. These results suggest a set of experiments to systematically vary the lengths associated
with the coverglass and conductor so as to determine the scaling of the threshold voltage with these
lengths.
The threshold voltage found in Eq. (11) does not contain any dependence on the plasma density.
As we have seen the ionization takes place in the gas layer coming from the surface of the coverglass.
The electron current flow from the interconnect that we have taken is a space charge limited bound
and hence density independent. For smaller electron currents there wiil be a dependence on the
plasma density arising from the proportionality to the ion current. The plasma does play a crucial
role in supplying the initial positive charge on the coverglass and in resupplying the positive charge
once the arc discharge has occurred. Hence we expect a dependence of the arc rate on plasma
density but within the context of our model do not find any dependence of the threshold voltage
on the plasma density. The data for LEO conditions indicates very weak, if any, dependence on
plasma density in the plasma density range 103 cm- 3 to 105 cm-' covered by both laboratory and
PIX data[251.
Finally we note that differential charging of the interconnector and the coverglass c-An be realized
in several ways. One way is under the influence of a photon flux due to the photoelectric effect
while anott'er way is due to an electron beam strikin6 the insulator when the secondary electron
emission yield is larger than one. In both cases the threshold differential voltage for arcing is the
same as when the charging is due to the ambient plasma(261. Based on our model, this arcing will
occur for the same reasons as on a solar array, namely that breakdown occurs in a gas surface layer
desorbed by the electrons.
Recently, another hypothesis has been advanced, namely that the breakdown is the result Of
the electrons desorbing ions rather than neutrals[27]. The ion return current from the side of the
coverglass in the model of Ref. 1271 is given by
j., j,) Pe'-7N, r,,. (12)
In this expression, Jj is the incoming ion current to the interconnector, -y' is the yield of secondary
electrons emitted from the interconnector under ion bombardment, P, is the probability of the
electron emitted from the interconnector reaching the side of the coverglass, -1,, is the secondary
electron yield of the coverglass and Fi, is the ion yield of the coverglass surface under electron
bombardment. Breakdown will occur when J,, >_ J,.
A typical number for -1,, : 0.1 while a typical number for r,' :- 0.0001 since it usually two
orders of magnitude less probable than neutral desorption(281. The probability that an electron
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strikes the coverglass is a complex function of many parameters but a good estimate is 0.01. Hence
IV, > 107 in order that Ji, >1 J,. Clearly if 1, = I then this condition cannot be met and
breakdown cannot occur by this means. The condition Iee = 1 comes from the requirement of
steady state charge balance on the surface. Under this condition each incoming electron causes
the emission of an electron so that the net charge on the surface does not change. If 1, > I then
breakdown is possible, however the surface will not be in an equilibrium state. We might anticipate
that if the timescale for the surface to reach equilibrium is much smaller than the discharge time
then the condition -, = I must be true and no breakdown is possible. On the other hand if the
timescale to reach equilibrium is much larger than the discharge time then a discharge can develop.
This will depend on the capacitance of the coverglass and the magnitude of the current flowing to
it during the discharge. If we assume that the capacitance of the coverglass is very large than we
can obtain the lower bound on the voltage by taking the maximum value for -1,. For SiO2 the
maximum value of -1e, = 2.4. If we use Eq. (9) then for C1 = 250 eV; t 0 = 2 eV we obtain the
threshold voltage as approximately -1800 Volts. This indicates that this ion desorption mechanism
may be possible and may give reasonable breakdown voltages. From an experimental point cf
view, it would be possible to distinguish between the gas desorption process and the ion desorption
process by changing the capacitance of the coverglass. This may be done by changing the area of
the coverglass while keeping all other parameters constant.
5 Conclusions
We have developed a simple model to describe arcing on a high voltage solar array. The basic
elements of the model are an electron current flow from the interconnect to a neighbouring coverglass
which desorbs neutral molecules under the electron bombardment. These neutral molecules form
a gas layer over the interconnect which breaks down when the voltage on the interconnect is
sufficiently high. The model makes specific scaling predictions with the geometric structure and
with the gas properties.
In Ref. [61 the authors speculated that the ionization might take place in the background neutral
gas. The work in this paper suggests that this is unlikely since the gas cannot be concentrated
enough (at least four orders of magnitude) to give breakdown thresholds in the range observed. In
Ref. [12] the authors suggested that ionization took place in the solid phase at the surface of the
interconnect. In this work we suggest in contrast to earlier work that the ionization takes place in a
gas layer generated from the coverglass surface. We note that while in this paper we have suggested
that the ionization takes place in a gas layer which is desorbed from the coverglass surface, a gas
layer may be created by some other means. One such means is the outgassing of the adhesives
used to bind the solar cell to the substrate[29]. While in this case the source of the gas differs
from our hypothesis, the gas pressure required for breakdown will be similar to the numbers in this
work since this is determined only by the condition that the mean free path be smaller than the
geometric size of the interconnect. These differing ideas suggest that a spectroscopic analysis of the
radiation emitted during the arcing may shed light on the molecules participating in the discharge.
In order to elucidate the fundamental physics of the arcing on high voltage solar arrays it is
proposed that experiments be undertaken to understand the role of the interconnect and coverglass
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materials by detailed electron micrographs. It is also proposed that the density dependence, if
any, of the threshold voltage be clarified. This can be done by careful and systematic tests over a
wide range of plasma ..ensities. It is very important to understand this since operation of planned
systems may be affected by the results. Finally the nature of the electron current flow from the
interconnect must be clarified.
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Figure 1 Schematic showing charge and equipotential contours for an insulator on (a) an un-
biased and (b) a biased conductor
Figure 2 Geometric Structure of Coverglass/Conductor Interface
Figure 3 Electron Motion under the Normal and Tangential Electric Fields
Figure 4 Bound on Threshold Voltage versus surface temperature showing range of variation
with gas desorption efficiency. Other parameters are: Min = 44 amu; t, = 40 eV; t o = 2
eV;d = 0.15 rmm; dlii = 0.1; iu,,,, = 10-20 m2 and -y = 1.2
Figure 5 Bound on Threshold Voltage versus coverglass thickness showing range of variation
with secondary emission properties. Other parameters are: m,, = 44 amu; T,= 300 K,













Figure 1: Schematic showing charge and equipotential contours for an insulator on (a) an unbiased
and (b) a biased conductor
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Figure 4: Bound on Threshold Voltage versus surface temperature showing range of variation with
gas desorption efficiency. Other parameters are: m. = 44 amu; C1 = 40 eV; '6o = 2 eV;d = 0.15
mm; d/li= 0.1; aj.. = 10-20 m2 and 7 = 1.2
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Figure 5: Bound on Threshold Voltage versus coverglasa thickness showing range of variation with
secondary emission properties. Other parameters are: m, = 44 amnu; T,= 300 K, r = 0.03 ; to = 2
eV; d/li = 0.1; ori., = 10-20 m 2 and I = 1.2.
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The Nature of Negative Potential Arcing:
Current and Planned Research at LeRC
G. Barry Hillard
Sverdrup Technology, Inc.
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ABSTRACT
Research in progress at LeRC to study the breakdown of negatively biased
conductors in an ambient plasma will be described. Possible breakdown mechanisms
will be reviewed with an emphasis on applicability to the observed arcing of
negatively biased solar arrays. Experiments underway to study the nature of the
breakdown process will be do-scribed.
INTRODUCTION
For many years the problem of negative potential arcing from surfaces exposed
to space plasma has engaged the attention of researchers and spacecraft designers.
Despite considerable progress, the fundamental nature of the arcing process remains
both controversial and poorly understood. The arcing problem has two separate
aspects which must be addressed. The first concerns the breakdown mechanism while
the second deals with the nature of the arc discharge itself.
Previous discussions of arcing have usually been in terms of a Paschen discharge
process occurring either in background gas or in gases desorbed from the surface.
Research now in progress at LeRC is directed at exploring the possibility that
negative potential arcing is fundamentally a special case of the classical vacuum arc.
As will be discussed below, most breakdown mechanisms previously proposed for
arcing can be accommodated within a vacuum arc picture. Furthermore, we will argue
that the presence of either background gas or adsorbed gases will only modify the
arcing process once it has been initiated. Finally, experiments now underway to
support this hypothesis will be described.
THE PHYSICS OF NEGATIVE POTENTIAL ARCING
Despite many years of work by investigators all over the world, the fundamental
nature of negative potential arcing in a space plasma environment remains unclear.
Experimental work has so far concentrated on characterizing such parameters as
breakdown thresholds, arc rates, and voltage or current waveforms (V(t) or I(t)).
Notably lacking from existing experimental work are measurements of optical spectra
and a determination of the volt-ampere characteristic. As a result, several hypotheses
are consistent with experimental data and the basic question of "what exactly is
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discharging" remains controversial.
Most previous treatments of arcs are based on Paschen breakdown processes
either in background gas [Thiemann and Bogus] or in desorbed gas [Hastings et. al.].
Research now underway at LeRC is investigating the possibility that the phenomena
of interest is really a special case of the vacuum arc.
The term "vacuum arc" is an unfortunate historical misnomer. More correctly
called "metal vapor arc in vacuum" the term refers to arcs from cold metal surfaces
under conditions of high vacuum. The name derives from the fact that in the early
part of this century, when such phenomena first came to be studied, the hardest
vacuum that could be achieved under laboratory conditions was of the order 10-8 torr.
Such arcs have been studied extensively over the past few decades and a number of
comprehensive reviews are available [see the books by Lafferty [19801, Latham
[19811, and Mesyats [1989] as well as the excellent review article by Farrall [1973]].
A simple picture ot the vacuum arc will begin with electric field enhancement
at the surface of a negatively biased conductor. Given that this occurs, by possible
mechanisms that will be discussed later, the arc erupts explosively with the ejection
of a small amount of cathode material. This material forms a plasma jet, sometimes
called a cathode flare, with bulk velocities exceeding 106 cm/sec. The arc then
develops as a breakdown in the ejected metal vapor. Since the vacuum arc is a cold
cathode phenomena, it typically undergoes self extinction within a few microseconds
[Farrall 1980, pp 184-1951 generally terminating quite abruptly. Such an arc has a
number of distinguishing signatures which may make identification possible in the
laboratory.
First, the optical spectrum of the vacuum arc is characteristic of the metal from
which the cathode is made. In the case of solar cell arcing, alternate theories of the
nature of the arc would predict a spectrum typical of either background gas or
desorbed gases. Experimental measurement cf a:! arc spectrum should therefore
unambiguously determine the nature of the arc.
Second, we recall that a well known property of arcs in gases is that the volt-
ampere characteristic has a negative slope. A fundamental difference between
conventional arcs and the vacuum arc is that the atter is known to have a positive
volt-ampere characteristic [see Farrell, 1973 p 1118]. Measurements of the VI curve
in the lab will be difficult but are clearly desirable.
Finally, we note that the vacuum arc forms by an eruption from a very small area
on the cathode surface. The emission sites are usually on the order of I to 5 microns
in diameter resulting in power densities greater than 1W amps/cm2 . As a result, there
is considerable damage to the surface in the immediate vicinity of the arc site. There
have been numerous published photographs of such damage [see Harris pp. 137-145
and Mesyats pp. 104-117] and all of them show a strikingly similar pattern. When the
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arc occurs, it leaves behind a small pit having a bell shaped appearance in the
cathode surface. These so called "cathode spots" are always present and may be
considered to be a fundamental part of the vacuum arc process. If arcing is heavy,
they overlap and cover the entire surface leaving a landscape which often appears to
have completely melted and resolidified.
Over the many years that the vacuum arc has been studied numerous models of
the initial breakdown have been proposed [see Mesyats ct. al. chapter 2, and Farrell,
1980]. The basic problem is that breakdown cannot arise from standard
Fowler-Nordheim tunneling because the electric field strength at the surface of the
cathode is typically two or three orders of magnitude too small. This is certainly the
case for solar cell arcing where fields are on the order of 107 V/M rather than the
109 V/M [Jongeward et. al. 19851 required for tunneling.
The most commonly invoked mechanism for field enhancement involves the
presence of micropoints, sometimes called whiskers, on the cathode surface [Farrall
1980, pp 24-35]. Because of their small size, high ratio of length to width, and
generally pointed terminus, these can easily result in the hundred fold increase in
field strength needed to initiate breakdown. If present on the surface of the cathode,
such structures will almost always be the preferential emission sites.
Perhaps more important for our problem, it has long been recognized that
dielectric impurities on the surface of a conductor can provide the necessary emission
sites [Mesyats et. al. pp 9-11]. The role of such non-metallic inclusions, as they are
commonly referred to in the vacuum arc literature, is to support chý.rge buildup
which results in increasing filds in the dielectric and eventually i- rupture and
breakdown. While not identical, the process is remarkably similar to what is arguably
the current leading model of solar cell arcing [Jongeward et. al.] in which the key
process is specifically identified as Malter emission [Malter 1936].
Finally, we should point out that the vacuum arc is quite often preceded by a
series of "microdischarges". This prebreakdown phenomena is attributed variously to
such things as the vaporization of submicropoints or to the exploision of local clusters
of adsorbed gas atoms [Mesyats, pp 12-141. It is interesting to note that similar
predischarge phenomena have long been observed in studies of solar cell arcing [I.
Katz, private communication].
Before proceeding, we should point out that the vacuum arc is normally
associated with a low pressure neutral gas while the arcing of interest t(- the space
community involves a process in plasma. This is not as great a difference as it may
first seem. In fact, there is a considerable body of work on vacuum arc processes in
plasmas for two reasons.
First, much of the work done has been under conditions of alternating current.
In this case, the arc extinguishes and reignites every half cycle [Farrall 1980 pp 184-
227]. Because of the times scales for the various atomic processes involved, there is
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usually a plasma present when reignition occurs. Second, a particular variant of the
device, known as the triggered vacuum arc [Farrall 1980 pp 107-119], uses an
auxiliary electrode arrangement to create a cloud of plasma in the vicinity of the
electrodes resulting in immediate breakdown and arc formation.
The general experience has been that the presence of plasma changes breakdown
conditions but not the nature of the arc. By this we mean that such -ommonly
measured parameters as breakdown threshold and arc rate will be strongly affected
by the presence of plasma. Once breakdown occurs, however, the arc is still
characterized by the properties discussed above, e.g. is a metal vapor arc, has a
positive VI curve, and operates in spot mode.
EXPERIMENTAL PROGRAM AT LeRC
The experimental program in negative potential arcing at LcRC is closely tied to
the upcoming SAMPIE space experiment [D. Ferguson, this volume]. In addition to
activities necessary for direct support, it is desirable that as much as possible be done
to understand the fundamental nature of the arcing process.
The first step will be to establish unambiguously that the arcing of interest is in
fact a case of the vacuum arc. As mentioned above, a key signature can be found in
the optical emission spectrum. To record this, we will use an optical multichannel
analyzer. Selected solar cells will be placed in one of the vacuum chambers available
at LeRc and biased to sufficient negative potential to cause arcing. A fiber optic
cable will be used to collect the emitted light and transfer it to a spectrometer. The
dispersed light will finally be sent to a linear array of 512 photodetectors. With
appropriate triggering and gating we expect to obtain a complete spectrum from a
single arcing event. Our earlier prediction that plasma alters only the breakdown
threshold will be tested by taking spectra over the full range of plasma densities that
we can generate, typically 1HY/cm 3 - 3 x 105/cm 3, as well as with the plasma
generators turned off.
The second signature that we will look for is evidence of spot mode operation.
The procedure here is very straightforward and amounts to doing SEM scans of solar
cells subjected to various degrees of arcing. The presence of cathode spots will be a
positive indicator that vacuum arcs at least play a role in the overall process.
We will try to do the early measurements with cells that have been carefully
cleaned and baked to removed adsorbed gas. Our basic working assumption then
predicts that the arcing phenomena can be explained entirely as a vacuum arc. If the
cells are allowed to have gases adsorbed onto their surfaces, the arcing process may
become much more complicated. We will study this by allowing different gases to be
adsorbed on the surface, (e.g. xenon, krypton) while the background gas in the
vacuum tank wili be kept the same (argon).
When an arc occurs, it may have the effect of blowing off desorbed gas. The
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metal vapor arc that occurs in the first few microseconds may then undergo a
transition to an arc in gas. The first observable consequence of such an event may be
a considerable increase in the duration of an arc from a few microseconds to perhaps
as long as milliseconds. In addition, the optical spectrum would reflect the changed
nature of the arc. It is not clear at this time that we will be able to time resolve
various stages of an arc. Even if not, the appearance of strong emission lines
characteristic of the desorbed gas in what is otherwise a metal vapor spectrum will
allow us to determine at least qualitatively what is going on.
The final breakdown mechanism that we wish to investigate in detail concerns the
role of charged particle bombardment. It has long been thought that incoming ions
impacting with the surface of a biased cathode play a major role in the initiation of
the vacuum arc [Mesyats et. al. pp 31-32]. At the same time, work in the space
sciences community has indicated that breakdown on negatively biased conductors in
space is caused, or at least strongly influenced, by ion bombardment. The impressive
work done in connection with the SPEAR program [Katz, 1989] has shown that a key
role is played by ion bombardment of triple points, where conductor, insulator, and
plasma meet.
We will study this by two means. First, we will construct solar cell interconnects,
or mechanical simulations of them, which have been designed so that electric field
lines lead incoming charged particles away from these junctures. The design of such
devices will depend heavily on computer modeling and we will use the NASCAP/LEO
computer code [Mandell et. al.] to seek optimum geometries. Our effort here will be
very similar to what was done by the SPEAR team.
Second, we will investigate various ways of simply insulating the interconnects so
that incoming ions cannot strike the critical junctures. Such things as simply
extending the cover slides so that the interconnects are shielded or actually providing
a separate coating will be looked at.
This part of our program is directly related to the SAMPIE flight experiment. It
is our hope to demonstrate in the laboratory that the breakdown threshold for arcing
from solar cells can be significantly modified by relatively simple changes to the
standard design. If we are successful, variants of these experiments will be flown on
SAMPLE.
CONCLUSIONS
The subject of negative potential arcing has been of considerable interest for
many years. Two different groups of researchers, the traditional gas discharge
community and those whose interests have been in space science, have pursued
various aspects of the problem. We believe that we can demonstrate that most
negative potential arcing is at least closely related to the classical vacuum arc. In
addition to researching the nature of the phenomena, we hope to demonstrate that
arc suppression techniques are feasible and to fly such technology on SAMPIE.
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COMPARISON OF CURRENTS PREDICTED BY NASCAP/LEO MODEL SIMULATIONS
AND ELEMENTARY LAN(GMUIR-TYPE BARE PROBE MODELS
FOR AN INSULATED CABLE CONTAINING A SINGLE PINHOLE
Joel T. Galofaro
NASA Lewis Research Center
ABSTRACT
The behavior of a defect in the insulation of a short biased
section of cable in a Low Earth Orbital (LEO) space environment is
examined. Such studies are of the utmost importance for large space
power systems where great quantities of cabling will be deployed. An
insulated probe containing a pinhole is placed into a hypothetical
high-density LEO plasma. The NASA Charging Analyzer Program
(NASCAP/LEO) is used to explore sheath growth about the probe as a
function of applied voltage and to predict I-V behavior. A set of
independent current calculations using Langmuir's formulations for
concentric spheres and coaxial cylinders are also performed. The
case of concentric spheres is here extended to include the case of
concentric hemispheres. Several simple Langmuir-type models are then
constructed to bracket the current collected by the cable. The space
charge sheath radius and impact parameters are used to determine the
proper current regime. I-V curves are plotted for the models and
comparisons are made with NASCAP/LEO results. Finally NASCAP/LEO
potential contours and surface cell potential plots are examined to
explain interesting features in the NASCAP/LEO I-V curve.
INTRODUCT ION
Current collection by a partially insulated probe has been a long
standing area of study in many spacecraft/plasma interaction
processes. All spacecraft incorporate a large number of dielectric
surfaces for thermal control, e.g. shuttle heat tiles, and for
electrical power generation, e.g. solar cell arrays. Large
dielectric surfaces can be differentially charged along their length
because of locally variable incident charged particle fluxes.
Staskus [1983], for example, has observed arc discharging between the
15 cm and 20 cm square tiles from the Space Shuttle Thermal
Protection System exposed to monoenergetic multi-KeV electron beams.
Exposed conducting surfaces present quite a different problem in
spacecraft charging, especially at the interfaces between adjacent
insulator/conductor surfaces. Here, for example, Snyder [1983]
observed arcing between fused silica cover slides and silver
interconnects that were biased between -500 VOLTS and -1400 volts.
Conductors can either be biased or floated with respect to the
spacecraft floating potential. Floating conductors are uninteresting
because they tend to charge only to a negative potential of a few kT,
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with respect to the plasma potential. This is due to the difference
in the mobility of each charge species present; electrons possess a
much greater mobility than ions by virtue of their lower atomic
mass. Conductors biased with respect to spacecraft ground, by
contrast, act as current sinks, creating field intensive regions
which promote the collection of large currents.
All space plasmas have a tendency to remain electrically
neutral. A slight inmalance in the space charge density gives rise
to strong electrostatic forces which act to restore electrical
neutrality in the plasma. In regions where the space plasma is
subjected to strong electric fields, the plasma will attempt to
readjust its charge distribution to shield itself from the field by
forming a charge sheath. It should be evident that all spacecraft
are intimately coupled to their plasma environment.
BACKGROUND
A striking phenomenon, that has been a subject of great interest,
is the high currents collected through a pinhole in the dielectric
covering a charged metal. Sullen, et al. [1969), evidently was the
first to report of such an instance. This appears to have triggered
a number of other papers looking into the same phenomenon, among
which are those by Grier and McKinzie [1971], Kennerud [1974],
Stevens [1978] and, Meulenberg and Robinson [1980].
Floating potential is measured with respect to a fixed potential
in space called the plasma potential. The net current to a probe at
its floating potential is zero [Reitz, 1969]. Therefore, a necessary
condition for currents to be collected through a pinhole in a
dielectric material is that the bias voltage of the substrate must
not be equal to the floating potential. Hereafter, I will call the
substrate bias exposed by the pinhole the pinhole bias. If the bias
voltage is allowed to go slightly negative of the floating potential,
electrons will start to be repelled, and the net current collected
through the pinhole will be due to ions. If the pinhole bias is made
negative enough, the number of collected ions will become saturated,
and only the ion current density Ji will be collected, resulting in
a positive charge sheath. Alternatively, if the pinhole bias is
allowed to go slightly positive to that of the floating potential,
ions will start being repelled and more electrons than ions will be
collected by the pinhole. If the pinhole bias is increased just past
that of the plasma potential, the ions will redistribute themselves
away from the immediate vicinity of the pinhole. A negative charge
sheath will form, and the electron current density Je will be
collected by the pinhole. Finally, if the pinhole bias is made even
more positive, the pinhole will exhibit a rather complicated
current-voltage relationship, depending on the constituency and the
bulk properties of the plasma.
Sudden sheath growth about a pinhole that is biased significantly
above or below the plasma potential is often attributed to the onset
of secondary electron emission [Katz, et al., 1977; Stevens, 1978].
Because charged particles entering the sheath region are subject to
motion constraints imposed on them by their own angular momentum
electric field, a certain percentage of them will miss the pinhole
completely and strike the dielectric at a nearby point. If the
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energy of the particle upon collision is above a certain energy
threshold (determined by the bulk properties of the dielectric) and
below a certain energy maximum, there is a high probability that more
than one secondary electron will be liberated from the surface of the
dielectric, causing the dielectric to charge positive. As the
pinhole bias is increased, so too does the effective collecting area
of this sheath, causing a yet greater number of high energy charged
particles to enter the pinhole sheath region. As a result, more and
more secondary electrons will be liberated causing a positive surface
charge sheath to form on the dielectric. This phenomenon will
henceforth be called "snapover."
With the new era of space exploration before us, the advent of
Space Station Freedom, and TSS-l Electrodynamic Tether applications,
large amounts of insulated electrical cabling will be deployed in the
construction and operation of these missions. Of increasing
importance is the question of how such cables will perform in space,
and, specifically here, how defects in the insulation might influence
the behavior of a long insulated wire.
The present work will attempt to look into these issues by making
use of a theoretical charging analyzer computer program (for low
earth orbit) developed for NASA, called NASCAP/LEO. An insulated
probe of appropriate geometry, containing a single pinhole, is
defined and hypothetically placed into a known space environment.
The code will then be used to explore sheath growth around the probe
as a function of potential. Next, a bare cylindrical probe model
will be presented and the I-V curves obtained by it plotted for
comparison against those obtained by the NASCAP/LEO. Finally, a
means of calculating the current collected by a spherical and a
hemispherical probe, each having the same effective area as that of
the pinhole, will be presented. These results will then be compared
to the current collected by the pinhole as obtained from the
NASCAP/LEO.
PROCEDURE
NASCAP/LEO is a finite element computer code designed expressly
for the study of the electrostatic interaction between a spacecraft
having charged surfaces and a cold dense plasma. Environmental
parameters under NASCAP/LEO are user-specified parameters that need
to be input prior to the calculation. Surface cell currents and
potentials are particularly sensitive to the environment, and so some
thought must be given to accurately describe the plasma environment
for the model in question. The plasma environmental parameters used
here and for all subsequent runs were based on typical high-d sity
(worst case) LEO plasmas. (Plasma density was set at 10'2m-3,
electron temperature at 0.1 eV, ion mass was set to 2.656 x
10-26 kg for oxygen ions, and the sheath boundary potential was set
at 0.0873 eV.) NASCAP/LEO allows the user to specify the object
geometry, material composition of conductors and insulators,
conductor biases, scale size, and the placement of the object to be
modeled in the NASCAP/LEO primary grid space.
The object modeled consisted of a short section of a copper
conductor covered by a thin Kapton insulating jacket. A single
puncture through the insulated jacket exposed a small area of the
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underlying conductor. (NOTE: The surface area of the pinhole is
much smaller than the surface area of the object.) The conductor was
then biased in the code positively with respect to the plasma
potential, while all the Kapton insulating surfaces were allowed to
float. Initially, the insulating surfaces (for low conductor biases)
were predicted to sit at a small negative potential relative to the
plasma, and then to become more and more positive as the conductor
bias increases. It was possible to keep track of how the charge
sheath should propagate over the insulator surfaces, by looking at
all insulator surface potentials over a range of varying conductor
biases between 1 and 1000 volts.
Typical outputs from NASCAP/LEO consisted of 2-D potential
contour plots (YZ and XY views) in the space around the object at a
given conductor bias, as defined in the primary grid computational
space. Other types of numerical outputs for individual surface cells
were also obtained. These consisted of surface cell number and
surface cell potential and current at each given conductor bias. By
adding up the individual currents going to each surface cell , the
incident total current collected by the object can be obtained. The
total incident current to the object was then plotted versus the
conductor bias to obtain the object's I-V curve characteristics.
In order to verify NASCAP/LEO results, several comparisons were
made. The first of these comparisons involved the application of
Langmuir's space charge limited current (SCLC) equation for parallel
plates [Langmuir and Blodgett, 1924] (appendix -, eqs. l.a and l.b)
and his SCLC equation for bare coaxial cyl -.ders [Langmuir and
Blodgett, 1923; (appendix D. eq. 3.a2). Assuming both planar-
[Mandell and Jongeward, 1985] and cylindrical-type charge sheaths,
these equations were solved for the space charge sheath radius
(SCSR); the thickness between: (1) the bare cylindrical probe and a
planar charge sheath boundary (appendix D, eq. l.c) and (2) for the
space charge sheath thickness between the bare cylindrical probe and
a coaxial cylindrical charge sheath boundary (appendix D, eq. 3.c).
Such SCSR determinations are a necessary step in finding the proper
type of current collection regime that applies.
The relevancy of performing the above calculations should be
clarified. What is being attempted here is a direct and independent
current calculation of the object previously defined under the
NASCAP/LEO. These calculations are to be performed from "first
principals," starting with Langmuir's formulations for the Space
Charge Limited Current to a bare parallel plate, sphere, and
cylinder. In order to understand how an insulated object with a
pinhole collects current, we first need to understand how this
current compares to a similar object of the same geometry and
dimensions, but containing no insulating surfaces. Hence, we need to
deal with bare probe equations. Secondly, because the NASCAP/LEO
object defined is an idealized object (constructed from a finite
number of cubes of the same size) due to code limitations, it lacks
the true geometry we are trying to model. Consequently, rather than
finding the current to a bare object of length L of square cross
section, we choose to approximate it, instead, by calculating the
current to a bare cylinder of length L, having a surface area
approximately equal to the NASCAP/LEO defined object.
Whenever planar conditions are assumed, that is, the charge
sheath is assumed to be locally parallel to each point on the
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surface, then the problem reduces to finding the SCSR, Ro (i.e.,
that distance between a biased planar anode on the surface of the
object and a parallel charge sheath boundary). Fortunately, this
problem is amenable to the type of solution Langmuir used for finding
the maximum current between two biased parallel plates. [Mandell, M.
J.; Jongeward, G. A., et al.] As a result, appendix D, eq. l.c may
be used to estimate the SCSR for a probe of any geometry.
The next set of comparisons involves calculating the Space Charge
Limited Current collected by an insulated cylindrical probe
containing a single pinhole. Because the pinhole contains the only
exposed conductor on the surface of the object, it is the region
where the largest currents will be collected, and so it is the
logical choice of places to model. For simplicity, the model only
considers conducting surfaces, leaving all insulator surfaces
untreated. The assumption here is that the insulated portions of the
probe will be at some small negative potential both far from and near
to the pinhole if "snapover" type effects are not considered. As a
result, only the exposed conducting area due to the pinhole was
considered in the formulation of this model.
For the case of a pinhole, whose surface area is very small
compared to the rest of the object, one would suppose current
collection to be defined by a spherical or hemispherical geometry.
As the scale size of the pinhole increases so that surface area of
the pinhole becomes a more significant portion of the entire surface
area, one would suppose current collection to be dependent upon the
geometry of the exposed region.
The present paper will, therefore, attempt to calculate the the
Space Charge Limited Current to art insulated conductor with a pinhole
by employing both a bare conducting sphere and hemisphere, each
having a surface area equal to the area of the pinhole. A close
examination of the NASCAP/LEO object (appendix A, figure A-2) reveals
the appropriate scale dimensions in the pinhole region. Appendices B
and C show the calculations used to find the radius of a sphere and
hemisphere of equal surface area to the pinhole. In the
hemispherical case where we use a slightly larger probe radius, we
use Langmuir's spherical form of the equation for the current
(appendix D, eq. 4.a2), and cut the collected current in half (eq.
4.al). This is equivalent to doubling the surface area of the
hemisphere so that we are effectively collecting current from a
larger spherical geometry probe from which we only accept half of the
current. The comparisons here involve the application of Langmuir's
SCLC equations for parallel plates (appendix D, eqs. l.a and l.b),
Langmuir's SCLC equation for concentric spheres (appendix D,
eq. 2.a2), and the subsequent derived expression for the SCLC
equation for concentric hemispheres (appendix D, eq. 4.a2). Assuming
both planar- and spherical-type charge sheaths for the bare spherical
pinhole model, Langmuir's bare concentric sphere SCLC expression for
the SCSR is solved for the thickness between: (H) a bare sphere and
a locally parallel planar charge sheath boundary (appendix D,
eq. l.c) and (2) for the thickness between a bare sphere and a
concentric spherice' charge sheath boundary (appendix D, eq. 2.c).
The last comparison assumes a hemispherical-type charge sheath for
the bare hemispherical pinhole model. A solution is found for
eq. 4.a2 in appendix D for the SCSR, the thickness between a bare
hemispherical collector and a concentric hemispherical sheath
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boundary (appendix D, eq. 4.c). After finding the SCSR for each case
above, the applicable current collection regime was determined. Then
I-V curves were plotted for each of the above pinhole models.
Appendix D, Table D-l lists all the relevant equations cited
previously. Although many of the equations compiled under this table
can be readily obtained from a number of sources, to the best of this
author's knowledge this appears to be the first time all pertinent
equations have been presented in a single location. Because
Langmuir's original work [Langmuir and Blodgett, 1923; Langmuir and
Blodgett, 1923;] only extended over the cases of the parallel plates,
coaxial cylinders, and concentric spheres, the concentric
hemispherical equations presented in the table are newly derived.
Fortunately, this was easily accomplished because the sphere and the
hemisphere share the same geometry and only minor changes had to be
incorporated into the case of Langmuir's concentric spheres to make
them applicable to the hemispherical case. It should be noted that a
minor error was found in Langmuir's expression for the current
between concentric spheres [Langmuir & Blodgett, 1924]. His quoted
parameters for D (for ions and electrons) could not be found, as
stated, because of an inconsistency in the dimensions of his current
equation. The error appears to have been propagated from the
differences between the Gaussian and rationalized MKS units.
Inclusion of a term for the permittivity of free space in the product
of his current term rectifies the situation. All units for the
equations in appendix D have been given in rationalized MKS so as to
avoid any confusion as to which system is being used.
As stated previously, before any I-V curves can be calculated for
the current collected by any of the geometries listed above, we first
need to know which type of current collection regime applies at a
given potential bias. I have already presented the calculations for
one type of current collection regime, the space charge limited
current regime. There is only one other type of current collection,
the so-called orbit limited current regime, that can apply.
Whereas the space charge limited current is determined by the
modification of the electric field near the sheath boundary (as a
result of the space charge of electrons in that region), the orbit
limited current collection is dominated by the orbital motion of
electrons captured by the sheath. For the orbit limited case, the
sheath radius is determined by the applied potential, the electron
temperature, their angle of incidence upon entering the sheath and
additionally the radius of the probe. Therefore electrons entering
the sheath will either have: (1) too little energy to escape the
sheath region and will end up striking the probe; or (2) they will
have too great an energy to be captured, but due to their trajectory
will still strike the probe; or (3) they will have too great an
energy to be captured and will miss the probe completely leaving the
sheath region altogether. The impact parameter is used to determine
the sheath thickness for the orbit limited case.
Appendix E, eq. 5.0 defines the impact parameter. Table 2 gives
us a means of calculating the type of current collection regime that
applies at a given potential bias. Here, one first chooses the type
of geometry he is interested in. Next, he calculates the space
charge sheath radius for that geometry and the impact parameter and
compares the two values obtained. When the space charge sheath
radius is less than the impact parameter, a space charge limited
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calculation holds. Equation; 5.1a through 5.4a in table E-1 of
appendix E are nen used to calculate the current. When the impact
parameter is less than the space charge sheath radius, an orbit
limited calculation holds, and eqs. 5.1b through 5.4b may be used to
estimate the collected current. Finally, when the space charge
sheath radius is equal to the impact parameter and either set of
formulations may be used for the current. This procedure outlined
above is carried out for the range of potentials to be used in the
NASCAP/LEO simulation. I-V cirves are then obtained for direct
comparisons with the NASCAP/LEO curve.
RESULTS
Figures f-l, f-2, f-3, f-4, and f-5 of appendix F show a
comparison of the space charge sheath radius Ro and the impact
parameter P versus the applied voltage V for five different sheath
thickness approximations. The first of these approximations (figure
f-l) plots Ro,P versus V, using a planar type sheath approximation
(appendix D, eq. l.c) for Ro. The second type of approximation
(figure f-2) uses a cylindrical sheath approximation (appendix D, eq.
3.c) for Ro. Figures f-3, f-4, and f-5 also plot R P versus V
but use planar (appendix D, eq. l.c), spherical ?appendix D,
eq. 2.c), and hemispherical (appendix d, eq. 4.c) approximations
respectively for the space charge sheath radius Ro.
It should be noted that the plots of Ro,P in figures f-l
through f-5 are dependent upon the particular probe geometry and the
probe radius, a. The bare cylindrical probe models, which use a
planar (figure f-l ) and a cylindrical charge sheath thickness
approximation (figure f-2) for Ro, have the same probe geometry and
probe radius. Here the radius has been set equal to 1/2 the griq
spacing (xmesh) used in the NASCAP/LEO object or a = 1.5875 x 10-1
meters. The spherical pinhole models, using planar (figure f-3) and
spherical (figure f-4) space charge sheath thickness approximations
for Ro, also use the same value for the probe radius a = 2.2391 x
lO-4 meters determined from appendix B. The final hemispherical
pinhole model uses a hemispherical charge sheath thickness
approximation (figure f-5) for Ro and uses the value of the probe
radius a = 3.1666 x 10-4 meters, which is derived in appendix C.
Inspection of figures f-l through f-5 show that Ro is greater
than P at any specified voltage along each of the curves. Therefore
an orbit limited calculation is correct for all Langmuir-type probe
models considered.
Figure f-6 (appendix f) shows a comparison of the currents
collected by two different bare cylindrical probe models (curves e
and f). Both of these models yield the same I-V curve. The same
equation (appendix E, eq. 5.3b) is used to compute the current
collected by both bare cylindrical probe models here. Referring back
to figures f-l and f-2 of appendix F, one can see that the range of
values for Ro varies considerably between the planar and
cylindrical sheath thickness cases. One would, therefore, expect
very different currents from each of these models were it not for the
fact that neither of these sheath distances for Ro is used in the
current calculations for these models (since the orbit limited regime
applies in both cases). Because each of these models uses the impact
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parameter P (appendix E, eq. 5.0) in its current calculations, this
leads to the same value of P at a given voltage and to the same I-V
curve in both of these models. It should also be noted that the
plots of V versus P in figures f-l and f-2 are actually the same
curve by virtue of eq. 5.0 in appendix E. (Because of the rescaling
of the Y-axis dimension to the maximum value of Ro in each case,
P is plotted accordingly.) Similarly, figures f-3 and f-4 of
appendix F, also yield the same value for P for the reasons indicated
above.
In figure f-6 of appendix F, curves a, b, and c show a comparison
of the collected current between three different pinhole models. The
resultant I-V curves are the sawe regardless of which of the probe
models (spherical or hemispherical) is applied. What is also evident
here is that the pinhole current collected by a bare spherical probe
of equal surface area to that of the pinhole is about two orders of
magnitude less than what would be collected by a non-insulated
cylindrical probe of the same overall dimensions as the entire
NASCAP/LEO object.
Consequently, the current collected by an insulated cylindrical
probe containing a single pinhole has been bracketed. The actual
current collected should fall somewhere between curves a, b, and c
and curves e and f of figure 6 in appendix F. (Actually, one would
suppose the collected current to be closer to curves a, b, and c,
where the collecting surfaces are equal in area to that of the
pinhole.)
Curve D in figure f-6 of appendix F shows the resultant I-V
curves obtained from NASCAP/LEO runs for an insulated cylindrical
probe containing a single pinhole. This curve contains many
noteworthy features. Up to about 600-vol ts potential, the NASCAP/LEO
curve appears to predict somewhat less current than either the
spherical or hemispherical pinhole curves, although the current
continijes to converge to the 600-volt NASCAP/LEO current throughout
this range. (It should also be noted that in the potential range,
25 volts through 115 volts, the rurrent collected by the spherical
and hemispherical pinhole models is approximately a factor of
4 greater than that predicted by the NASCAP/LEO model at any
specified voltage within this range. The reason for this discrepancy
will be explained in the conclusions.) In the range 130 volts to
600 volts, the current from the spherical, hemispherical pinhole
models, and NASCAP/LEO curves appear to converge with one another.
In the voltage range 620 volts to 680 volts, the spherical and
hemispherical pinhole models collect nearly the same amount of
current as predicted by the NASCAP/LEO simulation. In the potential
range 685 volts to 1000 volts, the NASCAP/LEO curve appears to
collect about a factor of 4 greater current than the spherical or
hemispherical pinhole curves.
There are also several knee regions on the NASCAP/LEO curve where
the current collection changes rather sharply. These regions occur
between 100- and 130-volts, 600- to 640-volts, and 680- to 700-volts
potential and can be attributed to the "snapover phenomenon."
The analysis begins by looking at NASCAP/LEO-generated contour
plots of equipotentials and plots of surface cell potentials in each
of the specified voltage regions above. The position of the
zero-potential contour line, with respect to the pinhole, as well as
changes in the insulator surface cell potentials will be used as an
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indicator of the extent of the sheath edge or boundary. Thus drastic
changes in the position of the sheath boundary should signal that
"snapover" is occurring or has occurred.
Figures G-l(a) through G-8(a) of appendix G show a face on view
of an x-z cutplane slicing through the pinhole. Figures G-l(b)
through G-9(b) show a cross-sectional end on view of an x-y cutplane
slicing through the pinhole. Figures G-l(c) through G-9(c) show a
close-in view of the subdivided region, with all surface cells
labeled and surface potentials plotted. Figures G-l(d) through
G-9(d) show a full object view of the cable with all corresponding
surface cell potentials and cell numbers plotted. For convenience,
the plots are organized such that the contours and surface cell
potential maps at a given bias voltage appear horizontally across two
consecutive pages.
The two contour plots [figures G-l(a) and G-l(b), appendix G]
show that the sheath, which propagates from the pinhole, looks like a
narrow ring of charge at 75-volt potential. The corresponding
surface potential maps [figures G-l (c) and G-l (d)] show nothing out
of the ordinary. At 100-volt potential the contour plots
[figures G-2(a) and G-2(b)] show only a slight expansion in sheath
size. However, the corresponding surface cell potential maps
[figure G-2(c)] for the first time show that the potential on the
pinhole's nearest neighboring surface cells has undergone a sign
change. The voltage on these cells has changed from something under
-l volt to something in the range of +1 volt. This appears to be the
first evidence that "snapover" has begun. Next, at 130-volts
potential figures G-3(a) and G-3(b) of appendix G show that the
sheath edge has grown considerably. The x-y cross-sectional view
[figure G-3(b)] shows that the sheath boundary has begun to wrap
around the object past the front surfaces. Figure G-3(c)
demonstrates that snapover is indeed occurring. The surface cell
potentials of adjacent, nearest neighboring ceils have increased
greatly. This coincides with the sharp change in current predicted
by the NASCAP/LEO curve (figure f-6, curve d of appendix F) between
100-volts and 130-volts potential. By 600-volts potential, it is
e',ident that the sheath edge (zero-potential contour line) completely
surrounds the object [x-y view, figure G-4(b)] and that the 0.1-volts
potential contour line (same view) wraps around three sides of the
object. The surface cell potentials [figure G-4(c)] at this point
are nearly all positive, except for the concentric ring of cells
about the center and each of the surface cells on the right- and
left-hand sides of the pinhole which are st 1 ll between -1-volts and
O-volts potential. Evidently, secondary electron focusing, due to
the applied field, seem to be the cause here. All other surface
cells outside of the subdivided region [figure G-4(d)] still appear
to be at a small negative potential. At 620-volts potential, the
+0.1-volts potential contour line has completely snapped around the
object [figure G-5(b)]. The zero-volt potential contour line [figure
G-5(a)] appears to start growing along the length of the cylinder
outward from the pinhole center. In figure G-5(c) the surface cell
potential map at 620-volts potential clearly demonstrates that most
surface cells within the subdivided region have dramatically
increased in potential. This coincides with the sharp jump -in
current collection between 600 and 620 volts on the NASCAP/LEO
predicted I-V curve. All surface cells outside of the subdivided
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region, however, still remain at a small negative potential. At
680-volts potential there appears to be no significant change in
either the contour plots or surface cell potential maps
[figures G-6(a), G-6(b), G-6(c), and G-6(d), appendix G]. Finally,
figures G-7(a) and G-7(b) show significant changes in sheath
structure. It seems that the pinhole at this point begins to collect
current like a larger bare sphere, as borne out by figures G-7(a) and
G-7(b) and the NASCAP/LEO I-V curve at this voltage. It is also
evident from figures G-7(c) and G-7(d) that considerable changes have
taken place here also. For the first time we see that the surfaces
of two cells on the top and bottom faces of the cable (outside the
subdivided region) are beginning to grow to a substantial positive
potential. This appears to account for the observed current shift
between 680-vol ts and 685-vol ts potential.
Although there are no sharp changes in the current collected by
the NASCAP/LEO I-V curve for the voltage range 690 through
1000 volts, for the sake of completeness, plots are presented in the
800- and 1000-volt potential region. At 800-volts potential,
figure G-8(d) shows that the ceil potentials of two adjacent cells
(one cell flanking each side of the subdivided region on the front
face of the cable) have charged to a slightly positive potential.
This indicates that a positive charge sheath is beginning to grow
over these surfaces along the length of the cable. The 1000-V
surface cell potential map [figure G-9(d)] shows the same features
with the only difference being that the voltage of the two adjacent
cells has greatly increased.
CONCLUSIONS
The NASCAP/LEO I-V curve (appendix F, figure f-6) demonstrates
that there are a number of different types of "snapover effects"
occurring throughout the applied voltage range (as opposed to just
one type that occurs throughout the entire pinhole bias voltage
region as previously thought). Indeed, three such snapover effects
were found in the present cable simulation and there could
conceivably be more at higher bias voltages. (At 1000-volts
potential, the majority of surface cells outside the subdivided
region remain at approximately -1-volt potential. Therefore, at some
higher potential it is conceivable that when all insulated surface
cells become charged positive, there could be yet another large shift
in current collection.) It is also conceivable that probe geometry,
sharp edges, and pinhole size could have an effect on the exact
number of snapover effects observed.
The first observed type of snapover effect occurs between 100 and
130 volts where the charge sheath first jumps to the insulator
surfaces in the adjacent vicinity of the pinhole. This is probably
due to the onset of significant secondary electron emissions in this
voltage region.
The second type of snapover effect occurs between 600 and
620 volts, where the positive charge sheath in space completely
surrounds the radius of the cable (as evidenced by the x-y view of
the +0.1 contour line in figure G-5(b) of appendix G). The second
type of snapover effect appears to be a necessary precursor to the
third type of snapover effect observed.
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The third and final type of snapover effect seems to be an edge
effect occurring between 680- and 685-volts potential. It is here
where the positive charge sheath has propagated from the front face
to the sides of the cable and so is termed the "snap-around effect."
In a perfect cylindrical cable, which has no sharp edges, this effect
would probably not be seen until the positive surface charge sheath
has completely wrapped around the cylinder. One must also conclude
from the surface potential maps and the resultant NASCAP/LEO I-V
curve that the positive surface charge sheath must snap around the
cable before it can grow along its length.
Particularly disturbing is the lower voltage region (0- to
100-volts potential) where NASCAP/LEO predicts about a factor of
4 lower current than any of the Langmuir-type pinhole models (LTPM).
Because NASCAP/LEO and the LTPMs solve Poission's eouation, and since
"snapover-type effects" are not applicable at lower voltages, it was
ass'imed that the NASCAP/LEO predicted values would yield the same
result as the LTPMs. The reason that they do not agree is that the
NASCAP/LEO simulation assumes space charge limited currents where, in
fact, the LTPMs have shown the current collection to be orbit
limited. For the case where the Debye length is greater than the
pinhole dimensions, many of the particles traced through the sheath
boundary will miss the pinhole completely. As a result, less current
is predicted by the current NASCAP/LEO simulations than by the LTPIA
approximations.
Langmuir-type probe models that attempt to bracket NASCAP/LEO
current solutions, for an insulated cable with a pinhole, appear to
suggest that current collection should favor an orbit limited current
calculation. Furthermore, for small object dimensions (on the order
of a centimeter), it is evident that at lower voltages LTPMs more
accurately predict collected current, because NASCAP/LEO only makes
its calculations in the space charge limited current regime.
Overall, (all low-voltage behavior aside), the Langmuir-type
models (LTM) do quite well in bracketing the current collected by an
insulated cable with a pinhole. Specifically, here the bare
spherical and hemispherical LTM approximations, while they are not
able to predict the sharp changes in current observed in the
NASCAP/LEO-generated I-V curve, are within a factor of 4 of those
values. The reason for this is clear. No bare probe model, however
sophisticated, can hope to include secondary electron emission from
the dielectric. Consequently, it is impossible for a bare probe
model to predict snapover effects. Even so, the bare LTM
approximations of the aforementioned geometries offer a reasonably
good estimate of the current for a biased insulated probe with a
pinhole without the need to resort to a number of lengthy NASCAP/LEO
computer runs. For this reason they are quite useful. Such models
have also been useful in understanding NASCAP/LEO results.
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APPENDIX A Fig. A-1 NASCAP/LEO Object (full view)
Fig. A-2 NASCAP/LEO Object (subdivided
region with pinhole)
APPENDIX B Calculations for the radius of a sphere of equal surface
area to the pinhole in NASCAP/LEO defined object.
APPENDIX C Calculations for radius of a hemisphere of equal surface
area to the pinhole in NASCAP/LEO defined object.
APPENDIX D Table D-1 Space charge limited equations
for a parallel plate, concentric
spheres and hemispheres, coaxial
cylinders.
APPENDIX E Table E-1 Determination of space charge
limited or orbit limited currents
for planes, spheres, cylinders,
and hemispheres.
APPENDIX F Fig. F-l Plot of V versus Ro,P for bare
cylindrical probes using a planar
sheath geometry for R b.
Fig. F-2 Plot of V versus Ro,P for bare
cylindrical probes using a
cylindrical sheath geometry
for Ro.
APPENDIX G Fig. F-3 Plot of V versus Ro,P for bare
spherical probes using a planar
sheath geometry for Ro.
Fig. F-4 Plot of V versus Ro,P for bare
spherical probes using a spheri-
cal sheath geometry for Ro.
Fig. F-5 Plot of V versus Ro,P for bare
hemispherical probes using a
hemispherical sheath geometry
for Ro.
Fig. F-6 Comparison of collected currents
between various Langmuir-type
probe models and NASCAP/LEO
values.
APPENDIX G Figs G-l(a), G-l(b) 75-volt contour plots and surface
G-l(c), & G-l(d) cell potential maps.
Figs. G-2(a), G-2(b) 100-volt contour plots and surface
G-2(c), & G-2(d) cell potential maps.
Figs. G-3(a), G-3(b) 130-volt contour plots and surface
G-3(c), & G-3(d) cell potential maps.
Figs. G-4(a), G-4(b) 600-volt contour plots and surface
G-4(c), & G-4(d) cell potential maps.
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APPENDIX G Figs. G-5(a), G-5(b) 620-volt contour plots and surface
(continued) G-5(c), & G-5(d) cell potential maps.
Figs. G-6(a), G-6(b) 680-volt contour plots and surface
G-6(c), & G-6(d) cell potential maps.
Figs. G-7(a), G-7(b) 685-volt contour plots and surface
G-7(c), & G-7(d) cell potential maps.
Figs. G-8(a), G-3(b) 800-volt contour plots and surface
G-8(c), & G-8(d) cell potential maps.
Figs. G-9(a), G-9(b) 1,000-volt contour plots and
G-9(c), & G-9(d) surface cell potential maps.
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APPENDIX E
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