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ABSTRACT
This paper focuses on the generalized Forchheimer flows of isentropic gas in a porous medium, described by a system of two
nonlinear degenerate partial differential equations of first order. We prove the existence and uniqueness of the Dirichlet prob-
lem for the stationary problem. The technique of semi-discretization in time is used to prove the existence for the time-dependent
problem.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0002265
I. INTRODUCTION
We study the generalized Forchheimer flow of isentropic gas through a porous medium described by the system of Darcy–Forchheimer
momentum conservation (2.1) and mass conservation (2.9) equations, which are two first-order partial differential equations (PDEs) with
respect to fluid density ρ and flow velocity v.
The existence and uniqueness of solutions for such a model were studied previously in Ref. 1. The authors reduced the original system
to a single second-order parabolic type equation for the pressure function only (the velocity was expressed explicitly through the gradient of
pressure from the Forchheimer equation and substituted next into the mass conservation equation). Consequently, the authors could explore
the equivalent problem within the framework of degenerate parabolic partial differential equations (PDEs). The proof of the existence and
uniqueness of a solution was based on the theory of monotone operators using the technique of semi-discretization in time for a single
nonlinear degenerate parabolic equation.
In the present work, we adapt and refine techniques by Amirat1 and Raviart2 for nonlinear degenerate parabolic equations and combine
them with those used for the Darcy–Forchheimer equations in Ref. 3. The inhomogeneous continuity and the Forchheimer–Darcy momen-
tum equations are treated separately as a coupled system of first-order PDEs. This gives us the possibility to analyze nonconstant coefficients
and nonconstant porosity. We proved the existence of weak solutions for the Dirichlet boundary conditions with general coefficient functions.
The proof of solvability is based on the stationary problem first by applying the theory of monotonic operators. Then, using the technique of
semi-discretization in time, we prove the existence for the time-dependent problem. These techniques are utilized successfully here, thanks to
the special structure of our equation.
This paper is organized as follows: Sec. II contains a brief summary of some notations and the relevant results. In Sec. III, we con-
sider the stationary problem of (2.12). The existence and uniqueness of a solution are proved in Theorem 3.1. Section IV is intended
to investigate the semi-discrete problem after discretization of the time-derivative in (2.12) and show again the existence and unique-
ness of a solution in Theorem 4.1. Section V is devoted to the study of the transient problem governed by (5.1) with homogeneous
boundary conditions. We derive a priori estimates of the solutions to (5.2). These are used to prove the solvability of the transient
problem (5.1).
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II. BACKGROUND
We consider a fluid in porous medium occupying a bounded domain Ω ⊂ Rd, d ≥ 2, with boundary Γ. Let x ∈ Rd, 0 < T <∞, and
t ∈ (0, T] be the spatial and time variables, respectively. The fluid flow has velocity v(x, t) ∈ Rd, pressure p(x, t) ∈ R, and density ρ(x, t) ∈ R+.






In order to take into account the presence of density in generalized Forchheimer equations, we modify (2.1) using dimension analysis by
Muskat8 and Ward.9 They proposed the following equation for both laminar and turbulent flows in porous media:
−∇p = G(vακ
α−3
2 ρα−1μ2−α), where G is a function of one variable. (2.2)











∣v∣v, where cF > 0,
for α = 1 and α = 2, respectively.





aiραi ∣v∣αi v, (2.3)
where N ≥ 1,α0 = 0 < α1 < ⋅ ⋅ ⋅ < αN are fixed real numbers, the coefficients a0(x, t), . . . , aN (x, t) are non-negative with a0(x, t), aN (x, t)
> 0, ai(x, t) ≥ 0, i = 1, . . . , N − 1.





ai∣ρv∣αi)ρv = −ρ∇p. (2.4)
Denote the function F : Ω × [0, T] ×R+ → R+ a generalized polynomial with non-negative coefficients by
F(x, t, z) = a0(x, t)zα0 + a1(x, t)zα1 + ⋅ ⋅ ⋅ + aN (x, t)zαN , z ≥ 0. (2.5)
Equation (2.4) is rewritten as
F(x, t, ∣ρv∣)ρv = −ρ∇p. (2.6)
For isentropic gases, the constitutive law is
p = cργ for some c, γ > 0. (2.7)
Then, from (2.6) and (2.7) follows




The continuity equation is
ϕ(x)∂tρ + div(ρv) = f (x, t), (2.9)








uλ with λ =
1
γ + 1
∈ (0, 1). (2.10)
Combining (2.9) with relation (2.10), we have
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∂tuλ + div(ρv) = f (x, t). (2.11)
From (2.8) and (2.9), we obtain the system of equations






∂tuλ + div m = f (x, t),
where the momentum variable m = ρv.
By rescaling the variable ϕ(x)→ ( γ+1cγ )
λϕ(x), we obtain the reduced system of equations
F(x, t, ∣m∣)m = −∇u,
ϕ(x)∂tuλ + div m = f (x, t).
(2.12)
The Darcy–Forchheimer equation in (2.12) leads to
F (∣m∣) = F(x, t, ∣m∣)∣m∣ = ∣∇u∣, whereF (s) = sF(s).
Since F is a one-to-one mapping from [0,∞) onto [0,∞), one can find a unique non-negative ∣m∣ as a function of ∣∇u∣,
∣m∣ = F−1(∣∇u∣).




= −K(x, t, ∣∇u∣)∇u, (2.13)
where the function K : Ω × [0, T] ×R+ → R+ is defined for ξ ≥ 0 by
K(x, t, ξ) =
1
F(x, t, s(x, t, ξ))
, (2.14)
with s = s(x, t, ξ) being the unique non-negative solution of sF(s) = ξ.
Note that






Substituting (2.13) into the second equation of (2.12), we obtain a scalar partial differential equation (PDE) for the density,
ϕ(x)∂tuλ − div (K(x, t, ∣∇u∣)∇u) = f (x, t), (x, t) ∈ Ω × [0, T]. (2.15)
From the mathematical point of view, Eq. (2.15) for λ ∈ (0, 1) is a doubly nonlinear parabolic equation, which is an interesting topic
of its own. Research on doubly nonlinear parabolic equations follows the development of general parabolic equations10,11 and degener-
ate/singular parabolic equations12,13 (see also the treaties in Refs. 10, 11, 14, and 15). However, it requires much more complicated techniques
(see monograph,14 review paper,16,17 and references therein).
We consider the initial boundary value problem associated with the problem (2.12),
F(x, t, ∣m(x, t)∣)m(x, t) = −∇u(x, t), (x, t) ∈ Ω × (0, T),
ϕ(x)∂tuλ(x, t) + div m(x, t) = f (x, t), (x, t) ∈ Ω × (0, T),
u(x, t) = ψ(x, t), (x, t) ∈ Γ × (0, T),
u(x, 0) = u0(x), x ∈ Ω,
(2.16)
where u0(x) and ψ(x, t) are given initial and boundary data, respectively. Here, λ is a fixed number in (0, 1] for the remainder of this paper.
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We make the following assumptions on the coefficients and on the data:
i. 0 < ϕ∗ ≤ ϕ(x) ≤ ϕ∗ <∞.
ii. ai ∈ L∞(0, T; L∞(Ω)), 0 < a∗ < a0(x, t), aN (x, t) < a∗, 0 ≤ ai(x, t) ≤ a∗, i = 1, . . . , N − 1.
iii. f ∈ L∞(0, T; L1+1/λ(Ω)).
iv. The coefficient functions and ∥ f ∥ are Lipschitz continuous in time, i.e., there exists a constant L such that, for every 0 ≤ t1 ≤ t2 ≤ T,
∥ai(⋅, t1) − ai(⋅, t2)∥L∞(Ω) ≤ L∣t1 − t2∣ and ∥ f (⋅, t1) − f (⋅, t2)∥L1+1/λ(Ω) ≤ L∣t1 − t2∣.
v. ψ ∈ L∞(0, T; W1/(αN +2),αN +2(Γ)).
vi. u0 ∈W
1, αN +2αN +1
0 (Ω) ∩ L
αN +2(Ω).
In this paper, we apply the theory of nonlinear monotone operators (see, e.g., in Refs. 18–21) to prove the existence and uniqueness of
a weak solution of the corresponding elliptic problem of (2.16). Furthermore, the semi-discrete in the time technique (see, e.g., Refs. 1, 2,
and 22) yields the existence of weak solutions of the parabolic problem by constructing approximate solutions.
A. Notations and preliminary results
Throughout this paper, we assume that Ω is an open, bounded subset of Rd, with d = 2, 3, . . ., and has C1-boundary Γ. For s ∈ [0,∞), we
denote Ls(Ω) to be the set of s-integrable functions onΩ and (Ls(Ω))d the space of d-dimensional vectors, which have all components in Ls(Ω).
We denote (⋅, ⋅) the inner-product in either Ls(Ω) or (Ls(Ω))d and ∥v∥Ls(Ω) = (∫Ω∣v(x)∣
sdx)1/s for the standard Lebesgue norm of the measur-
able function. The notation ⟨⋅, ⋅⟩ will be used for the Ls(Γ) inner-product. For m ≥ 0, s ∈ [0,∞], we denote the Sobolev spaces by Wm,s(Ω)
= {v ∈ Ls(Ω), : Dαv ∈ Ls(Ω), ∣α∣ ≤ m} and the norm of Wm,s(Ω) by ∥v∥Wm,s(Ω) = (∑∣α∣≤m∫Ω∣D
αu∣sdx)1/s and ∥v∥Wm,∞(Ω)
= ∑∣α∣≤mess supΩ∣D
αu∣. The test space D(Ω) ∶= C∞0 (Ω) is a dense subset of Ls(Ω) and of Wm,s0 (Ω) and that of D(Ω̄) ∶= {φ,φ ∈ D(R
d)}







and L∞(0, T; X) to be the space of all measurable functions v : [0, T]→ X such that v : t → ∥v(t)∥X is
essentially bounded on [0, T] with the norm ∥v∥L∞(0,T;X) = ess supt∈[0,T]∥v(t)∥X .
Our calculations frequently use the following exponents:
s = αN + 2, α =
αN
αN + 1











The arguments C, C1, C2, . . . stand for positive generic constants, and their values depend on exponents, coefficients of polynomial F, the
spatial dimension d, and domain Ω, independent of the initial and boundary data. These constants may be different from place to place.
We also note Ls(Ω) = (Ls(Ω))d and define the function spaces V, Q, and their norms as follows:
V = {v ∈ Ls(Ω), div v ∈ Lr
∗
(Ω)}, Q = Lr(Ω),
∥v∥V = ∥v∥Ls + ∥div v∥Lr∗ , ∥q∥Q = ∥q∥Lr(Ω).
Lemma 2.1. The following inequalities hold for all y′, y ∈ Rd:
i. ∣F(x, t, ∣y′∣)y′ − F(x, t, ∣y∣)y∣ ≤ C1(1 + ∣y′∣s−2 + ∣y∣s−2)∣y′ − y∣. (2.19)
ii. (F(x, t, ∣y′∣)y′ − F(x, t, ∣y∣)y) ⋅ (y′ − y) ≥ C2∣y′ − y∣s, (2.20)
where the constants C1(N, a∗, deg(F)) > 0 and C2(N, a∗ , deg(F)) > 0.
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Proof.
i. Let γ(t) = τy′ + (1 − τ)y, τ ∈ [0, 1] and h(t) = F(x, t, ∣γ(τ)∣)γ(τ) ⋅ k. Then,











Note that Fz(x, t, ∣γ(τ)∣)∣γ(τ)∣ ≤ αN F(x, t, ∣γ(τ)∣). Using the inequality zβ ≤ 1 + zγ for z ≥ 0, 0 < β < γ, we find that F(x, t, ∣γ(τ)∣) ≤ (N
+ 1)a∗(1 + ∣γ(τ)∣αN ). Thus,
(F(x, t, ∣y′∣)y′ − F(x, t, ∣y∣)y) ⋅ k ≤ C∣y′ − y∣(1 + ∫
1
0
∣γ(τ)∣αN dτ) ⋅ k
≤ C∣y′ − y∣(1 + ∫
1
0
(∣y′∣ + ∣y∣)αN dτ) ⋅ k
≤ C(1 + ∣y′∣αN + ∣y∣αN)∣y′ − y∣ ⋅ k,
which proves that (2.19) hold.
ii. If k = y′ − y, then
(F(x, t, ∣y′∣)y′ − F(x, t, ∣y∣)y) ⋅ (y′ − y) = ∫
1
0




Since Fz(x, t, ∣γ(τ)∣) ≥ 0 and F(x, t, ∣γ(τ)∣) ≥ aN ∣γ(τ)∣αN , we find that















2αN +1(αN + 1)
.
Substituting this into (2.21), we obtain (2.20). □
We recall some elementary inequalities that will be used in this paper.
Lemma 2.2. The following inequalities hold for all a, b ≥ 0, λ ∈ (0, 1]:
ap + bp
2
≤ (a + b)p ≤ 2∣p−1∣(ap + bp) for all p > 0, (2.22)
∣aλ − bλ∣ ≤ ∣a − b∣λ, (2.23)
∣a − b∣2
∣a∣1−λ + ∣b∣1−λ
≤ (aλ − bλ)(a − b), (2.24)
(aλ − bλ)a ≥
λ
1 + λ
(a1+λ − b1+λ) =
1
r∗
(ar − br). (2.25)
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III. THE STEADY-STATE PROBLEM
We consider the stationary problem governed by the Darcy–Forchheimer equation and the stationary continuity equation together with
the Dirichlet boundary condition,
F(x, ∣m∣)m = −∇, u x ∈ Ω,
div m = F(x), x ∈ Ω,
u = ψ(x), x ∈ Γ.
(3.1)
The mixed formulation of (3.1) reads as follows: Find (m, u) ∈ V ×Q such that
(F(x, ∣m∣)m, v) − (u, div v) = −⟨ψ, v ⋅ ν⟩ for all v ∈ V,
(div m, q) = ( f , q) for all q ∈ Q,
(3.2)
where ν is the unit normal vector on Γ.
We introduce a bilinear form b : V ×Q→ R by means of
b(v, q) = (div v, q) for all v ∈ V, q ∈ Q,
and a nonlinear form a : Ls(Ω) × Ls(Ω)→ R by means of
a(u, v) = (F(x, t, ∣u∣)u, v) for all u, v ∈ Ls(Ω).
Then, we rewrite the mixed formulation (3.2) as follows: Find (m, u) ∈ V ×Q such that
a(m, v) − b(v, u) = −⟨ψ, v ⋅ ν⟩ for all v ∈ V,
b(m, q) = ( f , q) for all q ∈ Q.
(3.3)
A. Existence results
This subsection is devoted to establishing the existence and uniqueness of a weak solution of the stationary problem (3.1). We use
regularization to show the existence of a weak solution (m, u) ∈ V ×Q to the problem (3.2).
For the fixed ε > 0, we consider the following regularized problem: Find (mε, uε) ∈ V ×Q such that
a(mε, v) + ε(∣div mε∣r
∗
−2div mε, div v) − b(v, uε) = −⟨ψ, v ⋅ ν⟩ for all v ∈ V,
ε(uλε , q) + b(mε, q) = ( f , q) for all q ∈ Q.
(3.4)
Lemma 3.1. For every ε > 0, there is a unique solution (mε, uε) ∈ V ×Q of the regularized problem (3.4).
Proof. Adding the left-hand side of (3.4), we obtain the nonlinear form defined on V ×Q,
aε((mε, uε), (v, q))
def
== a(mε, v) + ε(∣div mε∣r
∗
−2div mε, div v) − b(v, uε)
+ ε(uλε , q) + b(mε, q),∀(v, q) ∈ V ×Q.
(3.5)
A nonlinear operator Aε : V ×Q→ (V ×Q)′ defined by
⟨Aε((u, p)), (v, q)⟩(V×Q)′×(V×Q) = aε((u, p), (v, q)).
Then, Aε is continuous,
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⟨Aε((u′, p′) −Aε((u, p)), (v, q)⟩(V×Q)′×(V×Q) = a(u
′, v) − a(u, v)
+ ε(∣div u′∣r
∗
−2div u′ − ∣div u∣r
∗
−2div u, div v) + ε(p′λ − pλ, q) − b(v, p′ − p) + b(u′ − u, q). (3.6)
By (2.19) and using Hölder’s inequality, we find that
a(u′, v) − a(u, v) + ε(∣div u′∣r
∗
−2div u′ − ∣div u∣r
∗
−2div u, div v)
≤ C((1 + ∣u′∣s−2 + ∣u∣s−2)∣u′ − u∣, ∣v∣) + Cε(∣1 + ∣div u′∣r
∗
−2 + ∣div u∣r
∗
−2
∣ ⋅ ∣div (u′ − u)∣, ∣div v∣)
≤ C∥(1 + ∣u′∣s−2 + ∣u∣s−2)∣u′ − u∣∥Ls∗ ∥v∥Ls
+ Cε∥(1 + ∣div u′∣r
∗
−2 + ∣div u∣r
∗
−2) ⋅ ∣div (u′ − u)∣∥Lr∥div v∥Lr∗





+ Cε(1 + ∥div u′∥r
∗
−2




− u)∥Lr∗ ∥div v∥Lr∗ .
On account of (2.23) and using Hölder’s inequality, we find that
(p′λ − pλ, q) ≤ (∣p′ − p∣λ, ∣q∣) ≤ ∥p′ − p∥λLr∥q∥Lr ,
− b(v, p′ − p) + b(u′ − u, q) ≤ ∥div v∥Lr∗ ∥p
′
− p∥Lr + ∥div (u′ − u)∥Lr∗ ∥q∥Lr .
From the above, it follows that







(1 + ∥div u′∥r
∗
−2




− u∥V + ∥p′ − p∥Q + ∥p′ − p∥λQ)(∥v∥V + ∥q∥Q)
for all v ∈ V, q ∈ Q. This yields
∥Aε((u′, p′) −Aε((u, p)∥(V×Q)′ ≤ Cε(1 + ∥u′∥s−2Ls + ∥u∥s−2Ls )
(1 + ∥div u′∥r
∗
−2




− u∥V + ∥p′ − p∥Q + ∥p′ − p∥λQ).
Aε is coercive,
⟨Aε(u, p), (u, p)⟩(V×Q)′×(V×Q) ≥ C2∥u∥
s











⟨Aε(u, p), (u, p)⟩(V×Q)′×(V×Q)
∥u∥V + ∥p∥Q
≥ Cε





∥u∥Ls + ∥div u∥Lr∗ + ∥p∥Q
.
Therefore, we deduce that
lim
∥(v,q)∥V×Q→+∞
⟨Aε(u, p), (u, p)⟩(V×Q)′×(V×Q)
∥u∥V + ∥p∥Q
= +∞.
Aε is strictly monotone,
⟨Aε(u, p) −Aε(v, q), (u − v, p − q)⟩(V×Q)′×(V×Q) ≥ C2∥u − v∥
s
Ls + ε(∥div (u − v)∥
r∗
Lr∗ + ∥p − q∥
r
Q)
≥ Cε(∥u − v∥sLs + ∥div (u − v)∥
r∗
Lr∗ + ∥p − q∥
r
Q) > 0 for all (u, p) ≠ (v, q).
Applying the theorem of Browder and Minty (see in Ref. 24, Theorem 26.A) for every f̃ ∈ (V ×Q)′, there exists a unique solution
(mε, uε) ∈ V ×Q of the operator equation Aε(mε, uε) = f̃ . In particular, we choose the linear form f̃ defined by f̃ (v, q) ∶= −⟨ψ, v ⋅ ν⟩ + ( f , q),
which arises by adding the right-hand side of (3.4). Therefore, (3.4) has a unique solution. □
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We show that the solution (mε, uε) is bounded independently of ε. To do this, we use the following result (see in Ref. 22 Lemma A.3 or
Ref. 25 Lemma A.1):





for all v ∈ V, q ∈ Ls(Ω). (3.7)
Lemma 3.3. There exists C > 0 independent of ε such that for sufficiently small ε > 0, the solution (mε, uε) of (3.4) satisfies the following
estimates:
∥uε∥Q + ∥mε∥V ≤ C. (3.8)
Proof. We begin with a bound for the norm of div mε. Choosing q = sgn(div mε)∣div mε∣r
∗
−1
∈ Q in the second equation of (3.4) and
using Hölder’s inequality, we find that
∥div mε∥r
∗







This last inequality shows that
∥div mε∥Lr∗ ≤ ∥ f ∥Lr∗ + ε∥uε∥
λ
Q. (3.9)
Now, taking the test function (v, q) = (mε, uε) in (3.4), using integration by part and Hölder inequality gives
a(mε, mε) + ε(∣div mε∣r
∗
−2div mε, div mε) + ε(uλε , uε) = −⟨ψ, mε ⋅ ν⟩ + ( f , uε)
= −(div mε,ψ) − (∇ψ, mε) + ( f , uε) ≤ ∥ψ∥V′(∥mε∥Ls + ∥div mε∥Lr∗ ) + ∥ f ∥Lr∗ ∥uε∥Lr .
(3.10)
Due to (3.9) and the fact that a(mε, mε) ≥ C2∥mε∥sLs , we may conclude that




Q) ≤ ∥ψ∥V′(∥mε∥Ls + ∥ f ∥Lr∗ + ε∥uε∥
λ
Q) + ∥ f ∥Lr∗ ∥uε∥Q. (3.11)
To bound uε, we employ the inf–sup condition (3.7).







a(mε, v) + ε(∣div mε∣r
∗




C(∥mε∥Ls + ∥mε∥s−1Ls )∥v∥Ls + ε∥div mε∥r
∗
−1
Lr∗ ∥div v∥Lr∗ + ∥ψ∥V′ (∥v∥Ls + ∥div v∥)
∥v∥V















for some constant C∗ > 0.
Hence, for sufficiently small ε (e.g., ε ≤ (21−r
∗
C∗)1/2),
∥uε∥Q ≤ C(∥mε∥Ls + ∥mε∥s−1Ls + ∥ f ∥
r∗−1
Lr∗ + ∥ψ∥V′). (3.12)
Substituting (3.12) into (3.11) leads to
∥mε∥sLs ≤ C∥ψ∥V′(∥mε∥Ls + ∥ f ∥Lr∗ )
+ C(∥ψ∥V′ + ∥ f ∥Lr∗ )(∥mε∥
s−1
Ls + ∥mε∥Ls + ∥ f ∥
r∗−1
Lr∗ + ∥ψ∥V′ + 1).
Then, using Young’s inequality, we obtain
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1/s + ∥ψ∥V′ + ∥ f ∥Lr∗ + 1.
Inserting (3.13) into (3.12) yields
∥uε∥Q ≤ d2, (3.14)
where d2 = d1 + ds−11 + ∥ f ∥
r∗−1
Lr∗ + ∥ψ∥V′ . Combining (3.14) and (3.9) yields




∥mε∥V ≤ d1 + dr−12 . (3.15)
The assertion of the lemma follows from (3.14) and (3.15). □
Theorem 3.1. There exists a unique solution (m, u) ∈ V ×Q of the stationary problem (3.1).
Proof. Adding the left-hand side of (3.2), we obtain the following nonlinear form defined on V ×Q by
a((m, u), (v, q)) ∶= a(m, v) − b(v, u) + b(m, q).
Consider the nonlinear operator A : V ×Q→ (V ×Q)′ defined by
⟨A(u, p), (v, q)⟩(V×Q)′×(V×Q) ∶= a((u, p), (v, q)).
Let (mε, uε) be the unique solution of the regularized problem (3.4). Since (mε, uε) is a bounded sequence in V ×Q, there exists a weakly
convergent subsequence, again denoted by (mε, uε), with weak limit (m, u) ∈ V ×Q. For f̃ (v, q) ∶= −⟨ψ, v ⋅ ν⟩ + ( f , q) ∈ (V ×Q)′,
∥A(mε, uε) − f̃ ∥(V×Q)′ = sup
(v,q)≠0




∣a(mε, v) − b(v, uε) + b(mε, q) − f̃ (v, q)∣
∥(v, q)∥V×Q
.
Note from (3.4) that
∣a(mε, v) − b(v, uε) + b(mε, q) − f̃ (v, q)∣ = ε∣(∣div mε∣r
∗








Lr∗ + ∥uε∥Q)∥(v, q)∥V×Q.
Hence,






The sequence A(mε, uε) converges strongly in (V ×Q)′ to f̃ . Thus, we can conclude that A(m, u) = f̃ in (V ×Q)′ (see, e.g., Ref. 21,
p. 474), i.e., (m, u) is a solution of problem (3.3).
Suppose (m′, u′) and (m, u) are two solutions of (3.2). Choosing (v, q) = (m′ −m, u′ − u), we obtain
a(m′, m′ −m) − a(m, m′ −m) − b(m′ −m, u′) + b(m′ −m, u) = 0,
b(m′, u′ − u) − b(m, u′ − u) = 0.
Adding these equations and using the monotonicity of F(⋅) in (2.20) yield
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0 = a(m′, m′ −m) − a(m, m′ −m) ≥ C2∥m′ −m∥sLs .
It follows that m′ = m. If m ∈ V is given, then u ∈ Q is defined as a solution of the variational equation b(v, u) = ⟨ψ, v ⋅ ν⟩ + a(m, v) for all
v ∈ V. The uniqueness of u is a direct consequence of Lemma 3.2. □
IV. THE SEMI-DISCRETE PROBLEM
We return to the transient problem governed by (2.12). We discretize (2.12) in time using the implicit Euler method. This yields not only
a method to solve the transient problem numerically but also an approach to prove its solvability, the technique of semi-discretization. We
define a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tJ = T of the segment [0, T] into J subintervals of constant length h = T/J, i.e., tj = jh for j = 0, . . . , J. For
j = 0, . . . , J, we denote uj ∶= u(⋅, jt) and mj ∶= m(⋅, jt) for the unknown solutions and, analogously defined, ψj for the boundary conditions and
f j for the source term,






+ div mj = f j, x ∈ Ω,
u = ψj, x ∈ Γ,
u(x, 0) = u0(x), x ∈ Ω.
(4.1)
The discretization in time of the continuity equation (4.1) with the backward Euler method yields for each j ∈ {1, . . . , J},


















for all q ∈ Q,
(4.2)
with u0 = u0(x). Using a and b defined in Sec. III, we rewrite the mixed formulation (4.2) in the following way: Find (mj, uj) ∈ V ×Q such
that









+ b(mj, q) = (f j, q) for all q ∈ Q,
(4.3)
where f j = f j + ϕh u
λ
j−1.
For the remainder of this section, we restrict our considerations to the problem (4.3) for a fixed time step j. For simplicity, we omit the
subscript j.
We use the technique of regularization again. For fixed ε > 0, we consider the following regularized problem: Find (mε, uε) ∈ V ×Q such
that
a(mε, v) + ε(∣div mε∣r
∗




uλε , q) + b(mε, q) = (f , q) for all q ∈ Q.
(4.4)
The following result may be proved in much the same manner as Lemma 3.1:
Lemma 4.1. For every ε, there exists a unique solution (mε, uε) ∈ V ×Q of the problem (4.4).
Lemma 4.2. There exists C > 0 independent of ε such that for sufficiently small ε > 0, the solution (mε, uε) of (4.4) satisfies
∥uε∥Q + ∥mε∥V ≤ C. (4.5)
Proof. As in the Proof of Lemma 3.3, we begin with an estimate for the norm of divmε. Choosing q = sgn(div mε)∣div mε∣r
∗
−1
∈ Q in the
second equation of (4.4) and using Hölder’s inequality, we find that
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Taking the test functions (v, q) = (mε, uε) in (4.4), adding two resulting equations, and using Hölder’s inequality, we obtain
a(mε, mε) + ε(∣div mε∣r
∗




≤ ∥ψ∥V′(∥mε∥Ls + ∥div mε∥Lr∗ ) + ∥f ∥Lr∗ ∥uε∥Q. (4.7)
Thanks to the monotonicity of the function F(⋅) and (4.6), it follows from (4.7) that





∥uε∥rQ ≤ ∥ψ∥V′(∥mε∥Ls + ∥f ∥Lr∗ +
ϕ∗
h
∥uε∥λQ) + ∥f ∥Lr∗ ∥uε∥Q.






V′ + ∥ψ∥V′∥f ∥Lr∗ + ∥ψ∥
r





















Substituting (4.8) into (4.6), we can assert that













V′ + ∥f ∥Lr∗ ).
(4.9)
Assertion (4.5) follows directly from (4.8) and (4.9). □
In the same manner as in Sec. I, we pass the limit ε→ 0 and obtain the existence of a solution of the semi-discrete problem (4.2).
Theorem 4.1. There is a unique solution (m, u) ∈ V ×Q of the problem (4.2).
Proof. Using similar analysis to that in the Proof of Theorem 3.1, we add two equations in (4.3) and obtain the nonlinear form a, defined
on (V ×Q) × (V ×Q)′, and the linear form f̃ ∈ (V ×Q)′, defined by
a((m, u), (v, q)) def== a(m, v) − b(v, u) + (
ϕu
h
, q) + b(m, q), f̃ (v, q) def== − ⟨ψ, v ⋅ ν⟩ + (f , q).
Again, the operator A : V ×Q→ (V ×Q)′ is defined by
⟨A(u, p), (v, q)⟩(V×Q)′×(V×Q) = a((u, p), (v, q)).
Choosing ε = 1/n, we obtain a sequence of unique solutions (mn, un) of the regularized problems (4.4). Owing to Lemma 4.2, the sequence
((mn, un))n∈N is bounded in V ×Q. Hence, there is a weakly convergent subsequence, again denoted by ((mn, un))n∈N, which converges to
(m, u) ∈ V ×Q. In the same manner as in the Proof of Theorem 3.1, we obtain the identity A(m, u) = f̃ in (V ×Q)′, i.e., (m, u) is a solution of
the semi-discrete mixed formulation (4.2).
To show the uniqueness, we consider two solutions (m′, u′) and (m, u) of (4.3). Using the test function (v, q) = (m′ −m, u′ − u), adding
the resulting equations, then using (2.20) and (2.24) yields
0 = a(m′, m′ −m) − a(m, m′ −m) + (ϕ
u′λ − uλ
h
, u′ − u)






which proves m′ = m and u′ = u almost everywhere. □
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V. THE TRANSIENT PROBLEM
We address the continuous transient problem. Due to the lack of regularity of the solution m, it is impossible to handle more gen-
eral boundary conditions as in Secs. II–IV. We will restrict our considerations here to the case of homogeneous Dirichlet boundary
conditions,
F(x, t, ∣m(x, t)∣)m(x, t) = −∇u(x, t), (x, t) ∈ Ω × (0, T),
ϕ(x)∂tuλ(x, t) + div m(x, t) = f (x, t), (x, t) ∈ Ω × (0, T),
u(x, t) = 0, (x, t) ∈ Γ × (0, T),
u(x, 0) = u0(x), x ∈ Ω.
(5.1)
From now on, the following assumption will be needed:
The degree of Forchheimer polynomial F satisfies αN = deg(F) ≤ γ. It is equivalent to r ≤ s∗.
A. A priori estimates for the solutions of the semi-discrete problems
As mentioned above, we use the technique of semi-discretization in time (see in Ref. 2) to show the existence of solutions of the transient
problem (5.1). The existence and uniqueness of the solutions to the semi-discrete problems have been established in Sec. IV. In the next step,
we consider the limit h→ 0. Similar to the regularized technique employed in Secs. III and IV, we derive a priori estimates for the solutions of
the semi-discrete problems, which are independent of h.
We investigate the semi-discrete problem (4.2) for a homogeneous Dirichlet boundary condition. In this case, problem (4.2) can be read
as follows: Find (mj, uj) ∈ V ×Q such that











+ b(mj, q) = ( f j, q) for all q ∈ Q.
(5.2)
Lemma 5.1. For sufficiently small h < ϕ∗λ/2, there exists C > 0 independent of h and J such that
i. ∥uj∥Lr + ∥uλj ∥Lr∗ ≤ C for all j = 1, 2, . . . , J, (5.3)
ii. ∥mj∥Ls ≤ C for all j = 0, 1, 2, . . . , J. (5.4)
Proof.












= ( f j, uj). (5.5)






















Due to the fact that a(mj, mj) ≥ 0 and
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For h sufficiently small h < ϕ∗λ, then









By induction, we find that




































∥uj∥Lr ≤ d1, (5.6)
where d1 = (e
2T
ϕ∗λ (∥u0∥rLr + Tϕ∗ ∥ f ∥
r∗
L∞(0,T;Lr∗ )))
1/r . It follows easily that





Then, assertion (5.3) follows from (5.6) and (5.7).
ii. To prove (5.4), we first bound m0.
With j = 0, choosing v = m0 in the first equation in (5.2), using integration by part and Hölder inequality, we find that
a(m0, m0) = b(m0, u0) = (m0,∇u0) ≤ ∥m0∥Ls∥∇u0∥Ls∗ .


















, uj − uj−1
⎞
⎠
+ b(mj, uj − uj−1) = ( f j, uj − uj−1). (5.9)
Taking v = mj at time step j and j − 1 from the first equation in (5.2), we have
a(mj, mj) − b(mj, uj) = 0, and a(mj−1, mj) − b(mj, uj−1) = 0,
which implies that
a(mj, mj) − a(mj−1, mj) = b(mj, uj − uj−1). (5.10)








, uj − uj−1
⎞
⎠
+ a(mj, mj) − a(mj−1, mj) = ( f j, uj − uj−1).
Summing up this equation for k = 1, 2, . . . , j yields
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( f k, uk − uk−1).


















( f k, uk − uk−1). (5.11)





























































































































































































































h( f k, uk).
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( f k, uk) +
2
a∗
( f k, uk − uk−1).






( f k, uk) +
2
a∗








































d1∥ f ∥L∞(0,T;Lr∗ ) +
2
a∗
(∥ f ∥L∞(0,T;Lr∗ )(d1 + ∥u0∥Lr ) + d1LT). (5.15)
Consequently,






1 + ∥u0∥Lr + d1), (5.16)










Then, assertion (5.4) follows from (5.8) and (5.16). □









Lr ≤ C. (5.17)


















a(mj−1, mj) − a(mj, mj) + ( f j, uj − uj−1). (5.18)










































Ls ) + LTC
αi+2). (5.19)




( f j, uj − uj−1) ≤ ∥ f ∥L∞(0,T;Lr∗ )(d1 + ∥u0∥Lr ) + d1LT.
It follows from (2.24), (5.18), (5.19), and .(5.4) that
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where d3 = C∥ f ∥L∞(0,T;Lr∗ )(d1 + ∥u0∥Lr ) + d1LT + C(a








































































































dx ≤ (2d3)r/2(∥u0∥r(1−r/2)Lr + C
r(1−r/2))T1−r/2ϕ−r/2∗ .
This completes the proof. □
Next, we show that the mixed formulation (5.2) is equivalent to a variational formulation of the time-discretized parabolic equation. To
this end, we recall the nonlinear mapping K of (2.13). For fixed time t = tj, we define the nonlinear mapping Kj : Ω ×R+ → R+ [see in (2.14)]
and its inverse defined by
Fj(x, z) = a0(x, tj)zα0 + a1(x, tj)zα1 + ⋅ ⋅ ⋅ + aN (x, tj)zαN , z ≥ 0. (5.21)
Lemma 5.3.
i. If uj ∈ R(Ω) = {r ∈ Q, r = 0 on Γ,∇r ∈ Ls
∗











+ (Kj(x, ∣∇uj∣)∇uj,∇q) = ( f j, q) for all q ∈ R(Ω), (5.22)
then (−K j(x, ∣∇uj∣)∇uj, uj) is a solution of the mixed formulation (5.2).
ii. If (mj, uj) ∈ V ×Q is a solution of the mixed formulation (5.2), then uj is a solution of the variational formulation (5.22). In particular,
uj ∈ R(Ω).
Proof.
i. Let uj be a solution of (5.22). We define mj = −K j(x, ∣∇uj∣)∇uj. Then, Green’s formula yields
(Fj(x, ∣mj∣)mj, v) = −(∇uj, v) = (uj, div v) for all v ∈ V.











− (mj,∇q) = ( f j, q),
which implies
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+ (div mj, q) = ( f j, q).
Because D(Ω) is densely embedded into Q, the second equation in (5.2) is as follows:
ii. Let (mj, uj) be the solution of (5.2). Applying Green’s formula implies
(Fj(x, ∣mj∣)mj, v) = (div v, uj) = (−∇uj, v) for all v ∈ (D(Ω))d.
Thus,∇uj = −Fj(x, ∣mj∣)mj ∈ Ls∗(Ω).
Consequently, uj ∈ {r ∈ Q,∇r ∈ Ls
∗
(Ω)} and mj = −K j(x, ∣∇uj∣)∇uj.
To prove that uj fulfills (5.22), we consider q ∈ R(Ω) ⊂ Q in the second equation of (5.2). Using integration by parts, we have























Finally, we consider again the first equation of (5.2) for v ∈ (D(Ω̄))d. Using integration by parts, we obtain
0 = −(Fj(x, ∣mj∣)mj, v) + (div v, uj) = (∇uj, v) + (div v, uj) = ⟨uj, v ⋅ ν⟩.
Consequently, uj = 0 on Γ, i.e., uj ∈ R(Ω). □
Using this equivalence, we obtain a bound for uj in the norm of R(Ω) defined by
∥r∥R = ∥r∥Lr + ∥∇r∥Ls∗ .








+ ∥div mj∥R′ ≤ C for all j = 1, 2, . . . , J. (5.23)
Proof. To verify ∥uj∥R is bounded, it is sufficient to use (5.4) together with the observation that
∥∇uj∥s
∗




























h ∥R′ is bounded.












∣= ∣( f j, q) − (Kj(x, ∣∇uj∣)∇uj, q)∣ = ∣( f j, q) + (mj,∇q)∣
≤ (∥ f j∥Lr∗ + ∥mj∥Ls)∥q∥R.








≤ ϕ−1∗ (∥ f j∥Lr∗ + ∥mj∥Ls ) ≤ C, (5.24)
which is part of the conclusion (5.23).
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The second equation of (5.2) yields









































The proof is complete. □
B. Solvability of the continuous problem
Due to the existence of unique solutions to the semi-discrete mixed formulation (5.2), we obtain for every J ∈ N, a J + 1-tuple of






χj(t)uj ∈ L∞(0, T; R(Ω)),








(t − tj) + uj).
In addition, we use piecewise constant approximations aih and f h of the coefficient functions ai and f , and piecewise constant operators Fh
and Kh. According to Lemmas 5.1 and 5.4, the following bounds hold for sufficiently small h:
∥πuh∥L∞(0,T;R(Ω)) ≤ C, ∥∂tΠuh∥Lr(0,T;Lr(Ω)) ≤ C,
∥(πuh)
λ
∥L∞(0,T;Lr∗ (Ω)) ≤ C, ∥∂tΠu
λ
h∥L∞(0,T;R′(Ω)) ≤ C,
∥πmh∥L∞(0,T;Ls(Ω)) ≤ C, ∥πdiv mh∥L∞(0,T;R′(Ω)) ≤ C,
∥F(x, ∣πmh∣)πmh∥L∞(0,T;Ls∗ (Ω) ≤ C, ∥uj∥Lr(Ω) ≤ C.
Thus, there exists a subsequence, again indexed by h, which converges in the corresponding weak∗-topology,
πuh
∗
⇀u in L∞(0, T; R(Ω)), ∂tΠuh
∗
⇀u′ in L∞(0, T; Lr(Ω)), (5.25)
(πuh)
λ ∗




⇀U′ in L∞(0, T; R′(Ω)), (5.26)
πmh
∗
⇀m in L∞(0, T; Ls(Ω)), πdiv mh
∗
⇀m̄ in L∞(0, T; R′(Ω)), (5.27)
F(x, ∣πmh∣)πmh
∗
⇀F̂ in L∞(0, T; Ls
∗
(Ω)), uj ⇀ uT in Q. (5.28)
Lemma 5.5.
i. The identity U = uλ holds in the sense of distribution from (0, T) to Lr
∗
(Ω).
ii. The identity u′ = ∂tu holds in the sense of distribution from (0, T) to Q.
iii. The identity U′ = ∂tU holds in the sense of distribution from (0, T) to R′.
iv. The identity m̄ = div m holds in the sense of distribution on Ω. That is,
(m̄,ψ) = −(m,∇ψ) for allψ ∈ D(Ω). (5.29)






(F̂, v)dt = −∫
T
0
(∇u, v)dt for all v ∈ L(0, T; Ls(Ω)). (5.30)
J. Math. Phys. 61, 081501 (2020); doi: 10.1063/5.0002265 61, 081501-18
Published under license by AIP Publishing
Journal of
Mathematical Physics ARTICLE scitation.org/journal/jmp
Proof.
i. Since πuh ∈ L∞(0, T; R(Ω)), Πuh ∈ L∞(0, T; R(Ω)). In particular, Πuh ∈ Lr(0, T; Lr(Ω)) and ∂xi (Πuh) ∈ L
r(0, T; Lr(Ω)). Due to (5.17),
∂tΠuh ∈ Lr(0, T; Lr(Ω)). This implies Πuh ∈W1,r((0, T) ×Ω). The Rellich–Kondrachov theorem yields that W1,r((0, T) ×Ω) is com-




((0, T) ×Ω). Since Πuλh is bounded in L
r∗ ((0, T) ×Ω), we conclude that Πuλh converges weakly to u
λ in Lr
∗
((0, T) ×Ω), that is,































Then, the assertion is as follows:


























iii. Similar to ii.





































The proof is complete. □
Lemma 5.6. The following identity holds in L∞(0, T; Lr(Ω)):
ϕ∂tuλ + div m = f . (5.31)
Furthermore, u(x, 0) = u0(x) and u(x, T) = uT .
Proof. For φ ∈ D([0, T]), we define the step function φh by φh(t) = φ(tj−1) if tj−1 ≤ t < tj, j = 1, . . . , J and φh(t) = φ(T) if t = tJ .



















( f j,ψ)hφ(tj−1). (5.32)
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(div m,ψ)φdt = ∫
T
0
( f ,ψ)φdt. (5.33)
The set {ψφ,ψ ∈ D(Ω),φ ∈ D((0, T))} is a dense subset of L(0, T; R(Ω)). Thus, the identity (5.31) is established.






























(π f ,ψ)φhdt − (ϕu
λ
j ,ψ)φ(T) + (ϕ(u0)
λ,ψ)φ(0).







(div m,ψ)φdt = ∫
T
0
( f ,ψ)φdt − (ϕ(uT)λ,ψ)φ(T) + (ϕ(u0)λ,ψ)φ(0). (5.34)







(div m,ψ)φdt = ∫
T
0
( f ,ψ)φdt − (ϕuλ(T),ψ)φ(T) + (ϕuλ(0),ψ)φ(0). (5.35)
Comparing (5.34) and (5.35), we find that
(ϕ(uλ(0) − (u0)λ),ψ)φ(0) = (ϕ(uλ(T) − uλT),ψ)φ(T).
Since φ(0) and φ(T) are arbitrary, we have
(ϕ(uλ(0) − (u0)λ),ψ) = 0 = (ϕ(uλ(T) − uλT),ψ).
Thus, u(0) = u0 and u(T) = uT . □
We use a particular result.








Lemma 5.7. The limit m of πmh and F̂ of F(x, t,πmh) satisfies
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(F̂, v)dt = ∫
T
0
(F(x, t, ∣m∣)m, v)dt for all v ∈ L(0, T; Ls(Ω)).
Proof. We rewrite (5.5) in the form























(F(x, t, ∣mj∣)mj, mj) +
1
hr∗
(ϕ, urj − u
r
j−1) ≤ ( f j, uj).




(F(x, t, ∣πmh∣)πmh,πmh)dt +
1
r∗












(F(x, t, ∣πmh∣)πmh,πmh)dt +
1
r∗





( f , u)dt.






(F(x, t, ∣πmh∣)πmh,πmh)dt + ∫
T
0
(ϕ∂tuλ, u)dt ≤ ∫
T
0
( f , u)dt.




(ϕ∂tuλ, u)dt = −∫
T
0
(div m, u)dt + ∫
T
0







( f , u)dt = −∫
T
0
(m, F̂) + ∫
T
0




















(F(x, t, ∣πmh∣)πmh − F(x, t, ∣v∣)v,πmh − v)dt ≥ 0.




(F̂ − F(x, t, ∣m − εφ∣)(m − εφ), εφ)dt ≥ 0.




(̂F − F(x, t, ∣m∣)m,φdt ≥ 0 for allφ ∈ L∞(0, T; Ls(Ω)).
This implies F̂ = F(x, t, ∣m∣)m (see the Proof of Theorem 1.1 in Ref. 2, p. 313). □
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(F(x, ∣m∣)m, v)dt − ∫
T
0




(ϕ∂tuλ, q)dt + ∫
T
0
(div m, q)dt = ∫
T
0
( f , q)dt for all q ∈ L1(0, T; Lr(Ω)).




(F(x, t, ∣m∣)m, v)dt = ∫
T
0
(F̂, v)dt = −∫
T
0




for all v ∈ L(0, T; Lr(Ω)). In Lemma 5.6, we have seen that (m, u) fulfills the second equation. □
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10O. A. Ladyženskaja, V. A. Solonnikov, and N. N. Ural’ceva, Linear and Quasilinear Equations of Parabolic Type, Translations of Mathematical Monographs Vol. 23
(American Mathematical Society, Providence, RI, 1968), translated from the Russian by S. Smith.
11G. M. Lieberman, Second Order Parabolic Differential Equations (World Scientific Publishing Co. Inc., River Edge, NJ, 1996).
12E. DiBenedetto, Degenerate Parabolic Equations, Universitext (Springer-Verlag, New York, 1993).
13E. Celik, L. Hoang, and T. Kieu, “Doubly nonlinear parabolic equations for a general class of Forchheimer gas flows in porous media,” Nonlinearity 31, 3617–3650
(2018).
14A. V. Ivanov, “Second-order quasilinear degenerate and nonuniformly elliptic and parabolic equations,” Trudy Mat. Inst. Steklov. 160, 285 (1982).
15O. A. Ladyzhenskaya and N. N. Ural’tseva, in Linear and Quasilinear Elliptic Equations (Academic Press, New York, 1968), translated from the Russian by Scripta
Technica, Inc., Translation editor: L. Ehrenpreis.
16A. V. Ivanov, P. Z. Mkrtychan, and W. Jäger, “Existence and uniqueness of a regular solution of the Cauchy-Dirichlet problem for a class of doubly nonlinear parabolic
equations,” J. Math. Sci. 84, 845–855 (1997).
17A. V. Ivanov, “Regularity for doubly nonlinear parabolic equations,” J. Math. Sci. 83, 22–37 (1997).
18H. Brézis, Opérateurs Maximaux Monotones et Semi-Groupes de Contractions Dans les Espaces de Hilbert, North-Holland Mathematics Studies No. 5. Notas de
Matemática (50) (North-Holland Publishing, Amsterdam, 1973).
19J.-L. Lions, Quelques Méthodes de Résolution des Problèmes aux Limites Non Linéaires (Dunod, 1969).
20R. E. Showalter, Monotone Operators in Banach Space and Nonlinear Partial Differential Equations, Mathematical Surveys and Monographs Vol. 49 (American
Mathematical Society, Providence, RI, 1997).
21E. Zeidler, Nonlinear Functional Analysis and its Applications: II/B, Nonlinear Monotone Operators (Springer-Verlag, New York, 1990), translated from the German
by the author and Leo F. Boron.
22P. Knabner and G. Summ, “Solvability of the mixed formulation for Darcy-Forchheimer flow in porous media,” (unpublished).
23E. Celik, L. Hoang, A. Ibragimov, and T. Kieu, “Fluid flows of mixed regimes in porous media,” J. Math. Phys. 58, 023102 (2017).
24E. Zeidler and L. Boron, Nonlinear Functional Analysis and its Applications: II/B, Nonlinear Monotone Operators (Springer, New York, 1989).
25D. Sandri, “Sur lápproximation numérique des écoulements quasi-Newtoniens dont la viscosité suit la loi puissance ou la loi de carreau,” ESAIM: Math. Modell. Numer.
Anal. 27, 131–155 (1993).
J. Math. Phys. 61, 081501 (2020); doi: 10.1063/5.0002265 61, 081501-22
Published under license by AIP Publishing
