The measurement of discharge in major rivers is very important and serves as the base information for hydrological analysis. The rating curve is used to assess the discharge from the measured stage values in the gauging sites. The rating curve has important bearing on the correct assessment of discharge. The usefulness of the fuzzy neural network modelling approach in deriving the stage-discharge relationship is discussed. The performances of a neural network model, a modularized neural network model, a conventional curve-fitting approach and a fuzzy neural network model for deriving the rating curve are compared using a case study. Overall, the fuzzy neural network model gives the best results.
INTRODUCTION AND LITERATURE REVIEW
In the field of hydrology and water resources engineering, artificial neural networks (ANNs) have been applied successfully to the prediction and forecasting of rainfall, rainfall-runoff, water levels and a number of water quality parameters (Karunanithi et al., 1994; Chandramouli & Raman, 2001; Minns & Hall, 1996; Hu et al., 1994; See & Openshaw, 2000 , Rajurkar et al., 2002 , Xiong & O'Connor, 2002 . Jain & Chalisgaonkar (2000) used an ANN to establish a stage-discharge relationship and found that the ANN approach compares favourably to other conventional approaches. Tawfik et al. (1997) developed an ANN model for providing more accurate representation of the hysteresis effect in a rating curve. A shortcoming of this approach is that it is difficult to interpret the knowledge contained in the trained networks, because it is distributed across the connection weights in a complex manner. However, care must be taken not to present contradictory information to the ANN.
A fuzzy system adaptively infers and modifies its fuzzy associations from representative numerical samples. Fuzzy sets aid in providing information in a comprehensible or natural form, and can handle uncertainties at various levels (Hundecha et al., 2001) . The knowledge contained in fuzzy systems is transparent to the user. See & Openshaw (1999) proposed a combined approach of fuzzy logic, neural network and genetic algorithm optimization for flood forecasting.
The concept of neuro-fuzzy systems has emerged as researchers have tried to combine the transparent, linguistic representation of a fuzzy system with the learning ability of an ANN (Brown & Harris, 1994) . A neuro-fuzzy system uses an ANN learning algorithm to determine its parameters (i.e. fuzzy sets and fuzzy rules) by processing data samples. Therefore, it can be trained to perform an input/output mapping, just as with an ANN, but with the additional benefit of being able to provide the set of rules on which the model is based (Mitra & Hayashi, 2000) . There have been many attempts to synthesize fuzzy neural network (FNN) models and, according to their integration methodologies, two major categories of FNN can be identified. One is based on the fuzzification of conventional neural network model and the other is based on the implementation of a conventional fuzzy systems using neural networks (Chung & Duan, 2000) .
STUDY AREA
The system considered for the analysis is the Brahmaputra River, in Assam State, India. It originates as Tsan-po in Tibet, to the east of the Mansarovar Lake and is 2898 km long (Fig. 1) . The basin lies between latitudes 24°13′ and 31°30′N and longitudes 82° and 96°4′E. Three gauging stations, namely Bessamara, Bhurbandha and Pandu (hereafter referred to as gauging stations I, II and III), are considered and daily stage-discharge values collected for these stations are used for this study (see Table 1 ). The upstream gauging stations I and II are located at about 340 and 150 km upstream of gauging station III, respectively. For this study, four models, namely a conventional curve-fitting model, a single neural network model, a modularized neural network model and a fuzzy neural network model, are considered for deriving the stage-discharge relationship.
CONVENTIONAL MODEL
Streamflow measurements are normally derived using the stage-discharge curve for transforming the record of stage into a record of discharge (Maidment, 1993) . A rating curve of the following form is commonly used:
where Q is the discharge (m 3 s -1 ), G is the river stage (m), G 0 is the river stage (m) at which the discharge is nil, and a and b are constants. This type of relationship is established by fitting a smooth curve between the stage and discharge records by either an ordinary or a logarithmic scale. The stage for zero discharge is an unknown and its determination possesses some difficulties for major rivers. A major limitation of this approach is that it is not able to consider the hysteresis effect. Also in this study, G 0 has been estimated from the observed data and the best values of a and b for the given range of stage are obtained by the least-squares error method (Table 1) .
SINGLE ARTIFICIAL NEURAL NETWORK MODEL
The single ANN model developed for this study is a feed-forward neural network model with error back-propagation algorithm (Rumelhart & McClelland, 1987) . After a detailed check of different combinations, two experiments on the ANN model are developed herein: a single input, single output model (Experiment 1) and a four input, single output model (Experiment 2) (Fig. 2) . The training of the data is carried out by monitoring the indices, mean square error (MSE) and mean relative error (MRE), defined as follows: 
in which p is the number of patterns used for training, q is the number of nodes in the output layer, y j (t) is the target output pattern value (used for training) and y j is the output from the neural network model.
The MSE value indicates the goodness of fit at high output values and the MRE value indicates the goodness of fit for moderate output values (Karunanithi et al., 1994) . The number of neurons in the hidden layer, the number of hidden layers and the normalization factor for the data considered are decided after many trials by studying the performance of the ANN training indices. The details of different neural network models developed for the two experiments considered are listed in Table 1 .
MODULARIZED NEURAL NETWORK MODEL
For improving the performance of the neural network model, Zhang & Govindaraju (2000) suggested a modularized neural network approach for rainfall-runoff modelling. They showed the advantages of segregating the patterns considered for training and organized the neural networks in a modular architecture to handle complex sets of rainfall-runoff data. A modularized neural network modelling approach is attempted herein for developing the stage-discharge relationship (Fig. 3) . In the modularized neural network (MNN) approach, the available stage-discharge data are segregated into four groups based on stage level, and each group is treated as a crisp set. In this approach, instead of developing a neural network model for the whole set of data, four neural network models are developed, one for each group of data. The data range is fixed after examining the available patterns. For Experiment 1, the four groups and the respective range of stage level (in m) are given in Table 2 for three gauging stations. After completion of the training, with the help of a rule base, which works on the criteria fixed for segregation, the appropriate neural network will be fired to obtain the final result.
FUZZY NEURAL NETWORK MODEL
The unsteady flow effect leads to a looped curve, where the same stage value represents different discharge values in the rising and falling limbs of a flood wave and, due to this hysteresis effect, the relationship between stage and discharge is complex. Hence a fuzzy neural network modelling approach is attempted here to establish a better stage-discharge relationship. A fuzzy neural network (FNN) is a neural network equipped with the capacity of handling fuzzy information, i.e. either the input signals and/or connection weights and/or the outputs are fuzzy subsets, or a set of membership values of fuzzy sets. In this study, the ANNs are trained using historical data to generate the fuzzy membership functions based on the input stage values.
In the fuzzification, the entire stage domain for a particular gauging station is categorized into four fuzzy sets namely Very Low, Low, Medium and High. Table 2 shows the ranges of stage domain used for each fuzzy set for Experiment 1. Similarly, the discharge domain is also categorized into four fuzzy sets (Very Low, Low, Medium and Large). The overlapping of each fuzzy set is kept as 50% of the previous set (if any) and 50% of the subsequent set (if any).
Mathematically, the membership function for every set is defined as:
where m is the lower limit of a fuzzy set, l is the maximum limit for a fuzzy set and µ A (x) is the membership function of a fuzzy set. For each fuzzified grouping, namely Very Low, Low, Medium and High, a separate neural network model is developed to establish the membership function of each group (Fig. 3) , i.e. the fuzzy surface of each fuzzy set is developed using the trained neural network model. The developed fuzzy surface for each fuzzy set is not a standard shape. This arbitrary shape is decided using the neural network. These fuzzy shapes are wavy matching behaviour patterns that undulate over the domain. The membership function for each fuzzy set is established using ANN based on the observed stage-discharge data using a neural network. Figure 4 shows the membership functions for the Medium and High fuzzy sets developed using the neural network.
For training the neural network with sigmoidal activation function, the output data have to be normalized using a normalization factor so that the results are comparable for error back-propagation training. The membership function for the discharge data is derived based on the normalization factor used in the respective neural network model. This function is a straight line, increasing set with a slope equal to the normalization factor. The fuzzy associate memory developed for the fuzzy model has the following rules: The fuzzy reasoning used here is the simple monotonic method, a basic fuzzy implication technique. Mathematically, for a simple proportional implication function:
where x is the stage value, z is the discharge value, and Y and W are the fuzzy sets corresponding to the stage and discharge values. The value of the output is estimated directly from a corresponding truth membership grade in the antecedent fuzzy region (Cox, 1994) . This type of reasoning is followed when only one rule is fired and suitable for the stage level considered. On the other hand, if two rules are fired for a particular stage value, the min-max rule of implication is executed (Fig. 4) . The consequent fuzzy sets resulting from two rules will be producing an output fuzzy region by aggregation, which will be defuzzified to give the expected discharge value based on near edge of the support set defuzzification procedure (Fig. 4) . 
RESULTS AND DISCUSSION
The performances of different models considered are assessed using MSE and MRE indices for training and testing series. In Experiment 1, the conventional model is compared with other models, as the ANN, MNN and FNN models have the stage value as the only input. However, the conventional model is excluded from the discussions related to Experiment 2, in which ANN, MNN and FNN models have four inputs. Further, the training and testing data set lengths are different for Experiment 1 and Experiment 2. This is due to the fact that, in different gauging sites, observations for some days in-between were not available for technical reasons. Hence some data are not considered for Experiment 2, which requires details of previous days.
The single ANN model, the modularized ANN model (MNN) and the fuzzy neural network model (FNN) training results are given in Tables 2 and 3 for both experiments. Both the testing and the model training results of the conventional model are poorer than those of the other models.
The MNN model shows good improvement in the total MSE and MRE indices in the training data set relative to the single ANN model and theconventional model (about 2-20% in the case of MSE in both experiments). The performances of single ANN and MNN models in training are studied in detail by considering different modules for gauging station II data using experiments 1 and 2. When the MSE index is considered in each module, the MNN model performs better than the ANN model in all the modules (Table 4) . Hence, the overall MSE index also shows that the MNN model is better than the single ANN model.
However, the MNN model performs poorly in the testing. The MSE and MRE indices are high for the MNN model (Table 5) . For testing data, the MSE results for different modules for both the experiments are given in Table 6 . The single ANN model performs better in three modules and one module respectively in experiments 1 and 2. However, the overall performance of the MNN model is inferior. The MNN model suffers in the split zones. For example, consider the modules I and II split regions, and the modules III and IV split regions (59.85-60.10 m and 64.00 -64.50 m, respectively). The MNN model shows poorer performance than other models in these regions (Figs 5 and 6 ). Due to this fact, the overall performance of the MNN model suffers. Hence, it can be concluded that, in the case of MNN, when the data are classified into four groups crisply, the knowledge captured from the four groups is not generalized properly. The discontinuity results from the absence of knowledge about its neighbouring regions. When all the four modules are used together, in testing, the performance of the MNN model suffers more in the split zones. The nature of the data is also very crucial for this performance. The modularized approach is very suitable for studies involving clustering of available information. In the case of the FNN model, segregation of patterns is done by having overlapping in the neighbouring regions. Since the training is done by overlapping for each region, the discontinuity is avoided in the data. Hence for the FNN model, the knowledge gathering during training is not affected as in the case of the MNN model. Thus, the FNN model performs better due to the training given with the overlapping data, which avoids discontinuity and also improves the performance of the FNN model. Based on testing results, when the performances of single ANN and FNN models are compared, the FNN performs better than the ANN in all cases except one (about 6-20% better MSE value than the single ANN). Further, the FNN model performs better in all modules for Experiment 2 and in two modules in Experiment 1 (Table 6) .
When the testing results of different models are compared for Experiment 2 (gauging station II), the hysteresis effect might be better represented by the FNN model (Fig. 7 ). The MNN model shows poor performance in the split zone (64.0-65.0 m stage value) and does not properly represent the hysteresis effect in this study. However, the FNN model gives better performance in this zone also (Fig. 7) . 
Discussions on the PMSE index
It is observed that in many research studies, using the MRE to rank different models according to their performance is different from the ranking using MSE. To overcome the difficulties in using MSE and MRE, a new statistical measure called the pooled mean square error (PMSE) has been used, which combines the effects of MSE and MRE (Elshorbagy et al., 2000) . For the calculation of the PMSE, a threshold value of 5% of the actual value is considered in this analysis. The PMSE is estimated as: 
where N is the set size and k j is the rank of the residual error. For this analysis, the gauging station II data are considered (Table 5 ). In all the cases, a better performance of the FNN model is noted. The complexity of the ranking process for different model performances using two indices, namely the MSE and MRE, is eased by the PMSE index.
It is worth noting that for the gauging station II, the FNN model gives 34.45 and 30.79% improvement over the ANN model when considering the MSE and MRE indices, respectively. For the same case, the FNN model shows 40.89% improvement over the ANN model when the PMSE index is considered. This shows the better ability of the FNN model compared to the other models in estimating a discharge value that is closer to the observed value within the threshold of the 5% limit.
CONCLUSION
This study shows the ability of the fuzzy neural network model in developing the stage-discharge relationship. The FNN model has better predictive ability than the single ANN, the modularized ANN and conventional models. The MNN model gives inferior results relative to the single ANN model and suffers due to data discontinuity even though the training of the MNN shows better values for the performance indicators. The FNN model is more flexible than the other models considered with more options of incorporating the fuzzy nature of the real-world system.
