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CANONICAL BASES OF BORCHERDS-CARTAN TYPE
YIQIANG LI AND ZONGZHU LIN
Abstract. We study the canonical basis for the negative part U− of the
quantum generalized Kac-Moody algebra associated to a symmetric Borcherds-
Cartan matrix. The algebrasU− associated to two different matrices satisfying
certain conditions may coincide (6.3). We show that the canonical bases coin-
cide provided that the algebras U− coincide (Theorem 6.3.5). We also answer
partially a question by Lusztig in [L3] (Theorem 7.1.1).
1. Introduction
Let U−(C) be the negative part of the quantized enveloping algebra of the Kac-
Moody Lie algebra associated to a generalized Cartan matrix C. In [L1, L2, L4],
Lusztig defined and studied the canonical basis B(C) for U−(C). The canonical
basisB(C) has many remarkable properties such as positivity and integrality ([L4]).
The appearance of the canonical basis is one of the major achievements in Lie theory.
(Kashiwara developed his crystal base theory in [K]. It was shown by Grojnowski
and Lusztig ([GL]) that the global crystal base by Kashiwara coincides with the
canonical basis by Lusztig.)
There are two quite different approaches, algebraic and geometric, to define the
canonical basis B(C) of U−(C). For the geometric approach, the algebra U−(C) is
realized as an algebra KQ, which is contained in the direct sum of the Grothendieck
groups of the bounded derived categories of complexes of sheaves on representation
varieties of certain quiver Q without loops ([L2]). The irreducible perverse sheaves
appearing in KQ give rise to the canonical basis B(C) of U
−(C). The “simplest”
irreducible perverse sheaves in KQ, which generate KQ, correspond to the Chevalley
generators of U−(C).
When the matrix C is replaced by a Borcherds-Cartan matrix, the algebra
U−(C) becomes the negative part of the quantized enveloping algebra of a gen-
eralized Kac-Moody algebra (quantum generalized Kac-Moody algebra for short).
In this more general setting, the algebraic approach is carried out in [JKK], and the
global crystal base B(C) for U−(C) is defined. The geometric approach is taken
recently in [KS1], and the canonical basis B(C) for U−(C) is defined. The two
bases B(C) and B(C) coincide under certain condition on C. It is conjectured that
this condition can be removed.
One notices that in this more general setting, the Borcherds-Cartan matrix C
is not determined by the algebra U−(C) uniquely. Under certain conditions on
two given Borcherds-Cartan matrices C and D, the algebras U−(C) and U−(D)
coincide (6.3). It is not clear if B(C) = B(D) or B(C) = B(D) when U−(C) =
U−(D).
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The first main result in this paper says that the canonical bases B(C) and B(D)
coincide provided that the algebras U−(C) and U−(D) coincide for two symmetric
Borcherds-Cartan matrices C and D. The second main result in this paper answers
partially a question in [L3]. This question asked if the algebra KQ mentioned above
is still generated by the “simplest” irreducible perverse sheaves in KQ when the
quiver Q has loops. In this more general setting, the algebra KQ is bigger than
U−(C). We show that KQ is generated by the simplest possible elements in KQ
when each imaginary vertex has at least two loops (Theorem 7.1.1). In general, the
subalgebra generated by these simplest possible elements in KQ has a canonical-
type basis, and a characterization of these subalgebras is also given (Theorem 7.1.1,
Proposition 7.1.2).
To prove the first result, we investigate in detail a factorization of Lusztig’s
resolution of the representation varieties of a quiver with possible loops. Such a
factorization was first appeared in [KS1]. This factorization resolves the imaginary
parts of the representation varieties first and then resolves the real part. In the case
when the flags used in the resolution on the imaginary part are full flags, we are able
to construct three based algebras from certain classes of simple perverse sheaves
on the representation varieties and the intermediate varieties in the factorization.
It turns out that the three algebras are isomorphic and the bases of the three
algebras are compatible with each other. One of the algebras is the one constructed
in [KS1], which is shown to be the geometric realization of the quantum generalized
Kac-Moody algebras of the Borcherds-Cartan matrix of the quiver. The other two
algebras are new. One of the two new algebras is independent of the number of the
loops on each imaginary vertex. This leads us to a proof of the first result. (See
Section 6.3.)
In order to prove the second result, we show that the subalgebra generated by
the generators Li,n has a basis, which we call the canonical basis for this sub-
algebra, consisting of certain semisimple perverse sheaves. In the case when the
number of loops is at least two for each imaginary vertex, semisimplicity can be
strengthen to simplicity. In this case the subalgebra coincides with Lusztig’s alge-
bra. Lusztig’s question is then answered affirmatively. To show that the semisimple
perverse sheaves, as basis elements for the subalgebra, are generated by the genera-
tors Li,n, we build up a bridge between the full-flag resolutions and the partial-flag
resolutions. There is no obvious relation between the full-flag and partial-flag res-
olutions. This was done by reducing to a certain resolution of the representation
variety associated to the subquiver of the original quiver consisting only non-loop
arrows. Then we investigate the compatibility of several induction functors defined
on various varieties along the bridge. This leads us to the proof of the second result.
The proof of the second result is the difficult part of this paper.
The paper is organized as follows. In Section 2, we define the quantum gener-
alized Kac-Moody algebra, and its negative part. In Section 3, we study the fac-
torization of the resolutions of the representation varieties of a quiver with loops.
Then we relate this factorization with the resolution of the representation varieties
of the subquiver consisting of all non-loop arrows. Section 4 is devoted to the
construction of classes of (semi)simple perverse on various varieties in Section 3.
In Section 5, we study Lusztig’s induction functor, and its several variations. We
also show the compatibility of the various induction functors defined. In Section 6,
we constructed various algebras from the classes of (semi)simple perverse sheaves
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defined in Section 5. The first result is then proved. In Section 7, we prove the
second result, and give a characterization for Lusztig’s algebra.
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supported by NSF grant DMS-0200673. Theorem 7.1.1 was reported by Z. Lin in
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session on Representations of Groups and Algebras, Eugene, Oregon, Nov. 2005.
We are very grateful to the referee for the suggestions in improving the paper.
2. Quantum generalized Kac-Moody algebras
2.1. Symmetric Borcherds-Cartan matrices. Let I be a countable set. A
symmetric Borcherds-Cartan matrix is a matrix C = (cij)i,j∈I satisfying
cii ∈ {2, 0,−2,−4 · · · } and cij = cji ∈ Z≤0 for i 6= j ∈ I.
We set I+ = {i ∈ I|cii = 2} and I
− = I − I+.
2.2. Quantum generalized Kac-Moody algebras. Let Q(v) be the field of
rational functions. For any m ≤ n, we set
[n] =
vn − v−n
v − v−1
, and [n]! = [n][n− 1] · · · [1].
The quantum generalized Kac-Moody algebra U = U(C) attached to the sym-
metric Borcherds-Cartan matrix C = (cij)i,j∈I is an associative Q(v)-algebra with
generators
Ei, Fi,Ki and K
−1
i (i ∈ I)
and satisfying the following relations
KiK
−1
i = 1, K
−1
i Ki = 1, KiKj = KjKi,
KiEj = v
cijEjKi, KiFj = v
−cijFjKi,
EiFj − FjEi = δij
Ki −K
−1
i
v − v−1
,
1−cij∑
p=0
(−1)pE
(p)
i EjE
(1−cij−p)
i = 0 for any i ∈ I
+, j ∈ I, i 6= j,
1−cij∑
p=0
(−1)pF
(p)
i FjF
(1−cij−p)
i = 0 for any i ∈ I
+, j ∈ I, i 6= j,
EiEj = EjEi, FiFj = FjFi if cij = 0.
Here we use the notations E
(n)
i =
Eni
[n]! and F
(n)
i =
Fni
[n]! for i ∈ I
+ and n ∈ N.
LetU− be the Q(v)-subalgebra ofU generated by Fi for i ∈ I. Set A = Z[v, v
−1],
the ring of Laurent polynomials. Let AU
− denote the A-subalgebra ofU− generated
by the elements F
(n)
i for i ∈ I
+, and Fi for i ∈ I
−.
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3. Varieties associated to quivers
3.1. Quivers. A quiver is a quadruple Q = (I,Ω, s, t : Ω → I) where I is the
vertex set, Ω is the arrow set, and s(ω) and t(ω) are the starting and terminating
vertices for ω ∈ Ω, respectively. In this paper, we assume that the quiver is locally
finite: the vertex set I is countable and the set {ω ∈ Ω | s(ω), t(ω) ∈ J} is finite
for any finite subset J ⊆ I.
A vertex i ∈ I is called imaginary if s(ω) = t(ω) = i for some ω ∈ Ω. Let I−
be the set of all imaginary vertices in I. We set I+ = I\I−. Vertices in I+ will be
called real vertices.
Let Ω(i) be the subset of Ω consisting of all ω such that s(ω) = t(ω) = i. For
any i ∈ I, let
li = #Ω(i).
Note that when i ∈ I+, li = 0. we set
Ω− = ∪i∈I−Ω(i) and Ω
+ = Ω\Ω−.
(In other words, Ω− consists of all loop arrows, while Ω+ consists of all loop free
arrows.)
The (nonsymmetric) Euler form of Q <,>: Z[I]× Z[I]→ Z is defined by
< α, β >=
∑
i∈I
αiβi −
∑
ω∈Ω
αs(ω)βt(ω) for α, β ∈ Z[I].
The symmetric Euler form ( , ) : Z[I]× Z[I]→ Z[I] is defined by
(α, β) =< α, β > + < β, α > for all α, β ∈ Z[I].
Let
cij = (i, j) for i, j ∈ I.
Then the matrix C(Q) = (cij)i,j∈I is a symmetric Borcherds-Cartanmatrix (see 2.1).
We call C = C(Q) the Borcherds-Cartan matrix associated to Q.
3.2. Representation varieties associated to quivers. We fix an algebraically
closed field k. Given any I-graded k-vector space V = ⊕i∈IVi, let
GV = Πi∈IGL(Vi)
where GL(Vi) is the general linear group of Vi. Let
EV = ⊕ω∈ΩHomk(Vs(ω), Vt(ω)).
GV acts on EV by conjugation:
(g.x)ω = gt(ω)xωg
−1
s(ω)
for any g ∈ GV and x ∈ EV . Given any subset ∆ ⊆ Ω, let
EV,∆ = ⊕ω∈∆Hom(Vs(ω), Vt(ω)).
In particular, EV,Ω+ = ⊕ω∈Ω+Hom(Vs(ω), Vt(ω)).
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3.3. Flag varieties. Given any ν ∈ N[I], let Xν be the set of all pairs (i, a) where
i = (i1, · · · , in) (il ∈ I) and a = (a1, · · · , an) (al ∈ N)
such that a1i1 + · · · + anin = ν. Let V be an I-graded vector space of dimension
ν, a flag
F• = (V = V 0 ⊇ V 1 ⊇ · · · ⊇ V n = 0)
is called of type (i, a) (∈ Xν) if dimV
l−1/V l = alil for l = 1, · · · , n. We set
Fi,a = {all flags F
• of type (i, a)}.
Note that Fi,a is a smooth, irreducible projective variety. (Indeed, it is a product
of the partial flag varieties.)
GV acts on Fi,a transitively, i.e.,
g.F • = (V = V 0 ⊇ g(V 1) ⊇ g(V 2) ⊇ · · · ⊇ V n = 0)
for any g ∈ GV and F
• ∈ Fi,a.
3.4. (Partial) Resolutions of representation varieties. For any x ∈ EV and
F• ∈ Fi,a, F
• is x-stable if xω(V
l−1
s(ω)) ⊆ V
l
t(ω) for any ω ∈ Ω and l = 1, · · · , n. Let
F˜i,a = {(x,F
•) ∈ EV ×Fi,a | F
• is x-stable}.
GV acts on F˜i,a by g.(x,F
•) = (g.x, g.F•) for any g ∈ GV and (x,F
•) ∈ F˜i,a. We
have the following diagram
F˜i,a
πi,a
−−−−→ EV
pi,a
y
Fi,a
where pii,a and pi,a are the first and second projections, respectively. From the
above diagram, one deduces the following well-known facts
Lemma 3.4.1 ([L2]). (1) pii,a is a GV -equivariant, projective morphism.
(2) pi,a is a vector bundle.
(3) F˜i,a is a smooth, irreducible variety.
3.5. A factorization of pii,a. For any ν ∈ N[I], we set ν
− =
∑
i∈I− νii, the
component of ν supported on I−. (Recall that I− is the set of all imaginary
vertices.) For any pair (i, a) ∈ Xν , let (i
−, a−) ∈ Xν− be the pair obtained from
(i, a) by deleting the real vertices in i and the corresponding entries in a. Let
Ei,a = {(x,D
•) ∈ EV ×F(i−,a−)| xω(D
l−1
s(ω)) ⊆ D
l
t(ω), ∀ ω ∈ Ω
− and 1 ≤ l ≤ n}.
Suppose that V is an I-graded vector space of dimension ν, we set V − = ⊕i∈I−Vi,
the imaginary component of V . For any flag F• ∈ Fi,a, we set D
l = V l∩V −. Then
the flag
F• ∩ V − = (V − = D0 ⊇ D1 ⊇ D2 ⊇ · · · ⊇ 0)
can be regarded as a flag in F(i−,a−). We have the following diagram
F˜i,a
φi,a
−−−−→ Ei,a
ψi,a
−−−−→ EV ,
where φi,a : (x,F
•) 7→ (x,F• ∩ V −) and ψi,a : (x,D
•) 7→ x are natural projections.
By definition, we have
pii,a = ψi,aφi,a.
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Note that φi,a is proper and GV -equivariant, and ψi,a is semismall and GV -
equivariant. Further, when li ≥ 2 for all i ∈ I
−, ψi,a is a small resolution. For a
proof of these facts, see [L3], [KS1] and [KS2].
3.6. Relation with varieties associated to quivers without loops. Similar
to F˜i,a and Ei,a, we define
F˜+i,a = {(x,F
•) ∈ EV,Ω+ ×Fi,a | F
• is x-stable}, and
E+i,a = EV,Ω+ ×Fi−,a− .
Combining with the diagram in Section 3.5, we have the diagram
F˜i,a
φi,a
−−−−→ Ei,a
ψi,a
−−−−→ EV
γi,a
y δi,ay y
F˜+i,a
φ+
i,a
−−−−→ E+i,a
ψ+
i,a
−−−−→ EV,Ω+ ,
where the first row is the diagram in Section 3.5, the second row is defined in
a similar manner as the first row, and the vertical maps are the self-explained
projections. Observe that
(1) γi,a and δi,a are vector bundles.
(2) The left square is cartesian.
3.7. A bridge. For any pair (i, a) = ((i1, · · · , in), (a1, · · · , an)) ∈ Xν with the
imaginary vertex ij1 , ij2 , · · · ijs (j1 < · · · < js) in i, we set
j = (i1, · · · , ij1−1,
aj1 copies︷ ︸︸ ︷
ij1 , · · · , ij1 , ij1+1, · · · , ij2−1, · · · ,
ajs copies︷ ︸︸ ︷
ijs , · · · , ijs , ijs+1, · · · , in).
If we set b to be the sequence of the same length as j and with all entries corre-
sponding to the imaginary vertex in b are 1 and all entries corresponding to the
real vertex in b equal to al, then the pair (j,b) ∈ Xν . By abusing the notation, We
write j for (j,b). Consider the following diagram
F˜+j
φ+
j
−−−−→ E+j
αi,a
y βi,ay
F˜+i,a
φ+
i,a
−−−−→ E+i,a
where the rows are defined in Section 3.5 and the vertical maps are obvious projec-
tions. Observe that
(1) αi,a and βi,a are smooth with connected fibres. The square is cartesian.
4. Perverse sheaves on varieties associated to quivers
4.1. Notations. We fix some notations, most of them are taken from [L5].
Fix a prime l that is invertible in k. Given any algebraic variety X over k,
denote by D(X) the bounded derived category of complexes of l-adic sheaves on
X ([BBD]). Let M(X) be the full subcategory of D(X) consisting of all perverse
sheaves on X ([BBD]).
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Let Q¯l be an algebraic closure of the field of l-adic numbers. By abuse of notation,
denote by Q¯l = (Q¯l)X the complex concentrated on degree zero, corresponding to
the constant l-adic sheaf over X . For any complex K ∈ D(X) and n ∈ Z, let
K[n] be the complex such that K[n]i = Kn+i and the differential is multiplied by
a factor (−1)n. Denote by M(X)[n] the full subcategory of D(X) whose objects
are of the form K[n] with K ∈ M(X). For any K ∈ D(X) and L ∈ D(Y ), denote
by K ⊠ L the external tensor product of K and L in D(X × Y ).
Let f : X → Y be a morphism of varieties, denote by f∗ : D(Y ) → D(X) and
f! : D(X) → D(Y ) the inverse image functor and the direct image functor with
compact support, respectively.
Let G be a connected algebraic group. Assume that G acts on X algebraically.
Denote by DG(X) the full subcategory of D(X) consisting of all G-equivariant
complexes over X . Similarly, denote by MG(X) the full subcategory of M(X)
consisting of all G-equivariant perverse sheaves ([L5]). If G acts on X algebraically
and f is a principal G-bundle, then f∗ induces a functor (still denote by f∗) of
equivalence between M(Y )[dimG] and MG(X). Its inverse functor is denoted by
f♭ :MG(X)→M(Y )[dimG] ([L5]).
4.2. A class of simple perverse sheaves on EV . The complex Q¯l[dim F˜i,a]
on F˜i,a is a simple GV -equivariant perverse sheaf due to Lemma 3.4.1 (3). By
Lemma 3.4.1 (1) and the Decomposition theorem in [BBD], the complex
Li,a = (pii,a)!(Q¯l[dim F˜i,a])
is a GV -equivariant semisimple complex on EV .
Let PV be the set of isomorphism classes of all simple perverse sheaves P ap-
pearing in Li,a as a summand with a possible shift for all (i, a) ∈ Xν .
Let QV be the full subcategory of D(EV ) whose objects are finite direct sums of
shifts of simple perverse sheaves coming from PV . Note that all complexes in QV
are semisimple and GV -equivariant.
Let QT ⊠QW be the full subcategory of D(ET × EW ) whose objects are of the
form P ′ ⊠ P ′′ for any P ′ ∈ QT and P
′′ ∈ QW .
4.3. A class of semisimple perverse sheaves on EV . Similar to the complex
Li,a in Section 4.2, we see that the complex
L−i,a = (φi,a)!(Q¯l[dim F˜i,a])
is a GV -equivariant semisimple complex on Ei,a (see Section 3.5 for notations).
Let Êi,a be the set of isomorphism classes of all simple perverse sheaves on Ei,a
appearing as direct summands in the complex L−i,a with possible shifts.
Lemma 4.3.1 ([KS1], [KS2]). (1) (ψi,a)!(R) is a semisimple perverse sheaf on
EV for any R ∈ Êi,a.
(2) (ψi,a)!(R) is simple if li ≥ 2 for all i ∈ I
−.
It is proved in [L3] when Q has one vertex and multiple loops. When the entries
in a are 1, the Lemma is proved in [KS1, Proposition 4.1] and [KS2, Section 1]. For
arbitrary a, one can repeat the proof in [KS1] and [KS2] essentially word by word.
Let RV be the set of isomorphism classes of the semisimple perverse sheaves of
the form: (ψi,a)!(R) where R ∈ Êi,a and (i, a) ∈ Xν .
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Let SV be the full subcategory of D(EV ) whose objects are finite direct sums of
shifts of the semisimple perverse sheaves coming from RV .
Similar to Section 4.2, let ST ⊠SW be the full subcategory of D(ET ×EW ) whose
objects are of the form S′ ⊠ S′′ for any S′ ∈ ST and S
′′ ∈ SW . Observe that
Li,a = (ψi,a)!(L
−
i,a),
one sees that (ψi,a)!(R) is a direct sum of simple perverse sheaves in PV . Thus SV
(resp. ST ⊠ SW ) is a full subcategory of QV (resp. QT ⊠QW ).
4.4. Certain classes of simple perverse sheaves on Ei,a and E
+
i,a. Let Yν be
the subset of Xν (3.3) consisting of all pairs (i, a) such that the (imaginary) entries
in a are 1. For simplification, we write i for (i, a).
For any i ∈ Yν , the variety Ei can be identified with the variety
Eν = {(x,Πi∈I−D
•
i ) ∈ EV ×Πi∈I−F(i,··· ,i) | xω(D
l−1
i ) ⊆ D
l
i ∀ω ∈ Ω(i), 1 ≤ l ≤ νi}
where F(i,··· ,i) is the full flag variety of Vi, dimVi = νi and Ω(i) is defined in
Section 3.1. (Note that the varieties Ei,a in Section 3.5 depend on the pair (i, a) ∈ Xν
in general.)
Now the diagram in Section 3.6 reads (for i ∈ Yν)
F˜i
φi
−−−−→ Eν
ψν
−−−−→ EV
γi
y δνy ǫy
F˜+i
φ+
i−−−−→ E+ν
ψ+ν−−−−→ EV,Ω+ ,
where E+ν = EV,Ω+ ×Πi∈I−F(i,··· ,i), ψν and ψ
+
ν are first projections.
Similar to Êi,a, RV and SV defined in Section 4.3, we define the following objects.
Êν is the set of isomorphism classes of all simple perverse sheaves on Eν appearing
as direct summands in the complex L−i with possible shifts for all i ∈ Yν .
RV is the set of isomorphism classes of the semisimple perverse sheaves of the
form: (ψν)!(R) for all R ∈ Êν.
SV be the full subcategory of D(EV ) whose objects are finite direct sums of
shifts of the semisimple perverse sheaves coming from RV .
Finally, we define the following objects.
Let F̂ν be the full subcategory of D(Eν) whose objects are finite direct sums of
the simple perverse sheaves coming from Êν .
Let Ê +ν be the set of isomorphism classes of all simple perverse sheaves on E
+
ν
appearing as direct summands in the complex (φ+i )!(Q¯l) with possible shifts for all
i ∈ YV .
Let F̂+ν be the full subcategory of D(E
+
ν ) whose objects are finite direct sums of
shifts of the semisimple perverse sheaves coming from Ê +ν .
These objects will be used in Section 6.3 to construct various algebras.
5. Induction functors
5.1. Induction functors on EV . Let W ⊆ V be an I-graded subspace. Let
T = V/W and p : V → T the natural projection. We sometimes write pT to avoid
confusion.
Given any x ∈ EV , we write x(W ) ⊆W if xω(Ws(ω)) ⊆Wt(ω), for all ω ∈ Ω.
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If x(W ) ⊆ W , it induces two elements xW and xT in EW and ET respectively
as follows. (xW )ω is the restriction of xω to W for all ω ∈ Ω. (xT )ω is defined such
that pt(ω) xω = (xT )ω ps(ω) for all ω ∈ Ω.
We consider the following diagram
ET × EW
q1
←−−−− E′
q2
−−−−→ E′′
q3
−−−−→ EV
where E′′ = {(x, V ′) | x(V ′) ⊆ V ′, dimV ′ = dimW}, and E′ is the variety con-
sisting of all quadruples (x, V ′, r′, r′′) such that (x, V ′) ∈ E′′, r′ : V/V ′ → T and
r′′ : V ′ →W are I-graded linear isomorphisms.
The maps are defined as follows. q3 : (x, V
′) 7→ x, q2 : (x, V
′, r′, r′′) 7→ (x, V ′)
and q1 : (x, V
′, r′, r′′) 7→ (x′, x′′) with x′ω = r
′
t(ω) (xV/V ′)ω (r
′)−1s(ω) and x
′′
ω =
r′′t(ω) (xV ′)ω (r
′′)−1s(ω) for all ω ∈ Ω.
It is well-known that q3 is proper, q2 is principal GT × GW bundle of fiber
dimension d2 =
∑
i∈I(|Ti|
2+ |Wi|
2) and q1 is smooth with connected fibers of fiber
dimension d1 =
∑
i∈I(|Ti|
2 + |Wi|
2) +
∑
ω∈Ω |Ts(ω)| |Wt(ω)| +
∑
i∈I |Ti| |Wi|. Here
we use the notation
|V | = dimV.
From the diagram in this section and the above properties, we have a functor
(q3)! (q2)♭ q
∗
1 : QT ⊠QW → D(EV ).
Given any K1 ∈ QT and K2 ∈ QW (see 4.2), we set
K1 ◦K2 = (q3)! (q2)♭ q
∗
1(K1 ⊠K2) [d1 − d2].
Lemma 5.1.1. (1) K1 ◦K2 ∈ QV .
(2) K1 ◦K2 ∈ SV if K1 ∈ ST and K2 ∈ SW (see 4.3).
(3) Li′,a′ ◦ Li′′,a′′ = Li′i′′,a′a′′ , where (i
′, a′) ∈ X|T |, (i
′′, a′′) ∈ X|W |, and
(i′i′′, a′a′′) ∈ X|V | is the concatenation of the two sequences.
Lemma 5.1.1 (1) and (3) are proved in [L2]. Lemma 5.1.1 (2) is proved in [KS1],
but see Lemma 5.2.1.
5.2. Compatibility of induction functors on EV , Ei,a and E
+
i,a. In this section,
we assume that (i, a) is the concatenation of the pairs (i′, a′) and (i′′, a′′). Consider
the following diagram
(A)
Ei′,a′ × Ei′′,a′′
r1←−−−− E ′
r2−−−−→ E ′′
r3−−−−→ Ei,a
ψi′,a′×ψi′′,a′′
y ψ′y ψ′′y ψi,ay
ET × EW
q1
←−−−− E′
q2
−−−−→ E′′
q3
−−−−→ EV
where the bottom row is the diagram defined in Section 5.1, Ei,a is defined in
Section 3.5.
E ′′ = {(x,D•;V ′) | (x,D•) ∈ Ei,a, x(V
′) ⊆ V ′, V ′ ∈ D•, dimV ′ = dimW},
where V ′ is an I-graded subspace of V , and V ′ ∈ D• means that Dl ⊇ V ′ ∩ V − ⊇
Dl+1 for some l and
E ′ = {(x,D•;V ′; r′, r′′) | (x,D•;V ′) ∈ E ′′, r′ : V/V ′→˜T, r′′ : V ′→˜W}.
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The vertical morphisms are the obvious projections and
r3 : (x,D
•;V ′) 7→ (x,D•), r2 : (x,D
•;V ′; r′, r′′) 7→ (x,D•;V ′), and
r1 : (x,D
•;V ′; r′, r′′) 7→ ((x′,D′•), (x′′,D′′•)),
where (x′, x′′) is defined in Section 5.1, D′′• = r′′(D• ∩V ′), and D′• = r′(pT (D
•)).
(Note that the imaginary parts of the pairs (i′, a′) and (i′′, a′′) are uniquely deter-
mined by the types of the flags pT (D
•) and D• ∩ V ′, respectively, although (i′, a′)
and (i′′, a′′) are not.)
Lemma 5.2.1 ([KS1]). For any R1 ∈ Êi′,a′ and R2 ∈ Êi′′,a′′ (see Section 4.3), we
have
(ψi′,a′)!(R1) ◦ (ψi′′,a′′)!(R2) = (ψi,a)!(r3)!(r2)♭r
∗
1(R1 ⊠R2)[d1 − d2].
Proof. Observe that all squares in the diagram above are commutative. Moreover,
the left and the middle squares are cartesian. By base change for proper morphism,
we have
(ψi′,a′)!(R1) ◦ (ψi′′,a′′)!(R2) = (q3)!(q2)♭(q1)
∗(ψi′,a′ × ψi′′,a′′)!(R1 ⊠R2)[d1 − d2]
= (q3)!(q2)♭(ψ
′)!(r1)
∗(R1 ⊠R2)[d1 − d2]
= (q3)!(ψ
′′)!(r2)♭(r1)
∗(R1 ⊠R2)[d1 − d2]
= (ψi,a)!(r3)!(r2)♭(r1)
∗(R1 ⊠R2)[d1 − d2].
Lemma follows. 
We set R1 ◦ R2 = (r3)!(r2)♭r
∗
1(R1 ⊠ R2)[d1 − d2]. Then the identity in Lemma
above reads
(1) (ψi′,a′)!(R1) ◦ (ψi′′,a′′)!(R2) = (ψi,a)!(R1 ◦R2).
Similarly, consider the diagram
(B)
Ei′,a′ × Ei′′,a′′
r1←−−−− E ′
r2−−−−→ E ′′
r3−−−−→ Ei,a
δi′,a′×δi′′,a′′
y y y δi,ay
E+i′,a′ × E
+
i′′,a′′
r+1←−−−− E ′+
r+2−−−−→ E ′′+
r+3−−−−→ E+i,a,
where the top row is the top row in Diagram A, E+i,a is defined in Section 3.6, the
objects E ′+ and E ′′+ are defined in the same way as the varieties E ′ and E ′′ with
x ∈ EV replaced by x ∈ EV,Ω+ , and the vertical maps are projections.
Observe that the squares in Diagram B are commutative and the right and middle
squares are cartesian. By using a similar argument in the Proof of Lemma 5.2.1,
one has
δ∗i′,a′(S
+
1 ) ◦ δ
∗
i′′,a′′(S
+
2 ) = δ
∗
i,a(r
+
3 )!(r
+
2 )♭(r
+
1 )
∗(S+1 ⊠ S
+
2 )[d1 − d2],
for any semisimple complex S+1 ∈ D(E
+
i′,a′) and S
+
2 ∈ D(E
+
i′′,a′′), which are, up to
shifts, direct summands of (φ+i′,a′)!(Q¯l) and (φ
+
i′′,a′′)!(Q¯l) respectively. For simplic-
ity, we set S+1 ◦ S
+
2 = (r
+
3 )!(r
+
2 )♭(r
+
1 )
∗(S+1 ⊠ S
+
2 )[d
+
1 − d2], where d
+
1 is the fibre
dimension of r+1 . (Note that the fibre dimension of r1 and r
+
1 are not the same in
general.) Then the above identity reads
δ∗i′,a′(S
+
1 ) ◦ δ
∗
i′′,a′′(S
+
2 ) = δ
∗
i,a(S
+
1 ◦ S
+
2 )[d
+
1 − d1].(2)
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Let di,a be the fibre dimension of δi,a. By direct computation,
di,a = d1 − d
+
1 + di′,a′ + di′′,a′′ .
From this and equation (2), one has
Lemma 5.2.2. For any semisimple complex S+1 ∈ D(E
+
i′,a′) and S
+
2 ∈ D(E
+
i′′,a′′)
which are shifts of direct summands of (φi′,a′)!(Q¯l) and (φi′′,a′′)!(Q¯l) respectively,
δ∗i′,a′ [di′,a′ ](S
+
1 ) ◦ δ
∗
i′′,a′′ [di′′,a′′ ](S
+
2 ) = δ
∗
i,a[di,a](S
+
1 ◦ S
+
2 ).(3)
Finally, consider the following commutative diagram
(C)
E+j′ × E
+
j′′
r+
j,1
←−−−− E ′+j
r+
j,2
−−−−→ E ′′+j
r+
j,3
−−−−→ E+j ,
βi′,a′×βi′′,a′′
y y y βi,ay
E+i′,a′ × E
+
i′′,a′′
r+1←−−−− E ′+
r+2−−−−→ E ′′+
r+3−−−−→ E+i,a,
where the sequence j is defined in Section 3.7 with respect to the sequence (i, a),
the bottom row is defined in Diagram (B), and the top row is defined the same as
the bottom row with the pair (i, a) replaced by j. The vertical maps are obvious
projections. To avoid confusion, we put a subscript j on the morphisms and the
varieties in the middle in the top row. Note that again all squares are commutative,
and the left and middle squares are cartesian.
Lemma 5.2.3. For any semisimple complex R+1 ∈ D(E
+
i′,a′) and R
+
2 ∈ D(E
+
i′′,a′′)
which are shifts of direct summands of (φi′,a′)!(Q¯l) and (φi′′,a′′)!(Q¯l) respectively,,
(βi,a)!(R
+
1 ◦R
+
2 ) = (βi′,a′)!(R
+
1 ) ◦ (βi′′,a′′)!(R
+
2 ).(4)
The proof goes exactly the same as the proof of Lemma 5.2.1.
6. Based algebras
6.1. Lusztig’s algebras. Let KV = K(QV ) be the Grothendieck group of the cat-
egory QV , i.e., it is the abelian group with one generator 〈L〉 for each isomorphism
class of objects in QV with relations: 〈L〉+ 〈L
′〉 = 〈L′′〉 if L′′ ∼= L⊕ L′.
Recall that A = Z[v, v−1]. KV has an A-module structure defined by v
n〈L〉 =
〈L[n]〉 for any generator 〈L〉 ∈ QV and n ∈ Z. Observe that KV is a free A-module
with basis 〈L〉 where 〈L〉 runs over PV . Moreover, KV ∼= KV ′ , for any V and V
′
such that |V | = |V ′|.
For each ν ∈ N[I], we fix an I-graded vector space V of dimension ν. Let
Kν = KV , K = ⊕ν∈N[I]Kν , KQ = Q(v)⊗A K,
Pν = PV and P = ⊔ν∈N[I]Pν .
For any α, β ∈ N[I], the functor ◦ defined in Section 5.1 induces an A-linear map
◦ : Kα ⊗A Kβ → Kα+β .
By adding up these linear maps, we have an A-linear map
◦ : K ⊗A K → K.
Similarly, the operation ◦ induces a Q(v)-linear map ◦ : KQ ⊗Q(v) KQ → KQ.
Proposition 6.1.1. (1) (K, ◦) is an associative algebra over A, while (KQ, ◦)
is a Q(v)-algebra.
12 YIQIANG LI AND ZONGZHU LIN
(2) P is an A-basis of (K, ◦) and a Q(v)-basis of (KQ, ◦).
See [L2] or [L4] for a proof of associativity.
Following Lusztig, we call P the canonical basis of the algebras (K, ◦) and
(KQ, ◦). From now on, we simply write K (resp. KQ) for the algebra (K, ◦) (resp.
(KQ, ◦)).
6.2. The algebras M and MQ. Similar to the algebras K and KQ, we define
algebrasM and MQ as follows.
LetMV be the A-submodule of KV generated by elements in RV (see 4.3). For
each ν ∈ N[I], we fix an I-graded vector space V of dimension ν. Let
Mν =MV , M = ⊕ν∈N[I]Mν , MQ = Q(v)⊗A M,
Rν = RV and R = ⊔ν∈N[I]Rν .
By Lemma 5.1.1 (2), the functor ◦ defined in Section 5.1 induces an A-linear map
◦ :Mα ⊗A Mβ →Mα+β , for α, β ∈ N[I].
By adding up these linear maps, we have linear maps
◦ :M⊗A M→M and ◦ :MQ ⊗Q(v)MQ →MQ,
where the first map is A-linear while the second map is Q(v)-linear.
Proposition 6.2.1. (1) The pair (M, ◦) is an A-subalgebra of K, and (MQ, ◦)
is a Q(v)-subalgebra of KQ.
(2) R is an A-basis of (M, ◦), and a Q(v)-basis of (MQ, ◦).
(3) (M, ◦) = (K, ◦) and R = P if li ≥ 2 for all i ∈ I
− (see 3.1).
Proposition 6.2.1 (1) is by definition. The proof of Proposition 6.2.1 (2) follows
essentially word by word from the proof of Proposition 4.3 in [KS1]. We leave it to
the reader. Proposition 6.2.1 (3) is due to Lemma 4.3.1 (2).
We call R the canonical basis of M and MQ.
6.3. By replacing the pair (RV ,SV ) with the pair (RV ,SV ) (4.4) and following
the construction in Section 6.2, we obtain similar based algebras, denoted by M =
(M , ◦) and MQ = (MQ, ◦), respectively, with basis R = ⊔ν∈N[I]Rν .
By replacing the pair (PV ,QV ) with the pair (Êν , F̂ν) (4.4), the diagram in
Section 5.1 with the first row in Diagram (A) in Section 5.2, and following the
construction in Section 6.1, we obtain similar based algebras, denoted by K =
(K , ◦) and KQ = (KQ, ◦), respectively, with basis Ê = ⊔ν∈N[I]Êν .
Finally, the data (Êν , F̂ν) (4.4) and the second row in Diagram (B) give rise to a
based algebra, denoted by K + = (K +, ◦) and K +Q = (K
+
Q , ◦), respectively, with
basis Ê + = ⊔ν∈N[I]Ê
+
ν .
The algebras M , K and K + are related as follows. The bijective map
ψ : Êν → RV R̂ 7→ (ψν)!(R̂) ∀R̂ ∈ Êν
extends to an isomorphism of A-modules ψ : K −˜→M . The bijective map
δ∗ν [dν ] : Ê
+
ν → Êν R̂
+ 7→ δ∗ν [dν ](R̂
+) ∀R̂+ ∈ Ê +ν
(dν is the fibre dimension of δν) defines an isomorphism of A-modules δ : K
+−˜→K .
Now equation (1) in Section 5.2 implies that ψ is an A-algebra homomorphism,
while Lemma 5.2.2 implies that δ is an A-algebra homomorphism. In summary,
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Proposition 6.3.1. The maps K +
δ
−→ K
ψ
−→ M are isomorphisms of A-
algebras. Moreover, δ(Ê +) = Ê and ψ(Ê ) = R.
Remark 6.3.2. The pair (M ,R) first appeared in [KS1].
Let C = C(Q) be the Borcherds-Cartan matrix associated to the quiver Q (3.1).
Let U− be the negative part of the quantum generalized Kac-Moody algebra asso-
ciated to C (2.2). Kang and Schiffmann showed that
Theorem 6.3.3 ([KS1]). (1) The assignment Li,1 7→ Fi defines an A-algebra
isomorphism M
φ
→ AU
−, and a Q(v)-algebra isomorphism MQ → U
−.
Here Li,1 is the unique element in Ri for any i ∈ I.
(2) B = φ(R) is the canonical basis of AU
− and U−. Moreover, B coincides
with the global crystal base of U− in [JKK] if li ≥ 2 (i ∈ I
−).
(3) For any R ∈ Rν with n = ni(R) > 0 (i is a sink), R = R1 ◦ R2 + R3
where R1 ∈ Rni, R2 ∈ Rν−ni and R3 ∈ Mν with ni(R3) > n. (see 7.2 for
notations.)
In view of Proposition 6.3.1 and Theorem 6.3.3, we have
Corollary 6.3.4. (1) The algebras K +Q and KQ are geometric realizations of
U− via the maps δ, ψ and φ.
(2) Ê + and Ê are realizations of the canonical basis B of U−.
(3) For any S+ ∈ Ê +ν such that n = ni(S
+) > 0 (i a sink), S+ = S+1 ◦S
+
2 +S
+
3
for some S+1 ∈ Ê
+
mi (n ≥ m > 0), S
+
2 ∈ Ê
+
ν−mi, and S
+
3 ∈ K
+
ν with
ni(S
+
3 ) > n.
Assume that C = (cij)i,j∈I and D = (dij)i,j∈I are two Borcherds-Cartan matri-
ces. We call C ≈ D if
cij = dij ∀i 6= j ∈ I
and
cii = 2 if and only if dii = 2.
In other words, C ≈ D if C and D coincide at all entries except the imaginary
diagonal entries. Although U(C) is not isomorphic to U(D), we have (see 2.2)
U−(C) = U−(D) if C ≈ D.
Let B(C) be the canonical basis of U−(C) and B(D) be the canonical basis
of U−(D). Although U−(C) = U−(D), the constructions of B(C) and B(D) are
different. But in view of Corollary 6.3.4 (2), we have
Theorem 6.3.5. B(C) = B(D), provided that U−(C) = U−(D).
This is because they all equal the image of Ê + under the composition φψδ of
morphisms. Note that φψδ is independent of the number of loop arrows on the
imaginary vertices, if the quivers for C and D are chosen such that the subquivers
containing all non loop arrows are the same.
Remark 6.3.6. As the referee pointed out, the natural scalar products of the various
algebras K ,K + and M are different, despite the fact that they are isomorphic.
This difference explains the fact that only positive halves of the various quantum
generalized Kac-Moody algebras are isomorphic to each other.
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6.4. Independence of orientations. Let Q′ = (I,Ω, s′, t′) be a quiver with the
sets I and Ω the same as Q = (I,Ω, s, t) and {s′(ω), t′(ω)} = {s(ω), t(ω)} for all
ω ∈ Ω. Associated to Q′ similar algebras defined in Section 6.1, 6.2 and 6.3.
Proposition 6.4.1. The algebras defined in Section 6.1, 6.2 and 6.3 are inde-
pendent of changes of orientations, via Fourier-Deligne transform. Moreover, the
Fourier-Deligne transform preserves the various bases under the changes of orien-
tations
The independence of the algebras K under changes of orientations have been
investigated by Lusztig in [L2]. Notice the fact that Fourier-Deligne transform
commutes with base change ([La]). One can adapt the proof given in [L2] to the
rest of the algebras. See [KS2, Section 2] for a concrete proof.
7. A characterization of the algebra MQ
7.1. When the pair (i, a) = (i, n) for i ∈ I and n ∈ N, the isomorphism class of the
complex Li,n (see 4.2) is in Rni. (Note that the Li,n’s are simple perverse sheaves
supported on {0} ⊆ EV (|V | = ni).)
Theorem 7.1.1. The algebra MQ (see 6.2) is generated by the complex Li,n for
i ∈ I and n ∈ N. In particular, KQ = MQ is generated by the Li,n’s if li ≥ 2 for
all i ∈ I− (see 3.1).
The proof will be given in Section 7.2.
Let C = (cij)i,j∈I be the Borcherds-Cartan matrix associated to Q (see 3.1). We
set
I = I+ ⊔ {ni|n ∈ N, i ∈ I−},
and define a new Borcherds-Cartan matrix C˜ = (c˜ij)i,j∈I by
c˜ij = (i, j)
where (−,−) is the bilinear form associated to Q (see 3.1).
Proposition 7.1.2. There exists elements ξi ∈Mi for i ∈ I (ξi = Li if i ∈ I) such
that the assignment ξi 7→ Fi defines a Q(v)-algebra isomorphism
MQ ∼= U
−(C˜),
where U−(C˜) is the negative part of the quantum generalized Kac-Moody algebras
associated to the matrix C˜ (see 2.2).
Proof. Recall that MQ = Q(v)⊗AM. MQ then has a natural N[I]-grading inher-
ited from M, i.e., MQ = ⊕ν∈N[I]MQ(ν), where MQ(ν) = Q(v)⊗A Mν .
Define a Q(v)-algebra structure on MQ ⊗MQ by
(x⊗ y)(x′ ⊗ y′) = v(deg(y),deg(x
′))xx′ ⊗ yy′,
where x y, x′ and y′ are homogeneous elements, deg(y) and deg(x′) are the degree
of y and x′, respectively.
Following Lusztig ([L4]), we can associate to MQ an algebra homomorphism
r :MQ →MQ ⊗MQ
and a symmetric nondegenerate linear form
(−,−) :MQ ⊗MQ → Q(v),
satisfying
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(1) (1, 1) = 1, and (MQ(ν),MQ(ν
′)) = 0 if ν 6= ν′.
(2) (x, yy′) = (r(x), y ⊗ y′) for x, y, y′ ∈MQ.
Given any i ∈ I−, we set
Hmi =

x ∈ MQ |

x, ∑
m′,m′′
MQ(m
′i)MQ(m
′′i)

 = 0

 ,
where the sum runs over all pairs (m′,m′′) such that m′ + m′′ = m and 0 <
m′,m′′ < m. Note that the elements of the following form span MQ(mi)
Li,m1 ◦ Li,m2 ◦ · · · ◦ Li,ml , m1 + · · ·+ml = m.
Note also that all these elements are in
∑
m′,m′′ MQ(m
′i)MQ(m
′′i), except Lm,i.
From these observations and the nondegeneracy of the linear form on MQ, we
have dimQ(v)Hmi = 1. For a nonzero element x in Hmi, x must be of the form
x = amFmi + x
′ where am ∈ Q(v) and x
′ ∈
∑
m′,m′′ MQ(m
′i)MQ(m
′′i). We set
ξmi = a
−1
m x, for m ∈ N and i ∈ I
−. Note that ξi = Li,1 for all i ∈ I
−. Let ξi = Li,1
if i ∈ I+. So the set {ξi | i ∈ I} generates MQ.
Now Proposition 7.1.2 follows from the argument in [SV]. 
7.2. Proof of Theorem 7.1.1. We need some preparations. Let Path(i) be the
set of all paths p = ω1 · · ·ωn for ω1, · · · , ωn ∈ Ω(i) and n ∈ Z>0. Given any x ∈ EV ,
we set
Vi,x =
∑
ω∈Ω+:t(ω)=i
xω(Vs(ω)), and Vi(x) = Vi,x +
∑
p∈Path(i)
xp(Vi,x).
(See Section 3.1 for notations.) A vertex i in Q is called a sink if t(ω) 6= i for all
ω ∈ Ω+. Given any x ∈ EV , we set
ni(x) = codimViVi(x) if i is a sink.
More generally, for any semisimple complex P ∈ D(EV ), we set
ni(P ) = min{ni(x) | x ∈ supp(P )},
where supp(P ) is the support of P .
For any semisimple perverse sheaf (ψi,a)!(R) ∈ RV with i = (i1, · · · , im), we may
assume that i = i1 is a sink via change of orientations in view of Proposition 6.4.1.
Under this assumption, one see that
N = ni((ψi,a)!(R)) > 0.
On N[I], we define a partial order < by τ < ν if τj ≤ νj for all j ∈ I and τj0 < νj0
for some j0 ∈ I.
Now we begin to prove Theorem 7.1.1. Let M be the subalgebra ofM generated
by L(i,n) for i ∈ I and n ∈ N. Assume that all semisimple perverse sheaves in
Rτ are in M for all τ < ν and all semisimple perverse sheaves P
′ ∈ Rν such that
ni(P
′) > N > 0 are in M. To show Theorem 7.1.1, it suffices to show that any
semisimple perverse sheaf P = (ψi,a)!(R) ∈ Rν with ni(P ) = N is in M.
Let us consider the diagram in Section 3.6. By property (3.6.2),
(φi,a)!(Q¯l) = δ
∗
i,a(φ
+
i,a)!(Q¯l).
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Since δi,a is a vector bundle, δ
∗
i,a is fully faithful. So there is a unique simple perverse
sheaf R+ as a summand of (φ+i,a)!(Q¯l) such that δ
∗
i,a[di,a](R
+) = R. Observe that
ni(R
+) > 0 since N > 0.
Consider the diagram in Section 3.7. By property (3.7.1), we have
(φ+j )!(Q¯l) = β
∗
i,a(φ
+
i,a)!(Q¯l).
From this and the fact that βi,a is smooth with connected fibres, we see that
S+ = β∗i,a(R
+)
is a simple perverse sheaf (up to a shift) on Ej and a direct summand of (φ
+
j )!(Q¯l).
Moreover ni(S
+) = ni(R
+) > 0. By Corollary 6.3.4 (3),
β∗i,a(R
+) = S+1 ◦ S
+
2 + S
+
3(5)
where S+1 ∈ Ê
+
mi (n ≥ m > 0) and S
+
2 ∈ Ê
+
ν−mi, and S
+
3 is a semisimple complex
on E+ν such that ni(S
+
3 ) > ni(S
+). Thus by Lemma 5.2.3,
(βi,a)!β
∗
i,a(R
+) = (βi′,a′)!(S
+
1 ) ◦ (βi′′,a′′)!(S
+
2 ) + (βi,a)!(S
+
3 ),(6)
where (βi′,a′)!(S
+
1 ) ∈ Mmi, (βi′′,a′′)!(S
+
2 ) ∈ Mν−mi and (βi,a)!(S
+
3 ) ∈ Mν with
ni((βi,a)!(S
+
3 )) > ni(R
+).
By applying the functor δ∗i,a[di,a] to equation (6) and Lemma 5.2.2,
δ∗i,a[di,a](βi,a)!β
∗
i,a(R
+)
= δ∗i′,a′ [di′,a′ ](βi′,a′)!(S
+
1 ) ◦ δ
∗
i′′,a′′ [di′′,a′′ ](βi′′,a′′)!(S
+
2 ) + δ
∗
i,a[di,a](βi,a)!(S
+
3 ).
(7)
By applying the functor ψi,a to equation (7) and in view of Lemma 5.2.3,
(ψi,a)!δ
∗
i,a[di,a](βi,a)!β
∗
i,a(R
+)
= (ψi′,a′)!δ
∗
i′,a′[di′,a′ ](βi′,a′)!(S
+
1 ) ◦ (ψi′′,a′′)!δ
∗
i′′,a′′ [di′′,a′′ ](βi′′,a′′)!(S
+
2 )
+ (ψi,a)!δ
∗
i,a[di,a](βi,a)!(S
+
3 ),
(8)
By assumption, the right hand side of equation (8) is in M. So is the left hand side.
Since βi,a is smooth with connected fibres, by corollary 4.2.6.2 in [BBD],
R+ = pH−ei,a(βi,a)!β
∗
i,a(R
+),
where pH−ei,a is the perverse cohomology functor at degree −ei,a and ei,a is the
fibre dimension of βi,a. But (βi,a)!β
∗
i,a(R
+) is semisimple, so
(βi,a)!β
∗
i,a(R
+) = ⊕−ei,a≤z≤ei,a
pHz(βi,a)!β
∗
i,a(R
+)[−z]
= R+[ei,a]⊕⊕−ei,a≤z<ei,aR
′[z].
Thus (ψi,a)!(R)[ei,a] is a direct summand of (ψi,a)!δ
∗
i,a[di,a](βi,a)!β
∗
i,a(R
+), as the
leading term with respect to the degree of shift. Moreover, for any other direct
summand P ′ in (ψi,a)!δ
∗
i,a[di,a](βi,a)!β
∗
i,a(R
+) is of the form
P ′[z] = (ψi,a)!(R
′)[z], −ei,a ≤ z < ei,a
and ni(P
′) ≥ N = ni(R
+).
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For those P ′ = (ψi,a)!(R
′)’s such that ni(P
′) = N , we can apply the same
argument again to obtain equations similar to equation (8):
(ψi,a)!δ
∗
i,a[di,a](βi,a)!β
∗
i,a(R
′+)
=(ψi′,a′)!δ
∗
i′,a′ [di′,a′ ](βi′,a′)!(S
′+
1 ) ◦ (ψi′′,a′′)!δ
∗
i′′,a′′ [di′′,a′′ ](βi′′,a′′)!(S
′+
2 )
+ (ψi,a)!δ
∗
i,a[di,a](βi,a)!(S
′+
3 ),
(9)
Again, by induction hypothesis, the right hand side of (9) is in M, so is the left
hand side.
Thus we have a system of finitely many linear equations indexed by P ′ such that
ni(P
′) = N in M. Notice the left hand side of each equation has a leading term of
the form P ′[ei,a]. So the terms in the left hand sides of the equations are linearly
independent. Therefore we can solve for (ψi,a)!(R) from this system in M. In other
words, (ψi,a)!(R) ∈M. This finishes the proof.
8. Comments
1. It may be of interest to generalize the main results in this paper to the
symmetrizable case.
2. In view of Theorem 6.3.5 and Theorem 6.3.3 (2), the global crystal bases
B(C) and B(D) in [JKK] coincide if C ≈ D, cii 6= 0 and dii 6= 0 for all i ∈ I
−. One
may conjecture that the conditions cii 6= 0 and dii 6= 0 can be removed.
Conjecture. B(C) = B(D) if U−(C) = U−(D).
The conjecture in [KS1] is a consequence of the above conjecture.
3. Lusztig asked in [L3] if KQ =MQ. This is the case if the quiver Q does not
have any loop ([L2]). When Q is the Jordan quiver (the quiver with one vertex
and one loop arrow), KQ = MQ. This is because every simple perverse sheaves
in KQ is the leading term of a certain monomial. More generally, when li ≥ 2 for
i ∈ I−, KQ = MQ by Theorem 7.1.1. For Q such that li = 1 for some i ∈ I
−,
computational evidents show that the simple perverse sheaves in KQ are leading
terms of some semisimple perverse sheaves (ψi,a)!(R). If one can show that this
holds, then the question asked by Lusztig in [L3] gets a positive answer.
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