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ABSTRACT

Effects of Subgroup Size on Confidence Interval Length in the 2016 National Survey of
Children’s Health
by
Patricia Jean Daniel
March 21, 2019
Complex surveys such as the National Survey of Children’s Health (NSCH) are used to inform
public policy and make important decisions. Often researchers using complex survey data may
wish to study relationships in subgroups of the data set, but subgrouping can lead to unstable
variance estimates. Unstable variance estimates lead to large confidence intervals and reduced
likelihood of statistically significant results. This study explored the genesis of unstable variance
by unpacking subgroups and investigating relationships between (a) subgroup size and variance
estimates and (b) small strata and variance estimates.
Demographic (N= 36), health condition (N= 27), and combinations of both health condition and
demographic (N= 90) categories found in the 2016 NSCH were used to form 156 subgroups
̂ ℎ𝑜𝑚𝑒 = 𝛽0 + β1*sex, was built for
within the survey. A simple logistic model, 𝑙𝑜𝑔𝑖𝑡 𝑚𝑒𝑑𝑖𝑐𝑎𝑙
each subgroup and the lengths of confidence intervals for β1 were recorded. The relationships
between (a) subgroup size and variance estimates and (b) count of small strata (strata with less
than three observations) and confidence interval length were analyzed visually and in linear
regression.
Two models, for unweighted and weighted analysis, were built for the relationships between
subgroup size and confidence interval lengths in the functional form 𝑦̂ = a/bxn and first
derivatives of the functions confirmed visual analysis that the rate of change stabilized at
subgroup sizes greater than 450. No model was found to adequately describe the relationship
between small strata and confidence interval length.
Subgroups sized larger than 450 and subgroups with no small strata produced stable variance
estimates. The variance estimate increased exponentially as the subgroup size decreased from
450. The variance estimates increased rapidly as the small strata increased from zero.
These results may help researchers predict if unstable variance estimates are likely to be
produced when planning a study using 2016 NSCH. Furthermore, they underscore that policy
decisions informed by the NSCH should be made with care.
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Effects of Subgroup Size on Confidence Interval Length in Subgroups of the 2016 National
Children’s Survey of Health
Introduction
Many researchers analyze data collected through complex national surveys to describe
populations, evaluate program effectiveness, and determine associations between health
outcomes and risk factors (Cheng & Phillips, 2014; Fraser, Lipsitz, Sinha, Fitzmaurice, & Pan,
2016; Health Resources and Services Administration, 2018). Data collected in the complex
survey design of the National Survey of Children’s Health (NSCH) are used by state and federal
public health policy makers to determine baseline measures for evaluating state-level Title V
programs, to determine priorities for allocation of funds for programming, and to plan for future
needs at a state and national level (HRSA, 2018). Frequently states report needs assessment and
state action plans based on NSCH data to federal funding agencies (HRSA, 2018). This same
public data set is used by many researchers to answer myriad question about children’s health
and health care in the U.S. Complex survey data are an important resource for making informed
decisions but there are major differences between the methods used to analyze complex survey
data and the methods used to analyze data collected from a simple random sample (Cheng &
Phillips, 2014). Researchers would benefit from considering these difference before planning an
analysis using complex survey data (Cheng & Phillips, 2014).
What is a Complex Survey?
When a researcher wishes to determine a parameter for a population the researcher might
take a census—ask everybody in the population the same question, tabulate the results, and
calculate a parameter, a true value for that population. If a census is not advisable then the
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researcher may draw a sample from the population. The people in the sample answer the
question, their responses are tabulated to form a sample statistic, and an estimate for the true
parameter is calculated from the sample statistic. The parameter remains unknown, only the
sample statistic is known. This statistic is an educated guess about the true value of the
parameter (Starnes & Tabor, 2018).
When a simple random sample is drawn from the population a pre-determined number of
people are selected from the whole group (Bock, Velleman & DeVeaux, 2007). Each person has
equal opportunity to be included in the sample, each person represents an equal number of
people in the population, and each possible sample of the same size is equally likely. Every
possible sample of the desired size is equally likely to become the final result of the sampling
procedure (Bock et al., 2007). The population is enumerated--a list of all identifiers (names,
addresses, or other identification) is compiled—each identifier is given a number, then a method
to choose random numbers is employed ensuring all members have equal chance to be included.
In this type of sample each person is drawn separately and the results of one selection have no
influence on the next, thus the observations are independent. The contribution each person makes
to the final estimate is equal (Starnes & Tabor, 2018). The chances of all potential samples are
also equal, creating an independent identical distribution (i.d.d.) for the sampling distribution of
any parameters that the researcher may wish to estimate using the sample.
To illustrate, consider a high school population of 120 students to be studied to find the
average number of books each student read during the academic year. A sample of 12 students is
randomly chosen by enumerating the student body, using a random number table to select 12
names and then finding the 12 students and questioning them. Each student in the population has
1/10 chance of being chosen. Each student chosen represents exactly 10/1 (10) members of the
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population. In this example the sample ratio is 1/10, meaning that the total sample represents
1/10 of the population, and the survey weight, how many people for each observation represents,
is the sample ratio’s reciprocal, 10/1. The response from each student in the sample is multiplied
by 10 to produce the full population estimate. In this example, 12 observations * 10 = 120
people in the population. Both the survey weights and the sample ratios are the same for each
member of the sample in a simple random sample, shown in Table 1. The mean of this simple
random sample drawn from the population has an independent and identical distribution (i.i.d) to
the mean of any other simple random sample that might be drawn from the population because
the probability of this sample being selected is equal to the probability of any other sample size
12 that could be selected. This allows the researcher to use methods to estimate the mean and its
variance that require i.i.d. as an assumption (Lumley, 2010).
To ensure that students in the four grade levels: freshman, sophomore, junior, and senior
are represented in the study a stratified random sample could be drawn from each grade level. In
this school there are 50 freshmen, 40 sophomores, 20 juniors, and 10 seniors. If three students
are drawn from each grade level, then each freshman has a 3/50 chance of being chosen (the
freshman sample ratio), and each chosen freshman represents 50/3 or 16.67 students (the
freshman survey weight). Each sophomore has a 3/40 chance of being chosen and each
sophomore chosen represents 40/3 or 13.33 students. Each junior has a 3/20 chance of being
chosen and each junior chosen represents 20/3 or 6.67 students. Each senior has a 3/10 chance
of being chosen and each senior chosen represents 10/3 or 3.33 students. Table 1 shows this
information.
Stratifying the sample introduces unequal sample ratios among the strata: 3/50, 3/40,
3/20, 3/10. The students chosen from different strata do not represent equal number of students
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in the population. To determine the value of the sample statistic each response needs to be
weighted to produce a correct estimate for the population parameter. The 3 freshmen responses
are multiplied by 16.67, the 3 sophomores by 13.33, the three juniors by 6.67, and the 3 seniors
by 3.33. 3*16.67 + 3*13.33 + 3*6.67 + 3* 3.33 = 120, the number of students in the school. In
this example the survey weights for each student differ, they are either 16.67, 13.33, 6.67, or
3.33. To correctly estimate a parameter from the sample statistics the survey weights need to be
applied, otherwise the three seniors influence the parameter estimate more than adequately
reflects reality, while the freshmen’s contribution is underestimated (Lumley, 2010). This
sampling scheme introduces a lack of independence because (a) all samples of size 12 are no
longer equally likely, and (b) observations in strata are more like each other than like
observations in other strata. The freshmen may have a reading list of three books, the seniors
may have a reading list of seven books. The first observation of a freshman could help the
researcher predict the next freshman’s response, this means the observations are dependent.
Because there is dependency in the data the i.i.d. requirement among the potential sample means
(the means calculated from other possible samples) is violated and methods requiring that
assumption are no longer appropriate (Frongillo, 2012).
Table 1: Sample Ratios and Survey Weights for Simple Random Sample and Sample
Stratified by Grade Level
Strata
Entire
school
Freshman
Sophomore
Junior
Senior

Number in strata

Sample ratio without considering gender

Survey weight

120

1/10 for all

10 for all

50
40
20
10

3/50
3/40
3/20
3/10

50/3
40/3
20/3
3/10
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In this school it might be important to include gender subgroups. The school has four
grade levels and recognizes two genders, male and female. To ensure that boys are represented
in the sample the male students are given a higher chance of being included because they are a
minority. The names of the female students are written on the list one time each, the names of
the male students are written on the list two times each. This makes a total of 60 names on the
list, but 10 of them are repeated twice, so the males have a greater opportunity to be chosen,
increasing their chances of being included in the survey. Theoretical probability suggests that 2
females and 1 male will be chosen, providing a representative for both females and males in the
stratum. Table 2 illustrates these ratios and weights.
Table 2: Sample Ratio and Survey Weights for Stratified Sample with Increased
Probability for Male Gender
Strata
Freshman
Sophomore
Junior
Senior

Number
Female
in strata
50
40
20
10

40
30
20
7

Male
10
10
10
3

Sample ratio
Girls
Boys
2/50
1/50
2/40
1/40
2/30
1/30
2/10
1/10

Survey Weight
Girls
Boys
20
10
15
10
10
10
3.5
3

If the sample does yield two girls and one boy then the children must be reweighted to
represent the correct proportion of the strata. The observations in the strata have a weight of 50/3
= 16.67 if gender is not considered. If the survey weights are not adjusted the proportion of boys
represented is 1/3 of the sample, when it is 1/5 of the population in the strata. Girls are 80% of
the 50 freshmen, and boys are 20% of the 50 freshmen. Each sampled girl represents 20 girls in
the freshman class, the single boy represents 10 boys. Their respective survey weights are no
longer 16.67 for each freshman, but 20 for each girl freshman and 10 for the boy freshman. The
survey weights for the girls increase and the survey weight for the boys decrease to produce an
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estimate that is accurate for the population proportions. The weighting scheme is determined
after the sample is collected and the number of boys and girls chosen from each grade level is
known (Lumley, 2010). This example assumed two girls and one boy in each stratum were
randomly selected. If there were one girl and two boys, or all girls, or all boys, the survey
weights would be different.
A strategy to further streamline the data collection method is to select students from
randomly chosen classrooms. One freshmen class, one sophomore class, one junior class, and
one senior class could be randomly selected from a list of classrooms. These classrooms are
called clusters because a cluster of students is chosen at once instead of one at a time. Once a
class is selected the three students to be interviewed are randomly selected from the students on
that class roster. It is possible, even likely, that students in a classroom are more like each other
than they are like students who are in other classes. They could be honors students, music
students, students in remediation. This potential likeness introduces a greater dependence among
the students chosen for the sample, further violating the assumptions of i.i.d. (Frongillo, 2012).
Figure 1: Problems in Designing Samples to Represent a Population

How to estimate a
parameter?

Population: too big
to measure directly

Sample: something
manageable, but
the proportions
may be wrong

Survey weights
correct the
proportions in the
sample
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Figure 2: Cluster Dependence in the Number of Books Read by Grade Level

Freshman
Sophomores
Seniors
Randomly select three members of each cluster: the three members will be more like each
than they are like the members of the other clusters. In this example the freshmen read 3
books, the sophomores read 6 books, the seniors read 9 books.
Table 3 summarizes the advantages and disadvantages of simple random, stratified
random, clustered random, and complex survey methods. Each modification of the simple
random sampling scheme requires a modification of the analysis scheme. The previous example
of choosing students with grade levels as strata introduced unequal sampling ratios that are
compensated for by unequal survey weights. The strata of grade levels also introduced
dependency in the data, requiring a robust variance estimator. Introducing the convenience of
sampling from classrooms clusters increased the dependency in the data, further justifying the
need for a robust variance estimation method. Increasing the probabilities for male students to
be included in the sample also requires further adjustment of the survey weights to account for
the over-representation of boys in the sample after it is collected. The survey weights are
adjusted after the sample is collected because it is only after sampling that the researcher knows
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if the boys are overrepresented in the final sample. There is a possibility that the enhanced
probabilities will not produce the desired results in the sample that is randomly chosen.
Table 3: Advantages and Disadvantages of Sampling Designs
Sample

Advantage

Disadvantage

Method

Simple
Random

Independent and all
observations have equal
sample ratio

No special method needed

Stratified
Random

Important subgroups are
included

Does not ensure that all
important groups are included
in the sample. Cumbersome to
obtain.
Observations have different
sample ratios

Clustered Easier to find the
Random observations

Observations are not
independent

Weighting scheme, robust
variance estimation
methods
Robust variance
estimation methods

Complex
Survey

Observations have different
sample ratios and are not
independent

Weighting scheme, robust
variance estimation
methods

More efficient and
includes important
subgroups

The schema explained above for selecting a sample of children using grade level strata,
classroom clusters, and enhanced probabilities for a minority group is a simple example of a
complex survey design. Most datasets from national surveys are collected using a complex
sampling method (Cohen, 1997). A complex survey is different from a simple random sample in
several ways. Each observation may represent different sample ratios, one respondent may
represent more people than another respondent and members of the population do not have equal
probability of being selected for the complex sample (Heeringa, West, & Bergland, 2017).
Incorporating strata and clusters may introduce dependence among the observations in the final
sample (Heeringa, et. al, 2017).
The usual first step in selecting a complex sample is dividing the population into strata.
National surveys often divide the nation into states as strata (Cohen, 1997). Some states, such as
California or Texas, have greater populations than others, thus the respondents from those states
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may represent more people than respondents from less populated states, such as Wyoming or
Vermont. If 1000 people are chosen from each state, then the sampling ratio for California is
1000/39,540,000 and the sampling ratio for Wyoming is 1000/579,000. Each person from
California represents 39,540 people, and each person from Wyoming represents 579 people.
Stratification divides the population into similar groups and clustering helps the
researcher gain access to individuals to be sampled (Kish & Frankel, 1974). The cluster is the
primary sampling unit, the individuals chosen from the cluster are the secondary sampling units
(Kish & Frankel, 1974). For example, the researcher may be sampling school children. Schools
might be stratified into elementary, middle, and secondary schools if it is important that children
in each type of school are included in the study. After dividing the schools among the strata a
random sample of school systems might be selected (first level of clusters), then a random
sample of schools within the systems (second level of clusters), then a random sample of
classrooms with the schools (third level of clusters) and finally a random sample of students
within the classrooms is chosen. The classrooms are the primary sampling units, the children are
the secondary sampling units and they are also the observations. In a geographic clustering
scheme, the population might be divided into strata that are states. This would ensure that all
states are represented in the survey. The clusters might be counties within the states. Perhaps 10
counties are selected, they are the first level of clusters. From the 10 counties a random sample
of 10 census blocks are selected, this is the second level of clusters. From each census block a
random sample of 10 households might be selected, this is the third level of clusters. Within
each household two people may be randomly selected. The household is the primary sampling
unit, the persons are the observations. This process is used because it can be impossible or
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prohibitively expensive to sample observations without a clustering scheme (Ghandour et al.,
2018; Johnson & Elliot, 1998).
Further complications introduced in complex survey design are the possibility to enhance
the selection probabilities of minority members of the population (Heering, et al., 2017). In the
example at the beginning of this paper the probability for selecting males, who were in the
minority, were increased to increase the chance of including them in the survey, resulting in the
males being overrepresented in the final sample. To adjust for their increased influence on the
parameter estimated (the number of books read by children in the school) the boys’ survey
weights were decreased and the girls’ survey weights were increased, so that the boys
represented the correct proportion of boys for the population. In other settings different minority
groups may be of interest. Children with special health care needs (CSHCN) are an important
subgroup in the National Survey of Children’s Health (NSCH), a survey describing children’s
health, and the survey designers enhanced the probability of CSHCN being included in the
sample over other children. The unequal probabilities create subgroups that are overrepresented
in the final sample--their proportion of the sample is greater than their proportion in the
population (Ghandoor et. al., 2018). This introduces more need for survey weights to
reapportion the responses from CSHCN so that they are not overrepresented when calculating
estimates for the entire population (Ghandoor et al., 2018).
A weighting scheme for the observations is determined after the data are collected
(Heeringa et al., 2017). Each observation is given a weight that is the inverse of the sampling
ratio for that observation, then the weight is further adjusted to reflect the expected proportions
of population characteristics that were considered when designing the survey. This process is
called raking and is done iteratively after the data is collected and the sample is fully known
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(Lumley, 2010). Altogether the observations multiplied by their weights will accurately
represent the population model the survey designers are using. For example, when the weights
for the 50,212 children who comprise the 2016 National Survey of Children’s Health (NSCH)
are summed they produce a value of 73,350,040 equaling the estimate of the total population of
children in the United States in 2016 (Howden & Myer, 2011) as it was estimated by the 2010
census and the subsequent American Community Surveys (Ghandour et al, 2018).
Research Questions
The research questions I seek to answer in this study are (1) Is there a relationship
between the subgroup size and the length of the 95% confidence interval around a beta estimate
in logistic regression, and (2) is there a relationship between the number of small strata produced
by a subgrouping and the length of the confidence interval produced for a beta estimate in
logistic regression. My hypothesis is that small subgroup sizes are likely to produce greater
confidence interval lengths, and that subgroups that have many small strata are likely to produce
greater confidence interval lengths in predictors of outcome variables.
Literature Review
The following section contains a review of several topics informing this study. Included
is an overview of data analysis for complex surveys including parameter estimation, error
estimation, and effects of the complex design. Research on the effects of subgrouping is
included and working definitions of important concepts in this paper: unstable variance, large
variance, and small strata are presented. This section closes with examples of studies that used
subgroups in the NSCH and produced large variance estimates. These studies illustrate the
problem that addressed in this study.
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Estimating Population Parameters Using Complex Survey Data
Survey sampling was developed for descriptive statistics including estimations of means,
proportions and aggregates (Kish & Frankel, 1974). To correctly estimate parameters the
weighting system must be used. Various software packages, including R, SAS, Stata, SUDANN,
SPSS, MPlus, and WesVar have built in capacities to estimate parameters from complex survey
samples. Not all functions are available on all software, and various packages use different
methods to estimate parameters. This variation within software produces varying estimates of
both parameters and error (Korn & Graubard, 1995; Cohen, 1997). Appendix A contains a
survey of articles explaining methods tuned to specific survey data and statistical packages.
Estimating Error in Complex Survey Data
Estimation of variance must account for both the weighting system and the dependence
of the observations resulting from stratified and clustered sampling (Lumley, 2004; Rao & Wu,
1988; Judkins, 1990). The use of weighting amplifies the variance between and within strata
(West, Heeringa, & Bergland, 2008). Error estimates from a simple random sample are usually
less than error estimates produced from a complex sample (Johnson & Elliott, 1998; Korn &
Graubard, 1995; Lumley, 2004; Skinner & Mason, 2012). Error estimation in a complex survey
must compensate for dependence not to underestimate the true variance of the population and
produce inferential results with a greater possibility of type 1 error (Kish & Frankel, 1974; Rao
& Wu, 1988). The variation within strata may be less than the variation that would be found for
the total population because observations within strata are more alike than the whole population
(Lumley, 2004). The collection of estimators taken from the strata is likely to be heteroskedastic
because the strata are dependent; the estimates are describing what might be thought of as
different populations for each strata, and each group does not necessarily have the same
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parameters (Williams, 2000). The estimators calculated from strata are used to calculate the
population variance (Cao, Vilar, & Vilar, 2012), a conservative (to compensate for the lack of
independence) and robust (to compensate for the lack of homogeneity) variance estimator is
needed. This approach will estimate a higher variance than an approach that assumes the
observations are i.d.d. with variance that is normally distributed and centered at zero (Williams,
2000).
To demonstrate this, let’s return to the example survey in a school about number of books
read: Suppose the freshman observations were {3, 4, 3} and the senior observations were
{7,7,8}. The standard deviation for freshmen is .57, as is the standard deviation for seniors. The
standard deviation for the 6 observations taken together is 2.24. The method combining the 2
strata of freshman and senior must compensate for the dependence of the observations to form an
estimate that is accurate for the population, equal to 2.24, not .57.
Design Effect
Another issue to consider is the design effect, a measure of the impact of using a complex
survey design on estimated parameters (Johnston & Elliot, 1998). The ratio of an estimate
produced from a complex survey design to the estimate produced in a simple random sample (for
the same population) is the design effect (Lynn, 2010). This ratio compares the variance after
stratification and clustering to the variance produced by a simple random sample for the same
population. The design effect can be equal to one, less than one, or greater than one. If the
design effect is greater than one then the “effective” sample size is reduced by the inverse of the
design effect; a design effect of two means the sample size is effectively one-half of the actual
sample size. A complex survey usually produces a design effect greater than one (Johnson &
Elliot, 1998). The design effect is dependent on the parameter that is being estimated and on the
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variables that are being used for estimation. Lynn (2010) suggests design effect is not a
consistent effect across a survey and McNeish (2016) describes a similar effect for multilevel
models that is also situationally related to the parameter to be estimated and the variation within
and between the clusters. Generally, the effect is related to the variance within the strata
(complex survey) or clusters (multilevel modeling) and between the strata (complex survey) or
clusters (multilevel modeling). If the clusters/strata have high within cluster/stratum variance,
and low between cluster/strata variance, the design effect will be a value closer to one. If the
clusters/strata have low within cluster variance, and high between cluster variance the design
effect will increase to a value further away from one. The number of individuals chosen from a
cluster will impact the reliability of estimates, with a smaller cluster size more reliable than a
larger one (Lynn, 2010). In multilevel modeling, also known as hierarchical linear modeling,
clusters are the larger groupings where observations are housed, analogous to strata in complex
surveys. The idea of cluster sampling is not the same idea that clusters represent in hierarchical
modeling. A cluster sample is a method for obtaining a random sample, the cluster in
hierarchical modeling is the structure that contains dependent data.
Variance Estimation Methods
For complex surveys, variance is usually estimated using either (a) Taylor series
combined with Method of Moments and Maximum Likelihood Estimation or (b) replicate
methods. Most software packages for complex survey analysis include both Taylor series
linearization methods and replicate weights methods. Taylor series requires extra programming
on the software maker’s end, but no special work by the end user while replicate methods require
the end user to have more hardware computing capability and user expertise (LaVange et al.,
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1996). Taylor series is the default method in R survey package, SAS proc survey, and Sudaan
(Binder, 1983; Lumley, 2004; SAS user’s guide; LaVange et al, 1996).
Replicate methods simulate a sampling distribution using subsets (or replicates) of the
dataset. These methods can accommodate distributions that do not fit known distributions (i.e.
distributions that are not normal or are non-parametric) and can be useful in deidentifying data
(Aidara, 2013; Fraser et al., 2016; Lumley, 2004; American Housing Survey, 2017). The
variance estimation method in many software packages can be specified as replicate weights.
Replicate weights are only used if the survey documentation suggests them and includes them as
a variable, as survey weights are included with the dataset. Estimating variance using replicate
methods has been a strategy for many years (Rust & Rao, 1996), but public use survey data have
not included replicate weights until this century, few before 2009, and they are not commonly
included (American Housing Survey, 2017) Many methodological researchers have developed
experimental replicate methods to refine variance estimates for complex surveys but the
methods are frequently not readily accessible to subject matter experts wishing to describe
populations, not methods (Cao et al., 2012; Aidara, 2013; Judkins, 1990).
The survey documentation will indicate if survey weights or replicate weights are the
appropriate method for the dataset. If survey weights are indicated then a Taylor linearization is
typically used by the software (Johnson & Elliott, 1998; Lumley, 2004). If replicate weights are
indicated then the software will create a specified number of subsets of the dataset, find the
variance for the parameter from the simulated sampling distribution, and use it to estimate the
variance for the parameter (AHS, 2017). The replicate method is robust for use with datasets that
are heteroskedastic and include dependent observations because it does not rely on an
assumption of normal or independent and identical i.d.d. (Fay, 1989).
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Two alternate variance estimation methods are often discussed in the literature. Balanced
repeated replicates (BRR) and jackknife methods are not found in all software packages. BRR is
used in samples composed of strata with only two members –dyads formed by couples—and
systematically produces subsets by dropping one observation from each stratum and forming all
possible combinations of the remaining observations (Rust & Rao, 1996). The number of
subsets = 2 ^ (the number of strata). Jackknife follows the BRR method except it can be used
for strata with more observations (Rust & Rao, 1996). The observations are divided into subsets
within the strata and then one group is systematically omitted to form subsets of the total strata.
If each stratum is divided into three groups the number of subsets formed is 3 ^ (the number of
strata); if the strata are divided into four groups the number of subsets is 4 ^ (the number of
strata), and so on. Jackknife and BRR use a large amount of computing power and require more
end user skill than Taylor series and replicate weights because they are options in most software
(Arcos & Arnab, 2016; Rust & Rao, 1996).
Subsets and Error
The problem of error estimation can be exacerbated when the researcher is interested in a
subgroup of a surveyed population (Graubard & Korn, 1996; Skinner & Mason, 2012).
Subgrouping the population often leads to even larger error estimates than the estimates found in
the aggregate survey (Skinner & Mason, 2012). Complex surveys are designed for analysis at
aggregate level and the variance is less stable when disaggregated (Ghosh & Rao, 1994). There
may be few or no observations drawn from a strata that have the characteristic of interest leading
to an inflated error estimate ( Mehta & Johnson, n.d.; Graubard & Korn, 1996; Skinner &
Mason, 2012; West, Berglund, & G. Heeringa, 2008).
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In my search for guidance in this area I found suggestions for finding variance in
subgroups using R, SAS, and Sudaan software (Lumley, 2004; Graubard & Korn (1996); Mehta
& Johnson, n.d.). If a researcher is interested in a subgroup of a population in a complex survey
the methods for weighting and stratifying the data are employed, then the subgrouping is applied
to the weighted and stratified dataset. Some survey documentation includes suggestions for
subgroups that are not appropriate for the dataset, this varies by survey. Methods that
incorporate the entire dataset in the error estimates for subgroups, while only including the
desired subgroup in the parameter estimate are suggested (Lumley, 2004; Graubard & Korn,
1996; Mehta & Johnson, n.d.). This is accomplished using the domain function in SAS and by
the subset function in R (Lumley, 2004; Graubard & Korn, 1996, Mehta & Johnson, n.d.). The
procedures for incorporating the entire population, while simultaneously subgrouping, are not
intuitive, nor do the results from various software packages produce identical results (Skinner &
Mason, 2012). Mehta and Johnson (n.d.) have written about SAS procedures in subsets of the
Medical Expenditure Survey, Graubard and Korn (1996) discuss Sudaan procedures in the
context of 1987 National Health Interview and the 1986 National Mortality Follow-back
Surveys. Lumley illustrates how to use R survey in the context of the California School
Performance data. I found nothing that directly states what a large variance estimate might be, or
what size of a subgroup might lead to an inflated variance estimate.
Unstable Variance Defined
Although the problem is mentioned in the literature (Rao, 2012) I have found no defined
measures for inflated variance—what constitutes a large variance? Scant research is available on
the relationship between subgroup size and variance estimates (Bell et. al., 2010). Unstable, or
inflated, variance estimates may be situational (Lynn, 2010). In Well’s research (Wells, 2018)

29

the health care outcome of preventive service among developmentally delayed children did not
have inflated variance, it produced a confidence interval of length = 1.29, but among the same
subgroup the outcome of no unmet need produced a confidence interval of length = 8.65. Lynn
suggests that the variance is related to the parameter being estimated, to the inter-strata variation,
and to the between-strata variation; and a large variance is related to the size of other estimates in
the dataset—a variance estimate is large if the other estimates are smaller (Lynn, 2010). In my
research I have noticed that occasionally an estimate will produce a confidence interval much
larger than others, these incongruous estimates are challenging to predict. Small area estimation
is a branch of research focused on estimating parameters for small areas. An area can be defined
as (a) a small geographical area, or (b) a domain, observations that share a certain characteristic,
a subgroup. An area is small if there are too few observations, or information, to estimate a
parameter adequately (Rao, 2012). Rao does not offer an operational definition of adequate
estimation, nor have I found any other author who offers such a definition.
Large Variance Estimate Defined
My definition of “inadequate” is two-fold: (a) when the confidence interval produced is
𝜋2

more than 2*√ 3 = 3.6, more than 2 times the average variance in logit regression (Aldrich &
Nelson, 1984); or (b) when the variance is larger than the stable variances produced by other
subgroups (Lynn, 2010). Intuitively, when a researcher is working in a data set and produces a
variance estimate that is much larger than others in the analysis the researcher suspects that
something is amiss. I experienced this working in the NSCH 2009 when unexpected large
confidence intervals appeared among other confidence intervals (Wells, 2018).
Small Strata Defined
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Variance inflation in complex surveys might be produced by strata that do not contain
enough observations, or information, to estimate a parameter. Authors have suggested that small
strata exist, and that they contribute to variance inflation in complex surveys (Rao, 2012;
Choudry et al., 2012). However, like “large variance” I am unaware of a clear operational
definition for small strata.
Standard deviation is the average distance from the observations in the distribution to the
mean of the distribution, the variance is the square of that distance (Bock & Velleman, 2007). In
order to estimate distance a minimum amount of information is necessary, I posit that three
observations are the minimum for a sample. If there are no observations in the stratum then there
is no information to estimate distance. The concept of variance in this case is undefinable. If
there is only one observation in a stratum then there is no distance to consider, once again
variance is undefinable. The one and only point is coincident with itself, there is no strategy to
find a distance. If there are exactly two observations in the stratum, then the mean is the
midpoint of the segment that has the two points as endpoints. The average distance, in a
population, is the length of that segment divided by two. In a sample the divisor is corrected by
subtracting one, to attain an unbiased measure. Thus the “average” distance is the length of the
line segment between the two points. The two observations do not produce enough information
to estimate an average distance meaningfully. If there are three observations then the average
distance for the sample is the sum of the three distances divided by two. This approximation
does not double the value of the estimate it reduces the sum of the distances by a scale of 1/2,
rather than multiplying by 2 as with only two observations. This suggests that strata with under
three observations are very likely to create inflated variance estimates. In this paper strata with
less than three observations are defined as small strata.
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Sparse allocation of observations among the strata may lead to large variance estimates of
odds ratios in each stratum in logistic regression (Caudill, 2015; Ruxton & Neuhäuser 2013).
The formula for determining variance of odds ratios is
̂ = √1 + 1 + 1 + 1
𝑉𝑎𝑟
𝑥
𝑦
𝑧
𝑤

(3)

where x, y, z, and w are the cell counts in the 2x2 table representing the events. If a stratum
contains less than 3 observations, then there will not be enough elements to produce the
possibility of non-zero entries in each denominator in (3). Several options are available for
estimating odds ratios in this setting. The simplest strategy is to replace the zeros with .5 and
add .5 to the other denominators (Woolf, 1955). This allows a variance to be estimated, but this
estimate will be larger than if the denominator is number greater than one. For example, in a
1

1

1

1

stratum with one observation the potential standard deviation is √.5 + .5 + .5 + 1.5 = √6.67 =
2.56. Other methods incorporate using information from the other strata, or from the marginal
distributions, to estimate a probability for all 4 denominator values, then using these probabilities
to determine a variance estimate (Ruxton & Neuhäuser, 2013). Probabilities are necessarily less
than one, because probability is always less than one, increasing the variance estimate (Lin,
Wang, & Li, 2016; Ruxton & Neuhäuser, 2013). The closer the probability is to zero, the greater
the variance estimate will be because division by numbers close to zero produce large quotients
(Agresti, 2007).
Error variance for logistic regression was established in 1984 by Aldrich & Nelson as σ2 =
π2/3, which is approximately 3.29 (Aldrich & Nelson, 1984). This value is used to study
variance within and among clusters of dependent data as is in found in the NSCH (Raudenbush
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& Bryk, 2002). The standard deviation = √ 3 ≈ 1.81. A 95% confidence interval would be
constructed by multiplying the standard deviation by 1.96, then adding it and subtracting it from
the odds ratio estimate (𝑌̂ ± 1.96 ∗ 𝑆𝐸). This will produce an interval almost 2 times the length
of the standard deviation. If I substitute 1.81 for the standard deviation the resulting length is
3.62, an average length for a confidence interval for an odds ratio. For the purposes of this study
I suggest that confidence interval lengths greater than 3.62 are meaningfully greater than
average. For our purposes, this would mean that the variance estimate is larger than average and
may indicate that the estimate is unstable.
Examples of Inflated Error in Studies Using NSCH as Data Source
There are many examples of confidence intervals for odds ratios that are greater than 3.62
reported in the literature. I offer a few examples from a recent of review of medical home
(Wells, 2018). The research reported is analysis that incorporated subgroups within the NSCH
dataset. Cheak- Zamora and Farmer (2014) found a large effect for being uninsured and having
an unmet health care need estimated with an odds ratio of 4.86, a 95% confidence interval (2.33,
10.14) in a subset of autistic children. Benedict and Bamgardner (2009) found that the odds ratio
among multi-racial/other needing therapeutic interventions is 3.41, 95% confidence interval
(1.55, 7.52), and that need for early intervention among children with no insurance coverage has
an odds ratio of 8.44, 95% confidence interval of (5.62, 12.67) . Kramer and Dunlap (2012)
found that the odds of receiving an HPV vaccine among girls whose doctors counseled them
were 14 times as likely to complete three doses 95% confidence interval (8, 25) of those without
counseling.

Researchers report confidence intervals that appear long by my definition. It may

33

be useful to researchers to develop some guidelines detailing when to expect unstable variance
estimates when planning a study.
Researchers may find it useful to understand how subgrouping impacts error estimates
and how confidence intervals are impacted by unstable variance produced in subgroups. I have
not found any research related to the relationship of variance and subgroup size among
subgroups within the National Survey of Children’s Health or any other national survey. The
National Survey of Children’s Health (NSCH) is a popular source of data for studying many
aspects of children’s health. Often researchers are interested in children with a chosen health
condition or demographic and desire to restrict analysis to that group. Furthermore, the NSCH
are used to inform and direct policy decision on children’s health. Examining the effect that
subgrouping the population of NSCH by health conditions and demographics has on error
estimates could aid researchers in understanding how error estimates for subgroups in the NSCH
behave and what to expect when analyzing data drawn from the complex survey design of the
NSCH.
Methodology
Data Source
Variance estimation in subgroups was investigated in the context of the 2016 National
Survey of Children’s Health (NSCH). This is a cross-sectional national survey designed to
estimate physical, emotional, and behavioral health; health care, and various contextual factors
among non-institutionalized American children ages 0 -17 years (Ghandour et al., 2018).
The survey was conducted by the U.S. Census Bureau for the Department of Health and
Human Services, Health Resources and Services Administrations Maternal and Child Health
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Bureau (MCHB). This survey is a combination of two former surveys: The National Survey of
Children with Special Healthcare Needs and the National Survey of Children’s Health. Data
were collected between June 2016 and February 2017. The original sampling frame was 364,153
households previously identified in the 2010 Census as likely to have children. The sampling
frame was stratified by households expected to have children and households not expected to
have children, with a 60% probability of being sampled given to households expected to have
children. The sampling frame was further stratified by state, with an expectation of
approximately 1,500 households responding in each state, and of those 1,500 households 300
households were expected to be homes of children with special health care needs (CSHCN).
Households were mailed a screener and participants responded by internet or mail. 68,000
households were identified with children, and from these households, or clusters, one child was
randomly selected to be the focus of the questionnaire. The MCHB screener was used to identify
CSHCN, and these children were oversampled, as were children under 5 years of age. A
caregiver completed a topical questionnaire with detailed information about the health and wellbeing of the selected child in the household. A total of 50,212 caregiver’s responses about the
focus child in their household form the final data set.
NSCH Sampling Method
The sampling process for the NSCH was to divide the nation into 51 strata, the 50 states
and the District of Columbia. Random households were chosen within each state; these were the
clusters, and in this survey also become the primary sampling units. The selection of households
was random, however, it was weighted to favor selection of households more likely to have
children. The selected households were screened to determine if children lived in the household.
If children lived in the household then a random child was chosen from the household, or the
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single child was chosen if only one child resided in the household (Ghandour et al., 2018).
Sample sizes for each stratum are in table 4, below.
Table 4: Description of Sample by Strata
State
N
n
r
State
N
n
R
AL
1,099,771 830
0.0008
MT
231,583 1018
0.0044
AK
184,360 823
0.0045
NE
478,459 1073
0.0022
AZ
1,599,277 887
0.0006
NV
694,876 774
0.0011
AR
672,083 829
0.0012
NH
261,796 995
0.0038
CA
9,058,563 942
0.0001
NJ 1,959,874 1081
0.0006
CO
1,281,502 1101
0.0009
NM
490,330 792
0.0016
CT
739,542 1090
0.0015
NY 4,084,322 950
0.0002
DE
122,831 918
0.0075
NC 2,325,931 951
0.0004
DC
125,739 1001
0.0080
ND
177,098 1051
0.0059
FL
4,259,865 905
0.0002
OH 2,606,746 1027
0.0004
GA
2,535,193 795
0.0003
OK
962,111 764
0.0008
HI
303,985 1122
0.0037
OR
884,240 1107
0.0013
ID
452,586 1068
0.0024
PA 2,663,868 1099
0.0004
IL
2,879,484 1115
0.0004
RI
209,348 893
0.0043
IN
157,291 942
0.0060
SC 1,118,508 885
0.0008
IO
735,382 1132
0.0015
SD
217,912 1133
0.0052
KS
713,319 1007
0.0014
TN 1,516,482 885
0.0006
KY
1,014,327 879
0.0009
TX 7,462,480 813
0.0001
LA
1,104,415 687
0.0006
UT
945,170 1148
0.0012
MA
252,958 986
0.0039
VT
117,118 1117
0.0095
MD
1,347,526 1095
0.0008
VA 1,882,408 1158
0.0006
MA
1,380,430 1185
0.0009
WA
672,901 1141
0.0017
MI
2,179,109 1127
0.0005
WI 1,284,799 1267
0.0010
MN
1,307,405 1351
0.0010
WV
368,390 785
0.0021
MS
713,781 638
0.0009
WY
136,346 835
0.0061
MO
1,384,578 1015
0.0007
N = Estimated population of children by state in 2010 U.S. Census, n = number in sample
The probabilities for selection were increased for (a) CSHCN there were two or more
children and a child with special health care needs in the household, and (b) children between
age 0 to 5 if there was a child of that age in the household (Ghandour et al., 2018). The
probabilities for selection varied by the number of children in the household, the ages of the
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children, and the special health care needs status of the children (Ghandour et al., 2018). The
household is both the cluster and the primary sampling unit, the chosen child is the observation.
The caretaker answered questions concerning the child. There are 3 steps to the selection
process, step one is the strata, step two is the household (cluster), step three is the selection of the
child within the household (the observation within the cluster) (Ghandour et al., 2018).
A sample statistic, Y, was calculated by first multiplying each child’s response by the
sampling probability (the inverse of the survey weight) then adding the response for children
within a strata. The sum of the responses for each state were then added together to find a
national statistic (Lumley, 2004).
YState Household ∙

= ∑𝑐ℎ𝑖𝑙𝑑

1

𝑌
𝜋𝑆𝑡𝑎𝑡𝑒 𝐻𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑 𝐶ℎ𝑖𝑙𝑑 𝑆𝑡𝑎𝑡𝑒 𝐻𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑 𝐶ℎ𝑖𝑙𝑑

(3)

The survey weights for each child were determined starting with the base weight equal to
the reciprocal of the sample probability for the child (Ghandour et al., 2018) The survey weights
for individual children were adjusted to account for the caregivers non-response to screener and
topical instruments Some caregivers responded to the screener instrument, those responses were
given higher weights to reflect the non-response ratio to the screener instrument. In the second
round of questioning some of the respondents who answered the screener questions also chose to
answer the topical questions. Those responses were given a higher survey weight to account to
the non-response of other caregivers. After the base weight was adjusted to reflect non-response,
the weights were raked to create proportional representation within each state for several
demographic characteristics. Raking the weights makes the proportions in the weighted sample
represent the proportions of selected demographic variables in the American Community Survey
(ACS) year one within each state and the nation. The American Community Survey is the model
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used to estimate the population proportions of variables within the NSCH. The levels of raking
by state were: 1) race (White, Black, Hispanic, and Other), 2) ethnicity (Hispanic, non-Hispanic),
and 3) age groups (0 – 5, 6 - 11, 12 – 17). At this stage the weighted sample is proportional to
the ACS for race, ethnicity, and age group. The data was raked again for eight dimensions: 1)
state by family poverty ratio, 2) state household size, 3) state by respondent’s education, 4) state
by selected child’s race, 5) state by selected child’s ethnicity, 6) state by selected child’s special
health care needs status, 7) selected child’s race by ethnicity, 8) selected child’s sex by single age
(U.S. Census Bureau (2018). The weighting system accounts for the over representation of
CSHCN, ages 0 to 5, and non-response (Ghandour et al., 2018).
The survey weights for 2016 NSCH have a mean of 1460.81 (SD = 2968.67) and median
of 657.41 (IQR = 1185.62). The minimum weight is 8.65 and the max is 50,039.08. The
distribution of survey weights decreases as the weight increases and has many outliers in the
upper range. Table 5, Figure 2, and Figure 3 show the distribution of survey weights in the 2016
NSCH.
Table 5: Number of Children in NSCH 2016 with a Survey Weight in the Given Range
Weights

N

Weights

N

Weights

N

Weights

N

0-500

20744

2500-3000 1371

5000-5500

413

8000-8500

152

500-1000

11469

3000-3500 1012

5500-6000

297

8500-9000

91

1000-1500

5822

3500-4000

778

6000-6500

253

9000-9500

106

1500-2000

3294

4000-4500

527

6500-7000

195

9500-10000

87

2000-2500

1971

4500-5000

461

7500-8000

150

10000-50000

826
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Figure 3: Distribution of Survey Weights of Children in NSCH 2016

Weights increase from 0 to 10,000 by a scale of 500. Weights from 10,000 to 50,000 are
truncated into one bin producing the higher bar at the end. Most survey weights are below 1,000.
There are many outlying observations, the observations with weights above 10,000 are collected
into one column on the end representing all children with survey weights between 10,000 and
50,000.

Figure 4: Distribution of Survey Weights

Weights not truncated. More than 75% of the children have a survey weight less than 1,000, but
some children have a survey weight ranging as high as 50,000. The right tail of this graph shows
the outliers indicating large survey weights.
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Analysis
Planning to Produce Meaningful Subgroups
My hypotheses were that (a) subgroup size was related to variance estimate, smaller size
associated with more variance; and (b) number of small strata was related to the variance
estimate, more small strata associated with more variance. A primary goal of this study was to
identify subgroup sizes likely to produce stable or unstable variance estimates. A secondary goal
of the study was to gain insight into the potential mechanism driving unstable variance
estimation in subgroups.
Researchers using NSCH data are often interested in subgroups based on children’s
demographic characteristics or health conditions. Division of the survey into these subgroups is
an authentic and common way to these data, and thus was the approach I took to model an
describe my hypothesized relations. These subgroups follow the structure of the data that is
contained in the NSCH and became my dataset for exploring variance estimates in logistic
regression with one predictor.
To produce data to study the relationship between subgroup size, small strata, and
variance estimates I formed subgroups in the 2016 NSCH by (a) demographics, (b) health
conditions, and (c) combinations of demographics and health conditions. A total of 153
subgroups were formed, 33 demographic subgroups, 27 health condition subgroups, 90
combination groups of children with both a selected health condition and selected demographic
such as both a child with both allergies and race/ethnicity of Hispanic. A list of subgroups is
contained in Appendix B. The combination subgroups were formed from allergies, autism, and
intellectual disabilities combined with demographic characteristics. In the 2016 NSCH allergies
form the largest subgroup of the health conditions (N= 11,195), autism forms a midrange
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subgroup (N = 1131), and intellectual disability forms a small subgroup (N = 459). The
combination subgroups included health condition combined with race, sex, poverty level,
insurance type, age, parent nativity, family structure, and Hispanic language.
After forming subgroups, I disaggregated the subgroups by state (strata for the complex
survey design) and made tables of the subgroups by state. Table 6 below is an example of a
subgroup disaggregated by state. After disaggregating the data by state, I described the
distribution of (a) number of observations for each state within the subgroup and (b) small strata
for each subgroup. Table 6 shows a combination of a small health condition and demographic,
intellectual disability and Black race. There were many states with less than three children
(observations) in the sample that fit into the category of intellectually disabled and Black.
Table 6: Intellectual Disability and Black Race Subgroup Disaggregated by Strata
State

~(ID &
ID & State ~(ID &
ID &
State
~(ID &
ID &
Black)
Black
Black)
Black
Black)
Black
AL
830
0
KY
877
2
ND
1049
2
AK
823
0
LA
686
1
OH
1026
1
AR
885
2
ME
984
2
OK
763
1
AZ
828
1
MD
1094
1
OR
1106
1
CA
940
2
MA
1182
3
PA
1097
2
CO
1099
2
MI
1126
1
RI
893
0
CT
1089
1
MN
1349
2
SC
882
3
DE
917
1
MS
637
1
SD
1132
1
DC
1000
1
MO
1013
2
TN
884
1
FL
904
1
MT
1017
1
TX
813
0
GA
793
2
NE
1071
2
UT
1142
6
HI
1120
2
NV
773
1
VT
1117
0
ID
1068
0
NH
995
0
VA
1158
0
IL
1114
1
NJ
1078
3
WA
1137
4
IN
941
1
NM
790
2
WV
784
1
IA
1132
0
NY
950
0
WI
1264
3
KS
1005
2
NC
951
0
WY
833
2
~(ID and Black) is count of children not in subgroup, ID and Black is count of children in
subgroup (Intellectual Disability and Black)) by state.
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Constructing Odds Ratio Confidence Interval Estimates for all Subgroups
Most of the data in the 2016 NSCH is categorical or binary and logistic regression is a
common strategy used to analyze such data. To systematically explore the effects of
subgrouping on the variance estimates for odds ratios I constructed the same logistic model for
all 153 of the subgroups described above. I used a model with only one predictor to reduce the
complexity for this analysis, and to provide a didactic on why this issue matters. Both the
outcome and the predictor used are evenly divided among the children in the survey. I expected
that the variance produced would not be an effect of unequal distribution of the outcome or
predictor among the survey respondents, but a result of the changing of subgroups. The model
analyzed was:
̂ ℎ𝑜𝑚𝑒 = 𝛽0 + β1*sex.
𝑙𝑜𝑔𝑖𝑡 𝑚𝑒𝑑𝑖𝑐𝑎𝑙
Research in the 2016 dataset (Daniel & Kilpatrick, 2018), suggested that sex was not a
predictor for medical home and sex was approximately equally distributed across the states.
Children with and without Medical Home was also approximately equally divided, with most
states having about 50% of their children in a medical home (Daniel, Barger & Wells, 2018).
153 coefficients of β1 for the predictor, sex, and associated 95% confidence interval lengths for
β1 were calculated and recorded for each subgroup. The length of the 95% confidence interval
was used to represent the stability of the variance estimate for each subgroup. The confidence
interval lengths ranged from near zero to 1584.
Describe Bivariate Relationships Among the Subgroups and Confidence Interval Lengths
Produced in Regression with the Subgroups
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I.

Subgroup Size and Confidence Interval Length Estimated Using Unweighted
Data in the Model
̂ ℎ𝑜𝑚𝑒 = 𝛽0 + β1*sex was constructed for the 153
The logistic model 𝑙𝑜𝑔𝑖𝑡 𝑚𝑒𝑑𝑖𝑐𝑎𝑙

subgroups using values that were not survey weighted in the regression. This was done to
explore how confidence interval length was related to subgroup size without the further
complication of survey weights. The confidence interval for β1 was determined and an ordered
pair (subgroup size, unweighted confidence interval length) recorded. A total of 153 ordered
pairs were plotted in a scatterplot. The shape of the scatterplot was observed and regression
models were tested to fit the data.

II.

Subgroup Size and Confidence Interval Length Estimated Using Weighted and
Stratified Data in the Model

̂ ℎ𝑜𝑚𝑒 = 𝛽0 + β1*sex was constructed for the 153
The logistic model 𝑙𝑜𝑔𝑖𝑡 𝑚𝑒𝑑𝑖𝑐𝑎𝑙
subgroups using survey weighted values in the regression. This was done to explore how the
confidence interval lengths would behave in weighted analysis. The confidence interval for β1
was determined and an ordered pair, (subgroup size, weighted confidence interval length)
recorded. A total of 153 ordered pairs were plotted in a scatterplot. The shape of the scatterplot
was observed, and regression models were tested to fit the data to a model.
III.

Number of Small Strata and Confidence Interval Length Estimated Using
Unweighted Data in the Model

̂ ℎ𝑜𝑚𝑒 = 𝛽0 + β1*sex was constructed for the 153
The logistic model 𝑙𝑜𝑔𝑖𝑡 𝑚𝑒𝑑𝑖𝑐𝑎𝑙
subgroups using values that were not survey weighted in the regression. This was done to
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explore how confidence interval length was related to number of small strata without the
complication of survey weights. The confidence interval for β1 was determined and an
ordered pair, (number of small strata in the subgroup, unweighted confidence interval length)
recorded. A total of 153 ordered pairs were plotted in a scatterplot. The shape of the
scatterplot was observed, and regression models were tested to fit the data to a model.
IV.

Number of Small Strata and Confidence Interval Length Estimated Using
Weighted and Stratified Data in the Model

̂ ℎ𝑜𝑚𝑒 = 𝛽0 + β1*sex was constructed for the 153
The logistic model 𝑙𝑜𝑔𝑖𝑡 𝑚𝑒𝑑𝑖𝑐𝑎𝑙
subgroups using survey weighted values in the regression. This was done to explore how the
confidence interval lengths would behave in weighted analysis, the more realistic setting for this
study. The confidence interval for β1 was determined and an ordered pair, (number of small
strata in the subgroup, weighted confidence interval length) recorded. A total of 153 ordered
pairs were plotted in a scatterplot. The shape of the scatterplot was observed, and regression
models were tested to fit the data to a model.
Results
Description of Subgroups Formed by Demographics, Health Condition, and Combinations
of Demographics with Health Conditions
Tables 7, 8, 9, 10, and 11 contains descriptive statistics for selected subgroups that I
formed from the 2016 NSCH dataset. Table 7 contains information about the demographic
subgroups, Table 8 contains information about the health condition subgroups, Table 9 contains
information about the combination allergies and demographics subgroups, Table 10 contains
information about the combination autism and demographics subgroups, Table 11 contains
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information about the combination intellectual disabilities and demographics subgroups.
Generally, the average subgroup size decreases for subgroups in the order of the tables. Largest
subgroups are formed by demographic characteristics, next largest is health conditions, then
smaller groups in subgroups formed by allergies and demographics combined, even smaller by
subgroups formed by autism and demographics combined, with the smallest subgroups found in
intellectual disabilities and demographics combination subgroups.
Demographic subgroups
Table 7 contains information about demographic subgroups commonly considered in the
NSCH 2016. Demographic subgroups were formed by medical home, sex, income, insurance
type, race, age, family structure, parent nativity, Hispanic language, and Adult education. Other
than medical home and insurance type these are stratifications suggested by in the NSCH
codebook (CAHMI, 2018). Demographic subgroup sizes range from 44460 (non-Hispanic
children) to 558 (children with type 4 insurance), mean = 14620 (SD = 14222), median = 9197.5
(IQR = 19650). Small strata are states that contain less than three observations. Number of small
strata within subgroups has mean = .18 (SD = .54), median = 0 (IQR = 0), only two demographic
subgroups contain strata (states) with fewer than three observations: Hispanic ethnicity living in
a home with primary language not English (3 small states) and Black race (1 small state). The
minimum number of observations in a single state (within a demographic subgroup) range from
1 to 473, the maximum number of observations in a single state (within a demographic
subgroup) range from 20 to 1269. The number of observations by state (for subgroups) has
mean = 273.86 (SD = 254.84), median = 18 0.35 (IQR = 385.28). This suggests that the
subgroups formed by demographics are unlikely to produce small strata, states with fewer than
three observations.

45

Health Condition Subgroups
Table 8 contains information about health condition subgroups included in the 2016
NSCH: allergies, arthritis, blood disorders (including sickle cell disease, thalassemia, or
hemophilia), brain injury/concussion/head injury, cerebral palsy, cystic fibrosis, diabetes, Down
Syndrome, epilepsy or seizure disorder, genetic condition, heart condition, frequent or severe
headaches, Tourette Syndrome, anxiety problems, depression, behavioral and conduct problems,
substance abuse disorder, developmental delay, intellectual disability, speech or language
disorder, learning disability, other mental health condition, autism spectrum disorder, AttentionDeficient/Hyperactivity disorder, hearing problems, and vision problems.
The average health condition subgroup size is 1762.46 (SD = 2347.4), median = 890.5
(IQR = 2187) ranging from 27 (children with cystic fibrosis) to 11,195 (children with allergies).
The mean of small strata = 8.38 (SD = 15.49), median = 0 (IQR = 7.25). The minimum number
of observations in a state range from 0 to 43, the maximum number of observations in a state
range from 3 to 132. The mean number of observations in a state = 34.56 (46.02), median =
17.49 (IQR =42.69). The number of small strata range from 0 (0%) to 49 (96%). The average
number of small strata among health condition subgroups is 8.38 (SD = 15.49). The number of
observations found in each state in health condition subgroups are generally smaller than the
number of observations found in each state in the demographic subgroups. This suggests that
subgrouping by health condition is more likely to produce small strata, states with very few
observations, or information, about children with the health condition.
Combination of Condition and Demographics Subgroups
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Most of the data collected in the 2016 NSCH is binary or multinomial. The responses
that caregivers gave for their children were either yes or no, or a categorical response.
Researchers commonly use logistic models when describing relationships between predictors and
binary outcomes (Agresti, 2007). The predictor matrix for these logistic models may include
more than one variable, and the subgroups that are analyzed within the software to find the odds
ratios may be smaller than just a demographic subgroup or a health condition subgroup. The
Tables 9, 10, and 11 show the subgroups formed when the health conditions allergies, autism,
and intellectual disability are combined with demographics.
Allergies and Demographics Subgroups
The subgroups formed by allergies and demographics range in size from 102 to 8218,
mean = 2797.25 (SD = 2433.76), median = 2019 (IQR = 3916). Number of small strata range
from 0 to 33, mean = 2.5 (SD = 7.5), median = 0 (IQR = 1). The distribution is skewed left,
more than 75% percent of the subgroups have zero small strata. This means that less than 12
states had samples that included less than 3 children in the subgroups who both have allergies
and a particular demographic characteristic.
Autism and Demographics Subgroups
The subgroups formed by autism and demographics range in size from 13 to 1006, mean
= 281.71 (SD = 276.54), median = 184 (IQR = 25). Number of small strata range from 0 to 51,
mean = 21.46 (SD = 18.42), median = 18.5 (IQR = 34.5). 50 percent of the subgroups formed by
autism and demographics have more than 18 small strata, that is states with fewer than three
observations of children both had the health condition of autism and the demographic
characteristic in question. This suggests many states, more than 25, had fewer than three
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children who both had autism as a health condition and also shared a demographic characteristic
such as a particular type of insurance, or of a particular race, or lived in a certain type of family.
The chances that a state’s sample has sufficient children who (a) fit the demographic
characteristic of interest, and b) who also have autism spectrum disorder, to enable a researcher
to accurately estimate a parameter for is under 50%.
Intellectual Disability and Demographics Subgroups
The subgroups formed by Intellectual Disability and demographics range in size from 8
to 410, mean = 121.83 (SD = 109.21), median = 88.5 (IQR = 123). Number of small strata
range from 1 to 51, mean = 34.32 (SD = 16.41), median = 41.5 (IQR =24.5). All subgroups
formed by combining intellectual disability and demographics include small strata. The
distribution of small strata is skewed left, suggesting that most subgroups have more than 34
small strata and at least 50% have 41 small strata. The subgroups formed by a small health
conditions are very likely to include states that have fewer than three observations. The mean
number of small strata is 34, this suggests that on average 34 states have fewer than three
instances of children sampled who are both intellectually disabled and have a certain type of
insurance, a certain race, or chosen family type. The chance that a state had enough children
with both (a) intellectual disability and (b) a demographic characteristic of interest is below 20%.
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Table 7: Demographic Subgroups

Medical Home
No Medical Home
Female
Male
Income Groups
Poverty level 1
Poverty level 2
Poverty level 3
Poverty level 4
Insurance Groups
Insurance type 1

227970
222072
24479
25733

56 (0.5)
44(0.5)
49 (0.5)
51 (0.5)

Mean/State
(SD)
548.43 (106.23)
3(61.95)
479.98 (75.51)
504.57 (79.18)

4929
8003
15526
21754

10 (0.3)
16 (0.37)
31(0.46)
43(0.5)

96.65 (10.09)
156.92 (28.15)
304.43 (69.82)
426.55 (126.28)

44
90
121
163

130
238
473
711

0
0
0
0

9189

18(0.39)

180.18 (41.80)

73

0

Insurance type 2

36703

73(0.44)

719.67 (159.38)

362

Insurance type 3
Insurance type 4
Race/Ethnicity

1794
558

4 (0.19)
1 (0.1)

35.18 (12.21)
10.94 (3.72)

16
4

306
105
9
66
20

White+

35317

0.7 (0.4)

692.49 (211.38)

177

Black++
Hispanic+++
Other++++
Age Groups
Age 0-3
Age 4-7
Age 8-11
Age 12-14
Age 15-17
Parent Nativity

2871
5523
6501

0.06 (0.2)
11(0.31)
13(0.34)

56.29 (55.82)
108.29 (81.31)
127.47 (109.31)

9459
9583
10462
9206
11502

19 (0.39)
19 (0.39)
21 (0.41)
18 (0.39)
23 (0.42)

Both in US

38663

Any out US
Other
Family Structure
2 parents married

Subgroup

2 parents not married
Single mother
Other
*percent of total dataset

N

% (SD)*

319
276
306
332

Ma
x
811
549
672
679

% Small
(N)+
0
0
0
0

Min

0
0
0

2
18
39

108
3
249
398
796

0.02 (1)
0
0

185.47 (42.12)
187.9 (30.86)
205.14 (33.5)
180.51 (32.21)
225.53 (41.87)

112
122
131
113
149

329
264
290
242
313

0
0
0
0
0

77 (0.42)

758.1 (157.21)

473

8486
2453

17 (0.37)
5 (0.22)

166.39 (95.9)
48.1 (48.1)

31
22

36779

73 (0.44)

721.16 (146.11)

384

3226
6 (0.25)
63.25 (13.43)
42
5965
12 (0.32)
116.96 (17.08)
78
3393
7 (0.25)
66.53 (12.86)
37
+% and number states with <3 observations

112
7
413
76
104
4
104
152
92

0

0
0
0
0
0
0
0
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Table 7 continued: Demographic Subgroups
N

% (SD)*

Mean/State (SD)

Min

Max

% Small
(N)+

1487

3 (0.17)

29.16 (24.24)

1

107

0.06

3888

8 (0.27)

76.24 (58.56)

13

322

0

44460

9 (0.32)

871.76 (177.59)

392

1269

0

1096

2(0.15)

21.49(9.09)

3

40

0

6020
11027

1(0.32)
22(0.41)

118.04(23.04)
216.22(40.46)

70
77

180
296

0
0

30872

61(0.49)

605.33(142.75)

282

898

0

Subgroup
Language
Hispanic child,
non-English home
Hispanic child,
English home
non-Hispanic child
Parent Education
Less than high
school
High school
Some college,
technical
College degree,
more

*percent of total dataset

+% and number states with <3 observations

+White are children whose caregiver identified them as White, non-Hispanic
++Black are children whose caregiver identified than as Black, non-Hispanic
+++Hispanic are children whose caregiver identified as Hispanic
++++Other are children whose caregiver identified as non-Hispanic, not White, not Black
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Table 8: Health Conditions Subgroups
Subgroup

N

% (SD)*

Min

Max

%Small(N)+

22 (0.42)

Mean N /State
(SD)
219.51 (33.6)

Allergies

11195

144

293

0

ADHD

4252

8 (0.28)

83.37 (17.7)

39

118

0

Anxiety

3763

7 (0.26)

73.78 (23.77)

33

132

0

Arthritis

4030

8 (0.27)

79.02 (17.26)

43

122

0

Autism

1131

2 (0.15)

22.18 (6.53)

10

38

0

Behavior

3173

6 (0.24)

62.22 (10.96)

33

83

0

Blood

218

.4 (0.07)

4.27 (2.58)

1

12

22 (11)

Brain Injury

276

1 (0.07)

5.41 (2.45)

1

10

10 (5)

Cystic Fibrosis

27

.05 (0.02)

0.53 (0.81)

0

3

96 (49)

Diabetes

232

.5 (0.07)

4.55 (2.11)

1

10

16 (8)

Depression

1672

3 (0.18)

32.78 (10.85)

13

62

0

Develop Delay

2114

4 (0.20)

41.45 (8.08)

23

58

0

Down Syndrome

86

.2 (.0.4)

1.69 (1.42)

0

6

78 (40)

Genetic

1650

3 (0.03)

32.35 (8.07)

16

48

0

Headache

1517

3 (0.17)

29.75 (8.28)

8

50

0

Hearing

593

1 (0.11)

11.63 (3.08)

4

19

0

Heart

650

1 (0.11)

12.75 (4.02)

4

23

0

Learning

2959

6 (0.24)

58.02 (12.6)

34

95

0

Intellectual
Disability
Palsy

459

1 (0.10)

9 (2.93)

1

15

2 (1)

135

.3 (0.05)

2.65 (1.55)

0

7

45 (23)

Seizure

321

1 (0.08)

6.29 (2.53)

1

13

6 (3)

Speech

2070

4 (0.20)

40.59 (7.66)

22

56

0

Substance Abuse

67

.1 (0.04)

1.31 (1.27)

0

5

53 (43)

Tourette

106

.2 (0.05)

2.08 (1.64)

0

6

69 (35)

Vision

606

1 (0.11)

11.83 (4.07)

4

24

0

*percent of total dataset

+ % and number of strata with <3 observations
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Table 9: Allergies and Demographic Combination Subgroups
Subgroup

N

% (SD)*

Mean N/State

Min

Max

% Small(N)+

Allergies
&female
&male
&white
&black
&Hispanic
&other
&pov1
&pov2
&pov3
&pov4
&ins1
&ins2
&ins3
&ins4
&ins5
&age1
&age2
&age3
&age4
&age5
&famstruct1+
&famstruct2++
&famstruct3+++
&famstruct4++++
&prtnat1
&prtnat2
&prtnat3
&hislang1
&hislang2
&hislang3

11195
5147
6048
7878
784
1128
1405
1128
1700
3388
4979
2085
8218
455
102
305
1063
1953
2740
2427
3012
7976
693
1654
711
8970
1564
533
212
890
10013

22 (0.42)
1 (0.30)
12 (0.33)
16 (0.36)
2 (0.12)
2(0.15)
3 (0.16)
2 (0.15)
3 (0.18)
7 (0.25)
1 (0.30)
4 (0.20)
16 (0.37)
1 (0.09)
.2 (0.05)
1 (0.08)
2(0.14)
4 (0.19)
5(0.23)
5 (0.21)
6 (0.24)
17(0.37)
1(0.12)
3(0.18)
1(0.12)
18(0.38)
3(0.17)
4(0.20)
.4(0.06)
2(0.13)
2(0.04)

219.51 (33.62)
100.92 (17.98)
118.59 (20.49)
154.47 (46.44)
15.37 (16.69)
22.12 (19.02)
27.55 (20.16)
22.12 (7.72)
33.33 (7.50)
66.43 (14.20)
97.63 (29.43)
40.88 (13.37)
161.14 (34.44)
8.92 (4.05)
2 (1.48)
5.98 (3.03)
20.84 (5.80)
38.29 (8.38)
53.73 (10.93)
47.59 (9.65)
59.06 (13.08)
166.59(32.29)
13.79(3.89)
32.43(8.02)
13.94(4.29)
175.88(34.7)
30.67(18)
41.12(18.04)
4.16(5.24)
17.45(15.08)
196.33(40.02)

144
71
63
35
0
2
8
7
20
19
30
15
75
1
0
0
9
18
31
29
29
88
6
16
7
92
6
13
0
2
91

293
148
164
228
68
109
140
38
52
94
164
70
233
22
7
14
35
58
77
73
84
240
23
56
21
242
71
80
31
96
276

0
0
0
0
16% (8)
2% (1)
0
0
0
0
0
0
0
4% (2)
65% (33)
12% (6)
0
0
0
0
0
0
0
0
0
0
0
0
47% (24)
4% (2)
0

*percent of total dataset;

+ % and number of strata with <3 observations;

+famstruct 1 = two parents, currently married
++famstruct 2 = two parents, not currently married
+++famstruct3 = single mother
++++famstruct4 =other family type
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Table 10: Autism Spectrum Disorder and Demographic Subgroups
Subgroup

N

% (SD)

Mean N/State

Min

Max

% Small (N)+

Autism
&female
&male
&white
&black
&Hispanic
&other
&pov1
&pov2
&pov3
&pov4
&ins1
&ins2
&ins3
&ins4
&ins5
&age1
&age2
&age3
&age4
&age5
&famstruct1
&famstruct2
&famstruct3
&famstruct4
&prtnat1
&prtnat2
&prtnat3
&hislang1
&hislang2
&hislang3

1131
214
917
790
80
125
136
170
214
332
415
337
601
149
13
28
39
211
295
287
299
752
86
196
84
889
172
60
37
85
1006

2 (0.15)
0.4 (0.07)
2 (0.05)
2 (0.12)
0.2 (0.04)
0.2 (0.05)
0.3 (0.05)
0.3 (0.06)
0.4 (0.07)
1 (0.08)
1(0.09)
1(0.08)
1 (0.11)
0.3 (0.05)
0.03 (0.01)
0.06 (0.02)
0.007(0.03)
0.04 (0.06)
0.06 (0.08)
0.06(0.08)
0.06 (0.08)
1 (0.12)
0.2 (0.04)
0.4(0.06)
0.2 (0.04)
2 (0.13)
0.3 (0.06)
0.1 (0.03)
0.07 (0.03)
0.2 (0.04)
2 (0.01)

22.18 (6.53)
4.2(2.22)
17.98(5.62)
15.49 (5.80)
1.57 (2.15)
2.45 (2.08)
2.67 (1.93)
3.33 (1.94)
4.2 (2.17)
6.51(2.96)
8.14 (4.55)
6.61 (3.23)
11.78 (5.39)
2.92 (2.23)
0.25 (0.59)
0.55 (0.73)
0.76(0.84)
4.14 (2.20)
5.78 (2.74)
5.63 (2.70)
5.86 (2.84)
14.75 (4.74)
1.69 (1.54)
3.84 (2.44)
1.65 (1.25)
17.43 (5.43)
3.37 (2.44)
1.18 (1.13)
0.73 (1.02)
1.67 (1.41)
19.43 (6.45)

10
0
7
6
0
0
0
0
0
2
1
0
2
0
0
0
0
1
1
1
1
6
0
0
0
8
0
0
0
0
8

38
11
35
29
11
10
9
7
9
13
22
17
27
7
3
2
3
12
13
12
13
28
7
11
5
31
10
4
5
7
34

0
24 (12)
0
0
76 (39)
61 (31)
53 (27)
47 (24)
22 (11)
10 (5)
8 (4)
6 (3)
4 (2)
47 (24)
98 (50)
1 (51)
96 (49)
27 (14)
10 (38)
14 (7)
0.14 (7)
0
76 (39)
0.27 (14)
76 (39)
0
45 (23)
86 (44)
96 (49)
78 (40)
0

*percent of total dataset

+ % and number of strata with <3 observations

53

Table 11: Intellectual Disability and Demographic Subgroups
% Small (N)+

Subgroup

N

% (SD)

Mean N/State

Min

Max

Intellectual
Disability
&male
&white
&black
&Hispanic
&other
&pov1
&pov2
&pov3
&pov4
&ins1
&ins2
&ins3
&ins4
&ins5
&age1
&age2
&age3
&age4
&age5
&famstruct1
&famstruct2
&famstruct3
&famstruct4
&prtnat1
&prtnat2
&prtnat3
&hislang1
&hislang2
&hislang3

459

1 (0.10)

9 (2.93)

1

15

2 (1)

287
322
37
48
52
87
90
135
147
178
140
121
8
9
9
71
108
111
160
286
33
80
53
355
64
35
13
34
410

.5 (.08)
1(.8)
0.07(.03)
.09(0.03)
.1(0.03)
0.1(0.04)
0.1(0.04)
0.3(0.05)
0.3 0.05)
0.4 (.06)
0.3 (.05)
0.2(.05)
0.01(.01)
0.01(.01)
0.02(.01)
0.01(.04)
0.02(.05)
0.02(.05)
0.03(.06)
0.6 (0.08)
0.06(.03)
0.1(.04)
0.1(.03)
0.7 (.08)
0.1 (.04)
0.06(.03)
0.02(002)
0.06 (.03)
0.8 (.09)

5.63(2.13)
6.31(3.33)
0.73(1.04)
0.94(1.19)
1.02(1.19)
1.71(1.45)
1.76(1.37)
2.65(1.71)
2.88(1.66)
3.49(1.86)
2.75(1.75)
2.37(1.84)
0.16(0.42)
0.18(0.48)
0.18(0.43)
1.39(1.170
2.12(1.38)
2.18(1.41)
3.14(1.660
5.61(2.35)
0.65(0.80)
1.57(1.20)
1.04(1.23)
6.96 (2.69)
1.25(1.35)
0.69(0.97)
0.25 (0.59)
0.67(1.03)
8.04 (3.22)

1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
1
0
0
0
0
1

11
13
4
5
5
6
6
7
7
9
7
7
2
2
2
6
6
5
7
12
3
5
5
12
6
4
3
4
15

8(4)
14(7)
94(48)
90(46)
94(48)
73(37)
80(41)
47(24)
45(23)
31(16)
49(25)
57(29)
100(51)
100(51)
100(51)
88(45)
63(32)
65(33)
39(20)
12(6)
96(49)
82(42)
88(45)
2(1)
88(45)
94(48)
98(50)
92 (47)
2(1)

*percent of total dataset

+% and number of strata with <3 observations
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Subgroups Sizes Described for all Subgroups Formed from the 2016 NSCH in this Analysis
The distribution of all subgroup sizes had mean = 4876.57 (SD = 10029.42), median =
768 (IQR = 3911.5). The shape of the distribution was skewed right, shown in Figure 4. Its
shape suggests that it is not normally distributed. The distribution’s severe skew makes
observing the nuances in the majority of the data, located on the left side of the plot difficult.
Graphs that exclude the outliers were made to better understand the data, Figure 6.
Figure 5: Distribution of Subgroup Size

This plot includes all subgroups formed for this study from the 2016 NSCH. The subgroup sizes
formed included several large outliers. Many subgroups contained over 5,000 members.
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Figure 6: Distribution of Subgroup Size

Includes all subgroups formed that with size less than 1000. All subgroups formed included
some very large groups, the size of subgroups is restricted in this graph to indicate the shape of
the distribution for the majority of subgroup sizes.
Unweighted confidence interval length described for all subgroups and confidence
intervals formed in the analysis
The distribution of unweighted confidence interval lengths was centered at mean = 3.12
(SD = 18.81), median = 0.62 (IQR = 1.34). The range of the distribution of unweighted lengths
was 230.53 and the distribution was skewed right. The majority of the unweighted confidence
interval lengths are less than 3.62, my definition of a large confidence interval. Ten (7%)
unweighted confidence intervals are greater than 3.62, the outliers include the values 7 (autism &
Hispanic language 1), 9 (intellectual disability & Hispanic language 1), 24 (intellectual disability
& Hispanic), 38 (intellectual disability & Black), 230 (autism & insurance 5). These outliers
were produced by combination subgroups formed from autism and intellectual disabilities and
demographics. The following figure shows the distribution of unweighted confidence intervals.
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Figure 7: Distribution of Unweighted Confidence Interval Length for All Subgroups
Formed From the 2016 NSCH

Most confidence intervals appear to be near zero in this graph, but there are several very large
outliers.

The distribution of weighted confidence interval lengths was centered at mean = 14.28
(SD = 127.16), median = 1.21 (IQR = 3.01). The range of the distribution of unweighted lengths
was 1584 and the distribution was skewed right. 40 (29%) of the weighted confidence intervals
were greater than 3.62. There are 24 outliers on the left, from 6.26 to 1586.34. These include
16, 19, 35, 54, 83, 91, 1586. There were four subgroups in intellectual disability that could not
converge to an estimate for β1 and are not included in this analysis. This dataset had severe right
skew as shown in figures 10 and 11.
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Figure 8: Boxplot of Weighted Confidence Interval Length for All Subgroups Formed
From the 2016 NSCH

In this plot it is apparent that several subgroups produced very large outliers when the survey
weights were used prior to constructing confidence intervals.
Figure 9: Boxplot of Weighted Confidence Interval Lengths for All Subgroups Formed in
the 2016 NSCH

Outliers > 800 removed, changing the scale of the plot. This helps illustrate the distribution of
confidence interval lengths. About 50% of the lengths are near 0, but many are large.
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Bivariate relationship between subgroup size and confidence interval length for all
subgroups formed in the 2016 NSCH
The NSCH was formed into demographic subgroups, health condition subgroups, and
combinations formed by allergies and demographics, autism and demographics, and intellectual
disabilities and demographics. For each of the 153 subgroups (see tables 7, 8, 9, 10, 11) the
̂ ℎ𝑜𝑚𝑒 = 𝛽0 + β1*sex was run using R glm (link = logit, family = binomial)
model 𝑙𝑜𝑔𝑖𝑡 𝑚𝑒𝑑𝑖𝑐𝑎𝑙
without survey weights (R Studio Team, 2015). The 95% confidence interval length for β1 was
computed by subtracting the lower bound from the upper bound. Ordered pairs (subgroup size,
unweighted confidence interval length) were made for each subgroup and its associated
confidence interval length. The ordered pairs were plotted on a scatterplot.
The same models were built for all the same 153 subgroups using the survey weights in R
software, with the survey package function svyglm (link = logit, family = binomial). The 95%
confidence intervals for the odds ratio for the estimate of β1, the coefficient of sex, were
calculated and the length of the confidence intervals determined. Ordered pairs (subgroup size,
weighted confidence interval length) were recorded and plotted on a scatterplot.
Visual inspection of scatterplots of the subgroup size and confidence interval length
suggested (Figures 12 and 13) that their relationship was nonlinear in the general shape of the
function y = 1/xn. As the subgroup size increased the confidence interval length decreased. The
variance appeared to become unstable with subgroup sizes less than 300. Figures 12 and 13
show subgroup sizes 0 to 50,212 and 0 to 500. These illustrate that the length of unweighted
confidence intervals was stable for most subgroups that had a size greater than 200.
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Figure 10: Subgroup Size and Unweighted Confidence Interval Lengths, All Subgroups
Formed From the 2016 NSCH

Scatterplot of subgroup size for all subgroups formed from the 2016 NSCH. Shape appears to be
in the form y = 1/xn.
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Figure 11: Scatterplot of Subgroup Size vs. Unweighted Subgroup for All Subgroups
Formed From the 2016 NSCH

Domain restricted to subgroups sized < 500. A horizontal line is at Y = 3.62. This illustrates
that variance appears to be stable for larger subgroup sizes, and begins to destabilize as the
subgroup size decreased from 300. The shape of a potential model is y = 1/xn.

The relationship between weighted confidence interval length and subgroup size was had
a similar shape to the shape of the relationship between unweighted confidence interval length
and subgroup size, except the intervals are generally longer and the lengths appear to level out
after subgroup size is greater than 350 rather than 300. The instability in smaller subgroup sizes
is amplified and the outlying lengths are extreme, greater than 800.
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Figure 12: Scatterplot of Subgroup Size vs. Weighted Confidence Interval Length for All
Subgroups Formed in the 2016 NSCH,

Horizontal line at Y = 3.62. In this graph the lengths are greater than in the confidence intervals
produced by unweighted data. The extreme values are much greater than in the unweighted
ordered pairs.
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Figure 13: Scatterplot of Weighted Confidence Interval Length and Subgroup Size for All
Subgroups Formed in the 2016 NSCH

Domain restricted to subgroup sizes < 500, horizontal line at 3.62. The variance estimates
appear to be stable for subgroups greater than 350. As the subgroup size decreases, the estimates
have more variation about the line y = 3.62.
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Figure 14: Scatterplot of Subgroup Size vs. Weighted Confidence Interval Length, for All
Subgroups Formed From the 2016 NSCH

Range restricted to confidence intervals < 50, the domain restricted to subgroup size < 500,
horizontal line at 3.62. In this graph the instability of estimates produced by subgroup sizes
under 350 is more apparent. The very extreme outliers are removed to make the scale easier to
interpret.
Regression analysis for Confidence Intervals and Subgroup Size
To determine if there is were mathematical underpinnings for my conjecture that the
relationship appears to be of the form 1/xn, an exponential model was built, and then the
derivative of that model was studied. The process for modeling the following relationships is
outlined in Appendix C. The identified model is:
36059

f(Unweighted Confidence Interval) =

𝑒 10000
5927

𝑆𝑢𝑏𝑔𝑟𝑜𝑢𝑝 𝑆𝑖𝑧𝑒 10000

The derivative of this function is:

.

(4)
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-1

f (Unweighted Confidence Interval) =

−5927𝑒 10000
15927

.

(5)

10000𝑆𝑢𝑏𝑔𝑟𝑜𝑢𝑝 𝑆𝑖𝑧𝑒 10000

This function is continuously decreasing; however, the rate of decrease stabilizes as N
approaches 350. My second hypothesis is that the relationship between weighted confidence
interval length and subgroup size is also of the form 1/xn and that an exponential model could be
found to model it. The function for weighted confidence intervals is:
8477

f(Weighted Confidence Interval) =

𝑒 2000
5633

.

(6)

𝑆𝑢𝑏𝑔𝑟𝑜𝑢𝑝 𝑆𝑖𝑧𝑒 10000

The derivative of this function is
15633

-1

f (Weighted Confidence Interval) =

−5633𝑒 10000
15461

.

(7)

10000𝑆𝑢𝑏𝑔𝑟𝑜𝑢𝑝 𝑆𝑖𝑧𝑒 10000

Table 12 below shows that the predicted rate of change stabilizes around 350 in the unweighted
intervals and around 450 in the weighted confidence intervals. This supports the visual
interpretation of the scatterplots. Appendix B contains the modeling process supporting the two
models for the relationship between subgroup size and confidence interval lengths.
Table 12: Rate of Change Between Confidence Intervals and Subgroup Size
Unweighted Confidence Intervals
Subgroup size
Rate of change
150
-.007
200
-.004
250
-.003
300
-.002
350
-.001
400
-.001
450
-.001
500
-.001
550
-.001

Weighted Confidence Intervals
Subgroup size Rate of change
150
-0.015
200
-0.010
250
-0.007
300
-0.005
350
-0.004
400
-0.003
450
-0.002
500
-0.002
550
-0.002
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Combinations of Health Conditions and Demographics Estimated Using Weighted and
Stratified Data
Scatterplots of confidence interval length and subgroups from health conditions of
allergies combined with demographics, autism combined with demographics, and intellectual
disabilities combined with demographics (Figures 15, 16, and 17) suggested that the same
patterns found in the full set of subgroups held in those combination subgroups when examined
alone. For health conditions that are large, such as allergies, must of the confidence interval
lengths fall below the 3.62 measure, and the larger intervals are not extreme. For average sized
health conditions, such as autism, or very small health conditions, such as intellectual disability,
most combinations of health condition and demographics produced small subgroups and small
strata. When autism was combined with demographics and disaggregated by state the minimum
observations in a state was 0 and the maximum was 34. 43% of the confidence intervals found
in the combination autism and demographic subgroups were longer than 3.6 units.
Within in the subgroups formed by allergies and demographics the mean weighted
interval length was 1.4 (SD = 1.14), median = 1.08 (IQR = .81). 90% of the confidence interval
lengths are below 3.62, the entire set of lengths is below 6. Only eight subgroups contained states
that had fewer than 3 small strata.
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Figure 15: Confidence Interval Length vs. Subgroup Size Formed by Allergies Health
Condition Combined with Demographics

This graph shows that few subgroups formed by a large health condition combined with
demographics produced large confidence intervals. 95% are below 3.62, and the remaining large
intervals are not extreme as the ones found for smaller health conditions.
Figure 16: Weighted Confidence Interval Length vs. Subgroup Size in Subgroups Formed
by Autism Spectrum Disorder and Demographic Combinations

Range restricted to confidence interval length < 80, horizontal line at Y = 3.62. The combination
autism and demographic subgroups produced many confidence interval lengths greater than 3.62.
Removing the extreme outliers rescales the graph making the change from stable to unstable
variance estimates more apparent.

67

When the health condition subgroup was small, such as intellectual disability, then
combination subgroups were even smaller and produced a higher proportion of small strata.
When intellectual disability was combined with demographics and the resultant subgroups were
disaggregated by state the minimum number of observations in a state was zero and the
maximum number of observations in a state was 15. 60 % of the confidence intervals were over
3.62 in length, and four regressions could not converge, intellectual disability and insurance 5,
intellectual disability and insurance type 4, intellectual disability and age 1, intellectual disability
and Black.
Figure 17: Weighted Confidence Interval Length vs. Subgroup Size in Subgroups Formed
by Intellectual Disability and Demographic Combinations

Horizontal line at y = 3.62. This figure illustrates the almost all confidence intervals produced
by intellectual disability and demographics were at or above 3.62.
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Figure 18: Weighted Confidence Interval Length vs. Subgroup Size in Subgroups Formed
by Intellectual Disability and Demographic Combinations.

Confidence interval length restricted to intervals < 100, horizontal line at y = 3.62. In this figure
the extremely large confidence intervals are removed to producing a scale that allows the viewer
to investigate what subgroup sizes are likely to produce large intervals.

Relationships between small strata and confidence interval length, weighted data
Figures 17 and 18 are scatterplots of small strata vs. weighted confidence interval length.
The upward trend, more small strata associated with larger confidence intervals is apparent. The
distribution of small strata has an abundance of zero elements, but as small strata increase, even
to one small stratum, confidence interval lengths increase. Ordinary least squares, logarthmic,
Poisson and negative binomial regression did not produce acceptable models for this
relationship.
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Figure 19: Small Strata vs. Weighted Confidence Interval Length

Interval length restricted to under 800. This plot shows a trend that increasing small strata
produce larger confidence intervals, although the trend is not consistent. Subgroups with zero
small strata are less likely to produce large intervals.
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Figure 20: Distribution of Small Strata

Domain restricted to N less than 48. Removing the large confidence interval lengths changes the
scale, it is easier to observe the relationship between small strata and confidence interval length.
This pattern is difficult to summarize in a mathematical model.
Discussion
Primary Findings:
In this study many subgroups of the NSCH produced unstable variance estimates in
logistic regression with one predictor. Scatterplots and regression analysis of subgroup size and
confidence interval length suggested that their relationship could be summarized as:
confidence interval length = a constant/subgroup size n.
The models for unweighted and weighted confidence interval size were very similar, and when
the first derivative was taken the rate of change for weighted confidence interval length
stabilized for subgroups sized greater than 450. This suggested that in logistic models with only

71

one predictor using survey weights unstable variance may be expected for subgroups less than
size 450 in the 2016 NSCH. Inspection of the scatterplots suggested this was a conservative
estimate for judging what size of subgroup was likely to produce a larger than average
confidence interval length.
The subgroups formed from demographics alone were unlikely to produce unstable
variance estimates. The subgroups from health conditions, however, did produce unstable
variance estimates, particularly if the health condition was found in a small subset of children;
medium and small health conditions combined with demographics were very likely to produce
small strata which likely produced large confidence interval lengths. Estimates that are produced
using the entire data set are not likely to produce unstable variance estimates. Estimates that are
produced using large subgroups are also unlikely to produce unstable variance estimates;
however, if the data is subgrouped into relatively small subgroups, such as children with autism
or intellectual disability, the variance estimates are likely to be large.
The problem of small subgroups in health conditions combined with demographics is
especially apparent in subgroups that are formed from combining Black race, income level less
than 100% of Federal poverty level, children who do not speak English in the home, and public
insurance only with health conditions. When the information included in the survey for these
small groups is spread across the 51 states it becomes sparse and the estimates for the individual
states are not precise. This is a troubling finding because these vulnerable groups of children are
not well represented, but the results of research in this data set are often used to determine policy
to guide their health care (HRSA, 2018; Minnesota Department of Health, n.d.). Research
focused on children who have a health condition that is not prevalent in a large proportion of the
population and that is proposed to describe differences using predictors including race/ethnicity,
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poverty levels, insurance type, and/or language spoken in the home may produce findings that
are challenging to interpret because of the unstable variance in the combination of health
condition and demographic.
How can disability researchers use this information?
A researcher who is interested in studying health conditions may find that the condition
they are interested in is sparsely sampled in some states. They may also find that demographic
predictors associated with their model, in combination with the health condition, are also
sparsely sampled in some or many states. This may produce confidence intervals in logistic
regression that are large and challenging to interpret.
A researcher interested in analyzing data from the NSCH with respect to subgroups may
wish to determine the size of the subgroup of interest and examine the distribution of the
observations among the 51 strata in the survey prior to beginning the study. If the subgroup is
large, and if there are few or no small strata, the researcher is less likely to encounter large
variance estimates. If the subgroup is small, and if there are many small strata present, the
researcher might consider modifying the subgrouping scheme to reduce the possibility of inflated
variance in the analysis, or modifying the predictors included in the model to reduce the
possibility of inflated variance due to states with little information for those predictors.
Performing analysis on subgroups within the 2016 NSCH health appears to be advisable
if the subgroup has no, or few small strata, a condition often found in subgroups greater than
450. The model I used for this investigation had only one predictor. More complex models may
be more likely to produce unstable estimates with larger subgroup sizes. It might be useful to
investigate the impact of added predictors on a logistic model built with subgroups of the NSCH.
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What does this mean for policy makers who use these data to guide decision making?
The NSCH is used in many states to guide policy decisions. It is used as a baseline
estimate for (a) performance measures for federal and state Title V Maternal and Child Health,
(b) performance measure for Health Resources and Services Administration Maternal and Child
Health Bureau, (c) measures for Healthy People 2010/2010. This data, along with other data, is
also used for each state’s Title V five-year needs assessment (Minnesota Department of Health,
n.d.; Georgia Five Year Needs Assessment, 2015; HRSA, 2018). Analysis of the data collected
in the NSCH, and other national surveys, drives funding and evaluation of many important
programs in the states (Georgia Five Year Needs Assessment, 2015; HRSA, 2018). The lack of
observations among important subgroups within the states means that health care policy
decisions may be made with very little information and imprecise estimates, particularly when
considering demographic subgroups of children with particular health care needs. Policy makers
who base decisions on analysis of NSCH data might consider that some groups, for example
racial/ethnic minorities with developmental disabilities, or children with health conditions who
are also impoverished, or children who speak Spanish in the home, may not be sufficiently
sampled to have enough information in each state to make precise estimates about them. Policy
makers must use information available; this survey is one of the best sources of information
about children’s health in the U.S., yet for some groups the survey contains little information.
What could the designers of the NSCH do to reduce unstable variance estimates?
Designers of the NSCH might consider oversampling subgroups that are small such as
Black race, Hispanic speaking, and children in poverty. An example of a perplexing outcome in
the data is that the ratio of White to Black children in the survey is 12/1 (unweighted), but the
ratio of White children with intellectual disability to Black children with intellectual disability in
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the survey is 9/1 (unweighted). The subgroup of children with intellectual disability was small,
459, and most of the states sampled contained fewer than three observations for the subgroup of
Black and intellectual disability. There is limited information to make inferences about the
relationship between race/ethnicity and health conditions that less prevalent, such as intellectual
disability and autism using this survey. A researcher investigating disparities in identification of
children with developmental disabilities would have very little information to make inferences
from in this survey. This is concerning considering that they NSCH informs policy.
Further Investigation into subgroups and variance estimation
In this study I operationally defined large confidence interval and small strata. The
measure I proposed for large is based on average logistic variation, π2/3 (Aldrich & Nelson,
1984). The definition of small strata is based on analysis of the formulas used to estimate
variance and only includes very extreme examples of strata with little information to form
variance estimates. These definitions are borrowed from studies related to hierarchical linear
modeling (McNeish, 2016; McNeish & Stapleton, 2014; Raudenbush & Bryk, 2002) and would
benefit from further definition in logistic regression using complex survey data.
The mechanism behind the relationship between small strata and confidence interval
length was not satisfactorily modeled. The finding that sample size less than 450 produces
unstable variance estimates suggests that for a survey with 51 strata 450 observations are needed
to allocate enough information among the strata to make estimates. Considering that 450/51 ≈
9, perhaps the number 9 is a better marker for small. Small strata could be thought of as
categories: strata with 0, 1, 2, 3, 4, 5, 6, 7, 8, or 9 elements may contribute to unstable variance
estimates. How does the allocation of the observations among the strata effect the variance
estimate? Perhaps subgroup size below 450 reduces average strata size to below nine, and that
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drives instability. Another possibility is that the unstable variance is brought about if the
observations are not evenly distributed among the strata, leaving some strata with few
observations, or it is produced by the relationship among the observations in the strata. The
precision of an estimate in a stratified sample is dependent on the variance within the strata and
between the strata (Buskirk, 2014). This is an interesting area that might be explored more
formally via simulation studies investigating the effects of sparse cell counts and “true”
statistical relationships within a complex survey stratification scenario.
Multilevel modeling researchers have investigated the effects of small cluster sizes,
including small clusters defined as singletons, only one observation in a cluster, (Bell et. al.,
2010), five observations (Schunck, 2016), seven to 14 observations (McNeish and Stapleton,
2016) and concluded that if the total number of clusters is 50 or less, any “sparse” clusters will
increase probability of type 1 error in multilevel modeling and reduce power in linear regression
models. The strata in a complex survey are analogous to the clusters in hierarchical linear
modeling. My findings echo theirs, although in a logistic model, not an ordinary linear
regression. More research on the effects of cluster size on logistic models would be helpful in
predicting the behavior of variance in small strata (for complex surveys) or clusters (for
multilevel modeling).
The model I used to investigate variance estimates included only one predictor. Further
investigation of models with more predictors to determine how added predictors impact the
variance estimates would be help understanding the genesis of unstable variance.
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Strategies to reduce large variance estimates in the NSCH
Researchers might consider consolidating subgroups, either from similar domains or
similar regions, to create subgroups with enough information among the strata for inference (Rao
& Molina, 2015). The results from several years of survey data might be consolidated to create
subgroups that are larger enough for inference (Rao & Molina, 2015). Perhaps, if a researcher
were interested in studying a less prevalent health condition such as autism, the researcher could
combine the survey results from multiple years of NSCH data, especially as the survey is being
given more frequently starting in 2016.
Future Directions for Research
Small area estimation is a branch of statistics exploring methods to estimate parameters
of subgroups of data or small areas (Rao & Molina, 2015). The definition of a small area is any
area (subset) of a survey that has too few observations to directly estimate a parameter with
adequate precision (Rao & Molina, 2015). Rao suggests techniques to indirectly estimate a
parameter using information contained in similar areas in the same time period (domain),
information taken from the same area in different time period (time), or information from both
similar areas and different time periods (domain and time) (Rao & Molina, 2015). Using
information found in other strata that have enough observations to find an odds ratio would be an
example of indirectly estimating using information from similar domains.
Limitations
Despite its strengths, this study has a number of limitations. First, I divided the 2016
NSCH into subgroups by demographics, health conditions, and by combinations of three health
conditions and demographics to produce confidence interval lengths and subgroups sizes. There
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are many more ways to subgroup the NSCH. Inflated variance is not clearly predictable, and not
all subgroups produced an inflated variance estimate, even among relatively small subgroupings.
Including other subgrouping strategies might produce data that would be easier to interpret.
Future research might also seek to more formally simulate relationships to determine the effects
of small strata on error within a complex survey framework. This analysis is also limited by
using a one predictor logistic model to produce confidence intervals. This is not a realistic
reflection of typical models. A study that incorporated a more complex predictor matrix in the
logistic model would be useful for predicting confidence length as this is more typical of
published analyses. Finally, results of this study pertain only to the 2016 NSCH. The results I
have found may not transfer to other surveys that select several observations from a cluster, for
example an education setting that pulls several children from a classroom or a medical setting
with several patients drawn from a practice.
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Appendix A: Survey of Applied Software Dependent Studies

Author

Survey

Software

Method

Agnelli (2014)

National Survey of
Family Growth

SAS

Logistic models

Korn & Graubard
(1995)

National Health
Interview Survey

Sudaan

Means

Holbrook, Lumley,
& Gillen, (2017)

National Health and
Nutrition Examination
Survey

Translating AIC to
use in complex
survey setting

Prediction errors,
AIC

Skinner & Mason
(2012)

European Social Survey

Logistic modeling

West, Berglund, &
G. Heeringa (2008)

National Hospital
Ambulatory Care Survey

Variance methods
for combining
strata
Stata

Johnson & Elliott
(1998)

National Survey of
Families and Households

Comparing SPSS,
SAS, and Sudaan

Oyeyemi, Adewara,
Adeyemi, (2010)

Medical Expenditure
Panel Nigerian
Demographic and Health
Survey
National Health and
Nutrition Examination
Survey
National Medical
Expenditure Survey

SAS, SPSS, Stata

Variance estimates
in regression
models
Variance estimates
in regression
models

LaVange et. al.,
(1996)

National Health
Interview Survey and the
Longitudinal Study of
Aging

Sudaan

Logistic
regression, timeto-event analysis,
and repeated
measure analysis

Lee & Forthofer
(2006)

National Health and
Nutrition Examination
Survey

Sas Sudaan, Stata

Comparison of
estimates with
weighted and
unweighted
observations

Pan, Caudill, Li, &
Caldwell, (2014)
Cohen (1997)

SAS R

Comparing Stata,
Sudaan, WesVar

Proportions

Hypothesis testing
for median and
quantiles
Processing time
and ease of use
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Appendix B: Subgroups Formed
Demographic

Health
Condition

Allergies &
Demographic

Autism & Demographic

Medical Home
~ Medical Home
Female
Male
Income Groups
Poverty level 1
Poverty level 2
Poverty level 3
Poverty level 4
Insurance Groups
Insurance type 1
Insurance type 2
Insurance type 3

Allergies
ADHD
Anxiety
Arthritis
Autism
Behavior
Blood
Brain Injury
Cystic Fibrosis
Diabetes
Depression
Develop Delay
Down
Syndrome
Genetic
Headache
Hearing
Heart
Intellectual
Disiablity
Learning
Other Mental
Palsy
Seizure
Speech
Substance
Abuse
Tourette
Vision

&female
&male
&white
&black
&Hispanic
&other
&pov1
&pov2
&pov3
&pov4
&ins1
&ins2
&ins3

&female
&male
&white
&black
&Hispanic
&other
&pov1
&pov2
&pov3
&pov4
&ins1
&ins2
&ins3

Intellectual
Disability &
Demographic
&female
&male
&white
&black
&Hispanic
&other
&pov1
&pov2
&pov3
&pov4
&ins1
&ins2
&ins3

&ins4
&ins5
&age1
&age2
&age3

&ins4
&ins5
&age1
&age2
&age3

&ins4
&ins5
&age1
&age2
&age3

&age4
&age5
&famstruct1
&famstruct2
&famstruct3
&famstruct4

&age4
&age5
&famstruct1
&famstruct2
&famstruct3
&famstruct4

&age4
&age5
&famstruct1
&famstruct2
&famstruct3
&famstruct4

&prtnat1
&prtnat2
&prtnat3
&hislang1
&hislang2
&hislang3

&prtnat1
&prtnat2
&prtnat3
&hislang1
&hislang2
&hislang3

&prtnat1
&prtnat2
&prtnat3
&hislang1
&hislang2
&hislang3

Insurance type 4
Race/Ethnicity
White
Black
Hispanic
Other
Age Groups
Age 0-3
Age 4-7
Age 8-11
Age 12-14
Age 15-17
Parent Nativity
Both in US
Any out US
Other
Family Structure
2 parents married
2 parents not
married
Single mother
Other
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Demographic

Language
Hispanic child,
non-English
home
Hispanic child,
English home
non-Hispanic
child
Parent Education
Less than high
school
High school
Some college,
technical
College degree,
more

Health
Condition

Allergies &
Demographic

Autism & Demographic

Intellectual
Disability and
Demographic
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Appendix C: Model building for bivariate relationships
Unweighted Confidence Interval and Subgroup Size:
The following section outlines the model building and assessment supporting the findings
in the results section for relationships between subgroup size and confidence interval length. To
find model the natural logarithm of both subgroup size and unweighted confidence interval was
taken straightening the relationship for linear regression. When linear regression was performed
the slope coefficient was -.6481, the y intercept was 3.8896. This is equivalent to ln(unweighted
CI) = 3.8896 – 0.6481*ln(sum). When this equation was transformed it yielded unweighted CI
= e^(3.6059 – 0.5927*ln(sum)).The transformed data and model are shown in Figure 21. The
function simplified to:
36059

f(x) =

𝑒 10000
5927

𝑥 10000

Figure 21: Straightened Relationship between ln(Subgroup Size) and ln(Confidence Interval)

Regression line ln(unweighted CI) = 3.8896 – 0.6481*ln(sum). Gray band is the 95% confidence
interval for the fitted line.
Assessing the fit of the log/log model: R2 value = .84 suggested a strong linear
relationship. The standard error for residuals was .5355 and appeared to be approximately
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normally distributed in a normal plot. The Normal Q-Q plot (Figure 22) suggests that the
residuals from the prediction equation were normally distributed in the midrange of the
distribution, however they were not normal in the extremes of the distribution. The model
tended to overestimate confidence interval length for larger subgroups and under estimate for
very small subgroups. A plot of residuals vs. subgroup size ( Figures 23 and 24) showed that the
model over estimated confidence intervals for large subgroups, but the estimates for small
subgroups were both over and under estimated, suggesting a normal distribution of residuals for
small subgroups. The strong linear relationship suggested by R2 and the mostly normal
distribution of residuals suggested that this model is appropriate for this data. The
overestimation for large subgroups is not as critical to this work as the investigation is focused
on small subgroups.
Figure 22: Normal Q-Q Plot of residuals for ln(unweighted CI) = 3.8896 – 0.6481*ln(sum).
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Residuals fit a normal distribution in though the midrange, but there are a few outliers. The
model underestimates for small subgroups and overestimates for large subgroups.
Figure 23: Normal Plot of Residuals for Model ln(unweighted CI) = 3.8896 –
0.6481*ln(sum).

Residuals appear to be approximately normally distributed, there are outliers beyond 3 standard
above the mean, suggesting that at least one outlier that does not fit the pattern for a normal
distribution.
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Figure 24: Plot of SubgroupSsize vs. Residuals for Model ln(unweighted CI) = 3.8896 –
0.6481*ln(sum).

This plot shows that the model overestimates confidence intervals for large subgroups. The
estimates are equally distributed about zero for smaller subgroups.
Relationship Between Weighted Confidence Interval Length and Subgroup Size
The second relationship described was subgroup size and weighted confidence interval
length. Figures 25 and 26 show the distribution of weighted confidence interval lengths with and
without the outlier of 1584. Omitting the extreme outlier of 1584, the mean of weighted
confidence interval lengths is 4.14 (SD = 11.19), median is 1.2 (IQR = 2.95). The range of
values is from 0.06 to 91.02. Comparing both weighted and unweighted intervals with the large
outlier removed the weighted confidence intervals were generally greater than unweighted
intervals. The weighted interval mean = 4.14 is approximately twice the unweighted mean of
1.65, the max of 91.02 is twice the unweighted max of 37.69, the median, .6 of unweighted is
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half the median of weighted, 1.2. The increase in confidence interval length was expected
because the weighted variance includes added error for the lack of independence and for the
unequal sample ratios, which contribute to the survey weights, across the observations.
Figure 25: Distribution of Weighted Confidence Interval Length

The extreme outlier compressed the rest of the data making this plot hard to interpret.
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Figure 26: Distribution of Weighted Confidence Interval Length with (13, 1584) removed.

Removing the outlier helps to show the distribution of the weighted confidence interval lengths.
Visual inspection of scatterplots of the subgroup size and confidence interval length
suggested (Figures 27, 28, 29) that their relationship was nonlinear in the general shape of the
function y = a/bxn, where a and b are constants, although this relationship was not as clear as in
the unweighted confidence interval length vs. subgroup size plots. As the subgroup size
increased the confidence interval length decreased. The variance appeared to become unstable
with subgroup sizes less than 300. The following three scatterplots show (a) subgroup sized 0 to
50,212, (b) the distribution with only the one large outlier removed, and (c) subgroups sized 0 to
500. These illustrate that the variance is stable for most subgroups that have a size greater than
300.
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Figure 27: Subgroup Size vs. Weighted Confidence Interval Length, All Subgroups
Studied

The shape of the relationship appears to be y = 1/xn
Figure 28: Weighted Confidence Intervals with (13, 1854) Removed

The shape of the relationship appears to be y = 1/xn. The variation in confidence interval length
is more apparent in this plot.
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Figure 29: Scatterplot of Subgroup Size vs. Unweighted Confidence Interval Length

Subgroup size restricted to < 500 and the ordered pair (13, 1584) removed. A horizontal line is
at Y = 2. The smaller scale in this plot makes the transition from stable estimates to large
estimates more apparent.
In these scatterplots it appeared that confidence interval lengths were stable for most
subgroups. The confidence interval lengths appear to be near or below 3.62 for subgroup sizes
that were over 350. As the subgroup sizes approached 300 the confidence interval lengths
became larger and less predictable. Weighted confidence intervals are generally larger and do
not fit the curve of 1/xn as well as unweighted confidence intervals. Weighted confidence
intervals seemed to become unstable in subgroups less than 300 compared to the unweighted
confidence intervals that seemed to become unstable in subgroups less than 200.
Regression Analysis for Unweighted Confidence Interval and Subgroup Size
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Both subgroup size and weighted confidence interval were transformed by natural
logarithm to straighten the relationship for linear regression. When linear regression was
performed the slope coefficient was -0.5461, the y intercept was 4.1149. This is equivalent to
ln(unweighted CI) = 4.1149 – 0.5461*ln(sum). The transformed data and the model are shown
in Figure 30. When this equation was transformed it yielded unweighted CI = e^(4.1149 –
0.5461*ln(sum)). The simplified function was:
41149

f(x) =

𝑒 10000
5461

𝑥 10000

Figure 30: Plot of ln(Subgroup Size) vs. ln(Weighted Confidence Interval)

Regression line is ln(unweighted CI) = 4.1149 – 0.5461*ln(sum). Gray band is the 95%
confidence interval for the fitted line.
Assessing the fit of the log/log model: R2 value = .62 suggested a moderate linear
relationship. The standard error for residuals was .87 and appeared to be approximately
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normally distributed in a normal plot. The Normal Q-Q plot (Figure 31) suggested that the
residuals from the prediction equation were normally distributed in the midrange of the
distribution, however they were not normal in the extremes of the distribution (Figure 32). The
model tended to overestimate confidence interval lengths for larger subgroups and underestimate
for small subgroups A plot of residuals vs. subgroup size showed that the model overestimates
confidence intervals for large subgroups, but the estimates for small subgroups are both over and
under estimated, suggesting a normal distribution of residuals for small subgroups. The strong
linear relationship suggested by R2 and the mostly normal distribution of residuals suggested that
this model was appropriate for this data. The overestimation for large subgroups is not as
critical to this work as the investigation of behavior in small subgroups.
Figure 31: Normal Q-Q Plot of Residuals for ln(unweighted CI) = 4.1149 – 0.5461*ln(sum).
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Figure 32: Normal Plot of Residuals for Model ln(unweighted CI) = 4.1149 –
0.5461*ln(sum).

This normal plot shows residuals more than 3 standard deviations away from the mean of zero.
These are the residuals that correspond to the extremely large outliers observed in the weighted
confidence interval lengths. There are no residuals less than -2 standard deviations from zero,
suggesting that this model is less likely to underestimate confidence interval length.
Figure 32: Plot of Subgroup Size vs. Residuals for Model ln(weighted CI) = 4.1149 –
0.5461*ln(sum).

As the subgroup size increases past 10,000 the model overestimates the confidence interval
length. For subgroups sized under 10,000 the model has a mix of over and under estimation
which suggests normally distributed residuals in that part of the domain.

