Introduction
As a useful tool in functional data analysis, functional regression has gained increasing attention in recent years. Much effort has been made for linear regression models with functional predictors, such as Ramsay and Dalzell (1991) , Cardot et al. (1999 ), Brown et al. (2001 , Ratcliffe et al. (2002) , Reiss and Ogden (2007) , Goldsmith et al. (2012) and Delaigle et al. (2012) for linear scalar-on-function regression models, and Ramsay and Silverman (2005) , Yao et al. (2005) , Ivanescu et al. (2014) , Meyer et al. (2015) , Chiou et al. (2016) , Luo and Qi (2017) and Luo et al. (2016) for linear function-on-function regression. There have also been numerous studies on nonlinear scalar-on-function regression models. For the functional version of the single-index model (Stoker, 1986) :
X(s)β(s)ds ) + ε, the coefficient function β(·) and the unspecified function h(·)
are typically estimated in an iterative way (Ait-Saïdi et al., 2008; Ferraty et al., 2011) .
The single-index model has been extended to multiple-index model (James and Silverman, 2005; Chen et al., 2011; Ferraty et al., 2013) with multiple linear functionals of the single predictor: Müller et al. (2013) and McLean et al. (2014) proposed the continuously additive model y = µ + ∫ I F (X(s), s)ds + ε, where
is a smooth function estimated by penalized tensor product B-splines.
When both response and predictors are functions, to study their nonlinear relation-ship, we consider the following nonlinear function-on-function additive regression model, (x, s, t) is linear with respect to x, (2.1) is the usual linear function-on-function model. Model (2.1) has been explored by Scheipl et al. (2015) as an extension of a general frame work for functional additive mixed model. Scheipl et al. (2015) estimates the model with p = 1 by expanding the nonlinear function F (x, s, t) (the subscript is omitted) using the tensor product of the basis for x, s and t. As F (x, s, t) is trivariate, the number of the tensor product basis functions will be large even if the numbers of marginal basis functions are small. Scheipl et al. (2015) estimates the coefficients of all the tensor product basis functions simultaneously, which imposes heavy computational loads and may affect the estimation and prediction accuracy.
In this paper, we provide a novel approach to fit model (2.1). To briefly introduce our idea, we consider the model with one functional predictor: Y (t) = µ(t) + ∫ 1 0
F (X(s), s, t)ds + ε(t).
We identify the best expansion ∑ ∞ k=1 G k (x, s)ϕ k (t) of the non-linear function F (x, s, t) in terms of prediction among all possible expansions of the form
, where H k (x, s)'s and φ k (t)'s are arbitrary functions. Aiming to estimate this best expansion which has the minimum prediction error, our approach has good prediction accuracy. To estimate ∑ ∞ k=1 G k (x, s)ϕ k (t), we first estimate G k (x, s)'s sequentially by solving a penalized generalized functional eigenvalue problem. With the estimated G k (x, s)'s, we transform the original model to a linear function-on-scalar regression model with scalar predictors, where µ(t) and ϕ k (t)'s are the coefficient functions.
Then we estimate µ(t) and ϕ k (t)'s separately using a penalized least squares method. Our method breaks down the problem of estimating the trivariate function F (x, s, t) to the problems of sequentially estimating the bivariate functions G k (x, s) and separately estimating the univariate functions µ(t), ϕ k (t)'s, which greatly improves the computational efficiency and can be easily extended to the model with multiple functional predictors.
The rest of the paper is organized as follows. We introduce our approach for one functional predictor in Sections 3 and extend it to multiple functional predictors in Section 4. In Sections 5 and 6, we perform simulation studies and a real data analysis, respectively.
We conclude this paper with a discussion in Section 7. We provide additional figures and tables, technical details and proofs in the online supplementary materials.
Nonlinear regression with one functional predictor
To simplify notation and ease understanding, we introduce our method for model (2.1) with p = 1 in this section and extend it to p > 1 in Section 4. When p = 1, the model is
where X(s) and ε(t) are independent. Without loss of generality, we assume
is a random function with zero mean and is crucial for predicting Y (t). (x, s, t) , the distribution of Y (t) is completely determined by equation (3.2) and the distribution of X(s) and ε(t). However, the function F (x, s, t) may be unidentifiable. There may exist a function F (x, s, t) ̸ = F (x, s, t) which satisfies both (3.3) and
Decomposition induced by signal compression (DISC)
Based on the distribution of X(s) and Y (t), or their random samples, we cannot differentiate F (x, s, t) from F (x, s, t). Let 
t).
We now provide the explicit expression and an optimal prediction property of the specific function in F that we will estimate. We consider the model (3.2) in population level in this section and provide our estimation method in Sections 3.2 and 3.3. Consider
, where ϕ k (t)'s are orthogonal (scaled) eigenfunctions of the covariance function of S(t) corresponding to the eigenvalues
uncorrelated and have mean 0 and variance 1. For any function G(x, s) of (x, s), let 5) which maps G(x, s) to a random variable with mean zero. Define
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Decomposition induced by signal compression (DISC)
Noting that
, which, together with (3.6), leads to
, which we call as the decomposition induced by the signal compression (Luo and Qi, 2017) . By (3.7), F (DISC) (x, s, t) leads to the same model as the true function F (x, s, t). We will estimate the signal function and make prediction by estimating F (DISC) (x, s, t) . In practice, we only need to estimate the first few terms in F (DISC) . The following theorem shows that the partial sum
for any K ≥ 1, has the minimum prediction error among all expansions of the form Scheipl et al. (2015) by K 3 tensor product basis functions, where Ψ i (x)'s, Φ j (s)'s and φ k (t)'s are arbitrary marginal basis functions for x, s and t, respectively, has this form with
) be a new observation with the same distribution as (X(s), Y (t)). For any K ≥ 1, the mean squared prediction error for the partial sum
= min 
Moreover, under Condition 1 in Section 3.4 of asymptotic theory, we have (3.9) where 0 < C 1 < C 2 are two constants not depending on K.
The prediction error of
noise function is independent of the predictor function and is completely unpredictable only based on predictor curves. So the prediction error due to the noise function cannot be reduced. The part, ∑ ∞ k=K+1 σ 2 k , in the prediction error is related to the bias caused by the truncation of
after the first K terms. We can reduce this truncation bias by adding more terms in the partial sum. However, in practice, we have to estimate G k (x, s) and ϕ k (t), which leads to additional prediction error. The prediction error due to estimation will increase with more terms added into the partial sum. A trade-off between the error due to truncation and the error due to estimation is a balance between bias and variance, and can be achieved by an appropriate choice of K, which will be called the number of components in the following.
Our estimation procedure consists of two steps. We first sequentially estimate G 1 (x, s),
, based on the following theorem, which characterizes these functions as the eigenfunctions of a generalized eigenvalue problem. Then we separately estimate µ(t),
, by penalized least squares. For any G(x, s) and G(x, s), we define 10) where r(·) is the function defined in (3.5). Σ(G, G) is the covariance of r(G) and r( G).
Theorem 2. G k (x, s)'s are the solutions to the following generalized eigenvalue problem,
where the maximum is taken over all possible G(x, s) satisfying that
G(X(s), s)ds has
a finite second moment. Moreover, the maximum value of (3.11) is σ 2 k .
(3.6) implies that r(G k )'s are uncorrelated random variables with means zero and vari-
for any k ′ ̸ = k, which leads to the constraints in (3.11). To interpret the problem (3.11),
we first consider k = 1. Since G 1 (x, s) is the first generalized eigenfunction of the problem (3.11), it maximizes the following Rayleigh quotient,
Solving (3.11) is equivalent to finding a function G(x, s) to maximize the integral of the squared correlation between S(t) and r(G) multiplied by the variance of S(t).
When
Estimation of
denote n independent observations from the model (3.2). Then we have
where ε l (t) denotes the l-th noise function. For any function G(x, s), we define
samples of r(G), and r(G) is their sample mean. Given any functions G(x, s) and G(x, s), we estimate Λ(G, G) and Σ(G, G) by
dt, (3.14)
} ds can be calculated from sample curves,
To impose the smoothness penalty, we introduce some
and ∥G∥ L 2 denote the usual L 2 inner product and L 2 norm, respectively. Let
Estimation of G k (x, s)
denote the Sobolev inner product and the Sobolev norm, respectively, where ∂ xx G, ∂ xs G and ∂ ss G are the second order partial derivatives. Our estimate
obtained sequentially by solving the following penalized optimization problem,
is the smoothness penalty imposed on G(x, s).
Because the penalty is imposed into the denominator of the objective function in (3.15), to maximize this objective function, the solutions
especially for a large tuning parameter λ. Therefore, the proposed penalty encourages the smoothness of the estimated functions.
In practice, we use the tensor product B-spline basis functions to expand G(x, s) and express (3.15) as an optimization problem of the expansion coefficients. Without loss of generality, we suppose that the sample predictor curves, X l (s), 1 ≤ l ≤ n, have been scaled such that their values are between 0 and 1. Let
the vector of tensor product basis functions in the two dimensional region
In this paper, we assume that the sample predictor curves X l (s), 1 ≤ l ≤ n, are densely observed in a common grid 0 = s 1 < · · · < s Nx = 1, and the sample response
where N x and N y are the number of observation points. For any continuous functions 
Similarly, the first term in the denominator of the objective function in (4.23) can be expressed as 
The optimization problem (3.15) can be expressed as the following eigenvalue problem for the coefficient vector z, (3.17) where
Estimation of µ(t) and ϕ k (t)
With estimates
transformation of the model (3.12). Since X 1 (s), . . . , X n (s) have the same distribution as X(s), by (3.7), we have
for all 1 ≤ l ≤ n, where r l (·) is defined in (3.13) and we use E
Then the nonlinear function-on-function additive model (3.12) can be transformed to a linear function-on-scalar regression model:
where R k 's can be viewed as new scalar predictors and ϕ k (t)'s are the corresponding coefficient functions. R k is not observed, but can be estimated by
Thus, to estimate µ(t), ϕ 1 (t), . . . , ϕ K (t), we regress Y(t) on 1 n , R 1 , . . . , R K using the penalized least squares method in Ramsay and Silverman (2005) , which solves (3.18) and the minimum is taken over all possible functions v 0 (t) and v k (t)'s with squareintegrable second derivatives in [a, b] . The details for solving (3.18) is provided in Section S.3.1 of supplementary material. The estimates µ(t) and ϕ k (t)'s of µ(t) and ϕ k (t)'s are the solution to (3.18).
Given a new functional predictor X new (s) (which has been scaled in the same way as X l (s)'s), the response function is predicted by (3.19) where 
The theoretical choices of the number K of components and the tuning parameters λ and κ are provided in Section 3.4. Their choices in practice are given in Section S.3.2 of the supplementary material.
Asymptotic Theory

. We will provide a convergence rate of the estimation errors 
where D 1 and D 2 are constants which depend on ϵ, C λ , C κ , m and δ, but not on n.
The inequalities in (3.21) show that a lower bound of the prediction error is E [ ∥ε∥
which is due to the noise function. As n → 0, the prediction error converges to the lower
with the same rate as that of the estimation error in (3.20). In our method, we do not make specific assumptions on the correlation structure of the error function ϵ(t). In Theorem 3, we only require that E[∥ε∥
structures of the within-function correlation Corr(ε(t), ε(t ′ )) are allowed for t ̸ = t ′ and the variance Var(ε(t)) can vary with t, which is one aspect of the flexibility of our method.
Nonlinear regression with multiple functional predictors
We extend the method in Section 3 to the model (2.1) with multiple functional predictors.
Without loss of generality, we assume that
, s, t)ds be the signal function with KL ex-
, where the random variables r k 's are uncorrelated with zero mean and unit variance, and ∥ϕ k ∥ L 2 = σ k . Let X(s) = (X 1 (s), . . . , X p (s)) be the vector of p functional predictors (in population level). As an analogue to G k (x, s) when p = 1, we
samples. Similar to the approach in Section 3.2, for any G(x, s) = (G 1 (x 1 , s) 
Simulation studies
We evaluate the predictive performance of the proposed method by three sets of simulation studies. In the first study, there is only one functional predictor and we consider both linear (in x) and nonlinear forms of F (x, s, t). When F (x, s, t) is linear in x, we compare our method (denoted by SigComp.nonlinear) with the nonlinear method in Scheipl et al. (2015) which is based on simultaneous basis expansion on x, s, and t (denoted by pffr.nonlinear), and three methods for linear function-on-function regression models: the linear regression based on signal compression (SigComp.linear) in Luo and Qi (2017) , the penalized function-on-function regression (pffr) in Ivanescu et al. (2014) and the pffr with eigenbasis (pffr.pc) in Scheipl et al. (2015) . When F (x, s, t) is nonlinear, the three linear methods serve as benchmarks. In the last two studies, we consider multiple functional predictors.
To solve the optimization problems (3.15) and (4.23), we use 30 cubic spline basis (1). µ(t) = 3(t + 1) 2 , F (x, s, t) = 3x{s sin(6πt) + 3 cos(πst 2 )},
The case of single functional predictor
(2). µ(t) = sin(πt), F (x, s, t) = 27 cos{(x + s 2 ) √ t}, (3). µ(t) = log(1 + t), F (x, s, t) = 32(xs + t) 1 + (x 2 + s 2 )e −t , (4). µ(t) = e −t , F (x, s, t) = 12 log{1 + 5x 2 se t + 3e −(x+s) cos 2 (t)}.
The first F (x, s, t) is linear in x and leads to a linear function-on-function model. The other three F (x, s, t)'s are fully nonlinear functions for all arguments x, s, t. The noise function ε(t) is generated from a Gaussian process with covariance function
where σ 2 is the variance of ε(t), and ρ controls the correlation between ε(t 1 ) and ε(t 2 ), 0 ≤ t 1 ̸ = t 2 ≤ 1. We consider two noise levels σ 2 = 0.1, 10 and two correlation levels ρ = 0, 0.7. When σ 2 = 10, the signal to noise ratio is about one for all four models. The sample curves of X(s) and Y (t) are plotted in 
, and the mean squared model estimation error (MSME) MSME = 1 500
where t m , 1 ≤ m ≤ 100, are 100 equally spaced observation points for Y (t).
We report the averages and standard deviations of the MSMEs and MSPEs in 100 iterations in Tables 1 and 2 F (x, s, t) is nonlinear with respect to x as in Models 2 ∼ 4, it is not surprising that the three linear methods have much larger mean MSPE and MSME than the nonlinear methods. Our method is not very sensitive to the form of the function F (x, s, t) and has the smallest mean MSPE and MSME in all settings of Models 2 ∼ 4, except in the setting of σ 2 = 10 and ρ = 0 for Model 2, where pffr.nonlin is slightly better than
SigComp.nonlinear. A larger noise level or a stronger within-function correlation in ε(t)
leads to larger MSPEs and MSMEs of our method for all the four models.
We also compare the estimated function F (x, s, t) of the function F (x, s, t) for different methods. Due to the identifiability problem of F (x, s, t) and other technical issues, we provide the details of calculating the estimation error for F (x, s, t) and present the results in Section S4 of the supplementary material.
We summarize the numbers of selected components and running time (in seconds) in Table S .1, and draw the boxplots of selected tuning parameters λ and κ by our method in Figures S.3∼S.6 in supplementary material. For all the four models, with the increase of the noise level and correlation in ε(t), our method tends to choose larger λ and κ.
The case of multiple functional predictors
To model the correlation between functional predictors, let V j (s), 1 ≤ j ≤ p, be identical and independent Gaussian processes with covariance function Σ X (s,
where γ = 1.5 or 2. The corresponding Gaussian process with γ = 2 has smoother sample curves than those with γ = 1.5. Let S be a p × p matrix with diagonal entries equal to 1 and off-diagonal entries equal to ρ curve ∈ (0, 1) which controls the correlation between functional predictors. We decompose S = ∆∆ ⊤ , where ∆ is a p × p matrix. Then the predictor curves are obtained by (
Given any s, (X 1 (s), X 2 (s), · · · , X p (s)) has a multivariate normal distribution with covariance matrix S. Moreover, each X j (s) is a Gaussian process with covariance function
. We consider two correlation levels: ρ curve = 0 and 0.7. Because the function for pffr.nonlinear in the R package refund does not provide the options for multiple functional predictors, we only include the method SigComp.linear as a benchmark. We conduct two Simulation 2: We consider p = 3 and take
Simulation 3: We consider p = 6 and take nonlinear functions:
The noise functions ε(t) in both simulations are the same as in Simulation 1, with σ 2 = 0.1 or 10, ρ = 0 or 0.7. The signal to noise ratio is about one when σ 2 = 10. We report the MSPEs in Table 3 . It is unsurprising that the linear method fails in both simulations. The increase of σ 2 or ρ leads to the increase of MSPE of SigComp.nonlinear. For Simulation 2, the correlation between functional predictors ρ curve has little effect on MSPE. For Simulation 3, the correlation between functional predictors slightly decreases the MSPE, and smaller prediction errors are observed for less smooth functional predictors (γ = 1.5).
We summarize the numbers of selected components K and running time in Table S.2 in supplementary material. The means of K are almost the same for all settings in Simulation 2 except the case of σ 2 = 10 and ρ = 0.7, where more components are chosen.
For Simulation 3, more components are also chosen for σ 2 = 10 and ρ = 0.7. (Meyer et al., 2015) : we pool all the pairs of hourly concentration values of NO 2 and NO x , and calculate the correlation coefficient using all the pairs with the concentration value of NO 2 less than 7 and the correlation coefficient using all the pairs with the concentration value of NO 2 greater than or equal to 7, respectively. The two correlation coefficients are -0.49 and -0.26, respectively, implying a great change of the correlation between NO 2 and NO x with the increase of concentration level of NO x .
Discussion
We consider an additive nonlinear function-on-function regression model with multiple functional predictors. The unspecified forms of the nonlinear functions offer great flexibility to model various relationships between the functional response and predictors.
Without identifiable assumption, we introduce specific nonlinear functions which lead to the same model as the true model and possess a minimum prediction error property. We focus on estimating these specific nonlinear functions, which leads to high accuracy in estimating the signal function and predicting the response function.
Our two-step estimation procedure consists of a penalized functional generalized eigen-value problem and a penalized least squares procedure. Our approach breaks down the estimation of the trivariate nonlinear functions into problems of estimating bivariate functions and univariate functions separately, which considerably reduces computational costs in each step and allows multiple predictor curves. This generalizes the signal compression method in Luo and Qi (2017) from linear function-on-function regression to nonlinear function-on-function regression.
As mentioned by a referee, an important issue is to test whether there is a significant nonlinear relationship between the response curve and the predictor curves, which is not studied in the literature and deserves investigation.
Supplementary Materials
The supplementary material includes additional figures, tables and proofs.
