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Resumen
La ecuacio´n de Schro¨dinger independiente del tiempo predice que las funciones de onda
pueden tener la forma de ondas estacionarias, denominados estados estacionarios (tambie´n
llamados “orbitales”, como en los orbitales ato´micos o los orbitales moleculares). A partir
de los estados estacionarios es posible encontrar los estados dependientes del tiempo de
un sistema f´ısico. La ecuacio´n de Schro¨dinger independiente del tiempo es la ecuacio´n que
describe los estados estacionarios.
En una gran variedad de situaciones f´ısicas, por ejemplo cuando se quiere conocer
la funcio´n de onda espacial, la ecuacio´n de Schro¨dinger es una ecuacio´n diferencial en
derivadas parciales de segundo orden
Eψ(r) =
[−h¯2
2µ
∇2 + V (r)
]
ψ(r)
la cual, a su vez es una ecuacio´n de autofunciones y autovalores, donde las autofuncio-
nes son los estados estacionarios de la ecuacio´n y los autovalores son las energ´ıas asociadas
a cada autofuncio´n.
Las ecuaciones diferenciales de segundo orden son complejas de resolver ya que no
existe una forma anal´ıtica para la solucio´n de una ecuacio´n arbitraria, es por eso que en la
mayor´ıa de los casos se buscan soluciones aproximadas. Uno de los me´todos usados para
resolver la ecuacio´n de Schro¨dinger independiente del tiempo es el me´todo variacional
de Rayleigh-Ritz. Este me´todo consiste en escribir una representacio´n matricial de la
ecuacio´n diferencial, a partir de un conjunto de funciones, y luego calcular los autovalores
y autovectores de dicha matriz.
En este trabajo se recibio´ una implementacio´n del me´todo variacional de Rayleigh-
Ritz, en el que se usaba el conjunto de funciones conocido como B-splines, el cual se
optimizo´ utilizando estructuras de datos y modificaciones algor´ıtmicas ma´s eficientes.
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Cap´ıtulo 1
Introduccio´n
Para el desarrollo del trabajo que presentamos en este informe, es necesario estudiar
y comprender varias herramientas y te´cnicas que usaremos a lo largo del proyecto. A
continuacio´n presentamos un resumen de los temas que abordaremos.
1.1. Motivacio´n
En la gran mayor´ıa de los problemas de meca´nica cua´ntica no es posible encontrar
una solucio´n anal´ıtica a la ecuacio´n de Schro¨dinger por lo que se buscan soluciones apro-
ximadas en forma nume´rica. En un gran nu´mero de problemas, para obtener una buena
aproximacio´n de la solucio´n real es necesario recurrir a taman˜os de matrices grandes. Por
lo que el co´mputo y memoria de las mismas se hace cada vez ma´s lento y pesado, siendo
de suma importancia tener un software lo ma´s eficiente en tiempo y espacio para dicho
ca´lculo.
1.2. Objetivos del trabajo
El objetivo del trabajo es mejorar una implementacio´n existente del me´todo variacional
de Rayleigh-Ritz. La mejora es en cuanto a eficiencia de tiempo y memoria del ca´lculo
del sistema. Estas mejoras se puede lograr a trave´s de estructuras de datos espec´ıficas y
utilizando arquitecturas de GPU en algunas rutinas.
1.3. Estructura de la Tesis
La te´sis esta estructurada de la siguiente manera:
Nociones Preliminares: Se presentan las estucturas de datos a utilizar, ventajas y
desventajas de las mismas
Implementacio´n Nume´rica del Me´todo de Rayleigh-Ritz: Se desarrolla la implemen-
tacio´n del me´todo la cual se optimizaa´.
Modelos Computacional CPU y GPU: Se explican los conceptos de las arquitecturas
GPGPU y CPU y sus te´cnicas de programacio´n para su mejor desempen˜o.
6
7Optimizacio´n: Se desarrollan variaciones estructurales y algor´ıtmicas.
Resultados: Se presentan los resultados obtenidos por las modificaciones.
Conclusiones: Se presentan conclusiones del trabajo y posibles mejoras.
Cap´ıtulo 2
Nociones preliminares
2.1. Me´todo variacional de Rayleigh-Ritz.
Entre las formas de dependencia de los para´metros variacionales, una ampliamente
utilizada es la de los para´metros lineales:
Se considera una funcio´n variacional lineal, que es una combinacio´n de n funciones
linealmente independientes:
Ψ = c1f1 + c2f2 + . . .+ cnfn =
n∑
i
cifi
donde ci son los coeficientes a obtener por me´todos variacionales, y donde fi son funciones
que cumple las condiciones l´ımite del problema, es decir esta´n bien condicionadas.
Tenemos que
〈Ψ | Ψ〉 = 〈
n∑
j
cjfj |
n∑
k
ckfk〉 =
n∑
j
n∑
k
cjck〈fj | fk〉 =
n∑
j
n∑
k
cjckSjk
(S es la Matriz de solapamiento)
〈Ψ | H | Ψ〉 = 〈
n∑
j
cjfj | H |
n∑
k
ckfk〉 =
n∑
j
n∑
k
cjckHjk
El valor esperado de la energ´ıa, o integral variacional, sera´:
W =
〈Ψ | H | Ψ〉
〈Ψ | Ψ〉
Tenemos que minimizar W , que dependera´ de n variables {ci}:
W
n∑
j
n∑
k
cjckSjk =
n∑
j
n∑
k
cjckHjk
Una condicio´n necesaria para que sea mı´nimo es:
∂W
∂ci
= 0 i = 1, 2, . . . , n
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9y haciendo la derivada respecto a cada uno de los ci, tendremos n ecuaciones:
∂W
∂ci
n∑
j
n∑
k
cjckSjk +W
∂
∂ci
n∑
j
n∑
k
cjckSjk =
∂
∂ci
n∑
j
n∑
k
cjckHjk
pero
∂
∂ci
n∑
j
n∑
k
cjckSjk =
n∑
j
n∑
k
∂
∂ci
(cjck)Sjk =
n∑
j
n∑
k
(ck
∂cj
∂ci
+ cj
∂ck
∂ci
)Sjk
y como los ci son variables independientes, tan so´lo para cj = ci se verifica que
∂ci
∂ci
= 1,
mientras que el resto sera´ igual a cero, o sea:
∂cj
∂ci
= δij, luego
∂
∂ci
n∑
j
n∑
k
cjckSjk =
n∑
k
ckSik +
n∑
j
cjSji
Pero Sij = S
∗
ji, y si las funciones son reales, entonces Sij = Sji, por lo que
∂
∂ci
n∑
j
n∑
k
cjckSjk = 2
n∑
k
ckSik
Igualmente, para el te´rmino de la derecha, ya que H es hermı´tico:
∂
∂ci
n∑
j
n∑
k
cjckHjk = 2
n∑
k
ckHik
as´ı pues, si ∂W
∂ci
= 0⇒
2W
n∑
k
ckSik = 2
n∑
k
ckHik para i = 1, 2, . . . , n
n∑
k
[(Hik − SikW )ck] = 0 para i = 1, 2, . . . , n
tenemos un conjunto de n ecuaciones con n inco´gnitas, que forman un sistema de ecua-
ciones lineales homoge´neo, las cuales para tener una solucio´n distinta de la trivial, debe
tener el determinante de los coeficientes igual a cero, (el determinante de los coeficientes
de las n variables debe ser nulo):
|Hik − SikW | = 0
que se conoce con el nombre de determinante secular. El desarrollo del determinante nos
proporciona una ecuacio´n algebraica de grado n en la inco´gnita W, que lo´gicamente tendra´
n ra´ıces (que sera´n reales), que se pueden agrupar en orden creciente:
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W0 ≤ W1 ≤W2 . . . . . . ≤Wn−1
y si enumeramos los estados del sistema en orden de energ´ıas crecientes:
E0 ≤ E1 ≤ E2 . . . . . . ≤ En−1
Por el teorema variacional (o de Eckart), W0 ≥ E0, pero adema´s, J.K.L. MacDonald,
[17], demostro´ que E1 ≤ W1, E2 ≤ W2, . . . , En−1 ≤ Wn−1.
Si ahora queremos la funcio´n de onda de cada estado, debemos sustituir en las ecua-
ciones originales:
n∑
k
[(Hik − SikW )ck] = 0 para i = 1, 2, . . . , n
el valor W del estado en que estemos interesados y obtener los coeficientes, que como
ya vimos, nos quedara´n en funcio´n de uno de ellos, y para determinarlo recurriremos a
normalizar la funcio´n.
2.2. B-splines
Los B-splines son funciones disen˜adas para generalizar polinomios con propositos de
aproximar una funcio´n dada. De esta manera se pueden obtener valores de funciones, sus
dereivadas y sus integrales. A continuacio´n introduciremos algunas definiciones:
1. El polinomio de orden k (maximo grado k − 1) es: p(x) = a0 + a1 + . . .+ ak−1k−1.
2. Una funcio´n f y sus derivadas que son continuas (dado un intervalo) hasta orden n
se le dice que pertenecen a la clase Cn. Por lo tanto C0 significa que f es continua,
C−1 significa que f es no es continua.
3. Considere el intervalo I = [a, b] dividido en l intervalos Ij = [ξj, ξj+1] es una secuen-
cia de l + 1 puntos en orden creciente estricto. Los {ξi} sera llamado breakpoints
(bps).
Cada B-spline es una funcio´n compuesta por diferentes piezas de polinomios en subin-
tervalos adjacentes. Unidas con cierto grado de continuidad en los bps. Rara vez estas
condiciones son necesarias:
1. Asociemos a bps ξj, j = 2, . . . , l, una segunda secuencia de enteros no negativos
vj, j = 2, . . . , l, vj ≥ 0, que definen la condicio´n de continuidad Cvj−1 en el bsp ξj
asociado. Con el fin bsp ξ1 y ξl+1 asociamos v1 = vl+1 = 0, es decir, no necesitamos
ninguna continuidad. Esto es natural ya que so´lo estamos interesados en el intervalo
[a, b]. Otras restricciones pueden ser dictadas por condiciones de frontera en los
extremos, y son fa´cilmente implementadas como veremos. Por lo tanto, en el ejemplo
tenemos vj = {0,2,2,2,2,0 }
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2. Finalmente llamemos a nodos otra secuencia de puntos ti en orden ascendente, no
necesariamente distinta, asociada con ξj y vj como sigue:
t1 = t2 = . . . = tµ1 = ξ1;µ1 = k
tµ1 + 1 = . . . = tµ1+µ2 = ξ2
. . .
tp+1 = . . . = tp=µi = ξi; p = µ1 + µ2 + . . .+ µi−1
. . .
tn+1 = . . . = tk+n = ξl+1;µl+1 = k;n = µ1 + µ2 + . . .+ µl
Donde µj es la multiplicidad de los knots ti a ξj y esta´ dada por µj = k − vj .Ac-
tualmente so´lo la multiplicidad en el bps interno es importante, y siempre elegiremos la
multiplicidad ma´xima µ1 = µl+1 = k en los extremos.
La opcio´n ma´s comu´n para la multiplicidad de knots en bps internos es la unidad,
correspondiente a ma´xima continuidad, que es Ck−2. Esta eleccio´n se empleara´, a menos
que se indique lo contrario. Con esta eleccio´n el nu´mero de funciones B-spline n esta´ dado
por:
n = l + k − 1
2.2.1. La base de B-splines
Un B-spline B(x) esta´ definida por el orden k > 0, y un conjunto de k + 1 knots,
ti,. . . ,Ti+k, Tal que ti < ti+k. Las propiedades importantes, son las siguientes.
1. B(x) es una pp-funcio´n de orden k sobre [ti, ti+k]
2. B(x) > 0 para x ∈ (ti, ti+k).
3. B(x) = 0 para x 6∈ [ti, ti+k].
Los B-splines esta´n disen˜ados para tener un soporte mı´nimo. Algunas propiedades
generales de las B-splines son las siguiendo.
1. En cada intervalo (ti, ti+1), ti < ti+1, exactamente k B-splines no son cero, Esto
ser´ıa Bj(x) 6= 0 para j = i− k + 1, . . . , i
2. En la expansio´n de una funcio´n arbitraria.
f(s) =
n∑
j=1
cjBj(x) =
i∑
j=i−k+1
cjBj(x) para x ∈ [ti, ti+1]
Donde siempre contribuyen k te´rminos, por lo que un nu´mero mı´nimo de operaciones
son necesarias.
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3. Como los B-splines son no negativos con soporte mı´nimo, los coeficientes de ex-
pansio´n de una funcio´n arbitraria f esta´n pro´ximos a los valores de funcio´n en los
knots. Esto significa que las oscilaciones en los coeficientes se evitan, los errores de
cancelacio´n son mı´nimos y nume´ricamente estables.
4. Cada intervalo Ij = [ξj, ξj+1] = [ti, ti+1] se caracteriza por un par de knots consecu-
tivos ti < ti+1. ti se llama el knot izquierdo del intervalo Ij , y determina los ı´ndices
de Bi contribuyendo sobre Ij , estos son Bi−k+1,. . . , Bi.
5. Esta´n normalizados como
∑
iBi(x) = 1 sobre [tk, tn].
6. Para los knots equidistantes cada Bi es so´lo una traduccio´n por un intervalo del
anterior. Si los knots no son equidistantes hay un cambio suave en la forma.
7. B-splines satisfacen la recursion
Bki (x) =
x− ti
ti+k−1 − tiB
k−1
i (x) +
ti+k − x
ti+k − ti+1B
k−1
i+1 (x)
Esto da el algoritmo empleado para la evaluacio´n pra´ctica de las B-splines: dado un
punto x, se generan por recursio´n los valores de todas los k B-splines que no son
cero en x.
2.3. Problema de autovalores y autovectores
Como vimos anteriormente este me´todo consiste en: escribir una representacio´n ma-
tricial de la ecuacio´n diferencial a partir de un conjunto de funciones, luego calcular los
autovalores y autovectores ma´s pequen˜os de ese sistema. Para ello se utilizo´ paquete AR-
PACK [16].
Este paquete esta´ disen˜ado para calcular algunos autovalores y autovectores correspon-
dientes de una matriz general cuadrada A. Es ma´s apropiado para matrices grandes ralas
o estructuradas, donde estructurado significa que un producto vectorial matricial w = Av
requiere O(m) en lugar de O(n2) operaciones de punto flotante, donde m es menor que n2.
Este software se basa en una variante algor´ıtmica del proceso Arnoldi llamado Implicitly
Restarted Arnoldi Method (IRAM) [3]. Cuando la matriz A es sime´trica, se reduce a una
variante del proceso de Lanczos denominado Me´todo Lanczos Impl´ıcitamente Reiniciado
(IRLM) [18]. Estas variantes pueden ser vistas como una s´ıntesis del proceso de Arnoldi
Lanczos con la te´cnica QR [19] impl´ıcitamente desplazada que es adecuada para proble-
mas a gran escala. Para muchos problemas esta´ndar, no se requiere una factorizacio´n de
matriz.
ARPACK es capaz de resolver grandes problemas simbo´licos sime´tricos, no sime´tricos y
generalizados de a´reas de aplicacio´n significativas. El software esta´ disen˜ado para calcular
algunos autovalores con caracter´ısticas especificadas por el usuario tales como los de mayor
parte real o mayor magnitud. Los requisitos de almacenamiento esta´n en el orden O(n×k)
de memoria. No se requiere almacenamiento auxiliar. Se calcula un conjunto de vectores de
base de Schur para el autoespacio k-dimensional deseado que es nume´ricamente ortogonal
a la precisio´n de trabajo. Para mas detalles ver [15]
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A continuacio´n daremos una breve explicacio´n de metodos nume´ricos utilizados para
resolver el problema de autovalores y autovectores.
2.3.1. Me´todo de la Potencia
El me´todo mas simple para calcular el autovalor dominante junto con su vector pro-
pio es el me´todo de la potencia presentado en el Algoritmo 1. Bajo suposiciones suaves
encuentra el autovalor de A que tiene el valor absoluto ma´s grande el autovector corres-
pondiente.
1 y = z vector inicial
2 do
3 v = y/‖y‖2
4 y = A ∗ v
5 θ = v · y
6 while ‖y − θv‖2 ≤ ǫ|θ|;
7 λ = θ
8 x = v
Algoritmo 1: Me´todo de las Potencia
Sea x1 el autovector correspondiente a λ1 = λmax(A). El a´ngulo 6 (z, x1) entre x1 y z
se define por la relacio´n
cos 6 (z, x1) =
z · x1
‖z‖2 ‖x1‖2
Si el vector inicial z y el autovector x1 son perpendiculares entre s´ı, entonces cos 6 (z, x1) =
0. En este caso, el me´todo de potencia no converge. Por otro lado, si cos 6 (z, x1) 6= 0, el
me´todo de las potencias genera una secuencia de vectores que se vuelven cada vez ma´s
paralelos a x1. Esta condicio´n en 6 (z, x1) es verdadera con probabilidad muy alta si z se
elige al azar.
La convergencia del me´todo de la potencias depende de |λ2/λ1|, donde λ2 es el segundo
autovalor ma´s grande de A en magnitud. Esta proporcio´n es generalmente menor que 1,
lo que permite una convergencia adecuada. Pero hay casos en los que esta relacio´n puede
ser muy cercana a 1, causando convergencia muy lenta. Para discusiones detalladas sobre
el me´todo de las potencias, ve´ase Demmel [21], Golub y Van Loan [13], y Parlett [12].
2.3.2. Algoritmo de Lanczos
El algoritmo de Lanczos esta´ estrechamente relacionado con los algoritmos iterativos
en el sentido de que so´lo necesita acceder a la matriz en forma de operaciones de matriz
por vector. Es diferente en el sentido de que hace mucho mejor uso de la informacio´n
obtenida recordando todas las direcciones calculadas y siempre permite que la matriz
opere sobre un vector ortogonal a todos aquellos previamente probados.
En esta seccio´n se describe el algoritmo de Lanczos para el caso de matriz hermitiana.
Ax = λx ,
Donde A es una matriz hermitiana, o en el caso real sime´trica.
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El algoritmo comienza con un vector de inicio elegido v y construye una base ortogonal
Vj del subespacio de Krylov.
Kj(A, v) = span{v, V A,A2v, . . . , Aj−1v} , (2.1)
En cada paso so´lo una multiplicacio´n matriz-vector. En la nueva base ortogonal Vj el
operador A esta´ representado por una matriz real tridiagonal sime´trica.
Tj =


α1 β1
β1 α2
. . .
. . .
. . . βj−1
βj−1 αj

 (2.2)
T se construye de a una fila y una columna a la vez (por se sime´trica).
AVj = VjTj + re
∗
j with V
∗
j r = 0. (2.3)
En cualquier paso j, podemos calcular una auto solucio´n de Tj
Tjs
(j)
i = s
(j)
i θ
(j)
i , (2.4)
Donde el super´ındice (j) se utiliza para indicar que estas cantidades cambian para
cada iteracio´n j. El valor de Ritz θ
(j)
i y su vector.
x
(j)
i = Vjs
(j)
i , (2.5)
Sera´ una buena aproximacio´n a un autovalor y autovector de A si el residuo tiene una
norma tolerante.
Para calcular el residuo de este par de Ritz se utiliza:
r
(j)
i = Ax
(j)
i − x(j)i θ(j)i = AVjs(j)i − Vjs(j)i θ(j)i = (AVj − VjTj)s(j)i = vj+1βjs(j)j,i .
Donde su norma satisface:
‖r(j)i ‖2 = |βjs(j)i,j | = βj,i , (2.6)
Por lo que solamente necesitamos monitorear los elementos subdiagonales βj de T y los
u´ltimos elementos s
(j)
i,j de sus autovectores para obtener una estimacio´n del valor absoluto
del residuo. Tan pronto como esta estimacio´n es pequen˜a, podemos marcar el valor de
Ritz θ
(j)
i como convergente con el autovalor λi. Obse´rvese que el ca´lculo de los valores
de Ritz no necesita la multiplicacio´n matriz-vector. Podemos ahorrar esta operacio´n que
lleva mucho tiempo hasta el paso j, cuando la estimacio´n indique la convergencia.
Si se sabe de una buena suposicio´n para el autovector deseado es conveniente usarlo.
Por ejemplo, si para una ecuacio´n diferencial parcial discretizada se sabe que el vector
propio deseado es suave con respecto a la cuadr´ıcula, se podr´ıa comenzar con un vector
con todos unos. En otros casos, se elije una direccio´n aleatoria, como por ejemplo: nu´meros
aleatorios normalmente distribuidos.
La recursio´n de Lanczos se construye para que la base V sea ortogonal, pero esto es
cierto so´lo para el ca´lculo de precisio´n infinita. En el algoritmo so´
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1 r = v vector inicial
2 β0 = ‖r‖2 j = 1 do
3 vj = r/βj−1
4 r = Avj
5 r = r − vj−1βj−1
6 αj = vj · r
7 r = r − vjαj
8 reortogonalizar si es necesario
9 βj = ‖r‖2
10 computar el autovalor aproximado Tj = SΘ
jS∗
11 verificar convergencia
12 while hasta converger;
13 convergenciaomputar los autovectores aproximados X = VjS
Algoritmo 2: Algoritmo de Lanczos
que el nuevo vector vj+1 sea ortogonal a la precisio´n de los dos vectores ma´s recientes
vj−1 y vj , y la ortogonalidad a los vectores anteriores se sigue de la simetr´ıa de A y la
recursio´n. Tan pronto como converge un valor propio, es decir, el par de Ritz tiene un
residuo pequen˜o, todos los vectores de base vj obtienen perturbaciones en la direccio´n del
autoespacio del valor propio convergente. Como resultado de esto, una copia duplicada
de ese valor propio pronto aparecera´ en la matriz tridiagonal T [12].
La gran ventaja de este tipo de algoritmo es que la matriz A se accede so´lo en una
operacio´n matriz por vector en el Algoritmo 2. Cualquier de tipo de esquema de almace-
namiento puede ser aprovechado.
Es necesario mantener so´lo tres vectores, r, vj, y vj−1, fa´cilmente accesibles. Incluso
hay una variante en la que so´lo se necesitan dos vectores (ve´ase [12] cap´ıtulo 13.1]), pero
requiere cierta destreza para codificarla.
2.3.3. Algoritmo de Arnoldi
El meto´do de Arnoldi se presento´ por primera vez como un algoritmo directo para
reducir una matriz general en la forma superior de Hessenberg [10]. Ma´s tarde se descubrio´
que este algoritmo conduce a una buena te´cnica iterativa para aproximar valores propios
de grandes matrices ralas.
El algoritmo funciona para matrices no hermitaneas. Es muy u´til para casos en los que
la matriz A es grande, pero los productos de matriz por vector son relativamente baratos
de realizar. Esta es la situacio´n, por ejemplo, cuando A es grande y ralo. Comenzamos
con una presentacio´n del algoritmo ba´sico y luego describimos una serie de variaciones.
2.3.3.1. Algoritmo Ba´sico
El me´todo de Arnoldi es un me´todo de proyeccio´n ortogonal sobre un subspacio de
Krylov. Comienza con el procedimiento de Arnoldi como se describe en el algoritmo
3. El procedimiento puede ser visto esencialmente como un proceso de Gram-Schmidt
midificado para construir una base ortogonal del subespacio de Krylov. Km(A, v)
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1 Procedimiento Arnoldi;
2 v1 = v/‖v‖2
3 for j = 1 to m do
4 w = Avj
5 for j = 1 to j do
6 hij = w ∗ vi
7 w = w − hijvi
8 end
9 hj+1,k = ‖w‖2
10 if hj+1,j == 0 then
11 stop
12 end
13 vj+1 = w/hj+1,j
14 end
Algoritmo 3: Procedimiento de Arnoldi
El algoritmo 3 se detendra´ si el vector w tiene norma 0 (desaparece). Los vectores
v1, v2, . . . , vm forman un sistema ortonormal por construccio´n y se llaman vectores de
Arnoldi. Un argumento de induccio´n fa´cil demuestra que este sistema es una base del
subespacio de Krylov Km(A, v).
A continuacio´n se considera una relacio´n fundamental entre las cantidades generadas
por el algoritmo. La siguiente igualdad se deriva fa´cilmente:
Avj =
j+1∑
i=1
hijvi, j = 1, 2, . . . , m . (2.7)
Si denotamos por Vm la matriz n×m con vectores columna v1, . . . , vm y Hm la matriz
m × m Hessenberg cuyas entradas no nulas hij son definidas por el algoritmo, entonces
las siguientes relaciones se mantienen:
AVm = VmHm + hm+1,mvm+1e
∗
m (2.8)
V ∗mAVm = Hm. (2.9)
La ecuacio´n 2.9 viene de 2.8 multiplicando las dos partes de la ecuacio´n 2.8 por V ∗m y
usando la ortonormalidad de {v1, . . . , vm}.
Como se observo´ anteriormente, el algoritmo se descompone cuando la norma de w
desaparece en un cierto paso j. Esto ocurre si y so´lo si el vector de partida v es una combi-
nacio´n de j vectores propios (es decir, el polinomio mı´nimo de v1 es de grado j). Adema´s,
el subespacio Kj es entonces invariante y los autovalores y autovectores aproximados son
exactos. [9]
Los autovalores aproximados λmi dados por el proceso de proyeccio´n sobre Km son
los valores propios de la matriz de Hessenberg Hm. E´stos son conocidos como valores de
Ritz. Un autovector aproximado de Ritz asociado con un valor de Ritz λmi es definido por
umi = Vmy
m
i , donde Y
m
i es un vector propio asociado con el autovalor λ
m
i . Un nu´mero
de los valores propios del Ritz, t´ıpicamente una pequen˜a fraccio´n de m, generalmente
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constituyen buenas aproximaciones para los valores propios correspondientes λi de A, y
la calidad de la aproximacio´n usualmente mejorara´ a medida que m aumenta.
El algoritmo original consiste en aumentar m hasta que todos los autovalores desea-
dos de A se encuentren. Para matrices grandes, e´sto resulta costoso tanto en te´rminos de
ca´lculo como de almacenamiento. En te´rminos de almacenamiento, necesitamos mantener
m vectores de longitud n ma´s una matriz de Hessenberg de m2 elementos, un total apro-
ximado de nm+m2/2 elementos. Para los costos aritme´ticos, necesitamos multiplicar vj
por A, al costo de 2 × Nz, donde Nz es el nu´mero de elementos no nulos en A, y luego
ortogonalizar el resultado contra j vectores al costo de 4(j + 1)n, que aumenta con el
paso nu´mero j. Por lo tanto, un procedimiento de Arnoldi de m-dimensionales cuesta
≈ nm+m2/2 en almacenamiento y ≈ Nz + 2nm2 en operaciones aritme´ticas.
Obtener la norma residual, para un par Ritz, a medida que el algoritmo progresa es
bastante eficiente. Sea Yy un autovector de Hm asociado al autovalor λ
m
i , y sea u
m
i el
autovector aproximado de Ritz umi = Vmy
m
i . Tenemos la relacio´n.
(A− λmi I)umi = hm+1,m(e∗mymi )vm+1,
y por lo tanto
‖(A− λmi I)umi ‖2 = hm+1,m|e∗mymi | .
As´ı, la norma residual es igual al valor absoluto del u´ltimo componente del vector
propio Y mi multiplicado por hm+1,m. Las normas residuales no son siempre indicativas de
errores reales en λmi , pero pueden ser muy u´tiles para decidir la detencio´n.
2.3.3.2. Variantes
La descripcio´n del procedimiento de Arnoldi dado anteriormente se baso´ en el proceso
modificado de Gram-Schmidt. Otros algoritmos de ortogonalizacio´n podr´ıan ser utilizados.
Una mejora es recuperar la ortogonalidad cuando sea necesario. Cada vez que se calcula
el vector final obtenido al final del segundo bucle en el algoritmo anterior, se realiza una
prueba para comparar su norma con la norma del w inicial (que es ‖Avj‖2). Si la reduccio´n
cae por debajo de un determinado umbral (una indicacio´n de que puede haber ocurrido
una cancelacio´n severa), se realiza una segunda ortogonalizacio´n. Se sabe por un resultado
de Kahan que ma´s de dos ortogonalizaciones son superfluas (ve´ase, por ejemplo, Parlett
[12])
Una de las te´cnicas de ortogonalizacio´n ma´s confiables, desde el punto de vista nume´ri-
co, es el algoritmo Householder [13]. E´sto ha sido implementado para el procedimiento
de Arnoldi por Walker [14]. El algoritmo Householder es nume´ricamente ma´s estable que
las versiones de Gram-Schmidt o Gram-Schmidt modificado, pero tambie´n es ma´s caro,
requiriendo aproximadamente el mismo almacenamiento que el Gram-Schmidt modifica-
do, pero aproximadamente el doble de operaciones. La ortogonalizacio´n de Householder es
una opcio´n razonable cuando se desarrollan paquetes de software confiables y de propo´sito
general donde la robustez es un criterio cr´ıtico.
2.3.3.3. Reinicios expl´ıcitos
Como se menciono´ anteriormente, las implementaciones esta´ndar del me´todo Arnoldi
esta´n limitadas por sus altos requisitos de almacenamiento y co´mputo a medida quem cre-
ce. Supongamos que estamos interesados en un so´lo autovalor / autovector de A, llamado
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el autovalor de la parte real ma´s grande de A. Entonces una manera de eludir la dificultad
es reiniciar el algoritmo. Despue´s de una corrida con vectores de m Arnoldi, calculamos el
vector propio aproximado y lo usamos como vector inicial para la siguiente ejecucio´n con
el me´todo de Arnoldi. Este proceso, el ma´s simple de este tipo, es iterado a la convergencia
para calcular un par propio. Para el ca´lculo de otros pares autovector autovalor, y para
mejorar la eficiencia del proceso, se han desarrollado una serie de estrategias, que esta´n
algo relacionadas. Estos incluyen procedimientos de deflacio´n brevemente discutidos en la
siguiente Seccio´n, y la estrategia de reinicio expl´ıcito descrita en Algoritmo 4
1 while True do
2 Iterate: Hacer m iteraciones del algoritmo 3
3 Reiniciar: Calcular el autovalor aproximado u
(m)
1 asociado con el autovalor mas
a la derecha λ
(m)
1
4 if satisface then
5 Stop
6 end
7 v1 = u
(m)
1
8 end
Algoritmo 4: Me´todo Expl´ıcito de Arnoldi Reiniciado para NHEP
2.3.3.4. Deflacio´n
Ahora consideramos la siguiente implementacio´n que incorpora un proceso de defla-
cio´n. Hasta ahora hemos descrito algoritmos que calculan so´lo un autopar. En caso de que
se busquen varios autopares, hay dos opciones posibles.
La primera es tomar v1 como una combinacio´n lineal de los vectores propios aproxi-
mados cuando reiniciamos. Por ejemplo, si necesitamos calcular los vectores propios p a
la derecha, podemos tomar
vˆ1 =
p∑
i=1
ρiu˜i,
Donde los autovalores esta´n numerados en orden decreciente de sus partes reales. El
vector v1 se obtiene luego de normalizar vˆ1. La opcio´n ma´s simple para los coeficientes ρi
es tomar ρi = 1, i = 1, . . . , p. Hay varios inconvenientes a este enfoque, el ma´s importante
es que no hay manera fa´cil de elegir los coeficientes ρi de una forma sistema´tica. El
resultado es que para los problemas complejos, la convergencia es dif´ıcil de lograr. Una
alternativa ma´s confiable es computar un autopar a la vez y usar la deflacio´n. La matriz A
puede deflactarse expl´ıcitamente construyendo progresivamente los primeros k vectores de
Schur. Si ya se ha calculado una base ortogonal previa Uk−1 = [u1, . . . , uk−1] del subespacio
invariante, entonces para computar el valor propio λk, Puede trabajar con la matriz
A˜ = A− Uk−1ΣU∗k−1,
En la que Σ = diag(σi) es una matriz diagonal de desplazamientos. Los autovalores
de A˜ consisten en dos grupos. Estos valores propios asociados con los vectores de Schur
19
u1, . . . , uk−1 sera´n cambiados a λ˜i = λi−σi y los otros no se modificara´n. Si se buscan los
valores propios con partes reales ma´s grandes, entonces los desplazamientos se seleccionan
de modo que λk se convierta en el autovalor siguiente con la parte real ma´s grande de A˜.
Tambie´n es posible desinflar simplemente proyectando los componentes asociados con el
subespacio invariante cubierto por Uk−1; Esto conducir´ıa a operar con la matriz.
A˜ = A(I − Uk−1U∗k−1).
Hay que tener en cuenta que si AUk−1 = Uk−1Rk−1 es la descomposicio´n parcial de
Schur asociada con los primeros k − 1 valores de Ritz, entonces A˜ = A− Uk−1Rk−1U∗k−1.
Los valores propios asociados con los vectores Schur u1, . . . , uk−1 ahora se movera´n a cero.
Una mejor implementacio´n de la deflacio´n, que encaja bien con el procedimiento de
Arnoldi, es trabajar con una so´la base v1, v2, . . . , vm cuyos primeros vectores son los vecto-
res de Schur que ya han convergido. Supongamos que k− 1 tales vectores han convergido
y llamamos v1, v2, . . . , vk−1. Luego empezamos por elegir un vector vk que es ortogonal a
v1, . . . , vk−1 y de norma 1. Luego realizamos mk pasos de un procedimiento de Arnoldi en
el que la ortogonalidad del vector Vj contra todos los vi anteriores, incluyendo v1, . . . , vk−1.
E´sto genera una base ortogonal del subespacio.
span{v1, . . . , vk−1, vk, Avk, . . . , Am−kvk} .
As´ı, la dimensio´n de este subespacio Krylov modificado es constante e igual a m
en general. A continuacio´n se presenta un esquema de este procedimiento impl´ıcito de
deflacio´n combinado con el me´todo Arnoldi.
Input: Matriz A, vector inicial v1, dimensio´n del subespacio m y la cantidad de
autovalores nev
1 k = 1
2 while k ≤ nev do
3 for j = k to m do
4 w = Avj
5 calcular un conjunto de j coeficientes hij tales que w =∑j
i=1 hijvi es ortogonal a todos los anteriores vi, para i = 1, 2, . . . , j
6 hj=1,j = ‖w‖2
7 vj+1 = w/hj+1,j
8 end
9
calcular el autovector aproximado de A con el autovalor λ˜k y su norma
residual estimada ρk
10
ortonormalizar este autovector sobre todos los anteriores vj para obtener
un vector de Schur aproximado u˜k y definir vk = u˜k
11 if ρk < tol then
12 hik = v
∗
iAvk, i = 1, . . . , k
13 k = k + 1
14 end
15 end
Algoritmo 5: Me´todo expl´ıcito de Arnoldi reiniciado con deflacio´n para NHEP
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Notar que en el bucle, los vectores Schur asociados con los autovalores λ1, . . . , λk−1 no
se tocara´n en pasos posteriores. A veces se les denomina v¨ectores bloqueados¨. De manera
similar, la correspondiente matriz triangular superior correspondiente a estos vectores
tambie´n esta´ bloqueada.
[v1, v2, . . . , vk−1︸ ︷︷ ︸
Bloqueados
, vk, vk+1, . . . vm]︸ ︷︷ ︸
Activos
Cuando converge un nuevo vector de Schur, se calcula la columna k-e´sima de R asocia-
da con este nuevo vector de base. En los pasos siguientes, los valores propios aproximados
son los valores propios de la matriz m×m Hessenberg Hm definida en el algoritmo y cuya
k2 principal submatriz es triangular superior. Por ejemplo, cuando m = 6 y despue´s del
segundo vector de Schur, k = 2, ha convergido, la matriz Hm tendra´ la forma
Hm =


∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗

 .
En los pasos subsiguientes, so´lo deben considerarse los valores propios no asociados
con la matriz triangular superior de 2× 2.
Se puede demostrar que, en aritme´tica exacta, la matriz de Hessenberg Hm en el bloque
inferior (2× 2) es la misma matriz que se obtendr´ıa de una corrida de Arnoldi aplicada a
matriz
A˜ = (I − Uk−1U∗k−1)A.
Por lo tanto, estamos proyectando impl´ıcitamente el subespacio invariante ya calculado
desde el rango de A.
2.3.3.5. Reiniciado Impl´ıcito del Me´todo de Arnoldi
El me´todo IRAM (por sus siglas en ı´ngles Implicitly Restarted Arnoldi Method ) es
quiza´s el algoritmo nume´rico ma´s exitoso y ma´s completo para calcular los autovectores y
autovalores de una matriz cuadrada general A es el algoritmo QR impl´ıcitamente despla-
zado. Una de las claves para el e´xito de este me´todo es su relacio´n con la descomposicio´n
de Schur.
A = UTU∗. (2.10)
Esta descomposicio´n bien conocida afirma que cada matriz cuadrada A es unitaria-
mente equivalentes a una matriz triangular superior T .
El algoritmo QR produce una secuencia de transformaciones unitarias de similitud que
reducen iterativamente A a la forma triangular superior. En otras palabras, calcula una
descomposicio´n de Schur. Una implementacio´n pra´ctica del algoritmo QR comienza con
una transformacio´n de similitud unitaria inicial de A a la forma condensada V ∗AV = H
21
donde H es Hessenberg superior ( “ casi triangular superior “) y V es unitario. Entonces
se realiza la siguiente iteracio´n.
Input: Matriz A
1 Factorizar V ∗AV = H
2 while no converge do
3 seleccionar el desplazamiento µ
4 QR = H − µI
5 H = Q∗HQ
6 V = V Q
7 end
Algoritmo 6: Me´todo QR Desplazado
En este esquema, Q es unitaria y R es triangular superior (es decir, la factorizacio´n
QR de H − µI). Es fa´cil ver que H es unitariamente equivalente a A a lo largo de esta
iteracio´n. La iteracio´n se continu´a hasta que los elementos subdiagonales de H convergen
a cero, es decir, hasta que se ha obtenido (aproximadamente) una descomposicio´n de
Schur.
Si Uk representa las columnas k principales de U , y Tk el principio principal k × k
submatriz de T en 2.10, entonces:
AUk = UkTk,
Y nos referimos a esto como una descomposicio´n parcial de Schur de A. Dado que hay
una descomposicio´n de Schur con los autovalores de A que aparecen en la diagonal en
cualquier orden, siempre hay una descomposicio´n parcial de Schur de A con los elementos
diagonales de Tk que consisten en cualquier subconjunto especificado de k autovalores de
A. Adema´s, span(Uk) es un subespacio invariante de A para estos autovalores.
2.4. Estructura de representacion de matrices disper-
sas
En esta seccio´n explicaremos las estructuras de representaciones de matrices.
A medida que este problema particular crece las matrices se vuelven ma´s grandes y al
mismo tiempo el porcentaje de no nulos de la matriz decrese. Un sistema lineal grande de
la forma Ax = b puede ser ma´s eficientemente resuelto si los elementos que son ceros de
A no son guardados. Los esquemas de almacenamiento dispersos asignan almacenamiento
contiguo en memoria para los elementos distintos de cero de la matriz y tal vez un nu´mero
limitado de ceros. E´sto, por supuesto, requiere un esquema para saber do´nde encajan los
elementos en la matriz completa
Hay muchos me´todos para almacenar los datos (ve´ase por ejemplo Saad [1] y Eijkhout
[2]). Aqu´ı discutiremos cuatro me´todos: almacenamiento de filas y columnas comprimidas,
almacenamiento de filas comprimidas en bloques, almacenamiento en diagonal y almace-
namiento diagonal recortado
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2.4.1. Almacenamiento de filas y columnas comprimidas
Los formatos CRS y CCS (sus siglas en ı´ngles de Compressed Row Storage y Com-
pressed Column Storage) son los ma´s generales: no hacen ninguna suposicio´n sobre la
estructura de dispersio´n de la matriz y no almacenan elementos innecesarios. Por otra
parte, no son muy eficientes, necesitando un paso de direccionamiento indirecto para cada
operacio´n escalar individual en un producto vectorial matricial o solucio´n precondiciona-
dora.
Este formato pone los elementos no ceros de las filas en memoria contigua. Suponiendo
que tenemos una matriz dispersa no sime´trica A, creamos 3 arreglos: uno que tiene el tipo
de los elementos de A (flotantes simples, flotantes dobles, enteros, etc.) val, y otros dos
con tipo enteros col ind, row ptr. El arreglo val guarda los valores de los elementos no
ceros de la matriz A de manera lineal por cada fila teniendo primero los elementos no
ceros de la fila 1 luego los de la 2 etc. El arreglo col ind guarda a que columna pertenece
cada elemento de del arreglo val y row ptr guarda intervalos de inicio y fin de cada fila
en del arreglo val. Esto es:
valk = Ai,j ⇒ col indk = j
El arreglo row ptr guarda la ubicacio´n de val donde empieza la fila. Esto es:
valk = Ai,j ⇒ row ptri ≤ k < row ptri+1
Por convencio´n definimos row ptrn+1 = nnz + 1. Donde nnz es la cantidad de nu´meros
no ceros de la matriz A. La memoria necesaria para este enfoque es O(nnz + n)
Ejemplo: considere la siguiente matriz:
A =


10 0 0 0 −2 0
3 9 0 0 0 3
0 7 8 7 0 0
3 0 8 7 5 0
0 8 0 9 9 13
0 4 0 0 2 −1

 (2.11)
En formato CRS tendr´ıa esta forma
val =
(
10 −2 3 9 3 7 8 7 3 8 7 5 8 9 9 13 4 2 −1 ) (2.12)
col ind =
(
0 4 0 1 5 1 2 3 0 2 3 4 1 3 4 5 1 4 5
)
(2.13)
row ptr =
(
1 3 6 9 13 17 20
)
(2.14)
El almacenamiento de columnas comprimidas es ana´logo
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2.4.2. Almacenamiento de filas comprimidas en bloques.
El formato BCRS (sus siglas en ı´ngles de Block Compressed Row Storage) es u´til si la
matriz rala se compone de bloques densos cuadrados de no nulos con algu´n patro´n regular,
podemos modificar el formato CRS (o CCS) para explotar tales patrones de bloque. Las
matrices de bloque t´ıpicamente surgen de la discretizacio´n de ecuaciones diferenciales
parciales en las que hay varios grados de libertad asociados con un punto. Luego, la
particio´n de la matriz en bloques pequen˜os con un taman˜o igual al nu´mero de grados de
libertad, y tratar cada bloque como una matriz densa, a pesar de que puede tener algunos
ceros.
Sea nb es la dimensio´n de cada bloque y nnzb la cantidad de no ceros de cada bloque
en la matriz An,m, la cantidad de memoria es O(nnzb).
2.4.3. Almacenamiento en diagonal.
El formato CDS (sus siglas en ı´ngles de Compressed Diagonal Storage) es u´til si la
matriz A es una matriz de banda donde el ancho de la banda es constante de fila en fila.
Entonces podemos aprovechar esta estructura en el esquema de almacenamiento almace-
nando subdiagonales de la matriz en ubicaciones consecutivas. No so´lo podemos eliminar
el vector que identifica la columna y la fila (si lo miramos como un CRS), podemos
empaquetar los elementos no nulos de tal manera que el producto vectorial sea ma´s efi-
ciente. Este esquema de almacenamiento es particularmente u´til si la matriz surge de una
discretizacio´n de elementos finitos o diferencias finitas en una matriz de producto tensor.
Decimos que la matriz Am,n es de banda si hay enteros no negativos p,q tal que Ai,j 6=
0 ⇒ i − p ≤ j ≤ i + q. En este caso podemos poner la matriz A en un arreglo val(1:n,
-p:q) (si no tenemos ı´ndices negativos se puede hacer un desplazamientos p de ı´ndices) la
declaracio´n con dimensiones invertidas corresponde a LINPACK band format [6]
Por lo general, los formatos de banda incluyen almacenar algunos ceros. El formato
CDS puede incluso contener algunos elementos de matriz que no corresponden a elementos
de matriz en absoluto. Consideremos la matriz no sime´trica definida por:
A =


10 −3 0 0 0 0
3 9 6 0 0 0
0 7 8 7 0 0
0 0 8 7 5 0
0 0 0 9 9 13
0 0 0 0 2 −1

 (2.15)
Usando el formato CDS, alojamos la matrizA en un arreglo cdsA6,3 donde las columnas
estan indexadas desde -1 usando el mapeo vali,j = ai,i+j
val(:, -1) 0 3 7 8 9 2
val(:, 0) 10 9 8 7 9 -1
val(:, 1) -3 6 7 5 13 0
Notar que los dos ceros no corresponden a un elemento existente de la matriz.
Una generalizacio´n del formato CDS ma´s adecuada para manipular matrices dispersas
generales en supercomputadoras vectoriales es discutido por Melhem en [7]. Esta variante
de CDS utiliza una estructura de datos de banda para almacenar la matriz. Esta estructura
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es ma´s eficiente en el almacenamiento en el caso de variar el ancho de banda, pero hace que
el producto de matriz por vector sea ligeramente ma´s caro, ya que implica una operacio´n
de recopilacio´n.
Como esta´ definido en [7], una l´ınea enAn,m es un conjunto de posiciones S = {(i, θ(i)) :
i ∈ I ⊆ In} donde In = 1, ..., n y θ es una funcio´n estrictamente creciente. Espec´ıficamente:
(i, θ(i)), (j, θ(j)) ∈ S ⇒ (i < j ⇒ θ(i) < θ(j))
Cuando se computa el producto matriz-vector y = Ax, cada (i, θk(i)) de A se multi-
plica por xθk(i) y es acumulado en yi.
2.4.4. Almacenamiento diagonal recortado.
El formato JDS (sus siglas en ingles de Jagged Diagonal Storage) puede ser u´til para
la implementacio´n de me´todos iterativos en procesadores paralelos y vectoriales (ve´ase
Saad [4]). Al igual que el formato Diagonal Comprimido, da una longitud de vector esen-
cialmente del taman˜o de la matriz. Es ma´s eficiente en cuanto a espacio que CDS a costa
de una operacio´n de recopilacio´n / dispersio´n.
Una forma simplificada de JDS, llamada almacenamiento de ITPACK o almacena-
miento Purdue, se puede describir como sigue:

10 −3 0 1 0 0
0 9 6 0 −2 0
3 0 8 7 0 0
0 6 0 7 5 0
0 0 0 0 9 13
0 0 0 0 5 −1

⇒


10 −3 1
9 6 −2
3 8 7
6 7 5
9 13
5 −1

 (2.16)
Luego las columnas se almacenan consecutivamente. Todas las filas se rellenan con
ceros a la derecha para darles la misma longitud. Correspondiente al arreglo de elementos
de matriz val(:, :), un arreglo de ı´ndices de columna, col ind (:, :) tambie´n se almacena.
Esta´ claro que los ceros de relleno en esta estructura pueden ser una desventaja,
especialmente si el ancho de banda de la matriz var´ıa fuertemente. Por lo tanto, en el
formato CRS, reordenamos las filas de la matriz de forma decreciente de acuerdo con
el nu´mero de elementos no ceros de una fila. Las diagonales comprimidas y permutadas
se almacenan entonces en una matriz lineal. La nueva estructura de datos se denomina
diagonales dentadas.
val(:, 1) 10 9 3 6 9 5
val(:, 2) -3 6 8 7 13 -1
val(:, 3) 1 -2 7 5 0 0
val(:, 4) 0 0 0 4 0 0
Cuadro 2.1:
El nu´mero de diagonales irregulares es igual al nu´mero de no ceros en la primera fila,
es decir, el mayor nu´mero de no ceros en cualquier fila de A. La estructura de datos
para representar la matriz por lo tanto consiste en un arreglo de permutacio´n perm (1:
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col ind(:, 1) 1 2 1 2 5 5
col ind(:, 2) 2 3 3 4 6 6
col ind(:, 3) 4 5 4 5 0 0
col ind(:, 4) 0 0 0 6 0 0
Cuadro 2.2:
jdiag 6 9 3 10 9 5; 7 6 8 -3 13 -1; 5 -2 7 1 4;
col ind 2 2 1 1 5 5; 4 3 3 2 6 6; 5 5 4 4 6;
Cuadro 2.3:
perm 4 2 3 1 5 6
jd ptr 1 7 13 17
Cuadro 2.4:
n) que reordena las filas, un arreglo de punto flotante jdiag(:) que contiene las diagonales
dentadas en sucesio´n, un arreglo de enteros col ind (:) que contiene los ı´ndices de columna
correspondientes, y finalmente un arreglo de punteros (jd ptr (:)) cuyos elementos apuntan
al comienzo de cada diagonal dentada. Las ventajas de JDS para las multiplicaciones
matriciales son discutidas por Saad en [4].
El formato JDS para la matriz anterior en el uso de los arreglos lineales perm, jdiag,
col ind, jd ptr se da´ en los cuadros 2.4.
2.5. Conclusiones
En este cap´ıtulo hemos visto estructuras de datos alternativas para modelar matrices
con sus ventajas y desventajas, tambie´n vimos algoritmos para calcular autovalores y
autovectores de un sistema. Este conocimiento previo es necesario a la hora de decidir que
estructura se utilizara´, co´mo manipularla, cua´les sera´n sus beneficios y costos, y adema´s,
que´ algoritmos de ca´lculos de autovectores y autovalores. En este trabajo se decidio´ usar
formato comprimido por columnas (CCS) y el me´todo Reinicio Implicito del Me´todo de
Arnoldi (IRAM) pues es el ma´s estable y el ma´s robusto a propositos generales por lo que
resulta razonable de elegir en te´rminos de requerimientos de sistema. Si bien el programa
retorna el sistema para que se pueda usar el mo´dulo de resolucio´n de autovalores que ma´s
convenga, se opto´ por esta alternativa utilizando el mo´dulo ARPACK++ [16].
Cap´ıtulo 3
Implementacio´n nume´rica del
Me´todo de Rayleigh-Ritz
En esta seccio´n explicaremos co´mo es la primera implementacio´n del me´todo para una
y dos particulas, se explicara´n las funciones y variables y su relacio´n con el modelo teo´rico
explicado en la seccio´n 2.1.
3.1. Introducio´n
En meca´nica cua´ntica el estado de una part´ıcula esta´ dado por una funcio´n de onda,
|Ψ(~r)〉, la cua´l puede escribirse como combinacio´n lineal de los autoestados del sistema
|ψn(~r)〉. Los autoestados son las soluciones de la ecuacio´n de Schro¨dinger independiente
del tiempo
H|ψn(~r)〉 = En|ψn(~r)〉 , (3.1)
do´nde H es el Hamiltoniano del sistema y En es la energ´ıa asociada al n-e´simo autoestado.
El operador Hamiltoiano, H, en Ec. 3.1 es el operador de la energ´ıa del sistema. En un
sistema de tres dimensiones, el Hamiltoniano en coordenadas esfer´ıcas, (r, ϕ, θ), es
H = − h¯
2
2m
∇2 + V (r) , (3.2)
= − h¯
2
2m
1
r2
d
dr
(
r2
d
dr
)
+
h¯2 l(l + 1)
2mr2
+ V (r) , (3.3)
do´nde V (r) es potencial del sistema que so´lo depende de la coordenada radial, l es el
momento angular de la part´ıcula. Para obtener el Hamiltoniano en la Ec. 3.2 es necesario
escribir el operador Laplaciano ∇2, en coordenadas esfe´ricas y luego, haciendo separacio´n
de variables se obtiene que la dependencia de las funciones |φn(~r)〉 con las variables ϕ y θ
esta´ dada por las funciones conocidas como armo´nicos esfe´ricos, Yl,m(θ, ϕ). De esta forma
so´lo hay que resolver una ecuacio´n en la variable radial, r, dicha ecuacio´n es
− h¯
2
2m
1
r2
d
dr
(
r2
dRn(r)
dr
)
+
h¯2 l(l + 1)
2mr2
Rn(r) + V (r)Rn(r) = EnRn(r) . (3.4)
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La Ec. 3.4 puede simplificarse haciendo la sustitucio´n
φn(r) = r Rn(r) , (3.5)
de esta forma la funcio´n φn(r) es solucio´n de la ecuacio´n radial reducida
− 1
2
d2φn
dr2
+
l(l + 1)
2 r2
φn(r) + V (r)φn(r) = En φn(r) , (3.6)
con las condiciones de contorno φn(r = 0) = φn(∞) = 0.
La ecuacio´n radial Ec. 3.6 se resuelve nume´ricamente en un subespacio suponiendo que
cualquier solucio´n φn(r) puede ser aproximada por un conjunto finito de funciones. Como
se explica en la seccio´n 2.1, tal subespacio puede ser generado por la base de funciones
B-spline, por lo tanto, es natural expandir las soluciones en dicha base
φn(r) =
N∑
i=1
αi ϕi(r) , (3.7)
do´nde ϕi(r) es el i-e´simo B-spline de orden k. Armar la base requiere una secuencia
de knots que dependan de los siguientes para´metros: un conjunto de puntos de malla
llamados secuencia de breakpoints definidos en [0, rmax], el orden k de los polinomios y las
condiciones de continuidad en cada breakpoint. Todos estos para´metros se eligen a partir
de las propiedades del problema f´ısico.
Para un determinado momento angular l, los estados ato´micos (energ´ıa y funcio´n de
onda) que satisfacen Ec. 3.6 se calculan resolviendo el sistema de N ecuaciones lineales
obtenidas al sustituir Ec. 3.7 en Ec. 3.6 y proyecta´ndose sobre αi. Escrito en forma de
matriz, este procedimiento es equivalente a resolver el siguiente sistema de autovalores
generalizado
Hl~α = E S ~α , (3.8)
para E y {αi}N1 , do´nde
(Hl)ij = −1
2
∫ rmax
0
ϕi(r)
d2
dr2
ϕj(r) dr +
l(l + 1)
2
∫ rmax
0
ϕi(r)ϕj(r)
r2
dr
+
∫ rmax
0
ϕi(r) V (r)ϕj(r) dr (3.9)
(S)ij =
∫ rmax
0
ϕi(r)ϕj(r) dr (3.10)
La matriz de solapamiento S se origina del hecho de que los B-splines no forman un
conjunto ortonormal de funciones base. Todos los elementos de las distintas matrices en
las ecuaciones 3.9 se calculan nume´ricamente usando una cuadratura de Gauss Lengedre
(GL). Si se consideran n puntos para evaluar la cuadratura (tambie´n conocida como
cuadratura de orden n), es posible calcular en forma exacta integrales de polinomios de
grado menor o igual a 2n − 1 en un intervalo cerrado. Puesto que un B-spline de orden
k es un polinomio particular de grado k − 1 en cada segmento, se ve fa´cilmente que los
integrandos del elemento (S)ij y el primer te´rmino de la matriz Hl son polinomios con
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ma´ximo grado 2k−2. La aplicacio´n del procedimiento GL en cada segmento conduce a una
evaluacio´n nume´rica exacta de estas dos integrales. El caso de la energ´ıa cine´tica angular
y el te´rmino del potencial, segundo y tercer te´rminos de Hl en Ec. 3.9 respectivamente son
ligeramente diferentes. Aqu´ı el integrando ya no es un polinomio de algu´n grado sino ma´s
bien una fraccio´n racional y la afirmacio´n anterior no es va´lida. Sin embargo, se puede
demostrar que un pequen˜o incremento en el nu´mero de puntos de la cuadratura da como
resultado una convergencia inmediata a la precisio´n del punto flotante de la computadora.
Por lo tanto, todos los elementos de la matriz se calculan de esta forma.
Otra propiedad clave directamente relacionada con el uso de la base B-spline deriva del
hecho de que los B-splines son funciones compactas: un B-spline de orden k difiere de cero
solamente en k segmentos sucesivos. Por lo tanto, cualquier operador local expresado en
la base B-spline aparece como una matriz que tiene valores distintos de cero en una banda
diagonal de ancho 2k − 1. Adema´s el Hamiltoniano, as´ı como la matriz de superposicio´n
son matrices sime´tricas. Resulta as´ı que para un dado k, en vez de N2 elementos de matriz
so´lo se necesitan calcular y almacenar Nk elementos en la memoria.
Resolver el sistema ahora es sencillo si se tiene en cuenta el hecho de que la matriz de
superposicio´n (o solapamiento) S es definida positiva. El sistema generalizado de banda
sime´trica se puede transformar entonces en un sistema regular con la misma estructura de
banda. Una diagonalizacio´n directa del nuevo sistema proporciona todas los autovalores
(que ser´ıan las autoenerg´ıas), pero este procedimiento no es capaz de recuperar las funcio-
nes propias correspondientes ya que la matriz de transformacio´n (matriz N2 completa) ha
sido eliminada. Teniendo todos los valores propios, los vectores propios se calculan uno por
uno en un segundo paso por iteracio´n inversa cuando sea necesario. Este procedimiento
nunca requiere ma´s que tres iteraciones para un error relativo del orden la precisio´n de la
ma´quina.
3.1.1. Sistema de dos part´ıculas
Para considerar un sistema de dos part´ıculas es necesario escribir un operador Ha-
miltoniano que actu´e sobre las variables de ambas part´ıculas, en este caso, el operador
es
H2p = H(1)1p +H(2)1p + U(~r1, ~r2) , (3.11)
do´nde H(i)1p es el operador Hamiltoniano que actu´a sobre la part´ıcula i (i = 1, 2) dado en
la ecuacio´n 3.2 y U(~r1, ~r2) es el operador que representa la interaccio´n entre las part´ıculas
y en general es una funcio´n que depende del mo´dulo de la diferencia entre ~r1 y ~r2, en otras
palabras so´lo depende de la distancia entre las part´ıculas, es decir U(~r1, ~r2) = U(|~r1−~r2|).
Para este sistema, la equacio´n diferencial que se tiene que resolver es
H2pψn(~r1, ~r2) = E2pn ψn(~r1, ~r2) , (3.12)
do´nde ψn(r1, r2) es la funcio´n de onda del sistema de dos part´ıculas. En particular, como
las part´ıculas son cua´nticas, la funcio´n de onda tiene que satisfacer condiciones de simetr´ıa
(adema´s de las condiciones de contorno). Estas condiciones de contorno pueden ser que la
funcio´n de onda sea sime´trica al intercambio de coordenada, ψ(~r2, ~r1) = ψ(~r1, ~r2), o bien
antisime´trica al intercambio de coordenadas, ψ(~r2, ~r1) = −ψ(~r1, ~r2).
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Para resolver el problema usando el me´todo variacional de Rayleigh-Ritz es necesario
elegir una base de funciones para el ca´lculo de las matrices y pasar de una ecuacio´n
diferencial a una ecuacio´n de autovalores y autovectores. Es recomendable que dicho
conjunto de funciones cumpla con las condiciones de simetr´ıa del problema. Como estamos
interesados en el caso de funciones de onda sime´tricas elegimos como base una combinacio´n
de B-splines que sean sime´tricas
χi,j(r1, r2) =
{
ϕi(r1)ϕj(r2) si i = j
ϕi(r1)ϕj(r2)+ϕi(r2)ϕj(r1)√
2
si i 6= j , (3.13)
do´nde ϕi(r) es el i-e´simo B-spline de orden k. Las funciones definidas en Ec. 3.13 cumple
con la condicio´n de simetr´ıa χi,j(r2, r1) = χi,j(r1, r2) para todo par de valores i, j. Para
el ca´lculo de las matrices involucradas es ma´s simple, primero calcular dichas matrices
usando la base
χˆi,j(r1, r2) = ϕi(r1)ϕj(r2) , (3.14)
y luego hacer el cambio de variable a la base sime´trica de la EC 3.13. En esta base la
matriz del operador Hamiltoniano queda
Hi,i′;j,j′ = 〈χˆi,j|H2p|χˆi′,j′〉
= (Hl)i,i′ Sj,j′ + Si,i′ (Hl)j,j′ + Ui,i′;j,j′ ,
(3.15)
do´nde las matrices (Hl) y S esta´n dadas por las integrales en la EC 3.9, mientras que la
matriz de la interaccio´n entre las part´ıculas esta´ dada por
Ui,i′;j,j′ = 〈χi,j|U(r1, r2)|χi′,j′〉
=
∫ rmax
0
(∫ rmax
0
ϕi(r1)ϕj(r2)U(r1, r2)ϕi′(r1)ϕj′(r2) dr2
)
dr1 .
(3.16)
En general, la interaccio´n entre las part´ıculas es una funcio´n que depende de la distancia
entre las mismas, |~r1 − ~r2|, por lo tanto el ca´lculo de la integral en Ec. 3.16 puede ser
bastante complicado. Una forma de calcular dichas integrales y que adema´s se puede
aplicar a un gran nu´mero de problemas es separar el integrando sobre la variable r2 en
dos, es decir, podemos definir las funciones
fj,j′(r1) =
∫ r1
0
ϕj(r2)U(r1, r2)ϕj′(r2) dr2 ,
gj,j′(r1) =
∫ rmax
r1
ϕj(r2)U(r1, r2)ϕj′(r2) dr2 ,
(3.17)
las cua´les son integrales de una so´la variable y por lo tanto pueden ser calculadas aplicando
el mismo me´todo que se usa para las dema´s matrices. Luego, para evaluar los elementos
de matriz de U(r1, r2) hay que calcular una nueva integral, que es de la forma
Ui,i′;j,j′ =
∫ rmax
0
ϕi(r1) fj,j′(r1)ϕi′(r1) dr1 +
∫ rmax
0
ϕi(r1) gj,j′(r1)ϕi′(r1) dr1 . (3.18)
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3.2. Implementacio´n nu´merica
Este me´todo, tanto para una part´ıcula como para dos, tiene dos partes bien diferencia-
das una es construir el sistema representado en las EC 3.8 o 3.12 y la otra es resolver dicho
sistema. Para la resolucio´n del sistema se utilizaron bibliotecas de terceros [2, 16] y para
armar el sistema hay que calcular las matrices involucradas. Este ca´lculo esta´ expresado
en las fo´rmulas 3.9 y 3.15 para para una y dos part´ıculas respectivamente. Las itegrales
relacionadas se aproximaron con el me´todo Gauss Legendre.
Llamemos v0 al tercer te´rmino de la derecha la Ec. 3.9 y ke los dos primeros te´rminos
de 3.9 y s representa la matriz S en 3.10. Llamaremos INT G el grado de cuadratura,
L INT la cantidad de intervalos, este para´metro define el taman˜o y por tanto la presicio´n
del ca´lculo.
3.2.1. Primera implementacio´n para una part´ıcula
Para el armado de las matrices se puden diferenciar dos procesos o bloques secuenciales,
el primero realiza un ca´lculo auxiliar y el segundo calcula las matrices de la Ec. 3.9 y 3.10
con Cuadratura Gaussiana.
En el primer bloque (ver algoritmo 7) se calcula: los knots de los B-splines con una
distribucio´n uniforme (ver lineas 9 hasta 22), las abscisas y pesos de la cuadratura de
Gauss-Legendre para cada punto de integracio´n, estos puntos son L INT intervalos to-
mados uniformemente entre los l´ımites rmin y rmax de las integrales de la Ec. 3.9 (ver
l´ıneas 3 hasta 8).
En el segundo bloque (ver algoritmo 8) se calculan las matrices de solapamiento s, la
matriz de potencial ve y la matriz de energ´ıa ke. Las integrales de cada punto de la matriz
se realizan con la cuadratura de Gauss-Legendre sobre B-splines, esto se puede ver en las
l´ıneas 3 hasta 23, notar que en la l´ınea 6 calculamos el valor de la funcio´n en ese punto
(las dependencias del mismo se dan en el ı´ndice son j e i) y luego realizamos la operacio´n
con los pesos correspondiente a cada parte de la matriz. Cada valor de B-spline tiene un
cierto peso dado por la cuadratura segu´n la posicio´n de la matriz.
Luego se integra de la misma manera con las dervidas de los B-splines (lineas 24
hasta 38) como esta´ escrito en la Ec. 3.9. Notar que la evaluacio´n de los B-splines (o ma´s
bien sus derivadas) son calculados dentro del ciclo que realiza la integracion por Gauss-
Legendre por tanto esa funcio´n es evaluada ma´s de una vez. Ma´s adelante veremos co´mo
optimizamos esto con una factorizacio´n de co´digo.
3.2.2. Primera implementacio´n para dos part´ıculas
El armado de las matrices para dos part´ıculas se puede ver en tres partes (o bloques): la
primera es calcular las matrices (Hl) y S del problema de una part´ıcula como fue´ descripto
ma´s arriba, la segunda es calcular la interaccio´n Ui,i′;j,j′ y luego armar las matrices en una
base sime´trica segu´n Ec. 3.13.
La Interaccio´n (segunda parte) se describe en el algoritmo 9. En esta rutina se realiza
el ca´lculo del tensor de la Ec. 3.16, integrando con Gauss-Legendre. El tensor Ui,i′;j,j′ es
calculado parcialmente en cada vuelta del ciclo de la l´ınea 3, entonces so´lo se calculan las
funciones f i,i
′
j,j′ y g
i,i′
j,j′ del ciclo i, i
′ (ver Ec. 3.17). Como estas funciones son computadas
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Result: Ca´lculo auxiliar x, w, t y k
1 dr = (rmax−rmin)
L INT
2 nk = L INT + 2 ∗KORD − 1
3 for i ∈ [0,L INT) do
4 ri = rmin + i ∗ dr
5 rf = ri+ dr
6 x[i] = abscisas del me´todo de gauss− legendre en el intervalo [ri, rf ]
7 w[i] = pesos del me´todo de gauss− legendre en el intervalo [ri, rf ]
8 end
9 t[0] = rmin
10 k[0] = 0
11 for i ∈ [1, KORD − 1] do
12 t[i] = t[i− 1]
13 k[i] = k[i− 1]
14 end
15 for i ∈ [KORD,KORD + L INT ] do
16 t[i] = t[i− 1] + dr
17 k[i] = k[i− 1] + 1
18 end
19 for i ∈ [KORD + L INT, nk] do
20 t[i] = t[i− 1]
21 k[i] = k[i− 1]
22 end
Algoritmo 7: Ca´lculo auxiliar
con el me´todo de Gauss-Lengre en las l´ıneas 8 hasta 29, se realiza un efoque similar al
explicado en la seccio´n 3.2.1 so´lo hay que tener cuidado con los l´ımites de integracio´n.
Luego se realiza el resto de la integracio´n en las l´ıneas 31 hasta 45 con el me´todo de
Gauss-Legendre tomando como funcio´n Ui,i′ =
√
si,i ∗ si′,i′.
La tercera parte se trata de construir el Hamiltoniano y la matriz de Solapamiento.
Para e´sto se utiliza la una nueva base explicada en 3.13. Entonces si ya se tienen calcu-
lado U y S (matriz de solapamiento para una pa´rticula) luego resta realizar el ca´lculo
descripto en 3.15 variando los puntos η. Este ca´lculo es descripto en el algoritmo 10. Las
condicionales que esta´n en las l´ıneas 12, 15, 18 y 21 indican co´mo debe ser calculada la
base que fue explicada en 3.13 segu´n el caso.
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Result: Ca´lculo de las matrices s, v0 y ke
1 nb = L INT +KORD − 3 ⊲ taman˜o de la base
2 ma = 0,5 ∗ lmax ∗ (lmax+ 1) ⊲ lmax es el momento angular
3 for i ∈ [KORD − 1, KORD + L INT − 1) do
4 for j ∈ [0, INT G) do
5 rr = x[k[i], j]
6 sp = evaluar los b-splines en el punto rr
7 for m ∈ [0, KORD) do
8 im = i−KORD +m
9 if 0 ≤ im < nb then
10 for n ∈ [0, KORD− 1] do
11 in = i−KORD + n
12 if 0 ≤ in < nb then
13 sij += sp[m] * sp[n] * w[k[i], j]
14 keij +=
ma∗sp[m]∗sp[n]∗w[k[i],j]
rr∗rr
15 if rmin < rr < rmax then
16 v0i,j += sp[m] * sp[n] * w[k[i], j]
17 end
18 end
19 end
20 end
21 end
22 end
23 end
24 for i ∈ [0, KORD + L INT − 1) do
25 for m ∈ [i−KORD + 1, i] do
26 if 0 ≤ m < nb then
27 for n ∈ [m, i] do
28 if 0 ≤ n < nb then
29 for j ∈ [0, INT G) do
30 rr = x[k[i], j]
31 bm = derivada del b− spline en el punto rr en el i´ndice m
32 bn = derivada del b− spline en el punto rr en el i´ndice n
33 keij +=
0,5∗w[k[i],j]∗bm∗bn
me
⊲ me es la masa de la part´ıcula
34 end
35 end
36 end
37 end
38 end
39 end
Algoritmo 8: Ca´lculo de matrices
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Result: Ca´lculo de la interaccio´n V ef
1 V ef = 0 ⊲ Tensor de dimensio´n N4, que representa Hi,i′;j,j′
nb = L INT +KORD − 3 ⊲ taman˜o de la base
2 for i ∈ [KORD − 1, KORD + L INT − 1) do
3 for abs ∈ [0, INT G) do
4 rr1 = x[k[i], abs]
5 w1 = w[k[i], abs]
6 f = 0 ⊲ Matriz N2
7 g = 0 ⊲ Matriz N2
8 for i′ ∈ [KORD − 1, KORD + L INT − 1) do
9 for abc′ ∈ [0, INT G) do
10 rr2 = x[k[i
′], abc′]
11 w2 = w[k[i], abs
′]
12 sp = evaluar los b-splines en el punto rr2
13 for m ∈ [0, KORD) do
14 j = i′ −KORD +m
15 if 0 ≤ j < nb then
16 for n ∈ [0, KORD) do
17 j′ = i′ −KORD + n
18 if 0 ≤ j′ < nb then
19 if rr2 ≤ rr1 then
20 fj,j′ += sp[m] ∗ sp[n] ∗ w2/rr1
21 else
22 gj,j′ += sp[m] ∗ sp[n] ∗ w2/rr2
23 end
24 end
25 end
26 end
27 end
28 end
29 end
30 sp = evaluar los b-splines en el punto rr1
31 for m ∈ [0, KORD) do
32 im = i′ −KORD +m
33 if 0 ≤ im < nb then
34 for m′ ∈ [1, KORD) do
35 im′ = i−KORD +m′ − 1
36 if 0 ≤ im′ < nb then
37 for j ∈ [1, nb) do
38 for j′ ∈ [1, nb) do
39 V efim,im′; j,j′ + =
sp[m]∗sp[m′]∗w1∗(fj,j′+gj,j′)√
sj,j∗sj′,j′
40 end
41 end
42 end
43 end
44 end
45 end
46 end
47 end
Algoritmo 9: Interaccio´n
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Data: s, v0, ke, V ef
Result: Ca´lculo de la simetrizacio´n, hsimeta, mseta
1 nb = L INT +KORD − 3 ⊲ taman˜o de la base
2 mh = ke− v0
3 i = 0
4 for η ∈ puntos η do
5 hsim = 0
6 ms = 0
7 for n ∈ [0, nb) do
8 for m ∈ [n, nb) do
9 j = 0
10 for n′ ∈ [0, nb) do
11 for m′ ∈ [n′, nb) do
12 if m = n and m′ = n′ then
13 hsimi,j = 2 ∗ sn,n′ ∗mhn,n′ + η ∗ V efn,n:n′,n′
14 msi, j = sn,n′ ∗ sn, n′
15 else if m 6= n and m′ = n′ then
16 hsimi,j =
1√
2
∗ (2 ∗ sm,n′ ∗mhn,n′ + 2 ∗ sn,n′ ∗mhm,m′ + η ∗
V efm,n:n′,n′ + η ∗ V efn,m:n′,n′)
17 msi,j = 2 ∗ 1√2 ∗ sn,n′ ∗ sm, n′
18 else if m = n and n′ 6= m′ then
19 hsimi,j =
1√
2
∗ (2 ∗ sn,m′ ∗mhn,n′ + 2 ∗ sn,n′ ∗mhn,m′ + η ∗
V efn,n:n′,m′ + η ∗ V efn,n:m′,n′)
20 msi,j = 2 ∗ 1√2 ∗ sn,n′ ∗ sn,m′
21 else
22 hsimi,j = sn,n′ ∗mhm,m′ + sn,m′ ∗mhm,n′+
23 sm,m′ ∗mhn,n′ + sm,n′ ∗mhn,m′+
24 η ∗ 0,5 ∗ (V efn,m:n′,m′ + V efm,n:n′,m′ +V efn,m:m′,n′, V efm,n:m′,n′)
25 msi,j = sn,n′ ∗ sm,m′ + sn,m′ + sm,n′
26 end
27 j = j + 1
28 end
29 end
30 i = i+ 1
31 end
32 end
33 guardar sistema(hsim,ms)
34 end
Algoritmo 10: Simetrizacio´n
Cap´ıtulo 4
Modelos Computacional CPU y
GPU
En esta seccio´n explicaremos las nociones preliminares necesarias sobre las arquitec-
turas de la CPU y GPU, relacionadas con computacio´n de alto desempen˜o. Veremos un
pantallazo general sobre las mismas, nos detendremos detallando solo las caracter´ısticas
relevantes para este trabajo.
4.1. CPU
Sobre la arquitectura de CPU explicaremos su jerarqu´ıa de memoria y sus tiempos de
accesos en te´rminos de ciclos.
La unidad central de procesamiento (o CPU por sus siglas en ingle´s: central proces-
sing unit), es el hardware dentro de la computadora que realiza las operaciones ba´sicas
aritme´ticas, lo´gicas y de entrada/salida.
La secuencia cla´sica de una instruccio´n es la siguiente: buscar la instruccio´n en la
memoria, Decodificar la instruccio´n, Ejecutar la instruccio´n y Almacenar resultados. Los
dos primeros pasos se conocen como ciclo de bu´squeda. El ciclo de bu´squeda procesa la
instruccio´n que contiene el co´digo de operacio´n y el operando. Los pasos 3 y 4 del ciclo
de instruccio´n se conocen como ciclo de ejecucio´n.
4.1.1. Jerarqu´ıa de memorias
La jerarqu´ıa de memoria es la organizacio´n piramidal de la memoria en niveles que
tienen las computadoras. Aqu´ı solo abordaremos las distintas memorias representadas en
la figura 4.1.
4.1.1.1. Registros
Los registros esta´n en la cima de la jerarqu´ıa de memoria y son la manera ma´s ra´pida
que tiene el sistema de almacenar datos. Los registros son una memoria de alta velocidad
y poca capacidad, esta´ integrada en el microprocesador y permite guardar y acceder a
valores muy usados en operaciones matema´ticas. Los registros se miden por lo general por
el nu´mero de bits que almacena. Tipos de registros:
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Figura 4.1: Diagrama piramidal de la jerarqu´ıa de memoria
1. De datos: usados para guardar nu´meros enteros.
2. De memoria: usados para guardar exclusivamente direcciones de memoria.
3. De propo´sito general: pueden guardar tanto datos como direcciones.
4. De punto flotante: usados para guardar datos en formato de flotante.
5. De propo´sito espec´ıfico: guardan informacio´n espec´ıfica del estado del sistema.
6. Constante: tiene valores creados por el hardware de so´lo lectura.
4.1.1.2. Memoria Cache´
Es una memoria ra´pida y pequen˜a, situada entre la memoria principal y el micropro-
cesador, especialmente disen˜ada para contener informacio´n que se utiliza con frecuencia
en un proceso con el fin de evitar accesos a otras memorias, reduciendo considerablemente
el tiempo de acceso al ser ma´s ra´pida que el resto de la memoria principal.
La memoria cache´ es una memoria en la que se almacena un serie de datos para su
ra´pido acceso. La memoria cache´ de un microprocesador es de tipo vola´til (del tipo RAM),
pero de una gran velocidad. Su objetivo es almacenar una serie de instrucciones y datos
a los que el microprocesador accede continuamente, con el fin de que estos accesos sean
instanta´neos.
Cuando la CPU necesita una palabra de memoria, se revisa la cache´. Si se encuentra
la palabra en cache´, se lee de ah´ı mismo. Si la palabra direccionada de la CPU no se
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Figura 4.2: Mapeo de RAM a cache´
encuentra en cache´, se accede a la memoria principal para leer la palabra. Despue´s se
transfiere un bloque de palabras que contiene la palabra que se buscab de la memoria
principal a la memoria cache´. El taman˜o de bloque puede variar de una palabra a cerca
de 16 palabras adyacentes a la que se accedio´. De esta manera se trasfieren algunos datos
la cache´ para que las futuras referencias a memoria encuentren la palabra requerida en la
memoria cache´.
Hay tres tipos diferentes de memoria cache´ para microprocesadores:
1. Cache´ de primer nivel (L1): Integrada en el nu´cleo del microprocesador, trabajan-
do a la misma velocidad que este. La cantidad de memoria cache´ L1 var´ıa de un
microprocesador a otro. Esta memoria suele a su vez estar dividida en dos partes
dedicadas, una para instrucciones y otra para datos.
2. Cache´ de segundo nivel (L2): Integrada en el microprocesador, no directamente en
el nu´cleo. Es algo ma´s lenta que la cache´ L1 y suele ser mayor que dicha cache´ L1.
Su utilizacio´n esta´ ma´s encaminada a programas que al sistema.
3. Cache´ de tercer nivel (L3): Es un tipo de memoria cache´ ma´s lenta que la L2. En
un principio esta cache´ estaba incorporada a la placa base, no al microprocesador,
y su velocidad de acceso era bastante ma´s lenta que una cache´ de nivel 2 o 1. Si
bien sigue siendo una memoria de una gran velocidad (muy superior a la RAM y
mucho ma´s en la e´poca en la que se utilizaba), depende de la comunicacio´n entre el
microprocesador y la placa base.
La memoria cache´ esta´ estructurado por celdas, donde cada celda almacena un byte. La
entidad ba´sica de almacenamiento la conforman las filas, llamados tambie´n l´ıneas de cache´.
Cuando se copia o se escribe informacio´n de la RAM por cada movimiento siempre cubre
una l´ınea de cache´. La memoria cache´ tiene incorporado un espacio de almacenamiento
llamado Tag RAM, que indica a que´ parte de la RAM se halla asociada cada l´ınea de
cache´, es decir, traduce una direccio´n de RAM en una l´ınea de cache´ concreta.
4.1.1.3. Memoria RAM
La memoria de acceso aleatorio o memoria de acceso directo (Random Access Me-
mory). Se compone de uno o ma´s chips y se utiliza como memoria de trabajo para pro-
gramas y datos. Es un tipo de memoria temporal que pierde sus datos cuando se queda
sin energ´ıa (al apagar la computadora), por lo cual es una memoria vola´til. Se trata de
una memoria de semiconductor en la que se puede tanto leer como escribir informacio´n.
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Se utiliza normalmente como memoria temporal para almacenar resultados intermedios y
datos similares no permanentes. Se dicen de acceso aleatorio o de acceso directo porque
los diferentes accesos son independientes entre s´ı. Las RAMs se dividen en:
1. Esta´ticas: mantiene su contenido inalterado mientras este´ alimentada.
2. Dina´mica: la lectura es destructiva, es decir que la informacio´n se pierde al leerla.
Para evitarlo hay que restaurar la informacio´n contenida en sus celdas, operacio´n
denominada refresco.
4.1.1.4. Disco Duro
El disco duro (hard disk) es una unidad de almacenamiento magne´tico de la informa-
cio´n. Es un disco meta´lico (normalmente de aluminio) recubierto con una capa de material
magnetizable por sus dos caras (usualmente n´ıquel). El disco duro magne´tico esta´ dividido
en pistas conce´ntricas. Cada pista se divide en igual nu´mero de bloques radiales deno-
minados sectores. La capacidad de almacenamiento en bytes por cada pista es variable,
dependiendo del taman˜o de la misma y de la densidad de grabacio´n. En todas las pistas
de un mismo disco (desde las exteriores hasta las interiores) cabe la misma cantidad de
informacio´n, lo que se consigue grabando con mayor densidad en las pistas interiores y
menor densidad en las pistas exteriores.
Otro tipo de disco aparte del magne´tico y de uso masivo es la unidad de estado
so´lido, dispositivo de estado so´lido o SSD (acro´nimo ingle´s de Solid-State Drive). Es un
tipo de dispositivo de almacenamiento de datos que utiliza memoria no vola´til, como la
memoria flash, para almacenar datos en lugar de los platos o discos magne´ticos de las
unidades de discos duros (HDD) convencionales. En comparacio´n con los discos duros
tradicionales, las unidades de estado so´lido son menos sensibles a los golpes al no tener
partes mo´viles, son pra´cticamente inaudibles y poseen un menor tiempo de acceso y de
latencia, lo que se traduce en una mejora del rendimiento exponencial en los tiempos de
carga de los sistemas operativos. En contrapartida, su vida u´til es muy inferior ya que
tienen un nu´mero limitado de ciclos de escritura, pudiendo producirse la pe´rdida absoluta
de los datos de forma inesperada e irrecuperable. Los SSD hacen uso de la misma interfaz
SATA que los discos duros por lo que son fa´cilmente intercambiables sin tener que recurrir
a adaptadores o tarjetas de expansio´n para compatibilizarlos con el equipo.
4.1.1.5. Memoria virtual
Es un concepto que permite al software usar ma´s memoria principal que la que real-
mente posee. Muchas aplicaciones requieren el acceso a ma´s informacio´n (co´digo y datos)
que la que se puede mantener en memoria f´ısica. Esto es as´ı sobre todo cuando el sis-
tema operativo permite mu´ltiples procesos y aplicaciones ejecuta´ndose simulta´neamente.
Una solucio´n al problema de necesitar mayor cantidad de memoria de la que se posee
consiste en que las aplicaciones mantengan parte de su informacio´n en disco, movie´ndola
a la memoria principal cuando sea necesario. Aunque la memoria virtual podr´ıa estar
implementada por el software del sistema operativo, en la pra´ctica casi siempre se usa
una combinacio´n de hardware y software, dado el esfuerzo extra que implicar´ıa para el
microprocesador.
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Cuando se usa Memoria Virtual, o cuando una direccio´n es le´ıda o escrita por la CPU,
una parte del hardware dentro de la computadora traduce las direcciones de memoria
generadas por el software (direcciones virtuales) en:
1. La direccio´n real de memoria (la direccio´n de memoria f´ısica): la referencia a la
memoria es completada, como si la memoria virtual no hubiera estado involucrada:
el software accede donde deb´ıa y sigue ejecutando normalmente.
2. Una indicacio´n de que la direccio´n de memoria deseada no se encuentra en memoria
principal (llamado excepcio´n de memoria virtual): el sistema operativo es invocado
para manejar la situacio´n y permitir que el programa siga ejecutando o aborte segu´n
sea el caso.
La memoria virtual es una te´cnica para proporcionar la simulacio´n de un espacio de
memoria mucho mayor que la memoria f´ısica de una ma´quina. Esta ilusio´n permite que
los programas se ejecuten sin tener en cuenta el taman˜o exacto de la memoria f´ısica. La
ilusio´n de la memoria virtual esta´ soportada por el mecanismo de traduccio´n de memoria
junto con una gran cantidad de almacenamiento ra´pido en disco duro. As´ı en cualquier
momento el espacio de direcciones virtual hace un seguimiento de tal forma que una
pequen˜a parte de e´l esta´ en memoria real y el resto almacenado en el disco, pudiendo ser
referenciado fa´cilmente.
4.1.2. Memorias RAM vs Cache´s
A medida que la velocidad de los procesadores aumenta, el acceso a memoria es re-
lativamente lento (en cuanto a cantidad de ciclos de CPU para hacer entrada salida).
La solucio´n al problema de tener memoria relativamente lenta es an˜adir almacenamiento
en memoria cache´ y prefetching: la memoria cache´ proporciona un acceso ra´pido a datos
utilizados frecuentemente y el prefetching precarga datos en cache si el patro´n de acceso
es predecible.
Cargar de cache toma algunos ciclos (depende de la jerarqu´ıa) y cargar desde memoria
RAM toma cerca de 400 ciclos como se puede ver Cuadro 4.1. Si la CPU puede predecir
los bloques de memoria que utilizara´ (prefeching) entonces la perdida de ciclos por traer
memoria desde RAM es mucho menor. Por lo tanto hacer co´digo amigable con la cache´ es
importante en las rutinas que son CPU bound. El uso de patrones de acceso a la memoria
predecible y el funcionamiento en trozos de datos que son ma´s pequen˜os que la cache´ de
la CPU obtendra´ la mayores beneficios de las cache´s modernas.
4.2. GPGPU
GPGPU es el te´rmino que se utiliza para designar las tareas de propo´sito general,
t´ıpicamente pensadas para ser procesadas en una CPU, que aprovechan el potencial de la
GPU para ejecutarse en ella. Dado que los procesadores gra´ficos son mucho ma´s eficientes
en cierto tipo de operaciones, los resultados se obtendra´n ma´s ra´pidamente.
El problema de la GPGPU es precisamente que no todas las tareas tienen que ser ma´s
eficientes en una GPU. E´stas esta´n especializadas en tareas altamente paralelizables cuyos
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Evento Latencia Escalado
1 Ciclo de CPU 0.3 ns 1 s
Nivel 1 acceso a cache 0.9 ns 3 s
Nivel 2 acceso a cache 2.8 ns 9 s
Nivel 3 acceso a cache 12.9 ns 43 s
Acceso a Memoria principal (DRAM, from CPU) 120 ns 6 min
Disco de Estado So´lido I/O (flash memory) 50-150 µs 2-6 d´ıas
Disco Rotacional 1-10 ms 1 - 12 meses
Cuadro 4.1: Cuadro de latencias de los diferentes accesos a memoria
algoritmos puedan subdividirse, procesarse por separado para luego unir los subresultados
y tener el resultado final.
4.2.1. CUDA como modelo de programacio´n escalable
Las arquitecturas de CPU de mu´ltiples nu´cleos y GPU significaron que los chips de
procesadores convencionales fueran sistemas paralelos. Ma´s au´n, su paralelismo continua
escalando con la ley de Moore. El desaf´ıo es lograr construir aplicaciones que utilicen
este paralelismo y que de forma transparente escalen para aprovechar el incremento en
el nu´mero de nu´cleos. Tal como las aplicaciones de procesamiento gra´fico 3D escalan su
paralelismo a GPU de mu´ltiples nu´cleos.
El modelo de programacio´n paralelo de CUDA esta´ disen˜ado para sobreponerse a este
desaf´ıo mientras facilita el aprendizaje con la utilizacio´n del esta´ndar de C.
Su modelo proporciona tres tipos de abstracciones: una jerarqu´ıa de grupos de hilos
(threads), memoria compartida y barreras de sincronizacio´n. E´stas son utilizadas por el
programador a trave´s de un nu´mero pequen˜o extensiones del lenguaje C.
Estas abstracciones proveen de paralelismo de datos de grano-fino y paralelismo de
hilos, mezclado en medio de un paralelismo de datos de grano-grueso y paralelismo de
tareas. Esto lleva al usuario a dividir el problema en subproblemas que puedan ser solu-
cionados independientemente en paralelo por bloques de hilos y cada problema en partes
ma´s pequen˜as que puedan ser resueltos de forma cooperativa en paralelo por todas los
hilos de un mismo bloque.
Esta descomposicio´n preserva la expresividad del lenguaje permitiendo a los hilos
cooperar cuando solucionan cada subproblema y, al mismo tiempo, permite la escalabili-
dad automa´ticamente. De este modo, cada bloque de hilos puede ser asignado a cualquiera
de los multiprocesadores disponibles en la GPU en cualquier orden y de forma concurren-
te o secuencial, permitiendo que el co´digo CUDA pueda ejecutarse en cualquier nu´mero
de multiprocesadores. E´sto permite que o´lo el sistema de planificacio´n deba conocer la
cantidad f´ısica de multiprocesadores, como se ilustra en la Figura 4.3
4.2.1.1. Modelo de programacio´n
En esta Seccio´n presentaremos los conceptos principales del modelo de programacio´n
de CUDA C. CUDA C extiende el lenguaje esta´ndar C, permitiendo al programador definir
funciones llamadas Kernels que, cuando son llamadas, se ejecutan N veces en paralelo por
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Figura 4.3: Escalabilidad Automa´tica
N hilos de CUDA, a diferencia de so´lo un hilo en una funcio´n regular de C. El programador
es quie´n decide el valor dina´mico o esta´tico del para´metro N en el momento de ejecutar
el kernel. A cada hilo que ejecuta un kernel se le asigna un identificador u´nico el cual es
accesible por el hilo dentro del kernel. Estos identificadores siguen los lineamientos de la
jerarqu´ıa de hilos analizada a continuacio´n.
Jerarqu´ıa de Hilos
Cada identificador de hilo puede ser visto como una 3-upla, por lo que cada hilo puede
ser identificado utilizando un ı´ndice de una, dos o tres dimensiones formando as´ı un
bloque de hilos de una dos o tres dimensiones. E´sto provee una forma natural de mapear
los identificadores de hilos con el accesos a datos. Hay un l´ımite en el nu´mero de hilos por
bloques ya que se espera que cada bloque de hilos resida en un mismo multiprocesador y
debe compartir recursos de memoria limitados dentro del procesador. El nu´mero ma´ximo
de hilos por bloques es de 1024 en la arquitectura utilizada en este trabajo.
Los bloques son organizados en grillas de una, dos o tres dimensiones como se ilustra
en la Figura 4.4. El nu´mero de bloques de hilos en una grilla esta´ normalmente limitado
directamente por le taman˜o de los datos a procesar o el nu´mero de procesadores en el
sistema.
Cada bloque dentro de una grilla puede ser identificado por un ı´ndice de una, dos o
tres dimensiones (segu´n haya sido declarado) y accesible dentro del kernel a trave´s de una
variable predefinida. Del mismo se puede acceder a las dimensiones del bloque de hilos y
a la grilla de bloques.
Los hilos dentro de un bloque pueden cooperar entre ellos compartiendo datos a trave´s
de memoria compartida y sincronizando su ejecucio´n para coordinar el accesos a esta
memoria. Para que la cooperacio´n sea eficiente, se requiere que el acceso a memoria
compartida tenga baja latencia y la sincronizacio´n no tenga una gran penalizacio´n.
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Figura 4.4: Grilla de bloques de hilos
Jerarqu´ıa de Memoria
Los hilos de CUDA pueden acceder a diferentes espacios de memoria durante su eje-
cucio´n como se ilustra en la Figura 4.5. Cada hilo dispone de memoria local. Cada bloque
de hilos dispone de memoria compartida visible por todos los hilos de un mismo bloque.
Todos los hilos tiene acceso a la misma memoria global.
Hay adicionalmente dos memorias de so´lo lectura accesible por todos los hilos: memoria
constante y memoria de textura. La memoria global, memoria de textura y memoria
constante esta´n optimizadas para diferentes usos. La memoria de textura ofrece un modo
de acceso y filtrado de datos para formatos de memoria espec´ıficos. No cubriremos este
tipo de memoria ya que no es utilizada en el trabajo.
Figura 4.5: Jerarqu´ıa de memoria
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Programacio´n Heteroge´nea
El modelo de programacio´n de CUDA asume que los hilos de CUDA ejecutan en un
dispositivo f´ısicamente separado que opera como un coprocesador del host que esta´ ejecu-
tando la aplicacio´n. Por lo general (y para el ana´lisis de nuestro trabajo) esta aplicacio´n
esta´ escrita en C/C++ utilizando el lenguaje CUDA. El co´digo kernel sera´ ejecutado es-
pec´ıficamente en la GPU y el resto del programa se ejecutara´ en el procesador central o
CPU.
Adema´s, el modelo computacional de CUDA asume que tanto el host como el disposi-
tivo manejan distintos espacios de memoria referidos como memoria de host y memoria de
dispositivo respectivamente. CUDA provee una API completa para manejar la memoria
de dispositivo y poder ser alocada, escrita y le´ıda por el host.
4.2.2. Implementacio´n del hardware CUDA GPGPU
La arquitectura de NVIDA GPU esta´ construida alrededor de un arreglo de procesa-
dores de flujo de mu´ltiples hilos o Streaming Multiprocessors (SMs). Cuando un programa
CUDA esta´ ejecutando en host e invoca la ejecucio´n de una grilla de kernels, los bloques
de la grilla son numerados y distribuidos a los multiprocesadores disponibles para su eje-
cucio´n. Los hilos de un bloque ejecutan concurrentemente en un mismo multiprocesador
y mu´ltiples bloques de hilos pueden ejecutar de forma concurrente en un mismo multi-
procesador. A medida que los bloques de hilos terminan, nuevos bloques son asignados a
los multiprocesadores vacantes.
Los multiprocesadores esta´n disen˜ados para ejecutar cientos de hilos de forma concu-
rrente. Para manejar este nu´mero de hilos, e´stos utilizan una arquitectura llamada SIMT
(Single Instruction, Multiple Thread)
4.2.2.1. Arquitectura SIMT
Los multiprocesadores crean, manejan, planifican y ejecutan en paralelo grupos de
32 hilos llamados warps. Cada hilo de un warp comienzan juntas en el mismo punto del
programa, pero cada uno tiene su propio contador de instrucciones, registros de estados
y son libres de ejecutar independientemente.
Cuando un multiprocesador posee uno o ma´s bloques de hilos para ejecutar, e´ste parte
los bloques en warps y cada warp es planificado por un planificador de warps para ser
ejecutada. La forma en que los bloques son divididos en warps es siempre la misma: cada
bloque contiene hilos con identificadores nume´ricos asignados de forma consecutiva. El
primer warp contiene los hilos con identificadores 0 a 31, la segunda warp los hilos 32 a
63 y as´ı sucesivamente.
Cada hilo dentro de un mismo warp ejecuta una misma instruccio´n al mismo tiempo,
por lo tanto el rendimiento o´ptimo se consigue cuando los 32 hilos de un warp siguen el
mismo camino de ejecucio´n. Si los hilos de un warp divergen en el flujo de ejecucio´n, la
ejecucio´n de los hilos del warp son serializados, deshabilitando los hilos que no esta´n en
el flujo de ejecucio´n. Cuando los posibles caminos convergen, todos los hilos vuelven al
mismo punto del programa. E´sto so´lo ocurre entre hilos de un mismo warp. Diferentes
warp ejecutan independientemente.
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Si analizamos la correccio´n del programa, el programador puede esencialmente ignorar
el comportamiento de la arquitectura SIMT. Sin embargo, se pueden conseguir sustancia-
les mejoras de rendimiento teniendo en cuenta la forma en que los hilos son agrupados y
co´mo es el comportamiento de ellos en los warps. En la pra´ctica, esto es ana´logo a co´mo
se comporta la cache´. El taman˜o de cache´ puede ser ignorado en la correccio´n del di-
sen˜o, pero debe ser considerado en la estructura del co´digo para conseguir el rendimiento
ma´ximo. La arquitectura SIMT, requiere de ciertos cuidados al acceder a la memoria y
manejar la divergencia de los hilos. E´stos sera´n analizados a ma´s adelante.
4.2.2.2. Caracter´ısticas del Hardware Multi-hilo
El contexto de ejecucio´n de cada warp (contadores de programa, registros, etc.) es
mantenido en la memoria interna de cada multiprocesador lo largo de la vida del warp.
E´sto implica que cambiar de un contexto de ejecucio´n a otro no tiene costo, hecho que es
aprovechado para que los multiprocesadores mantengan un conjunto de warps activas para
la ejecucio´n y el planificador de ejecucio´n del multiprocesador elija cua´l es el siguiente warp
a ejecutar. El modo de manejar la ejecucio´n de las warps es una gran ventaja en el disen˜o
de la arquitectura, permitiendo ocultar de forma o´ptima la latencia de lectura y escritura
a memoria, siempre y cuando el multiprocesador tenga suficientes warps disponibles para
la ejecucio´n.
En particular, cada multiprocesador contiene una conjunto de registros de 32-bits
que son divididos a lo largo de los warps y una cache´ de datos y memoria compartida
que es dividida a lo largo de los bloques de hilos. El nu´mero de bloques y warps que
pueden residir y ser procesados al mismo tiempo dentro de un multiprocesador para un
programa dado, depende de la cantidad de registros y memoria compartida utilizada
para el programa y la cantidad de registros y memoria compartida disponibles en el
multiprocesador. Tambie´n existe un nu´mero ma´ximo de bloques residentes y de warps
residentes en cada multiprocesador.
Para comprender este hecho, veremos un ejemplo concreto en la arquitectura espec´ıfica
utilizada en el trabajo. Hablamos de la arquitectura Kepler de NVIDA. En esta arquitec-
tura, el taman˜o de los warps es 32 y cada multiprocesador posee 256 KB de memoria de
registros y memoria compartida programable en 16, 32 o 48 KB. Supongamos que posee-
mos un kernel que utiliza 25 registros locales de 32 bit y cada bloque lanzado es de 256
hilos. Cada bloque necesita de 256×25×4 = 25KB lo cua´l nos indica que no puede haber
ma´s de 10 bloques simulta´neamente en el mismo SM. De haberlo, el multiprocesador se
quedar´ıa sin memoria local. Recordemos que cada hilo necesita que sus valores locales
persistan en memoria local a lo largo de su ejecucio´n para permitir que el planificador los
saque y ponga en ejecucio´n ra´pidamente. Del mismo modo si los SM esta´n configurados
para tener 48KB de memoria compartida y cada bloque utiliza 12KB de esta memoria, no
puede haber ma´s de 4 bloques simulta´neamente en el mismo SM. De estos dos para´metros
analizados, para determinar en tiempo de compilacio´n cua´ntos bloques pueden residir en
cada SM, se concluye que el mı´nimo entre ambos deber ser el valor final.
De lo analizado anteriormente se desprende un valor de utilizacio´n de los multipro-
cesadores o occupancy que es el porcentaje entre la cantidad de bloques de un kernel en
particular que puede manejar cada cada multiprocesador y la cantidad ma´xima de bloques
determinados por la arquitectura. En el caso de la arquitectura Kepler el nu´mero ma´ximo
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de bloques por SM es 16. As´ı, Occupancy es un valor entre 0 y 1. Mientras ma´s cerca de 1
se encuentre, no significara´ que el co´digo sera´ ma´s eficiente ya que esto depende de la com-
binacio´n de muchos factores, pero determina cua´n ocupado estara´n los SM, permitiendo
as´ı mejorar el ocultamiento de latencia de accesos a memoria entre otras cosas.
4.2.3. Te´cnicas de Rendimiento
Para lograr conseguir el ma´ximo rendimiento de la arquitectura GPU es necesario
adaptar el problema para seguir algunos lineamentos de la arquitectura. En nuestro pro-
blema trataremos de conseguir :
1. Maximizar la ejecucio´n en paralelo para alcanzar la ma´xima utilizacio´n.
2. Optimizar el uso de la memoria para alcanzar el ma´ximo ancho de banda.
Para lograr la ma´xima utilizacio´n debemos separar el problema en bloques lo ma´s
independientes posibles para que e´stos puedan ser mapeados a diferentes componentes del
sistema y mantener estos componentes lo ma´s ocupados posible. A nivel multiprocesador,
como ya explicamos, es importante que haya muchas warps activas dispuestas a ejecutar
para poder ocultar la latencia de acceso a memoria. Adema´s, es necesario que los threads
de un mismo warp minimicen las bifurcaciones y las sincronizacio´n como barreras o mutex
de escritura de memoria.
En cuanto a utilizacio´n de memoria, el primer paso es tratar de maximizar el rendi-
miento en los accesos a memoria de bajo ancho de banda, es decir, memoria que reside en
el dispositivo. Las te´cnica ma´s utilizada es disen˜ar el algoritmo para minimizar el acceso
a memoria global y utilizar la memoria compartida como una cache´ intermedia entre la
lectura - operacio´n - escritura. El esquema ba´sico ser´ıa :
1. Cargar los datos de memoria global a memoria local.
2. Sincronizar todas los threads del bloque de tal modo que cada thread pueda acceder
a la memoria cargada por otro thread de forma segura.
3. Procesar los datos en memoria compartida.
4. Sincronizar nuevamente, si es necesario, para asegurar que todos las threads termi-
naron de procesar los datos.
5. Escribir los resultados nuevamente a memoria global.
Otro punto que mejora el rendimiento es seguir los patrones de accesos o´ptimos a
memoria. Cada memoria tiene sus propias caracter´ısticas.
La memoria global reside en memoria del dispositivo, esta memoria es accedida a
trave´s de transacciones de 16, 32 y 64 bytes. Dichas transacciones esta´n alineadas. Cuando
una warp ejecuta una instruccio´n que accede a memoria global, e´sta genera las cantidad
de transacciones necesarias dependiendo del taman˜o de dato accedido de tal manera de
poder satisfacer cada hilo y luego lo distribuye entre ellos. Por lo general, mientras ma´s
transacciones sean necesarias, ma´s datos innecesarios son transferidos al warp y luego
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desechados, empeorando el rendimiento. Por ello es importante que las instrucciones de
acceso a memoria global sean hechas de tal forma que los datos necesarios por los hilos
este´n los ma´s juntos posibles.
Los accesos a memoria local so´lo ocurren para algunas variables automa´ticas las cuales
son ubicadas en este espacio de memoria por el compilador. El espacio de memoria local
reside en memoria de dispositivo, por lo tanto sus accesos tiene alta latencia y bajo
ancho de banda. Adema´s esta´n sujetas a los mismos requerimientos de accesos que lo
nombrado anteriormente en el acceso a memoria global. Ya que el acceso a esta memoria
esta´ controlada por el compilador, e´ste se encarga de generar los patrones de acceso que
maximicen el rendimiento.
La memoria compartida reside en los multiprocesadores. Por ello los accesos a esta
memoria tiene ma´s baja latencia y ma´s alto ancho de banda que la memoria local y la
memoria global. Para maximizar el ancho de banda, la memoria compartida es dividida en
mo´dulos de igual taman˜o, llamados bancos, los cuales pueden ser accedidos simulta´nea-
mente. Cualquier requerimiento de lectura o escritura realizado a n direcciones que caen
en n bancos de memoria distintos pueden ser servidos simulta´neamente. Del mismo mo-
do, accesos simulta´neos de varios hilos a posiciones distintas del mismo banco generan la
serializacio´n del acceso. Es importante destacar que si varios hilos acceden a la misma po-
sicio´n de memoria, el warp realiza una sola transaccio´n y luego distribuye la informacio´n
a todos los hilos que la requirieron.
La memoria constante y memoria de textura son memorias que residen en memoria
de dispositivo, pero no analizaremos su patro´n de acceso ya que este trabajo no hace uso
de este tipo de memorias.
Cap´ıtulo 5
Optimizacio´n
Este trabajo tiene como objetivo la optimizacio´n de diferentes funciones y estructuras
de datos de una implementacio´n del me´todo variacional de Rayleigh-Ritz explicado en
la Seccio´n 3, ya que esta implementacio´n escala muy mal, necesitando gran cantidad de
memoria y tiempo de procesamiento a medida que el taman˜o del problema crece. A lo
largo de este Cap´ıtulo mostraremos las diferentes modificaciones, tanto algor´ıtmicas como
de estructuras de datos ma´s eficientes, para lograr que el programa tome menor tiempo
y memoria, logrando una mejor escalabilidad.
5.1. Optimizacio´n en Memoria
La optimizacio´n en cuanto a almacenamiento se da en dos cambios:
Evitar almacenar ceros en la matrices: almacenar la mı´nima cantidad de ceros po-
sibles sin desmerecer la eficiencia.
No almacenar datos que requieren unas pocas operaciones para ser recalculados: ir
a buscar estos datos a memoria puede ser mas costoso que recalcularlos.
Para e´sto se utilizo´ estructuras de matrices dispersas y se reemplazaron arreglos por
funciones que devuelven el mismo valor dado un ı´ndice. Se utilizo´ dos tipos de estructuras:
CDS explicadas en 2.4.3 y CCS explicadas en 2.4.1.
5.1.1. Matrices de Banda
Las matrices que estaban definidas en torno a la traza segu´n la constante KORD
son s, v0, ke, f y g (ver Figura 5.5) donde todas son sime´tricas salvo f y g, por lo que se
utilizo´ una estructura de matriz de banda. Estas matrices son comprimidas en un orden
de O((LINT +KORD)2) a O((LINT +KORD)×KORD).
La variable V efi,j,k,l es un tensor que puede ser comprimida en una matriz, si no se al-
macenan los elementos nulos, este tensor es comprimido en un orden deO((LINT +KORD)4)
a O(((LINT +KORD)×KORD)2), la distribucio´n de no ceros de esa matriz se ve refle-
jado en las Figuras 5.3 y 5.4. Para mantener una interfaz limpia se realiza un redireccio-
namiento de ı´ndices. En esta variable el incide i y k tanto como el j y l esta´n relacionadas
de la siguiente manera: cuando los incides |i− k| > KORD o |j − l| > KORD V efi,j,k,l
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vale 0, por tanto se puede aplicar un redireccionamiento ana´logo al de las matrices de
banda.
5.1.2. Matrices de Almacenamiento de Columnas Comprimidas
Para las matrices hsim, ms, mv que no necesariamente esta´n definidas so´lo en torno
a la traza (ver Figura 5.1) se utilizo´ este tipo de almacenamiento, que tambie´n es prove-
choso para el me´todo de Arnoldi [16]. Estas matrices esta´n comprimidas en un orden de
O((LINT +KORD)4) a O((LINT +KORD)2)
Columnas
300
Figura 5.1: Distribucio´n de elementos distintos de cero de las matrices hsim, ms, mv para
LINT = 20
5.2. Optimizacio´n en CPU
La optimizacio´n ma´s grande se logro´ al reducir el espacio de ca´lculo de los ciclos (redu-
ciendo las iteraciones de los ciclos), tomando so´lo los valores distintos de cero de la matriz
ya que e´stos pueden saberse de antemano. Dado que la cantidad de los elementos no nulos
es en orden menor al taman˜o de los elementos nulos, permite una gran mejora en tiempo
computacional, reduciendo la complejidad. Otras optimizaciones han sido por cacheo de
resultados, factorizacio´n de co´digo y ca´lculo de valores en vez de ser almacenados.
5.2.1. Reduccio´n del Espacio de Ca´lculo
Para reducir el espacio de ca´lculo se ha restringido los valores de los ı´ndices a solo
los lugares donde la matriz puede no ser cero. Para ello se estudio´ la estructura de cada
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Columnas
1,400
Figura 5.2: Distribucio´n de elementos distintos de cero de las matrices hsim, ms, mv para
LINT = 50
Columnas
3,000
Figura 5.3: Distribucio´n de elementos distintos de cero de la matriz V ef
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Columnas
Figura 5.4: Zoom de uno de los puntos de V ef ver Figura 5.3
Figura 5.5: Distribucio´n de elementos distintos de cero de la matriz s, ke, v0, f , y g
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matriz, algunas matrices son de banda y otras son solo dispersas sin ser de banda (mas
bien lo que sucede es que: la banda que se debe tomar ser´ıa demasiado ancha).
5.2.1.1. Funcio´n Interseccio´n
En esta funcio´n se paso´ de tener un orden de O(LINT × INTG ×KORD2 × (LINT ×
INTG + (KORD +LINT )
2) a O(LINT ×INTG×KORD2× (LINT ×INTG+ KORD×
(KORD + LINT ))) so´lo cambiando una l´ınea, en el Algoritmo 11 podemos ver el cambio
en el espacio de iteracio´n del ciclo. Si tomamos constantes todas las variables excepto
LINT , que es lo que define el taman˜o del problema, podemos reescribir el orden como
O(L3INT ) a O(L2INT )
5.2.1.2. Funcio´n t y k
E´sta se calcula sin necesidad de acceder a memoria ya que es una funcio´n que tiene
tres partes bien diferenciadas, do´nde la primera y la u´ltima son constantes y la segunda es
lineal Ver Figura 5.6. Como vimos en la subseccio´n 4.1.2 cuando las cuentas son pocas y
los datos para estas son de fa´cil acceso (esta´n impl´ıcitos o recientemente usados) recalcular
un valor es mejor que ir a buscarlo a memoria.
5.2.1.3. Escalas de Gauss-Legendre
El me´todo deGauss−Legendre es calculado LINT veces en la funcio´nKNOT PESOS
(ver Algoritmo 7) sin embargo este me´todo puede ser calculado una so´la vez y luego ser
escalado para cualquier intervalo [a,b]. Luego una optimizacio´n, tanto en memoria como
en tiempo de ejecucio´n, es resolver las abscisas y pesos de Gauss−Legendre para [-1, 1]
y realizar las funciones de escalado. Entonces podemos reemplazar el Algoritmo 7 con el
Algoritmo 12 y luego escalar los w−1,1i y x
−1,1
i con las siguientes funciones descriptas en
los Algoritmos 14 y 13.
El escalado se realiza de la siguiente manera: supongamos que queremos las j-e´simas
abscisas y pesos del intervalo i para i ∈ [0, LINT ] y j ∈ [0, INTG]. Luego en las primeras
l´ıneas de los algoritmos 13 y 14 se calculan los l´ımites de la integracio´n del intervalo i y
posteriormente se escala el j-e´simo valor.
5.2.1.4. Funcio´n sener
En el Algoritmo 15 esta´n resaltadas las l´ıneas donde se realizo´ la reduccio´n en cuanto
a iteraciones. Se han agregado dos variables extras: jump1, jump2. E´stas representan los
saltos que se deben dar. Al no recorrer todo el ciclo secuencialmente, hay que ir saltando a
los valores no nulos. Notar que las matrices que este algoritmo calcula tiene la estructura
de la Figura 5.1. En esta funcio´n se paso´ de tener un orden de O((LINT +KORD)4) a
O((LINT +KORD)2 ×KORD2).
5.2.2. Factorizacio´n de co´digo y cacheo de resultados
Esta optimizacio´n consiste en intercambiar la anidacio´n de ciclos para evitar recalcular
una funcio´n con los mismos para´metros.
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Result: Ca´lculo de la interaccio´n V ef
1 V ef = 0 ⊲ Tensor de dimensio´n N4, que representa Hi,i′;j,j′
nb = L INT +KORD − 3 ⊲ taman˜o de la base
2 for i ∈ [KORD − 1, KORD + L INT − 1) do
3 for abs ∈ [0, INT G) do
4 rr1 = x[k[i], abs]
5 w1 = w[k[i], abs]
6 f = 0 ⊲ Matriz N2
7 g = 0 ⊲ Matriz N2
8 for i′ ∈ [KORD − 1, KORD + L INT − 1) do
9 for abc′ ∈ [0, INT G) do
10 rr2 = x[k[i
′], abc′]
11 w2 = w[k[i], abs
′]
12 sp = evaluar los b-splines en el punto rr2
13 for m ∈ [0, KORD) do
14 j = i′ −KORD +m
15 if 0 ≤ j < nb then
16 for n ∈ [0, KORD) do
17 j′ = i′ −KORD + n
18 if 0 ≤ j′ < nb then
19 if rr2 ≤ rr1 then
20 fj,j′ += sp[m] ∗ sp[n] ∗ w2/rr1
21 else
22 gj,j′ += sp[m] ∗ sp[n] ∗ w2/rr2
23 end
24 end
25 end
26 end
27 end
28 end
29 end
30 sp = evaluar los b-splines en el punto rr1
31 for m ∈ [0, KORD) do
32 im = i′ −KORD +m
33 if 0 ≤ im < nb then
34 for m′ ∈ [1, KORD) do
35 im′ = i−KORD +m′ − 1
36 if 0 ≤ im′ < nb then
37 for j ∈ [1, nb) do
38 for j′ ∈ [ma´x(n−KORD, 0),mı´n(nb, n+KORD+1)) do
39 V efim,im′; j,j′ + =
sp[m]∗sp[m′]∗w1∗(fj,j′+gj,j′)√
sj,j∗sj′,j′
40 end
41 end
42 end
43 end
44 end
45 end
46 end
47 end
Algoritmo 11: Interaccio´n
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Result: Ca´lculo auxiliar x−1,1, w−1,1
1 x−1,1 = abscisas del me´todo de gauss− legendre en el intervalo [−1, 1]
2 w−1,1 = pesos del me´todo de gauss− legendre en el intervalo [−1, 1]
Algoritmo 12: Ca´lculo auxiliar
Result: Abscisas xi,j
1 dr = R MAX−R MIN
LINT
2 x1 = R MIN + idr
3 x2 = x1 + dr
4 xm = 0,5 ∗ (x2 + x1)
5 xl = 0,5 ∗ (x2 − x1)
6 if j ≥ INT G+1
2
then
7 return xm + x
−1,1
j ∗ xl
8 else
9 return xm − x−1,1j ∗ xl
10 end
Algoritmo 13: Valor de las abscisas j de la cuadratura del i− esimo intervalo
Result: Pesos wi,j
1 dr = R MAX−R MIN
LINT
2 x1 = R MIN + idr
3 x2 = x1 + dr
4 xl = 0,5 ∗ (x2 − x1)
5 return 2xl
w
−1,1
j
Algoritmo 14: Valor del peso j de la cuadratura del i− esimo intervalo
Si bien anteriormente hablamos que reducir el uso de memoria por recalcular el valor
de una funcio´n era conveniente, e´ste no es el caso aqu´ı pues la funcio´n bsplvb y bder
es ma´s costosa recalcular que buscar en RAM, por ende conviene hacer cacheo de la
funcio´n en vez de recalcular. Esta funcio´n requiere calcular su valor repetidas veces en
los procesos interaccio´n y ca´lculo matrices por lo tanto se memorizo´ los resultados para
luego accederlos.
En el Algoritmo 16 podemos ver: co´mo el ciclo del iterador j esta´ unas l´ıneas antes y
el arreglo bders guarda los de bder.
5.2.2.1. Ca´lculo de Valores versus Almacenamiento
Cuando el ca´lculo del valor es sencillo es mejor calcularlo nuevamente en vez de ir
a buscarlo a memoria, puesto que eso produce ma´s fallos de cache´. Hay que tener en
cuenta que el acceso a memoria es 100 veces ma´s lento [23]. Tal es el caso de la funcio´n
t: e´sta se calcula sin necesidad de memoria ya que es una funcio´n que tiene tres partes
bien diferenciadas, donde la primera y la u´ltima son constantes y la segunda es lineal. Ver
Figura 5.6.
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Data: s, v0, ke, V ef
Result: Ca´lculo de la simetrizacio´n, hsimeta, mseta
1 nb = L INT +KORD − 3 ⊲ taman˜o de la base
2 mh = ke− v0
3 i = 0
4 for η ∈ puntos η do
5 hsim = 0
6 ms = 0
7 for n ∈ [0, nb) do
8 for m ∈ [n, nb) do
9 jump2 = ma´x(n−KORD + 1, 0)
10 j = (nb ∗ (nb+ 1))/2− ((nb− jump2) ∗ (nb− jump2 + 1))/2
11 for n′ ∈ [jump2,mı´n(nb, n+KORD)) do
12 jump1 = ma´x(0, n−KORD + 1)
13 j+ = jump1
14 for m′ ∈ [jump1 + n′,mı´n(nb,m+KORD)) do
15 if m = n and m′ = n′ then
16 hsimi,j = 2 ∗ sn,n′ ∗mhn,n′ + η ∗ V efn,n:n′,n′
17 msi, j = sn,n′ ∗ sn, n′
18 else if m 6= n and m′ = n′ then
19 hsimi,j =
1√
2
∗ (2 ∗ sm,n′ ∗mhn,n′ + 2 ∗ sn,n′ ∗mhm,m′ + η ∗
V efm,n:n′,n′ + η ∗ V efn,m:n′,n′)
20 msi,j = 2 ∗ 1√2 ∗ sn,n′ ∗ sm, n′
21 else if m = n and n′ 6= m′ then
22 hsimi,j =
1√
2
∗ (2 ∗ sn,m′ ∗mhn,n′ + 2 ∗ sn,n′ ∗mhn,m′ + η ∗
V efn,n:n′,m′ + η ∗ V efn,n:m′,n′)
23 msi,j = 2 ∗ 1√2 ∗ sn,n′ ∗ sn,m′
24 else
25 hsimi,j = sn,n′ ∗mhm,m′ + sn,m′ ∗mhm,n′+
26 sm,m′ ∗mhn,n′ + sm,n′ ∗mhn,m′+
27 η ∗ 0,5 ∗ (V efn,m:n′,m′ + V efm,n:n′,m′ +V efn,m:m′,n′, V efm,n:m′,n′)
28 msi,j = sn,n′ ∗ sm,m′ + sn,m′ + sm,n′
29 end
30 j = j + 1
31 end
32 end
33 i = i+ 1
34 end
35 end
36 guardar sistema(hsim,ms)
37 end
Algoritmo 15: Simetrizacio´n
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Result: Ca´lculo de las matrices s, v0 y ke
1 nb = L INT +KORD − 3 ⊲ taman˜o de la base
2 ma = 0,5 ∗ lmax ∗ (lmax+ 1) ⊲ lmax es el momento angular
3 bders = 0 ⊲ vector de taman˜o KORD
4 for i ∈ [KORD − 1, KORD + L INT − 1) do
5 for j ∈ [0, INT G) do
6 rr = x[k[i], j]
7 sp = evaluar los b-splines en el punto rr
8 for m ∈ [0, KORD) do
9 im = i−KORD +m
10 if 0 ≤ im < nb then
11 for n ∈ [0, KORD− 1] do
12 in = i−KORD + n
13 if 0 ≤ in < nb then
14 sim,in += sp[m] * sp[n] * w[k[i], j]
15 keim,in +=
ma∗sp[m]∗sp[n]∗w[k[i],j]
rr∗rr
16 if rmin < rr < rmax then
17 v0i,j += sp[m] * sp[n] * w[k[i], j]
18 end
19 end
20 end
21 end
22 end
23 ind = 0
24 for m ∈ [ma´x(0, i−KORD + 1),mı´n(i+ 1, nb)) do
25 bders[ind] = derivada del b− spline en el punto rr en el i´ndice m
26 ind+ = 1
27 end
28 for n ∈ [0, KORD − 1] do
29 in = i−KORD + n
30 if 0 ≤ in < nb then
31 bm = bder[m]
32 bn = bder[n]
33 keij +=
0,5∗w[k[i],j]∗bm∗bn
me
34 end
35 end
36 end
37 end
Algoritmo 16: Ca´lculo de matrices
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70
Figura 5.6: Funcio´n T Restringida para observar su forma
5.3. Optimizacio´n en GPU
Se implemento´ una versio´n h´ıbrida (parte en GPU y parte en CPU) del me´todo inter-
accio´n, que es la funcio´n ma´s computacional.
La Ec. 3.16 se puede paralelizar, estas integrales anidadas se reducen por medio del
me´todo de Gauss-Legendre a una sumatoria, donde cada te´rmino es independiente. Luego
se pueden utilizar dos kernels: uno para calcular la integral interior y otra para calcular
la integral externa. Como vimos en la seccio´n 3.2.2 que´ para el ca´lculo de la Ec. 3.16
se realiza el ca´lculo de dos funciones: f i,i
′
j,j′ y g
i,i′
j,j′ detallada en la Ec. 3.17. Entonces esta
implementacio´n en GPU se separo´ en dos kernels: uno para calcular las funciones f i,i
′
j,j′ y
gi,i
′
j,j′ y otro kernel para calcular las integrales a estas dos funciones. Notar que esta idea
no es diferente a la implementacio´n secuencial, la idea de la implementacio´n en GPU es
paralelizar los fors involucrados en el ca´lculo de la cuadratura Gauss-Legendre de ambas
integraciones, por lo tanto cada id de hilo y bloque representa una suma de la cuadratura.
En un sentido pra´ctico esto es paralelizar las l´ıneas desde 8 hasta 29 y desde 31 hasta
45 del Algoritmo 11, de esta manera cada tupla de ı´ndices de los fors se resuelven con
bloques e hilos de la GPU. Para evitar las condiciones de carrera se utiliza las operaciones
ato´micas de CUDA (ver [24]), esto se debe a que varios hilos escriben en el mismo registro.
El primer kernel (ver Algoritmo 17) utiliza (KORD2) nu´mero de hilos y (LINT×INTG)
cantidad de bloques. El segundo (ver Algoritmo 18) utiliza (KORD2× 2× (KORD+1))
cantidad de hilos y (LINT +KORD− 3) cantidad de bloques, ver algoritmo 19 para mas
detalles.
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Input: rr1, w1, f , g, x, w, Sps
Result: Kernel que calcula las funciones f i,i
′
j,j′ y g
i,i′
j,j′
1 nb = L INT +KORD − 3 ⊲ taman˜o de la base
2 m = threadIdx.x
3 n = threadIdx.y
4 l = threadIdx.z
5 m′ = m+m− 1
6 n′ = m+ n− 1
7 base = threadIdx.x
8 rr2 = xbase,l
9 w2 = wbase,l
10 Sp = Spsbase,l
11 if 0 ≥ n′ < nb and 0 ≥ m′ < nb then
12 if rr2 ≤ rr1 then
13 fi,j+ =
Spm∗Spn∗w2
rr1
14 end
15 else
16 gi,j+ =
Spm∗Spn∗w2
rr2
17 end
18 end
Algoritmo 17: Ca´lculo las funciones f i,i
′
j,j′ y g
i,i′
j,j′ con GPU
Input: w1, f , g, base, i, j Sps, sdiag, V ef
Result: Kernel que calcula el tensor V ef
1 m = threadIdx.x
2 m′ = threadIdx.y
3 i′ = i−KORD +m− 1 j′ = i−KORD +mp− 1 n = blockIdx.x
4 n′ = n−KORD + threadIdx.z
5 if 0 ≤ n′ and 0 ≤ i′ and 0 ≤ j then
6 V efi′,n;j′,n′+ =
Spm+Spm′∗w1∗(fn,n′+gn,n′)√
sdiagn∗sdiagn′
7 end
Algoritmo 18: Ca´lculo del tensor V ef con GPU
58
Result: Funcio´n del lado Host que calcula el tensor V ef
1 for k ∈ [0, L INT ) do
2 for l ∈ [0, INTG) do
3 rr = xl,x
4 Spsk,l = evaluar los b-splines en el punto rr
5 end
6 end
7 for i ∈ [0, (LINTERV ALS + 2 ∗KORD − 3)) do
8 sdiagi = si,i
9 end
10 Copiar Sps, x, w, sdiag, a memoria de dispositivo ⊲ Contexto
11 Alojar memoria para dV ef , f y g
12 for i ∈ [0, L INT ) do
13 for j ∈ [0, INTG) do
14 rr1 = xi,x
15 w1 = wi+KORD,j
16 llamada al algoritmo 17
17 llamada al algoritmo 18
18 end
19 end
20 Recuperar el valor de dV ef en V ef
21 Liberar memoria
Algoritmo 19: Ca´lculo del tensor V ef con GPU
Cap´ıtulo 6
Resultados
En este Cap´ıtulo mostraremos los tiempos y memoria requerida de las diferentes im-
plementaciones. La implementacio´n ba´sica, la optimizada para CPU y la implementacio´n
con GPU so´lo en la funcio´n interaccio´n. Para ello se aumentara´ el valor de la variable
LINT para generar problemas de mayor taman˜o.
Cada funcio´n se le medira´ el tiempo individualmente, la memoria se tomara´ el total
del programa. No se medira´ el tiempo que toma en resolver el problema de autovalores
ni su memoria requerida, ya que la resuelve una biblioteca de terceros y depende mucho
de que biblioteca o paquete que se use. Tambie´n se puede exportar las matrices para ser
luego resueltos con las herramientas que se desee. Las matrices exportadas van a estar en
matrices comprimidas por columnas (CCS seccio´n 2.4.1).
6.1. Medicio´n de rendimiento en el procesamiento
Para las pruebas so´lo nos centraremos en la variable LINT ya que las dema´s variables
no influyen en el taman˜o del problema, salvo INT G y KORD que usualmente no son
demasiado grandes. Al comparar rendimiento, nos interesa el tiempo y la memoria que
toma calcular el sistema a diagonalizar.
En el Cuadro 6.1 detallamos el entorno utilizado para realizar las pruebas.
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CPU
Procesador Intel(R) Core(TM) i7 CPU 980 @ 3.33GHz
Memoria 24 GB DDR3@ 1067 MT/S
Arquitectura Nehalem
Sistema Operativo Debian GNU/Linux
Compilador gcc version 7.2.0
Flags -larpack -lblas -llapack -lgfortran -fopenmp -O3
GPU
Version CUDA 7.5
Flags -gencode arch=compute 30,code=sm 30
-gencode arch=compute 35,code=sm 35
-gencode arch=compute 37,code=sm 37
-gencode arch=compute 50,code=sm 50
-gencode arch=compute 52,code=sm 52
-gencode arch=compute 52,code=compute 52
Procesador GTX 980
Memoria 4 GB DDR5
Interfaz PCI Express 2.0
Arquitectura Maxwell
Procesador K40
Memoria 12 GB DDR5
Interfaz PCI Express 2.0
Arquitectura Kepler
Cuadro 6.1: Entorno
6.2. Medicio´n en el uso de Memoria.
En el gra´fico de la Figura 6.1 se puede ver co´mo var´ıa la cantidad de memoria necesaria
para el ca´lculo del sistema en la versio´n no optimizada, se corta en el experimento en un
LINT = 200 pues en el experimento siguiente LINT = 250 supera la cantidad de memoria
de la computadora utilizada por tanto su co´mputo se demora enormemente (por causa
del swapping). Lo destacable del Gra´fico 6.1 es co´mo el crecimiento de ambas curvas es
de o´rdenes diferentes, lo cual no guardar los ceros (o la mı´nima cantidad posible) ofrece
una notable escalabilidad en cuanto a memoria. Esto ocurre en matrices muy ralas, como
lo son en este caso.
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L_INTERVALS
700
No optimizado (MiB)
Optimizado (MiB)
Gra´gico 6.1: Pico de memoria
6.3. Medicio´n del tiempo de ejecucio´n
Como dijimos anteriormente el proceso del me´todo se puede separar en cuatro partes
importantes. Los cuales los dos primeros son para el problema de una part´ıicula y dos
part´ıculas y los otros dos son so´lo para el problema de dos part´ıculas. Como en este
trabajo se empezo´ optimizando el problema de una part´ıcula daremos los resultados de
las optimizaciones de una part´ıcula y luego la de dos (exclusivamente). Recordar que el
proceso de dos part´ıculas necesita la resolucio´n del problema de una part´ıcula.
6.3.1. Optimizaciones de una Part´ıcula.
Como se menciono´ en la subseccio´n 3.2.1 este proceso consta de dos partes: una se
muestra en el Algoritmo 7 y la otra en el Algoritmo 8.
En el Gra´fico 6.2 podemos ver co´mo se han aplicando las diferentes forma de op-
timizacio´n. Notar que el gra´fico tiene el tiempo que toma calcular la funcio´n auxiliar
KNOT PESOS.
El primer cambio fue no pedir memoria dina´micamente, sino que declarar las varia-
bles con un taman˜o constante necesario. El segundo cambio consistio´ en una pequen˜a
factorizacio´n de co´digo, para llamar menos cantidad de veces a la funcio´n que calcula el
valor del B-spline en un punto dado. El tercer cambio fue la eliminacio´n de la funcio´n
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KNOT PESOS como se explico´ en 5.2.1.3. Luego se uso´ la simetr´ıa de las matrices para
calcular so´lo la mitad de la matriz. Y por u´ltimo la implementacio´n de una lookup table
para cacheo de las derivadas de los B-splines en el punto. En el Cuadro 6.2 se muestra el
speed up para cada valor de LINT logrando un ma´ximo de 34.7x.
L-INTERVALS
700
Gra´gico 6.2: Tiempo de ejecucio´n
LINT Tiempo No Optimizado Tiempo Optimizado Speed Up
40 0.185 0.008 21.944
50 0.225 0.009 25.051
80 0.370 0.014 26.874
100 0.457 0.015 30.524
150 0.682 0.022 30.535
200 0.918 0.026 34.652
250 1.177 0.037 32.090
300 1.368 0.042 32.908
350 1.632 0.050 32.498
400 1.832 0.050 36.648
450 2.124 0.064 33.020
500 2.335 0.071 33.087
550 2.554 0.077 33.038
600 2.778 0.080 34.703
650 3.067 0.091 33.782
Cuadro 6.2: Speed Up No Optimizado vs Optimizado una part´ıcula
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6.3.2. Optimizaciones de dos Part´ıculas
Como se explico´ anteriormente este proceso cuenta con tres partes (ver seccio´n 3.2.2),
una es calcular el problema de una part´ıcula (este a su vez tiene dos partes), la otra es
calcular la interaccio´n y la tercera realizar el proceso sener. Las optimizaciones en este
problema son las mismas que se realizaron en el problema de una part´ıcula, dado que las
dos funciones que pertenecen exclusivamente al problema de dos part´ıculas utilizan las
matrices calculadas en el de una part´ıcula, luego las distribuciones de los valores no nulos
esta´n acoplados, esto hace que las mismas ideas del proceso con una part´ıcula se puedan
aplicar al de dos de manera directa. As´ı mismo como las estructuras de datos (matrices a
generar) esta´n acopladas se realizo´ la reimplementacio´n del me´todo con las optimizaciones
antes vistas. No hay pasos intermedios de mejoras, sino una so´la mejora en base al co´digo
optimizado del problema de una part´ıcula. Como se vio´ el orden algor´ıtmico es menor,
e´sto es consecuencia de no computar los ceros que en cantidad son de orden mayor a la
cantidad de no-ceros. Haber cambiado las estructuras de datos implico´ bajar uno o dos
o´rdenes (depende de la funcio´n).
L_INTERVALS
700
L_INTERVALS
Gra´gico 6.3: Mediciones de tiempo de las funciones propias del problema de dos part´ıculas:
interaccio´n y sener respectivamente
6.3.3. Optimizacio´n usando GPU
La optimizacio´n en GPU se realizo´ en el me´todo interaccio´n como fue presentado
en la seccio´n 5.3, los resultados que podemos ver en el Gra´fico 6.4. Se ha conseguido
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una velocidad de hasta 12.9x, como se puede ver en el Cuadro 6.3, superior a la mejor
implementacio´n en CPU. Podemos ver que la Placa de video GTX 980 se comporto´ mejor
que la K40 dado que tiene mejor rendimiento en las operaciones de punto flotante de
simple precicio´n.
L-INTERVALS
700
Gra´gico 6.4: Comparacio´n entre CPU y GPU
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LINT Tiempo CPU Tiempo Speed Up Tiempo K40 Speed Up
GTX980 GTX980 K40
40 3.350 4.212 0.795 2.866 1.169
50 5.265 4.024 1.308 3.205 1.643
80 13.553 5.494 2.467 4.410 3.073
100 21.201 4.288 4.944 5.164 4.106
150 48.133 4.809 10.009 8.552 5.628
200 85.695 6.169 13.891 13.550 6.325
250 133.899 7.936 16.871 20.167 6.639
300 192.871 11.364 16.972 28.515 6.764
350 262.632 16.948 15.497 38.551 6.813
400 343.160 27.332 12.555 49.341 6.955
450 434.191 34.075 12.742 62.108 6.991
500 536.205 41.716 12.854 76.332 7.025
550 648.931 50.266 12.910 92.064 7.049
600 772.392 59.990 12.875 108.469 7.121
650 906.392 70.547 12.848 126.974 7.138
Cuadro 6.3: Speed Up No Optimizado vs Optimizado dos part´ıculas
Cap´ıtulo 7
Conclusiones
En este trabajo se presento´ una manera de optimizar una implementacion del me´todo
variacional de Rayleigh-Ritz con una y dos part´ıculas. Para su optimizacio´n se empleo´:
matrices ralas, factorizacio´n de co´digo, cacheo de funciones y luego una mejora en GPU, se
estudio´ la estructura de los diferentes tensores como tambie´n sus restricciones, sus ventajas
y que operaciones se iban a realizar. Con esta informacio´n se elegio´ una estructura de datos
ma´s eficiente y espec´ıfica. Se adapto´ el co´digo para hacer un buen uso de las estructuras.
Luego de las optimizaciones para CPU se procedio´ a la optimizacio´n en GPU tomando
como base el co´digo optimizado para CPU. Por otro lado este trabajo muestra que: la
eleccio´n de estructuras de datos ma´s acordes y mejorar el orden de los algoritmos son las
primeras acciones a tomar, terminadas estas ya se realizan las otras mejoras (multi CPU,
GPU, clusters, etc).
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