We analyze a mobile wireless link comprising M transmitter and N receiver antennas operating in a Rayleigh flat-fading environment. The propagation coefficients between every pair of transmitter and receiver antennas are statistically independent and unknown; they remain constant for a coherence interval of T symbol periods, after which they change to new independent values which they maintain for another T symbol periods, and so on.
Introduction
It is likely that future breakthroughs in wireless communication will be driven largely by high data rate applications. Sending video rather than speech, for example, increases the data rate by two or three orders-ofmagnitude. Increasing the link or channel bandwidth is a simple but costly-and ultimately unsatisfactoryremedy. A more economical solution is to exploit propagation diversity through multiple-element transmitter and receiver antenna arrays.
It has been shown [3, 7] that, in a Rayleigh flat-fading environment, a link comprising multiple-element antennas has a theoretical capacity that increases linearly with the smaller of the number of transmitter and receiver antennas, provided that the complex-valued propagation coefficients between all pairs of transmitter and receiver antennas are statistically independent and known to the receiver (but not the transmitter).
The independence of the coefficients provides diversity, and is often achieved by physically separating the antennas at the transmitter and receiver by a few carrier wavelengths. With such wide antenna separations, the traditional adaptive array concepts of beam pattern and directivity do not directly apply.
If the time between signal fades is sufficiently long-often a reasonable assumption for a fixed wireless environment-then the transmitter can send training signals that allow the receiver to estimate the propagation coefficients accurately, and the results of [3, 7] are applicable. With a mobile receiver, however, the time between fades may be too short to permit reliable estimation of the coefficients. A 60 mile/hour mobile operating at 1.9 GHz has a fading interval of about 3 ms, which for a symbol rate of 30 kHz, corresponds to only about 100 symbol periods. We approach the problem of determining the capacity of a time-varying multiple-antenna communication channel, using the tools of information theory, and without any ad hoc training schemes in mind.
The propagation coefficients, which neither the transmitter nor the receiver knows, are assumed to be constant for T symbol periods, after which they change to new independent random values which they maintain for another T symbol periods, and so on. This piecewise constant fading process approximates, in a tractable manner, the behavior of a continuously fading process such as Jakes' [5] . Furthermore, it is a very accurate representation of many TDMA, frequency hopping, or block-interleaved systems. The random propagation coefficients are modelled as independent, identically distributed, zero-mean, circularly symmetric complex Gaussian random variables. Thus there are two sources of noise at work: multiplicative noise that is associated with the Rayleigh fading, and the usual additive receiver noise.
Suppose that there are M transmitter and N receiver antennas. Then the link is completely described by the conditional probability density of the T N complex received signals given the T M complex transmitted signals. Although this conditional density is complex Gaussian, the transmitted signals affect only the conditional covariance (rather than the mean) of the received signals-a source of difficulty in the problem.
If one performs channel coding over multiple independent fading intervals, information theory tells us that it is theoretically possible to transmit information reliably at a rate that is bounded by the channel capacity [4] . Computing the capacity involves finding the joint probability density function of the TMdimensional transmitted signal that maximizes the mutual information between it and the TN-dimensional received signal. The special case M = N = T = 1 is addressed in [9] , where it is shown that the maximizing transmitted signal density is discrete and has support only on the nonnegative real axis. The maximization appears, in general, to be computationally intractable for M > 1 or T > 1.
Nevertheless, we show that the dimensionality of the maximization can be reduced from T M to min(M; T), and that the capacity can therefore be easily computed for many nontrivial cases. In the process, we determine the signal probability densities that achieve capacity and find the asymptotic dependences of the capacity on T. The signaling structures turn out to be surprisingly simple and provide practical insight into communicating over a multi-element link. Although we approach this communication problem with no training schemes in mind, as a by-product of our analysis we are able to provide an asymptotic upper bound on the number of channel uses that one could devote to training and still achieve capacity.
There are four main theorems proven in the paper that can be summarized as follows. Theorem 1 states that there is no point in making the number of transmitter antennas greater than T. Theorem 2 gives the general structure of the signals that achieves capacity. Theorem 3 derives the capacity, asymptotically in T, for M = N = 1. Theorem 4 gives the signal density that achieves capacity, asymptotically in T, for M = N = 1. Various implications and generalizations of the theorems are mentioned as well.
The following notation is used throughout the paper: log x is the base-two logarithm of x, while ln x is base e. Given a sequence b 1 ; b 2 ; : : : ; of positive real numbers, we say that a n = O(b n ) as n ! 1 if ja n j=b n is bounded by some positive constant for sufficiently large n; we say that a n = o(b n ) if lim n!1 a n =b n = 0. The sequence mn for integer m and n is defined to be one when m = n and zero otherwise, and (z) is Dirac's -function, which, when z is complex, is defined as (z) def = (Re z) (Im z). Two complex vectors, a and b, are orthogonal if a y b = 0, where the superscript y denotes "conjugate transpose." The mean-zero, unit-variance, circularly-symmetric, complex Gaussian distribution is denoted CN(0; 1). by additive noise that is statistically independent among the N receivers and the T symbol periods.
The complex-valued signal x tn that is measured at receiver antenna n, and discrete time t, is given by
h mn s tm + w tn ; t = 1; : : : T; n = 1 : : : N:
Here h mn is the complex-valued fading coefficient between the mth transmitter antenna and the nth receiver antenna. The fading coefficients are constant for t = 1; : : : T, and they are independent and CN(0; 1) 
where I T denotes the T T identity matrix and "tr" denotes "trace."
The channel is completely described by this conditional probability density. Note that the propagation coefficients do not appear in this expression. Although the received signals are conditionally Gaussian, the transmitted signals only affect the covariance of the received signals, in contrast to the classical additive
Gaussian noise channel where the transmitted signals affect the mean of the received signals.
Special properties of the conditional probability
The conditional probability density of the received signals given the transmitted signals (4) has a number of special properties that are easy to verify.
Property 1 The T T matrix, XX y , is a sufficient statistic.
When the number of receiver antennas is greater than the duration of the fading interval (N > T), then this sufficient statistic is a more economical representation of the received signals than the T N matrix X.
Property 2
The conditional probability density p(X j S) depends on the transmitted signals S only through the T T matrix SS y .
Property 3
For any M M unitary matrix , p(X j S y ) = p(X j S).
Property 4
For any T T unitary matrix , p( X j S) = p(X j S). 
Channel Coding Over Multiple Fading Intervals
We assume that the fading coefficients change to new independent realizations every T symbol periods. By performing channel coding over multiple fading intervals, as in Figure 2 , the intervals of favorable fading compensate for the intervals of unfavorable fading.
Each channel use (consisting of a block of T transmitted symbols) is independent of every other, and (4) is the conditional probability density of the output X, given the input S. Thus, data can theoretically be transmitted reliably at any rate less than the channel capacity, where the capacity is the least upper bound on the mutual information between X and S, or C = sup p(S) I(X; S); subject to the average power constraint (2) , and where I(X; S) = E log p(X j S)
Thus, C is measured in bits per block of T symbols. We will often find it convenient to normalize C by dividing by T.
The next section uses (5) and the special properties of the conditional density (4) to derive some properties of the transmitted signals that achieve capacity.
Properties of Transmitted Signals that Achieve Capacity
Direct analytical or numerical maximization of the mutual information in (5) is hopelessly difficult whenever T M, the number of components of the transmitted signal matrix S, is much greater than one. This section shows that the maximization effort can be reduced to a problem in min(M; T) dimensions, making it possible to compute capacity easily for many significant cases.
Lemma 1 (Invariance of I(X; S) to rotations of S) Suppose that S has a probability density p 0 (S) that generates some mutual information I 0 . Then, for any M M unitary matrix and for any T T unitary matrix , the "rotated" probability density, p 1 (S) = p 0 ( y S ), also generates I 0 .
Proof: We prove this result by substituting the rotated density p 1 (S) into (5); let I 1 be the mutual information thereby generated. Changing the variables of integration from S to y S , and from X to y X (note that the Jacobian determinant of any unitary transformation is equal to one), and using Properties 3 and 4, we obtain
2 Lemma 1 implies that we can interchange rows or columns of S-since this is equivalent to pre-or post-multiplying S by a permutation matrix-without changing the mutual information.
Lemma 2 (Symmetrization of signaling density) For any transmitted signal probability density p 0 (S), there is a probability density p 1 (S) that generates at least as much mutual information and is unchanged by rearrangements of its arguments.
Proof: There are T! distinct permutations of the rows of S, and M! distinct permutations of the columns. We let p 1 (S) be a mixture density involving all distinct permutations of the rows and columns, namely,
where P Tk ; k = 1; : : : ; T! are the T T permutation matrices, and P M`;`= 1; : : : ; M! are the M M permutation matrices. Plainly, p 1 (S) is unchanged by rearrangements of its arguments. The concavity of mutual information as a functional of p(S), Lemma 1, and Jensen's inequality imply that
2 Lemma 2 is consistent with one's intuition that all transmission paths are, on average, equally good.
With respect to the mixture density p 1 (S) of (6), the expected power of the (tm)th component of S is for all t and m, where the second equality follows from (2).
The constraint (2) requires that the expected power, spatially averaged over all antennas, be one at all times. As we have just seen, Lemma 2 implies that the same capacity is obtained by enforcing the stronger constraint that the expected power for each transmit element be one at all times. We obtain the following Corollary. The last condition is the weakest and says that, without changing capacity, one could impose the constraint that the expected power, averaged over both space and time, be one. This can equivalently be expressed as (1=T M)E tr SS y = 1.
Increasing number of transmitter antennas beyond T does not increase capacity
We observe in Property 2 that the effect of the transmitted signals on the conditional probability density of the received signals is through the T T matrix SS y . It is therefore reasonable to expect that any possible joint probability density of the elements of SS y can be realized with at most M = T transmitter antennas.
Theorem 1 (Capacity for M > T equals capacity for M = T) For any coherence interval T and any number of receiver antennas, the capacity obtained with M > T transmitter antennas is the same as the capacity obtained with M = T transmitter antennas.
Proof: Suppose that a particular joint probability density of the elements of SS y achieves capacity with M > T antennas. We can perform the Cholesky factorization SS y = LL y , where L is a T T lower triangular matrix. Using T transmitter antennas, with a signal matrix that has the same joint probability density as the joint probability density of L, we may therefore also achieve the same probability density on SS y . If S satisfies power condition d) of Corollary 1, then so does L. 2
This result, for which we have no simple physical interpretation, contrasts sharply with the capacity obtained when the receiver knows the propagation coefficients, which grows linearly with min(M; N), independently of T; see [7] and Appendix C.
In what follows we assume that M T.
Structure of signal that achieves capacity
In this section, we will be concerned with proving the following theorem. In calling the oblong matrix V diagonal, we mean that only the elements along its main diagonal may be nonzero. An isotropically distributed unitary matrix has a probability density that is unchanged when the matrix is multiplied by any deterministic unitary matrix. In a natural way, an isotropically distributed unitary matrix is the T T counterpart of a complex scalar having unit magnitude and uniformly distributed phase. More details, including the probability density of these matrices, may be found in Appendix A. The theorem relies on the following lemma, which is proven first.
Lemma 3 (Singular value decomposition of S)
Suppose that S, with singular value decomposition S = V y , has an arbitrary distribution that generates some mutual information I 0 . Then the signal matrix formed from the first two factors, S 1 = V , also generates I 0 .
Proof: The singular value decomposition (SVD) says that the T M signal matrix can always be decomposed into the product of three jointly distributed random matrices, S = V y , where is a T T unitary matrix, V is a T M nonnegative real matrix whose only nonzero elements are on the main diagonal, and is an M M unitary matrix.
We write the mutual information I 0 in terms of the three SVD factors and then apply Property 3 to obtain
where the last expression is immediately recognized as the mutual information generated by S 1 = V . Finally, if S satisfies power constraint d) of Corollary 1, then so does S 1 .
2
Ostensibly, maximizing the mutual information with respect to the joint probability density of and V is even more difficult than the problem that it replaces. However, as we now show, capacity can be achieved by making and V independent, with isotropically distributed.
Proof of Theorem 2:
Using Lemma 3, we write the transmitted signal matrix as S = V , where and V are jointly distributed, is unitary, and V is diagonal, nonnegative and real. Suppose S has probability density p(S) and generates mutual information I 0 . Let be an isotropically distributed unitary matrix that is statistically independent of and V , and define a new signal matrix, S 1 = S, generating mutual information I 1 . It follows from Lemma 1 that, conditioned on , the mutual information generated by S 1 equals I 0 . The concavity of mutual information as a functional of p(S), and Jensen's inequality, then imply that I 1 I 0 .
From the definition of an isotropically distributed unitary matrix (see Appendix A), the product , conditioned on , is also isotropically distributed. Since the conditional probability density does not depend on , it follows that the product is independent of and V . Consequently S 1 is equal to the product of an isotropically distributed unitary matrix and V , with the two matrices statistically independent. If S satisfies power condition d) of Corollary 1, then so does S 1 .
The expression for mutual information (5) becomes
; (8) where p(V ) is the probability density of the diagonal elements of V . The probability density p( ) is given in (A.5), and the maximization of the mutual information I(X; S) needed to calculate capacity now takes place only with respect to p(V ). The mutual information is a concave functional of p(V ), because it is concave in p(S) and p(S) is linear in p(V ).
The conclusion that there exists a capacity-achieving joint density on V that is unchanged by rearrangements of its arguments does not follow automatically from Lemma 2, because the symmetry of the signal that achieves capacity in Lemma 2 does not obviously survive the above dropping of the right-hand SVD factor and premultiplication by an isotropically distributed unitary matrix. Nevertheless, we follow some of the same techniques presented in the proof of Lemma 2.
There are M! ways of arranging the diagonal elements of V , each corresponding to pre-and postmultiplying V by appropriate permutation matrices, say P Tk and P Mk ; k = 1; : : : ; M!. The permutation does not change the mutual information; this can be verified by plugging the reordered V into (8), substituting P y Tk V P Mk for V , and P Tk for , as variables of integration, and then using Property 3 and the fact that multiplying by a permutation matrix does not change its probability density. Now, as in the proof of Lemma 2, using an equally-weighted mixture density for V , involving all M! arrangements, and exploiting the concavity of I(X; S) as a functional of p(V ), we conclude that the mutual information for the mixture density is at least as large as the mutual information for the original density. But, clearly, this mixture density is invariant to rearrangements of its arguments.
2
We remark that the mixture density in the above proof symmetrizes the probability density for S. where the last equality is a consequence of (A.1); therefore E v 2 m = T for m = 1; : : : ; M. Thus, the problem of maximizing I(X; S) with respect to the joint probability density of the T M complex elements of S reduces to the simpler problem of maximizing I(X; S) with respect to the joint probability density of the M nonnegative real diagonal elements of V . This joint probability can be constrained to be invariant to rearrangements of its arguments, and thus the marginal densities on v 1 ; : : : ; v M can be made identical, with E v 2 1 = : : : = E v 2 M = T. But we do not know if v 1 ; : : : ; v M are independent. The mth column of S, representing the T complex signals that are fed into the mth transmitter antenna, is equal to the real nonnegative scalar v m times an independent T-dimensional isotropically distributed complex unit vector m . Since m is the mth column of the T T isotropically distributed unitary matrix , the M signal vectors v 1 1 ; : : : ; v M M are mutually orthogonal. Figure 3 shows the signal vectors associated with the M transmitter antennas. Each signal vector is a T-dimensional complex vector (comprising 2T real components). The solid sphere demarcates the root mean-square values of the vector lengths; that is, E v 2 m = T. Later we argue that, for T M, the magnitudes of the signal vectors are approximately p T with very high probability. 
Capacity and Capacity Bounds
The simplification provided by Theorem 2 allows us to compute capacity easily for many cases of interest.
The mutual information expression (8) requires integrations with respect to , X, and the diagonal elements of V . Although the maximization of (8) is only over the M diagonal elements of V , the dimensionality of integration is still high. We reduce this dimensionality in Appendix B, resulting in the expression (B.10).
Integration over the TN complex components of X is reduced to integration over min(N; T) real eigenvalues, f 1 ; : : : ; min(N;T) g, and integration over the T 2 complex elements of is reduced to M min(N; T) complex elements. In fact, as we show in Appendix B, closed-form expressions for the integral over can sometimes be obtained.
In this section, we calculate the capacity in some simple but nontrivial cases that sometimes require optimization of a scalar probability density. Where needed, any numerical optimization was performed using the Blahut-Arimoto algorithm [1] . Where instructive, we also include upper and lower bounds on capacity.
Capacity upper bound
An upper bound is obtained if we assume that the receiver is provided with a noise-free measurement of the propagation coefficients H. This perfect-knowledge upper bound, obtained under power constraint a) of Corollary 1, is C u = T E log det I N + M H y H ; (9) and is derived in Appendix C. Equation (9) gives the upper bound per block of T symbols. The normalized bound, C u =T, is independent of T. When H is known to the receiver, the perfect-knowledge capacity bound is achieved with transmitted signals S that are independent CN(0; 1) (see also [7] ).
In our model H is unknown to the receiver, but we intuitively expect C to approach C u as T becomes large because a small portion of the coherence interval can be reserved for sending training data from which the receiver can estimate the propagation coefficients. When H is unknown and T is large, we therefore also expect the joint probability density of the capacity-achieving transmitted signals S to become approximately independent CN(0; 1). We reconcile this intuition with the structure that is demanded in Theorem 2,
where f m g M m=1 are the column vectors of , by observing that, for fixed M, as T grows large two interesting things happen. First, the M complex random orthogonal unit vectors that comprise S become virtually independent. Second, for any " > 0, the magnitude of a vector of T independent CN(0; 1) random variables is contained in a shell of radius p T and width " p T with probability that approaches one as T ! 1 ( Figure   3 displays this so-called sphere-hardening phenomenon).
Hence, the V and CN(0; 1) structures for S are reconciled if v 1 = = v M = p T with high probability as T ! 1 (see also Appendix A for a method to generate from a matrix of CN(0; 1) random variables). This intuition is formalized in Section 5.3. 
Capacity lower bound
is the exponential integral. Hence, for M = N = 1, we expect C=T ! (log e)e 1= E 1 (1= ) as T ! 1.
This intuition is made precise in the following theorem.
Theorem 3 (Capacity, asymptotically in T)
(log e)e 1= E 1 (1= ) ? O s log T T = C l =T C=T C u =T = (log e)e 1= E 1 (1= )
as T ! 1.
Proof: It remains to show that C l =T approaches C u =T at the indicated rate, and this is proven in Appendix D.
The remainder term O( p (log T)=T ) can be viewed as a penalty for having to learn h 11 at the receiver.
One possible way to learn h 11 is to have the transmitter send, say, training symbols per block that are known to the receiver. Clearly, when the transmitter sends a training symbol, no message information is sent.
Even if h 11 is thereby learned perfectly at the receiver, the remaining T ? symbols cannot communicate more than (T ? )(log e)e 1= E 1 (1= ) bits. We therefore have the following corollary. p T log T) to training and still achieve capacity, as T ! 1.
Since we have shown that, for large T, the capacity of our communication link approaches the perfectknowledge upper bound, we also expect the joint probability density of the elements of S = V to become approximately independent CN(0; 1) as part of the sphere-hardening phenomenon described in Section 5.1. This is the content of the next theorem. Figure 3) as T ! 1, but we do not include a formal proof. Consequently, when T M the diagonal components of V that yield capacity should all be p T, and C l given by (10) should be a tight bound. Furthermore, as T ! 1, C l and, hence, the capacity, should approach the perfectknowledge upper bound.
Theorem 4 (Distribution that achieves capacity, asymptotically in T)

Capacity and capacity bounds for M = N = 1 and T 1
There is a single transmitter antenna, and the transmitted signal is s t = v 1 t1 ; t = 1; : : : ; T, where t1 is the tth element of the isotropically distributed unit vector 1 . Figures 4-6 display the capacity, along with the perfect-knowledge upper bound (9) , and lower bound (12), (all normalized by T) as functions of T for three SNR's. The optimum probability density of v 1 , obtained from the Blahut-Arimoto algorithm and yielding the solid capacity curve, turns out to be discrete; as T becomes sufficiently large, the discrete points become a single mass at p T, and the lower bound and capacity coincide exactly. For still greater T, the capacity approaches the perfect-knowledge upper bound. This observed behavior is consistent with Theorems 3 and 4. The effect of increasing SNR is to accelerate the convergence of the capacity with its upper and lower bounds.
When T = 1, all of the transmitted information is contained in the magnitude of the signal, which is v 1 . When T is large enough so that C = C l , then all of the information is contained in 1 , which is, of course, completely specified by its direction.
Capacity and capacity bounds for M 1, N 1, and T = 1
In this case, there are multiple transmitter and receiver antennas and the coherence interval is T = 1, corresponding to a very rapidly changing channel. Theorem 1 implies that the capacity for M T is the same as for M = T, so we assume, for computational purposes, that M = 1. The transmitted signal is then a complex scalar having a uniformly distributed phase and a magnitude that has a discrete probability density. All of the transmitted information is contained in the magnitude. Because M = T, the capacity lower bound is trivially zero. The receiver cannot estimate the propagation coefficients reliably, so the capacity is far less than the perfect-knowledge upper bound. Figure 7 displays the capacity as a function of N for arbitrary M. In the rapidly fading channel the difference between the capacity and the perfect-knowledge upper bound becomes especially dramatic as M and N both increase since, as shown in Appendix C (see also [7] ), the upper bound grows approximately linearly with the minimum of M and N, while in Figure 7 the growth of capacity with N (recall that the capacity in this example does not grow with M) is very moderate and appears to be logarithmic.
Capacity bounds for M 20, N = 1, and T = 100
In this case there are multiple transmitter antennas, a single receiver antenna, and the coherence interval is T = 100 symbols. Figure 8 illustrates the utility of the upper and lower capacity bounds, C u and C l , since it becomes cumbersome to compute capacity directly for large values of M.
We argue in Section 5.2 that C l in equation (10) is most useful when T M since C l = 0 when M = T. We see in Figure 8 that C l =T peaks at M = 3. Nevertheless, the peak value of the lower bound, The uppermost dashed line is the limit of the perfect-knowledge upper bound as M ! 1.
Conclusions
We have taken a fresh look at the problem of communicating over a flat-fading channel using multipleantenna arrays. No knowledge about the propagation coefficients and no ad hoc training schemes were assumed. Three key findings emerged from our research.
First, there is no point in making the number of transmitter antennas greater than the length of the coherence interval. In a very real sense, the ultimate capacity of a multiple-antenna wireless link is determined by the number of symbol periods between fades. This is somewhat disappointing since it severely limits the ultimate capacity of a rapidly fading channel. For example, in the extreme case where a fresh fade occurs every symbol period, only one transmitter antenna can be usefully employed. Strictly speaking, one could increase capacity indefinitely by employing a large number of receiver antennas, but the capacity appears to increase only logarithmically in this number-not a very effective way to boost capacity. Second, the transmitted signals that achieve capacity are mutually orthogonal with respect to time among the transmitter antennas. The constituent orthonormal unit vectors are isotropically distributed and statistically independent of the signal magnitudes. This result provides insight for the design of efficient signaling schemes, and it greatly simplifies the task of determining capacity, since the dimensionality of the optimization problem is equal only to the number of transmitter antennas.
Third, when the coherence interval becomes large compared with the number of transmitter antennas, the normalized capacity approaches the capacity obtained as if the receiver knew the propagation coefficients.
The magnitudes of the time-orthogonal signal vectors become constants that are equal for all transmitter antennas. In this regime, all of the signaling information is contained in the directions of the random orthogonal vectors, the receiver learns the propagation coefficients, and the channel becomes similar to the classical Gaussian channel.
We have computed capacity and upper and lower bounds for some nontrivial cases of interest. Clearly our methods can be extended to many others. The methods require an optimization on the order of the number of transmitter antennas. Hence, we are still hard pressed to compute the capacity, for example, when there are fifty transmitter and receiver antennas and the coherence interval is fifty symbols. Further work in simplifying such a computation is a possible next step.
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A Appendix: Isotropically Distributed Unit Vectors and Unitary Matrices
Random unit vectors and unitary matrices figure extensively in this research. This appendix summarizes their key properties.
A.1 Isotropically distributed unit vectors
The intuitive idea of an isotropically distributed (i.d.) complex unit vector is that it is equally likely to point in any direction in complex space. Equivalently, multiplying such a vector by any deterministic unitary matrix results in a random unit vector that has exactly the same probability density function. We define a T-dimensional complex random unit vector to be i.d. if its probability density is invariant to all unitary transformations; that is, p( ) = p( y ); 8 : y = I:
This property implies that the probability density depends on the magnitude but not the direction of , so p( ) = f( y ), for some nonnegative function f( ). The fact that the magnitude of must equal one leads directly to the required probability density:
The constant f (1) is such that the integral of p( ) over T-dimensional complex space is unity. Thus, f(1) = ?(T )= T , and p( ) = ?(T ) T ( y ? 1):
Successively integrating the probability density gives the joint probability density of any L of the ele-
1?L ; L = 1; : : : ; T ? 1:
An i.d. unit vector can be conveniently generated by letting z be a T-dimensional vector of independent CN(0; 1) random variables, and = z= p z y z.
A.2 Isotropically distributed unitary matrices
We define a T T unitary matrix to be i.d. if its probability density is unchanged when premultiplied by a deterministic unitary matrix, or p( ) = p( y ); 8 : y = I:
The real-valued counterpart to this distribution is sometimes called "random orthogonal" or "Haar measure" [6] .
Multiplying any deterministic unit vector by an i. where Z = y Y . But because Z has the same probability density as Y it follows that y has the same probability density as , and therefore is i.d.
B Appendix: Simplified Expression for I(X; S)
The representation of the transmitted signal matrix S = V in Theorem 2 does not automatically lead to an easily computed expression for mutual information; one must still integrate with respect to both and X in (8) . Some simplification is both necessary and possible.
B.1 Integrating with respect to
Consider first the conditional covariance matrix appearing in ( where p( ) is given in (A.5), and f n g min(N;T) n=1 denote the diagonal elements of . In the above, we change integration variable from to y , and use the fact that y has the same probability density as .
There is, at present, no general expression available for the expectation with respect to p( ) that appears in (B.2). However, a closed-form expression can be obtained for the special cases where either M = 1, or N = 1, or T = 1. In any of these cases, the argument of the expf g is a function of only a single column or row of , taking the form P T =1 a` j `j 2 for some real fa`g T =1 , where is an i. The marginal probability density of X, obtained by taking the expectation of (B.2) with respect to V , depends only the eigenvalues of XX y and can be written in the form Observe that the expression (1= TN ) exp(?tr XX y ) takes the form of the joint probability density function on X, as if the components of X were independent CN(0; 1). Consequently the expression (B.7) is equivalent to an expectation with respect to X, as if the components of X were independent CN(0; 1). With the components having this distribution, the joint probability density of the ordered eigenvalues 1 2
is [2] p( ) = 
C Appendix: Perfect-Knowledge Upper Bound on Capacity
If the receiver somehow knew the random propagation coefficients, the capacity would be greater than for the case of interest where the receiver does not know the propagation coefficients. Telatar [7] computes the perfect-knowledge capacity for the case T = 1; it is straightforward to extend his analysis to T > 1.
To obtain the perfect-knowledge upper bound for the signal model (3), we suppose that the receiver observes the propagation matrix H through a separate noise-free channel. This perfect-knowledge fading link is completely described by the conditional probability density, p(X; H j S) = p(X j H; S) p(H). The perfect-knowledge capacity is obtained by maximizing the mutual information between (X; H) and S with respect to p(S). The mutual information is I(X; H; S) = E log p(X; H j S)
The inner expectation, conditioned on H, is simply the mutual information for the classical additive Gaussian noise case and is maximized by making the components of S independent CN(0; 1). (In performing the maximization, the expected power of each component of S is constrained to be equal, since the transmitter does not know H and therefore cannot allocate power among its antennas in accordance with H.) The resulting perfect-knowledge capacity is
This expression is the capacity associated with a block of T symbols, where T is the coherence interval. The normalized capacity, C u =T, is independent of T. The N N matrix H y H=M is equal to the average of M statistically independent outer products. For fixed T and N, when M grows large this matrix converges to the identity matrix. Therefore,
Although the total power that is radiated is unchanged as M increases, it appears that one ultimately achieves the equivalent of N independent nonfading subchannels, each with SNR . 
In effect, one has M independent nonfading subchannels, each having signal-to-noise ratio N=M. The integral (D.2) can be explicitly evaluated in this case, the result being The first expectation in (D.1) is not so easy to evaluate, and requires a lemma to help approximate it for large T. where the indicated maximum exists because of the continuity of f T ( ). Provided that a 1 ; : : : ; a n are taken from some finite positive interval, the asymptotic expansion (E.2) is uniform, and hence remains valid even if we let n become unbounded (say, for example, as a function of T).
As T ! 1, the mutual information (E.2) is therefore maximized by having a 1 ; : : : ; a n ! 1, which reduces the multiple masses to a single mass at v 1 = p T. On a finite interval, we can uniformly approximate any continuous density for p(v 1 = p T) with masses, and the preceding argument therefore tells us that we are asymptotically better off replacing the continuous density on this finite interval with a mass at v 1 = p T = 1. mitter antennas M (SNR=20dB, one receiver antenna, coherence interval equal to 100). The actual channel capacity lies in the shaded region. Lower bound peaks at M = 3; this peak is a valid lower bound for M 3, giving us the modified lower bound.
