We present a comparative analysis between the Dirac method and the original Faddeev-Jackiw formalism for constrained systems such as Dirac free field, Proca model, electromagnetism coupled to matter and source-free Maxwell field. We establish the possible differences between both approaches and show that they are not completely equivalent.
Constrained systems were studied widely by Dirac [1] [2] [3] and Bergmann [4] [5] [6] whose works were the pioneers in this treatment. The Dirac formulation is the standard method to study theories with constraints and provides appropiate generalized brackets to quantize constrained systems. This method classifies the constraints as being first and second class. The first class constraints give rise to gauge symmetries and the second class constraints lead to a reduction in the number of the phase space variables. When only first class constraints are present in the physical system, the quantization procedure is quite straightforward. We implement the constraints as operators and make the dynamical coordinates and momenta into operators satisfying F o r R e v i e w O n l y commutation relations which correspond to the Poisson bracket relations of the classical theory. An alternative way [7] to quantize this type of system is by using a gauge fixing procedure in order to break the gauge symmetries and bring the first class constraints into the second class constraints. The existence of the latter means that there are some non-physical degrees of freedom in our system. In the case, that our theory involves only second class constraints we have to remove these degrees of freedom and set up Dirac brackets referring only to the physical degrees of freedom. Thus, in terms of Dirac brackets we can pass over to the quantum theory.
In general, when a physical system has a number of constraints, some of them first class, some second class, we take linear combinations of them in such a way as to have as many constraints as possible brought into the first class. However, there may be some second class constraints left in the system which we cannot bring into the first class by taking linear combinations of them. Thus, we obtain a gauge theory with only first class constraints in a partially reduced phase space due to the implementation of Dirac brackets. A separate and additional step to Dirac method is a gauge fixing procedure.
In the 1980s Faddeev and Jackiw [8, 9] introduced an alternative method to analyze constrained systems. The Faddeev-Jackiw (F-J) formalism pursues a classical geometric treatment based on the sympletic structure of the phase space and it is only applied to first order Lagrangians, linear in the velocities. Darboux's theorem [10] is used to diagonalize the 2-form symplectic matrix associated with the reduced Lagrangian. This matrix allows us to obtain the generalized brackets in the reduced phase space without following Dirac's method step by step. A physical system is constrained if the symplectic matrix has no inverse otherwise the system is not constrained. In this formalism the constraints are not divided into first and second class. The main feature of the F-J formalism is that it fixes the gauge implicitly and leads to the physical degrees of freedom only. An interesting discussion on this point is in [11] . It must be stressed that the F-J formalism in this paper is the original method mentioned in [8] . There are other modified versions [12] [13] [14] [15] of the original F-J formalism which are not considered in this work.
We should mention that both methods are technically different. It means that the procedures followed by each method to analyze constrained systems are different. The main difference in procedure between the F-J formalism and Dirac method is that, in the first case, it is a process of reduction of the phase space directly to the physical degrees of freedom. In the Dirac case, it also includes the possibility to eliminate superfluous variables. The implementation of Dirac brackets allows for the elimination of a variable for F o r R e v i e w O n l y every second class constraint, yet the Dirac method keeps the superfluous degrees of freedom due to the presence of the first class constraints which remain until the end of the procedure. After a gauge fixing process such degrees of freedom are removed from the theory.
The equivalence between the Dirac method and the original F-J formalism for constrained systems has been discussed in [16] providing arguments to support the full equivalence. However, in this paper we explore the possibility that the equivalence is restricted to certain conditions and both methods are not equivalent. Unlike [16] , we applied the Dirac method and F-J formalism to systems with an infinite number of degrees of freedom and avoid constructing artificial systems that are very often used in point mechanics.
This work is organized as follows. In section 2 and 3 we review the Dirac method and F-J formalism respectively. In section 4, Dirac and F-J formalisms are applied to study some constrained theories such as Dirac free field, Proca theory, the interaction of electromagnetism with matter and free-source electromagnetic theory and compare the results obtained. In section 5, we present our conclusions.
Dirac method
We start with the definition of the momentum variables p i (i = 1, 2, ..., N )
where q i are the generalized coordinates and L = L(q,q) is the Lagrangian. We consider a more general case in which the momenta are dependent functions of the velocitiesq i . In other words, the momenta are not all independent, but there are, rather, some relations of the type
with m = 1, 2, ..., M , that follow from the definition (1). The conditions (2) are called primary constraints to emphasize that the equations of motion are not used to obtain these relations. The next step in the Dirac method is to introduce the Hamiltonian H by
which is a function of the Hamiltonian dynamical variables q and p. However, H defined in this way is not uniquely determined because we can add 
and our theory cannnot distinguish between H and H * . From the general method of the calculus of variations with constraints of this type, we obtaiṅ
where u m are unknown coefficients called Lagrange multipliers. With the definition of the Poisson bracket, one can rewrite the Hamiltonian equations of motion (5) and (6) . Thus, for any function g of the q's and p s, the equations of motion are written concisely in terms of the Poisson bracket as followsġ = {g, H} + u m {g, φ m }.
It is shown in [3] that by extending the definition of the Poisson bracket, the equation of motion (7) is written in a more concise form aṡ
We can make use of the constraints (2) only after one has worked out all the Poisson brackets which one is interested in. To remind this rule in the Dirac method, the constraints (2) are written in the following way
We call such equations weak equations. Subject to this rule, Eq.(7) in a very concise form becomesġ
with H T , the total Hamiltonian given by
A basic consistency condition is that the primary constraints φ m be preserved in time. Taking g in Eq.(10) to be one of the φ m , we should havė g =φ m = 0. This gives rise to the consistency conditions which must be examined to see what they lead to [3, 7] . These conditions can reduce, firstly, to an equation independent of the u s, thus involving only the q s and p s. This means that there is another constraint on the dynamical variables of our theory, then we impose a new consistency conditionχ ≈ 0. One must again check whether this condition implies new secondary constraints. If it is so, one has to push the process one stage further. After we have exhausted all the consistency conditions, we are left with a number of secondary constraints and a number of restrictions on the u s. Since the secondary constraints will be treated on the same footing as the primary constraints, it is convenient to denote them by
with k = M + 1, ..., M + K and where K is the total number of secondary equations. It is useful to be able to write all the constraints together in a uniform way as
where j = 1, ..., M + K = J. Secondly, the consistency conditions can impose restrictions on the u s. These restrictions are expressed by
We have in Eq.(14) a set of J nonhomogeneous linear equations in the M unknowns u m , with coefficients that are functions of the q s and the p s. There must exist solutions to these equations, for otherwise the Euler-Lagrangian equations of motion would be inconsistent. The general solution [3, 7] of Eq. (14) is
where U m = U m (q, p) is a particular solution of the inhomogeneous equations (14) , V am = V am (q, p) with a = 1, ..., A are linearly independent solutions of the homogeneous equations associated with Eq. (14) and υ a are totally arbitrary coefficients. Let us substitute Eq. (15) into Eq.(11) and the total Hamiltonian becomes
where H = H + U m φ m and φ a = V am φ m . We have satisfied all the consistency conditions of our theory and have explicitly separated that part of u F o r R e v i e w O n l y that remains arbitrary from the one that is fixed by the consistency conditions. We may take the υ s to be arbitrary functions of the time and we still satisfy all the requirements of our theory. As a result of the arbitrariness in the υ s, the dynamical variables at future times are not completely determined by the initial variables and these arbitray functions appear in the general solution of the equations of motion with given initial conditions. The distinction between primary and secondary constraints is of little importance in the final form of the Dirac method. A different classification of constraints plays a central role. This is the concept of first-class and second-class functions.
We define a function F (q, p) to be first class if its Poisson bracket with every constraint vanishes weakly
otherwise F (q, p) is second-class function. From their definitions, we note that H and φ a are first-class functions. This follows from Eq. (14) and from the fact that V am is any independent solution of the homogeneous equations associated with Eq. (14) . Any linear combination of the primary constraints φ m is of course another primary constraint. So each φ a is a first-class primary constraint. Thus, we have that the total Hamiltonian H T is the sum of the first-class Hamiltonian H and the first-class primary constraints multipied by arbitrary functions υ a . Let us try to get a physical understanding of this situation where a solution to the equations of motion involves arbitrary functions. The physical state of a system is uniquely determined by the set of q s and p s and not by the coefficients υ. The initial state must determine the state at later times. Since the dynamical variables q and p contain the arbitrary functions υ, those variables are not uniquely determined by the initial state. This means that the state does not uniquely determine a set of the dynamical variables q and p. There must be several choices of q's and p's which corresponds to the same physical state.
It is shown in [3, 7] that for a general dynamical function g(q, p), with initial value g 0 , the difference between the values of g at time δt corresponding to two different choices υ a and υ a takes the form
where a = (υ a − υ a )δt. We can change all the Hamiltonian dynamical variables in accordance with Eq. (18) [3] states that the number of these independent gauge functions is equal to the number of independent primary first-class constraints. Moreover, these gauge transformation can be found following the approach presented in [17] or [18] . Another result is that the Poisson bracket {H , φ a } is also a generator of gauge transformations. It is not possible to infer from these considerations that every first-class secondary constraint is a gauge generator. Nevertheless, by the Dirac conjecture [7] one postulates, in general, that all first-class constraints, both primary and seconday, generate gauge transformations. Therefore, we should consider a more general equation of motioṅ
where H E is the extended Hamiltonian and is defined by
Here, φ a , first-class primary constraints, and φ a , first-class secondary constraints, are the generators of gauge transformations. For first-class constraints, the algorithm in the Dirac method ends at this point. An additional step not included in the Dirac formalism is a gauge fixing procedure. The problem of quantizing a theory with only first-class constraints is simple [3, 7] .
For a theory that also includes second-class constraints, the Dirac algorithm includes more steps. The presence of second-class constraints means that there are some non-physical degrees of freedom in our theory [3, 7, 19] . We have to remove these degrees of freedom and define new Poisson brackets referring only to the physical degrees of freedom. We try to replace all the constraints φ j by taking linear combinations of them so that we can bring as many constraints as possible into the first class. However, some of the second-class constraints will remain in our theory and will be denoted by χ s , s = 1, ..., S, where S is the number of second-class constraints which are such that no linear combination of them is first class. Let us form a matrix C, called Dirac matrix, with the Poisson brackets of each χ with the other
A more concise way to represent the matrix C is given in terms of its elements
We note that the matrix C is antisymmetric and its determinant D does not vanish, not even weakly [3, 20] , therefore the number of surviving χ s which cannot be brought into first class, must be even. Since D does not vanish, we can define the inverse C −1 (c ss ) of the matrix C (c s s ) by
We now introduce new Poisson brackets called Dirac brackets as follows: any two quantities ξ and η have a Dirac bracket {ξ, η} D defined by
Dirac brackets defined by Eq.(24) satisfy all the properties that Poisson brackets usually satisfy. We notice that the equations of motion are still valid for Dirac brackets. With Eq.(24) and being H T first-class function, the equations of motion becomė
The Dirac bracket of any function ξ(q, p) with one of the χ s is
therefore we can use χ s = 0 before working out Dirac brackets. This means that this equation can be considered as strongly zero. In conclusion, when we implement Dirac brackets in a theory involving second-class constraints, these constraints are strongly zero. In this way, non-physical degrees of freedom are eliminated from our theory for each second-class constraint and the phase space is reduced partially containing only physical degrees of freedom. Finally, in terms of Dirac brackets we can pass over to the quantum theory. The remaining equations, which are weakly zero, are all first-class constraints and become supplementary conditions on the wave functions. Thus the situation is reduced to the previous situation where there were only first-class constraints. The F-J formalism is basically a Lagrangian method and applied to firstorder Lagrangians [8, 9] . We can pass from a Lagrangian L(q,q) to a Hamiltonian H(q, p) by the Legendre transformation and the definition of momentum given in Eq.(1). Therefore, the Hamiltonian becomes
By precisely the same procedure, higher order Lagrangians can be converted to first-order. To this end, we read Eq.(27) in the opposite direction and define the canonical Lagrangian L c (q, p) by
which is of first order (linear in the velocitiesq i ). It is straightforward to verify that Euler-Lagrange equations for the canonical Lagrangian coincide with the Hamiltonian equations of motion. Let us introduce the dynamical variables ξ i = (q k , p k ), i = 1, 2, ..., n, n + 1, ..., 2n and k = 1, 2, ..., n, where ξ 1 = q 1 , ..., ξ n = q n , ξ n+1 = p 1 , ..., ξ 2n = p n . We begin with a general first-order Lagrangian
where the first term on the right side becomes the canonical 1-form a i (ξ)ξ i = a(ξ). To introduce the F-J formalism, we consider a particular case where
where the constant matrix ω ij = −ω ji . The symmetric part of ω merely contributes an irrelevant total time-derivative to the Lagrangian L and can be dropped. The Euler-Lagrange equation is
This equation implies two cases. For the first case detω ij = 0, therefore the matrix ω ij has an inverse ω ij and there are no constraints. The dynamical equation for The generalized brackets in this formalism are defined in such a way that the Poisson bracket between ξ i and H(ξ) reproduces (32). Hence, we obtain
These generalized brackets satisfy all the usual properties of Poisson brackets. For the second case, detω ij = 0, and constraints are present. We will discuss this point later.
In the most general case, with a i (ξ) being an arbitrary function of ξ i , the Euler-Lagrange equation is
where the matrix f ij (ξ) is antisymmetric and is defined by
This matrix gives rise to the canonical two-form f (ξ) = 
and the generalized brackets take the form
which satisfies also the usual properties of Poisson brackets including the Jacobi identity since f ij (ξ) obeys the Bianchi identity. We now turn to the second case where f ij (or ω ij ) has no inverse (singular) and the constraints are present. The constraint equations can be obtained by Darboux's theorem and have the following form [9] ∂H(ξ , z) ∂z a = 0,
here a = 1, 2, .., N = N −N * , where N * is the rank of the matrix ω and N is its dimension. The variables z a are the so-called zero modes of ω. Darboux's theorem allows us to split the N-dimensional space into two subspaces which are orthogonal to each other. The first one is described by the variables z a and the second by the coordinates ξ i , where i = 1, 2, .., N * . In the latter we assume that the matrix ω(ω i j ) has an inverse and its dimension N * is even, so we have N = N + 2n. Thus we have reduced the N -dimensional phase space and solved the problem of singularity of the matrix ω. The Lagrangian L in the even-dimensional space is 
Then the Lagrangian L is given as
The last term on the Rigth side of the previous equation contains constraints in the subspace described by ξ i , and the z a s play the role of Lagrange multipliers. The only true constraints in the theory are the coefficients Φ k . We solve the constraint equations
which establish relations among the ξ i and permit to reduce the number of variables ξ i below the 2n that are present in (41). It also reproduces a new canonical one-formā and, of course, new coefficientsā i where now i ranges over the reduced space. With this, the Darboux procedure is repeated until we find the subspace where the matrix ω i j has an inverse. Thus one is left with a completely reduced, unconstrained theory.
Comparative Study of the Dirac Method and F-J Formalism
We now apply both formalisms to some physical theories and discuss the results for each case. Here, we use the metric signature (+, −, −, −). 
Dirac Method
The Lagrangian density L D for the Dirac free field ψ is given by
where ψ is the complex four-component spinor, its adjoint isψ = ψ † γ 0 and it forms an eight-dimensional Grassmann algebra. The γ µ are four-dimensional Dirac matrices and λ is an arbitrary parameter. The reason for introducing λ arises from the observation that sometimes there is a confusion as to whether results derived from a Dirac Lagrangian are dependent on the form one starts with. For λ = 0 and λ = 1, we obtain the symmetrized version and non-symetrized version of L D , respectively. By using the definition of conjugate momenta π ψ and π ψ † to the fields ψ and ψ † respectively, the primary constraints take the form
The consistency conditions on the primary constraints φ 1 and φ 2 lead to equations that allow finding the Lagrangian multipliers. Thus, the constraints in Eq.(44) are the only ones present in our theory. Their Poisson bracket becomes
therefore φ 1 and φ 2 are second-class constraints. With these constraints, we obtain the 2 × 2 Dirac matrix C, Eq.(21), whose elements are c ab = {φ a (x), φ b (y)} where a, b = 1, 2. Since detC = 0, the matrix C has an inverse
Then, the constraints can be eliminated (strongly zero) if we substitute the Poisson bracket by the Dirac bracket. This fact allows us to reduce a phase space with four degrees of freedom: ψ, π ψ , ψ † , π ψ † to a phase space with only two degrees: ψ, ψ † , being π ψ , π ψ † eliminated. We notice that the physical degrees of freedom that remain in our theory are ψ and ψ † . Therefore, the Dirac brackets in terms of the adjoint fieldψ read
F o r R e v i e w O n l y
They are the appropriate brackets to use for the quantum theory.
F-J Method
The Lagrangian density L D , Eq.(43), can be rewritten as
which is of first-order inψ andψ † and is already in the appropiate form to apply the F-J formalism. From this equation we identify the dynamical
with i = 1, 2 (ξ 1 = ψ, ξ 2 = ψ † ) and the coefficients a i (ξ) are given by
The matrix f ij , defined in Eq. (35) has an inverse f ij
According to Eq.(37), the generalized brackets become
and they are the appropiate brackets to quantize our theory.
Comparing the brackets of Eqs. (47) and Eq.(52), we observe that they are the same. The F-J formalism is more direct to obtain the generalized brackets because it already eliminates all non-physical degrees of freedom. Whereas, in Dirac's method, all degrees of freedom are present in the theory until the end of the procedure where the non-physical degrees of freedom are removed by using the second class constraints. 
Dirac Method
The Proca Lagrangian density L P is given by
The dynamical variables are the fields A µ and their conjugate momenta π µ , defined by
Following the Dirac method, we obtain a primary constraint φ 1 that takes the form
and a secondary constraint φ 2 that follows from the consistency conditions for
Imposing the consistency conditions on φ 2 we obtain an expression to determine the Lagrangian multiplier of our theory. The Poisson bracket for these constraints is expressed by
therefore φ 1 and φ 2 are second-class constraints. It is straightforward to obtain the 2 × 2 Dirac matrix C and since detC = 0, its inverse becomes
With the constraints φ 1 and φ 2 strongly equal to zero, we reduce the phase space with degrees of freedom A µ and π µ , by removing the two non-physical degrees of freedom A 0 and π 0 using Eqs. (55) and (56). Therefore, the physical degrees of freedom are kept and the Dirac brackets become
and they are the appropriate brackets to use with the quantum theory. 
F-J Method
The Proca Lagrangian L P , Eq. (53), is rewritten as
We notice that L P is of second order inȦ. To apply the F-J formalism, we linearize (first-order) L P by using the definition of the conjugate momentum π µ , Eq.(54), which yields
With the Legrendre transform, integration by parts, frontier conditions (when x → ∞, A 0 → 0, π → 0) and the definition of canonical Lagrangian, Eq.(28), the original L P becomes linear inȦ
By comparing Eq.(62) with Eq.(39), we identify the variable z
and the dynamical variables
The constraint equation is given by the equation of motion for A 0
where H P is the Hamiltonian obtained from (62). Therefore the resulting equation is
that leads to the following form for L p
From this equation the coefficients
It is straightforward to obtain the matrix f ij from Eq.(35). Since detf = 0, its inverse f ij take the form 
Thus we are in the reduced phase space where there are no constraints.
With these generalized brackets, we can go over to the quantum theory. The brackets in Eq. (59) and Eq.(68) are the same. Both the Dirac method and F-J formalism eliminate explicitly and implicitly, respectively, all non-physical degrees of freedom and only the physical ones remain.
Electromagnetism Coupled to Matter

Dirac Method
The Lagrangian density L for this interaction is given by
The dynamical variables are the fields A µ , ψ and ψ † and their conjugate momenta π µ , π ψ and π ψ † , respectively. From their definitions, we obtain the primary constraints
and from the consistency conditions we have the secondary constraint
where ρ is the probability density. Calculating Poisson brackets between these constraints, we conclude that φ 1 is a first-class constraint and φ 2 , φ 3 and χ are second-class constraints. Let us take linear combinations of constraints to bring as many of them as possible into first-class constraints. We construct a matrix whose elements are the Poisson brackets among the second-class constraints. This matrix has an eigenvector 
with null eigenvalue. This means that there is another first-class constraint ϕ, that is a linear combination of the second-class constraints. That is
Following Dirac's method this ϕ will replace the constraint χ. We are now left with two first-class constraints φ 1 and ϕ that generate gauge transformations, and two second-class constraints φ 2 and φ 3 that reduce the phase space by removing non-physical degrees. It is not possible to bring more constraints into first class in this way, therefore we construct the 2 × 2 Dirac matrix C with the remaining second-class constraints φ 2 and φ 3 . Its inverse is
Since there are two second-class constraints present in our theory, we can eliminate two degress of freedom: π ψ and π ψ † , by implementing the Dirac brackets. The nonzero Dirac brackets are given by
The gauge freedom which comes from the first-class constraints still remains in the theory. This means that the gauge has not been fixed yet. A gauge fixing procedure is an additional step for the Dirac method.
F-J Method
The Lagrangian density, Eq.(69), can be written as
which is a Lagrangian density of second order inȦ. We have to convert L to first order to apply the F-J formalism. With the definition of conjugate momentum, we obtain the following expressions 
From this Lagrangian, we identify
The equation of motion for A 0 gives rise to the following constraint
In order to solve the constraint, we decompose both π and A into transverse and longitudinal parts
with
Then Eqs. (80) and (81) imply
where A = A . With Eqs. (79) - (82), we obtain
and for A an analogous equation is obtained. Since the constraint equation has been solved, therefore all constraints have been eliminated from the theory. Inserting Eq.(83) for π and A into the Lagrangian density L, we get 
From this, the dynamical variables are identified as ξ i = (A k T , π k T , ψ, ψ † ), where i = 1, 2, 3, 4, and the coefficients a i (ξ) become
From Eq. (35), with these coefficients it is straightfroward to calculate the matrix f ij whose inverse f ij is
Therefore, the generalized brackets are expressed as
In this way the constraints are removed from our theory and they are the appropiate brackets to go over to the quantum theory. The brackets in Eqs.(74) and (88) are different. In the Dirac method we still have non-physical degrees of freedom since we have not fixed the gauge yet. This will require an additional step to the method. Whereas the F-J formalism eliminates all non-physical degrees of freedom from the theory. This means that the gauge (Coulomb gauge) has been fixed implicitly during the procedure and only the physical degrees remain.
Source-Free Electromagnetic Field
Dirac Method
Maxwell's theory for the electromagnetic field without sources is described by the Lagrangian density L EM From the definition of canonical momenta π µ conjugate to the dynamic fields A µ , Eq.(54), and from the consistency conditions, we obtain the primary and secondary constraints
These define a constraint surface on the phase space and their Poisson bracket is given by {φ 1 (x), φ 2 (y)} = 0.
The functions φ 1 and φ 2 are first-class constraints and will give cause to gauge symmetries in the theory. It is not possible to construct the Dirac brackets. However, the Poisson brackets of the dynamical variables are determined to be
which are obviously, incompatible with the constraint π 0 ≈ 0. We keep following the Dirac method as far as we can. From Eq.(20) the extended Hamiltonian H E is
where λ, v are arbitrary functions. Integrating by parts and using conditions at infinity this Hamiltonian transforms into
Thus we obtain the equations of motion to bė
We realize that A 0 is an arbitrary function and it will be eliminated from the equations of motion after a gauge fixing procedure.
F-J Method
The Lagrangian density L EM is expressed as
F o r R e v i e w O n l y which is of second order inȦ. To convert it to a first order Lagragian density, we define the conjugate momenta that leads to the following equations
Integrating by parts, conditions at infinity and the definition of the canonical Lagrangian, L EM is written as
From this Lagrangian density, we deduce the variable z = z 1 = A 0 and the dynamical variables ξ i = (A i , π i ). The equation of motion for A 0 provides the following constraint equation
Following the same procedure as in part (4.3.2) for ρ = 0, we solve Eq.(99) and obtain
and a similar equation for A. Inserting these equations for π and A into the Lagrangian density L EM , it becomes 
They are the appropiate brackets to go over to the quantum theory.
Comparing the results of Eqs. (92) and (103), we realize that the brackets are different. In the Dirac method, in the first part of the analysis we only obtain the Poisson brackets and cannot define the Dirac brackets since the gauge has not been fixed yet. This will be an additional step in this procedure. Whereas the F-J formalism eliminates all non-physical degrees of freedom and allows us to obtain the generalized brackets. The Coulomb gauge is fixed implicitly during the F-J procedure. 
Conclusions
The main difference between the two formalisms is that in the Dirac method we obtain Dirac brackets with some first-class constraints in the reduction process. The procedure of imposing the consistency conditions ends when our theory contains no new constraint. Then, a gauge theory due to the presence of the first-class constraints is obtained in a partially reduced phase space. In the F-J formalism, the Lagrangian is reduced by using the constraint equations and Darboux transformation. The procedure continues until we obtain a non-degenerate matrix f ij (ξ) with which the generalized brackets are obtained in a reduced phase space with physical degrees of freedom only.
We have analyzed and compared the Dirac method and F-J formalism. This leads to the following conclusions:
1. For first-order Lagrangians, both formalisms are equivalent. Both methods eliminate all non-physical degrees of freedom.
For second or higher order Lagrangians we have the following cases:
• For Lagrangians with second-class constraints only (no gauge symmetries in the theory) both methods are equivalent. They eliminate all non-physical degrees of freedom. No gauge fixing procedure is required since there are no gauge variables.
• For Lagrangians with first-class constraints only (the theory contains gauge symmetries) both methods are not equivalent. In this case the F-J formalism eliminates all gauge variables leaving only the physical degrees of freedom in the theory. Thus the F-J formalism fixes the gauges implicitly. Whereas the Dirac method requires an additional procedure to eliminate the gauge variables. This procedure is called gauge fixing and it is not part of the Dirac method.
• For Lagrangian with both first-class and second-class constraints both methods are not equivalent. First-class constraints give rise to gauge symmetries and second-class constraints reduce the number of the variables in the phase space. In this case, Dirac's method eliminates some non-physical variables through secondclass constraints, thus reducing partially the phase space, but Dirac's method does not remove the gauge variables from the theory. However, in the F-J formalism all non-physical variables, 
