We extract four performance measures from the modelling outputs for quantitative comparison.
Supplementary Information

Supplementary Note 1: Displacement Patterns for Priority Cases
This benchmark study is based on the experiments of Zhao et al. (1) , who studied fluid-fluid displacement in a quasi-2D microfluidic flow cell over a wide range of wettabilities and capillary numbers. A total of 14 teams (see Table 1 of the manuscript) contributed modelling results to the benchmark study. Together they applied many di erent pore-scale modelling methods. In general, the modelling methods can be categorized into three major classes: lattice/particle-based models (Supp. Note 3), continuum models (Supp. Note 4), and pore-network models (Supp. Note 5). Lattice/particle-based models include lattice Boltzmann (LB) methods and stochastic rotation dynamics (SR) models. Continuum models include volume-of-fluid (VF) methods, level-set (LS) methods, and phase-field (PF) models. Pore-network (PN) models include quasi-static and dynamic variants. To allow for qualitative and quantitative comparisons between methods without imposing an excessive computational burden on participants, we identified four "priority cases" that best represent the diversity of patterns and physical mechanisms that emerge from fluid-fluid displacement under di erent Ca and wettability conditions. These priority cases include strong drainage at high Ca (SD-HC), weak imbibition at low Ca (WI-LC), strong imbibition at intermediate Ca (SI-IC), and strong imbibition at low Ca (SI-LC). We use the simulated displacement patterns at the end of the simulation, when the invading fluid reaches the outer boundary of the computational domain, as our basis for qualitative and quantitative comparison ( Fig. S1 -S4 ). 
Introduction
The lattice Boltzmann (LB) method (3) is particularly suitable for the numerical simulation of flow of complex fluid in complex geometries. The LB color-fluid multiphase model (4) ensures a relatively sharp interface and completely immiscible fluids, and the method can be relatively easily implemented on manycore processors such as Graphical Processing Units (GPUs) to significantly increase the computing capability. Therefore, the LB color-fluid multiphase model has been widely adopted for modelling multiphase flow in porous media.
Our in-house LBM code is based on a variant of the multiple relaxation time (MRT) (5) color-fluid multiphase lattice Boltzmann model (6, 7) . The 3D code is optimized for massively parallel computing and can e ciently utilize many-core processors. Thanks to the computing capability of the code, we are able to perform 3D direct numerical simulations on the micromodel benchmark so that events like corner flow can be simulated. Benchmarking against experiments can be used to evaluate our production code, which is designed for multiphase flow simulation in 3D rocks.
Model Description: color-fluid lattice Boltzmann multiphase model
In the color-fluid model, we label di erent fluids with a color index, e.g., fluid r (red) and fluid b (blue), which are represented by their own particle distribution function (PDF), f r i and f b i , respectively. Here i represents the ith lattice direction of the D3Q19 lattice model. The lattice Boltzmann equations for both fluids are
where superscript 's' indicates either fluid r or fluid b, ei is the lattice velocity, and s i (x, t) is the collision operator, which is comprised of three parts:
where s i (1) is the regular LB MRT collision operator, s i (2) is the perturbation operator responsible for the generation of surface tension, and s i (3) represents the 'recoloring', which mimics the phase separation mechanism. For fluids with identical density, it is not necessary to calculate the operators s (1) + i (2) }, [3] where i (1) and i (2) are the MRT collision operator and the perturbation operator for the bulk fluid mixture, respectively. Followed the work of Tölke et al. (6) , the perturbation operator is integrated in the MRT framework by adding additional terms to the stress-related equilibrium moments. After the collision step for the bulk fluid mixture in the MRT framework, we obtain the post-collision PDFs of the fluid mixture. The recoloring operator s i (3) redistributes the mass distributions of fluid r and fluid b in a way so that the inner product of the color gradient and momentum of fluid r is maximized (6) . The static contact angle ◊ is modeled by assigning a constant order parameter value on the solid boundary nodes (8) . More details of the numerical model and implementation of the code on many-core processors can be found in (7) .
Simulation Setup and Procedure
The height of the circular posts b = 100 µm is comparable to the median pore-throat size d = 300 µm. Therefore, either 3D simulation or 2D simulation with sub-models to account for the finite depth of the micromodel are required. Moreover, the experimental study clearly shows the importance of corner flow in the strong imbibition case. Therefore, we performed 3D simulations to avoid the approximations inherent to 2D simulations.
The details of the simulation domain and boundary conditions can be found in Fig. S6 . Only the half depth of the micromodel is simulated to reduce the overall computation cost while a symmetry boundary condition is applied on the mid-plane of the cell. Our small domain tests show that there is negligible di erence between the half depth and full depth simulation. We used a similar simulation set up in other studies applying LBM to micromodel experiments (7) . where constant velocity boundary condition is applied to inject the fluid; at the top of the micromodel, the rest of the areas excluding the confining plate are outflow zones, where constant pressure boundary condition is applied; at the bottom of the micromodel, symmetry boundary condition is applied; the bounce-back non-slip boundary condition is applied to all solid surfaces. Considering the computation cost and numerical accuracy, we chose a grid resolution of 14.3 µm and performed the simulations on a cropped domain which covers 80 % of the diameter of the micromodel used in the experiment. The final grid for the half-depth computational domain is 5722 ◊ 5 ◊ 5722. For WI-LC, the domain is further cropped to 50 % of the diameter of the micromodel to reduce the computational cost since WI-LC is relatively insensitive to domain size.
The capillary number is defined by Ca = µ oil vinj/", where vinj is the characteristic injection velocity and is fixed during the simulation. Therefore, one would prefer a small ratio of µ oil over " to achieve a large injection rate in the simulation. However, in the commonly used LB models, the ratio of µmin (minimum viscosity of the two fluids) over " is constrained and typically larger than 0.1. As a result, it is very challenging to simulate the low Ca cases with high viscosity ratio M. For instance, more than a billion iterations are required to simulate the low Ca cases at viscosity ratio M = 340. Also, at very high viscosity ratio (M > 100), spurious currents cause significant anisotropy of the fluid interface due to the small depth of the micromodel (the anisotropy is less severe in real 3D rock geometries). In summary, compared to the viscosity ratio of about 340 in the experiments, much smaller viscosity ratios are used in the simulations, particularly for the low Ca cases. In these low-Ca cases, as the capillary force is dominant, the viscous e ects could be less important and the use of smaller viscosity ratio might be justified. The simulations were performed on the TACC Stampede 2 supercomputer provided by XSEDE (9) , where the LBM simulations benefitted from the high memory bandwidth of the Intel Xeon Phi (KNL) processor. A typical simulation took 14 KNL processors 16 to 58 hours to complete, depending on the injection rate. Fig. S7 shows the simulated displacement patterns.
Introduction
The color-gradient lattice Boltzmann (LB) model is adopted in this simulation. In this model, two density distribution functions are used to represent the two fluids. In addition to the regular propagation and collision steps, a perturbation operator is added to generate the interfacial tension, and a recoloring operator is added to produce the phase segregation and maintain the phase interface. Then the fluid-fluid interfaces can automatically form. To reduce the computational cost, 2D simulations of the displacements under high capillary numbers (with injection rate of 0.2 mL/min) are conducted.
Model Description
In the color-gradient LB model, there are two immiscible fluids (red and blue) represented by the distribution functions f R i and f B i , respectively. The total distribution function is defined as:
For each fluid, the evolution equation is:
where k = R or B represents the red or blue fluid; x is the spatial location of the particles; ei is the discrete velocity in the i direction; t is time; "t is the time increment; k i is the collision operator and consists of three parts:
is the single phase collision operator. The MRT collision operator is adopted here:
where M is the transformation matrix which is used to map the vector f in discrete velocity space to the vector m in moment space; S is the diagonal collision matrix; i is the external force term.
( k i ) (2) is the perturbation operator which generates an interfacial tension:
where fl N is the phase field function; A k is a function related to the interfacial tension.
is the recoloring operator used to produce the phase segregation and maintain the phase interface:
where f Õ i is the post-perturbation total distribution function; Ïi is the angle between the color gradient Òfl N and the lattice direction ei; andis a parameter related to the interface thickness.
The no-slip halfway bounce-back boundary condition is applied at the solid walls. To generate a certain contact angle, the solid node is assumed to be a mixture of two fluids and has a certain value of the phase field fl N s . If the contact angle of the red fluid is ◊ R , fl N s should be set as cos ◊ R . More details about the model can be found in the references (10, 11) .
Numerical setup
The size of the simulation domain is 4960 ◊ 4960 and the resolution is 20.18 µm/lattice. Constant pressure boundary conditions are adopted on the four sides and constant velocity boundary conditions are adopted in the middle of the domain. All the simulations are carried out using the high performance computer cluster Grizzly of Los Alamos National Laboratory. 80 ◊ 80 CPU cores are adopted with the simulation domain in each core being 62 ◊ 62 lattices. The simulation results under di erent wettability conditions are shown in Fig. S8 . Because of the physical di erence between 2D and 3D fluid flow, the simulation results show some di erence from the experimental results, especially for the strong imbibition case (the rightmost subfigure). In the experiments, the water phase mainly invades the porous media along the solid surfaces in strong imbibition. However, this phenomenon cannot be properly accounted for in our 2D simulation, which results in the significant di erence.
Introduction
The lattice Boltzmann simulator relies on the color model with a multiple-relaxation time D3Q19 collision operator for the momentum transport and a D3Q7 scheme for the mass transport. Information on the formulation, including validation of the approach used to set the contact angle can be found in the literature (12, 13) . The method is implemented in parallel using MPI and CUDA with in-situ analysis tools to track various measures of flow (14, 15) . A digitized 3D version of the microfluidic flow cell was created based upon the custom code developed to assign the position of the posts, top and bottom plates, and the flow inlet.
Model Description
The original experimental images have a resolution of 2048 ◊ 2048 pixel squared with a pixel width of 54 µm. The median pore-throat size, dexp, is 300 µm and the physical depth of the system, bexp, is 100 µm. The diameter of the sample is 10 cm. At the original resolution, the depth of the system is less than two pixels, which is insu cient to resolve the interface profile. The simulations are performed to resolve the physical depth of the sample to 32 voxels where dsim = 32"x. Su cient resolution of the vertical direction is critical to be able to resolve pendular rings that fill the corners where each post meets the top and bottom plates. The total size of the simulation domain was 3072 ◊ 3072 ◊ 32 with a voxel width of "x = 13 µm. This corresponds to a diameter of 4 cm. The aspect ratio of the experimental system will tend to privilege the role of capillary film dynamics on the top and bottom plates due to relative thickness of these films compared to the system depth.
The total rate of flux was specified using a volumetric flux boundary condition to match the reported flow rates, determined based upon the experimental capillary number. The capillary number was defined based upon the dynamic viscosity of the silicone oil phase, µ oil ; the flow rate of the invading fluid, Q; the median pore throat length, d; the depth of the media, b; and the interfacial tension between the water phase and silicone oil phase, ". Each quantity can be evaluated in the relevant experimental units as well as the units for the simulation. Caexp. [8] This choice establishes the basis for unit conversions between the simulated and experimental system and establishes the relationship between the lattice time step and physical time. The flux specified in the simulation provides the change in volume per unit time, where the unit of length is the lattice length and the unit of time is the lattice time. The relationship of the lattice length "x to physical units is given by h. The relationship between the physical timestep, dt, and the lattice time, "t, is chosen so that the experimental and simulated flux will match,
An attempt was made to match the mobility ratio, M = 343. This represents a challenge for this particular LBM implementation and it was only possible to achieve M = 100. Furthermore, the experimental and simulated density ratios do not match. The parameter values for the simulation are shown in comparison to experimental values in Table S1 . The simulated displacement patterns are shown in Fig. S9 . Table S1 . Parameter values for the experiment and simulation, where m, l and t are the simulated units of mass, length and time.
Parameter
Experiment Simulation 
Introduction
The phase-field-based lattice-Boltzmann method (LBM) consists of an interface-tracking lattice Boltzmann equation (LBE) based on the conservative phase-field model and a pressure-evolution LBE for recovering the hydrodynamic properties (16) . The implemented phase-field LBM has been shown to be capable of dealing with realistic density and viscosity ratios while maintaining numerical stability and accuracy (17) .
Model Description
All the details of the model are described in Ref. (17) . It has been shown that the phase-field LBM provides reasonably accurate results compared with experiments in a porous micromodel at relatively low density ratios (17) , which is also the case in the present study. Please note that for dealing with multiphase flow dynamics at higher density ratios, the improved phase-field method recently proposed in Ref. (18) provides more accurate results. 
Stochastic Rotation Dynamics 1 (SR1).
Introduction
For this benchmark study on immiscible fluid displacement, we use our custom-made 3D multi-color (multi-phase) stochastic rotation dynamics (SRDmc) algorithm (19) (20) (21) . In addition to the standard 2D SRDmc algorithm of Inoue et al. (19) , our implementation also accounts for rigid walls with di erent surface wettability and angular momentum conservation.
SRD methods in general are particle based simulation techniques for modeling fluid flows, where the microscopic dynamics of the fluid particles is modeled using a sequence of streaming and collision steps. Compared to Molecular Dynamics (MD) or Dissipative Particle Dynamics (DPD) simulations, SRD requires significantly less time averaging, and allows using coarser time steps, to represent fluid motion in the continuum limit. For an extensive overview of the SRD method, we refer the reader to Refs. (22, 23) .
So far, we successfully applied our Stochastic Rotation Dynamics multi-color model (SRDmc) code to study immiscible displacement in a flat microfluidic cell with cylindrical posts (24) and three-dimensional bead packs exhibiting spatial wetting heterogeneities (25) .
Model Description
The algorithm used here is similar to the majority of o -lattice, particle-based, simulation methods, including the standard SRD algorithm for single phase fluids (22, 23) , in providing an e ective scheme to exchange linear momentum between fluid particles. During streaming, particles move deterministically between time t and t + t
with xi and vi being the corresponding position and velocity of particle i and fext being a constant external force acting on the particles. In order to exchange linear momentum (via collisions), the particles are sorted into cubic collision cells of side length a where the number of particles per cell fluctuates around an average value ÈN Í. The particle velocities vi(t + t) after a collision are related to the pre-collisional velocities v
where u is the center of mass velocity of fluid particles in the corresponding collision cell while denotes the collision operator. By construction, the collision operator conserves mass, linear and angular momentum, which implies that averaged local quantities such as density, stresses and flow velocity obey certain macroscopic transport equations. To ensure a constant and uniform temperature, we apply a cell level thermostat as described in (21) . The distribution of local capillary and viscous stresses in the fluids is directly obtained from averages of the momentum flux over a dense mesh of small control planes.
To simulate the flow of two immiscible fluids in the benchmark set-up, we adapted the SRDmc collision operator of Inoue et al. (19) that actively drives a segregation between fluid particles with di erent particle species (colors). In addition, to capture the impact of surface wettability on the fluids, we extended Inoue's SRDmc algorithm to account for di erent relative adhesion of the fluids to the surfaces of the cylindrical posts. The relative adhesion of the fluids to the surface is controlled by the color (wetting or non-wetting) of virtual ghost or wall particles inside the posts. These wall particles initially have been proposed to eliminate slip e ects at the wall (26) . In every collision step, the fluid particles interact with wall particles in the same collision cell. The color and density of the wall particles (i.e. the number of particles per cell), determines the equilibrium contact angle of the fluid interface with the wall. For details of the simulation method, our implementation of surface wettability, and further benchmark tests, we refer the reader to Hiller et al. (21) .
Numerical Setup
For the technical specifications of our implementation, please see Tab. S2. Because SRD is a coarse-grained particle based method to simulate flows, we need to respect specific limitations of the simulation method. For instance, in this set-up and for the chosen simulation parameters, the viscosity contrast is controlled by the particle mass of the corresponding fluid phase. To keep the total number of fluid particles in the simulation domain fixed, we collect defending phase particles from the boundaries of the domain and insert them at the central inlet as invading phase particles. With this relocation, we change their color, mass and corresponding particle velocity. This "pump rate" stays constant over time and e ectively determines the capillary number Ca. If the viscosity ratio is too large, this protocol would result in a strong increase of the density of low-viscous invading phase particles in the inlet region. If, at the same time, the high-viscous defending fluid particles do not reach the domain boundaries at the same rate as particles are inserted in the center of the cell, this would violate the necessity for a rather constant average particle density across the whole domain.
In order to balance the need for su cient system sizes and resolution to obtain statistically significant quantities with the computational costs of our simulation method, we limited the domain height to 5a. Because of the small vertical dimension of the cell, the average aspect ratio of obstacles is D/H = 3.5/5 and therefore, the vertical fluid saturation distribution (gap-averaged saturation) is not representative. We adopt the definition of Ca described in Zhao et al.
with vinv = ÈQÍ/LzÈdÍ, where ÈQÍ and ÈdÍ = 2.33a are the average volume flow rate of the invading phase and the median throat diameter, respectively. The dynamic viscosity of the defending phase is denoted by ÷ def and " is the interfacial tension between invading and defending phase. 
Supplementary Note 4: Continuum Methods
Introduction
We use a di use-interface model of two-phase flow to simulate the benchmark problem. The model builds on our previous work on two-phase flow in a capillary tube (27) and a Hele-Shaw cell (28) , incorporating the e ect of wetting conditions at the posts. This model aims at capturing the 3D viscous and capillary coupling between fluids in the cell gap via a 2D, gap-averaged Darcy formulation. In this case, the model and its outputs are di erent from the classical problem of approximating the 2D sharp-interface problem. Fluid volume fractions can be understood as phase fields, because they are used to represent the idea that either fluid may fully occupy the cell gap. The current model is limited by the assumption of Darcy flow in the cell gap, which may not be realistic when pore throat sizes are comparable to the cell gap width.
Model Description
Assuming constant gap width b, density-matched fluids with constant densities, and using the water saturation Sw, total pressure p and capillary pressure potential as primary variables, the model equations read (27, 28) 
where we used the constraint Sw + So © 1. The saturation-dependent phase mobilities, ⁄-, and total mobility, ⁄T , are defined as:
where µis the dynamic viscosity of phase -, M = µo/µw is the viscosity ratio, and the e ective permeability for Darcy flow is k= b 2 12 . The partial derivative of the dimensionless bulk free energy with respect to water saturation, F Õ 0 , is taken as:
which is derived from a simple double-well dimensionless bulk free energy that is independent from the contact angle at the posts:
The capillary pressure -equation Eq. (13)-is obtained as minus the variational derivative of a phenomenological free energy functional, = ≠"F/"Sw, where the free energy density F (Sw, ÒSw) is given by (29):
The parameters c2 [N/m 2 ] and c4 [N] control the e ective surface tension " and interface thickness ", such that c2 ≥ "/" and c4 ≥ "". We used these parameters to match the experimental surface tension, " = 0.013 N/m 2 , while ensuring an interface thickness that can be resolved with a ordable computational grids.
We employ relative permeability functions that reflect the preferential wetting as well as the large viscosity contrast:
[21]
The model equations Eq. (12)-Eq. (14) describe the evolution of the two-dimensional, gap-averaged fields: the vector fields are two-dimensional and the saturations, pressures and velocities should be understood as gap-averaged quantities.
Inlet and outlet boundary conditions
We impose the experimental injection rates by setting an inward volumetric water flux, VI [m/s], along the boundary of an inlet circular injection port at the center of the domain. The radius of the injection port is rI = 1 mm, and the imposed volumetric flux is
, [22] where Q f is the experimental flow rate, Q f = 0.002, 0.02, 0.2 ml/min. We also impose a water saturation of 1 at the inlet boundary, Sw = 1. At the outer boundary of the domain, we impose a constant reference pressure, p = 0.
Wettability condition at the posts
We enforce the static contact angle at the posts through the simplified boundary condition:
n · ÒSw = cos ◊|ÒSw| [23] Model calibration (parameters c2 and c4) We calibrate parameters c2 and c4 by computing the steady-state solution of a water slug in a narrow channel ( Figure S12 ). The width of the channel corresponds to a typical pore throat of 300 µm. The capillary pressure is given by pc = " cos ◊(
where " = 0.013 N/m, b = 100 µm is the channel gap size, and w = 300 µm is the channel width. For ◊ = 45 ¶ we expect a capillary pressure pc ¥ 245 Pa. By choosing appropriate c2 and c4, we may in principle model the same e ective surface tension with di erent interfacial widths, c2 ≥ "/" and c4 ≥ "". As the dynamic interface width is smaller than that obtained for a static interface, we chose values that yield a su ciently large interface at equilibrium, so that moving interfaces can be adequately resolved. Thus, we set c2 = 1300 N/m 2 and c4 = 3 · 10 ≠5 N. The steady-state saturation and pressure fields, as well as the profiles of saturation and pressure along the channel center line are shown in Fig. S12 . S12 . Model calibration. We choose c2 and c4 by computing the steady-state solution of a water slug in a narrow channel, whose width corresponds to a typical pore throat size of 300 µm. For a static contact angle ◊ = 45 ¶ we expect a capillary pressure pc ¥ 245 Pa. Here we show the steady-state saturation and pressure fields, as well as the profiles of saturation and pressure along the channel center line. 
Implementation and grid resolution
The system of second-order PDEs Eq. (12)-Eq. (13) is discretized using standard Galerkin finite elements, with monolithic coupling between pressure and saturation. The computational grid for the full domain involves ≥ 1 million elements, with a typical resolution of 5-10 elements across pore throats. Fluid-fluid interfaces seem smooth with this grid resolution, although a complete refinement study has not been performed. In short, the simulations were run using the largest a ordable grid that yields a large enough interfacial width. Figure S13 shows close-up views of the saturation fields and computational grids for two sample simulations: a high Ca simulation that yields unsaturated fingers ( Fig. S13a-b ), and a low Ca that leads to sharp transitions between fully saturated fingers and the displaced oil ( Fig. S13c-d ). We also show a detail of the computational grid near the injection port at the center of the domain (Fig. S13e ). 
Results
The simulated phase diagram is shown in Figure S14 . The model seems to captures the transitions in fractal dimension and displacement e ciency across the di erent flow rates and wetting conditions. A remarkable feature is the ability to predict significant changes in gap-averaged saturation, which follow the experimental trends reasonably well. A notable and interesting discrepancy with experiments is the inability of the model to reproduce the patterns of compact displacement for the imbibition cases at low capillary numbers. This is probably due to the role of wetting conditions at the top and bottom plates, which is not considered here, to the choice of parameters c2 and c4, and to the functional form of the constitutive relationships (bulk free energy and relative permeabilities). Another obvious discrepancy is the absence of a sharp wetting transition for the strong imbibition case. While there is a clear morphological di erence between experimental displacement patterns of ◊ = 60 ¶ and ◊ = 7 ¶ , the model predicts qualitatively similar displacement patterns. Capturing the displacement processes observed in strong imbibition would require incorporating wetting and flow processes that are not captured in the present gap-averaged model. Among them is the assumption of Darcy flow in the gap, which probably does not represent the complex 3D flow processes that may ensue in the case of narrow throats of a width that is comparable to the cell gap.
Introduction
A depth-averaged phase-field model was developed for simulating oil/water displacement through arbitrarily complex pore structures with a controllable contact angle at the solid pore walls. Phase-field models are advantageous because they capture the Laplace pressure jump across curved interfaces without the need to explicitly track boundaries. The model is based on the Cahn-Hilliard-Hele-Shaw system of equations, which describes depth-averaged fluid flow between two parallel plates (i.e. a Hele-Shaw cell). This model is an extension of a previous model for Darcy flow (30) with a variational boundary condition introduced to specify the contact angle boundary condition at pore walls, and with the choice of linear relative permeability functions.
Model Description
The evolution equations for the Cahn-Hilliard-Hele-Shaw phase-field model are (31, 32) :
The first equation is a convective Cahn-Hilliard equation, the second is a continuity equation, and the third equation is a generalized form of Darcy's law, where b 2 12 is the depth-averaged permeability of fluid flowing between two parallel plates separated by a distance b. The order paramter › varies smoothly across the interface between the two fluids, taking the equilibrium values of › = 0 in the oil phase, and › = 1 in the water phase. Pressure is p,v is the Darcy velocity of the fluid,μ is a di usion potential, and P e is a dimensionless Peclet number. M is mobility, taken to be M = b 2 12÷w . The injection/production rate of water is qw, and qt = qw + qo is the total injection/production rate of both fluids. The viscosity function ÷(›) in Eq. Eq. (24c) was chosen to the be the following mixture interpolation function:
In the phase-field approach, the di usion potentialμ is the variational derivative of a free energy functional that includes a gradient term to capture interfacial energy:
where f (›) = › 2 (1 ≠ ›) 2 is a double-well free energy function and H and Ÿ are constants. For this choice of f (›), the oil-water interfacial energy is " =  ŸH 18 and the width of the di use interface is W =  8Ÿ H . The Peclet number is chosen to be P e = 1 Ô Ÿ based on asymptotic analysis (31, 32) . To simulate the e ect of wetability alterations, the contact angle of the oil-water interface at the pore walls was specified with a contact angle boundary condition derived elsewhere (33, 34) :
wheren =Ǫ›/|Ǫ›| is the normal to the surface of the pore wall and ◊ is the contact angle.
To apply boundary conditions at complex pore geometries, a parameter was defined such that = 1 in the pore space (domain of simulation), and 0 everywhere else. Images of the pore structure were used to generate , which was then incorporated into the evolution equations following the smooth boundary method (35) . The resulting equations are:
This is the set of evolution equations solved to simulate the benchmark problem. For numerical e ciency the capillary stress tensor in Eq. Eq. (24c), ≠µÒ›, was set to zero and not included in the calculations.
The numerical treatment of Eq. Eq. (28) was very similar to that presented in Ref. (30) . The equations were discretized using finite volumes, and solved using FAS multigrid with bilinear restriction and interpolation, and semi-implicit timestepping. To maintain numerical convergence for large timesteps, the following convex energy splitting was applied to the double-well function f (›) = fc(›) + fe(›):
This choice of splitting is symmetric about › = .5 and importantly maintains the convexity requirement even outside of the rage › = 0..1, which helps with convergence for numerically sti , heterogeneous simulations. Fig. S15 . Simulated displacement patterns for different wettability conditions (left to right: ◊ = 150 ¶ , ◊ = 120 ¶ , ◊ = 90 ¶ , ◊ = 60 ¶ , ◊ = 7 ¶ ) and capillary numbers (top to bottom: Ca = 2.9, 2.9 ◊ 10 ≠1 , and 2.9 ◊ 10 ≠2 ). The pore structure was discretized at a resolution of 2048 ◊ 2048 pixels, which was enough to resolve the smallest pores.
Results
Simulation results for the benchmark problem are shown in Fig. S15 . The model reasonably captures the transitions in fractal dimension, gap-averaged saturation, and displacement e ciency, across the three injection rates and over most of the contact angles. However there is discrepancy for ◊ = 7 ¶ , strong imbibition. This is likely because the displacement has become inhomogenous in the depth direction, and the depth-averaged model is inadequate. This could best be addressed by simulating the 3D pore structure with a Cahn-Hilliard-Brinkmann model, which would also enforce no-slip boundary conditions at the pore walls (the present model is surprisingly successful even though no-slip boundaries are not enforced). Finally, it might also be possible to use nonlinear relative permeability functions with a depth-averaged model to compensate for the lack of resolution in the depth dimension.
Level-Set Model 1 (LS1).
Introduction
Level set methods are a broad class of methods for modeling interface movements, first proposed by Osher and Sethian in their seminal work (36) . The method has since been applied for a wide variety of applications: from image-processing and modeling flames to multiphase flows, and was introduced for modeling quasi-equilibrium fluid/fluid interface movement in porous media by ProdanoviÊ and Bryant (37) , and subsequently extended for wettability modeling by Jettestuen et al. (38) , and Verma et al. (39) . Since this is a quasi-static method, it was only intended for capillary-dominated, low capillary number flow conditions.
Model Description
The level set method is based on the main level set evolution equation:
The level set function " is defined at each grid point throughout the domain of interest as the distance from the wetting/nonwetting fluid interface, which is the zero level set. " is defined such that it is positive "outside", or on the side on convexity, and negative on the concave side. For instance, in a two-phase porous media formulation, " > 0 could denote the wetting phase, and " < 0 denotes the non-wetting phase and solid grain together (the choice of sign is, of course, arbitrary). As the interface advances, the " function is updated throughout the domain according to the level set equation. Defining the interface implicitly means that changes in the topology of the fluid phases, such as snap-o and merging of fluid menisci, are handled automatically.
The term a is the speed of the interface normal to itself, while the curvature-dependent term bŸ acts opposite to the imposed normal speed a. b determines how strong the e ect of curvature is andV represents the external advective field.
The level set method used here models capillary-dominated fluid flow by employing a variational technique: in the main pore space, the sum a ≠ bŸ represents the di erence between imposed capillary pressure (a) and the surface tension force (bŸ) (reproducing the Young-Laplace equation), while near the boundaries, a, b andV are modified to impose contact angles. In the methodology introduced by Jettestuen et al. (38) , this is achieved using a Heaviside function:
The heaviside function takes a value of 1 where the level set is positive, and 0 where the level set is negative. Near the interface, it varies over a distance of 3 x, so that there are no sharp changes in the values. In addition, the level set needs to be reinitialized every few time steps to preserve the signed distance properties of the level set.
The equation proposed by Jettestuen et al. then becomes:
with the the individual velocities given by:
New formulation for trapping The method described up to now does not take trapping of phases into account. Jettestuen et al. and Verma et al. only focused on single-pore systems, and so could avoid this problem, but in modeling large systems with many pores, this cannot be ignored. Here, we introduce the concepts of modeling trapped phases using immobile "masks", one for the non-wetting phase, Ânw, and one for the wetting phase, Âw. So, every time the level set is reinitialized, it is checked for connectivity of both the wetting and the non-wetting phases. For this purpose, the level set first needs to be converted to a binary representation of 0s and 1s. Subsequently, a connectivity algorithm yields disconnected components for both the non-wetting and wetting phases, and the disconnected component masks are constructed. The masks need to be reconstructed from scratch each time, as merging and snap-o would change the connectivity of the disconnected phases. The reconstructed masks can then be used to update the normal and curvature velocities, using the heaviside functions. For example, H(≠Âw) takes value of 1 where Âw is negative, and zero where it is positive. So, in the wetting trapped phase , H(≠Âw) is 0, and 1 in the main pore space. So we can update the normal and curvature velocities using this formulation: [37] Note that the advective velocity term doesn't need to be updated, as it is only applied near the interface anyway. So inside the trapped phase, there is no reason to apply it. For more details please refer to the PhD thesis of Verma (40) .
a = H(≠Âw)H(≠Ânw)(H(≠Â)Ÿ0 ≠ S(Â)H(Â)cos-|ÒÂ|
We apply this formulation to the experimental setup used by Zhao et al. to simulate fluid displacement for varying wettabilities in a micromodel. The original experimental geometry is provided as a set of 2D points, corresponding to disk centers, with accompanying radii information. Using this information, we reconstruct the domain. Since the domain is described analytically, we increased the resolution of the original experimental images to a limit where the computational costs for the level set method would not be too prohibitive. The eventual domain size we simulate is 4439x4439 pixels, with each pixel size 24.9 µm, compared to the experimental resolution of 54 µm. To save computational costs, we are ignoring the third dimension -in the experiment, this corresponds to a thickness of 100 µm. The level set results are shown in Figure S16 . 
Volume-of-Fluid Method 1 (VF1).
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Model Description
In the VOF method, the location of the interface is deduced from an indicator function -1, which is equal to the volume fraction of fluid number 1 in each grid cells. For cells which are crossed by the interface, -1 lies between 0 and 1. The indicator function for phase number 2 is defined as -2 = 1 ≠ -1. The single-field velocity, pressure, density and viscosity are defined as
The single-field velocity and pressure solve the single-field incompressible Navier-Stokes equations
where · is the global stress tensor
and f" is the surface tension force f" = "Ÿn12"12.
[41]
Here "12 is a Dirac function located on the interface. At the fluid-fluid-solid triple point, the interface intersects the normal of the solid surface at a contact angle ◊ such that n12 = cos ◊ns + sin ◊ts, [42] where ns and ts are the normal and tangent vectors to the solid surface, respectively (41) . The indicator function solves the following transport equation
where ur = u1 ≠ u2 is the relative velocity. This advection equation is exact because its derivation does not include any assumption. It results from the volume averaging of the continuity equations (see Graveleau et al., (42) for the derivation). Since it involves -1-2, the second advection term has non-zero value only in the cells containing the fluid-fluid interface. However, there is no partial di erential equation that governs the relative velocity. Therefore, ur has to be modelled in order to close Eq. (43). To maintain a sharp interface, ur is usually modelled as a compressive velocity uc normal to the interface and with an amplitude based on the maximum of the single-field velocity (43) ur © uc = n12
where " is the volumetric flux and A f is the cell surface area. The surface tension force acts only at the interface, which can be mathematically described as a surface. While using the Finite Volume method (44), the surface tension force cannot be computed as such and it must be approximated by a body force. Brackbill et al., 1992 (41) developed an approximation, referred to as Continuous Surface Force (CSF), where n12"12 is approximated by Ò-1 and Ÿ by Ò ·
The surface tension force is then given by
The VOF-CSF method is attractive because of its simplicity. However, Scardovelli & Zaleski, 1999 (45) reported the presence of spurious currents in the capillary dominated regime, which originates from errors in calculating the normal vector and the curvature of the interface. To limit the spurious currents, we use the Sharp Surface Force (SSF) method whereby the indicator function is smoothed by a Laplacian smoother for the computation of the curvature and sharpened by a curtail function for the computation of the surface tension force (46, 47) 
where -1f is the value of -1 at the face centre calculated using linear interpolation, and CsK and Cs are smoothing and sharpening constants. In this work, we use CsK = 0.1 and Cs = 0.1. In order to eliminate some of the parasitic velocities that arise parallel to the interface, capillary forces parallel to interface are filtered (47) 
The constant c f c,filt is set to 0.01 to avoid capillary pressure build-ups and velocity bursts (48) . In addition, the capillary fluxes are also filtered based on zero-net capillary force constraints
This correction eliminates capillary fluxes when they are in the range of numerical errors (47) . (49) . An semi-implicit formulation is used to treat the coupling between the phase distribution equation (Eq. Eq. (43)) and the NSE equation (Eq. Eq. (39)) with a fixed number of iterations (nOuterCorrectors). The space discretization of the convection term Ò.(-1u) and compression term Ò · (-1-2ur) is performed using the second-order van Leer scheme (50) . The standard interFoam solver has been modified to include the SSF formulation (Eq. Eq. (46)).
Numerical implementation
Geometry and grid
To mesh the computational domain, a 2D uniform Cartesian grid comprising 1250◊1250 grid blocks is generated. Then, all cells containing the solid posts are removed and replaced by rectangular and triangular cells that match the solid boundaries using the OpenFoam snappyHexMesh utility (Fig. S17) . The final grid contains 657694 cells. For low Ca simulations, the geometry has been truncated from the original image and the outlet is situated at a radius of 3 cm. In this case, the final grid contains 251542 cells. All simulations are performed with a constant time-step "t = 2 ◊ 10 ≠4 s. We use 3 iterations of the PISO loop and 2 iterations of the semi-implicit loop (nOuterCorrectors). 
Introduction
Our model is a single-pressure dynamic pore-network model for incompressible two-phase flow in porous media, based on the earlier work of Aker et al. (51) and Knudsen et al. (52) .
Model Description
The network is defined as a graph of connected links and nodes. Each node corresponds to the center of a pore-body, and each link corresponds to a pore-throat in addition to part of adjacent pore-bodies. The links carry all the pore volume, and the nodes have no volume.
Each link can hold up to two fluids simultaneously, represented as bubbles that are spaced out along the link length. Depending on the shape of each link and the distribution of fluids inside each link, we relate the volumetric flow rate going through the link at a given time to the pressure gradient across the link through a traditional Hagen-Poiseuille-type relationship. For single phase, this can be stated as
where k is the local permeability, A is the cross-sectional area, µ is the viscosity, and p is the pressure. Each quantity can in principle be regarded as function of position x, so that we can account for variations along the link length. The flow rate q has to be the same for any position along the link due to the incompressibility of the fluids.
In order to obtain an expression for the link flow rate as a a function of the pressure di erence between the two nodes it connects, we integrate Eq. Eq. (49), resulting in
, [50] where x1 and x2 are two arbitrary positions along the link. We can simplify this expression by non-dimensionalizing the integral,
, [51] where the factor Ÿ0 (units m 3 ) is defined by
, [52] which encodes the e ect of permeability k, the cross-sectional area A and the length L on the mobility. We can then write Eq. Eq. (50) as
where we have defined the integral
. [54] which serves as a weighting function, with the property that I(0, L) = 1.
If we have have two immiscible fluids inside a link, separated by an interface, we can use Eq. Eq. (53) for each phase separately and add up their contribution to get a relationship between the flow rate q and the pressure di erence across the entire link p, where p is defined as the di erence in pressure in the nodes that the link connects. Any jump in pressure across interfaces (due to surface tension) is accounted for by an additional capillary pressure di erence. For example, if we have a link containing a wetting fluid followed by a non-wetting fluid whose menisci are at position x, then we would end up with,
where µ e = µnwI(0, x) + µwI(x, L) and pc = p(x + ) ≠ p(x ≠ ). This formulation allows for the wetting angle ◊ to vary as a function of position along the wall, and to account for a dynamic contact angle, but in the present work we keep these constant.
It should be noted that Eq. Eq. (55) and Eq. (49) reduces to the familiar Hagen-Poiseuille relation when we assume a straight tube, where k = r 2 /8, A = fir 2 and r is the radius of the tube.
Mass conservation at each node (i.t. flow rate in equals flow rate out) results in a linear system of equations for the node pressures, whose coe cients are functions of adjacent link mobilities and capillary pressures. By solving this system using the appropriate boundary conditions we can use Eq. Eq. (55) to calculate the flow rate in each link, which in turn can be used to evolve our system in time by displacing any menisci inside each link. Any fluid that has exited a link is immediately distributed into neighbouring links.
Application: Microfluidic Flow Cell
The equations introduced in the previous section are generic in nature, as we made no specific comment on the exact geometric dependencies of k, A and pc. In the following we will motivate the exact expressions used based on the experimental setup of Zhao et al. (1) . Given a microfluidic flow cell patterned with posts, our goal is to extract a pore-network representing the void space. We start by triangulating the set of post positions, which yields a triangular partitioning of the void space, where the vertices of each triangle corresponds to a post center. For each triplet of points in the triangulation we can fit a fourth virtual post such that it exactly touches all three posts simultaneously. The center of this post defines the nodes in our network, corresponding to the center of a pore-body. Adjacent nodes are then connected based on neighbouring triangles in the triangulation, giving us a set of links. Along the boundary (inlets and outlets) we create new inlet and outlet nodes by mirroring adjacent nodes across the boundary triangle edges. The nodes and links together make up the pore-network as illustrated in Fig. S19 .
The nodes are considered as single points and they hold no volume. We partition the pore space such that a pore-body is distributed among adjacent links as illustrated in Fig. S19 .
For each link we can now calculate, or at least approximate, the constant term Ÿ0 and the position-dependent weighting function I(a, b) introduced in the previous section. The cross-sectional area is A(x) = hw(x), where h is the height of the cell, and w(x) is the variable width as we move along a link. We model the local permeability k based on flow through a rectangular pipe (53)
where " = w/h is the local aspect ratio. In practice we truncate the series in Eq. Eq. (56) after 10 terms, which is su cient for the aspect ratios in this case.
The menisci separating the two phases are modelled as circular arcs that meet the posts at a specified wetting angle. By moving a circular arc along a link we can map out the capillary pressure di erence as a function of position on a per-link bases. This is illustrated in Fig. S20 , for both an advancing and receding menisci. For completely wetting system the capillary pressure is simply given by the inverse of the radius of curvature of such an arc. For intermediate wetting angles we use the formula
where r(x) = w(x)/2 is half the distance between the points where the menisci meets the post walls and R is the radius of curvature of the fitted arc. In the special cases of ◊ = 0 ¶ and ◊ = 180 ¶ , the first term reduces to pc(x) = ± " R(x) , as required. Function Eq. (57) is plotted in Fig. S20 for di erent wetting angles. 
General Comment
Using Eq. Eq. (56) we measure a single-phase (oil-filled) global pressure di erence of 28816 Pa for the largest reported capillary number. Note that the pressure is measured at the outer edges of the injection area, at a distance 3 mm away from the injection point on average. This measurement is consistent with the measured pressure di erence reported in Zhao et al. (1) when extrapolated to the injection point where the pump sits.
For our simulations, the structures observed appear consistent with experiments for high flow rates, but the simulations do not reproduce the same structures for low capillary numbers. In particular, the co-operative e ects for the neutral and weak imbibition cases are not reproduced. This is most likely due to the functional expression we used for the capillary pressures: even for the neutral and weak imbibition regimes there is still a capillary barrier present, as can be seen in Fig. S20 . This together with our choice of boundary conditions results in an invasion percolation type behavior for all wettabilities, with the main di erence being that narrow cross-sections are preferred in the neutral and weak imbibition cases.
Neglecting film and corner flows might also have a big impact on this, but the displacement patterns of the experiments do not appear to be dominated by corner flow and film transport except in the strong imbibition regime. It might be possible to incorporate these e ects into the capillary pressure term in the future.
Introduction
We extended the model presented in Holtzman & Segre, 2015 (54) by including an arbitrary distribution of cylindric posts. The resulting model combines the quasistatic approach originally proposed by Cieplak & Robbins, 1990 (55) with a single pressure, dynamic model of flow through the pore network, in which the interface motion is not resolved below the pore scale. Each triplet of posts (identified by Delaunay triangulation) defines a pore, which is connected to three neighbours via throats. The throats are the gaps between each pair of the three posts associated with a given pore. The resistance to flow at a given throat is given by its width w and filling state. The fluid-fluid interface is represented as a set of cylindric menisci, which touch the posts at an in-plane contact angle ◊. The fluid-fluid interface has a radius of curvature R = "/ p, where p is the local pressure jump across the meniscus. Given R and ◊, the position and hence stability of each meniscus can be solved analytically. The evolving resistances of the throats determine the pressure field. Our model is e ectively 2D in the sense that we only consider the in-plane curvature R = Rin in computing the radius of curvature. This approximation is reasonable for 3D porous media when the in-plane curavature is much larger than the out-of-plane curvature Rin π Rout, which corresponds to the case where post diameters are much smaller than their height d π h. Despite this being at odds with the experimental setup of Zhao et al., 2016 (1), our numerical results matched the experiment better when curvature correction to account for the finite height was neglected. Our model's resolution is at the level of the pore, and its bidimensionality does not capture the e ects of film or corner flow, therefore limiting its ability to reproduce cases where these mechanisms become important, particularly in strong imbibition. However, the simplicity of our model results in a very e cent code that is capable of full-scale simulations in CPU times on the order of a minute. This feature allows large batch of simulations to be performed for the purposes of statistics, parametric exploration, and sensitivity analysis.
Model Description
The sample geometry is based on the post sizes and coordinates provided in the benchmark dataset. For the fluid properties we used the values given in Zhao et al., 2016 (1) : ÷ oil = 0.340 Pa · s, ÷water = 0.99 mPa · s, " = 13 mN/m. At each simulation step, the pressure field is computed across the whole network. Specifically, throats with stable menisci are considered impervious; a fixed resistance proportional to ÷ oil or ÷water and w ≠3 (for a width w) is assigned to throats connecting pores occupied by the same fluid; whereas a variable resistance proportional to the downstream filling value is given to throats leading to incipiently invaded pores. The existing menisci are then tested for three types of instabilities (55): (1) burst, when the curvature exceeds a threshold set by the local geometry; (2) touch, when a meniscus intersects a third, downstream post; and (3) overlap of adjacent menisci, destabilizing each other. The latter describes nonlocal, cooperative pore-filling, which smooths the interface. Overlaps are strongly a ected by the contact angle, and hence are crucial in capturing wettability e ects. Once a meniscus is destabilized, it invades the downstream pore at a rate calculated from the throat's viscous resistance by solving mass balance for the two incompressible immiscible fluids. Our model associates a filling value between 0 and 1 to each pore, without resolving the spatial distribution of the fluids within the pore. Pores downstream of destabilized menisci fill in parallel, and complete filling in di erent times, proportional to the pore volumes and local flow rates.
a b
To enforce boundary conditions we added two sets of auxiliary posts to the given post distribution: (i) 21 posts along an inner circumference of radius 2.2mm; (ii) 380 posts along an external circumference of radius 59.7mm (see Fig. S22a ). A nominal radius of 100 µm was assigned to the auxiliary posts. We enforce quasi-constant flow rate by imposing an arificially high hydraulic resistance in the inlet zone ( Fig. S22a) , such that most of the pressure drop occurs in the "bu er zone", making the flow resistance and hence pressure gradient across the porous sample insensitive to the evolving invasion pattern. By implementing the numerical "bu er zone", we achieve desired fixed flow rates of 2, 20, and 200 µL/min to within 5% accuracy by setting fixed pressures (i.e. Dirichlet boundary condition) at the inlet and outlet pores.
The experimental images show that the initial growth of the injection bubble is highly asymmetric. Since this could strongly a ect the evolution of the pattern, we test its e ect by comparing simulations with (i) symmetric initial conditions (starting with a completely water-filled inlet zone) vs. (ii) pore occupancy derived from experimental images at early stages, with di erent grayscale thresholds (Fig. S22b) .
The simulation achieves breakthrough (with corresponding breakthrough time t b ) when a boundary pore is first invaded (Fig. S22a) . By solving the pore-network pressure-flow system, our model tracks the total amount of fluid displaced during the simulation. We define E d as the ratio between the amount of displaced fluid and the total pore volume. We take the mean filling value of all partially or totally invaded pores as the average saturation S. The fractal dimension D f is computed by applying a threshold of S = 0.01 to the simulation result at breakthrough, rasterizing it on a 1000◊1000 frame, and analyzing the resulting pattern with a box-counting algorithm (56) . The quasi-static network model (57) was designed for 2D micromodels in the limit of very small Ca, where we take advantage of the following conditions: (i) pressures are spatially uniform within invading and defending fluids; (ii) at a given pressure di erence between invading and defending fluids, all local fluid-fluid interfaces between posts have the same curvature. Therefore, we can advance the invading fluid front in a manner of invasion-percolation (58) , where the invading fluid always enters pores with lowest entry pressures. In particular, we explicitly calculate the critical pressures for pore-scale invasion events of Cieplak and Robbins (55, 59) as well as the corner-flow invasion events. As a result, the invading fluid front advances through single-pore piston-type displacement, cooperative pore filling, or corner-flow.
The dynamic moving-capacitor network model (60) relies on establishing an analogy between electric circuits and fluid-fluid displacement in porous media. The viscous pressure drop throughout the flow cell is captured by means of a network of resistors, while in-plane/out-of-plane components of the Laplace pressure are represented with moving capacitors/batteries at the invading fluid front.
Model Description -Quasi-static Model
Consider the local fluid-fluid interface between the two posts in Figure S25a . The shape of this interface is uniquely defined by its radius of curvature rp and the contact angles at which it intersects the two posts (57) . When the pressure of the invading fluid increases, the interface moves forward while the radius of its curvature decreases. At some point, the local fluid-fluid interface reaches its last stable configuration. If the invading fluid pressure increases further, the interface becomes unstable and it advances ( Figure S25b ). We refer to this event as "burst". When a "burst" event takes place, the unstable local interface is replaced by two new ones with the nearest post.
The local fluid-fluid interface may become unstable before reaching the "burst" pressure. The "touch" event takes place when the interface touches the nearby post ( Figure S25c ) before reaching the "burst" pressure. The unstable interface between posts 1 and 2 is replaced by two new ones, connecting posts 1-3 and posts 3-2 in Figure S25c .
Another pore-scale event that may take place is "overlap". The "overlap" event occurs when two neighbouring interfaces coalesce inside the pore space ( Figure S25d ). Then the two interfaces between posts 1-2 and 2-3 are replaced by a single interface between posts 1-3.
Finally, a "corner-flow" event may take place when ◊ < 45 ¶ . In strong imbibition, the invading fluid preferentially wets the corners between the posts and top/bottom plates ( Figure S25e-f ). As the pressure of the invading fluid increases, the corner menisci swell until one of the neighbouring posts is touched. This results in the advance of the invading fluid through a chain coating of the posts. We explicitly calculate the critical pressures for all pore-scale events shown in Figure S25 (57) . Thus, we model the quasi-static invasion of the fluid-fluid interface in a manner of invasion-percolation, where the order of pore invasion is governed by the critical event pressures; pores with lowest critical pressures are invaded first. Di erent events are prevalent at di erent wettability conditions: (i) "burst" events dominate in strong drainage (◊ > 145 ¶ ), and the invading fluid advances through capillary invasion; (ii) "touch" and "overlap" events dominate in weak imbibition (75 ¶ > ◊ > 45 ¶ ), where the invasion pattern grows through cooperative pore filling; (iii) "corner-flow" events are most frequent in strong imbibition (◊ < 45 ¶ ), where the pattern grows through chain coating of the posts.
Model Description -Dynamic Model
Consider the analogy between the fluid-fluid displacement and an electric circuit. As the invading fluid is injected into the pore structure, three components of the pressure contrast emerge: (i) pressure gradient due to viscous dissipation, (ii) out-of-plane component (iii) and in-plane component of the Laplace pressure. This is equivalent to having an electric current through a circuit of resistors, batteries, and capacitors. The viscous pressure drop through the network can be calculated considering Poiseuille flow through the network of capillary tubes along with conservation of mass. This is equivalent to resolving the Ohm's law and Kirchho 's current law in the network of resistors. The out-of-plane contribution to the Laplace pressure can be represented with batteries at the invasion front. These batteries introduce a discrete potential (pressure) increase or drop, depending on the contact angle ◊ between the fluid-fluid interface and the top/bottom plates of the flow cell. Finally, the in-plane contribution to the Laplace pressure can be represented through capacitors at the invading front. Here, electric potential (pressure) drop across the capacitor plates builds up with current (flow) until a threshold potential (critical pressure) is reached. If the potential increases above this threshold, the capacitor undergoes dielectric breakdown. In contrast, in its fluid counterpart, the capacitor moves to a new location ahead of the invading front following the rules of Cieplak and Robbins (55, 59) and restarts building up Laplace pressure.
Our formulation of the quasi-static invasion model gives us a-priory knowledge of these critical pressures. We use them as thresholds of the capacitors at the interface, such that filling of the capillary tubes with the invading fluid coincides with the local in-plane Laplace pressure thresholds. The e ect of wettability in our model is captured through "burst", "touch" and "overlap" pore invasion events described earlier (55, 57, 59) , whose relative frequency is a function of the contact angle ◊. S27 . Simulated displacement patterns for different wettability and capillary number conditions. The dynamic simulations (Ca > 0) were obtained using the dynamic moving-capacitor pore-network invasion algorithm (60) . The bottom row (Ca = 0) was generated with the quasi-static invasion algorithm (57) .
This framework allows capturing fluid-fluid displacement regimes at both high and low Ca. At high Ca, viscous forces dominate the dynamics, and large pressure gradients build up across the more-viscous defending fluid ( Figure S26c ). This results in the decreasing trend of the injection pressure with time ( Figure S26e ): as the fingers approach the outer boundary, smaller pressure drop across the flow cell is needed to maintain the prescribed flow rate. At low Ca, the pressure changes within the system come almost exclusively from the Laplace pressures at the invading front. This results in spatially uniform distributions of pressure in the invading and defending fluids ( Figure S26d) , and also in an intermittent profile of injection pressure as a function of time ( Figure S26e ).
Introduction
The two-dimensional modelling approach described here is similar to the pore-network model of Lenormand et al., 1988 (62) . The pressure distribution is solved in both fluid phases. Fluid invasion and interface advancement are computed in discrete steps. However, we do not extract pore bodies and throats from the post locations of the micromodel. Instead, we discretize the pore space into smaller elements. The capillary resistance for each element is calculated based on the vertical gap between top and bottom walls and the horizontal gap between posts. Films and corner flows are not considered. Only the strong drainage condition (i.e. ◊ = 150 ¶ ) is simulated.
Model Description
The two-dimensional pressure distribution in the pore space is solved via a finite volume scheme, taking into account the capillary pressure jump at the fluid-fluid interface. The viscosity of the invading and the defending fluids are µinv and µ def , respectively. Darcy's law is assumed valid locally. The flow rate q across the connection between two elements [for example, (i, j) and (i, j+1)] is given by the conductance C of the connection and the pressure drop between two neighbouring elements if no fluid-fluid interface or capillary pressure is involved:
where p is the pressure. If the connection involves the fluid-fluid interface, the flow rate q is given by:
Similarly, Eq. Eq. (58) and Eq. Eq. (59) can be written for q i,j ≠ , q i ≠ ,j , and q i + ,j . The capillary pressure p c i,j + (and similarly, p c i,j ≠ , p c i ≠ ,j , and p c i + ,j ) is calculated based on p c = "
where " is the interfacial tension, h = 100 µm is the vertical gap, r2 is the principal radii of curvature in the planar direction calculated based on the widths between posts, and ◊ is the equilibrium contact angle.
The conductance C is given by C = kÂ µ , where k = h 2 /12 is the permeability, A = h x is the connection area, andμ is a weighted average viscosity, which takes the value of µinv, µ def , or (µinv + µ def )/2 depending on whether the connection is inside the invading phase, inside the defending phase, or at the fluid-fluid interface. When calculating the capillary pressure, we define the fluid-fluid interface at the connection between a fully invaded element and a non-or partially invaded element. This means we do not update the local interface location when an element is only partially invaded.
The volume conservation equation can be written for each element (i, j) by assuming incompressible fluids: q i ≠ ,j + q i + ,j + q i,j ≠ + q i,j + = si,j, [61] where si,j is a source term for the injection elements. Writing Eq. Eq. (61) for all elements gives a system of equations which need to be solved for pressure distribution given a certain set of boundary conditions. The nonlinear max function makes sovling the pressure directly from Eq. Eq. (61) impossible. Instead, we apply an iterative approach to obtain the pressure solution. The iterative solution of the volume conservation equation gives a pressure field, from which we explicitly compute the fluxes along the fluid-fluid interface using Eq. Eq. (59) . At the start of each time step, the fraction of the volume occupied by the invading fluid fi,j at each element (i, j) is known. The time step t is calculated as the time required to completely fill one element at the interface. The invading fluid flows into all interface elements (0 < f < 1) that have at least one connection with a positive flow rate, until one of the interface elements reaches f = 1. The change in volume fraction fi,j due to invasion at each time step is calculated as:
where V = h x 2 is the void volume of each element and q interf i,j represents the sum of the interfacial fluxes from the invading neighbours to the local defending element (i, j).
Numerical setup and boundary condition
The computational domain is discretized into a 1000◊1000 grid with elements for the posts included but inactive for the simulations. Constant pressure of zero is imposed for elements with a distance from the center of injection larger than the radius of the micromodel. The simulated displacement patterns are shown in Figure S28 . Fig. S28 . Simulated displacement patterns for the strong drainage case at different injection rates (left to right: injection rate 0.2 mL/min, 0.02 ml/min, 0.002 ml/min).
Pore-network Model 5 (PN5).
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Introduction
The model is based on a three-dimensional pore-network model named two-phase pore-scale finite volume discrete element method (2PFV-DEM) (63, 64) . It has been modified to tackle the geometry of this benchmark to simulate strong drainage at very small Ca. The void space is discretized in pore units with triangular prism geometry. The capillary entry pressure of each pore throat is determined by following the Mayer-Stowe-Princen (MS-P) method (65, 66) . Each pore is filled by only fluid phase; films and corner flows are not considered. 
Model Description
The void space between the posts is decomposed into large pore bodies connected by narrow throats via the Regular Triangulation method (67) . This method generalizes the classical Delaunay triangulation by including weighted points, where the weight accounts for the size of each post. A pore-scale network is established such that a triangular prism defines a pore and the common facet of two neighbouring pores defines a throat (Fig. S29) . The drainage of a single pore is determined by the relationship between local capillary pressure p c and entry capillary pressure p c e of the throat. A pore is considered completely drained if p c > p c e , such that each pore has only one state, either filled with wetting (W) phase or nonwetting (NW) phase.
The capillary entry pressure p c e of each throat is computed by following the Mayer-Stowe-Princen (MS-P) method, which employs the force balance on the multiple phases in a transient state (63) . The balance is written as: ÿF (p c ) =F c (p c ) +F t (p c ) = 0, [63] whereF c is the capillary force acting on the pore throat section,F t is the total tension force along the contact line (see Fig. S29c ). When qF (p c ) = 0, p c e equals the value of p c . We assume the solid post is perfectly wetted by the defending fluid phase (i.e. ◊ = 180 ¶ ). The radius of the meniscus is denoted by r oe [0, min{b, d}], and the capillary pressure can be expressed by the Young-Laplace equation:
[64]
F t = " wn Lwn + " ns Lns ≠ " ws Lns [66] where A e is the planar, projected area of the pore throat, Lwn, Lns and Lws are the contact line lengths between the multiple phases. The multiphase interfacial tensions, " wn , " ns , and " ws are related to ◊ via Young's equation:
" ns ≠ " ws = " wn cos ◊ [67] Combining Eqs. 63, 66, and 67, we arrive at the expression forF t :
Combining Eqs. 64, 65, and 68, we arrive at the expression for p c e : p c e = " wn ú 2(4 ≠ fi)
Overall, the drainage of the entire sample follows the invasion percolation model described by Chandler et al., 1982 (68) . The simulation starts by increasing p c . A search is then executed on the pore throats containing the fluid-fluid interface. The throat with the lowest p c e corresponds to the location where interface displacement will occur, leading to the invasion of a neighbouring pore by the NW phase. The NW phase reaches new throats when this pore is drained, which triggers a cascade of invasion events (i.e. Haines jumps) at pore throats with the same value of p c . The invading phase thus percolates until no more pores can be drained.
In addition, the simulation is performed by controlling p c instead of the flux rate. Although the model is designed for simulating quasi-static strong drainage, the e ects of viscosity can be reflected by the rate of change of p c (see Fig. S30 ). a c b Fig. S30 . Simulated displacement patterns for the strong drainage case for different rates of change of p c . (a) p c is increased from 0. The increment is locally determined by each throat, which corresponds to a purely quasi-static invasion sequence. In (b) and (c), p c is decreased from the same initial value but with different declining speeds.
