We provide a scaling for compound Poisson distributions that leads (under certain conditions on the Fourier transform) to a weak convergence result as the parameter of the distribution tends to infinity. We show that the limiting probability measure belongs to the class of stable Cauchy laws with Fourier transform t → exp(−c|t| − iat log |t|). We apply this convergence result to the standard discrete Luria-Delbrück distribution and derive an integral representation for the corresponding limiting density, as an alternative to that found in a closely related paper of Kepler and Oprea. Moreover, we verify local convergence and we derive an integral representation for the distribution function of the limiting continuous Luria-Delbrück distribution.
Introduction
One way to define the standard Luria-Delbrück (LD) distribution with parameter m > 0 is via its generating function The probabilities p n = p n (m) depend on m. Models in population biology that lead to the standard LD distribution are described in [6] and [9] , for example. The name of this distribution goes back to the original work of Salvadore Luria and Max Delbrück [11] . The LD distribution is of interest in biological applications, as it provides a basis for procedures that estimate mutation rates [1] , [2] . Unfortunately, the probabilities p n , n ∈ N 0 := {0, 1, 2, . . . }, of the LD distribution are not simple to compute, in particular for large parameter m. Ma et al. [12] found the recursion
p n−i i + 1 for n ∈ N := {1, 2, . . . }.
Based on this recursion, properties of the LD distribution can be derived. For example, it was shown that, for fixed parameter m, the asymptotics lim n→∞ n(n + 1)p n (m) = m holds. For more details of the tail behavior we refer the reader to [6] and [14] .
Convergence results for compound Poisson distributions
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In contrast to the situation in which m is fixed and n is large, we are interested in the asymptotic behavior of the LD distribution for large parameter m. An important question is whether the LD distribution, properly scaled, converges to some limiting distribution as the parameter m tends to infinity. The papers of Pakes [13] and Angerer [2] show that such a scaling exists. For another paper on matters closely related to this question, see [7] .
As the LD distribution is a special compound Poisson distribution, it is natural to ask whether such scalings and convergence results can be extended to more general classes of compound Poisson distribution. In Section 2, such convergence results are presented. The main convergence theorem (Theorem 2.2) provides the appropriate scaling and characterizes the limiting distribution via its Fourier transform. In Sections 3 and 4, these convergence results are applied to the LD distribution and further properties of the LD distribution are derived. The paper concludes with a discussion in Section 5.
Convergence of compound Poisson distributions
Compound-Poisson-distributed random variables are (by definition) of the form
where (X k ) k∈N is a sequence of independent, identically distributed random variables and K is a Poisson random variable, with parameter m > 0, independent of the sequence
where ϕ denotes the Fourier transform of X := X 1 . Compound Poisson distributions appear in many fields, for example those of compound Poisson approximations and large deviation principles, and have been the subject of intense research. In this paper, we are simply interested in the behavior of Y m for large parameter m. The following convergence theorem (Theorem 2.1) is the analog of the classical law of large numbers and the classical central limit theorem. It states, in particular, that Y m is asymptotically normal provided that X has a finite and nonvanishing second moment. Although the result is well known from the literature, we present a simple proof based on Fourier analysis, as this technique will be used again later in the paper.
converges in distribution to the standard normal distribution.
Remark 2.1. Owing to the fact that Y m is a random sum of independent, identically distributed variables, the scaling variance var(Y m ) = m E(X 2 ) in part (b) of the theorem is larger than the value m var(X), which one would expect from the classical central limit theorem for a deterministic sum of independent, identically distributed variables. 
where ϕ (x) = dϕ(x)/dx. Thus, E(e itY m /m ) converges to e it E(X) as m tends to infinity, for each t ∈ R. This pointwise convergence of the Fourier transforms is equivalent to the convergence of Y m /m, in distribution, to E(X). As the limiting random variable is constant, this is equivalent to the convergence in probability.
(b) Fix t ∈ R and define µ m := m E(X) and σ 2 m := m E(X 2 ) for convenience. Obviously,
The Taylor expansion of ϕ, together with ϕ (0) = i E(X) and 
Thus, E(e it
L'Hôpital's rule implies that
Applying l'Hôpital's rule once more yields
where, in the last step, condition (2.2) has been used.
If the conditions of Lemma 2.1 are satisfied, then l'Hôpital's rule implies that
Therefore, for t close to 0, ϕ (t) behaves asymptotically like −ia log |t|. Under a stronger condition, namely that the function ϕ (t) + ia log |t| has certain limits from the left and from the right, the following stronger convergence result holds. Let B denote the Borel σ -field on R.
Theorem 2.2. If there exist constants a ∈ R and c > 0 such that
lim t 0 (ϕ (t) + ia log |t|) = −ia − c and lim t 0 (ϕ (t) + ia log |t|) = −ia + c,
then, as m tends to infinity, the normalized random variable
converges in distribution to a stable limiting probability measure Q on (R, B) uniquely determined via its Fourier transform, Proof of Theorem 2.2. Fix t ∈ R and define x := t/m for convenience. Note thaṫ
The Fourier transform of Z m is
Thus, we must verify that
Multiplying by 1/t shows that this equation is equivalent to
by assumption. Thus, as m tends to infinity, the Fourier transform of Z m converges pointwise to the continuous function t → exp(−c|t| − iat log |t|). The continuity theorem for Fourier transforms ensures that this function is a Fourier transform of a certain probability measure Q on (R, B), and that Z m converges in distribution to Q. Standard results for characteristic functions (for example [10, Theorem 5.7.3] ) ensure that Q is a stable distribution with exponent α = 1.
The most simple example is probably the Cauchy distribution (ϕ(t) = e −c|t| ). In this case, the conditions of Theorem 2.2 are obviously satisfied with a = 0, and the limiting distribution Q coincides with the distribution of X (ϕ Q (t) = e −c|t| ).
In the following sections, we focus on a special random variable X that satisfies condition (2.2) of Lemma 2.1 and the conditions of Theorem 2.2 with a = 1 and c = 1 2 π . The corresponding compound Poisson distribution is the LD distribution.
The Luria-Delbrück distribution
The LD distribution with parameter m > 0 is the distribution of a special compound-Poissondistributed random variable Y m of the form (2.1), where the random variable X := X 1 takes the integer value k ∈ N with probability
In order to see this, note that X has the generating function
, it follows that Y m has the generating function (1.1).
The compound Poisson structure of the LD distribution has consequences helpful in applications. For example, it leads to efficient pseudorandom number generators. Let U be uniformly distributed on the open unit interval (0, 1). Define X := 1/U , where x denotes the largest integer less than or equal to x. Then X has distribution (3.1) and, hence, the following algorithm is applicable. Sample a pseudorandom number n ∈ N 0 from the Poisson distribution with parameter m, and then independently sample n pseudorandom numbers u 1 , . . . , u n from the uniform distribution on the open unit interval. Then 1/u 1 + · · · + 1/u n is a pseudorandom number sampled from the LD distribution with parameter m.
For our purposes, it is necessary to study the Fourier transform ϕ of X. Obviously,
Using the principal branch of the complex logarithm log z := log(|z|) + i arg z, where the log on the right-hand side of the equation denotes the usual real logarithm and −π < arg z < π, it follows that
e it for all t ∈ R, with the convention 0 log 0 := 0 for t = 0. After some algebraic manipulation, the derivatives turn out to be 
where ν is Cauchy distributed with density u → 1/(1 + u 2 ) and 
. 
Proof. Obviously, |ϕ Q (t)| = exp(− 1 2 π|t|) and, hence, R |ϕ Q (t)|λ(dt) = 4/π < ∞. Therefore, the Fourier inversion theorem ensures that
is a density of Q. Substituting the expression for ϕ Q , splitting the integral into the two integrals over the negative and positive parts of the real axis, and substituting −t for t in the second integral yields
In particular, f (x) ≤ π −1 ∞ 0 e −(π/2)t dt = 2/π 2 for all x ∈ R. The second integral representation for f follows from standard theory of characteristic functions, for example from Equation (5.8.15) of [10] with β = 1 and c = 
which converges for at least all z ∈ C with −∞ < Re z < 1. Furthermore, define the help function h :
Obviously, t 2 h(t) is bounded on every interval (0, a] and h(t) ∼ 1/t as t → ∞. Thus, we can apply Theorem 4.1.6 of [4] (with σ = −2, τ = 0, ρ = −1, l = 1, c = 1, and f = h) to conclude that e −(π/2)t t sin(bt + t log t) dt = π 2 .
As sin(x + y) = sin x cos y + cos x sin y, it suffices to prove that 
