The author presents the results of research on the use of artificial neural networks in predicting voter turnout. He describes the principles of operation of artificial neural networks, as well as detailed results of two machine learning methods used to predict voter turnout. The research resulted in creation of a functio nal model that allows for prediction of voter turnout results with a considerable degree of accuracy. The entire research process was carried out using the cartographic research method.
Introduction
The aim of the research was to verify the pos sibility of using machine learning methods to predict voter turnout on the basis of demogra phic data. Two machine learning methods were analysed -Random Forest Regressor (RFR) and Artificial Neural Networks (ANN) -and the results of both analyses are presented in this article below. The research was carried out by means of practical application of the cartogra phic research method proposed in 1955 by K.A. Salishchev (1955) and developed by A.M. Berlant (1973) .
The method is defined as the use of maps for describing, analysing and gaining scientific understanding of various phenomena, discover ing new patterns of their distribution and mutual dependence, as well as forecasting changes. Application of this method has made it possible to approach voter turnout as a timespace phenomenon and present results and analyses in the form of cartographic models.
Technologies and software
Artificial neural networks are getting incre asingly popular and slowly becoming inextricably linked with our daily lives. They are responsible for personalised advertising, suggested videos on YouTube, and operation of commonly avail able realtime translators (Y. Wu 2016) . In SNN cartography, they are used in such fields as identification of land use violations or up dating land cover maps (M. Golenia 2015) . In a somewhat simplified version, it can be said that there are three main types of networks: 1) ANN (Artificial Neural Networks) which are used for regression and classification, 2) CNN (Convolutional Neutral Networks) which are used in computer vision,
3) RNN (Reccurent Neural Networks) which are used to conduct time series analyses.
Operation of the networks is shown in fig. 1 . Input data are described in the visible input layer. It is followed by a series of hidden layers whose goal is to extract the relations between data. These layers are referred to as hidden because their values are not given in the data, and the model itself must determine which con cepts are useful for explaining the relationship between the observed input data (I. Goodfel low et al. 2009 ). Internal network parameters are determined during neural network training. The information transmitted through the net work is subjected to repeated weighting of the neuron's mathematical operation and activa tion function of the hidden layers until the output function is finally executed.
Two methods, the decision tree method and the method using regular ANN, were used to examine the impact of demographic factors. In both cases, it was assumed that earlier values of voter turnout are irrelevant. The training set consisted of demographic data for communes recorded in 2005, 2007 and 2011. The data were treated independently, so data concern ing the commune in 2011 constituted a sepa rate training sample from data concerning the same commune in 2007.
During the research, the Python programming language was used together with keras and tensorflow deep learning libraries. Python is an extremely popular highlevel open source pro gramming language with many different uses ranging from web applications to artificial neural networks and big data analyses (M. Lutz 2009). The main network structure was developed in the keras library, which is an application pro gramming interface for highlevel neural net works, written in Python and capable of working within the TensorFlow library. The keras library was developed with the goal of allowing for quick experimentation in accordance with the belief that the ability to move as swiftly as pos sible from idea to result is the key to good research.
In addition, many of the necessary prepro cessing operations were performed with the help of FME software. The Feature Manipula tion Engine (FME) is a platform that stream lines the transformation of spatial data from geometric to digital formats and vice versa. It has been designed to support and cooperate with geographic information systems (GIS), as well as computer aided design (CAD) and raster graphics software. The platform was developed by Safe Software, Inc. From Surrey, located in Canadian British Columbia.
Training and test data
The network was built on the basis of the turnout data for the Polish Sejm election received from the National Electoral Commission and the demographic data obtained from the Cen tral Statistical Office. The demographic data used are: 1) Number of marriages per 1000 citizens 2) Commune income per capita 3) Registered unemployment 4) Feminisation coefficient 5) Age dependency ratio 6) Population per 1 pharmacy 7) Usable floor area per 1 inhabitant 8) Population per 1 library 9) Enrolment ratio 10) Economic entities entered into the REGON register per 10,000 citizens 11) Population density 12) Xcoordinate of the commune's centroid 13) Ycoordinate of the commune's centroid RFR and ANN training data were from 2005, 2007, and 2011. Due to the nature of the research and the limited possibilities of expanding the training dataset, it was necessary to create an appropriate network architecture and select the most diverse parameters characterising com munes. All 13 parameters were analysed in detail before they were incorporated into the network to isolate the specific features of indi vidual communes and thus also of their inhabi tants. Selected data define such areas of life as education, family life, sex ratio, health care, and unemployment. An autocorrelation plot was prepared for the preselected data ( fig. 2) . On the basis of this plot, we can conclude that the most important variables for determining the level of voter turnout include the feminisa tion coefficient, the number of economic enti ties entered into REGON register per 10,000 people, the number of inhabitants per one library and the population density. However, the scope of the training data set was not nar rowed down, because the network achieved the best results with all thirteen variables.
Random Forest Regressor
The first stage of research was the use of the Random Forest Regressor method which was built into the sklearn library. This method is based on the use of decision trees. A single decision tree asks a series of data questions, where each subsequent question narrows the range of possible values. The series of questions continues until the model reaches the confi dence level which allows it to make a forecast.
The order of the questions, as well as their content, is determined by the model. A single tree method multiplication, socalled random forests, is used to increase the model's inde pendence and prevent overfitting. As can be seen in figure 3 , the model uses random forests to formulate questions in the true/false formula and presents its forecast on the basis of the answers. In the case presented in figure 3 , the model receives D answers for two trees, and a B answer for one tree. Therefore, the use of multiple decision trees allows to average the results and make the model independent (A. Géron 2018) . The use of the RFR method results in a mean absolute error 1 of 10.6 percentage points. This means that the average prediction of the model differs by 10.6 pp from the actual voter turnout. The results for a sample of 250 com munes are presented in figure 4 . The network overestimates the attendance values to a small degree, and it does not reach anywhere the value of prediction lower than 30 pp.
Presentation of the result of the RFR method in the form of a histogram ( fig. 5 ) allows to note that it adopts a closetonormal distribution, only slightly shifted towards positive values. Showing the difference between the actual and predicted value on a choropleth map ( fig. 6 ) presents the model's results in the spatial di mension. The spatial distribution of clusters is largely random, which confirms the normal dis tribution of the histogram.
Artificial Neural Network
The next stage of research consisted in using a regular ANN. As already mentioned, due to the small training set, it was necessary to create the right network architecture to max imise the potential of the demographic data. The number of neural layers and network pa rameters, such as batch size 2 , epochs 3 or learn ing rate 4 , that allows to obtain the best results was determined in the course of the research. Figure 7 presents an overview diagram of the network architecture.
Ultimately, the learning rate that changed during the network training process was used, which increased accuracy, reducing the mean absolute error from 9.9 pp to 9.6 pp. ReLU was used as the activation function, and the output function was sigmoid. Table 1 presents the most important network parameters.
The predicted and actual attendance chart for each commune (fig. 8) indicates that the network largely understood the input data and did better than the RFR method.
2 Batch size -the number of samples which is processed independently by the network.
3 Epoch -it is generally defined as "one pass through the entire data set" and is used to divide the training into different phases, which is useful for its recording and periodic evaluation.
4 Learning rate -it determines to what extent newly acquired information overrides old information. Preparation of the histogram (fi g. 9) reveals that it also adopts a normal distribution when ANN is used. At the same time, just as in the case of the RFR model, the difference is shifted a few percentage points towards positive values.
The choropleth map (fi g. 10) indicates that the network did well in the areas of Western Poland and Subcarpathia region. There are also large spatial clusters in which turnout is underestimated, including in central Poland. In the case of large agglomerations such as War saw or the TriCity (Gdańsk, Sopot, Gdynia), SNN also achieves worse results than those obtained by the RFR method. In the future, it may be benefi cial to combine both methods and use them where they will allow for the highest accuracy of prediction.
Conclusions
The research conducted by the author demon strated that it is possible to prepare an artifi cial neural network that makes it possible to predict voter turnout with an average absolute error of 9.6 percentage points. The achieved accuracy level is therefore comparable to the levels ob tained through similar applications of SNN (S.R. Khaze et al. 2013) . In this case, the RFR method turned out to be less accurate and re sulted in a mean error of 10.6 percentage points. The results can therefore be described as sat isfactory given that the voter turnout is also determined by nongeographical factors, such as the political situation in the country and the world, new political trends or even the climate change (K. DośpiałBorysiak 2015). Such factors are extremely diffi cult to model, which makes it virtually impossible to incorporate them into the network.
In 2018, a report was issued whose purpose was to verify the survey data by comparing them with the actual results of local government elections in 2018. Comparison with the results provided by the National Electoral Commission revealed that as many as 18 surveys which were carried out in cities had the cumulative error 5 of 30 pp or more. Only the best 7 polls achieved the cumulative error of below 9.6 pp (S. Ossowski, M. Kilian 2018). The abovepre sented results indicate that in the future it should be possible to replace costly and inaccurate surveys with an artifi cial neural network which is constantly increasing its accuracy as the amount of training data increases in subsequent years. 5 Cumulative error -the sum of differences between the support level registered in a survey and the actual result of a specifi c candidate reported by the National Electoral Commission expressed in percentage points. 
Recapitulation
The ongoing development of artificial neural networks means that they interdisciplinary use can be gradually broadened, and that they can be also applied in cartography. Together with political sciences, they will make it possible to manage the state more effectively and better predict e.g. voter turnout, or results of elections or referendums. It can also create new threats, e.g. target marketing 6 . It will be necessary to consider such questions as the following -"Can X Party, knowing that it has a 45% chance of winning the election in Y poviat, focus its cam paign in this area to increase its chances?" To what extent are such activities compliant with the democratic principles? Where will we set the boundary between an election campaign and a case of manipulation of election results? In the coming years, we will have to answer such questions and find effective solutions within our democratic system. Fig. 10 . The difference between the real and the predicted frequency in 2015 using ANN (author's own work)
