Interest in broadband wireless access (BWA) 
INTRODUCTION

RESEARCH RATIONAL
In recent times, the Broadband Wireless Access (BWA) industry has grown significantly due to appealing features such as ease of installation, rapid deployment, high scalability, lower maintenance and investment cost. Hence, it is essential to provide outstanding services by ensuring that the diversifying requirements of different application. Therefore, in order to achieve mass adoption and large scale deployment of BWA systems, there must be support for efficient Quality of Service (QoS) for real time and high bandwidth applications such as video streaming, video conferencing and Voice over IP (VoIP).
One such BWA system, the IEEE 802.16 standard, also known as WiMAX (Wireless Interoperability for Microwave Access).Developing a new scheduling algorithm for WiMAX should support multiple objectives such as relative priorities as per QoS, Fairness to lower classes maximization of throughput is really necessary. Previous algorithms have limitations in meeting above objectives which are many occasions contradictory to each other. Thus MSO will be considered in the currently proposed work.
The IEEE 802.16-2004 standard has defined a framework of four scheduling services:
(i) Unsolicited Grant Service (UGS), (ii) Real time Polling Service (RTPS), (iii) Non real time Polling Service (NRTPS), and (iv) Best Effort (BE)
In addition, the IEEE 802.16e-2005 standard introduced a new scheduling service called Extended real time Polling Service (ERTPS) which builds on efficiency of UGS and RTPS.The instant decision to allow which class to be transmitted is decided by scheduling (algorithm) by following the MSO method.
OBJECTIVE
The main objectives of the proposed algorithm are to improve the relative priorities as per respective class, maintain fairness to lower classes and Maximization of throughput which is really necessary. All the above mentioned criteria can be met by fair allocation of frames to all relative priority classes and scheduling them. For this purpose, "Monkey Search Optimization (MSO) algorithm" is used.
LITERATURE REVIEW
SCHEDULING ALGORITHM
Packet scheduling is the process of resolving contention for bandwidth. A scheduling algorithm has to determine the allocation of bandwidth among the users and their transmission order. One of the most important objectives of a scheduling scheme is to satisfy the QoS requirements of its users while efficiently utilizing the available bandwidth. Vendors and operators have the choice among many existing scheduling techniques or they can develop their own scheduling algorithms. Some of the existing algorithms are:
STATIC PRIORITY (SP)
The priority for classes of services is fixed, that is high priority classes are assigned high bandwidth than low priority classes. The UGS, ERTPS and RTPS traffic has the largest throughput value. However BE and NRTPS traffic almost has no traffic because the Strict Priority scheduler causes bandwidth starvation for low priority traffic types (Ruiqing et al, 2008) .
ROUND ROBIN (RR)
RR is fair algorithm but this made it degrade the UGS, RTPS throughput to approximately half of the Strict-Priority, at the same time increased the BE, NRTPS to be double more. End-to-end delay for all classes high except BE. Better performance for low QoS classes. With packet based allocation, stations with larger packets have an unfair advantage. Moreover, RR may be non-work conserving in the sense that allocation is still made for connections that may have nothing to transmit (Paulo et al, 2011) .
WEIGHTED ROUND ROBIN (WRR)
Since RR cannot assure QoS for different service classes, Weighted Round Robin (WRR) has been applied for WiMAX scheduling. The weights can be used to adjust for the throughput and delay requirements. Basically weights are in terms of queue length and packet delay or the number of slots. The weights are dynamically changed over time.WRR had the shortest amount of delay time for all classes of QoS and outperformed the rest scheduling algorithms by producing the highest rate of throughput of data packet in the network. Meanwhile WRR distributed the bandwidth according to the assigned weights to all traffic types (Ruiqing et al, 2008) .
WEIGHTED FAIR QUEUE (WFQ)
Basically, each connection has its own FIFO queue and the weight can be dynamically assigned for each queue. The resources are shared in proportion of the weight.WRR can control the performance of each class by assigning different weight to each queue. (Paulo et al, 2011) .
FIRST IN FIRST OUT (FIFO)
FIFO is the simplest scheduling algorithm. Packets coming from all the input links were en-queued into a FIFO memory stack, and then they were de-queued one-by-one on to the output link. So it simply queues processes in the order in which they arrive in the ready queue. Since context switches only occur upon process termination, and no reorganization of the process queue is required, scheduling overhead is minimal. Throughput turnaround time, waiting time and response time can be low. No prioritization occurs, thus this system has trouble meeting process deadlines. The lack of prioritization does permit every process to eventually complete, hence no starvation. (Ruiqing et al, 2008) .
PRIORITY QUEUE (PQ)
Strict-Priority packets are first classified by the scheduler according to the QoS class. Then these packets are placed into different priority queues. It services the highest priority queue until it is empty, and then moves to the next highest priority queue. This mechanism could cause bandwidth starvation for the low priority QoS classes. (Paulo et al, 2011) .
LARGEST WEIGHTED DELAY FIRST (LWDF)
This set of schemes is specifically designed for real-time traffic such as UGS, ertPS and rtPS service classes, for which the delay bound is the primary QoS parameter and basically the packets with unacceptable delays are discarded. Largest Weighted Delay First (LWDF) chooses the packet with the largest delay to avoid missing its deadline (Chakchai, 2011) . 
SCHEDULING PROS CONS
DISCRETE MONKEY ALGORITHM AND ITS APPLICATION IN TRANSMISSION NETWORK EXPANSION PLANNING
Monkey algorithm (MA) is inspired by the mountain climbing process of monkey. It consists of three processes -climb, watch jump, and somersault. Climb process is a stepby-step procedure to search local optima according to the pseudo-gradient information of the objective function with the current solution. When a monkey reaches the top of a mountain, it will look around instinctively. If a mountain higher than the monkey's current position is found, it will jump there this process is called Watch jump.
Analogously, a new solution in the neighborhood of current solution is generated randomly in the watch-jump process
When the monkey reaches a good position it helps the other monkeys to reach higher or good position in the search space this is called cooperation process. The current solution is replaced with the new one if the latter is better. Taking the center of all the monkeys' positions as a pivot, each monkey will somersault to a new position forward or backward in the direction of pointing at the pivot. Based on the new position, the monkeys will keep on climbing -this is called Somersault. The main purpose of this process is to ensure new solutions can be found in the new search space (Jingran et al, 2010 ).
MONKEY SEARCH: A NOVEL METAHEURISTIC SEARCH FOR GLOBAL OPTIMIZATION
Monkey Algorithm (MA) climbs and discovers new branches of a tree. Each time better solution is found; the monkey climbs down the unique path that connects the solution to the root, and marks this path with this solution value. The monkey again climbs the tree until the undiscovered frontier of the tree. Each time the monkey finds a solution with a better objective function value, it stops climbing and stores this solution as the current best solution and on its way back, the monkey updates and mark all the branches it passes for later exploration. The monkey also stops when it reaches the top tree. (Jingran al, 2010) . This method enhances the global optimization using monkey search algorithm (Antonio et al, 2007) .
MONKEY ALGORITHM FOR GLOBAL NUMERICAL OPTIMIZATION
Monkey Algorithm consists of three process climb, watch jump, and somersault. Climb process is a step by step procedure to change the monkey's position from the initial to new ones that can make improvement in the objective function. After the climb process each monkey arrives at top of the mountain and search for the higher points than the current one if so jumps to the new higher point. Somersault is to enable each monkey to find out new searching domain. This method is used to finds optimal or near-optimal solutions to problems with a large dimensions and large no. of local optima (Wansheng et al, 2008) .
RESEARCH DESIGN AND METHODOLOGY
PROPOSED METHOD
Developing a new scheduling algorithm for WiMax should support multiple objectives such as -relative priorities as per Classes of service, -Fairness to lower classes -Maximization of throughput is really necessary.
Previous algorithms have limitations in meeting above objectives which are many occasions contradictory to each other. Thus MSO will be considered in the proposed work.
MONKEY SEARCH OPTIMIZATION (MSO) ALGORITHM
Monkey algorithm (Antonio et al, 2007) , derived from the simulation of Monkeys' mountain-climbing process, is one of the swarm Intelligence algorithms. Consisting of three major processes as climb process, watch-jump process and somersault process, MA is suitable for solving nonlinear, multidimensional and multimodal optimization problems.
CLIMB PROCESS
Simulating monkeys' mountain-climbing Process, climb process is a step-by-step procedure to search local optima according to the pseudo-gradient information of the objective function with the current solution (Maode et al, 2011) .
WATCH-JUMP PROCESS
When a monkey reaches the top of a mountain, it will look around instinctively. If a mountain higher than the monkey's current position is found, it will jump there. Analogously, a new solution in the neighborhood of current solution is generated randomly in the watch jump process. The current solution is replaced with the new one if the latter is better (Jingran et al, 2010) .
SOMERSAULT PROCESS
Taking the center of all the monkeys' positions as a pivot, each monkey will somersault to a new position forward or backward in the direction of pointing at the pivot. Based on the new position, the monkeys will keep on climbing. The main purpose of this process is to ensure new solutions can be found in the new search space (Farsangi et al, 2012 ).
Following the above three processes iteratively, each monkey endeavors to find the highest position. Eventually, the highest position found by the monkeys will be reported as the optimal solution (Maode et al, 2011) .
The advantages of MA are: -It can solve different types of optimization problems whether or not the objective function is differentiable or linear; -It has limited parameters to adjust, which makes it easy to implement; -It is particularly suitable for high-dimensional problems and the required population size is almost insensitive to the dimension of problems. However, when applying to optimization problems with discrete variables, a mass of stochastic perturbations often jumble up the pseudo-gradient of objective function, resulting in a disordered climb direction thus failed convergence.
MONKEY SEARCH OPTIMIZATION OF MULTI-MEDIA SCHEDULER AND APPLICATION OF MSO TO SCHEDULING
FRAMES USED FOR TRANSMISSION
The instant decision to allow which class to be transmitted is decided by scheduling (algorithm) by following the MSO method. Each node represents a State. Each branch represents a choice of which packet to be transmitted at that instance. There is max of four branches at each node. Some may have lesser branches (Wansheng et al, 2008) .The length of the packet represents the packet size. For e.g. ERTPS packet size may be large and variable (we assume it is multiple of bytes).Then at any node different branches may have different lengths. Each branch will leads to another node at its end where another set of branches splits. Ugs is always granted a slot (one byte) in every frame, respective of their demand refer Fig 3. 1. Other four are allotted based on the Demand and Availability of slots Relative priority among the branches can be maintained by the Monkey algorithm (Antonio et al, 2007) -Choosing ERTPS branch more often compared RTPS -Choosing RTPS more often than NRTPS -And choosing NRTPS more often than Be Figure 3 .1 Sample node structure MSO algorithm will run at start of each frame and entire sequence selected to find the frame. We select one branch at a time and follow the rules for relative priority and try to meet the demand which is random again. RTPS can take packet size in multiple of 100 bytes and range of RTPS is 300 to 1500 bytes. (Video frame size)Erpts can take a size of 1 0r 0 byte. 1-Demand, 0-no demand. Nrpts can have packet size of 1000 or 2000 or 3000 bytes. BE can take packet size of 100 to1000 bytes in multiples of 100. MSO will simulate and work-out different routes to the top of the tree and meeting the rules/guidelines of packet selection refer Frames are generated randomly for instance 40 frames are considered. These 40 frames will have maximum 5 slots and minimum 1 slot that is UGS. Parameter for packets  Time duration= 5ms  Best max bit rate= 10 Mbps Therefore,
-5ms x 10Mbps= 50,000 bits = 6,250 Bytes
TABLE
The table 3.1 consists -level of search, node name, node height, maximum height reached through the node in current search and the end node name, at which maximum height is reached. This table is updated based on the jumping of monkey from one level to another level.
FLOW CHART
Initially, we have to input the data and classify it according to the service required. After this, an empty table is created (as shown in Table 3 .1). From the flowchart available for level-1, Fig-3 .3, it is observed that the number of nodes=1 and the number of branches=3 i.e., there is 1 root node from which 3 branches emerge. The root node is always assumed as UGS, since it has the highest priority. Next, the highest among the 3 branches is selected and the table is updated based on the selection. After table update, we have to check whether the monkey is allowed to climb all the branches in the node. If yes, then the monkey moves onto level-2 otherwise, again the monkey finds the highest branch and updates the table. This process continues until the monkey has found the highest among the given branches. From the flowchart for level-2, Fig-3 .4 it is observed that there are 3 nodes (which were branches in previous level) and each node has 3 branches, leading to a total of 9 branches. The table updating and finding of the highest branch takes place as similar to the level-1. If all the branches are climbed, then the monkey moves to level-3 otherwise the process repeats.
From the flowchart for level-3, Fig-3 .5 it is observed that there are 9 nodes (which were branches in previous level) and each node has 2 branches, leading to a total of 18 branches. The table updating and finding of the highest branch takes place as similar to the level-2.If all the branches are climbed, then the monkey moves to level-4 otherwise the process repeats and table updating takes place.
From the flowchart for level-4, Fig-3 .6 it is observed that there are 18 nodes (which were branches in previous level) and each node has 1 branch, leading to a total of 18 branches. The table updating and finding of the highest branch takes place as similar to the level-3. If all the branches are climbed, then the monkey is said to have found the highest branch in the entire tree. Thus the monkey search algorithm is executed in an iterative fashion to find the highest branch in the tree, which means the least congested path for transmitting the highest priority packet frame has been discovered. 
RESULTS AND DISCUSSION
INTRODUCTION
The Monkey Search Algorithm has been implemented using "TURBO -C" software and has proved to be efficient than the existing scheduling algorithms such as FIFO, WFQ and LWDF, for which corresponding results are discussed in this chapter. Fig 4. 3 shows how First-In First Out -FIFO algorithm is executed, since the choice selected form the menu is '1'. The below table shows the frames which are obtained as input from user. The number of frames considered is '5' and each frame consists of all the QoS class of service. The number of bytes in UGS and ERTPS is always considered as a constant value, whereas, the number of bytes for RTPS, NRTPS, BE are varied according to application. Since the total number of bytes considered is 6,250 bytes, the remaining bytes are neglected by WFQ. For example, in frame 1, before re-allocation, the total no. of bytes is 9,080 bytes and during allocation, WFQ neglects the bytes in BE and makes it zero. Thus the total no. of bytes in frame 1 after re-allocation is 6,080 bytes. The major drawback of WFQ algorithm is the assignment of weight to each packet. According to the working of LWDF, the packet which has largest weighted delay will be executed first. In such case, the drawback of LWDF is that, in case if BE class is waiting for a long time, then it will be executed first, but according to priority, UGS should be executed first. In Fig 4. 8, the first table shows the input from user, whereas second table shows the allocated slots. Since the total number of bytes considered is 6,250 bytes, the remaining bytes are neglected by MSO. For example, in frame 1, before allocation, the total no. of bytes is 9,080 bytes and during allocation, MSO neglects the bytes in BE and makes it zero. Thus the total no. of bytes in frame 1 after allocation is 6,080 bytes.
SCREENSHOT OF THE RESULTS
FIRST-IN FIRST-OUT ALGORITHM
LONGEST WEIGHTED DELAY FIRST ALGORITHM
MONKEY SEARCH ALGORITHM
In fig 4. 9, many frames are neglected initially, as their total exceeds the limit. But MSO tries to re-allocate them wherever possible, which is shown in fig 4. 10. For example, initially, 'BE' in frame 1 had 3000 bytes, which was made 0 during allocation. But during re-allocation, the same 3000 bytes is re-allocated to 'BE' in frame 4. Similarly, 1000 bytes of 'BE' in frame 4 is re-allocated to frame 2 and 5000 bytes of NRTPS in frame 4 has been re-allocated to frame 3. Thus, efficient re-allocation is done using MSO. Fig 4. 12. From the figure, FIFO does not give priority to UGS and hence, FIFO is considered to be a failure in WiMAX scheduling. The comparison of ERTPS class of service is done in various algorithms and the output is shown in Fig 4. 13. All the algorithms are found to execute ERTPS fairly. The comparison of RTPS class of service is done in various algorithms and the output is shown in Fig 4. 14. RTPS is found to be serviced equally be WFQ, LWDF and MSO, whereas it is high in FIFO. But here, FIFO cannot be said to be high because FIFO had failed to give priority to UGS class of service. The comparison of NRTPS class of service is done in various algorithms and the output is shown in Fig 4. 15. From the chart, MSO is found to have high throughput compared to other algorithms. The comparison of BE class of service is done in various algorithms and the output is shown in Fig 4. 16. From the chart, it is clear that MSO has high throughput compared to other algorithms.
SATANDARD DEVIATION CALCULATION
Standard deviation is a measure to calculate the deviation of fairness from the actual values. If the Standard deviation gives a high value, then it can be inferred that the distribution is unfair. On the other hand, a less standard deviation value gives a fair distribution among the QoS classes of service. The standard deviation is calculated using equation ( By substituting in the above equation (4.1) the standard deviation of MSO was found to be as follows,
CONCLUSION
It has been conformed in many earlier studies that most of the existing scheduling algorithms do not perform very well with respect to different classes of service defined in Wi-MAX. In addition each of the traffic classes has different scheduling requirements and consequently, it has become necessary to design appropriate hybrid scheduling algorithm. Therefore, we proposed an "Optimal multi-media scheduling using Monkey Search algorithm with multiple objectives" to guarantee the QoS requirements. An algorithm model was developed to demonstrate the performance of the proposed scheme.
Our proposed Monkey Search algorithm has been implemented in "Turbo-C" and compared with some of the existing scheduling algorithms. The simulation results proves that fairness and throughput is improved by 20% for NRTPS and 40% for BE. At
Standard deviation = 0.7810 the same time, the scheduler performance was analyzed by Standard Deviation and its value is found to be 0.7810, which indicates a fair distribution of classes of service.
The future scope of this project is to test it with inter-domain network to avoid transmission network expansion planning problem. Also, to schedule Long Term Evaluation (LTE) advanced networks.
