We present the CAVEStudy system that enables scientists to interactively steer a simulation from a virtual reality (VR) 
Introduction
High-speed networks and high performance graphics open opportunities for completely new types of applications. As a result, the world of scientific computing is moving away from the batch-oriented management to interactive programs. Also, virtual reality (VR) systems are now commercially available, but so far scientists mainly use them for off-line visualization of data sets produced by a simulation program. This simulation runs on a remote supercomputer without any user-control. To become widely used by scientists, virtual reality environments should provide tools to connect, visualize, and control on-going simulations. This gives rise to a number of research questions: interaction, collaboration, and steering in virtual reality become central issues in the design of virtual environments for scientific applications.
Networked virtual environments have rapidly developed over the last few years. Numerous toolkits are now available [2, 14, 21, 22] . Each one has some specific features, such as collaboration, portability, and distributed simulations. The most general toolkit, and the one most used, is CAVERNSoft [ 121. It provides networking and database functionalities needed in a virtual reality system. Different skeletons of VR application are proposed. The system is open but still requires substantial effort to build new applications.
A related research area is the control of a running simulation, referred to as computational steering [ 191. It is defined as interactive control over a simulation during its execution. The scientist can control a set of parameters of the program and react to the current results. Computational steering enhances the productivity of the scientist by giving a problemsolving environment [3] . However, existing systems, such as SCIRun [19] and CSE [26] , are used to build new applications or require modifications to the source code of the application, and thus are unsuitable if the source code is unavailable.
In this paper, we describe a system called CAVEStudy, based on the CAVERNSoft toolkit, that allows the scientist to steer a program from a virtual reality system without requiring any modification to the program. It enables an interactive and immersive analysis of simulations running on remote computers. CAVEStudy allows non-experts in VR to couple their simulation to virtual environments.
The scientist models the simulation as a set of input, output, and graphical objects. These objects are the input parameters of the simulation and the data produced. Given such a description, our system generates a wrapper around the simulation to control its execution on a remote computing system, which usually is a supercomputer or a cluster. The data produced by the simulation is then packed and sent to the computer hosting the virtual environment. A proxy for the remote simulation is built to receive the data generated by the simulation. This proxy is plugged into a virtual reality environment, where it updates the objects described by the scientist. CAVERNSoft provides the communication and persistence layer needed by our infrastructure. Our infrastructure consists of a description language, a graphical interface to create description files, a code generator, and a virtual reality environment. Thus, it is possible to visualize and control the program directly in the domain space of the simulation.
network modeling of virtual worlds using a shared object paradigm. The network medium is a set of interconnected servers. Objects can be shared by several worlds. The main goal was to build collaborative design environments. MR Toolkit [21] 
Related work
Our work is related to a wide and active research area referred to as the Grid, Metacomputing, or the next generation high-performance computing infrastructure [3] . Systems such as Globus [4] or Legion [6] provide languages, tools, and environments to create new applications that were not conceivable before, such as world-wide collaboration in virtual reality or real-time data-mining of large data sets. Below, we discuss networked virtual environments and steering systems.
Interactive and collaborative visualization radically change the way scientists use computer systems [3] . With interactive visualization, a user can interact with a program in its visual domain. Distributed collaboration allows multiple users at different geographic locations to cooperate, by interacting in real-time through a shared application [ 12,231. Several toolkits have been designed to provide networked virtual environments. They provide functionalities such as communication, shared-state management, collaboration mechanisms, and 3D graphics.
NPSNET [ 141 focussed on large-scale virtual environments for battle simulations. The entities simulated are, for instance, tanks, missiles, or soldiers. The database is replicated and split into areas of interest, which permits to reduce the communication. The DIS protocol is used in conjunction with multicast to achieve a better scalability. BrickNet [22] is a toolkit that supports graphical, behavioral, and stantial effort to build a new application.
Many existing applications restrict the interaction to the visualization process (e.g., the direction of view, the zoom factor). A more advanced form of interaction, referred to as computational steering, allows the user to interact with the simulation process. Several systems support steering [ 161, but they typically provide only low-level interactions and require users to monitor or change the application program's internal variables. We do not address the issue of fine grain steering offered by some systems [9] , but we focus on the complete execution of a simulation for a given set of inputs. However, we also examine simulations that produce results during the execution (i.e., iterative methods), shipping the intermediate results as output.
SCIRun [ 191 is a problem-solving environment for computational science. It provides an integrated framework to construct, steer and study large applications. It has been used in domains such as medicine or geophysics. The scientist constructs the simulation by connecting a set of modules using a data flow paradigm. Each module is a compiled function written in C , C++ or Fortran wrapped in a Tcl/Tk interface. A central module schedules and synchronizes the system. SCIRun allows the scientist to modify the parameters of the simulation, which triggers the evaluation of the connected modules. Some 3D visualization modules are provided to present the data. Such a system is designed to build and test, in a closed loop, new algorithms, but it is not well suited to study existing applications. Moreover, the graphic output is used to visualize results, but not to steer the application. VASE [9] allows the programmer to design a steerable program through the specification of the program structure. This structure is a graph made of blocks of source code and arcs representing the control. The program can be stopped at run-time between blocks and some user scripts (C-like) are executed. At these points, data can be retrieved and modified. The visualization is managed by an external library such as IRIS Explorer. Magellan [27] requires the user to annotate the source code to produce an abstract view of the program, consisting of steering parameters and output data. These objects can be probed, modified at run-time, or provide a breakpoint. A master program can control several steered program. A graphical interface can generate monitoring and steering commands. The visualization has to be done through an external library. CUMULVS [8] is designed to study PVM-based parallel applications. Within the application, data distribution and steering parameters have to be declared. Steering commands are synchronized and applied to all tasks. Moreover, CUMULVS allows several users to connect to the same application. In such a collaboration mode, users can lock some steering parameters. VIPER [20] allows the steering of massively parallel applications, for instance computational fluid dynamics. VIPER requires the parameters of the simulation to be annotated in the source code. During the execution, the system extracts and transfers data from the application to a remote multi-threaded server. A graphical interface is provided to manage data gathered. Finally, CSE [26] focuses on existing applications. It allows several programs to be integrated within one distributed steering environment. An application is annotated to specify input and output objects, and then connected to a server. This server acts as a data manager for all the components. A component can subscribe to the output of another component. The server manages the data exchange and the synchronization of the whole system. Data management and visualization components are available. Moreover, an editor is available to design graphical data representations. Such a representation is used as direct steering mechanism, instead of a simple classical visualization.
Our main conclusion is that no environment provides all the functionalities needed for an interactive and immersive steering environment, given that we do not want to modify the source code. We designed CAVEStudy in that spirit.
CAVEStudy
Our goal is to build a system that combines the power and the functionalities of computational steering and virtual reality. Such an environment, combining both the control over a simulation and the immersion in the data space, does not exist yet as far as we know. the programming for the control of the simulation and the data management, the user has to describe the simulation by a description file. This file is processed to generate two objects, a proxy and a server. The simulation is wrapped into a server object to control its execution. The server's interface provides methods to start, stop, pause, and resume the simulation. The data generated by the simulation are automatically propagated to the proxy object. This object can be seen as a local copy of the remote simulation. Through the network, it reflects the input values and the commands to the server. Furthermore, it manages the incoming data from the simulation and presents them to the VR framework.
Simulation description
To model a simulation, we designed a description language which allows the user to describe the input parameters and the output data of the simulation. It can be seen as a light-weight and dedicated CORBA-like interface description language. Several sections must be present in such a file: a description of the simulation program, a set of input parameters, and a set of output data. Graphical objects can also be described. An example is presented in Figure 2 . A graphical interface is available to describe such a file.
To be able to start the simulation, the user must give information about the executable such as its name and directory. This is specified in the Simulation section. The way to feed the simulation with the input parameters should also be specified, for example as a command-line or with an input file. The system should know how to acquire the output data produced, for instance on the standard output or from a file. Data manipulated by the simulation can be described using either the provided built-in types or by some types defined by the user. The basic types defined in the system are: long, pouting-point, string, 2D-point, and 3D-point. New types can be described by combining basic types. An example can be seen in Figure 2 (type PointEme). All these types can be used in scalar, list, and matrix objects. Input parameters are described by a name, a type, a dimension (scalar, list, or matrix) and an optional input value when applicable (scalar object). Any number of input parameters can be specified by several Input sections. Output objects are given in a similar way using Output sections. Finally, it is possible to specify graphical objects. Such an object is the graphical representation of an output data produced by the simulation. The user is able to interactively modify these objects, steering visually the simulation. The value of such an object should be an output object, and the type can be selected among several ones (sphere, line, surface, etc).
Code generation
We wrote a code generator for the description files. It generates C++ code for the CAVERNSoft [12] network layer, as shown on the right part of Figure 1 . We selected CAVERNSoft because it provides functionalities to build networked virtual environments and because it is widely used in the VR community. CAVERNSoft, based on the Nexus communication library from Globus, uses a "publish and subscribe" paradigm. A site can define keys to publish its own data, and a remote site that subscribes to these keys will automatically receive the data through callback functions. This mechanism can be used for small data (tracker data) to large data sets (data-mining) using different policies. CAVERNSoft supports persistence, thread management, and network protocols (TCP/UDP/multicast). It also provides some facilities for avatars and 3D models using the SGI Performer library.
Our code generator produces C++ classes for the server object and the proxy object. Each of these objects contains a threaded IRB (network object of CAVERNSoft) and defines a set of keys with their associated callback functions. For each input or output object, a key is defined to transmit the value. The marshaling code for all the types is generated to be able to use our system in a heterogeneous environment. A set of keys is also created for the control of the simulation (initialize, start, stop, pause, resume, shutdown methods). It is therefore possible to manipulate proxy and server entities as C++ objects, without dealing with network issues. Figure 3 presents the resulting architecture corresponding to the description file of Figure 2 . It shows the relation between the server object (as referred in Figure 1 ) and the proxy object. For the server, we generate an program which is basically a endless loop waiting for remote method invocations. The proxy object is embedded into our VR framework.
We present in Figure 4 some preliminary performances produced by the current prototype (non-optimized). The round-trip latency measurement is performed using either TCP or UDP protocol with one-byte buffer in a RPC manner (triggering a function which provides the data received).
The throughput test is done with a 8KBytes buffer using either character data or floating-point values (requiring marshaling and network-independent representation). Table 4(a) shows the latency and the throughput between two nodes of a Linux cluster using FastEthernet. 
Applications
Besides the code generator, we developed a virtual reality framework to steer and visualize the data produced by the simulation. It is built on top of ;he Performer library to exploit the high performance of SGI workstations and on top of the CAVELib library to control VR devices (multiscreens and tracker management), as shown on the left part of Figure 1 . The architecture is described in Figure 5 , focussing on the VR framework as referred in Figure 1 . It consists of a shared-world where the objects of the simulation are represented. These objects are updated through the generated proxy object. An interaction module allows the user to send commands to the proxy or to directly manipulate the objects of the simulation to steer it. This framework is functional but still under development, following the needs of the applications described in the next section. For instance, we developed a menu system to control the execution of the simulation. Using sliders and buttons it is possible to modify parameters values. The interaction modules allows the user to scale, rotate and translate objects. The graphic part includes basic objects (lines, point, spheres) using color, transparency and textures. A board provides also textual informations. More specific details are discussed in the application section. Figure 6 shows the default virtual environment provided by CAVEStudy. It consists of a virtual laboratory with a manipulation box where data can be inserted, and a board to present some text information.
To evaluate our approach of coupling a simulation and a virtual-reality environment, we implemented three different applications using CAVEStudy: Interactive Soccer, Diode Laser Simulation, and Molecular Dynamics. We use these to illustrate the ease of incorporating an existing application, the usability of such a method, and the added value for the user. RoboCup (Robot Soccer) is a standard problem from Ar-tificial Intelligence [IO] . Its goal is to let teams of COOPerating autonomous agents play a soccer match, using either real robots or simulated players. We constructed a VR environment in which humans in CAVEs at different geographic locations can play along with a running RoboCup simulation in a natural way. A central role is played by the so called Soccer Server, which keeps track of the state of the game and provides the players with information on the game. The players are individual processes that can request state information from the server and autonomously compute their behavior. The server also enforces the rules of RoboCup and ignores invalid commands from the players.
Interactive RoboCup
Our RoboCup VR system uses the unmodified existing server software. The players communicate with the server by sending soccer commands. The commands are expressed in a simple language, consisting of accelerations, turns, and kicks. The server discretizes time into slots and only the last command of a player within a time slot is executed. Also, the kick command requires the player to be close to the ball. We run such a system on a Myrinet cluster computer.
The CAVE program allows the user to be immersed in the game and to interact with it. We implemented a proxy which uses the same information and communication as the existing 2D visualization. The data set described in our CAVEStudy configuration file consists mainly of the player positions and the ball position. From successive states of the game, the visualization system computes several quantities such as direction, velocity and acceleration of the players.
We built a virtual stadium ( Figure 7 ) and a parameterized soccer player whose movements are interpolated between three different modes: standing still, walking, and running. We developed software to track the behavior of a human in the CAVE. One tracker is connected to the viewing glasses and monitors positional changes of the human player inside the CAVE. The second tracker is connected to the wand (a 3D mouse), which is used for global movements over the soccer field. The third tracker is attached to the foot of the human player and is used to recognize a kick. We convert tracker changes into soccer commands and transmit these to the server. Finally, we coupled two CAVEs located in Amsterdam and Stockholm [24] . The two CAVEs are connected to the same proxy, so the two humans participate in the same game.
The most difficult problem in realizing a virtual RoboCup system is caused by the latency of the simulation program. If the human player moves over the virtual soccer field, these moves happen almost instantaneously for the human. In contrast, the soccer server will require some time to process the change of position. Also, the wide-area (Internet) connection causes a substantial delay. This problem is a typical example of how a delay introduced by a simulation program can harm a natural and real-time interaction 1181.
We are currently developing accurate and low-bandwidth algorithms for the navigation (walking across the soccer field) and the interaction (kicking detection) that generate commands to the server.
The first implementation of this system was done without CAVESrudy. We had to program the communication between the different components, which is tedious and error prone. Using CAVEStudy, the communication is automatically generated. More generally, the case study with RoboCup shows the applicability of CAVEStudy on the large class of agenvserver systems.
Diode laser simulation

Figure 8. Diode laser simulation
Another application we implemented is the visualization of a diode laser behavior, referred to as the Sisyphus Attructor [15] . Numerical simulations are performed for a semiconductor diode laser, subject to optical feedback. Due to the feedback, the resulting dynamical system has infinite degrees of freedom. The exploration and investigation of such a large data set calls for the immersion of the user into a representation of the parameter space. A simulation run generates a trajectory in such a space. In the 3D space provided by CAVEStudy, we decided to focus on the most natural phase space from the physical point of view (the output power, the inversion, and the phase difference) as shown in A previous study [ 151 on the visualization of this simulation already gave a better insight into the dynamical behavior of the laser, but suffered severely from lack of interaction. With CAVEStudy, we linked the simulation running on an IBM SP2 to our CAVE. In a first step, the simulation computes some fixed points in the phase space for a given set of parameters. The user can interactively set the values of selected parameters using sliders. The fixed points serve as starting point of the simulation. These points are visual-ized, and the scientist can directly select one of these points to start the simulation. The computed trajectory is sent incrementally to the CAVE. The trajectory is visualized and can be manipulated by the scientist. The simulation can be stopped and re-started using a new starting fixed-point or different parameter values.
CAVESrudy's benefits are many-fold in this case; it is easier to use than a previous approach (batch-processing and off-line visualization); the study of the initial-condition sensitivity of the laser is enhanced by the ability to modify the parameters of the simulation interactively; since our system does not require modifications of simulation code, we can deal very easy with the changes of a code still revised frequently; the interactive way in which physicists could test hypotheses and investigate the behavior of the diode laser helped them to gain a better insight in this complex system.
Interactive Molecular Dynamics
Figure 9. Interactive Molecular Dynamics
Our third application concerns the coupling of a molecular dynamics (MD) simulation to a virtual reality system. Molecular modeling tools are essential to design and study new molecules. For example, when steering a molecular dynamics simulation, the user can express external forces to help the system to overcome energy barriers, or can help in the search for likely geometric configurations in docking problems. Many of studies focus on numerical simulations or visualization tools, and some of them describe the advantages of connecting molecular dynamics simulation to visualization. For instance, NAMD [ 171, which includes state-of-the-art serial and parallel algorithms, has been designed as a flexible program, incorporating many options such as control integration methods, force field parameters, and restart capabilities. VMD [7] is a visualization environment for structural biology which has been widely used for plain visualization, docking studies, structure refinement or trajectory analysis. A important feature is that it is possible to couple a NAMD running simulation to VMD to study trajectories of molecules. Moreover, some local forces can be applied using either a 2D graphical interface or a 3D haptic feedback tool 171. In 1111, the authors describe how they link their molecular simulation to VMD. The user can express external forces to help the system to overcome energy barriers between states. Another example is the molecular docking simulation program described in [ 131. A user in a virtual reality environment can interact with a genetic algorithm running on a parallel computer to help in the search for likely geometric configurations.
VR allows the scientist to gain a deeper understanding of the complex conformations in 3D. Moreover, modifying 3D structures or expressing forces is intrinsically a 3D process, for which the use of a immersive virtual environment is a perfect match. As a feasibility study (and for later experiments on interaction and measurement), we wrapped the molecular dynamics NAMD [ 171 simulation and visualized it in a VR environment.
Our current implementation allows a remote simulation running on the DAS parallel cluster computer [ 11 to be visualized in the CAVE. The input parameters we selected are the name of the molecule on which the simulation will be applied, the number of time steps of the simulation, and the temperature. It corresponds to the minimal set of parameters among the large possibilities of NAMD. We did not implement the interactive parameter selection yet, but parameters can be modified at starting time. As output of the simulation, we use the PDB description files produced as intermediate result during the execution. These files, which contain the position and velocity of all the atoms, are read by the proxy process and sent continuously to the visualization, showing the dynamic of the molecule. Several classic molecule representations are available (wireframe, sphere, backbone, ...). An example is shown in Figure 9 .
The coupling of MD simulation to visualization has already been done before, but always by modifying source code. Usually, they are made by the original developers modifying their own software and using simple TCP/IP connections, and in a very application-specific manner. Using CAVEStudy, we were able to very quickly couple NAMD to our virtual environment. With CAVESrudy, we can easily switch between several simulation packages. Furthermore, to steer such a simulation adequately, 3D forces should be expressed, which can efficiently be done in a 3D VR environment implemented by CAVESrudy.
Conclusion
In this paper, we described the CAVEStudy system that allows the scientist to interactively steer a simulation, without requiring any modification to the original program. It enables an interactive and immersive analysis of a simulation running on a remote computer.
A set of input, output, and graphical objects are speci-fied by the scientist in a description file. These objects represent the input parameters of the simulation and the data produced. Using such a description, our system generates a server to control the simulation and to send data produced to the virtual environment. These data are used to update the graphical objects, which can be manipulated to steer the simulation. Thus, it is possible to visualize and control the program directly in the domain space of the simulation. We run simulations on various systems, such as an IBM SP2 and a Myrinet cluster computer, and coupled them to several CAVE VR systems. Moreover, three real applications (soccer, laser simulation, molecular dynamics visualization) have been studied.
The lessons learned from these applications are that different types of applications can easily be implemented using CAVEStudy, that CAVEStudy is easy to use and to maintain compared to previous methods, and that 3D interactive visualization and steering help to gain a better insight in a complex system. The whole CAVEStudy system will be available soon on our web site http: / /www. c s .vu .nl/-renambot/vr.
