Abstract Mapping the genetic architecture of forest tree traits is important in order to understand the evolutionary forces that have shaped these traits and to facilitate the development of genomic-based breeding strategies. We examined the number, size, and distribution of allelic effects influencing eight types of traits using 30 published mapping studies (linkage and association mapping) in forest trees. The sizes of allelic effects, measured as the phenotypic variance explained, generally showed a severely right-skewed distribution. We estimated the numbers of underlying causal effects (n qtl ) for different trait categories by improving a method previously developed by Otto and Jones (Genetics 156:2093(Genetics 156: -2107(Genetics 156: , 2000. Estimates of n qtl based on association mapping studies were generally higher (median at 643) than those based on linkage mapping (median at 33). Comparisons with simulated linkage and association mapping data suggested that the lower n qtl estimates for the linkage mapping studies could partly be explained by fewer causal loci segregating within the full-sib family populations normally used, but also by the cosegregation of causal loci due to limited recombination. Disease resistance estimates based on linkage mapping studies had the lowest median of four underlying effects, while growth traits based on association mapping had about 580 effects. Theoretically, the capture of 50% of the genetic variation would thus require a population size of about 200 for disease resistance in linkage mapping, while growth traits in association mapping would require about 25,000. The adequacy and reliability of the improved method was successfully verified by applying it to the simulated data.
Introduction
It is fundamentally important to understand the complex architecture of adaptive and commercial traits in order to assess the role of evolutionary forces in shaping the genetic variation and to improve long-term breeding strategy. The introduction of genetic markers held promises of fast and reliable diagnostics of genetic diseases in humans, marker-assisted selection in animal and plant breeding and a better understanding of the genetic basis of adaptation (Neale and Savolainen 2004) . In maize and Arabidopsis, the genetic basis underlying several traits has been relatively well identified as major portions (>50 and >80%, respectively) of the heritable trait variation was
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explained by both large and small effects underlying quantitative trait loci (QTL) (Buckler et al. 2009; Segura et al. 2012) . In contrast, human height is considered to be highly heritable but most of the genetic variation was still unexplained by genome-wide association studies (GWAS). This unexplained genetic variation was termed Bthe missing heritability ( Maher 2008) . More recent studies point to an underlying architecture of numerous QTL each having a small effect on human height (Yang et al. 2010) . Individually, these QTL thus remain undetected by GWAS methods but, together, they nonetheless explain a majority of the genetic variation. In line with this, theoretical work has shown that alleles of large effect are likely unusual and allele effects have been suggested to follow a negative exponential distribution (Orr 1998 ). This in turn means that most of the heritability would be explained by many alleles with small effect size (McKown et al. 2014; Porth et al. 2013; Rockman 2012; Yang et al. 2010 ) and the magnitude of the detected allele effects would form a truncated exponential distribution (Otto and Jones 2000) . In studies of flowering time in maize and Arabidopsis thaliana, the allele effect distribution of detected QTL has been described as a rapid increase of the number of observed QTL for effect magnitudes just above the detection threshold but thereafter decreasing dramatically at larger effect sizes, thus forming a Blong tail^of rare large QTL effects (Buckler et al. 2009; Salomé et al. 2011) . This trend appears to be similar in most plants when looking at effect size distribution of detected QTL effects (Ingvarsson and Street 2011) .
Historically, QTL were detected through linkage analyses in crossing designs between extreme phenotypes or related species (termed QTL studies). QTL studies identified significant effects associated with genetic segments cosegregating due to physical linkage. For the QTL studies treated in this paper, the extent of such genetic segments ranged from 0.9 to 60 cM in terms of genetic distance (Henery et al. 2007; Jorge et al. 2005; Paterson et al. 1988; Thumma et al. 2010) . However, QTL detection at higher resolution could instead be performed through linkage disequilibrium (LD) analyses, also termed association mapping (Lander and Schork 1994; Pritchard et al. 2000) . Due to limitations in genotyping technology and to lack of resources, association mapping has so far mostly been performed using the candidate gene approach . Such studies may however fail to find unexpected associations as the candidate genes are preferentially selected in areas indicated to be important by previous QTL studies (Frewen et al. 2000; Ingvarsson et al. 2006) or through other research efforts. Nonetheless, as largescale genotyping becomes increasingly affordable, the genome-wide approach association mapping will likely be the preferred method as it does not suffer from the candidate gene selection constraints. Notably, both QTL and association studies are often limited by the relatively small mapping population sizes resulting in low statistical power, thus rendering small or even medium effect QTL statistically nonsignificant and difficult to detect. Such statistically underpowered populations may also suffer from severe inflation of effect size estimates (so-called Beavis effect), in particular if very strict thresholds for significance are applied (Beavis 1994; Beavis 1998; Xu 2003b) . The magnitude of the overestimation depends not only on the power of the study but also on the true effect size. If the true effect magnitude is small, a large sample size (e.g., thousand individuals) is required to enable unbiased effect estimation (Beavis 1998) .
While the theoretical groundwork in QTL and association studies has been available for some time, accumulated practice and experience now indicate the need for substantial sample sizes given the objective of detecting a large portion of the heritable variation observed (Lynch and Walsh 1998; Sham et al. 2000) . If the sampled markers do not include the causal allele or if the LD between the marker and the causal allele is incomplete, power is reduced and the size of the mapping population need to be increased even further (Porth et al. 2013 ). The number of association studies in forest trees is still limited , but with the promise of current genomics efforts in several species (Birol et al. 2013; Neale and Kremer 2011; Nystedt et al. 2013) , the expectations on the dissection of complex traits and efficiency of breeding utilizing the molecular markers for genomic selection (GS) are increasing (Meuwissen et al. 2001) . Recent common garden trials in Populus along with the completion of the Populous trichcarpa genome sequence (Tuskan et al. 2006 ) have resulted in a few genome-wide association mapping studies on P. trichocarpa where the number of markers is much greater than previous candidate gene approaches (Evans et al. 2014; McKown et al. 2014; Porth et al. 2013 ). However, several mapping studies in forest trees suggest that most traits have a large number of underlying QTL, and to date, there are very few studies that have a mapping population size that provide the power needed to capture a large proportion of the genetic variation (Neale and Savolainen 2004; Thavamanikumar et al. 2013) . Investigating the expected number of underlying QTL effects and their distribution can enhance our understanding of the genetic architecture of important quantitative traits, design better experiments to uncover missing factors of heritability, and facilitate implementation of marker-assisted selection (MAS) and genomic selection (Isik 2014; Meuwissen and Goddard 2010; Thavamanikumar et al. 2013) . In this paper, we suggest a modified method from Otto and Jones (2000) in order to estimate the number of underlying QTL from the reported size of phenotypic variance explained of significant markers for eight different trait types. We also use simulated data in order to verify our method for association mapping and QTL mapping procedures and to potentially reproduce differences between association mapping studies and QTL mapping studies in terms of number of QTLs and the size distributions of their effects. Furthermore, we provide estimates of the required population size for QTL mapping and association mapping studies aiming to detect at least 50% of the underlying genetic variation for eight different trait types.
Material and methods
This study contains two main parts where the first metaanalysis examines published data from QTL and association mapping studies of forest trees. Through this examination, effect sizes of detected QTL were surveyed and compiled and the underlying number of effective loci, both detected and undetected, were estimated. The second simulation part examined several simulated populations based on a common designed genome harboring a specified number of QTL of known effect sizes to allow us to test the validity of the method used to estimate the number of underlying QTL. Furthermore, the simulated data was designed in such a way that differences between the meta-analysis QTL and association studies could be artificially reconstructed and thus verified.
Meta-analysis
We searched the forest tree literature, primarily for association mapping studies reporting several loci significantly influencing a trait and secondly for QTL linkage studies treating similar traits in order to enable comparisons. We selected studies where three or more significant loci had been identified for any single trait in order to compare the effect distributions and to estimate the total number of QTL segregating in the studied QTL and association mapping populations. We examined 15 association studies (of which two conducted genome-wide scans) and 15 QTL studies (see Supplementary Table 1) . These studies report several detected effects potentially providing analyses with the greatest statistical power. Because absolute allele effect sizes (α) were generally unavailable, we used the reported correlation coefficients (r 2 ) or proportion of phenotypic variance explained (PVE) for individual QTL as a measure of the effect size. The thresholds used to declare significance varied among studies, but in order to harmonize the criteria as far as possible, we applied either a (i) a false discovery rate (FDR) threshold of Q ≤ 0.1, (ii) a chromosomewide corrected error rate of p < 0.05, or (iii) a genome-wide corrected error rate of p < 0.1. Sums of PVE estimates over all detected QTL for each trait were also calculated as a measure of the collective PVE of all detected QTL. Even though such sums may be inflated due to LD between QTL, it was still used because proper estimates of the total PVE obtained by multilocus model analyses (Guan and Stephens 2011; Segura et al. 2012; Xu 2003a) were infrequently available. The examined traits were very numerous and diverse, and to simplify comparisons, we categorized them into eight trait types, i.e., wood chemistry (Chem), physical wood properties (Phys), water use efficiency (Water), phenology (Phen), cold tolerance (Cold), secondary metabolites (Metab), disease resistance (Disease), and growth (Growth).
Number of underlying QTL effects
Several methods have been developed for the estimation of the number of underlying QTL (e.g., Castle 1921; Goddard 2009; Hayes and Goddard 2001; Lande 1981; Otto and Jones 2000; Park et al. 2010) . In most cases, these methods are difficult to apply to forest mapping studies due to limited availability of repeated studies in the same species and traits, or due to the lack of good estimates of relevant population parameters. The assumption made about the distribution of QTL effects is that each analysis has a threshold value (θ) at the lowest detectable effect size which is inversely proportional to the power of the analysis.
We made the assumption that the underlying allelic effects follow a negative exponential distribution. This type of distribution has such properties that the number of underlying allelic effects can be estimated from observed characteristics of the detected effects. Otto and Jones (2000) provided a method of estimating the number of QTL underlying a trait from the distribution of allelic effects (α), assuming they were exponentially distributed. However, most association and QTL mapping studies do not provide estimates of allelic effects but rather the PVE. Given that PVE ∝ α 2 , we therefore suggest that its distribution could be represented by the square of an exponentially distributed variable. We adapted the method of Otto and Jones (2000) to estimate the number of underlying QTL given a squared exponential distribution (see Supplementary material 1 for details):
where λ is the rate parameter and x is the PVE. The estimation method assumes that all allelic effects are additive and segregate independently (see Supplementary material 1 for further motivation). We thus estimated the number of effective QTL underlying a trait (n qtl ) from the heritability (h 2 ), average PVE of detected QTL (μ d ), and the detection threshold (θ) according to the equation:
The validity of this method for QTL number estimation purposes was verified using simulated data (see subsection Simulation study). The numbers of underlying QTL were estimated for each trait in each study where three or more effects had been detected. Similarly, we used a modified method also adapted from Otto and Jones (2000) in order to estimate the lowest detectable PVE (θ) which uses the PVE estimates of the QTL detected in each analysis (Supplementary material 1). As narrow-sense heritabilities are seldom reported in association and QTL mapping studies, we used heritability estimates from the meta-analysis of (Cornelius 1994) . For association mapping studies, this implies the use of different heritabilities for the different trait types (for example, 0.24 for growth, 0.40 for physical wood properties, 0.40 for metabolite, 0.70 for phenology, 0.50 for water use efficiency, 0.50 for wood chemistry properties, 0.25 for cold tolerance, and 0.50 for disease resistance traits). It should also be noted that most QTL mapping studies include only single full-sib families in which only half of the additive genetic variance (sometimes called the segregation deviation) is available on average (Lynch and Walsh 1998) . Assuming the environmental variance to be constant, the local narrow-sense heritability within QTL mapping populations (h 2 l ) was thus calculated as follows:
By combining the n qtl estimate and the trait heritability, we also estimated the mapping population size required to detect QTL accounting for 50% of the genetic variation. We did this by assuming that the QTL having the largest true PVE would be most easy to detect and, given the distribution, subsequent QTL with smaller PVE would be successively detected, with increasing population size, until the desired amount of genetic variance was explained. Within this set of QTL, the QTL with the smallest PVE constitutes the required detection threshold level for explaining the desired amount of genetic variance thereby also determining the needed mapping population size (see Supplementary material 2 for further details) (Lynch and Walsh 1998; Sham et al. 2000) . We provide an R-function to estimate number of underlying QTLs and necessary mapping population size from a set of detected QTL in Supplementary material 3.
Simulation study
We simulated QTL and association mapping populations primarily to verify the n qtl estimation method, modified from Otto and Jones (2000) , and its application to the distribution of PVE rather than allelic effects. In addition, we wanted to examine the relationship between the phenotypic variation explained and the number of detected QTL, and also the observed discrepancy between association and QTL mapping PVE. This would allow us to compare results from the simulation with the observed data in the meta-analysis and in turn determine whether the observed difference between QTL and association studies could be reproduced from the two types of mapping methods using simulated data.
The simulated genome consisted of a single chromosome comprising 1000 evenly spaced biallelic loci and surrounded by an additional 1000 biallelic dummy loci in order to facilitate crossover events with greater realism. Of the chromosomal loci, 49 were randomly assigned to be causal QTL. The allelic effects (α) were drawn from a negative exponential distribution of with the rate parameter λ = 150. The distribution of observed PVE depends however on allele frequencies as well as the square of the allelic effects. Consequently, PVE were more variable in the simulated population because allele frequencies were assigned randomly according to a beta distribution Beta(α, β), where α = β = 0.7. This distribution describes a frequency spectrum where rare variants are somewhat more common than intermediate variants as observed in published data (Eckert et al. 2010) . We utilized the software BMetagene^described by Hallingbäck et al. (2014) and Sanchez et al. (2008) to simulate the QTL crosses and the association mapping populations. We set the number of crossover events to 3 per generation and offspring individual. The crossovers were randomly distributed across all chromosome and dummy loci (2000 in total). Such a design results in a linkage group with a theoretical genetic length of 150 cM (subsequently confirmed by linkage mapping) and which is fairly representative for larger linkage groups in forest tree species (Acheré et al. 2004 ). The simulated trait was completely additive with a global narrow-sense heritability (h 2 ) of 0.5 created by adding environmental random noise to the breeding values. The deviation caused by environmental factors were sampled from a normal distribution N(0, σ 2 E ) with an environmental variance of σ 2 E . Using the aforementioned design parameters as a framework (loci, allele effects, allele frequencies, crossover distribution, and environmental variation), 1000 unrelated founder individuals were created as a base for the simulated association mapping population. From this founder base, 500 full-sib families were generated by single pairwise mating of the founder individuals with 4 offspring each, thus producing 2000 individuals available for analysis. Using the same framework, simulated QTL mapping populations were produced based on 10 repeated simulations each featuring 6 unique crosses between 4 monoecious parent founders generating 500 offspring for each cross.
For the simulated QTL crosses, the true PVE, of a QTL detected in analysis, was calculated by creating partial breeding values (BV) based on the assigned effects of the loci situated within the significant portion of the QTL peak:
where α j is the average genetic effect of allelic substitution at causal locus j and x j,i is the locus genotype (number of alleles 0, 1, or 2). These products (x j,i × α j ) are then summed for all loci detected within the peak of QTL k for individual i. For the simulated association mapping populations, the extent of physical linkage was assumed to be very short and a detected QTL was thus considered to comprise only the detected locus in isolation (i.e., k = j). The partial breeding value for all loci within all detected QTL was calculated simply by extending Eq. 4 to perform summation over all j included in any k. The true PVE for the segregating causal loci within one or all detected QTL (or effective loci in association analyses) then becomes the ratio between the variance of partial breeding values (BV k ) and the variance of phenotypic values (PV):
QTL analyses were subsequently performed on all the simulated 60 crosses using the pseudo-testcross approach where loci can be heterozygous in both parents (Grattapaglia and Sederoff 1994) . The linkage analysis was performed separately for those loci that segregated in either parent using single marker analysis with the linear regression model:
where PV is the phenotypic value being dependent on the fixed intercept β and genetic association effect g plus the random residual e for individual i and marker j and dependent on the numerical marker genotype x = 0, 1, or 2. To minimize the discovery of false positives, in a simple but comparable way to the methods used in the meta-analysis, a significance level of 0.05 was applied including a Bonferroni correction based on the number of segregating loci. The loci showing the highest levels of significance (smallest p values) within QTL peaks were assumed to constitute the causal loci whether true or not. Association analyses were performed utilizing the BSNPassoc package^ (González et al. 2007 ) with the single marker linear factor model:
where PV, β, and e are the same as described for Eq. 6. However, for association analyses, there were separate fixed genetic effects (g) for each genotype class k = 0, 1, or 2 of marker j. Again, a Bonferroni-adjusted significance level of 0.05 was used for detecting QTL. For analysis, we only used loci with a minor allele frequency of at least 0.05. Notably, the approach to perform separate QTL mapping for markers segregating in either parent and the factorial nature of Eq. 7 implies that dominance, as well as additive effects, are included in g. However, as only additive effects were simulated, this should have a negligible impact and it follows trivially that PVE calculations based on estimates from Eqs. 6 and 7 reflect additive genetic variation only. In similarity to the meta-analyses, we estimated the amount of variance explained by all detected QTL by summation of the QTL PVE estimates (sum PVE). We compared sum PVE with the true cumulative amount of variation (tot. true PVE) attributed to underlying causal loci, colocating with detected QTL for association analyses, or segregating within the detected QTL peaks in QTL mapping analyses (Eqs. 4 and 5). For further comparisons, a total PVE was also estimated based on linear multilocus models. Association analyses were chiefly performed on populations of 500 individuals randomly sampled from the 2000 individuals available from the base population. However, in order to examine the effect of sample size on mapping efficiency and on accuracy of n qtl estimation, we also generated random samples ranging from 100 to 1500 individuals (i.e., 100, 250, 500, 750, 1000, and 1500). We repeated each sampling procedure until we had 100 samples with significantly detected QTL in each sample size class. The detection of false positives was checked, and irrespective of the sampled population size, the FDR was found to be reasonably low (∼4%).
To assess the usability and validity of the n qtl estimation method, it was also applied on the simulated datasets in the same fashion as previously described (Eq. 2). However, in order to account for the sampling variation of QTL segregation and allele frequencies, the local narrow-sense heritability within each simulated cross or population was calculated and used in Eq. 2 according to the following:
where BV true is the known true breeding value of an individual calculated by Metagene (i.e., a further extension of Eq. 4) and PV is the phenotypic value. To evaluate the robustness of the method with respect to varying numbers of true causal loci, three extra simulated datasets were created using the same parameters as previously described but setting the number of causal loci at 25, 50, and 100, respectively. This evaluation was also done to assess the impact of varying degrees of LD between causal loci on n qtl estimation because a higher number of causal loci in a genome of a constant genetic length (same recombination rate) would confer increased LD between the loci. Additionally, we conducted n qtl estimation using QTL detected at a more relaxed significant threshold (p < 0.2 after Bonferroni correction) to assess the possible impact of the variable significance thresholds encountered in the meta-analysis.
Results

Meta-analysis
For association studies used in our meta-analyses, the population size ranged from 116 (Ma et al. 2010 ) to 700 (Eckert et al. 2009 ) with an average of 446, while the sample size range for QTL studies was 75 (Ukrainetz et al. 2008 ) to 740 (Pelgas et al. 2011 ) with an average of 292. There were 152 and 239 separately defined traits for association studies and QTL studies, respectively, featuring 1520 and 664 detected QTL. Among these studies, 88 and 98 traits, from association and QTL studies, respectively, had three or more detected QTL and could thus be used to estimate the number of underlying effects. The individual effect PVE estimates from all association studies were generally smaller (median = 3.1%) than those of all the QTL studies (median = 6.8%). This resulted in an effect size distribution where association study effects with a PVE of 10% or more were very rare while effects of corresponding size class in QTL studies were substantially more numerous (Fig. 1) . In contrast to association mapping studies, the estimated PVE of linkage mapping QTL were very variable and a few QTL identified in linkage mapping studies even explained substantial parts (>20%) of the phenotypic variation (Fig. 1a) . The differences in individual PVE estimates were also reflected in the estimates of summed PVE (and multilocus-based total PVE estimates when available) where, in general, larger amounts of variation were explained for QTL studies than for association studies (Fig. 2) . For most trait types, individual effect PVE estimates were small (<5% ,  Table 1 ) but water use efficiency traits exhibited somewhat larger median PVE both in QTL studies and in association studies (8.4 and 5.0%, respectively). For QTL studies, disease resistance traits showed notably large (median at 62.5%) estimates of total/summed PVE followed by phenology traits at a median of 39.9% (Fig. 2) . The large maximum (56.4%) and average (15.2%) PVE for QTL studies of disease resistance (Table 1) , moreover, indicated the presence of major QTL for that trait. For association studies, only water use efficiency and cold resistance traits explained substantial parts of the variation (tot/sum PVE in the range 30-40%) and association studies explained more of the total variance than QTL studies only for cold resistance. This largely stems from the number of detected effects for association studies (ranging from 15 to 19) by far exceeding the number of QTL detected in QTL studies (at most four). The median of individual PVE estimates for cold resistance for association studies was about half that of the corresponding QTL study based estimates (1.8 and 3.8%, respectively) which was similar to other traits. The standardized distributions of PVE effects generally exhibited means that were greater than the corresponding modes (Fig. 3) , thus indicating a right-sided skew. The total variation explained for a trait when summing up individual effects without considering interaction or linkage (sum PVE) varied from 1.2 to 392% in association studies and 1.8 to 97.9% in QTL studies (Fig. 4) . The summed amount of variance explained at the same number of detected effects was comparatively greater for the QTL mapping approach than for association mapping. For example, with respect to the sum PVE, five significant QTL effects in QTL studies explained, on average, about 37% of phenotypic variation while five significant effects in association studies explained only 19%.
The median of estimated numbers of underlying QTL effects (n qtl ) was 643 and 33 for association and QTL studies respectively while the mode estimate was 399 and 19, respectively (Fig. 5a) . When considering the studied trait types separately (Fig. 5b, Table 2 ), association study n qtl medians ranged from 72 (disease resistance) to 1275 (secondary metabolites) whereas QTL study medians ranged from 4 (disease resistance) to 133 (wood chemistry traits). The disease resistance traits showed the lowest n qtl medians for both QTL and association mapping studies. For traits of traditional interest in genetic tree improvement (growth and physical wood traits), we estimated n qtl at 578 and 801, respectively, for association studies while the corresponding estimates for QTL studies were much lower (17 and 35). In turn, the number of Fig. 1 Histogram of the percentage variance (PVE) explained by individual effects in the examined studies: a QTL analyses; b association analyses individuals required to explain 50% or more of the genetic variation for most traits was found to be substantial, in particular for association mapping (Fig. 5c ). Given the n qtl estimates, there would be a need to submit at least 20,000 individual trees to association mapping analysis in order to capture 50% of genetic variation for physical wood quality and growth traits, while less than 2000 trees would be required in a traditional QTL mapping study. For other traits, 2000 trees (disease resistance) to 30,000 (metabolites) were found to be required for association studies while only 200 (disease resistance) to about 4500 trees (wood chemistry traits) were required to detect QTL explaining at least 50% of the genetic variation of QTL mapping populations (Table 2) .
Our meta-analyses clearly indicate that both association and QTL mapping populations harbor several to many undetected QTL controlling the traits, where the high PVE for QTL detected in linkage mapping populations result in much lower estimates of total number of underlying effects.
Simulations
QTL mapping analyses
Out of the 49 designed causal loci, only 25.5 on average (standard deviation = 3.35) segregated in the 60 simulated QTL crosses. The local heritability of the simulated trait within each cross varied from 0.16 to 0.59 with an average of 0.40 in comparison to the designated global h 2 of 0.5. Numbers of effects detected from crosses in the simulated population ranged from 1 to 8 (Fig. 6a ) with an average of 3.7. Although these QTL were few relative to the loci actually segregating, their PVE estimates were nonetheless large. For example, the largest QTL of each analysis exhibited an estimated PVE of 21.9% on average which is to be compared with the largest causal locus segregating in the cross which, on average, had a true PVE of only 10.1%. Moreover, the estimated average sum PVE of these QTL was as high as 43.5%. Loci situated within the identified QTL peaks in truth accounted for 39.6% of the phenotypic variation, indicating that a considerable portion of influential loci were located within the peak. However, a multilocus-based total PVE estimate suggested that a model including all detected QTL in fact accounted for only 34% of the phenotypic variation. The naively summed PVE estimates were thus only, on average, 3.9% larger than the total assigned PVE and correlated fairly well with this metric (Fig. 6b ) but still appeared overestimated in comparison to the proper statistical explanatory power of all QTL jointly. In any case, it is notable that all these average measures of total PVE were close to the average local heritability, suggesting that the detected QTL explained almost all the segregating genetic variation. The relationship between number of effects and summed PVE of the simulated data closely mirrors that of the metadata from the experimental results (Figs. 4 and 6a) . Taken together, these observations indicate that the effects of several causal loci were compounded within a single detected QTL peak. It was directly observed that several causal effects were situated within the portion of individual QTL peaks exceeding the significance threshold, thus contributing to the total PVE (Fig. 6a, b) . Consequently, if a QTL thus detected would be regarded as a single causal locus per se, its PVE would be greatly overestimated in comparison to the causal locus closest to the peak. However, the inflation is not large if the true total PVE of all adjacent causal loci segregating in the cross, detected or undetected, are accounted for (Lee and Van der Werf 2006) (Fig. 6b) . Furthermore, the estimated median number of underlying QTL (n qtl ) was only 9.8 in comparison to the 25.5 loci that segregated (Fig. 6c) implying underestimation. The systematic n qtl underestimation of QTL mapping populations was further corroborated by additional simulations using genomes designed with variable numbers of causal loci ( Supplementary  Fig. 1) . Notably, n qtl estimates for genomes comprising 100 causal loci were only somewhat higher (median at 19.8) than for genomes comprising 25 or 50 causal loci (medians at 13.3 and 13.4, respectively). For the genomes comprising 50 and 100 loci, n qtl estimates were substantially and consistently underestimated in comparison to the number of segregating loci. A probable explanation for this result is that the extensive physical linkage between adjacent causal loci within single crosses created the large PVE composite QTL observed. In turn, this resulted in major gene like PVE distributions and thereby giving impression that fewer underlying QTL were present than segregating in reality (see also Eq. 2).
Association mapping analyses
For the simulated association mapping populations with the sample size of 500 individuals, almost all (on average 46.8 out of 49) causal loci segregated. The local heritability estimates, ranging from 0.43 and 0.56 with an average equal to the assigned global heritability of 0.5 were, as expected, more stable than those of the QTL crosses. In similarity to the QTL cross analyses, between two and eight (average at 4.5) QTL were detected. The detected loci showed a sum PVE of 28.3%, and the underlying loci accounted for, on average, 23.2% of the phenotypic variance in reality (Figs. 6a and  7b ). These estimates were somewhat lower than the corresponding estimates for QTL mapping crosses and were considerably lower compared to local heritabilities thus indicating an issue of missing heritability. Comparing the summed estimated PVE and the total true PVE, a relationship similar to that of the QTL cross analyses was observed (Figs. 6b and 7b) . However, the summed PVE increased with the number of detected effects, at a much lesser rate than for the simulated QTL mapping populations again reflecting the observed metadata results for QTL and association studies (Figs. 4, 6a , and 7a). For example, at five detected effects, the sum PVE estimated for the simulated QTL and association mapping populations were 53.6% (Fig. 6a ) and 31.4% (Fig. 7a) , respectively. At a sample size of 500, overestimation of summed PVE of QTL in comparison to the true total PVE of the underlying causal loci increased from 0.7 to 9.3% with increasing number of detected effects (Fig. 7a) . The estimated number of QTL Fig. 3 Normalized distribution of effect sizes for each trait type in the examined studies. The vertical ticks indicate the median of PVE of the detected effects while whiskers show the 95% percentiles appeared to be somewhat overestimated for such a population (83, Fig. 7c ). The n qtl estimates for this population also appeared to show a rising trend dependent on the number of detected QTL, but this observation was not clearly supported given results from the extra simulation populations with variable numbers of causal loci ( Supplementary Fig. 1) .
In order to assess the impact of population sample size on association mapping performance and on n qtl estimation, analyses were also performed on populations with sample sizes ranging from 100 to 1500 (Fig. 8) . As an example, an association population size of 1500 enabled the detection of a higher number of QTL (on average 11.8, maximum at 14) in comparison to the population size of 500 and the underlying loci accounted for a higher portion of the phenotypic variance (39.6%) on average. There was a rapid decrease in the overestimation of individual effect PVE with the increase of association population size (Fig. 8c) and, given the simulation conditions (49 causal loci and h 2 = 0.50), approximately 1000 individuals were shown to be needed in an association population to avoid Fig. 5 Estimates of the number of underlying effects (n qtl ) for all data shown as a boxplot (a) and subdivided between association (A) and QTL mapping studies (Q), but also shown for data subdivided for each trait type (b). Furthermore, the mapping population size required to capture 50% of the genetic variation for each trait type is shown (c). For subplot a, the black horizontal indicators signify the median while the gray indicators signify the mode. For subplots b and c, points describe the median of the distribution of estimates while whiskers show the 95% percentile of the variation of estimates. The number of analyses underlying the respective n qtl distribution ranges are given as numbers above the whiskers Fig. 4 Scatterplot showing the relationship between the number of detected effects and the sum of phenotypic variance explained estimates derived from single marker analyses (PVE) of experimental data. Blue circles are data from association studies and red squares from QTL studies. The numbers at each symbol signify the study from which the data was obtained (Supplementary Table 1 ). The subplot on the right comprise the same data zoomed in to increase resolution the inflation. This overestimation reduction with increasing sample size was also apparent for sum PVE estimates as the previously mentioned positive relationship between sum PVE inflation and number of detected effects was obscured and even reversed by a negative relationship when analyses of several sample sizes were considered jointly (Fig. 8a) . Also, the n qtl estimates became less inflated and acquired better stability with increased population size (Fig. 8d) ranging from substantial overestimation (median at 125) and considerable instability at the population size of 250 to a reasonably accurate estimate (median at 49) and better stability at the population size of 1500. When including the complete base population (2000 individuals) in the analysis, 14 effects were detected whose underlying loci in reality accounted for 41.4% of the phenotypic variance indicating a relatively limited missing heritability problem. The estimated number of underlying QTL was 47.8. Corresponding improvements in n qtl estimation with increasing sample size were also observed when simulations of genomes featuring lower (25) or higher (100) numbers of causal loci were considered ( Supplementary Fig. 1 ). In the case of association mapping populations, n qtl estimates also agreed with the number of causal loci in a manner more consistent than for the QTL mapping populations. Additionally, the reliability of the n qtl estimation method was not greatly affected by a relaxation of the significance thresholds used for detection (Bonferroni corrected p < 0.2, Supplementary Fig. 2 ) even though such a relaxation was associated with a substantially increased FDR (rising from ∼4 to at most 15%). In summary, the results from both types of mapping procedures on simulated data suggest that the method used to estimate the number of underlying effects performs well when the PVE of the effects are estimated using a large-sized association mapping population ( Fig. 8d and Supplementary Fig. 1 ). However, in contrast to association mapping, n qtl estimation based on QTL mapping analyses will consistently underestimate the true number of underlying QTLs, both due to a lower number of loci actually segregating within single crosses and due Fig. 8 Association analysis results from simulated datasets with a sample size range 100-1500 drawn from a base population. a Summed estimates of percentage of phenotypic variation explained by the detected effects (sum PVE) in relation to the number of detected effects (triangles) and the total true PVE of the causal loci cosegregating with the detected effects (circles), with the dashed line showing the mean difference between the two. b The summed estimated PVE in relation to the total true PVE of the correspondingly detected effects. c The impact of different population sizes on the PVE inflation of individual detected effects (relative difference expressed as PVE est /PVE true − 1). d The estimated number of underlying effects (n qtl ) at different population sizes. The red line describes the true number of causal loci segregating in the base population. Boxplots for estimates of population size 100 and 250 are based on 11 and 60 estimates, respectively, while the boxplots of the remaining population sizes are based on 100 estimates each Fig. 7 Results from association mapping analysis of 100 mapping populations with 500 individuals each from simulated data. a Summed estimates of percentage of phenotypic variation explained by the detected effects (sum PVE) in relation to the number of detected effects and the total true PVE of the causal loci segregating together with the detected effects with the dashed line showing the mean difference between the two. b The summed estimated PVE in relation to the total true PVE of the correspondingly detected effects. c The estimated number of underlying effects (n qtl ) at different number of detected effects to extensive physical linkage resulting in lower mapping resolution and making it difficult to separating adjacent causal loci in analysis (see Fig. 6c and Supplementary  Fig. 1 ).
Discussion
Several QTL mapping analyses have been performed to identify the underlying genetic architecture of traits with economic importance in trees (some of them detailed in Supplementary  Table 1 ). More recently, association mapping methods have been utilized to identify loci that explain the observed phenotypic variation at a higher resolution, mainly through candidate gene approaches. We observed large variation in the results both between and within study types with respect to the number of QTL detected and to the degree which these accounted for the phenotypic variance. Nonetheless, QTL PVE distributions for most individual studies and traits were similarly skewed to the right, indicating that the experimental setup exerted little influence over the allele effect size distribution and the overall L-shaped PVE distribution appeared to agree with our assumption of this parameter adhering to a squared exponential distribution (see also Ingvarsson and Street (2011) ). In this respect, the study of simulated data yielded valuable results because we could then ensure that the same base characteristics (genomic setup, crossover rate, global heritability) were used to create both association populations and the QTL crosses. For the simulated data, we therefore expect very little confounding between differences in population parameters and study type, especially in comparison to the studies of the meta-analysis. Furthermore, the usability of the modified n qtl estimation method of Otto and Jones (2000) was validated for simulated association mapping data, at least provided that a large enough population size was used.
QTL vs. association mapping
Individual QTL detected in QTL mapping studies explained on average more of the phenotypic variation than individual QTL detected in association studies, which is consistent with studies comparing effects sizes between classical linkage mapping QTL and influential SNPs identified in association mapping (Kump et al. 2011; Tian et al. 2011 ). We also found that more of the total variance could, in most cases, be explained in QTL studies than association mapping studies (Fig. 4) , and this trend was again observed for the simulated data (Figs. 6a and 7a) . The occasionally very high sum of PVE depicted for a few association mapping analyses in Fig. 4a (even biologically unreasonable) should in this context be interpreted cautiously, as they stem from the naive PVE summation of a great number of detected loci that are often in LD with each other and possibly also inflated due to the Beavis effect (Beavis 1994; Xu 2003a) . This is also the main reason behind the discrepancies between Figs. 2 and 4 since the former figure depicts multilocus estimated total PVE when such estimates were available while the latter consistently uses arithmetic sums of PVE estimates (see also Supplementary Table 1 and McKown et al. 2014) . Apart from the systematic differences in estimated PVE, estimates of the total number of effects (n qtl ) were for most traits considerably lower for QTL studies than for association mapping studies with medians and modes that often differed in orders of magnitude (Fig. 5) .
The larger individual and summed PVE estimates and the lower n qtl estimates of QTL studies appear to be a result of several different factors or a combination of them. (i) A major factor is that fewer loci will segregate within the QTL mapping full-sib families. These are generated by a mere two parent sample in comparison to the genetically diverse association mapping populations. This tendency was indeed supported by the simulated data in terms of decreased numbers of segregating loci and by decreased lower local heritabilities. (ii) However, it should also be noted that those few causal loci actually segregating in the QTL mapping crosses would themselves explain larger amounts of the phenotypic variation than in association populations because, within the QTL full-sib family, they would be guaranteed to segregate at intermediate allele frequencies (see Eq. 4.12a in Lynch and Walsh 1998) . (iii) Another important factor to consider is that the significant peaks encountered in QTL mapping studies are often regarded as being generated by a causal single locus but may in reality comprise the cosegregation of several linked causal loci. Such cosegregating clusters of effects would consequently increase the estimated effect and would be biased in the case a single locus would be regarded as the sole source of the QTL peak. This phenomenon would then reduce the number of detected QTL and increase the PVE of their effects as we indeed observed in the simulation study (see Fig. 6a , b (Lee and Van der Werf 2006) ). Such clusters of cosegregating causal loci could even have contributed to the few QTL with very large effects described for QTL mapping studies (Fig. 1a ). An interesting and comparable real data example of these phenomena is the study of Du et al. (2015) where significant markers from an association study on a population of Populus tomentosa with 460 individuals were validated in 1200 F1 individuals from a hybrid cross. Those markers that could be validated for the same trait in the F1 population showed on average 58% larger PVE in the F1 cross in comparison to the association mapping population.
Several causal loci segregating within individual QTL peaks is, moreover, the most likely explanation for the systematic n qtl underestimation observed for the simulated QTL mapping populations even taking into account that only a subset of the designed causal loci segregated (see Fig. 6c and Supplementary Fig. 1 ) and despite the fact that the QTL actually detected accounted for almost the whole local heritability (0.844 multilocus-based estimate). In contrast, n qtl estimation based on large sample size simulated association mapping data, was reasonably unbiased (Fig. 8d and Supplementary Fig. 1 ), albeit showing substantial variance. At lower sample sizes, the numbers of underlying QTL were even overestimated rather than the opposite.
Although the observations made here somehow precludes the usability of our n qtl estimation method for QTL cross type data with respect to the true number of causal loci, it may still be informative with respect to how many effective QTL peaks, including cosegregating clusters of causal loci, would be available for detection given good enough marker coverage and large enough sample size.
Differences in QTL number estimate among traits
A closer analysis of the traits and studies included in this paper revealed additional differences, not only between study types, but also between trait categories. The most conspicuous feature of the separate trait-type meta-analyses was the high total/ summed PVE estimates and low n qtl estimates obtained for disease resistance traits (Table 1, Fig. 5 ), in particular for the QTL studies. This indicates that disease resistance traits, on average, are influenced by fewer QTL potentially exhibiting larger effects than other traits. However, one should also be aware that QTL mapping studies for disease resistance traits frequently entail interspecies hybrid crosses. This design facilitate the segregation of polymorphic loci that are not necessarily representative of the single species in isolation and whose influence over disease resistance might have been known or suspected a priori (e.g., Hanley et al. 2011) . Such interspecies segregating QTL could exert major influence over the trait within a QTL cross population, thus offering another possible explanation for the long tail of a major effect QTL depicted in Fig. 1a . For instance, the disease QTL studies included here focused on biotrophic fungal resistance which appears to have a few large effect resistance loci (Poland et al. 2009 ). The genetic architecture of biotrophic fungal resistance traits often consists of gene for gene resistance and are likely influenced by dominance and epistasis which, in turn, could inflate effect size estimates if effects are assumed to be purely additive. The included association studies instead focused on resistance to a necrotrophic fungus (Quesada et al. 2010) , which kills the host cells to extract nutrients from dead cells. This type of resistance has previously been indicated to have a complex genetic architecture with many underlying small QTL (Poland et al. 2009 ). The n qtl estimate for association mapping of disease resistance was still low (72), albeit higher than corresponding estimates from QTL studies. Indeed, recent studies evaluating genomic selection supports the large difference in number of underlying QTL for different traits, where rust resistance reached highest predictive ability when only a few hundred markers were used indicating moderate number of underlying effective loci. In contrast, more than 4500 markers were necessary for the prediction of height and sugar content (Resende et al. 2012) .
In general, we expected that QTL detected for high heritability traits (>0.4), such as physical wood traits, water use efficiency, disease resistance, and phenology, would explain more of the phenotypic variation as they should be less influenced by environmental noise and the underlying QTLs should consequently be easier to detect. However, this notion appeared to be true only in the case of phenology (Fig. 2) because the analyses identified a multitude of QTL for this trait category (Table 2 ). For phenology, it is indeed conceivable that the numerous QTL detected owes to rich and well-characterized candidate gene resources available for this trait category (Andrés and Coupland 2012) rather than high heritability. Even though physical wood traits are considered high heritability traits (Baltunis et al. 2007) , only a little more than two effects were found for both association and QTL studies with small average and summed/total PVE (Tables 1 and 2 and Fig. 2 ). Irrespective of these differences, the median estimates of underlying QTL were found to be close to a thousand for association mapping studies and in the 20-60 range for QTL studies of high heritability phenology and physical wood traits as well as for low heritability traits such as growth (Fig. 5b) . This resulted in very high estimates of the number of individuals required for identifying QTL that would explain 50% or more of the genetic variation (Fig. 5c) . Theoretically, some of the causes behind the differences observed between QTL and association analyses could contribute to the differences among traits, where highly adaptive traits tend to have their QTL clustered in the genome (Renaut et al. 2013 ) while growth traits in trees could have similar genetic architecture as height in humans, evenly distributed along the genome (Yang et al. 2011b) . Growth traits are however closely correlated to phenology (Rehfeldt 1992) and to dissect its genetic architecture in better detail, further studies which better account for phenology may be needed. The clustering of QTLs among adaptive traits may result in larger effect size estimates than for growth traits due to the cosegregating variation proximal to the detected QTL.
From this study, we can still conclude that problems of missing heritability are to be expected in conifer association mapping analyses and even in the QTL mapping of more complex traits. Missing heritability issues will remain severe as long as study population sizes are kept in the range of hundreds, criteria for QTL significance are kept at a traditionally strict level, and no substantial improvements are made in statistical analysis methods. It should be noted that this likely holds true even if the whole genome would be sufficiently covered with markers for the task (Wurschum and Kraft 2015) .
Issues of current and future studies
The n qtl estimation method developed for this study appears to be able to produce reasonable estimates from association mapping data analyses. However, with respect to the metaanalyses of published association and QTL mapping studies, the general lack of heritability estimates resulted in the necessity to assume broad generic heritabilities (Table 2) , thus introducing a potential source of noise in n qtl estimation. One should further acknowledge that departures from the underlying assumption, that allelic effects are negative exponentially distributed, could of course affect the reliability of the estimates. There was also considerable variation among the different studies with respect to the nature of the trait, mapping methodology, and available population size (Supplementary Table 1) , making detailed comparisons difficult. In hindsight, many of the studies did not have enough individuals in order to detect QTL accounting for the majority of the genetic variation (Fig. 5c) . Populations of such limited sample size, also increases the risk of overestimating the QTL effect sizes (Fig. 8c ) (Beavis 1998; Xu 2003b) . The analyses of simulated association mapping data indicated that a small population size would cause the number of underlying effects to be systematically overestimated due to an upward bias of the detection threshold PVE (θ) (Fig. 8d) . Given this, one cannot exclude that the meta-analysis n qtl estimates for the association mapping studies of complex traits, such as growth and physical wood quality, may be biased upward, possibly by as much as three times as indicated in Fig. 8d and Supplementary  Fig. 1 . Nonetheless, even if such a bias was accounted for, n qtl estimates for most traits of this study would still be very large. In any case, one should treat the n qtl estimates and the number of individuals required for explaining half of the genetic variation as a guide indicator producing the correct n qtl order of magnitude rather than yielding any individual precise value.
Another notable limitation of the n qtl estimation method already admitted by Otto and Jones (2000) concerns its inability to account for LD between loci. According to our simulation results, association mapping analyses did not suffer much from this limitation and the extent of LD for such populations has been observed to be very short, in particular for tree species (Pavy et al. 2012) . On the other hand, n qtl estimates were consistently underestimated for QTL mapping populations with respect to numbers of truly segregating QTL and seemed to describe rather the putative effective number of QTL peaks available for detection. A similar limitation encountered in the examined studies, especially association studies, stemmed from the tendency to perform analyses on a single locus-bylocus basis. Like the Beavis effect, this may also inflate individual effects of a significant marker, which may share some of their contribution to the trait with other loci that are in LD (Peres-Neto et al. 2006) . Theory predicts that some of the phenotypic variance is explained by cosegregating genetic variation within populations (Latta 1998; Le Corre and Kremer 2003) resulting in an epistatic effect where two (or more) cosegregating variants explain more than their individual effects combined. If this type of genetic architecture is true and handled analytically, much smaller population sizes is required to catch a majority of the PVE that stem from genetic sources, however, estimating the number of effects would be less straightforward. Multimarker association methods (Wurschum and Kraft 2015; Yang et al. 2011a) or genomic prediction analysis could be utilized to better estimate individual effect size, in turn improving our understanding of the evolutionary forces that shaped their genetic architecture. The Bayesian methods suggested by Meuwissen et al. (2001) and other more recent extensions of the methods (Habier et al. 2011 ) estimate the variance of each marker separately for all markers at once, which could be fruitful for finding candidate loci and more robust estimates of individual effect sizes. These methods still require large training sets of several thousand individuals and are also more computer intensive. However, non-MCMC-based algorithms for BayesB have also been developed and these are much faster, although slightly less accurate (Meuwissen et al. 2009; Shepherd et al. 2010) . Applying the latter method to our simulated 49-loci dataset of 2000 individuals resulted in the detection of 20 QTL ( Supplementary Fig. 3 ) at a confidence probability of 95%, to be compared with the 14 QTL detected at a similar confidence level (FDR ≈ 0.04) using traditional single-locus models. The use of improved statistical analysis in conjunction with the multitude of methods available to detect loci under selection (e.g., outlier methods which quantify the differentiation of loci among populations or landscape genetics which link the genetics to the landscape and environment (Beaumont and Balding 2004; Bonhomme et al. 2010; De Mita et al. 2013; Sork et al. 2013) can help unravel the trait architecture further (Evans et al. 2014 ). Finally, it should be emphasized that a few studies included in this paper did try to reduce or correct for the issues originating from single locus analysis, such as the Beavis effect (Ma et al. 2010) or bias due to LD (McKown et al. 2014; Porth et al. 2013 ) between significant markers (Peres-Neto et al. 2006) . Others used the recommended approach to validate and reestimate the effects in an independent population (Dillon et al. 2012; Dillon et al. 2010; Du et al. 2015; Tian et al. 2014 ) which also is a considerable improvement in this respect.
In general, it can be said that small effect sizes, limited statistical power and strict significance thresholds constitutes a substantial impediment for the dissection of the genetic architecture of complex traits. This problem is especially serious in the validation of QTL due to the high likelihood that effects considered to be significant in one population are not counted as significant in another even if they were true in both (Dillon et al. 2012; Freeman et al. 2013) . For some traits (e.g., growth), where most effect sizes appear to be small and heritability is low, a huge effort would be required in order to capture most of the heritability with very large mapping populations replicated in multiple sites (Fig. 5c) . Such traits will likely suffer from inescapable missing heritability issues where a large part of the segregating causal variation is undetected due to a combination of low effect size and limited statistical power (Fig. 8a) . However, one approach to improve statistical power of low heritability would be the clonal replication of genotypes (possible for several tree species) in order to decrease the environmental noise, increase the genotypic accuracy of individuals, and thus increase the possibility to detect causal segregating alleles. Moreover, with the increased number of available markers, analyses will probably include more causal variants and this will also facilitate a better correction for relatedness and genetic background and better estimates of genetic merit through realized relationships (Hayes et al. 2009 ). This in turn will improve the detectability of causal markers in a mapping population (Vilhjálmsson and Nordborg 2013) .
