Acoustic scattering problems may be accurately posed in terms of the boundary elements method (BEM). Nevertheless, the solution of the linear system of equations produced by the BEM usually requires huge computational resources which limits its applicability. The use of efficient solvers in combination with parallel programming may considerably increase the scope of application of the BEM. In this work, a hybrid parallel implementation of the fast multipole method using a hybrid domain decomposition is presented. In addition, relying on the use of oct-tree structures, a technique to select the group size that minimizes the execution time is suggested. As a result, a highly scalable acoustic scattering solver is produced which may be used, for instance, in aircraft noise control applications.
Introduction
Low-frequency methods, such as the boundary elements method (BEM) [16] , offer the potential of precise numerical formulations of acoustic scattering problems. The use of the BEM on this type of problems yields a linear system of N equations with N unknowns. The computational cost associated with the direct solution is O(N 3 ) in terms of time and O(N 2 ) in terms of memory, meanwhile, iterative solvers have an O(N 2 ) time cost per iteration. Hence, if the number of iterations to achieve certain residual error is smaller than N , which is usually the case, a reduction in the execution time is achieved. Among the different iterative solvers applied to acoustic scattering, it is worth mentioning the generalized minimum residual (GMRES) method [12] , which is a very robust solver for this type of problems [8] .
International Journal of Computer Mathematics

1961
The complexity, O(N 2 ) per iteration, of iterative solvers is due to the computation of a matrix-vector product (MVP). The fast multipole method (FMM) [11] and its multilevel version, known as multilevel fast multipole algorithm (MLFMA) [5, 13] , avoid matrix explicit calculation yielding a dramatic reduction in the MVP time without significantly affecting to BEM's iterative solution accuracy. The FMM and the MLFMA reduce the cost per iteration to O(N 1.5 ) and to O(N log(N )), respectively.
For the last decade, the interest in using parallel computing to decrease solution times and to enlarge the scope of application of BEM solvers has been growing. On the one hand, the parallel implementation of a direct solver (based on LU factorization) presented in [4] achieved quite good scalability, although its application to big size problems was limited by the high computational cost of the solver. On the other hand, the different approaches reported of the parallel MLFMA achieve poor scalability results due to the interdependence of the data required by the different hierarchy levels [15] .
In this work, a hybrid parallel scattering solver tool is developed. The GMRES is chosen, as iterative solver, due to its robustness for solving acoustic scattering problems [8] . No preconditioners have been used in the iterative solution. In addition, the FMM is employed as accelerator for the MVP that each GMRES iteration requires.
This paper is organized as follows. In Section 2, the statement of the acoustic scattering problem is posed. Section 3 is a brief summary of the FMM. Section 4 describes the hybrid parallel implementation of the FMM developed in this work. Section 5 is a benchmarking study of the proposed implementation. Finally, some conclusions are discussed in Section 6.
Statement of the physical problem
The physical problem studied here consists in predicting the acoustic pressure on the space that surrounds a 3D obstacle on which an incident acoustic wave is impinging. This problem may be possed in terms of the integral form of the Helmholtz equation [16] which is also known as conventional boundary integral equation (CBIE). Thus, the solution of the scattering problem may be carried out in two steps. First, the CBIE applied to the surface S of the obstacle is solved. This yields the distribution of the pressure over S. Second, the solution provided by the first step is used to obtain the scattered pressure by means of the application of the CBIE to the acoustic domain. This work is focused on the first step for solving the scattering problem, that is usually the one that demands more computational resources. In order to overcome the non-uniqueness difficulty [2] that appears in the CBIE at resonant frequencies, the CBIE is linearly combined with its normal derivative yielding the Burton and Miller equation [2] . By means of the BEM, the Burton and Miller equation may be discretized over S and formulated in terms of a linear system of equations in the form
where K is the coupling or system matrix, p is the coefficients vector, and g is the excitation vector which is related to the incident pressure.
In the sequel, the surface of the obstacle is considered to be discretized into N elements which means that the linear system in Equation (1) has N unknowns. In order to produce accurate results, S must be discretized into 6-10 elements per linear wavelength (λ). Since the wavelength and the frequency f are in inverse proportion, N increases, for a given obstacle, with the frequency squared (f 2 ).
Accelerated iterative solution
The solution of Equation (1) may be achieved by means of an iterative method such as the GMRES [12] which is an extension of minimum residual, designed to solve non-symmetric linear systems. The GMRES is, among the Krylov solvers, the most efficient for solving acoustic scattering problems [8] . The most time-consuming operation in Krylov solvers is the MVP to get the iterate and the residual error (stop condition). The GMRES computes the residual norm without the iterate having to be explicitly formed, which reduces to one the number of MVPs per iteration. Once the residual norm is deemed small enough, the iterate is formed. The FMM computes an MVP without explicit calculation of the matrix. The algorithm requires grouping the N elements of the problem into N g groups and then it efficiently calculates far interactions, between non-neighbouring groups, by means of the Addition Theorems and plane wave decomposition [1] . Near interactions, between elements that pertain to the same group or to neighbouring groups, do not satisfy the conditions associated with the transformations described by the Addition Theorems [11] . As a consequence, near (or local) interactions must be computed directly evaluating its corresponding part of the system matrix. The whole procedure may be summarized as follows:
(1) Setup: the geometry is divided into groups of elements. This step is also known as spatial grouping and it pertains to the setup of the algorithm. Nonetheless, it is an important step because the way the geometry division is performed may yield important computational savings. The use of oct-tree structures in combination with hierarchical numbering [6] produces very efficient spatial ordering calculations needed in the FMM. The number of multipoles (L) that are necessary to represent the field as an expansion at each group centre and the average number of near elements to each one (N c ) are proportional to the wavelength size of the group [11] . The computational cost savings produced when using FMM instead of direct MVP comes from the fact that instead of having to compute the interaction between every pair of elements 1.5 ). In this work, the efficient computation of elements-groups relations by means of oct-tree structures is exploited in order to select a group size that diminishes as possible the execution time while requiring an O(N ) memory cost.
Parallel implementation
The software presented in this work (HP-FASS, hybrid parallel fast acoustic scattering solver) has two main computational goals: low memory footprint and high scalability. To achieve these goals we developed a hybrid parallel implementation using OpenMP [14] threads and the message passing interface (MPI) [9, 10] .
To achieve a low memory footprint two different actions were taken. To begin with, data structures of size O(N 1.5 ), typical of common FMM implementations, are completely avoided,\which diminishes the memory cost to O(N ). Nonetheless, this memory-saving strategy may increase the constant factor in the time cost. In addition, the parallel implementation has been carried out paying special attention to reduce as much as possible data replication among processes. First, the computation associated with the aggregation and disaggregation steps is distributed using groups, minimizing the replication of the geometry data. Furthermore, the computation associated with the translation step is distributed using integration points, avoiding any replication of the translation operator.
High scalability is the second goal of the parallel implementation proposed here. Since the group size is critical to minimize the execution time and improve the scalability, the following model is used to calculate the time cost of each MVP:
where N is the number of unknowns and p is the number of processors (cores). In order to obtain each term of Equation (2), a model that includes both computation and communication has been used. The computation time is calculated taking into account the number of operations associated with each step of the algorithm and the correspondent machine-dependent constant factors, the latter estimated using empirical data. The communications time is calculated taking into consideration the number and the size of the messages, together with the estimated network latency (α) and the estimated transfer time per byte (β).
The time related to the near interactions has been estimated by the following equation:
where N g is the number of groups, n i is the number of elements in the ith group, n near i is the number of elements in the neighbourhood of the ith group and K near is the near interactions constant factor.
The time related to the far interactions has been approximated by means of the following set of equations:
where k l is the number of integration points (related to the square of the number of multipoles), g far i is the number of distant groups to the ith group, and · is the ceiling function. K agg , K trans , and K dis are the constant factors for the aggregation, translation, and disaggregation steps, respectively. Finally, the time taken by the addition of near and far interactions follows:
where K add is the addition constant factor. In the setup stage (at runtime), the algorithm exhaustively tests different group sizes and precisely calculates the time cost of the MVP for the resulting spatial groupings. In this manner, the optimum group size, in the sense of minimizing the time cost, is chosen for an arbitrary problem solved in any number of processors. This technique results in an adaptive group size as opposed to the most common fixed group size. It is worth mentioning that taking advantage of the oct-tree theory [6] , the time cost of searching for the optimum group size is O(N ).
A methodical procedure [3] has been followed to design and develop this software, taking into account partitioning, load balancing, and communications. In addition, HP-FASS has been developed using the masteronly programming model in which only one thread per process (master thread) communicates. Thus, MPI communications take place only outside of OpenMP parallel regions, avoiding possible saturation of the inter-node network bandwidth. As a result, this programming model is well suited to hybrid systems (clusters of multi-core nodes).
A domain decomposition technique taken at two levels is used in this work. In aggregation, disaggregation, and near interactions, both coarse (MPI) and fine (OpenMP) partitions use the group as minimum computing entity. However, in the translation step a new approach is provided: fine partition is taken at group level whereas coarse partition is taken using integration points. This technique is scalable since both groups and integration points scale with √ N . It is worth mentioning that there is not redundant computation, resulting in scalable codes, and there is minimum data replication, which yields a very low memory footprint.
Load balancing is accomplished at a very low cost thanks to the oct-tree based space subdivision in addition to a hierarchical numbering. As above-mentioned, an optimal geometry subdivision trying different group sizes is performed during the setup of the algorithm. Then, the computational cost associated with each group is computed at runtime taking advantage of the oct-tree structure. Finally, a simple algorithm is used to distribute consecutive groups and integration points among processes, achieving a well-balanced workload at a very low cost. There are also two different levels to deal with load balancing: the MPI coarse level, explained above, and the OpenMP fine level. The coarse level uses a static load-balancing scheme whereas fine level group assignment is done on demand thanks to OpenMP dynamic and guided schedulers. This dynamic scheme easily corrects runtime imbalances among threads inside a process.
The main interchanges of data, those performed at the end of aggregation and translation, are carried out by means of point-to-point non-blocking communications that take place between neighbour processes. Since the communication partners do not change over time, the processes are organized as a static ring structure, allowing an efficient interchange of the data computed by each process. In addition, the MPI collectives are used as little as possible with the aim of limiting the impact of global communications in the scalability. Global communications that are performed throughout the algorithm have a static tree structure, where one process is the root and the other ones are leaves. MPI_Bcast is used to distribute groups data during the setup step and to provide the residual error (stop condition) at the end of each iteration. MPI_Scatterv is employed to spread the geometry information during the setup just as to distribute, at the beginning of each iteration, the updated pressure vectors. Finally, MPI_Gatherv is used to collect computed data (far interactions, near interactions, and solution pressure vectors once the desired residual error is reached).
Results
The results shown in this work have been obtained using the CMI cluster, which is part of the Clúster de Modelización Científica (Universidad de Oviedo -Spain). CMI consists of 32 nodes (with Red Hat EL 4 Update 7) linked through a 20 Gbps InfiniBand network. Each node contains 2 AMD Opteron quad-core processors at 2.3 GHz and 32 GB of RAM, resulting in a total of 256 cores and 1 TB of RAM. Furthermore, we have used Intel MKL 10.0.011 for linear algebra operations, HP-MPI 2.3 middleware for communications over InfiniBand, and AMD/GCC 4.2 to compile our source code. It is also worth mentioning that single precision complex arithmetic is used in our codes.
The nodes in the CMI cluster have a cache-coherent non-uniform memory access architecture, where each CPU socket (4 cores) has an integrated memory controller and can access the local memory faster than the remote memory. Therefore, each node may be viewed as two different nodes linked trough a HyperTransport [7] link. We have taken this into consideration and we have carried out the parallel executions using 2 MPI processes per node and 4 OpenMP threads per process, taking into account the CPU binding to maximize memory bandwidth and to minimize latency.
Since the availability of the cluster for benchmarking is limited, we decided to analyse rather small problems. The geometry of the obstacle analysed corresponds to an aircraft model of an Airbus A300 series used in the wind tunnel test. This aircraft has one wing and a type of wingshaped pylon to stand the model. The geometry has been used to obtain the distribution of the acoustic pressure at two different frequencies: 500 Hz and 1 kHz. As a consequence, two different meshes have been used to model the geometry. One of them consists of 253,836 triangles (500 Hz frequency) and the other one consists of 1,009,392 (1 kHz frequency) triangles. Each triangle corresponds to one unknown in the problem. Figure 2 shows the acoustic pressure on the wing of the aircraft. The engine noise is modelled by means of two point sources placed over the wing.
As we have shown earlier in the paper, the FMM algorithm consists of two parts: an initial setup and standard iterations. The initial setup is only performed once at the beginning of the problem solution whereas the number of required iterations is very dependent upon the geometry, requiring some tens of iterations in the case of an aircraft like the one shown. As a consequence, the setup usually takes much less time than the iterative solution. Hence, we chose to focus the study of the scalability on the MVP, that is the most computationally demanding operation of each iteration. Table 1 shows some benchmarking data and the group size (the cube-shaped group side measured in wavelengths) when using the adaptive group size algorithm. It is worth mentioning that 80 and 92 GMRES iterations were necessary to achieve a residual error smaller than 10 −2 , for the problems at 500 Hz and 1 kHz, respectively. In this work, the residual error of the predicted total pressure on the aircraft, used to stop the GMRES algorithm, is defined as follows:
where · 2 is the Euclidean norm (or 2-norm), p (i) is the iterate at step (i), K is the system matrix, and g is the excitation vector.
From Table 1 , it is possible to see that, for a given group size, a low increase of the memory use is produced with increasing the processors count. In addition, since the memory used by the FMM implemented here is related in inverse proportion to the group size, the memory use may diminish when increasing the processors count if the group size also increases. It is interesting to note that the direct solution of these problems -253,836 and 1, 009, 392 unknowns -would require an approximate memory of 480 GB and 7.4 TB, respectively. Meanwhile, the HP-FASS requires no more than 1.6 and 7.5 GB, respectively. reduces time-to-solution from more than 11 h to less than 5 min for the small problem, and from almost 93 h to less than 38 min for the big one.
Since the reference time was measured on 1 core, the relative efficiency may be defined as follows: Figure 4 shows the parallel efficiency of the MVP for both problems analysed in this study. For the whole cluster usage and moderate size problems, the tool developed in this work provides an efficiency around 60% (using the adaptive group size implementation). It is also worth mentioning the steep drop in the efficiency from 1 core to 8 cores. For the execution on 1 core, the only thread has all the level 3 cache (2 MB) and the full memory bandwidth (10.7 GB/s) of the CPU. Meanwhile, for the execution on 8 cores, 4 threads have to share the level 3 cache and the memory bandwidth of each CPU. This reduction in cache and memory bandwidth per thread has an impact on the translation step that is memory bounded. 
Conclusions
A hybrid implementation of the FMM applied to acoustic scattering problems is presented in this work. The developed software tool incorporates some techniques suggested by the authors that diminish as possible the constant factor of the FMM time cost while requiring an O(N ) memory cost. In addition, the memory footprint grows very slowly with increasing processors counts thanks to a low data replication. The scalability of the above-mentioned tool is demonstrated by means of execution times (MVP and global solution times) and efficiency metrics. The combination of the FMM as speedup for the MVP required by an iterative method with the highly scalable implementation shown in this paper results on an interesting engineering tool for noise control applications.
