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Cette thèse s’inscrit dans la problématique d’intégration de chaînes vidéo pour le trai-
tement de signaux issus de capteur CCD, dans le cadre des instruments d’observation de
la terre. L’accent est mis principalement sur le composant central de ces chaînes de traite-
ment, le double-échantillonneur corrélé. La solution générale retenue est l’intégration des
fonctions dans des circuits intégrés spécifiques (ASIC) analogiques dans des technologies
CMOS sub-microniques basse-tension.
Dans une première partie, les contraintes des capteurs CCDs sont présentées, tant au
niveau de la forme du signal que des différentes sources de bruit, conduisant à l’utilisation
du double-échantillonnage corrélé pour le traitement de ces signaux. S’en suit une com-
paraison des deux principales architectures pour cette fonction, la structure clamp et la
structure différentielle.
La préférence étant accordée à la structure clamp, son intégration en technologie
CMOS sub-micronique est étudiée. Sa sensibilité aux phénomènes d’injection de charges
générées par les commutateurs analogiques est démontrée. Pour palier à cette source d’er-
reur, une nouvelle architecture est proposée, qui réduit fortement les injections auxquelles
la structure est soumise.
Les performances de la nouvelle architecture sont principalement liées à celles de ses
amplificateurs opérationnels. Une étude compare donc les mérites de plusieurs architec-
tures d’amplificateurs opérationnels, en particulier l’amplificateur à deux étages, dont l’un
est cascodé, et l’amplificateur à un étage à cascode régulé. Le dispositif le mieux adapté
dans le cadre des chaînes vidéo est retenu. Nous nous attardons également sur le cas des
amplificateurs différentiels symétriques ainsi que sur les buffers réalisés à partir d’ampli-
ficateurs rebouclés, pour lesquels atteindre une grande précision se révèle un problème.
A partir de ces études, nous démontrons enfin la faisabilité de la chaîne vidéo à travers
la réalisation d’un ASIC de démonstration. Réalisé en technologie CMOS 0.35µm, avec
une alimentation en (0V,+3.3V), il est prévu pour le traitement de signaux CCD à 10
MHz avec une précision globale de 12 bits sur la chaîne complète.
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This thesis is about integration of CCD signals video processing chains for earth ob-
servation instruments. Its main focus is the central part of such chains, the correlated
double-sampler stage. The overall approach that has been selected is the integration of
the different functions into analog application-specific integrated circuits (ASIC) using
low-voltage submicronic CMOS technologies.
First, CCD sensors specificities are presented, including signal shape and noise sources,
explaining why the correlated double-sampling technic is used to process these signals.
Then, a comparative study is conducted between the two most used architectures of this
function, the clamp and differential architectures.
The clamp architecture is preferred, therefore its integration in submicronic CMOS
technology is studied. The architecture’s sensibility toward charge injection, coming from
switches, is demonstrated. This leads to the proposition of a new architecture, much less
constrained by charge injections.
Performances of the new architecture are mainly dependant on those of the operatio-
nal amplifiers it is made of. Several operational amplifiers architectures are then studied,
including the two-stage cascoded architecture and the one-stage regulated cascode archi-
tecture, so as to determine which one is preferable for the video chain. Special interest is
shown for symmetric differential amplifiers as well as buffer stages made out of amplifiers,
for which obtaining high linearity is not as straightforward as one could think.
Based on all these studies, demonstration of the video chain feasibility is made through
the creation of a demo ASIC. Designed in CMOS 0.35µm technology, with a 3.3V power
supply, it is capable of processing CCD signals at a 10MHz rate with on overall 12 bits
precision across the chain.
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tref Durée du palier de référence
tvid Durée du palier vidéo
treset Durée du pic de reset
δu Pourcentage de temps utilisable
tu−ref Durée du palier de référence utilisable
tu−vid Durée du palier vidéo utilisable
∆Aref Gabarit du palier de référence
∆Avid Gabarit du palier vidéo
|∆Vref/∆t| Pente moyenne de référence
|∆Vvid/∆t| Pente moyenne vidéo
|dVref/dt| Ondulation résiduelle sur le palier de référence
|dVvid/dt| Ondulation résiduelle sur le palier vidéo
Vu−signal Signal vidéo utile
Vobs Offset dû au courant d’obscurité
Vreset Niveau de reset
Vref Niveau du palier de référence
Vvid Niveau du palier vidéo
Vvidmin Niveau du palier vidéo pour un pixel saturé
∆Vvidmax Signal vidéo à la saturation (= Vref − Vvidmin)
Voff Tension d’offset
Bruit dans les CCDs
σphoton Bruit photonique
Nphoton Nombre de photon collecté par un pixel
Ne,sat Taille du puits de collection d’un pixel, en électrons
σreset,V Bruit de reset, en Volt
σreset,e Bruit de reset, en électrons
σwhite,V Bruit blanc, en volt
σshot,dark Bruit de Grenaille du courant d’obscurité
Ne,dark Nombre d’électrons généré par le courant d’obscurité
kB Constante de Boltzmann
T Température (Kelvin)
B Bande-passante équivalente de bruit
vTransistor MOS
µ0 Mobilité des porteurs (cm2/ (V · s))
µN Mobilité des électrons
µP Mobilité des trous
Cox Capacité d’oxide de grille par unité de surface (fF/µm2)
K = µ0Cox Paramètre de transconductance
W Largeur du transistor
L Longueur du transistor
VGS Tension grille-source
VDS Tension drain-source
Vth Tension de seuil
Vth0 Tension de seuil à tension source-substrat nulle
∆VG = VGS − Vth Excès de tension grille
gm Transconductance
gds Impédance drain-source d’un MOS
gs Impédance de sortie
RON Résistance du canal
Cgd Capacité parasite grille-drain
Cdb Capacité parasite drain-bulk
Cgs Capacité parasite grille-source
ψ0 Potentiel de jonction
Cps Capacités parasites de la source









CAN Convertisseur Analogique Numérique
DAC Digital-to-Analog Converter
CNA Convertisseur Numérique Analogique
LSB Least Significant Bit, bit de poids faible
Clamp
Kx Commutateur analogique x
φx Phase d’un commutateur analogique
εprec Erreur autorisée sur un étage
erf Fonction d’erreur de Gauss
vi
Amplificateur opérationnel
Ad (p) Gain en tension différentiel en boucle ouverte
Ad0 = Ad (0) Gain de plateau différentiel en boucle ouverte
Av Gain en tension
ad Gain en tension différentiel petit signal
av Gain en tension petit signal
aMC Gain en tension de mode-commun





PGBP Produit gain-bande passante
RComp Résistance de compensation
CComp Capacité de compensation
CL Capacité de charge
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Introduction générale
Les satellites d’observation de la terre, initialement utilisés par les militaires pour re-
pérer des mouvements de troupes ou des infrastructures, sont devenus très utilisés dans
le domaine civil pour obtenir de nombreuses informations sur la planète : le climat, la
végétation, l’urbanisation, les ressources naturelles, etc. C’est le cas, par exemple, du sa-
tellite américain Landsat depuis 1972, et en France, des différentes générations du satellite
SPOT depuis 1986.
Une fois passée la partie optique, le rôle de la capture d’image reste encore aujour-
d’hui attribué aux capteurs CCD. Ceux-ci nécessitent une électronique de traitement
analogique embarquée située avant la conversion analogique-numérique et l’émission des
données vers la terre. La conception d’une telle électronique de traitement pour ces sa-
tellites doit prendre en compte de sévères contraintes d’environnement, que ce soit la
température (-40˚ C,+125˚ C) ou bien les radiations. Deux solutions s’offrent aux différents
acteurs des programmes spatiaux. La première consiste à utiliser des composants du com-
merce. L’utilisation des capteurs CCD dans de nombreuses applications grand public a
en effet fait fortement augmenter l’offre dans ce domaine. L’inconvénient majeur de cette
solution est que ces composants commerciaux ne sont généralement pas prévus pour les
conditions d’utilisations spatiales et doivent donc subir de nombreux tests de caractérisa-
tions, sans garantie d’adéquation aux besoins. La deuxième approche consiste à concevoir
et à réaliser spécifiquement les composants en technologie intégrée, en prévoyant le design
et le layout pour supporter les radiations. Cette méthode permet également d’optimiser les
performances recherchées. Cette solution ASIC peut devenir particulièrement intéressante
lorsque le nombre de chaînes vidéo embarquées devient très grand.
Si cette méthode présente des avantages, elle reste confrontée à deux contraintes des
programmes spatiaux : les faibles volumes, qui intéressent peu les fondeurs, et la disponi-
bilité de la technologie sur toute la durée du programme (5 à 10 ans). Ces deux contraintes
nous poussent à utiliser une technologie commerciale dite "standard" comme le CMOS
(ou BiCMOS), principalement dédiée au numérique, et à faire appel à des centres multi-
projets (CMP, Europractice) pour accommoder les faibles volumes. Cela ne garantissant
tout de même pas la pérennité des technologies, les différents acteurs des programmes
spatiaux ont également intérêt à s’entendre sur des technologies communes. C’est ainsi
que différentes études de qualification des technologies menées avant et pendant le début
de cette thèse, entre autre au CNES et à Thalès Alenia Space (à l’époque Alcatel Alenia
Space), se sont arrêtées sur les différentes variantes de la technologie CMOS 0.35µm pour
leur futurs programmes spatiaux. Dans le cadre de l’observation de la terre, il s’agit par
exemple de la génération de satellites qui suivra Pléiades. En effet, les technologies à gra-
vure 0.35µm supportent en standard des tensions d’alimentations de 3.3V , ce qui est une
valeur quasi-minimale pour la conception de circuits intégrés analogiques performants.
Une tension d’alimentation plus faible obligerait à utiliser des structures rail-to-rail tout
au long de la chaîne pour ne pas trop perdre en plage de fonctionnement.
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Dans ce contexte, cette thèse s’intéresse à la faisabilité de l’intégration de chaînes
de traitement vidéo pour capteurs CCD en technologie CMOS basse-tension, et plus
particulièrement au composant central de ces chaînes qu’est le double-échantillonneur
corrélé. Les performances visées sont une vitesse de traitement de 10MHz ou plus, avec
une précision globale de 12 bits pour la chaîne.
Le premier chapitre s’intéresse aux chaînes de traitement commerciales fonctionnant
sous basse tension. Le but est d’en extraire l’architecture générale et de se faire une idée
des performances que l’on peut obtenir avec ce type de circuits. Le deuxième chapitre fait
l’inventaire des sources de bruits en provenance du capteur CCD et cherche à déterminer
comment elles vont se comporter vis-à-vis de la chaîne de traitement.
Le troisième chapitre entre dans le vif du sujet avec une comparaison entre les deux
méthodes classiques du double-échantillonnage corrélé, à savoir la méthode clamp et la
méthode différentielle. Dans le quatrième chapitre, les limitations qu’apportent une tech-
nologie CMOS basse-tension à la méthode clamp sont analysées et une nouvelle architec-
ture pour cette fonction est proposée, réduisant fortement les différentes sources d’erreurs.
Le cinquième chapitre est consacré au design d’amplificateurs opérationnels, asymé-
triques ou symétriques, pour application aux chaînes vidéo. Il s’attarde entre autre sur
la relative imprécision des structures "buffers" créées à partir d’amplificateurs à grand
gain. Enfin, le sixième et dernier chapitre présente un ASIC de démonstration réalisé au
cours de la thèse et intégrant un double-échantillonneur corrélé ainsi que plusieurs étages
d’accompagnement. Les résultats expérimentaux sont comparés aux prévisions issues de
la simulation.
Chapitre 1
Capteurs CCD et CCD processors
Introduction
Le concept de détecteur CCD fut proposé en octobre 1969 par Willard S. Boyle et
George E. Smith au Bell Telephone Laboratories. Aujourd’hui encore, le détecteur CCD
est le principal moyen d’acquisition d’images à haute résolution pour les satellites d’obser-
vation de la terre. La forme temporelle des signaux de sortie, très caractéristique, nécessite
la présence d’une chaîne de traitement vidéo, souvent appelée "CCD processor".
Fig. 1.1: Première démonstration du détecteur CCD par Boyle et Smith en 1969
1 Principe de fonctionnement du détecteur CCD
Le détecteur CCD est fondamentalement constitué d’une surface photosensible plane
positionnée au foyer d’un imageur optique. Le matériau de base de cette surface photo-
sensible est généralement le Silicium (Si) dopé à l’aide d’impuretés afin d’acquérir des
propriétés photoélectriques. Ainsi les photons incidents sont susceptibles de créer par
absorption des paires électron-trou dans le semiconducteur.
La surface photosensible du détecteur CCD est décomposée en un ensemble de cellules
électriquement indépendantes, les photosites ou pixels dont la taille est variable, de l’ordre
de quelques micromètres à plusieurs dizaines de micromètres (figure 1.2). Ces photosites,
correctement polarisés, permettent d’accumuler un grand nombre d’électrons générés sous
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l’effet du rayon incident. Le nombre d’électrons accumulés dépend du nombre de photons
incidents sur la surface photosensible, et donc principalement de la luminance de l’objet
observé et du temps d’intégration Ti. La qualité d’un détecteur CCD est déterminée par
son rendement quantique par pixel qui définit le taux de conversion photons-électrons. Ce
rendement quantique dépend de la longueur d’onde du rayon incident, notamment dans
le domaine spectral du visible : le rendement quantique est ainsi plus important dans le
rouge que dans le bleu et peut atteindre 90% pour des détecteurs CCD optimisés.
Fig. 1.2: Structure interne d’un détecteur CCD [Exp04]
La précision du détecteur CCD dépend de la taille minimale de la surface photosen-
sible. Ainsi, plus les pixels sont de faibles dimensions, plus la résolution angulaire sera
meilleure pour une optique donnée. La technologie actuelle présente pourtant des limita-
tions technologiques dans la réalisation de détecteurs CCD très précis : plus la taille des
photosites diminue, plus la quantité de charges accumulés dans le semiconducteur diminue
et dégrade alors la dynamique du détecteur.
Fig. 1.3: Représentation schématique du transfert des photocharges ligne à ligne
Une fois les photocharges collectées, un transfert doit être réalisé afin de récupérer en
sortie l’information utile. En considérant une matrice CCD composée de plusieurs lignes
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de photosites, les charges accumulées dans une ligne de photosites sont transférées dans la
ligne adjacente par polarisation séquentielle des cellules au moyen de phases (figures 1.3).
La dernière ligne de la matrice CCD est alors transférée dans un registre de lecture où
les pixels vont aussi être transférés séquentiellement par des phases plus rapides d’un pixel
adjacent à un autre vers l’étage de sortie final (figure 1.4). Les photocharges accumulées
dans le pixel précédent l’étage de sortie sont alors converties en une tension électrique.
Fig. 1.4: Transfert des photocharges dans le registre horizontal
Nous pouvons décomposer le fonctionnement du dispositif en trois étapes (figure 1.5) :
· Un condensateur est chargé à un niveau dit de précharge par la fermeture d’un
interrupteur qui applique une tension fixe de référence (tension de reset).
· L’interrupteur est ensuite ouvert. Au cours de cette transition, il apparaît une va-
riation de potentiel aux bornes de la capacité de lecture dont la valeur finale définit
le palier de référence en l’absence de photocharges. Cette variation non-souhaitée
est due essentiellement à l’injection de charges depuis le système de reset.
· Les photocharges sont ensuite injectées dans la capacité de lecture. La décharge de
celle-ci est donc proportionnelle au nombre d’électrons contenus dans un photosite.
Le niveau atteint est appelé le palier vidéo.
Fig. 1.5: Schéma de principe de l’étage de sortie du détecteur CCD et forme équivalente du
signal de sortie
L’information utile correspond donc à la différence de potentiel entre le palier vidéo
et le palier de référence. C’est cette information qui devra être traitée par l’électronique
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pour reconstituer l’image. Cette électronique externe permet de mettre en forme le si-
gnal (pré-traitement analogique), de numériser l’information utile (le convertisseur ana-
logique/numérique) puis de transférer l’information vers sa destination.
2 Le signal CCD
2.1 Principe
Les trois phases de la détection décrites précédemment permettent de définir trois
parties distinctes du signal vidéo CCD dans le cas des dispositifs rapides :
· Un pic de reset qui correspond à la tension de polarisation de la capacité de lecture.
Cette tension effectue une remise à zéro par rapport au pixel précédent.
· Un palier de référence : ce palier correspond à la tension de référence aux bornes
de la capacité de lecture après ouverture du système de reset.
· Un palier vidéo : ce palier correspond à la tension vidéo disponible aux bornes de
la capacité de lecture après le transfert de photocharges.
L’information utile relative à un pixel correspond donc à la différence de potentiel mesurée
entre les paliers de référence et vidéo, à laquelle on soustrait le potentiel de décalage du
registre en obscurité (c’est-à-dire du niveau des pixels en pré-lecture).
2.2 Grandeurs caractéristiques
Une étude plus approfondie de la forme d’un signal CCD demande la définition de
plusieurs grandeurs caractéristiques permettant de qualifier précisément le comportement
des différents paliers de référence et vidéo. Dans les définitions suivantes, nous traiterons
le palier vidéo et le palier de référence de manière équivalente, seul l’indice des grandeurs
caractéristiques les différenciant. L’indice ref renvoie au palier de référence tandis que
l’indice vid renvoie au palier vidéo.
Pour chaque palier (figure 1.6), un gabarit ou plage de tension acceptable est défini,
d’amplitude ∆Aref , qui permet de maximiser la durée du signal vidéo. A partir du temps
total affecté à un palier tref , on définit le temps utile tu−ref comme celui où le signal
est compris dans la zone d’amplitude acceptable ∆Aref . En fin de palier et dans la zone
d’acquisition, on peut définir les grandeurs suivantes :
· une pente moyenne ∆Vref/∆t du signal vidéo
· des ondulations résiduelles par rapport à cette pente moyenne caractérisées par une
amplitude crête à crête ∆Vref et une pente instantanée dVref/dt.
Le début du palier de référence utile est défini à partir de l’instant où le signal vidéo
entre dans le gabarit de référence. La fin du palier de référence utile est de la même façon
défini à partir de l’instant où le signal vidéo sort du gabarit de référence. Ces instants
sont reliés à la phase du détecteur φLS. Par défaut, la fin du palier de référence est défini
à partir d’un temps de palier de référence tref par rapport à la phase du détecteur. Les
incertitudes sur ces instants proviennent de trois phénomènes :
· Un biais initial BI qui correspond à une incertitude sur le réglage, sur la précision
de mesure
· Une dérive à court terme CT provoquée par une gigue, les alimentations, les effets
thermiques
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· Une dérive à long terme LT provoquée par le vieillissement du composant, les effets
provoqués par les radiations.
Pour tous les signaux vidéo, l’horloge de référence sera l’horloge détecteur φLS. Le réglage
initial de la fin de clamp sera situé à tref après son front montant.
Le tableau 1.1 regroupe ainsi un certain nombre de caractéristiques fondamentales
d’un signal CCD.
(a) Paramètres généraux (b) Paramètres relatifs aux paliers
Fig. 1.6: Définition des paramètres d’un signal CCD
Paramètres Pente moyenne vidéo |∆Vvid/∆t|
Cadence Point 1/Tpix Ondulation résiduelle sur |dVref/dt|
Durée du palier de référence tref le palier de référence
Durée du palier vidéo tvid Ondulation résiduelle sur |dVvid/dt|
Durée du pic de reset treset le palier vidéo
Durée de référence utile tu−ref Signal vidéo utile Vu−signal
Durée vidéo utile tu−vid = Vref − Vvid
Gabarit du palier de référence ∆Aref Signal vidéo à la saturation ∆Vvidmax
Gabarit du palier vidéo ∆Avid Offset dû au courant d’obscurité Vobs
Pente moyenne de référence |∆Vref/∆t| Tension de reset Vreset
Tab. 1.1: Caractéristiques fondamentales du signal CCD
Les besoins souhaités pour les chaînes vidéo d’instruments d’observation de la Terre
dans les années à venir sont quantifiés pour des applications fonctionnant à 10-30Mechs/s
et pour une précision fixée par le convertisseur analogique-numérique de résolution 12-14
bits. Si l’utilisation de nouvelles technologies à faible longueur de grille minimale permet
des gains importants en terme de rapidité, il est plus difficile d’évaluer à priori l’impact
de leur faible tension d’alimentation pour assurer un pré-traitement analogique dont la
précision est fixée par le codeur en sortie. La prise en compte du bruit maximal admissible
en sortie est primordiale pour le dimensionnement des fonctions analogiques. Nous nous
devrons donc d’analyser le compromis entre dynamique et vitesse qu’offrent ces nouvelles
technologies.
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3 Architecture des "CCD processors"
3.1 Description générale
La figure 1.7 présente l’architecture générale des "CCD processors". Les principaux
composants que l’on peut distinguer sont le pré-amplificateur d’entrée, le double-échantillonnage
corrélé, l’étage de sortie, le convertisseur analogique-numérique et la correction d’offset.
Fig. 1.7: Architecture générale des CCD processors [Bai]
3.2 Le pré-amplificateur d’entrée
Les chaînes vidéo utilisent généralement un étage pré-amplificateur d’entrée. Le rôle de
cet étage est de réaliser l’interface de bufferisation entre le détecteur CCD et la chaîne de
traitement vidéo. Il doit aussi adapter la dynamique des signaux afin d’obtenir une plage
d’utilisation maximale. L’avantage qui en découle repose principalement sur l’obtention
d’un rapport signal à bruit optimum de la chaîne de traitement.
3.3 Le double-échantillonnage corrélé
L’étage de double-échantillonnage corrélé, souvent abrégé CDS pour Correlated Double
Sampling, est l’étage typique des chaînes de traitement CCD. Son rôle consiste à échan-
tillonner les deux paliers de référence et vidéo et d’en calculer la différence. Il s’agit donc
principalement ici d’extraire le signal utile du signal CCD. Un deuxième rôle, non négli-
geable, du CDS est de diminuer le bruit sur le signal CCD. En effet, de part la nature de
son traitement, le CDS va éliminer en partie tous les bruits basse-fréquence.
Deux méthodes sont principalement utilisées pour réaliser l’opération de double-échan-
tillonnage corrélé1 :
· La méthode Clamp [MI74] utilise une capacité placée en série avec le chemin
emprunté par le signal (Fig. 1.8). Lorsque le signal d’entrée est à son palier de
référence, l’armature droite de la capacité se voit imposer une tension connue Voff
1Toutes deux sont décrites plus en détail dans le chapitre 3
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(sur la figure 1.8, Voff = 0V ) tandis que la gauche est connectée au signal d’entrée.
La capacité est donc chargée à une valeur de référence (Vref − Voff ). Au passage au
palier vidéo, l’armature droite de la capacité est reliée à la sortie de l’étage Clamp.
En raison de la non-discontinuité des tensions aux bornes d’une capacité, la tension
en sortie de l’étage clamp devient alors Vvid − (Vref − Voff ). Celle-ci est appliquée
en entrée d’un circuit échantillonneur-bloqueur (SHA). Ce denier bascule alors en
mode de maintien et mémorise ainsi la tension utile du pixel à laquelle est ajoutée
une tension de référence fixe Voff (tension de mode commun).
· La méthode différentielle [Bai] implémente littéralement le nom double-échan-
tillonnage corrélé. Deux circuits échantillonneur-bloqueurs récoltent parallèlement
les deux paliers de référence et vidéo (Fig. 1.8). Un amplificateur différentiel réalise
la différence sur les potentiels mémorisés, ce qui constitue la tension utile du pixel.
Un circuit échantillonneur-bloqueur supplémentaire mémorise cette valeur en sortie.
Fig. 1.8: Principe du double-échantillonnage corrélé (CDS), méthode Clamp et méthode diffé-
rentielle
D’autres méthodes moins classiques existent, réalisant l’opération de double-échantillon-
nage corrélé, notamment des méthodes à base de filtre [JSF97][WG90]. Ces dernières pré-
sentent une bonne précision mais sont malheureusement trop lentes pour les applications
visées ici.
Enfin, une approche complètement différente consiste à ne pas utiliser le CDS pour
brancher directement le convertisseur analogique-numérique. Les avantages sont évidents :
l’opération de soustraction des deux signaux se fait très simplement et rapidement dans
le domaine numérique. En contrepartie, les contraintes sur le convertisseur sont plus im-
portantes puisqu’il doit alors convertir et acquérir les deux paliers à chaque pixel.
3.4 L’étage de sortie
Une fois le signal utile récupéré et avant de l’envoyer vers le convertisseur analogique-
numérique, il convient d’amplifier celui-ci de façon à profiter au maximum de la dynamique
du convertisseur.
Dans beaucoup d’applications industrielles, ce circuit implémente un gain program-
mable qui permet au circuit de s’ajuster en fonction des conditions d’utilisations. C’est
le cas notamment des capteurs utilisés dans les appareils photos numériques qui doivent
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accommoder de grandes différences dans les niveaux d’éclairement, suivant que la scène
est en intérieur ou en extérieur par exemple. Si le gain est choisi de façon à optimiser
les scènes les plus éclairées, alors les détails des scènes plus sombres seront perdus dans
le bruit de quantification. Au contraire, si l’optimisation est prévue pour des scènes plus
sombres, les scènes plus claires apparaîtront complètement saturées.
Il est important de remarquer que la fréquence à laquelle le gain est changé varie
beaucoup d’une application à une autre. Dans le cas des appareils photos, il change pour
chaque photo. En ce qui concerne l’observation de la terre, les conditions d’utilisations
varient relativement peu. Le gain n’est donc changé que lors de calibrages et est fixe
pendant l’observation.
3.5 Le convertisseur analogique-numérique (CAN)
Il s’agit d’un composant essentiel dans le design d’un CCD processor. En effet, ses
performances sont souvent le principal facteur limitant de la chaîne. Ainsi, sa vitesse de
traitement limite le nombre d’images traitées chaque seconde et leur taille. Le bruit de
quantification impose une limite inférieure au bruit global dans la chaîne.
Différentes architectures existent pour ce convertisseur. Dans le cas du traitement de
pixels CCD, le point important est le débit de donnée, avec une importance moindre
pour le temps de latence le long de la chaîne. On se dirige donc naturellement vers des
structures de type pipeline.
3.6 La correction d’offset
La chaîne de traitement possède plusieurs sources possibles de tensions de décalage.
Tout d’abord, une première composante continue provient directement du capteur. En
effet, même si aucune lumière n’atteint le capteur, la génération thermique à l’intérieur
crée un ’courant d’obscurité’ dont le niveau dépend de la température du capteur. Il
peut donc être diminué en refroidissant le capteur, mais le plus simple est généralement
de directement soustraire la tension de décalage correspondante du signal. Pour cela, la
plupart des barrettes de capteurs CCD possèdent une série de pixels blindés ne pouvant
pas recevoir de lumière et qui servent de référence de décalage.
Ensuite, chaque fonction de la chaîne vidéo ajoute potentiellement une tension de
décalage, en particulier lorsqu’elle vieillit. Pour corriger ces erreurs, un algorithme de
filtrage numérique est généralement implémenté, par exemple dans un coeur de DSP. Le
signal de correction obtenu est alors ré-injecté dans la chaîne au travers d’un convertisseur
numérique-analogique. Le niveau de correction étant relativement faible par rapport à
la dynamique du signal, ce convertisseur nécessite une moins grande précision que le
convertisseur analogique-numérique.
4 Les CCDs processors commerciaux
4.1 Architecture
Il est difficile de déterminer avec précision l’architecture utilisée dans tel ou tel CCD
processor commercial, les industriels ne divulguant que peu de détails dans les "data-
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sheets". Néanmoins, les schémas de principes permettent de distinguer quelques variantes
essentielles. On peut également trouver des informations intéressantes au sein des Appli-
cations Notes des constructeurs [Bai][DL01][Ins93].
· Nombre de voies : de une pour les chaînes monochrome à trois pour les chaînes
gérant la couleur. Certaines chaînes à une voie gèrent la couleur en faisant trois fois
de suite la même acquisition avec un filtre différent devant le capteur CCD.
· Correction d’offset : suivant les modèles, celle-ci peut être laissée à l’utilisateur,
gérée partiellement ou bien totalement automatique.
· Inclusion d’un générateur de timing : certains modèles récents incluent un
générateur de signaux d’horloges qui pilote le capteur CCD en plus des différents
blocs du CCD processors, garantissant ainsi une meilleure synchronisation des deux
ensembles.
4.2 Performances
Les performances des CCD processors sont mesurées selon trois critères : la rapidité,
la précision et la consommation. En ce qui concerne la rapidité, elle est généralement
exprimée en MSPS, pour Millions of Samples Per Second, et correspond au débit de
pixels traités.
En ce qui concerne la précision, le nombre de bits en sortie du CAN n’est généralement
pas une indication suffisante. En effet, il faut aussi tenir compte de sa DNL, ou non-
linéarité différentielle2. Elle représente la déviation maximum dans la largeur d’un niveau
de sortie, qui devrait normalement être de 1 LSB [Ins00]. Par exemple, si le convertisseur
est donné avec un DNL de ±0.2, le constructeur garanti que la largeur d’un niveau de
sortie est d’au moins 0.8 LSB et d’au plus 1.2 LSB. La différence entre le nombre de bits
du convertisseur et sa DNL nous donnera un indicateur de sa précision.
La figure 1.9 présente une comparaison des performances de différents CCD processors
du commerce, commencée en 2004, avec leur tension d’alimentation et consommation pour
les plus performants. Le détail de leurs performances peut être trouvé dans la table 1.2.
Fig. 1.9: Comparaisons des CCD processors commerciaux
2Le convertisseur est aussi affecté par sa non-linéarité intégrale (INL) mais l’oeil humain y est beaucoup
moins sensible
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Quelques remarques peuvent être faites sur ces circuits. Tout d’abord, aucun CCD
processor ne propose une précision supérieure à 16 bits, et ceux qui s’en approchent pré-
sentent généralement une très mauvaise DNL. Deux raisons peuvent expliquer cela. Tout
d’abord, il est très délicat d’obtenir de telles précisions. Ensuite, à notre connaissance,
il n’y a pas d’application pour laquelle une telle précision est réellement nécessaire. Ceci
est aussi une conséquence des performances intrinsèques en linéarité des capteurs CCD.
Nous verrons dans le chapitre 2 comment le bruit en provenance du capteur CCD limite
la précision atteignable.
Pour les mêmes raisons, on ne trouve pas de processors au-delà des 40 MSPS. Bien qu’il
existe des convertisseurs analogique-numérique plus rapides, ils font appel à des structures
coûteuses comme les structures flash. De plus, une telle vitesse permet déjà de traiter des
images de 1.6 millions de pixels au rythme de 24 images par seconde, le rythme d’une
vidéo.
Au-delà de la vitesse et de la précision, l’un des points importants pour les CCD
processors est leur consommation. Bien que certains d’entre eux utilisent toujours des
tensions d’alimentations en +5V , la plupart sont alimentées en 3V ou 3.3V . Quant à
leur consommation, elle varie entre 140mW et 400mW pour les ’meilleurs’ CCD proces-
sors, tandis que certains modèles plus lents mais spécifiquement basse consommation se
contentent de 60mW .
Étonnamment, on ne trouve que très peu de nouveautés, pour ces cinq constructeurs,
entre le début de cette étude et la rédaction de ce manuscript. Seul Analog Device propose
un circuit AD9979 traitant des signaux à 65MS/s, avec une précision de 13.5 bits, pour
une consommation de 300mW environ [Dev07]. Il est à noter que ce circuit est alimenté en
+1.8V , ce qui est le signe d’une technologie plus fine. Aucun des quatres autres construc-
teurs ne proposent encore de circuit CCD processor avec ce même niveau d’alimentation.
Très probablement, ces constructeurs n’ont pas jugé le marché suffisamment intéressant
pour investir dans une nouvelle technologie pour cette gamme de produit.
Conclusion
Les capteurs CCDs permettent donc une acquisition d’image par la collection de pho-
tons et leur conversion en électron. Le signal de sortie d’un capteur CCD, très typique,
présente deux paliers appelés palier de référence et palier vidéo. En conséquence, une
chaîne de traitement est nécessaire à la sortie du capteur. Les CCDs processors du com-
merce remplissent les exigences recherchées en terme de performance (12 bits de précision
à 10MHz ou plus). En revanche, ils ne sont généralement pas qualifiés pour le spatial. Il
est donc nécessaire de concevoir un ASIC en technologie et/ou design durci.
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Composant Date Vitesse Précision Linéarité Tension Consommation
(MS/s) (bits) (bits effectif) d’alimentation
Analog Devices
AD9814 1999 7 14 13.2 5V 333mW
AD9822 1999 12.5 14 13.4 5V 385mW
AD9824 2002 30 14 13.5 3V 153mW
AD9826 2001 12.5 16 15.5 5V 400mW
AD9840A 2000 40 10 9.5 3V 155mW
AD9841(2) 2001 20 10(2) 11.6 3V 78mW
AD9845B 2003 30 12 11.5 3V 153mW
AD9847 2003 40 10 9.6 3V 450mW
AD9849 2003 30 12 11.6 3V 450mW
AD9944 2004 25 12 11.7 3V 79mW
AD9945 2003 40 12 11.5 3V 140mW
AD9949 2004 36 12 11.5 3V 320mW
AD9979 2007 65 14 13.5 1.8V 300mW
TI - Burr Brown
VSP3010 2000 12 12 11.7 5V 500mW
TLV990-13 2000 13 10 9.5 3V 150mW
VSP2267 2002 12 12 11.5 3.3V 138mW
VSP3210 2000 8 16 14.5 5V 350mW
TLV990-40 2004 40 10 9.5 3V 200mW
VSP1221 2004 21 12 11.5 3V 90mW
VSP2272 2001 28 12 11.5 3V 96mW
VSP2254 2002 36 14 12 3V 210mW
Holtek
82V26V150 2004 25 16 15 5V 400mW
82V36V130 2004 6 16 14.5 3.3V 56mW
82V842V10 2004 20 10 9.4 3V 70mW
Philips
TDA8783 2002 40 10 9.8 5V 483mW
TDA8784 2002 18 10 9.8 5V 483mW
TDA8787A 2002 18 10 9.5 3V 190mW
TDA9952 2002 25 10 9.5 3V 135mW
TDA9962 2002 30 12 11.5 3V 130mW
TDA9965A 2004 40 12 11.5 5V 425mW
Exar
XRD98L56 2001 27 10 9.25 3V 150mW
XRD98L63 2003 30 12 11.5 3V 120mW
XRD9836 2003 15 16 14.7 3.3V 280mW
Tab. 1.2: Caractéristiques des CCD processors commerciaux
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Chapitre 2
Bruit dans les capteurs CCD et
double-échantillonnage corrélé
Introduction
Le principe du double-échantillonnage corrélé appliqué au traitement du signal CCD a
été originellement utilisé pour diminuer l’impact du bruit thermique provenant du système
de reset sur le signal. La première partie de ce chapitre est consacrée à un inventaire des
bruits générés par les détecteurs CCD. Dans un deuxième temps, la façon dont ceux-ci sont
transformés par le double-échantillonnage corrélé est étudiée. On expliquera également
pourquoi les problèmes de mode-commun dans les chaînes CCD récentes imposent le
double-échantillonnage corrélé, indépendamment du bruit.
1 Le bruit dans les capteurs CCD
Dans une chaîne vidéo CCD idéale, les performances de la chaîne sont données par
celles du capteur CCD. Ces dernières sont généralement limitées par l’ensemble des sources
de bruits au sein du détecteur. Notre but ici est de donner un aperçu de ces différentes
sources de bruits [Com03a].
La distinction principale que l’on peut faire entre les différentes sources de bruits dans
les détecteurs CCD est la suivante :
♦ Les bruits temporels : On entend par là tous les bruits qui peuvent être mesurés
entre un pixel d’une image et le même pixel pris sur la même image à un instant
ultérieur. Ils sont donc la raison pour laquelle l’observation successive d’une même
scène ne donnera pas deux images rigoureusement identiques à la sortie du détecteur
CCD.
♦ Les bruits spatiaux : On entend par là tous les bruits qui peuvent être mesurés
entre deux pixels différents au sein du détecteur CCD lors de l’observation d’une
scène dont la luminance en chaque point est parfaitement uniforme. Ils sont donc la
raison pour laquelle l’observation d’un fond uni donnera une image non-uniforme à
la sortie du détecteur CCD.
La raison pour laquelle ces deux types de bruits sont distingués vient du fait qu’ils ne
peuvent pas être corrigés de la même façon.
♦ Les bruits temporels peuvent être réduits par des techniques de moyennage, en
15
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observant plusieurs fois chaque scène. Cela se fait bien entendu au détriment de la
rapidité d’acquisition du système.
♦ Les bruits spatiaux ne sont pas influencés par les techniques de moyennage. Ils
peuvent par contre être améliorés par des techniques de correction de gain et d’off-
set, notamment la soustraction d’une image de référence.
Il est à noter que cette dernière technique a pour inconvénient de multiplier par
√
2 la
densité de bruit des bruits temporels sur l’image, ceux-ci étant supposés non-corrélés entre
l’instant de prise de vue et celui de l’image de référence.
1.1 Les bruits temporels
a) Bruit photonique
Il s’agit d’un bruit de Grenaille lié à l’arrivée aléatoire des photons sur le détecteur. Les
instants d’arrivée des photons étant régis par la loi de Poisson, l’incertitude sur le nombre




où Nphoton est le nombre moyen de photons collectés. Ce phénomène naturel impose donc







où Ne,sat est le nombre maximal d’électrons que peut collecter chaque pixel. Pour un
puits de collection d’une capacité de 200ke−, ce qui correspond assez bien aux détec-
teurs actuels [Com04][Com03b][Com01][Ins01], cela donne un SNR théorique maximal de
SNRmax ' 447 soit une résolution légèrement inférieure au 1/2 LSB d’un CAN 8 bits.
Remarque. Pour une capacité de lecture de 1pF , cela correspond à une variation de





1, 6.10−19 · 200.103
10−12
= 320mV (2.3)
Dans ces conditions, on peut raisonnablement se demander quel est l’intérêt de conce-
voir une électronique de traitement avec une précision de 12 bits ou plus. La réponse
repose sur l’observation de zones faiblement éclairées. Si le signal moyen est de faible am-
plitude, alors le rapport signal à bruit est encore plus mauvais mais le rapport niveau de
saturation à bruit s’améliore. Ainsi, pour un signal moyen de 10000e−, soit 1/20ieme de la
capacité maximum des pixels, le bruit photonique est de 100e−, soit une diminution d’un
facteur 4 par rapport au bruit sur un signal au niveau de saturation. Dans ce cas, l’impré-
cision due au bruit sur le signal correspond au 1/2 LSB d’un CAN 10 bits (toujours pour
un puits de 200ke−). On constate bien que prévoir une électronique de traitement à haute
résolution en terme de nombre de bits significatifs permet une meilleure observation des
zones faiblement éclairées. L’évolution du rapport signal à bruit est présentée figure 2.1.
b) Bruit de Grenaille de courant d’obscurité
Dû aux jonctions PN nécessaires pour la création du détecteur, un certain nombre
d’électrons sont générés thermiquement et attirés dans le puits de collection durant chaque
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Fig. 2.1: Evolution du rapport signal à bruit en fonction de l’éclairement du pixel, pour un puits
de 200000e−, exprimée en résolution équivalente d’un CAN
prise de vue. Ce phénomène est appelé courant d’obscurité car il s’agit d’un courant
entrant dans le pixel même lorsque celui-ci n’est pas éclairé. C’est un phénomène de
génération essentiellement thermique, c’est pourquoi certains systèmes refroidissent le
détecteur pour en diminuer l’impact. Sur un détecteur moderne, ce courant double tous





où Ne,dark est le nombre moyen d’électrons par unité de temps collectés par le pixel en
provenance du courant d’obscurité.
c) Bruit de reset
Fig. 2.2: Schéma de principe de l’étage de sortie du capteur CCD
L’étage de sortie d’un détecteur CCD est constitué d’une capacité de lecture, qui
convertit les charges collectées en une tension, et d’un étage suiveur (figure 2.2). Entre
chaque pixel, la tension aux bornes de cette capacité est ré-initialisée à un niveau de reset
par la fermeture d’un transistor MOS. Ce dernier est la cause d’un bruit thermique, en
provenance de la résistance de son canal, qui va créer une incertitude sur le niveau de
reset et par extension sur le signal. Exprimé en Volts efficaces, l’expression de ce bruit est





où kB est la constante de Boltzman, T la température en Kelvin, B la bande-passante
équivalent de bruit en Hertz et RON la résistance du canal en Ohms. Ce bruit peut






où C est la valeur de la capacité de lecture en Farad et q la charge fondamentale d’un élec-
tron en Coulomb. Cette relation est à l’origine du terme ’bruit en kBTC’ parfois employée
pour désigner le bruit de reset attribué au commutateur analogique. Dans la relation (2.6),
on a fait l’hypothèse que la bande passant équivalent de bruit B = (pi/2) / (2piRONC) est
imposée par la constante de temps RONC.




1, 38.10−23 · 300 · 1.10−12
1, 6.10−19
' 402e− (2.7)
En dehors du bruit photonique, ce bruit de reset est généralement la principale source
de bruit en sortie d’un détecteur CCD et est la raison historique pour laquelle le double-
échantillonnage corrélé est utilisé pour traiter les signaux CCD [MI74].
d) Bruit du suiveur de tension
Nous devons également prendre en compte le bruit introduit par le suiveur de tension
en sortie du capteur CCD, qui permet de transmettre le signal sous basse-impédance.
Nous considérerons dans un premier temps le schéma de la figure 2.2.
La détermination du rapport signal sur bruit est conditionnée par la bande passante
équivalente de bruit imposée par le double-échantillonneur corrélé. Aussi, nous raisonne-
rons à partir des densités spectrales quadratiques avec l’hypothèse qu’elles sont apério-
diques (bruit blanc). La figure 2.3 représente un schéma petit signal du suiveur de tension
avec ses principales sources de bruit.
Fig. 2.3: Schéma petit signal du suiveur de tension de la figure 2.2 avec ses principales sources
de bruit.
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La tension de bruit σRON correspond à une densité spectrale de bruit SeRON = 4kBTRON .
Si le gain en tension intrinsèque av du suiveur est :
av =
gm/ (GL + gds)
1 + gm/ (GL + gds)
(2.8)
la densité spectrale quadratique en sortie attribuée à RON est alors :
SeRONout = |av|2 4kBTRON (2.9)
L’intensité du courant de polarisation ID du MOS suiveur de tension génère un bruit
de grenaille
√





La conductance de charge GL génère un bruit d’origine thermique :
SiGL = 4kBTGL (2.11)
Avec l’hypothèse que les sources de bruit ne sont pas corrélées, les sources de courant
ind et iGL débitent "dans" la source du transistor. La conductance dynamique "vue"




= gm +GL + gds (2.12)
Nous en déduisons la densité spectrale quadratique de bruit générée par les trois
sources :





|gm +GL + gds|2
(2.13)











On remarque que diminuer l’influence du suiveur sur le bruit passe par une augmen-
tation du gm du MOS suiveur. Ce dernier devra donc être polarisé avec un fort courant
drain et dessiné avec une valeur élevée du rapport W/L.




' RON , on obtiendrait une pénalité d’un facteur√
2 sur la tension de bruit en sortie du buffer.
e) Cas du suiveur à charge active
La résistance RL du suiveur de sortie est fréquemment obtenue à partir d’une charge
active (fig. 2.4). Afin de minimiser la tension de bruit introduite par le miroir de courant
M2 −M3, on ajoute la capacité C3 de façon à obtenir une valeur élevée de la constante
de temps C3/gm3 . Ainsi, la grille de M2 est à la masse d’un point de vue dynamique. La
figure 2.5 représente le schéma équivalent petit signal avec ses différentes sources de bruit.




= gm + gds + gds2 (2.15)
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Fig. 2.4: suiveur de tension à charge active
Fig. 2.5: Schéma petit signal du suiveur de tension à charge active avec ses principales sources
de bruit.
La densité spectrale de bruit en sortie a pour expression :




[gm + gm2 ]
|gm + gds + gds2|2
(2.16)














Avec le filtrage de la tension de grille, le bruit sera minimisé si gm2  gm, ce qui impose
un transistor relativement étroit.
Ces calculs montrent que le suiveur de tension n’introduit donc pas une forte pénalité
sur le rapport signal à bruit du signal vidéo disponible
f) Bruit en 1/f
En plus du bruit blanc, l’amplificateur de sortie génère également un bruit en 1/f, ou
flicker noise, c’est à dire un bruit dont la densité spectrale quadratique varie de façon
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inversement proportionnelle à la fréquence. C’est donc la source de bruit dominante à
basse fréquence et on peut trouver dans tout détecteur CCD une fréquence à partir de
laquelle le bruit blanc devient prédominant sur ce bruit en 1/f. On parle alors de palier
de bruit puisque sa puissance ne diminue plus avec la fréquence.
1.2 Bruits spatiaux
a) Non-uniformité du courant d’obscurité
Le courant d’obscurité étant dû à des imperfections au sein du détecteur CCD, il
s’ensuit qu’il n’est pas identique d’un pixel à l’autre de la matrice de détection. Ce bruit
ajoute donc sur chaque image un faible motif ressemblant à un échiquier. Un moyen simple
de réduire ce bruit consiste à prendre une image de référence en l’absence d’éclairement
("dark frame") que l’on vient ensuite soustraire à chaque prise de vue. Il est bien évidem-
ment nécessaire de prendre cette image de référence à la même température et avec le
même temps d’exposition que les photos réelles. Enfin, il est important de noter que si le
bruit de non-uniformité de courant d’obscurité est quasiment éliminé par cette méthode,
en revanche elle multiplie par
√
2 le bruit de Grenaille de courant d’obscurité.
b) Non-uniformité de la réponse photo-sensitive
De part les variations de process lors de la fabrication du détecteur CCD, tous ses pixels
ne présentent pas la même réponse à la lumière incidente. Tout comme pour le bruit de
non-uniformité du courant d’obscurité, le résultat est un motif en échiquier lors de l’ob-
servation d’une scène uniforme. Pour ce débarrasser de ce bruit, on recourt à une méthode
appelée ’flat-fielding’ pour laquelle une image de référence d’une scène parfaitement uni-
forme est utilisée comme étalon de calibrage. A nouveau, cette procédure multiplie par√
2 les bruits de Grenaille sur l’image.
1.3 Evaluation des bruits dans un détecteur CCD
Kodak présente dans une de ses notes d’application une méthode intéressante pour
évaluer les différents bruits au sein d’un détecteur CCD [Com03a]. Celui-ci est placé en face
d’une scène parfaitement uniforme que l’on vient éclairer pendant un temps plus ou moins
long pendant l’acquisition d’une image. Pour des temps d’éclairement courts, le bruit sur le
signal est relativement constant et correspond au palier de bruit du détecteur, c’est-à-dire
le niveau de bruit minimum du détecteur. Passé un certain seuil d’éclairement, le bruit
devient dominé par le bruit de Grenaille et celui-ci augmente donc avec l’éclairement selon
une loi en racine carrée. Enfin le bruit diminue à nouveau lorsque l’éclairement est suffisant
pour saturer le puits de collection. Cette méthode permet entre autre de déterminer la
dynamique du détecteur, c’est-à-dire le rapport entre le nombre d’électrons que le puits
de collection peut contenir et le nombre d’électrons correspondant au palier de bruit.
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Fig. 2.6: Courbe de transfert photonique d’un capteur CCD Kodak [Com03a]
2 Réponse du double-échantillonnage corrélé
aux différents bruits du CCD
2.1 Réponse au bruit de reset et autres bruits basse-fréquence
Originellement, la méthode de double-échantillonnage corrélé a commencé à être em-
ployée pour le traitement des signaux CCD pour réduire l’impact du bruit de reset, in-
troduit par le commutateur analogique, sur le signal. Le raisonnement est assez simple.
Comme on peut le voir sur la figure 2.2, le commutateur de reset est directement connecté
à la capacité de lecture dans l’étage de sortie du CCD. Il va donc ajouter son bruit ther-
mique à la charge de cette capacité, mais uniquement durant la phase de reset. Lors du
passage en phase de référence, le commutateur analogique est ouvert et la capacité de
lecture a donc ’échantillonné’ une valeur instantanée de ce bruit. Celui-ci ne variant plus
au cours d’un pixel, il est le même pendant le palier de référenc t le palier vidéo. Lorsque
les niveaux de ces deux paliers sont retranchés par l’opération de double-échantillonnage
corrélé, ce bruit de reset est soustrait à lui-même et disparaît.
De la même façon, tous les bruits dont la fréquence est basse par rapport à la fréquence
pixel vont ainsi être réduits par le double-échantillonnage corrélé. Cela inclut les variations
de niveau moyen dues à la restoration du mode-commun dans les chaînes plus récentes.
En effet, les capteurs CCD même récents ont des tensions d’alimentations jusqu’à 20V et
un niveau moyen en sortie de l’ordre de 10V [Com04][Ins01]. Le traitement de tels signaux
par un circuit intégré en technologie basse-tension nécessite une liaison capacitive et un
système de restoration de mode-commun. Une des conséquences d’une telle liaison est que
le niveau de référence change lentement au cours de la lecture d’une ligne, pas assez pour
avoir une réelle influence sur un pixel mais suffisamment lorsque l’on compare les pixels
de début et fin de ligne. Ce changement peut être assimilé à un bruit basse-fréquence sur
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le signal et lui aussi va être éliminé par le double-échantillonnage corrélé.
Bien sûr, cette technique n’est pas sans inconvénients. On comprend aisément que si
les bruits basse-fréquence sont réduits, les bruits haute-fréquence, qui ne sont pas corrélés
entre palier de référence et palier vidéo, sont probablement quand à eux augmentés. C’est
le sujet des sections suivantes.
2.2 Réponse au bruit en 1/f
La réponse du double-échantillonnage corrélé vis-à-vis du bruit en 1/f à son entrée
a été étudiée en détail par R J. KANSY dans [KAN80]. Si l’on exprime la puissance de
bruit en entrée par e2in (f) = e2F/ |f |, l’auteur montre que la valeur efficace de bruit en
sortie peut se mettre sous la forme :
v2out = e
2
Fg (ωc∆T ) (2.18)
où ωc représente la bande-passante du système CDS, ∆T le temps entre l’échantillonnage
du palier de référence et celui du palier vidéo et g est une fonction positive croissante.
La conclusion de cette étude est simple : plus l’écart entre les deux échantillons sera
faible vis-à-vis de la bande passante du système, plus faible sera le niveau de bruit en sortie
en provenance du bruit en 1/f en entrée. Vu autrement, la bande-passante du système doit
être choisie la plus faible possible tout en gardant des temps d’établissement suffisant.
2.3 Réponse au bruit blanc
Une étude plus poussée de la réponse du double-échantillonnage corrélé vis-à-vis du
bruit peut être trouvée dans [PM91]. Cette étude vise en partie à vérifier l’affirmation
selon laquelle les bruits basse-fréquence sont éliminés par la structure. La conclusion en
est que, si ces bruits sont éliminés, cela ne signifie pas pour autant que le spectre de bruit
en sortie soit nul à basse-fréquence. En effet, l’échantillonnage crée un effet de repliement
dont le résultat est un plateau de bruit à basse-fréquence, provenant du bruit blanc à
haute-fréquence en entrée. L’auteur montre que l’amplitude de ce plateau dépend de la
bande-passante du système, qui une fois de plus doit être prise la plus petite possible.
Conclusion
Nous avons pu voir dans ce chapitre que les capteurs CCD sont le siège de nombreux
bruits tant temporels que spatiaux. Parmi ceux-ci, le bruit de reset est à l’origine de
l’emploi du double-échantillonnage corrélé pour traiter les signaux CCD. Depuis, cette
structure permet également d’accommoder les importants écarts de mode-commun entre
capteur CCD et CCD processor. Enfin, nous avons apporté un aperçu du comportement
de la structure double-échantillonnage corrélé vis-à-vis du bruit en provenance du CCD,
avec la conclusion générale que la bande-passante du système CDS doit être choisie au
plus juste pour diminuer l’influence du bruit. De plus, un filtre passe-bas supplémentaire
en sortie de chaîne vidéo, c’est-à-dire à l’entrée du CAN, peut s’avérer nécessaire pour
réduire les remontées de la densité spectrale quadratique aux hautes fréquences ; cette
remontée étant attribuée à la chute du module du gain de boucle des circuits au voisinage
de la fréquence de coupure haute.
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Chapitre 3
Comparaison des méthodes de
double-échantillonnage corrélé
Introduction
Nous avons pu voir dans les chapitres précédents que l’opération de double-échantillon-
nage corrélé est une étape fondamentale dans le traitement d’un signal CCD. Nous avons
également vu que deux méthodes pour effectuer cette opération sont généralement uti-
lisées : la méthode Clamp et la méthode différentielle. Ce chapitre vise à déterminer
laquelle de ces deux méthodes est la plus propice à une intégration en technologie CMOS
basse-tension.
1 Timings
Afin de pouvoir comparer les deux méthodes de double-échantillonnage corrélé, il est
nécessaire de commencer par établir le timing de chacune. Celui-ci est présenté à la fi-
gure 3.1, avec une liste de chaque paramètre impliqué à la table 3.1.
Il est à noter que les temps disponibles pour effectuer les acquisitions des niveaux de
référence et vidéo sont toujours inférieurs à la durée théorique du palier concerné. En
effet, le signal CCD pratique est assez éloigné du signal idéal. Des phénomènes d’oscilla-
tions transitoires accompagnent chaque changement de niveau, diminuant ainsi le temps
pendant lequel le signal est réellement établi avec la précision souhaitée (Voir figure 3.2).
Nom Symbole Valeur Expression
Fréquence d’échantillonnage fech 10MHz 1/Tpix
Période Pixel Tpix 100ns 1/fech
Temps de reset treset 25ns (1/4)Tpix
Temps de référence tref 37.5ns (3/8)Tpix
Temps vidéo tvid 37.5ns (3/8)Tpix
Pourcentage de temps utilisable δu 90%
Temps de référence utilisable tu−ref 33.75ns tref . δu
Temps vidéo utilisable tu−vid 33.75ns tvid. δu
Amplitude maximale du signal ∆Vvidmax 500mV
Tab. 3.1: Timings du signal CCD
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Fig. 3.1: Timing du signal CCD et des méthodes Clamp et différentielle
Fig. 3.2: Signal CCD à 10MS/s
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Il est à noter également que ces temps d’acquisition pour les deux signaux se retrouvent
dans chaque méthode même si, comme nous le verrons plus loin, les éléments effectuant
l’acquisition ne sont pas les mêmes dans les deux cas. Enfin, la méthode différentielle
nécessite un échantillonneur-bloqueur supplémentaire par rapport à la méthode Clamp. En
pratique, les contraintes sur cet étage peuvent être allégées en démarrant l’échantillonnage
plus tôt, sans attendre que l’étage précédent soit complètement établi. En contrepartie,
ce temps d’échantillonnage allongé diminue d’autant le temps disponible pour effectuer la
conversion analogique-numérique. Un compromis devra donc être dégagé.
2 Etude petit signal
2.1 Méthode Clamp
a) Modélisation du "switch" en régime ohmique
Le but de cette section est de démontrer que, en ce qui concerne la réponse temporelle
du système Clamp, le commutateur analogique réalisé par un transistor MOS peut être
modélisé par une simple résistance RON à condition que sa tension drain-source reste
relativement faible par rapport à VGS−Vth. Pour cela, nous allons comparer l’établissement
de la charge de la capacité CClamp à partir du modèle petit signal du transistor MOS et
en le remplaçant par une résistance RON . Le schéma considéré est celui de la figure 3.3.
Fig. 3.3: Circuit Clamp, modélisation du commutateur analogique
Le courant traversant le transistor MOS, en zone ohmique du régime de forte inversion,
est donné par l’équation 3.1. Pour simplifier la suite des calculs, nous poserons β =













2 (∆VG) (VClamp − VBIAS)− (VClamp − VBIAS)2
]
L’étude du circuit conduit à l’équation différentielle 3.2. Une fois inséré le courant
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dans le transistor, on obtient alors l’équation 3.3, où l’on a posé τ0 = CClamp/ (2β∆VG).
ID (t) = CClamp










− (VClamp − VBIAS)
τ0
(3.3)
L’étude de cet équation va permettre d’en dégager les solutions générales et particulières.











VClamp (t) = VBIAS −














A partir de cet équation, nous pouvons étudier la différence entre la réponse du circuit
clamp (VClamp (t)) et celle du circuit où le MOS est remplacé par une résistance RON
(VClampmodel (t)).
VClampmodel (t)− VClamp (t) =
























Cette dernière équation a été normalisée en posant tα = t/τ0 et Vα = (VBIAS − VClamp (0)) /∆VG.
Étant donné que notre système requiert une précision importante, le temps de stabilisa-
tion du signal sera généralement tel que tα ≥ 10. Dans ce cas, on peut négliger le terme
en exponentielle décroissante devant 1, et simplifier ainsi l’équation.






Nous pouvons donc écrire le terme d’erreur résultant du temps d’établissement du filtre
créé par la résistance de clamp et le switch analogique comme la somme du terme d’erreur
résultant d’un filtre RON ∗C seul et du terme supplémentaire que nous venons de calculer.
La figure 3.4 présente une simulation de la réponse du circuit Clamp à un écart de 200mV
pour une capacité de 1pF et un commutateur avec une résistance de canal RON = 1kΩ
(VClamp) à comparer avec la même simulation où le commutateur a été remplacé par une
résistance de 1kΩ (VClampmodel). Cette simulation confirme bien que la différence entre
modèle et circuit réel VDiff est négative, c’est à dire que le circuit réel converge plus
rapidement que le circuit modélisé. Le seul risque que l’on court donc à modéliser le
commutateur par une résistance fixe est un léger sur-dimensionnement des constantes de
temps.
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Fig. 3.4: Comparaison entre réponse du système Clamp avec un transistor MOS de résistance
de canal 1kΩ et une véritable résistance de 1kΩ
Pour le reste de l’étude au premier ordre, le MOS en régime ohmique sera donc rem-
placé dans les calculs par une résistance RON . Pour déterminer les dimensions d’un tran-
sistor ayant la valeur souhaitée de résistance, un simulateur de type SPICE est utilisé.
Nous faisons également appel à une relation entre la résistance et la transconductance
d’un transistor MOS. En zone ohmique, le courant traversant le transistor est donné par




























En zone active "source de courant", le courant est donné par l’équation 3.11, ce qui nous













(VGS − Vth) = 2β∆VG (3.12)
Ainsi, pour une tension VGS donnée, la résistance du MOS en zone ohmique est donc l’in-
verse de sa transconductance en zone source de courant. Les simulateurs SPICE donnant
facilement cette dernière, il est plus intéressant de l’utiliser pour déterminer les dimensions
du MOS plutôt que d’essayer de mesurer une pente sur sa caractéristique. La figure 3.5
présente les variations de RON pour plusieurs longueurs L de canal et différents VGS, dans
les conditions du circuit Clamp.
b) Phase de référence
Dans cette partie, nous allons étudier la réponse petit signal du circuit au premier
ordre lors de l’établissement du niveau de référence (figure 3.6). Le modèle utilisé pour le
buffer d’entrée est celui d’un amplificateur opérationnel avec une constante de temps au
premier ordre, re-bouclé au gain unitaire. Le gain et la constante de temps du buffer en














Fig. 3.5: Résistance RON de transistors MOS canal N utilisés dans le circuit Clamp en fonction
de leur tension grille-source. W/L = 10 avec L = 0.35µm(◦), 0.5µm(), 1µm(O) (technologie
AMS CMOS 0.35µm)
Fig. 3.6: Méthode Clamp, phase de référence













Le signal à la sortie du buffer, et donc en entrée du clamp, a la forme suivante.




A partir de ce signal, on arrive à déduire l’équation différentielle qui nous donnera le signal
en sortie du clamp, avant l’échantillonneur-bloqueur. En effet, celui-ci ne sera traversé par
le signal que pendant la phase vidéo. On posera τON = RONCClamp.
dVClamp (t)
dt









La solution de cette équation différentielle, une fois prises en compte les conditions ini-
tiales, est donnée par l’équation 3.16, dans laquelle ∆Vref représente l’écart entre le niveau
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de référence du pixel courant et le niveau de référence du pixel précédent.














Il peut être intéressant de poser τbuf = 0 dans l’équation 3.16 de façon à vérifier le








On retrouve bien l’équation du circuit du premier ordre formé par la capacité de clamp
et la résistance du MOS, en train de rattraper l’écart dans le niveau de référence entre
deux pixels consécutifs.
Pour simplifier l’étude du signal, on supposera par la suite que ∆Vref = 0, c’est à dire
que les changements de niveau de référence d’un pixel au suivant sont suffisamment faibles
pour que leur impact sur le temps de réponse du circuit soit négligeable. Cette hypothèse
est raisonnable dans le sens où, si le circuit clamp est destiné à absorber des changements
de niveau de référence, ceux-ci sont généralement très progressifs dans le temps. Le signal
peut alors être mis sous la forme d’une exponentielle décroissante couplée à un terme
d’erreur.





1 + EVClamp (t)
)
(3.18)
















En l’absence de buffer d’entrée, le terme d’erreur devient EVClamp (t)
∣∣∣∣
τbuf=0
= −1, ce qui
fait disparaître le terme en exponentielle décroissante dans le signal. Cela est cohérent
avec notre hypothèse ∆Vref = 0, puisqu’il n’y a alors plus d’écart de niveau de référence
à rattraper.
L’étude du terme d’erreur EVClamp (t) montre qu’il est toujours négatif, quelque soit
les valeurs respectives de τbuf et τON . On peut donc obtenir un jeu de constante de
temps pour le buffer d’entrée et le clamp en choisissant τON tel que l’erreur provenant
de l’exponentielle décroissante soit inférieure à notre erreur maximum autorisée, puis en
choisissant τbuf tel que
∣∣EVClamp (tu−ref )∣∣ ≤ 2. Avec les timings déterminés précédemment
pour un signal CCD à 10MHz et pour une précision attendue de 12 bits, cela conduit à
τON = 3.74ns et τbuf = 1.87ns (figure 3.7).
Pour une capacité de Clamp de 1pF, une résistance équivalente RON ' 3.74kΩ conduit
par exemple à un MOS de dimensions W/L = 1.2µm/0.5µm, pour VGS = 2V , en techno-
logie AMS CMOS 0.35µm.
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Fig. 3.7: Variation du terme d’erreur EVClamp (t) pour t = tu−ref = 33.75ns et τON = 3.74ns
en fonction de τbuf
Une deuxième méthode consisterait à augmenter l’exigence sur τON de façon à diminuer
celle sur τbuf , en essayant d’équilibrer le terme d’erreur. Cependant, cette méthode est plus
sensible aux variations dans les deux constantes de temps. Enfin, une dernière méthode
consisterait à faire porter la difficulté en priorité sur τON . Cependant, cela conduirait à
un transistor MOS de plus grande taille et donc à de plus grandes injections de charges.
c) Phase Vidéo
A la fin de la phase de référence, le niveau de sortie a atteint VBIAS. Le switch est
alors ouvert puis le signal d’entrée passe de Vref à Vvid. Dans le cas de la méthode Clamp,
cette phase vidéo contient également l’acquisition du signal par l’échantillonneur d’entrée
du CAN. Le schéma du système est donné figure 3.8.
Fig. 3.8: Méthode Clamp, phase vidéo
Pour calculer le signal en sortie, on modélisera l’étage d’entrée de l’échantillonneur-
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On reconnaît ici la réponse d’un passe-bas du deuxième ordre, ou l’association de deux
passe-bas du premier ordre enchaînés. Les calculs autour d’une telle expression sont plus
simples lorsque l’une des deux constantes de temps est significativement plus grande que
l’autre. Étant donné les contraintes imposées au buffer d’entrée, ce sera généralement le
cas pour ce circuit, avec des contraintes pour l’échantillonneur-bloqueur plus relâchées. De
plus, dans les capteurs CCDs actuels, l’écart entre niveau de reset et niveau de référence
est proche de l’écart entre niveau de référence et niveau vidéo. On peut donc choisir pour
l’échantillonneur une constante de temps τEB proche de τON .
d) Résumé
Si l’on note εprec l’erreur que l’on s’autorise sur le signal, alors un jeu de constantes de
temps possible est donné par :










τEB ' τON (3.24)
2.2 Méthode différentielle
a) Phase de référence
Lors de la phase de référence, le niveau Vref est capturé par le premier échantillonneur-
bloqueur. Comme on peut le voir sur la figure 3.1, qui représente les timings des deux
méthodes, le temps disponible pour faire cet échantillonnage est tu−ref . En supposant
à nouveau que l’échantillonneur est modélisé par un amplificateur passe-bas du premier
ordre rebouclé au gain unitaire, sa constante de temps est comparable à la constante τON
du système clamp.
b) Phase vidéo
Lors de la phase vidéo, le niveau Vvid est échantillonné par le deuxième échantillonneur-
bloqueur. Le temps disponible pour faire cet échantillonnage est tu−vid = tu−ref . A nou-
veau, nous avons une constante de temps égale à τON du cas clamp.
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Fig. 3.9: Méthode Différentielle, phase de référence
Fig. 3.10: Méthode Différentielle, phase vidéo
c) Phase échantillonnage
Dans le cas de la méthode différentielle, l’échantillonnage à l’entrée du convertisseur
peut dépasser la durée de la phase vidéo. Effectivement, la présence des deux échantillonneurs-
bloqueurs EB1 et EB2 garanti que le signal sera disponible jusqu’à la fin de la phase de
reset suivant un pixel. Il est à noter cependant que tout débordement au-delà de la phase
vidéo se fait au détriment du temps disponible au convertisseur analogique-numérique
pour traiter le pixel. Pour la suite de cette étude, nous distinguerons donc les cas "avec"
et "sans débordement".
Pendant cette phase, le signal passe à travers trois fonctions différentes : le deuxième et
troisième échantillonneur-bloqueur et le différentiel. La constante de temps du deuxième
échantillonneur a déjà été déterminée. Pour déterminer les deux autres constantes de
temps, il faut écrire l’équation du signal en sortie.

















(τEB3 − τdiff ) (τEB3 − τEB2)
(3.25)
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avec fEB2 (t) = τ
2
EB2
(Vref − Vvid) (3.26)
fdiff (t) = τdiff ((Vref − Vvid−prec) τEB2 + (Vvid−prec − Vvid) τdiff ) (3.27)
fEB3 (t) = τdiffτEB3 (Vref−prec − Vvid−prec)
+ (Vref − Vref−prec)
(
τ 2EB3 + τdiff (τEB2 − τEB3)
) (3.28)
Malheureusement, cette équation très générale est également difficilement exploitable. Il
convient donc de réduire sa généralité en émettant certaines hypothèses. Tout d’abord,
dans un soucis de simplification, on considérera que les échantillonneurs-bloqueurs 2 et
3 ont la même constante de temps. Il n’y a plus alors qu’à déterminer la constante de
temps du différentiel. On se placera dans le pire cas possible, c’est à dire un pixel noir
suivi d’un pixel blanc. Enfin, on négligera les variations sur le niveau de référence d’un
pixel à un autre, ainsi que le courant d’obscurité. Avec toutes ces hypothèses, le signal de
sortie devient le suivant :
VOUT3 (t) = VBIAS −∆VvidMAX+
∆VvidMAX












Il devient alors possible d’établir le produit gain-bande passante nécessaire pour le dif-
férentiel, connaissant celui des échantillonneurs-bloqueurs, le niveau maximum du signal
∆VvidMAX et le temps disponible pour l’établissement du signal. Pour le cas où un dé-
bordement sur le temps de reset du pixel suivant est possible, alors la contrainte sur le
différentiel est plus légère que celle sur les échantillonneurs-bloqueurs. Au contraire, si
le dépassement n’est pas possible, elle est plus accentuée et se rapproche de celle sur le
buffer d’entrée dans le cas Clamp.
d) Résumé
Si l’on note εprec l’erreur que l’on s’autorise sur le signal, alors un jeu de constantes de
temps possible est donné par :







τdiff ≥ τEB avec débordement (3.31)
τdiff ' 1
2
τEB sans débordement (3.32)
2.3 Comparaison des méthodes clamp et différentielle
L’étude petit signal nous apporte des éléments de comparaison au niveau du timing
des deux circuits. Pour l’un comme pour l’autre, les différentes constantes de temps sont
définies à partir d’une constante de temps de référence τ0 imposée par la fréquence pixel
36 ch 3: Comparaison des méthodes de double-échantillonnage corrélé
Méthode Clamp Méthode différentielle
Timing phase référence - +
Timing phase vidéo
(avec débordement) - +
Timing phase vidéo
(sans débordement) + -
Complexité + -
Apparaillement des
Autre erreurs Injection de charge échantillonneurs-bloqueurs
et injection de charge
Tab. 3.2: Comparaison des deux méthodes










♦ En ce qui concerne la méthode Clamp, le signal rencontre deux constantes de temps
lors de chacune des deux phases d’acquisition. Il s’en suit une contrainte plus forte
sur le buffer d’entrée.
♦ En ce qui concerne la méthode différentielle, l’échantillonnage des deux niveaux se
fait simplement. En revanche, le signal final rencontre trois constantes de temps. Si
un débordement est possible sur la phase de reset suivante, alors cela n’entraîne pas
de contrainte supplémentaire. Au contraire, si le débordement n’est pas possible,
alors la contrainte sur le différentiel est plus forte.
Au delà de l’aspect purement temporel, nous n’avons pas pris encore en compte la com-
plexité des deux circuits. Cela sera fait dans la section 4. Chaque circuit possède également
ses différentes sources d’erreurs. L’un comme l’autre sont sujets au phénomène d’injec-
tion de charges dans les capacités de mesures. Ce phénomène devra donc être étudié en
détail sur la structure retenue. La méthode différentielle présente également un problème
d’apparaillement des deux échantillonneurs-bloqueurs d’entrée (voir section 3).
Le tableau 3.2 résume les avantages et inconvénients de chaque structure. Il ne ressort
pas pour l’instant d’avantage décisif pour une structure ou bien pour l’autre.
3 Erreur de recopie des buffers
Si les buffers sont réalisés à partir d’amplificateurs opérationnels montés en suiveur de
tension, il existe toujours une erreur de recopie attribuée au fait que le gain en tension
en boucle ouverte de l’amplificateur n’est pas infini. Cette section se propose d’évaluer
l’impact de cette erreur sur les deux méthodes.
Dans un premier temps, considérons le cas Clamp où les deux niveaux de signaux
traversent le même buffer. En posant Ad0 le gain de plateau de l’amplificateur utilisé (en
boucle ouverte), les niveaux réellement envoyés à la capacité de mesure sont les suivants :
V ′ref = Vref
Ad0
1 + Ad0
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Dans le cas du système Clamp, le signal de sortie est donc influencé par l’erreur de recopie
du buffer d’entrée mais sa linéarité n’en est pas dégradée.
En ce qui concerne la méthode différentielle, les deux niveaux traversent des échantillonneurs-
bloqueurs différents qui ne seront donc pas parfaitement appairés. On posera δAd l’écart
de gain entre les deux amplificateurs constituant ces échantillonneurs-bloqueurs. En ef-
fectuant un développement au premier ordre autour de cet écart de gain, on peut évaluer
son influence sur le signal de sortie.
V ′vid = Vvid
Ad0 + δAd



















On remarque donc ici une perte de linéarité potentielle. En pratique cependant, le gain
des amplificateurs Ad0 sera choisi très grand, pour minimiser l’erreur de recopie. Le terme
d’erreur dans l’équation 3.37 étant divisé par le carré de ce gain, il pourra être considéré
négligeable pour nos applications.
4 Calculs des spécifications fréquentielles
Dans cette section, nous allons calculer plus en détail les contraintes imposées à chaque
élément des méthodes Clamp et différentielles en tenant compte de la relative complexité
des deux méthodes. Des applications numériques seront données au fur et à mesure pour
le cas d’un système de double-échantillonnage corrélé avec une précision de 13 bits, avant
de résumer l’ensemble des calculs pour plusieurs résolutions différentes.
4.1 Méthode Clamp
En ce qui concerne la méthode clamp, les sources d’erreurs peuvent être réparties en
trois catégories :
- temps d’établissement lors de la phase de référence
- temps d’établissement lors de la phase vidéo
- non-linéarité des blocs
Nous allons attribuer à chacune de ces sources d’erreurs un budget égal au tiers de l’erreur
maximale autorisée.
La constante de temps τON provenant de la capacité de clamp et du commutateur
MOS est choisie comme constante de temps principale. Avec l’hypothèse d’un signal à
10MS/s, on obtient :







ln (3. 2. 213)
' 2.77ns (3.38)
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Cette constante de temps correspond à une fréquence de coupure haute intrinsèque donnée
par :
fcON ' 57.3MHz (3.39)
Avec une capacité de Clamp de 1pF, cela conduit à choisir un transistor avec RON =
2.77kΩ.
En utilisant la méthode présentée dans l’étude du système clamp (section 2.1.b)), on
déduit la constante de temps du buffer d’entrée et son produit gain-bande passante au
premier ordre.
τbuff ' 1.39ns ⇒ PGBPbuff ' 115MHz (3.40)












τbuf − τEB (3.41)
⇒ τEB ' 2.59ns (3.42)
⇒ PGBPEB ' 61.4MHz (3.43)
4.2 Méthode différentielle
Dans le cas de la méthode différentielle, les sources d’erreurs peuvent être réparties en
quatre catégories :
- temps d’établissement lors de la phase de référence
- temps d’établissement lors de la phase vidéo
- temps d’établissement de l’échantillonneur de sortie
- non-linéarité des blocs
Nous allons attribuer à chacune de ces sources d’erreurs un budget égal au quart de
l’erreur maximale autorisée.









ln (4. 2. 213)
' 2.7ns (3.44)
⇒ PGBPEB ' 58.9MHz (3.45)
On considère que l’échantillonneur du convertisseur analogique-numérique est identique
aux deux échantillonneurs d’entrée. Il reste donc à déterminer la constante de temps du
circuit différentiel. Il est nécessaire ici de faire la différence entre les deux cas avec ou sans
débordement.
- Dans le cas avec débordement, la contrainte sur le circuit différentiel se retrouve
très relâchée. Néanmoins, il s’agit de ne pas empiéter plus que nécessaire sur la
période de conversion. En choisissant une constante de temps identique à celle des
échantillonneurs et en utilisant les relations présentées dans l’analyse du système
différentiel, on obtient un temps d’établissement teta ' 46.5ns. Cette valeur est à
comparer avec la période pixel qui est de 100ns. Ce timing laisse donc environ une
demi-période pour la conversion analogique-numérique.
Réalisation simplifiée 39
- Si on considère maintenant le cas où le débordement n’est pas possible, les mêmes
relations donnent les valeurs suivantes pour la constante de temps et le produit
gain-bande passante.
τdiff =' 1.35ns (3.46)
⇒ PGBPdiff ' 117MHz (3.47)
4.3 Comparaison
N bits 11 12 13 14
Clamp
Clamp/switch 50 53.6 57.4 61
Buffer d’entrée 99.9 107.3 115 122
E/B de sortie 62.5 61.9 61.4 61
Différentiel
E/Bs 51.5 55.1 58.9 62.5
Circuit différentiel 103 110.3 117 125
(sans débordement)
Tab. 3.3: Evolution des produits gain-bande passante nécessaires (en MHz) en fonction de la
précision pour un signal CCD à 10MHz
On s’aperçoit après ces calculs de contraintes que le système clamp présente un point
dur au niveau du buffer d’entrée. Le système différentiel présente le même point dur si un
débordement n’est pas possible.
5 Réalisation simplifiée
Les études de timing n’ayant démontré aucun avantage essentiel pour une méthode ou
pour l’autre, nous allons procéder à une première réalisation des deux circuits de façon
à faire ressortir d’éventuels points durs. Nous en profitons pour étudier les structures du
point de vue de leur précision (problèmes de non-linéarité).
5.1 Blocs composants
a) Clamp et commutateurs
Tous les commutateurs utilisés dans le système Clamp et dans les échantillonneurs-
bloqueurs seront réalisés à l’aide de simples transistors MOS (figure 3.11).
b) Échantillonneurs-bloqueurs
La structure retenue pour les échantillonneurs-bloqueurs est constituée d’un buffer
d’entrée, un commutateur, une capacité de mesure et un buffer de sortie (figure 3.12).
Les deux buffers sont réalisés à l’aide d’un amplificateur opérationnel rebouclé au gain
unitaire.
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Vbias
Cclamp






Fig. 3.12: Structure simple d’échantillonneur-bloqueur
c) Amplificateur opérationnel
Le but n’est pas ici de réaliser un amplificateur à hautes performances mais seulement
de mettre en évidence les points durs qui vont se présenter lors de la réalisation des deux
systèmes. On a donc choisi pour cet amplificateur une structure simple à deux étages :
une paire différentielle suivie par un étage source commune à charge active (figure 3.13).
Les performances obtenues pour cet amplificateur, réalisé en technologie CMOS AMS
0.35µm, mesurées sur une charge capacitive de 1pF , sont réunies dans la table 3.4.
Amplificateur opérationnel à 2 étages
Gain de plateau 64 dB
Produit gain-bande passante 274 MHz
Marge de phase 72 ˚
Slew rate 150 V/µs
Plage de fonctionnement 0.2 - 2.4 V
Non-linéarité (de 0.6V à 2V) 85 µV
Consommation 1.8 mW
Tab. 3.4: Caractéristiques d’un amplificateur opérationnel réalisé en technologie CMOS AMS























Fig. 3.13: Amplificateur opérationnel à deux étages
d) Circuit différentiel










Fig. 3.14: Circuit différentiel basé sur un amplificateur opérationnel (R = 100kΩ)
5.2 Simulations
Les premières simulations utilisant les composants ci-dessus se sont intéressées à l’as-
pect timing du système. Comme on pouvait le supposer en comparant le produit gain
bande passante de l’amplificateur avec les valeurs théoriques calculées précédemment, il
est suffisamment rapide pour que l’aspect timing ne soit pas une contrainte du système.
Reste donc l’aspect précision.
Les blocs composants présentés ci-dessus ne sont bien évidemment pas parfaits. Le
signal que l’on retrouve en sortie est donc entaché d’erreurs, que l’on peut répartir en
trois groupes :
- les erreurs de gain
- les erreurs d’offset
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- les erreurs de non-linéarité
Les deux premières sont rattrapables par calibrage. C’est d’ailleurs ce que nous ferons
dans nos mesures pour nous intéresser au terme non-linéaire restant.
a) Avec amplificateurs idéaux
Les erreurs de non-linéarité dans la chaîne peuvent venir de deux sources différentes,
les amplificateurs et les commutateurs analogiques. Pour faire la séparation entre ces deux
types d’erreurs, on procède à une première simulation en utilisant des composants idéaux
à la place des amplificateurs.Date/Time run: 02/21/07 14:50:37
** Profile: "TestClampLevel1-Transient"  [ C:\These\Spice\CDS\cds-testclamplevel1-transient.sim ] 
Temperature: 27.0
Date: February 21, 2007 Page 1 Time: 15:06:59
(M) cds-TestClampLevel1-Transient.dat (active)
           Time
0s 10ns 20ns 30ns 40ns 50ns 60ns 70ns 80ns 90ns 100ns 110ns 120ns
... V(V1:+) ... V(phi_sh) ... V(phi_clamp)
... V(v_clamp) ... V(v_presh) ... V(v_sh)





           Vsig





Fig. 3.15: Erreur de non-linéarité du système Clamp avec amplificateurs opérationnels asymé-
triques idéaux en fonction de l’amplitude du signal d’entrée
♦ Dans le cas du système clamp, on trouve une erreur de non-linéarité mesurée d’en-
viron 170µV pour un signal d’entrée de 500mV d’amplitude (figure 3.15). Pour
comparaison, 1/2 LSB pour un système à 10 bits de précision correspondrait à
220µV . On note l’allure en cloche de cette courbe, typique de la non-linéarité d’un
composant. L’erreur est faible pour une valeur moyenne du signal et augmente aux
extrémités.
♦ Dans le cas du système différentiel, on mesure une erreur de non-linéarité d’environ
10µV (figure 3.16). Cette performance peut être expliquée par le côté idéal du
circuit simulé. En effet, les amplificateurs opérationnels que nous avons choisi idéaux
sont ici le centre du ci cuit, alors que dans le cas du système clamp, c’est une
capacité et un switch non idéaux. Bien évidemment, on ne peut pas espérer une
telle performance avec des composants réels. On note également l’allure de la courbe
qui est typique d’un système avec deux composants non-linéaires, pour lesquels les
deux minimums d’erreur ne se superposent pas. L’aspect différentiel du dispositif
réduit l’erreur mais la distort également.
b) Chaîne complète
On procède maintenant à la simulation avec la chaîne complète, en utilisant tous les
blocs composants décrits précédemment.
♦ Pour le système clamp, on mesure cette fois-ci une non-linéarité d’environ 100µV ,
avec une allure légèrement non-symétrique (figure 3.17). Nous pouvons remarquer
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** Profile: "TestDoubleEBswitch-Transient"  [ C:\These\Spice\CDS\cds-testdoubleebswitch-transient.sim ] 
Temperature: 27.0
Date: February 21, 2007 Page 1 Time: 15:26:37
(N) cds-TestDoubleEBswitch-Transient.dat (active)
           Time
0s 20ns 40ns 60ns 80ns 100ns 120ns 140ns
... V(phi_sh1) ... V(phi_sh2) ... V(phi_sh3)
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Fig. 3.16: Erreur de non-linéarité du système différentiel avec amplificateurs opérationnels asy-
métriques idéaux en fonction de l’amplitude du signal d’entréeDate/Time run: 02/21/07 14:21:41
** Profile: "TestClampSimple-transient"  [ C:\These\Spice\CDS\cds-testclampsimple-transient.sim ] 
Temperature: 27.0
Date: February 21, 2007 Page 1 Time: 15:36:01
(G) cds-TestClampSimple-transient.dat
           Time
115.0ns 115.5ns 116.0ns 116.5ns 117.0ns 117.5ns 118.0ns 118.5ns 119.0ns 119.5ns 120.0ns
... V(phi_clamp) ... V(phi_sh) ... V(v_clamp)
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Fig. 3.17: Erreur de non-linéarité du système Clamp avec amplificateurs opérationnels asymé-
triques réels en fonction de l’amplitude du signal d’entrée
que l’on obtient dans ce cas un meilleur résultat qu’avec des amplificateurs opéra-
tionnels idéaux. La seule explication qui vient à l’esprit est que la non linéarité des
amplificateurs a un effet opposé à celle du système clamp.
♦ Dans le cas du système différentiel, on mesure une non-linéarité d’environ 90µV
(figure 3.18). Contrairement au système clamp, on distingue une nette dégradation
par rapport au cas idéal. On retrouve également la même forme non-symétrique. Il
semblerait donc que la structure ne se prête pas bien à la correction des erreurs de
chaque composant.
De plus, cette structure étant déjà en partie différentielle, on peut se demander si
l’utilisation d’amplificateurs opérationnels "full-diff" apportera une réelle amélio-
ration. Le système clamp est lui plus susceptible d’être amélioré par l’utilisation de
telles architectures.
Il apparaît donc que le système clamp ne présente pas plus d’erreurs que le système dif-
férentiel. Il promet de meilleures performances en version "full-diff" et surtout est avan-
tageux en terme d’espace et de consommation. Les problèmes d’injection de charges sont
similaires dans les deux systèmes, donc le même genre de techniques devront être em-
ployées pour y remédier. Le système clamp est donc probablement le plus adapté à notre
application.
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** Profile: "TestDoubleEBsimple-Transient"  [ C:\These\Spice\CDS\cds-testdoubleebsimple-transient.sim ] 
Temperature: 27.0
Date: February 21, 2007 Page 1 Time: 16:25:53
(A) cds-TestDoubleEBsimple-Transient.dat (active)
           Time
139.0ns 139.1ns 139.2ns 139.3ns 139.4ns 139.5ns 139.6ns 139.7ns 139.8ns 139.9ns 140.0ns
... V(phi_sh1) ... V(phi_sh2) ... V(phi_sh3)
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Fig. 3.18: Erreur de non-linéarité du système différentiel avec amplificateurs opérationnels asy-
métriques réels en fonction de l’amplitude du signal d’entrée
Conclusion : Comparaison des deux architec-
tures
Au vu de l’étude théorique des deux architectures et des résultats de simulation obtenus
pour la première réalisation, une synthèse sur les avantages et inconvénients de chacune
d’entre elles peut être faite, dans le cadre de notre application. Les résultats sont regroupés
dans la table 3.5.
Clamp Différentielle Importance
Timing - + faible
Précision + - forte
Complexité = = faible
des circuits
Aire et + - forte
consommation
Tab. 3.5: Comparaison des structures Clamp et Différentielles
- On a tout d’abord considéré le timing du système, qui influence la bande passante et
le temps d’établissement des blocs de base. L’étude théorique a montré que la mé-
thode différentielle possède un avantage sur ce point, à condition d’avoir un conver-
tisseur analogique numérique très rapide. La réalisation pratique a montré que les
performances demandées en terme de vitesse sont tout à fait atteignables pour les
deux structures. Cet aspect a donc une importance relativement faible.
- Au niveau de la précision du système, les non-linéarités des mêmes briques de base
se retrouvent dans les deux architectures. Il en découle que l’erreur totale sur le bloc
dépend du nombre de ces briques nécessaire. Le système de clamp en demande moins
et naturellement impose moins de contraintes sur les briques de base.
- Au niveau de la complexité des circuits, les deux approches sont similaires. La vision
système n’est compliquée ni dans un cas ni dans l’autre. Les deux systèmes seront
complexifiés de manière équivalente pour prendre en compte les problèmes d’injection
de charges.
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- Au niveau de l’aire occupée par le circuit sur la puce et de sa consommation, à
nouveau c’est le nombre de briques de base qui va jouer. La méthode différentielle
fait appel à un plus grand nombre de ses briques. Il en résulte donc une place puce
et une consommation plus importante.
Tous ces points rendent la méthode Clamp préférable à la méthode différentielle pour
notre application.




Maintenant que nous avons sélectionné la méthode Clamp plutôt que la méthode
Différentielle, il s’agit d’étudier les limitations que va apporter au circuit son intégration
en technologie basse-tension. En effet, les circuits de principes de la méthode Clamp ont
été prévus pour des technologies où la tension d’alimentation est peu limitante et où
la capacité de Clamp est grande vis-à-vis des capacités parasites alentours. Une fois les
faiblesses de ces circuits analysées, et si les performances obtenues sont insuffisantes, il
s’agira de proposer de nouvelles structures pour l’opération de Clamp en s’affranchissant
si possible de ces limitations.
Nous nous intéresserons dans un premier temps à l’aspect système de la structure
clamp avant de proposer une étude plus détaillée des commutateurs analogiques dans la
section 4.
1 Les sources d’erreurs dans le circuit Clamp
classique
Le circuit Clamp classique représenté figure 4.1 présente trois sources d’erreurs diffé-
rentes, dues à l’utilisation d’un transistor MOS en tant que commutateur analogique. Les
Fig. 4.1: Circuit Clamp classique
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deux premières, le "clock-feedthrough" et l’injection de charges, interviennent à l’ouver-
ture du switch, alors que la troisième, l’erreur de pont diviseur capacitif, intervient lors
du passage du signal de référence au signal vidéo.
1.1 Le clock-feedthrough
Cette erreur, typique des circuits à capacités commutées, intervient lors de l’ouverture
de l’interrupteur. On fait l’hypothèse que la sortie du buffer d’entrée est une source de
tension. La capacité grille-drain et la capacité de Clamp forment un pont diviseur capaci-
tif ; aussi une fraction de la tension de commande de la grille est répercutée sur la charge
de la capacité de Clamp.
Cette erreur peut néanmoins être ignorée dans la plupart des cas, car elle est constante
d’un pixel à un autre. Elle peut donc être considérée comme un offset du système. Une des
solutions pour réduire cette erreur est l’utilisation d’un dummy switch, ou interrupteur
"fantôme", installé en série avec celui générant l’erreur. Cette solution ne sera pas retenue
ici car la précision que l’on peut obtenir sur le rapport de dimension entre le commutateur
et son dummy n’est pas suffisante d’une part, et parce que l’ajout du dummy switch
augmente l’impact des autres sources d’erreurs d’autre part. Une discussion plus détaillée
sur l’utilisation des dummy switch pour le circuit Clamp peut être trouvée à la section 4.
Nous nous contenterons donc plutôt d’avoir recours à une structure symétrique pour
éliminer cette erreur.
1.2 L’injection de charges
La deuxième source d’erreur présente dans le circuit clamp est l’injection de charges à
l’ouverture de l’interrupteur. En effet, pendant le fonctionnement du commutateur analo-
gique, des charges se retrouvent emprisonnées dans le canal du transistor. Lorsque celui-ci
est ouvert, ces charges sont évacuées par la source et le drain du transistor, dans un
rapport dépendant des impédances vues de part et d’autre.
Bien qu’il s’agisse de la principale source d’erreur dans la plupart des systèmes échantil-
lonneur-bloqueur, l’injection de charges n’est pas particulièrement gênante dans le cas du
circuit Clamp classique. En effet, les conditions d’ouvertures sont les mêmes d’un pixel
à un autre : Source et Drain sont au potentiel de la masse (ou de la tension de mode
commun). Nous allons pouvoir traiter cette erreur comme un décalage, qui disparaîtra
par symétrie. Il conviendra cependant de vérifier à nouveau cette propriété pour d’autres
circuits Clamp pour lesquels la disposition des capacités et commutateurs est différente.
1.3 L’erreur de pont diviseur capacitif
Cette erreur, qui va s’avérer être la principale pour ce circuit, intervient lors du passage
du niveau de référence au niveau vidéo sur le signal d’entrée. Le commutateur, bien
qu’ouvert, intervient toujours dans la réponse du système. En effet, les capacités parasites
liées au drain du transistor forment un pont diviseur capacitif avec la capacité de Clamp,
comme le montre la figure 4.2. Si les deux capacités Cgd et Cdb étaient constantes d’un
pixel à un autre, alors cette erreur s’apparenterait à seulement une erreur de gain et
pourrait facilement être corrigée. Cela n’est malheureusement le cas que pour Cgd. En
effet, le transistor étant bloqué (VGS = 0), la capacité grille-drain ne change pas d’un
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Fig. 4.2: Pont diviseur entre capacité de Clamp et capacités parasites de drain
pixel à un autre.
En ce qui concerne la capacité parasite Cdb, il s’agit de la capacité d’une jonction pn
polarisée en inverse et qui varie donc avec la tension appliquée selon l’équation (4.1) si








La variation de la capacité parasite Cdb (VDB) introduit une erreur de non-linéarité dans
la réponse du circuit, qui est donnée par l’équation (4.2).
VOUT = VIN ∗ CClamp
CClamp + Cdb (VIN) + Cdg
(4.2)
Par exemple, une extraction des fichiers SPICE du circuit Clamp classique, avec un signal
d’entrée VIN variant de 0V à 1V , donne les paramètres suivant pour les capacités para-
sites (pour un commutateur de taille W/L = 6.5µm/0.35µm en technologie AMS CMOS
0.35µm).
Cdb (0V ) = Cdb0 = 13.2fF
Cdb (1V ) = 10fF
Cgd = 0.84fF
(4.3)
Ces paramètres peuvent alors être utilisés pour comparer les résultats donnés par SPICE
(fig 4.3.a) à ceux déduis de l’équation (4.2) (fig 4.3.b).
La première remarque concerne l’erreur de gain moyenne du système γClamp, telle
que définie dans l’équation (4.4). Elle correspond au rapport des capacités parasites à
la capacité de Clamp et peut être obtenue en simulation comme la valeur permettant de
linéariser la courbe VOUT−(1− γClamp)VIN . On en déduit les capacités parasites moyennes
comme étant égales à 12.4fF pour la simulation SPICE et 10.7fF pour l’équation (4.2)
environ. Le circuit contient donc probablement d’autres capacités parasites que les deux
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(a) Simulation SPICE (b) Equation (4.2)
Fig. 4.3: Comparaison de l’erreur non-linéaire du circuit Clamp introduite par le pont diviseur
capacitif. Résultats obtenus par simulation SPICE et par application de l’équation (4.2)
La composante non-linéaire de l’erreur, correspondant à la partie restante une fois
corrigée l’erreur moyenne de gain, est d’environ 410µV pour la simulation SPICE et 600µV
pour l’équation (4.2). Même si les valeurs numériques ne correspondent pas parfaitement,
on peut remarquer la similitude dans les variations des deux courbes. Si de prime abord
ces courbes ressemblent à une parabole, on peut constater que l’une comme l’autre ne sont
pas tout à fait symétriques. La contribution plus importante vers les basses tensions peut
s’expliquer par la variation non-linéaire de la capacité parasite Cdb, modélisée ici comme la
capacité inverse d’une jonction abrupte. En effet, si son expression est remplacée par une
variation linéaire en tension dans l’équation (4.2), alors la courbe devient parfaitement
symétrique.
C’est donc bien cette erreur qui va limiter la linéarité du circuit Clamp classique. Une
erreur de 400µV pour une variation de 1V du signal d’entrée correspond à une précision de
10 bits seulement. Une structure de circuit Clamp remédiant à ce problème est présentée
dans la section 2.
Remarque. Dans un circuit réel, le niveau de mode-commun est éloigné de la tension
substrat. La variation de la capacité drain-bulk est donc moindre.
Remarque. On pourrait penser que l’utilisation d’une porte de transmission à la place
d’un simple commutateur améliorerait la précision, les capacités parasites variant en sens
opposé. Cela n’est pas le cas en pratique, pour plusieurs raisons : les variations de capa-
cités parasites ne se compensent pas parfaitement, l’ajout d’un deuxième commutateur a
globalement augmenté ces capacités et enfin l’association d’un NMOS et d’un PMOS fait
que la linéarité est rapidement dégradée de chaque côté de la dynamique d’alimentation.
2 Circuit Clamp amélioré
Nous présentons ici une structure de circuit Clamp (fig 4.4) dont le but est d’éliminer,
ou du moins de réduire fortement, les sources d’erreurs présentes dans le circuit Clamp
classique. Inspirée de diverses structures d’échantillonneur-bloqueur [LW91] [MYH03],
elle repose sur l’utilisation d’un amplificateur opérationnel pour garantir une ouverture
à tension constante (capacité dans la boucle de contre-réaction) ou bien sur un noeud à
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haute impédance (entrée de l’amplificateur). Dans un premier temps, nous démontrons que
le circuit proposé réalise bien l’opération de Clamp, puis les différentes sources d’erreurs
et leurs impacts sur le circuit sont analysées.
Fig. 4.4: Circuit Clamp amélioré, version asymétrique
2.1 La phase de référence
Pendant la phase de référence, le commutateur K est fermé et l’amplificateur opéra-
tionnel est configuré en suiveur sur l’entrée inverseuse (cf fig. 4.5 gauche). En supposant
pour l’instant un amplificateur opérationnel parfait, les tensions aux bornes des capacités
C1 et C2 sont données par les équations (4.5) et (4.6).
Fig. 4.5: Circuit Clamp amélioré, version asymétrique, phase de référence et phase vidéo
VIN = Vref ⇒ V (C1)ref = Vref (4.5)
V (C2)ref = 0V (4.6)
2.2 La phase video
Juste avant le passage de la phase de référence à la phase vidéo, l’interrupteur K est
ouvert et le circuit se retrouve dans la configuration de la figure 4.5 droite. Le signal
vidéo impose la tension aux bornes de la capacité C1 car la contre-réaction autour de
l’amplificateur impose V− = 0. Si l’on suppose une fois de plus l’amplificateur opérationnel
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parfait1, alors le courant traversant la capacité C1 est le même que celui traversant la











Une fois les signaux établis, et sous l’hypothèse C1 = C2, les tensions aux bornes des
capacités C1 et C2 sont données par les équations (4.8) et (4.9).
VIN = Vvid ⇒ V (C1)vid = Vvid (4.8)
V (C2)vid = V (C2)ref +∆V2 = Vvid − Vref (4.9)
Finalement, le signal en sortie est donné par l’équation (4.10).
VOUT = V− − V (C2) = Vref − Vvid (4.10)
Remarque. Choisir les deux capacités C1 et C2 de taille différente permet d’introduire un
gain en tension dans la réponse du circuit Clamp. Ainsi, il est possible de réaliser en un
seul étage à la fois l’opération de double-échantillonnage corrélé et un gain programmable,
réalisé à partir d’un réseau de capacités.
2.3 Les sources d’erreurs
Maintenant qu’il est établi que ce nouveau circuit effectue bien une opération de
Clamp, il s’agit de reprendre chacune des sources d’erreurs du circuit Clamp classique et
de vérifier si leur influence a été réduite ou non.
a) Le clock-feedthrough
Puisque l’on utilise toujours un transistor comme interrupteur analogique, l’erreur
de clock-feedthrough est toujours présente. Néanmoins, comme pour le circuit Clamp
classique, elle est supposée constante d’un pixel à un autre. Elle sera donc réduite par
l’utilisation d’une structure différentielle, comme présentée dans la section 3.
b) L’injection de charge
De la même façon, l’erreur d’injection de charges est à nouveau présente dans ce circuit.
Il est cependant à remarquer que les conditions d’ouverture du commutateur K sont
identiques d’un pixel à un autre, celui-ci étant inséré dans la boucle de contre-réaction
de l’amplificateur opérationnel en mode suiveur. A nouveau, il n’est pas nécessaire de
prendre des précautions particulières concernant cette erreur pour ce circuit.
c) L’erreur de pont diviseur capacitif
Nous en arrivons enfin à cette erreur qui était la principale source de non-linéarité
dans le circuit Clamp classique. La figure 4.6 représente les capacités parasites Cps et Cpd ,
associées respectivement à la source et au drain, à considérer dans l’étude de cette erreur
(ces capacités correspondent principalement à Cdb et Csb). A première vue, les capacités
1Les imperfections de l’amplificateur sont considérées dans la section 2.3 traitant des erreurs dans ce
circuit
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Fig. 4.6: Circuit Clamp amélioré, version asymétrique, capacités parasites du switch
parasites en provenance du drain du switch K n’interviennent pas dans le passage de charge
de la capacité C1 vers la capacité C2 car elles sont associées à la sortie de l’amplificateur
opérationnel. Cependant, les capacités parasites de sources peuvent avoir une influence.
En effet, dans un premier temps, le courant I créé par la variation de charge de la capacité
C1 se retrouve réparti entre la capacité C2 et les capacités parasites Cps . Cela va donc
créer une erreur de gain dans le transfert de charges entre les deux capacités, similaire à
celle remarquée dans le circuit Clamp classique.
Cependant, et à la différence du circuit classique, le point sur lequel ces capacités
parasites sont présentes se situe à un potentiel constant d’un pixel à un autre, ici 0V . Les
charges temporairement accumulées dans les capacités parasites vont donc s’évacuer pour
qu’elles retrouvent leur potentiel précédent. Étant donné que la charge de la capacité C1
est fixée par le signal vidéo et la boucle de contre-réaction de l’amplificateur, c’est vers
la capacité C2 que les charges vont s’écouler. Au final, les capacités parasites Cps auront
donc restitué exactement les charges accumulées en début de transfert et le signal en sortie
est exempt d’erreur de pont diviseur capacitif.
Si l’on considère les imperfections de l’amplificateur opérationnel, les capacités para-
sites sur l’entrée inverseuse vont se comporter exactement de la même façon, accumulant
temporairement des charges lors du basculement du niveau de référence au niveau vidéo
et les restituant une fois les signaux proches de l’établissement.
En ce qui concerne le gain en boucle ouverte fini de l’amplificateur, le résultat sera
une erreur de gain constante pour le système, à moins que le gain de l’amplificateur ne
varie avec l’amplitude du signal.
La conclusion à tirer de ce dernier point est que les erreurs de non-linéarité encore
présentes sur ce circuit Clamp amélioré seront du fait des imperfections de l’amplificateur
et non des imperfections du commutateur analogique.
3 Le Clamp amélioré en version différentielle
3.1 Structure de base
Nous avons vu précédemment que le circuit Clamp, que ce soit dans sa version clas-
sique ou la version améliorée proposée, est sujet à un certain nombre d’erreurs de type
offset. Une façon de fortement diminuer ces erreurs et d’augmenter en même temps la
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robustesse du circuit vis-à-vis de ses imperfections est d’utiliser une structure différen-
tielle symétrique. En ce qui concerne le circuit Clamp amélioré, une première version très
simple est présentée figure 4.7.
Fig. 4.7: Circuit Clamp amélioré, version symétrique, principe de base
L’idée est donc ici d’utiliser un signal différentiel en entrée et d’effectuer le même
traitement sur les deux voies, positive et négative. Cette structure suppose bien entendu
qu’une conversion asymétrique-symétrique du signal d’entrée a été effectuée. Une structure
acceptant un signal d’entrée asymétrique est présentée dans la section 3.3.
La structure présentée ici possède le même principe de fonctionnement que la structure
asymétrique de la section 2. En effet, elle effectue bien une opération de clamp et elle
ne présente à priori pas d’erreur de pont diviseur capacitif. L’aspect symétrique permet
également de diminuer fortement les erreurs de type offset sur chaque voie. Cette structure
possède néanmoins une faiblesse importante dans le cadre des circuits basse tensions, car
elle n’est pas naturellement adaptée à la forme temporelle du signal CCD.
Une des particularités essentielles du signal CCD est que le niveau vidéo se situe tou-
jours en dessous du niveau de référence. Pour être plus précis, il lui est même strictement
inférieur puisqu’en l’absence de luminosité, un courant d’obscurité est tout de même pré-
sent dans le détecteur CCD. L’étage de sortie de la structure Clamp doit pouvoir réagir
à un niveau vidéo compris entre VObs, proche du niveau de référence, et VV idMin, la valeur
minimum lorsque le pixel est "saturé". Or, pour une structure symétrique comme celle
présentée à la figure 4.7, la plage de fonctionnement est centrée autour d’un écart nul
entre niveau de référence et niveau vidéo. Dans l’état, la plage admissible de linéarité
de l’amplificateur opérationnel symétrique est naturellement sous-employée. La figure 4.8
présente cette plage et où elle devrait se situer pour être utilisée de façon optimale.
La structure telle que présentée dans la figure 4.7 ne permet donc d’utiliser que moins
de la moitié de la plage de linéarité de l’amplificateur opérationnel différentiel qu’elle
utilise. Étant donné les contraintes de basse-tension que subissent ces circuits, cela entraîne
une perte de la dynamique maximum possible.
Le Clamp amélioré en version différentielle 55
Fig. 4.8: plage de linéarité de la structure de la figure 4.7 et plage de linéarité idéale
3.2 Clamp différentiel à plage améliorée
Pour utiliser au mieux la plage de linéarité de l’amplificateur symétrique, il convient
d’introduire un offset supplémentaire dans le système. Deux possibilités s’offrent à nous :
introduire cet offset dans la capacité C1, en jouant sur la polarisation de l’amplificateur,
ou bien l’introduire dans la capacité C2, qui n’était pas utilisée jusqu’ici pendant la phase
de référence. Nous allons proposer tour à tour un circuit appliquant chacune de ces deux
méthodes puis étudier les avantages et défauts de chacun.
Par soucis de simplification, nous considérerons le courant d’obscurité comme nul
dans la suite de cette section. Pour en tenir compte, il suffira de légèrement modifier
les décalages en tension qui seront appliqués au système. Ceux-ci seront notés Voff =
(Vref − VVidMin) /2 et correspondent à la moitié de la dynamique maximum du signal. Ils
sont dans chaque cas ajoutés ou retranchés à la tension de mode commun VCM .
a) Circuit à décalage interne
Le premier circuit proposé introduit un décalage en jouant sur la polarisation de
l’amplificateur symétrique. Il est représenté figure 4.9.
Fig. 4.9: Circuit Clamp symétrique à décalage de plage de fonctionnement interne
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Le principe de fonctionnement de ce circuit est le même que le clamp différentiel pro-
posé figure 4.7 à ceci près que les niveaux appliqués sur les entrées centrales de l’amplifi-
cateur symétrique sont décalés pendant la phase de référence. Les charges des capacités
à la fin de la phase de référence sont donc données par les équations (4.11) à (4.13).
V (C1a)ref = 2·VCM − Vref − (VCM − Voff ) = VCM − Vref + Voff (4.11)
V (C1b)ref = Vref − (VCM + Voff ) = −VCM + Vref − Voff (4.12)
V (C2a)ref = V (C2b)ref = 0V (4.13)
Une fois en phase vidéo, les entrées du centrage en tension de l’amplificateur sont à
nouveau reliées au mode commun. Les charges des capacités à la fin de la phase vidéo
sont donc données par les équations (4.14) à (4.17).
V (C1a)vid = 2·VCM − Vvid − VCM = VCM − Vvid (4.14)
V (C1b)vid = Vvid − VCM (4.15)
V (C2a)vid = V (C2a)ref +∆V2a = Vref − Vvid − Voff (4.16)
V (C2b)vid = V (C2b)ref +∆V2b = Vvid − Vref + Voff (4.17)
On en déduit finalement le signal en sortie du système.
VOUTd = VOUT+ − VOUT− (4.18)
=
(
VCM − V (C2b)vid
)− (VCM − V (C2a)vid)
= 2 (Vref − Vvid − Voff )
Ce circuit effectue donc bien toujours l’opération de Clamp, avec un signal de sortie com-
pris entre −2·Voff et +2·Voff , utilisant au maximum la plage de linéarité de l’amplificateur
symétrique.
L’avantage principal de ce circuit est que les commutateurs analogiques ajoutés ne
posent pas de problème d’injection de charges. En effet, ils ne sont pas directement connec-
tés aux différentes capacités de mesures mais seulement aux grilles des paires différentielles
d’entrée.
Le principal défaut de ce circuit provient de l’état du système à la fin du palier de
référence. L’amplificateur est alors encore monté en suiveur et la sortie suit donc la tension
appliquée sur les entrées centrales de l’amplificateur. Le niveau de sortie correspond alors
à une extrémité de la plage de fonctionnement, comme le montre l’équation (4.19) :
VOUTref = (VCM − Voff )− (VCM + Voff ) = −2·Voff (4.19)
Le temps de réponse ’pire cas’ correspond ici à un pixel saturé et oblige l’amplificateur
à parcourir toute la dynamique du signal. La réponse de l’amplificateur à un tel signal
étant dominée par le slew-rate, le temps d’établissement sera presque doublé par rapport
à un circuit dont la sortie se situerait en milieu de plage à la fin de la phase de référence.
C’est heureusement le cas du circuit suivant.
b) Circuit à décalage externe
Contrairement au circuit précédent, qui venait modifier de façon indirecte la charge de
la capacité C1 en jouant sur les entrées centrales de l’amplificateur symétrique, le circuit
Le Clamp amélioré en version différentielle 57
Fig. 4.10: Circuit Clamp symétrique à décalage de plage de fonctionnement externe
de la figure 4.10 modifie directement la charge de la capacité C2 pendant la phase de
référence. Cela est réalisé en fermant les commutateurs K1 et K2 pendant cette phase
(φ1 et φ2 à l’état haut) et en ouvrant le commutateur K3 (φ3 à l’état bas). Les charges
des capacités à la fin de la phase de référence sont donc données par les équations (4.20)
à (4.23).
V (C1a)ref = (2·VCM − Vref )− VCM = VCM − Vref (4.20)
V (C1b)ref = Vref − VCM (4.21)
V (C2a)ref = VCM − (VCM − Voff ) = Voff (4.22)
V (C2b)ref = VCM − (VCM + Voff ) = −Voff (4.23)
Avant de passer en phase vidéo, les commutateursK1 etK2 sont ouverts et le commutateur
K3 est fermé. Les signaux en fin de phase vidéo sont donnés par les équations (4.24)
à (4.27).
V (C1a)vid = 2·VCM − Vvid − VCM = VCM − Vvid (4.24)
V (C1b)vid = Vvid − VCM (4.25)
V (C2a)vid = V (C2a)ref +∆V2a = Vref − Vvid + Voff (4.26)
V (C2b)vid = V (C2b)ref +∆V2b = Vvid − Vref − Voff (4.27)
On en déduit finalement le signal en sortie du système.
VOUTd = VOUT+ − VOUT− (4.28)
=
(
VCM − V (C2b)vid
)− (VCM − V (C2a)vid)
= 2 (Vref − Vvid − Voff )
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On retrouve donc bien le même signal de sortie que le circuit précédent, qui correspond à
une opération de Clamp avec une plage de linéarité recentrée. L’avantage principal de ce
circuit par rapport au précédent est que le signal de sortie à la fin de la phase de référence
est situé au milieu de la dynamique. Le ’pire cas’ correspond donc soit au pixel noir, soit
au pixel saturé et représente une excursion égale à seulement la moitié de la plage totale.
Ce circuit est donc plus rapide que le précédent.
Il est à noter que, contrairement au circuit précédent, les commutateurs ajoutés sont
cette fois-ci en contact direct avec les capacités de mesures. Il convient donc de vérifier
qu’ils n’introduisent pas d’erreurs d’injection de charges ou bien de pont diviseur ca-
pacitif. En ce qui concerne les injections de charges, seul les commutateurs K2a et K2b
sont concernés, les commutateurs K3a et K3b n’étant pas ouverts pendant la mesure. Les
conditions d’ouverture de ces commutateurs sont les mêmes d’un pixel à un autre, avec
une tension identique à leurs bornes. Tout comme pour les commutateurs K1a et K1b , les
charges qu’ils injectent sont donc constantes d’un pixel à un autre et peuvent être traitées
comme un offset du système.
En ce qui concerne les erreurs de pont diviseur capacitif, les commutateurs K2 et K3
sont concernés. Il est cependant facile de constater que les capacités parasites de drain
et de source qu’ils introduisent sont situées en parallèle avec celles introduites par les
commutateurs K1a et K1b . On peut donc se référer à la section 2.3 qui explique pourquoi
ces capacités n’introduisent pas d’erreur dans le système.
En conclusion, le circuit de la figure 4.10 réalise une fonction Clamp à partir d’un si-
gnal d’entrée symétrique, réduisant ainsi les offsets du système et toutes les erreurs d’ordre
pair. Le pré-chargement des capacités C2 pendant la phase de référence permet une uti-
lisation optimale de la plage de linéarité de l’amplificateur opérationnel symétrique, tout
en conservant un niveau de sortie au centre de la dynamique en début de phase vidéo,
garantissant ainsi un temps de réponse optimal. Enfin, le positionnement des commuta-
teurs garanti l’absence d’erreurs sur les capacités de mesures de type injection de charge
ou pont diviseur capacitif.
3.3 Clamp différentiel à entrée asymétrique
Nous avons vu dans les sections précédentes comment le système Clamp proposé pou-
vait être adapté à un signal d’entrée différentiel. Les avantages d’un tel système sont une
dynamique de sortie doublée par rapport à un système asymétrique et une réduction de
toutes les erreurs d’ordre pair. La principale faiblesse de ce système vient du fait que
les capteurs CCD fournissent un signal asymétrique. Une conversion est donc nécessaire
avant d’attaquer le système Clamp. Il est alors logique de se demander si le coût d’une
telle conversion, principalement la perte de précision associée, n’écrase pas les bénéfices
du système symétrique. Par exemple, si le système de conversion introduit une erreur du
même ordre que celle du système Clamp, alors le gain en dynamique n’aura pas amé-
lioré la précision du système global2. Le circuit de la figure 4.11 propose un compromis
à ce problème, acceptant un signal CCD asymétrique en entrée et fournissant un signal
symétrique en sortie pour le reste de la chaîne de traitement.
Le signal d’entrée est appliqué sur l’une des voies du système pendant que l’autre
reçoit constamment le niveau de mode commun. Le signal en sortie symétrique n’a que la
moitié de l’amplitude qu’il avait dans le cas du circuit à entrées symétriques, étant donné
2Une exception est le cas où la source d’erreur principale est le bruit
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Fig. 4.11: Circuit Clamp symétrique à entrée asymétrique
qu’une seule des deux voies y contribue. Ce signal de sortie reste cependant symétrique, la
répartition entre les deux voies étant assurées par la boucle de contrôle de mode commun
de l’amplificateur opérationnel symétrique pendant la phase vidéo. Ainsi, le reste du
système peut fonctionner en mode symétrique et profiter des avantages de ces structures.
4 Le commutateur analogique et le circuit Clamp
4.1 Modèle d’injection de charges
La littérature est assez riche en ce qui concerne les modèles d’injection de charges. Nous
nous contenterons ici d’analyser le cas simple d’un commutateur branché entre une source
de tension idéale et une charge capacitive pure de mesure. Cette analyse est fortement
inspirée par [SH84]. Par la suite, nous proposerons quelques pistes d’approfondissement.
Le circuit considéré est celui de la figure 4.12. Lors de l’ouverture de l’interrupteur,
la commande sur la grille passe de VDD à GND . Une partie des charges accumulées dans
le transistor, dans le canal et dans les capacités d’overlap, est injectée dans la capacité
de mesure CI . Le phénomène d’injection peut être décomposé en deux parties. Dans la
première, le transistor est considéré comme passant et peut donc absorber vers la source
de tension VIN une partie des charges. Une fois la commande grille suffisamment basse
pour que VGS ≤ Vth, le transistor est alors considéré bloqué et seul les capacités d’overlap
continuent à contribuer à l’injection de charges. Les modèles de transistor considérés dans
chaque cas sont présentés sur la figure 4.13.
Le signal d’horloge présente une tension qui varie linéairement dans le temps. Il est
défini par sa vitesse de basculement U , comme indiqué dans l’équation 4.29 qui donne
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Fig. 4.12: Circuit de test pour la modélisation de l’injection de charge
(a) Transistor passant (b) Transistor Bloqué
Fig. 4.13: Modèles équivalent pour le transistor utilisé comme commutateur analogique. (a)
VGS ≥ Vth. (b) VGS ≤ Vth
l’évolution de la tension de commande sur la grille du transistor :
VG (t) = VDD − Ut (4.29)










d (VG − VDS)
dt
(4.30)
Pour simplifier la résolution de cette équation, nous ferons l’hypothèse que |dVG/dt| 
|dVDS/dt|. Cette hypothèse est justifiée par le fait que la variation de potentiel sur la grille
est beaucoup plus importante que celle sur le drain et les deux sont liées temporellement
(pour un ∆t donné, ∆VG  ∆VDS). En ce qui concerne le courant drain ID du transistor,
celui-ci étant opéré en région de forte inversion, mais avec une tension drain-source quasi-
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et VHT = VDD − VIN − Vth










































(VHT − U · t)
]}
(4.33)
Il est bien entendu difficile de visualiser la réponse d’un tel signal à partir de l’équation
seulement. Il est par contre intéressant de s’intéresser à la quantité de charges injectées à la
fin de cette première phase dans les deux cas extrêmes où le basculement d’horloge se fait
très rapidement ou très lentement. Ce moment correspond à VGS = Vth soit t = VHT/U .
Variation lente : lim
U→0
∆VDS1 = 0 (4.34)










Pour le premier cas, on voit que si le basculement est infiniment lent, toutes les charges
ont le temps de s’évacuer dans la source de tension VIN et l’injection est nulle au final. Dans
le cas contraire où le basculement est extrêmement rapide, l’injection dépend seulement
du rapport des capacités, comme si le chemin à travers le canal était inexistant.
En ce qui concerne la deuxième partie du phénomène, lorsque VGS ≤ Vth et que le
transistor est considéré bloqué, on ne considère plus que le pont diviseur entre la capacité
d’overlap et la capacité de mesure. La quantité de charge injectée pendant cette deuxième





(VIN + Vth) (4.36)
Une simulation de ces deux cas extrêmes est présentée figure 4.14. Dans le cas ra-
pide (fig. 4.14.a), on distingue très nettement les deux phases de fonctionnement, pas-
sant/bloqué, avec un basculement pour VG = 2.2V , ce qui, pour un signal d’entrée de
VIN = 1.5V , correspond à Vth = 0.7V . Dans le cas lent (fig. 4.14.b), la séparation entre
passant et bloqué est moins marquée mais reste visible. On constate bien que pendant la
première phase l’injection de charges est quasi-inexistante. On remarque également que
la quantité de charges totale varie de façon non négligeable d’un cas à l’autre : environ
8mV de décalage pour le cas rapide, 3mV seulement pour le cas lent. On remarque enfin
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(a) Basculement Rapide (b) Basculement Lent
Fig. 4.14: Simulation de l’injection de charges d’un switch W/L = 6.5µm/0.35µm sur une
capacité de 1pF pour deux vitesses de basculement de l’horloge. (a) rapide : 3.3V/ns. (b) lent :
3.3V/µs (avant injection, la capacité est chargée à 1.5V , le 0mV est donc centré sur ce niveau).
que, conformément au modèle, la quantité de charge injectée pendant la deuxième phase
ne change pas avec la vitesse de basculement (∼ 3mV dans les deux cas).
Si l’on souhaite approfondir le sujet, voici une liste de publication proposée.
- Dans [DH00], les auteurs abordent le problème en se demandant comment les charges
piégées dans le canal peuvent s’évacuer. Ils prennent entre autre en compte l’impé-
dance de la source et l’injection d’une partie des charges dans le substrat.
- Dans [EG91], les auteurs reprennent le modèle de [SH84] et s’intéressent en parti-
culier au cas des portes de transmission. En plaçant en parallèle un commutateur
NMOS et PMOS, leurs injections peuvent se compenser mutuellement. La tache
n’est cependant pas aisée car les commutateurs ne réagissent pas de la même façon
dans les deux phases de basculement. Le résultat dépend donc à la fois de la taille
des commutateurs et de la vitesse de basculement.
- Dans [JS01], les auteurs cherchent à éliminer la dépendance de l’injection envers le
signal d’entrée. L’idée mise en oeuvre est de faire suivre à la tension de grille le signal
d’entrée avant l’ouverture du commutateur.
- Dans [BJ69], les auteurs mettent en évidence que le basculement d’une horloge sur
la grille provoque l’injection d’une partie des charges dans le substrat.
4.2 Les "dummy switch"
La technique des dummy switch ou transistors "fantômes" est une technique de com-
pensation de l’injection de charge. Elle a fait l’objet de plusieurs rédactions dans la litté-
rature, notamment [EG89] et [EG90].
L’idée de départ est de placer un transistor court-circuité en série avec le commutateur
concerné et piloté par une horloge inversée. On espère ainsi compenser le phénomène
d’injection de charges en injectant une quantité de charges de signe opposé dans la capacité
de mesure.
♣ En tant que base de comparaison, le circuit de départ sera celui de la figure 4.12,
avec un signal d’entrée VIN entre 1V et 1.5V , une capacité de mesure de 1pF et un switch
de dimension W/L = 6.5µm/0.35µm. La tension d’alimentation est de 3.3V et le temps
de basculement de l’horloge sur la grille est de 1ns. La quantité de charge injectée en
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fonction du signal d’entrée est représentée figure 4.15 après linéarisation de la courbe.
Fig. 4.15: Variation non-linéaire de l’injection de charges en fonction de l’amplitude du signal
d’entrée VIN dans le cas d’un simple commutateur analogique (fig. 4.12)
On constate bien que la quantité de charge injectée dépend de l’amplitude du signal
d’entrée de façon non-linéaire (120µV pour 500mV de variation correspond au 1/2LSB
d’un convertisseur de résolution 11 bits).
♣ Dans un deuxième temps, la simulation est refaite en ajoutant un dummy switch
de même taille, court-circuité et en série avec le commutateur principal (figure 4.16). Une
autre possibilité consiste a ajouter deux dummy switch de taille moitié de part et d’autre
du commutateur principal .
Fig. 4.16: Circuit de test pour la modélisation de l’injection de charge avec Dummy
La figure 4.17.a, à comparer avec la figure 4.14.a, montre bien que le transistor fan-
tôme vient injecter une charge de signe opposé dans la capacité de mesure. On constate
également que les deux charges ne se contre-balancent pas exactement. Dans le cas pré-
sent, elle est encore de 400µV environ. De plus, cette erreur dépend de l’appariement
entre le commutateur analogique et son dummy, ainsi que de la vitesse de commutation.
La figure 4.17.b montre l’erreur d’injection non-linéaire restante. Si on la compare avec la
figure 4.12, on constate qu’elle n’a été diminuée que d’un tiers.
On rejoint donc la conclusion de [EG90] qui indique qu’il n’y a pas d’utilisation opti-
male des dummy switchs garantissant une compensation de l’injection de charges sur une
large plage de variation de l’amplitude du signal d’entrée. Il faut également prendre en
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(a) Injection pour VIN = 1.5V (b) Erreur non-linéaire
Fig. 4.17: Simulation de l’injection de charge en présence d’un dummy switch
compte les capacités parasites supplémentaires que le dummy switch vient ajouter au com-
mutateur principal. Nous avons vu dans la section 1.3 que ces capacités parasites étaient la
première source d’erreur dans le circuit Clamp. La dernière chose à faire est donc de venir
les augmenter. Tout cela amène à la conclusion que la technique des dummy switch, bien
que très intéressante pour certains types de circuit, n’est pas adaptée au circuit Clamp.
4.3 Dimensionnement des commutateurs
Nous avons pu voir précédemment qu’un transistor utilisé comme commutateur ana-
logique pouvait être dans une certaine mesure assimilé à une résistance, dont la valeur
décroît lorsque le rapport W/L augmente. Malheureusement, les capacités parasites du
transistor augmente avec les surfaces, nous obligeant à dimensionner les commutateurs au
plus près. Une question qui reste encore en suspens est la suivante : est-il préférable, pour
un même rapport W/L, de sélectionner un transistor à L minimale ou bien un transistor
légèrement plus grand est-il plus intéressant ? Le graphique de la figure 4.18 répond à cette
question. Il représente une simulation d’injection de charge pour un transistor de taille
W/L = 9.3µm/0.5µm, à comparer avec la figure 4.15 qui représentait la même simulation
avec un transistor de taille W/L = 6.5µm/0.35µm.
L’injection totale et l’erreur de non-linéarité ont toutes deux été doublées par rapport
au commutateur de taille minimale. Étant donné que les deux conduisent à un même
temps de réponse pour le système, il apparaît très clairement que les transistors doivent
être choisis de taille minimum une fois le rapport W/L fixé.
Remarque. Nous avons pu voir précédemment que la résistance du canal RON diminue
lorsque la tension de commande grille-source augmente. Aussi peut on diminuer la taille
du transistor nécessaire en commandant la grille depuis VDD, voir depuis une tension plus
grande à l’aide d’une pompe de charge. Cette dernière méthode est déconseillée en spatial,
l’augmentation des champs électriques sous la grille aggravant la sensibilité du transistor
aux radiations.
Le commutateur analogique et le circuit Clamp 65
Fig. 4.18: Variation non-linéaire de l’injection de charges en fonction du signal d’entrée pour
un switch large (W/L = 9.3µm/0.5µm)
Conclusion
Nous avons analysé dans ce chapitre les erreurs que l’utilisation de commutateurs ana-
logiques impliquent sur le circuit Clamp classique (injection de charge, clock feedthrough,
pont diviseur capacitif). Dans un deuxième temps, nous avons proposé une architecture
améliorée de circuit Clamp, en version asymétrique et symétrique pour laquelle l’impact
de ces erreurs est très fortement réduit. Les performances de cette architecture sont donc
principalement dépendantes des performances de l’amplificateur opérationnel utilisé pour
la réaliser.
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Chapitre 5
Les amplificateurs opérationnels pour
la chaîne vidéo
Introduction
Les amplificateurs opérationnels large bande sont les éléments centraux dans quasiment
chaque étage de la chaîne vidéo. Ils permettent notamment de créer des circuits dont le
transfert en tension présente une grande précision tels que des buffers ou bien les familles
de circuits à capacités commutées. Le chapitre précédent a également conclu que les
performances de la structure Clamp améliorée dépendent essentiellement de celles de
l’amplificateur opérationnel utilisé. Nous allons donc étudier dans ce chapitre diverses
structures d’amplificateurs opérationnels, symétriques ou non, dans le but de déterminer
la meilleure à utiliser pour chaque étage de la chaîne vidéo en fonction des besoins.
1 Expression des besoins
Avant de déterminer les structures d’amplificateurs opérationnels les plus adaptées
aux besoins des chaînes vidéos, il est nécessaire de quantifier les performances recher-
chées. Les études des chapitres précédent nous ont montré que la chaîne complète com-
portera au moins trois amplificateurs enchaînés : le buffer d’entrée, la structure Clamp
et l’échantillonneur-bloqueur en entrée du convertisseur analogique-numérique. Pour ga-
rantir une précision globale de 12 bits sur la chaîne, chaque amplificateur devra présenter
une précision intrinsèque de 14 bits. Pour rappel, on considérera qu’un amplificateur opé-
rationnel a une précision de N bits si son erreur de non-linéarité ne dépasse pas le 1/2
LSB d’un codeur N bits [Ins00], pour une plage de fonctionnement donnée, soit :
NLAO ≤ Plage
2 · 2N (5.1)
Pour atteindre une telle précision dans le temps utilisable à chaque palier d’un signal
CCD à 10MHz, un produit gain-bande passante de 150MHz environ est nécessaire. Nous
avons vu dans le chapitre 2 que pour des raisons de bruit, ce produit gain-bande passante
doit être ajusté au mieux à la vitesse de traitement des données. Néanmoins, étudier dès
maintenant des structures plus rapides permet de préparer les futures chaînes pour signal
CCD à 20 ou 30MHz.
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En ce qui concerne la charge en sortie, ces amplificateurs devront fonctionner sur
charge capacitive de 1pF environ. Ils seront utilisés soit rebouclés au gain unitaire, en
tant que buffer, ou bien dans des systèmes à capacités commutées comme la structure
Clamp. Enfin, nous n’avons pas retenu de contrainte chiffrée concernant la consommation
mais la plus faible sera la plus souhaitable. Toutes ces contraintes sont résumées dans la
table 5.1.
Caractéristique Valeur recherchée
Précision (Non-Linéarité) 14 bits
Produit Gain-Bande Passante 150 MHz
Charge Capacitive, 1pF
Utilisation Buffer, Capacités Commutées
Tab. 5.1: Contraintes sur les amplificateurs opérationnels
La théorie de la contre-réaction indique que la non-linéarité d’un amplificateur rebouclé
est égale à sa non-linéarité en boucle ouverte divisée par son gain de boucle. Il s’agit donc
de déterminer le gain en tension différentiel en boucle ouverte minimum nécessaire de nos
amplificateurs. Pour cela, nous allons utiliser le circuit de la figure 5.1. Il est constitué
d’une paire différentielle d’entrée à charge active, suivie d’un deuxième étage idéal à gain
en tension variable av2 . Celui-ci va nous permettre à la fois de déterminer le gain de plateau












Fig. 5.1: Paire différentielle suivie d’un deuxième étage idéal
L1, L2 W1,W2 L3, L4 W3,W4
0.35µm 30µm 0.5µm 10µm
Tab. 5.2: Dimensions des transistors pour le circuit 5.1 (Itail = 100µA)
La figure 5.2 présente les variations de l’erreur de non-linéarité de cette structure, pour
une plage de fonctionnement de 1V, en fonction du gain total des deux étages.
En l’absence du deuxième étage, ou si celui-ci à un gain de 1, le gain total est donné
par le premier étage seul et est de 30dB environ. Pour une plage de fonctionnement de
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Fig. 5.2: Erreur de non-linéarité de la structure paire différentielle suivie d’un deuxième étage
idéal (circuit 5.1), en µV , en fonction du gain total Ad0. La plage de fonctionnement est de 1V
centrée sur la tension de mode-commun
1V, une précision de 14 bits correspond à une erreur de non-linéarité de 30µV. Pour le
circuit considéré, cette valeur est atteinte avec un gain de 62dB. Bien sur, il s’agit ici d’un
cas très idéal. En pratique, la contre-réaction devra également rattraper la non-linéarité
du deuxième étage ainsi que les défauts d’appariement et le variations technologiques au
sein du layout. Il nous faudra donc plutôt viser un gain de 80dB ou plus.
On note que si l’erreur de non-linéarité varie effectivement en 1/Ad0 pour les faibles
valeurs du gain en boucle ouverte, elle atteint cependant un plancher pour les gains
élevés (ici, 11µV environ pour un gain de 90dB ou plus). Ce phénomène, typique des
amplificateurs opérationnels utilisés en buffer, fait l’objet de la section 5.
En technologie CMOS 0.35µm, avec une longueur de canal minimum, le gain en ten-
sion d’un étage, du type paire différentielle transconductance ou source commune à simple
charge active, est d’environ 30dB, comme le montre l’abaque 5.3 où l’on simule le cir-
cuit 5.1, avec un gain de 1 pour le deuxième étage. Ce gain a même tendance à diminuer
si on cherche à améliorer la bande-passante de la paire différentielle. En effet, si l’on
cherche à augmenter la bande-passante en augmentant le courant drain ID, le gain quand
à lui varie en 1/
√
ID. Pour le circuit de la figure 5.1, le gain en tension de plateau du
premier étage est donné par ad1 = −gm1/ (gds2 + gds4). Les conductances de sortie sont
de la forme gds = λID et, en régime de forte inversion, gm varie en
√
ID. Il s’en suit que
nos amplificateurs nécessiteront l’équivalent de trois étages de gain pour atteindre une
précision suffisante.
2 Structures d’amplificateurs opérationnels "à
trois étages"
Nous nous intéresserons dans un premier temps aux différentes architectures d’ampli-
ficateurs opérationnels asymétriques. Le passage aux structures symétriques fait l’objet
de la section 4.
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Fig. 5.3: Gain en tension (dB) en boucle ouverte de la paire différentielle du circuit 5.1 pour
différentes largeurs des transistorsM1 etM2 (10 à 50µm), et réponse en fréquence correspondante
2.1 Trois étages réels
La manière la plus évidente de réaliser un amplificateur avec le gain de trois étages
est bien entendu de lui donner réellement les trois étages, comme pour le circuit de la


















Fig. 5.4: Exemple d’amplificateur opérationnel à trois étages, rebouclé au gain unitaire
La limitation essentielle de ce type de circuit provient de sa stabilité en fréquence,
lorsqu’il est bouclé au gain unitaire. En effet, la réponse fréquentielle contient trois pôles,
ceux "vus" par les grilles des deux étages sources communes étant probablement proches.
Il existe des techniques pour compenser de tels circuits, notamment la "Nested Miller
Compensation" [SPC93] mais toutes ont pour point commun une forte réduction du pro-
duit gain-bande passante du circuit. Or, la fréquence d’opération de la chaîne, 10MHz
ou plus, demande un produit gain-bande passante proche de 150MHz. Il nous faut donc
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proposer d’autres structures à gain équivalent mais naturellement plus faciles à compenser
en fréquence.
2.2 Deux étages dont un cascodé
Un moyen simple d’obtenir le gain recherché est de partir d’une structure classique
deux étages et de cascoder l’un d’entre eux [GM82]. Deux choix s’offrent à nous : cascoder







































(b) Deuxième étage cascodé
Fig. 5.5: Exemples d’amplificateurs opérationnels à deux étages dont l’un cascodé (configuration
en suiveur de tension)
Porter le cascode sur le deuxième étage va s’avérer un meilleur choix pour deux raisons :
- Cascoder la paire différentielle d’entrée réduit la plage admissible de fonctionnement
en entrée et n’est donc pas compatible avec une technologie basse-tension. Une amé-
lioration consiste à réaliser une structure repliée. Néanmoins, ce genre de structure
ajoute un pôle qui vient dégrader la réponse fréquentielle de l’amplificateur.
- Avoir un deuxième étage à fort gain facilite la compensation de la structure par effet
Miller, comme nous allons le voir dans les sections suivantes.
Par la suite, nous ne nous intéresserons donc qu’à l’amplificateur de la figure 5.5.b.
a) Gain en tension
Le premier étage de l’amplificateur est un circuit différentiel à charge active couplée.
Le gain en tension de plateau est donné par l’équation (5.2).
ad1 =
vs4




Le deuxième étage est une source commune cascodée avec charge active cascodée. Le gain
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On fera l’hypothèse simplificatrice que les charges actives sont dimensionnées pour don-
ner les mêmes transconductances et conductances de sortie que les transistors qu’elles
chargent. Si on admet de plus que les rapports gm/gds sont grands devant 1, l’expression























En remarquant que les termes gm/gds correspondent au gain en tension intrinsèque d’une
source commune, on constate bien que le gain de cette structure est équivalent au produit














Fig. 5.6: Modèle MOS petit signal, comportant les principaux condensateurs parasites
Pour l’étude de la réponse fréquentielle de l’amplificateur, nous utiliserons le modèle
MOS petit signal de la figure 5.6, qui contient les principaux condensateurs parasites.
Lorsque le "bulk" d’un transistor n’est pas représenté, il est supposé relié à la source du
transistor.
Nous nous intéresserons dans un premier temps aux constantes de temps du circuit
avant d’étudier les différentes méthodes de compensation.
♣ Constantes de temps
Le dispositif considéré est donc constitué de deux étages de gain en tensions présentant
à leur sortie des noeuds à faibles conductances auxquels on associe deux constantes de
temps τ1 et τ2. Le cascode apporte également un pôle supplémentaire avec une constante
de temps associée τ2c. La réponse fréquentielle globale est donc alors donnée par :
Ad (p) ' ad1
(1 + τ1p)
av2
(1 + τ2p) (1 + τ2cp)
(5.7)
La constante de temps τ1 correspond à l’admittance "vue" par la sortie du premier étage.
Elle est donnée par :
τ1 =
Cdb2 + Cgd2 + Cdb4 + Cgd4 + Cgs6 + 2.Cgd6 + Ccomp (1− av2) + Co1
gds2 + gds4
(5.8)
























Fig. 5.7: Schéma d’un amplificateur opérationnel à deux étages cascodé avec charge capacitive
CL
L’effet de la capacité de compensation Ccomp est multiplié par le gain du deuxième étage
av2 (effet Miller). La capacité Cgd6 est elle aussi amplifiée par un effet Miller plus réduit,
ce qui donne une capacité Cgd6 (1 + gm6/gm6c) ' 2Cgd6 . Co1 représente l’ensemble des
capacités parasites non explicitement exprimées dans l’équation 5.8. Cela comprend entre
autre toutes les capacités liées au layout du circuit.
Pour le deuxième étage, la constante de temps τ2 associée à la sortie est donnée par :
τ2 =
Cdb6c + Cgd6c + Cdb7c + Cgd7c + Ccomp + CL + Co2
gs6c + gs7c
(5.9)
A nouveau, Co2 représente l’ensemble des capacités parasites non explicitement exprimées
dans l’équation 5.9. CL représente la capacité de charge extérieure de l’amplificateur.
La constante de temps τ2c est déduite de l’admittance "vue" par le drain de M6. Avec
l’hypothèse que gm6c  (gds6 + gds6c), on obtient :
τ2c =
Cdb6 + Cgd6 + Csb6c + Cgs6c + Co2c
gm6c
(5.10)
♣ Hiérarchie des constantes de temps
Pour pouvoir comparer et étudier les positions relatives de ces trois pôles, il est néces-
saire de simplifier les expressions ci-dessus pour ne conserver que les termes dominants.
Dans un premier temps, nous considérerons le cas où la capacité de compensation Ccomp
n’est pas présente. Nous supposerons également que la charge capacitive est faible pour
le moment. En pratique, elle modifie peu la compensation et il suffira de l’ajouter dans
l’expression du pôle du second étage. Avec l’hypothèse que l’ensemble des transistors ont
des géométries quasi identiques, les trois constantes de temps sont alors proches de :
τ1 ' 2.Cdb2 + 2.Cgd6 + Co1
2.gds2
(5.11)





τ2c ' 2.Cdb6 + 2.Cgd6 + Co2c
gm6c
(5.13)
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Si l’on suppose que les capacités parasites additionnelles sont sensiblement les mêmes, le
rapport des deux premières constantes de temps est directement lié à l’introduction du
circuit cascode :
τ2 ' τ1 gm
gds
(5.14)
Cela donne τ2 ' 30τ1. De même pour la constante de temps du noeud interne du circuit




Avec les hypothèses précédentes, nous avons donc τ2c ' τ1/15. La fréquence de coupure
produite par la constante de temps τ2c du point intermédiaire du cascode est donc située à
une distance supérieure à une décade du 2ième pôle ; elle introduit à priori un déphasage
supplémentaire relativement faible, de l’ordre de 5 degré ou inférieur.
Il est alors possible de tracer un gabarit de la réponse en fréquence de chacun des
étages de cet amplificateur (figure 5.8). On met en évidence que ce circuit est naturelle-
ment instable en boucle fermée au gain unitaire puisque le deuxième pôle est atteint à
une fréquence fc1 = 1/ (2piτ1) pour laquelle le module du gain global est encore (gm/gds)
2,
en accord avec (5.6) et (5.14).
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Fig. 5.8: Réponse fréquentielle de l’amplificateur à deux étages de la figure 5.7 sans compensa-
tion, avec l’hypothèse que tous les transistors présentent une même géométrie
♣ Compensation en fréquence simple (action sur le pôle en sortie)
La méthode classique pour stabiliser un amplificateur à deux pôles consiste à abaisser
la fréquence du pôle dominant, ici celui en sortie, donné par τ2, de façon à ce que le module
du gain global soit égal à un à la fréquence du deuxième pôle. Dans le cas présent, cela
reviendrai à ajouter une capacité Ccomp2 sur le noeud de sortie du deuxième étage pour
rabaisser ce pôle (cette capacité pouvant aussi être celle de charge CL du dispositif). La
valeur de cette capacité et la nouvelle constante de temps sont données par les équations
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suivantes et le gabarit de sa réponse en fréquence par la figure 5.9.
















Date/Time run: 01/19/07 10:38:42
** Profile: "Ampli2Etage-AC"  [ C:\These\Spice\MillerEffect\millereffect-ampli2etage-ac.sim ] 
Temperature: 27.0
Date: January 19, 2007 Page 1 Time: 10:45:26
(A) millereffect-Ampli2Etage-AC.dat (active)
           Frequency
100Hz 1.0KHz 10KHz 100KHz 1.0MHz 10MHz 100MHz 1.0GHz










Fig. 5.9: Réponse fréquentielle de l’amplificateur à deux étages (figure 5.7) avec compensation
classique, la capacité Ccomp2 est placée en sortie en parallèle avec la capacité de charge
Une première réalisation simple d’un tel amplificateur peut nous donner un ordre
d’idée des performances atteignables. Le circuit a été simulé avec des transistors de tailles
identiques (W/L = 30µm/0.5µm) traversés par un même courant drain (ID = 50µA). Les
caractéristiques obtenues sont regroupées dans la table 5.3.
W L ID gm gds fc1 fc2
30µm 0.5µm 50µA 7.10−4S 7.10−6S 8MHz 80kHz
Tab. 5.3: Caractéristiques typiques d’un amplificateur à deux étages cascodé (circuit de la fi-
gure 5.7 en technologie AMS CMOS 0.35µm
On vérifie bien que l’écart entre les deux fréquences de coupures correspond au gain
d’un étage (ici 40dB). Une telle compensation de l’amplificateur donnerait donc un produit
gain-bande passante égal à fc1 = 8MHz et demanderait une capacité de compensation
d’environ 1nF ! Cela est loin d’être satisfaisant pour notre application, tant au niveau
de la bande passante que du slew-rate en sortie qui résulterait de l’utilisation d’une telle
capacité. Heureusement, il est possible de compenser un tel circuit par le noeud intermé-
diaire entre le premier et le deuxième étage. Nous allons montrer que les résultats sont
bien meilleurs.

























Fig. 5.10: Schéma d’un amplificateur opérationnel à deux étages cascodé avec compensation par
effet Miller et retard-avance de phase
c) Optimisation du produit gain-bande passante
♣ Retard de phase
On ajoute au circuit la capacité de compensation Ccomp, telle que sur la figure 5.10. On
supposera pour l’instant RComp = 0 ( et toujours CL=0). Les deux constantes de temps
de l’amplificateur deviennent :
τ1 ' Ccomp (1− av2)
2gds2
(5.18)





Dans la région où la capacité de compensation Ccomp, multipliée par l’effet Miller, est
grande devant les autres capacités autour de la sortie du premier étage, les gains de



















Avec ces hypothèses simplificatrices, la réponse fréquentielle de l’amplificateur correspond
donc à celle d’un circuit passe-bas du premier ordre. Ce développement basé sur l’approxi-
mation de Miller n’est pas valable aux hautes fréquences pour deux raisons principales :
- Les calculs ci-dessus supposent que la capacité de compensation Ccomp est la capacité
dominante pour le pôle en sortie du premier étage. Cette hypothèse n’est plus valable
aux fréquences élevées, lorsque le gain du deuxième étage devient faible.
- L’ajout de la capacité de compensation introduit un zéro négatif dans la réponse du
deuxième étage.
Prendre en compte l’influence totale de la capacité Ccomp complexifie les calculs. En effet,
on obtient alors un polynôme en pn qu’il n’est plus possible de factoriser en toute rigueur.
Néanmoins, avec quelques approximations, l’expression finale du gain différentiel global
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de l’amplificateur peut être simplifiée. Elle conduit à l’équation suivante, dans laquelle
on suppose à nouveau que les caractéristiques des transistors sont identiques sur les deux
étages.













avec gs1 = 2gds2 (5.24)
gs6 = 2gds6/ (gm6c/gds6c) (5.25)
Ct1 = 2.Cdb2 + 2.Cgd6 + Co1 (5.26)
Ct2 = 2.Cdb6c + Co2 (5.27)
Le pôle dominant correspond bien à celui du premier étage et est donné par la capacité de
Miller Ccomp. Cette capacité est également à l’origine du zéro négatif, qui peut être pré-
senté comme la capacité de compensation effectuant un court-circuit à travers le deuxième
étage aux fréquences élevées. Enfin, le deuxième pôle contribue à la réponse fréquentielle
lorsque l’approximation de Miller n’est plus valable sur le premier étage. Le deuxième
pôle et le zéro négatif étant situés environ aux mêmes fréquences, cela réduit notablement
la bande passante atteignable.
♣ Retard-avance de phase
La solution pour éliminer ce zéro consiste à ajouter une résistance de compensation
Rcomp en série avec la capacité Ccomp, pour servir de "butée" aux hautes fréquences.
En pratique, cette résistance est souvent réalisée par un transistor MOS, ce qui offre la
possibilité de plusieurs optimisations possibles, notamment de contrôler la résistance du
canal pour qu’elle reste adaptée au circuit sur une large plage de variation en température
ou de tension admissible de mode commun d’entrée, particulièrement pour les circuits
"rail-to-rail" en entrée [PJHD04][WCBR80]. A nouveau, il est nécessaire de chercher à
simplifier l’expression globale du gain de l’amplificateur pour qu’elle soit exploitable. Une
approximation raisonnable est la suivante :





















On peut voir que le zéro négatif dû à la capacité de compensation n’a pas été éliminé
mais remplacé par un zéro positif, si la condition suivante est respectée :
Rcomp > 1/gm (5.29)
La résistance Rcomp ajoute également un troisième pôle. Ce zéro maintenant positif va
pouvoir compenser l’un d’entre eux. Deux solutions s’offrent donc à nous. Si l’on admet,
pour simplifier les calculs, que Ct1 ' Ct2 , les deux derniers pôles ont pour constante de
temps associées 2Ct1/gm et RcompCt1/2.
♦ Nous allons dans un premier temps chercher à compenser le pôle lié à la résistance
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de compensation. A partir de (5.28), l’égalité entre pôle et zéro conduit à :
RcompCt1
2
= RcompCcomp − Ccomp
gm
(5.30)






Pour que l’amplificateur soit stable en boucle fermée au gain unitaire, il faut que son gain














=⇒ Ccomp = 2Ct1 (5.33)
On en déduit notre premier jeu de condition possible :






♦ Dans un deuxième temps, nous analysons la compensation du pôle lié aux capacités
des transistors. A partir de (5.28), l’égalité entre pôle et zéro conduit cette fois-ci à :
2Ct1
gm
= RcompCcomp − Ccomp
gm
(5.35)








































La capacité de compensation nécessaire est plus faible dans ce deuxième cas que dans le
premier, c’est donc le deuxième cas qui est préférable. Pour le circuit exemple (figure 5.10),
cela donnerait Ccomp ≈ 2.2pF et Rcomp ≈ 3.2kΩ. La simulation indique qu’avec de telles
valeurs, l’amplificateur présente un produit gain-bande passante de 60MHz. Notre étude
prévoyait une valeur f = 1/ (2pi (1.28Ct1/gm)) ≈ 56MHz. On constate que l’amplificateur
est surcompensé (marge de phase de 90˚ au gain unitaire). Cela peut facilement s’expliquer
par les différentes approximations effectuées dans les calculs ainsi que par la difficulté à
obtenir des valeurs correctes pour les capacités parasites des transistors. Un recadrage "à
la main" des valeurs proposées à l’aide d’un outil de simulation SPICE conduit facilement
à un produit gain-bande passante de 100MHz avec une marge de phase de 60˚ environ.
Le résultat est donné figure 5.11.
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Fig. 5.11: Réponse fréquentielle de l’amplificateur à deux étages avec compensation par effet
retard-avance de phase (figure 5.10). Le couple CComp, RComp correspond à la deuxième hypothèse
(relation (5.39)).
d) Plage de fonctionnement
Considérons le circuit de la figure 5.10 configuré en suiveur de tension. La paire dif-
férentielle d’entrée étant formée de PMOS, la plage admissible de fonctionnement de cet
amplificateur se rapproche plus du niveau d’alimentation bas (la masse) que du niveau
haut (VDD = 3.3V ). Les VGS sont donnés en valeur absolue pour les MOS canal N et P.
En entrée, la plage de fonctionnement est limitée par les butées suivantes :
VINmin = VGS3 + VDS1 − VGS1 ' ∆VG (5.40)
VINmax = VDD + VDStail − VGS1 ' VDD − Vth − 2∆VG (5.41)
En sortie, la plage de fonctionnement est limitée par les butées suivantes :
VOUTmin = VDS6 + VDS6c ' 2∆VG (5.42)
VOUTmax = VDD − VDS7 + VDS7c ' VDD − 2∆VG (5.43)
La plage de fonctionnement pour le circuit configuré en suiveur de tension est indiquée
sur la figure 5.12. L’entrée et la sortie étant reliées, la plage de fonctionnement globale est
donnée par l’intersection des plages d’entrée et de sortie.
2.3 Un étage à cascode régulé
a) Principe
L’intérêt du cascode réside dans l’augmentation du gain en tension d’un étage sans
ajouter de pôle très restrictif. L’amplificateur à cascode régulé [BG90], dont le schéma de
principe est représenté figure 5.13, poursuit dans cette idée. En augmentant la transcon-
ductance du transistor grille-commune M2 à l’aide d’un amplificateur additionnel placé
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Fig. 5.12: Plage de fonctionnement du circuit de la figure 5.10 configuré en suiveur de tension
en contre-réaction, le gain de plateau est augmenté, tout en conservant le produit gain-
bande passante. Idéalement, ce circuit découple donc les contraintes de gain de plateau










Fig. 5.13: Schéma de principe de l’amplificateur à cascode régulé. Le transistor M2 voit sa
transconductance amplifiée par le gain en tension de l’amplificateur additionnel Aadd
b) Résistance de sortie
Pour calculer le gain de plateau de l’amplificateur à cascode régulé, nous allons dans
un premier temps calculer sa résistance de sortie. Considérons le schéma équivalent petit
signal de la figure 5.14. Pour ce calcul, la source liée du transistor M1 est désactivée et un
courant de test iout est appliqué en sortie. Puisque seul le gain de plateau nous intéresse,
les capacités parasites ne sont pas représentées et le gain de l’amplificateur opérationnel
est remplacé par son gain de plateau Aadd0 . Dans ces conditions, la résistance de sortie








Ce résultat est à comparer avec la résistance de sortie d’un circuit cascode "classique" :
rsc = rds2 [1 + gm2rds1 ] + rds1 (5.45)









Fig. 5.14: Schéma petit signal de l’amplificateur à cascode régulé. La source liée du transistor
M1 est désactivée et un courant de test est envoyé à la sortie
c) Transconductance
Tout comme pour le simple circuit cascode, on peut montrer que la transconductance












d) Gain en tension de plateau
A partir des relations (5.44) et (5.46), nous pouvons déduire le gain en tension de
plateau du circuit à cascode régulé, sur une conductance de charge extérieure nulle. Il
est équivalent au gain d’un circuit cascode classique multiplié par le gain en tension de
l’amplificateur additionnel.






(1 + Aadd0) (5.47)
Remarque. A partir de l’observation des relations (5.44) à (5.47), nous pouvons admettre
que tout se passe comme si le circuit à cascode régulé se comporte comme un circuit cascode
pour lequel la transconductance de M2 a été augmentée par le gain de l’amplificateur
additionnel : gm2 −→ gm2 (1 + Aadd0) . Nous allons montrer par la suite que ce résultat
reste valable pour la réponse fréquentielle du circuit, à ceci près que certaines capacités
sont également augmentées par le gain de l’amplificateur additionnel à travers un effet
Miller.
e) Résistance d’entrée du grille-commune
Un point intéressant du circuit à cascode régulé concerne la résistance d’entrée du
transistor grille-communeM2, "vue" depuisM1. Pour la calculer, on fait appel au schéma
équivalent petit signal de la figure 5.15, où la sortie de M2 est court-circuitée et où une
source de tension de test est appliquée sur son entrée. Le courant fourni par cette source
de tension est donné par :
iin
vin
= (1 + Aadd0) gm2 + gds2 (5.48)
La conductance d’entrée deM2 est donc celle du circuit cascode simple (gm2) multipliée
par le gain de l’amplificateur additionnel. Cela signifie que le noeud central de ce circuit à










Fig. 5.15: Schéma petit signal de l’amplificateur à cascode régulé pour le calcul de la résistance
d’entrée du transistor grille-commune M2, "vue" depuis M1. La sortie de M2 est reliée à la masse
et une source de tension de test est appliquée à l’entrée
cascode régulé est un noeud à haute conductance. Ce résultat n’est malheureusement vrai
qu’aux basses fréquences. En effet, passé le produit gain-bande passante au premier ordre
de l’amplificateur additionnel, celui-ci n’apporte plus d’améliorations. Nous verrons par
la suite que le pôle situé entre M1 et M2 est donc peu affecté en comparaison du simple
cascode.
f) Réponse fréquentielle
Pour établir la réponse fréquentielle de l’amplificateur à cascode régulé, il nous faut
maintenant considérer le schéma petit signal avec toutes les capacités parasites (figure 5.16).
Pour des raisons de simplicité des calculs et par soucis de généralité, le gain de l’amplifi-
















Fig. 5.16: Schéma petit signal de l’amplificateur à cascode régulé. Les principales capacités
parasites plus celle de charge sont prises en compte
L’expression complète du gain de ce circuit est difficile à exploiter. Cependant, en
identifiant les constantes de temps "à vue" dans le circuit, il devient possible de guider
la factorisation des différents termes et les simplifications à effectuer. Il s’agit essentielle-
ment de négliger 1 devant le gain du transistor cascode M2 : gm2/gds2  1. La réponse
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fréquentielle de ce circuit est alors donnée par :










1− − Cgd2Aadd (p)












− Cgs2Aadd (p) + C1
gm2 (1− Aadd (p))
p
)
avec C1 = Cgd1 + Cdb1 + Csb2
et C2 = Cgd2 + Cdb2 + CL
(5.49)
En supposant dans un premier temps Aadd (p) indépendant de la fréquence, on peut re-
connaître de gauche à droite et de haut en bas :
? Le gain de plateau de l’amplificateur, donné par la transconductance du premier
transistor gm1 et par la conductance de sortie, augmentée par l’effet du cascode
régulé.
? Le zéro z1 généré par la capacité grille-drain de M1, associée à la transconductance
de M1.
? Le zéro z2 généré par la capacité grille-drain deM2. Cette capacité est augmentée par
effet Miller ; la transconductance associée gm2 est augmentée par l’effet du cascode
régulé.
? Le pôle p1 dominant situé en sortie. Il associe les capacités vues avec la résistance
de sortie augmentée par l’effet du cascode régulé.
? Le deuxième pôle p2 situé au point milieu du circuit cascode, c’est à dire "vu" par
le drain de M1. Il associe les capacités vues, dont la capacité Cgs2 augmentée par
effet Miller, à la transconductance de M2 augmentée par l’effet du cascode régulé.
On peut également vérifier que pour Aadd (p) = 0 on retrouve bien l’expression de la
réponse fréquentielle du circuit cascode simple.
g) Conditions de stabilité de l’amplificateur additionnel
A partir de l’expression générale de la réponse fréquentielle de l’amplificateur, il est
intéressant d’étudier l’influence de l’amplificateur additionnel sur le circuit global. Pour
cela, nous allons considérer un amplificateur avec une réponse de type passe-bas du premier
ordre.
Aadd (p) = − Aadd0
1 + τaddp
(5.50)
Il convient tout d’abord de s’intéresser à la stabilité de la boucle locale formée par
l’amplificateur additionnel et le transistor grille-communeM2. Cette boucle présente deux
pôles principaux. Le premier est le pôle principal de l’amplificateur additionnel, associé à
la constante de temps τadd. Le deuxième est le pôle p2 associée au point milieu du cascode,
c’est-à-dire "vu" par la source de M2. Ce dernier est très proche du deuxième pôle dans
l’amplificateur cascode non régulé, si on néglige la capacité d’entrée de l’amplificateur
additionnel, car à cette fréquence, l’amplificateur additionnel ne présente plus de gain.
La condition de stabilité de l’amplificateur cascode non-régulé est que sa fréquence de
gain unitaire soit inférieure à celle de son deuxième pôle. De la même façon, pour que la
boucle soit stable, il faut que la fréquence de gain unitaire de l’amplificateur additionnel
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soit inférieure à celle de ce pôle. Nous imposerons donc comme condition que le produit
gain-bande passante au premier ordre de l’amplificateur additionnel f1add = Aadd0/(2piτadd)
soit inférieur ou égal à celui de l’amplificateur cascode non régulé f1 = 1/(2pi(C2/gm1)).
En retour, cela confirme bien que l’amplificateur additionnel ne présentera plus de gain à
ces fréquences.
h) Réponse fréquentielle complète de l’amplificateur à cascode ré-
gulé
La condition de stabilité et sa conséquence sur le gain de l’amplificateur opérationnel
aux hautes fréquences fait que le deuxième zéro z2 va être repoussé à des fréquences très
élevées et que l’expression du deuxième pôle p2 sera sensiblement égale à celle du cir-
cuit cascode non régulé. Pour simplifier l’écriture, on appellera Aorg0 = gm1gm2/(gds1gds2)
la valeur absolue du gain de plateau de l’amplificateur simple cascode originel et τ2 =
Aorg0C2/gm1 sa constante de temps en sortie.
avcr (p) ' −













En détaillant la réponse fréquentielle de l’amplificateur additionnel, on fait apparaître
un zéro positif et un pôle mélangé avec le premier pôle p1 du circuit global.
avcr (p) ' −



















Les deux pôles mélangés peuvent être factorisés à condition que (1 + Aadd0) τ2  τadd.
Compte tenu de la condition de stabilité exprimée précédemment à propos de la boucle for-
mée par l’amplificateur additionnel, le mieux que l’on puisse obtenir est τadd/ (1 + Aadd0) &
τ2/Aorg0 , à la limite de la stabilité, soit un écart entre ces deux pôles égal à Aorg0 . Dans
ce cas, les deux pôles mélangés sont factorisés en un premier pôle égal au pôle dominant
précédemment calculé et un deuxième pôle égal au zéro positif dernièrement introduit.
L’expression de la réponse fréquentielle devient alors celle de l’équation 5.53, dans laquelle
on reconnaît la réponse du cascode simple avec un gain de plateau augmenté.
avcr (p) ' −
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i) Influence du doublet
Dans le cas où la fréquence au gain unitaire de l’amplificateur additionnel est plus
faible, et où l’approximation nécessaire à la séparation des pôles n’est plus aussi bonne,
le pôle dominant varie très légèrement et le pôle qui lui est mêlé s’écarte du zéro cor-
respondant, formant un doublet pôle-zéro. L’influence d’un tel doublet sur la réponse
fréquentielle est minimale, mais elle peut être importante vis-à-vis du temps d’établisse-
ment du signal.
Il a été montré dans [KMG74] que la présence d’un doublet dans la réponse fréquen-
tielle introduit un terme en exponentielle décroissante supplémentaire dans la réponse
temporelle, dont la constante de temps est celle du doublet et dont le coefficient multi-
plicatif est k = (fz − fp)/fc0, où fz et fp représentent les fréquences du pôle et du zéro
du doublet et fc0 la fréquence de gain unitaire du circuit. L’auteur en déduit qu’à mesure
que la fréquence du doublet augmente, le terme supplémentaire verra son amplitude aug-
menter mais décroîtra plus rapidement. Ce raisonnement suppose que l’écart pôle-zéro
reste le même à mesure qu’on fait augmenter la fréquence du doublet. Hors, dans le cas de
l’amplificateur à cascode régulé, si la fréquence du doublet augmente, le pôle mélangé se
rapproche du zéro correspondant. Un développement limité sur les deux pôles mélangés





τ2 (1 + Aadd0)
)
(5.54)
On peut en déduire le coefficient multiplicateur dans la réponse temporelle du doublet :
k = (fz − fp)/fc0 ' − τadd
Aorg0 (1 + Aadd0)
(5.55)
On constate bien que si l’on augmente la bande-passante de l’amplificateur opération-
nel, non seulement la réponse temporelle du doublet aura une décroissance plus rapide
mais son amplitude de départ sera également plus faible. On cherchera donc à réaliser un
amplificateur additionnel avec un produit gain-bande passante au premier ordre le plus








Remarque. La stabilité de l’amplificateur à cascode régulé est encore un peu plus délicate
à étudier dans le cas des circuits à très basse tension. En effet, l’amplificateur additionnel
doit alors être replié, ce qui ajoute un pôle supplémentaire dans la boucle qu’il forme avec
le transistor qu’il régule. Ahmadi s’intéresse au problème dans [Ahm04].
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Fig. 5.17: Amplificateur à cascode
régulé
La figure 5.18 représente la réponse en fréquence
d’un amplificateur source commune à cascode régulé
(figure 5.17). L’amplificateur additionnel est réalisé
à partir d’une source commune M3, compensée pour
avoir le même produit gain-bande passante que l’am-
plificateur initial. Les principales dimensions sont ré-
pertoriées dans la table 5.4. On vérifie bien que le gain
en boucle ouverte global de l’amplificateur est bien le
produit du gain de l’amplificateur initial par celui de
l’amplificateur additionnel. On vérifie également que
l’amplificateur à cascode régulé présente une réponse
fréquentielle d’un passe-bas du premier ordre avec un
produit gain-bande passante égal à celui de l’amplifi-
cateur initial.
           Frequency
100Hz 10KHz 1.0MHz 100MHz 10GHz
1  db(V(Vs)/ V(Vin)) db( V(Vs2)/ V(Vin2)) db( V(Vs3)/ V(Vin3)) 2  

















Fig. 5.18: Réponse fréquentielle d’un amplificateur source commune à cascode régulé (1), de
l’amplificateur cascode non régulé (2) et de l’amplificateur additionnel (3)
(W/L)1 (W/L)2 (W/L)3 I2 I3 Ccomp
40µm/0.35µm 40µm/0.35µm 40µm/0.35µm 100µA 100µA 1pF
Tab. 5.4: Dimensions de l’amplificateur à cascode régulé de la figure 5.18
Remarque. Il est à noter que l’amplificateur additionnel d’une structure à cascode ré-
gulé vient fixer la tension drain-source du transistor cascodé. Elle est par exemple de
VDS1 = VGS3 pour le circuit de la figure 5.17. Cela va directement influencer la plage
de fonctionnement en sortie du circuit. Si l’on souhaite l’augmenter, on peut utiliser un
amplificateur opérationnel comme amplificateur additionnel, comme sur le circuit de la
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figure 5.19. On peut alors fixer la tension drain-source du transistor M1 à une valeur
différente, par exemple plus faible pour obtenir une excursion de la tension de sortie plus
importante.
3 Comparaison entre les deux structures
Nous avons donc deux structures d’amplificateurs opérationnels pouvant remplir les
exigences de la chaîne vidéo, l’amplificateur à deux étages dont l’un est cascodé (fi-
gure 5.10) et l’amplificateur à un étage à cascode régulé (figure 5.19, dans une version
repliée). Il est donc intéressant de comparer les performances de chacun d’entre eux afin































Fig. 5.19: Schéma d’un amplificateur opérationnel à un étage replié à cascode régulé configuré
en suiveur de tension
La simulation de la figure 5.20 présente la réponse fréquentielle des deux structures
d’amplificateurs (figure 5.10 et 5.19) pour des capacités de charge de 0.2pF , 1pF et 2.5pF 1.
La taille des transistors et les courants de polarisation sont choisis identiques.
En ce qui concerne l’amplificateur à deux étages cascodé, nous avons pu voir que la
compensation par retard et avance de phase permettait d’obtenir un produit gain bande-
passante quasiment indépendant de la capacité de charge. Cela est vérifié en simulation.
Les différences dans la marge de phase peuvent s’expliquer par le fait que la capacité et
la résistance de compensation sont les mêmes pour les trois simulations et ont été réglées
pour la charge moyenne, 1pF .
Au contraire, le produit gain-bande passante pour l’amplificateur à un étage à cascode
régulé dépend de la capacité de charge, celle-ci agissant directement sur le pôle dominant.
Pour notre simulation, ce produit gain-bande passante est meilleur que celui de l’amplifi-
cateur à deux étages pour une faible capacité de charge et moins bon pour une plus forte
capacité de charge. Pour la valeur représentative de 1pF , cette caractéristique est quasi-
ment la même pour les deux amplificateurs et ce résultat reste valable pour une gamme
assez large de taille des transistors et de courants de polarisation.
1L’écart entre ces trois capacités a été choisi important pour faciliter la lecture de la simulation
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Fig. 5.20: Réponse fréquentielle d’un amplificateur à deux étages cascodé (1, fig 5.10) et d’un
amplificateur à un étage cascodé régulé (2, fig 5.19) pour des charges CL = 0.2pF , 1pF et 2.5pF
Si le produit gain-bande passante au premier ordre des deux structures est à peu près
le même, il reste à analyser les autres avantages et inconvénients de chaque structure.
L’amplificateur à deux étages cascodé a pour lui l’avantage de la simplicité. En effet, il
demande un simple circuit de polarisation alors que l’amplificateur à cascode régulé replié
présente quatres amplificateurs additionnels. Il s’en suit une plus grand simplicité dans le
layout et une consommation moindre.
Remarque. Il est à noter que les amplificateurs additionnels autour de M4c et M6c
(fig 5.19) ne sont pas indispensables d’un point de vue théorique pour un amplificateur
asymétrique, puisqu’ils ne participent pas au gain du circuit. Néanmoins, ces amplifica-
teurs fixent la polarisation de l’étage replié et ont donc un rôle important à jouer dans la
symétrie du circuit.
L’amplificateur à un étage à cascode régulé a pour lui l’avantage d’un plus fort gain
en tension de plateau. En effet, on peut facilement utiliser des amplificateurs cascodés
comme amplificateurs additionnels et ainsi atteindre un gain de 120dB sans pénaliser le
produit gain-bande passante. Néanmoins, nous avons vu dans l’expression des besoins que
90dB est suffisant pour la chaîne vidéo. Cet avantage n’est donc pas ici pertinent.
Enfin, il est intéressant de comparer la résistance de sortie en boucle fermée des deux
structures. Dans chaque cas, elle correspond à la résistance de sortie en boucle ouverte,
divisée par le gain de boucle (equations (5.4) et (5.6) d’une part et (5.44) et (5.47) d’autre
part). Pour un gain en tension de 1 en boucle fermée :











La résistance de sortie en boucle fermée de la structure à deux étages dont un cascodé
est notablement plus faible que celle de la structure à un étage à cascode régulé, avec un
écart équivalent au gain en tension d’un étage, soit un facteur 30 environ. Cette propriété
de présenter une plus faible valeur de résistance de sortie est intéressante, car elle permet
d’obtenir des conditions plus proches d’une attaque en tension de l’étage suivant. Ceci est
bien sûr bénéfique par une valeur plus faible de la constante de temps (haute-fréquence)
inter-étage. D’autre part, dans une liaison inter-étage, le circuit présentera aussi une
meilleure immunité aux couplages diaphoniques capacitifs [Ott88].
L’ensemble de ces comparaisons est résumé dans la table 5.5. Pour notre application de
chaîne vidéo, c’est l’amplificateur à deux étages cascodé qui semble le plus en adéquation
avec les besoins exprimés.
Structure à deux Structure à un étage
étages cascodé à cascode régulé






Ct1 ' 2Cdb2 + 2Cgd6 C2 ' Cgd2 + Cdb2 + CL
Consommation moins importante plus importante
Résistance de sortie 1/ (gm1gm6c/gds2) 1/gm1
boucle fermée
Tab. 5.5: Comparaison entre structure à deux étages cascodé et un étage à cascode régulé
4 Les amplificateurs opérationnels symétriques
4.1 Principes
Un amplificateur opérationnel classique possède une entrée différentielle et une sortie.
L’amplificateur opérationnel symétrique est différent par le fait qu’il possède deux sorties,
pour générer une sortie différentielle. La figure 5.21 présente un circuit inverseur à base
d’amplificateur opérationnel et la version symétrique.
Cette figure illustre bien l’un des avantages principaux du circuit symétrique : la plage
de fonctionnement est doublée par rapport au même circuit non-symétrique. Les circuits
à base d’amplificateur opérationnels symétriques sont également connus pour être moins
sensibles aux variations de mode commun et de façon générale à toute perturbation d’ordre
paire. Ils deviennent particulièrement intéressants pour des dispositifs monotension car ils
présentent à priori une meilleure réjection d’alimentation en perturbation que les circuits
à simple sortie.
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Fig. 5.21: Schéma d’un circuit inverseur à base d’amplificateur opérationnel accompagné d’une
version symétrique
En contrepartie, ces circuits présentent également des inconvénients. Tout d’abord, le
réseau de contre-réaction doit être doublé, et ce de façon équilibrée. En effet, les perfor-
mances du circuit dépendront entre autre de l’appariement des deux côtés de la symétrie.
L’amplificateur symétrique de la figure 5.21, qui ne présente en entrée qu’une paire diffé-
rentielle, n’accepte que la réalisation de circuits de type inverseur. Pour réaliser un circuit
de type non-inverseur, un buffer par exemple, un circuit à deux paires différentielles d’en-










Fig. 5.22: Schéma d’un buffer réalisé à partir d’un amplificateur opérationnel symétrique du
type "full diff"
Enfin, le gain de l’amplificateur symétrique définit la tension différentielle de sortie en
fonction de celle d’entrée mais ne fixe rien en ce qui concerne la tension de mode-commun
en sortie. En pratique, une boucle de contre-réaction supplémentaire, appelée boucle de
contrôle de mode commun ou "common-mode feedback loop" en anglais (généralement
abrégée CMFB loop), est nécessaire pour venir fixer ce niveau moyen. L’étude de cette
boucle fait l’objet de la section suivante.
Ainsi, les amplificateurs opérationnels symétriques présentent des performances amé-
liorées par rapport aux amplificateurs classiques, principalement au niveau de la plage
de fonctionnement et de la réjection d’alimentation, au prix d’une complexité et d’une
consommation plus élevées.
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4.2 La boucle de contrôle de mode-commun
Le schéma de principe d’une boucle de contrôle de mode-commun est présenté fi-















Fig. 5.23: Schéma de principe d’une boucle de contrôle de mode-commun
sortie de l’amplificateur. Ce niveau est comparé avec le mode-commun recherché VCM et
seule la différence est amplifiée. On ajoute alors un niveau de référence au résultat. C’est
ce niveau qui sera présent dans le système de contrôle lorsque le mode-commun de sortie
sera égal au mode-commun recherché.
Deux grandes classes de boucle de contrôle de mode-commun sont généralement uti-
lisées. Elles peuvent être distinguées selon le type de composants utilisés pour la mesure
du mode-commun de sortie, actifs ou passifs.


















Fig. 5.24: Boucle de contrôle de mode-commun à pont résistif
Un exemple typique d’une telle boucle est présentée figure 5.24, où la mesure du mode-
commun de sortie est réalisée à l’aide d’un simple pont résistif. L’avantage principal d’une
telle boucle de mode-commun vient du fait que le détecteur de mode-commun en sortie
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formé par les résistances R1 et R2 n’a pas de limite en plage de tension. En effet, le
pont résistif effectuera directement la moyenne des deux signaux de sortie quelque soit
leur excursion. La grille de M2 se voit donc appliquer seulement le mode commun de
sortie, et non toute la dynamique du signal, et ne pose donc pas de problème de plage de
fonctionnement.
Cependant, ces résistances sont également le principal point faible de la structure.
En effet, situées en sortie de l’amplificateur, elles viennent charger le dernier étage. Hors
les amplificateurs à fort gain, obtenus généralement par cascodage, ne peuvent supporter
directement une charge résistive. Cela obligerait donc à avoir recours à un étage de sortie
supplémentaire qui vient dégrader les performances d’ensemble. Une solution intermé-
diaire consisterait à introduire deux sources suiveuses câblées en dehors de la boucle de
contre-réaction principale. Elle deviennent alors l’élément limitant la plage de fonction-
nement du détecteur de mode commun.
Une méthode similaire et s’affranchissant des résistances consiste à utiliser à la place
un sommateur capacitif [CC03]. Celui-ci augmente tout de même la charge capacitive de
l’amplificateur et il sera nécessaire qu’il soit remis à jour régulièrement. Cette méthode
n’est donc utilisée que pour les circuits à capacités commutées.






























































Fig. 5.25: Schéma d’un amplificateur opérationnel symétrique à deux étages dont un cascodé,
avec une double paire différentielle d’entrée. Le contrôle de la tension de mode commun en sortie
est réalisée par un contrôle des sources de courant M5 et M5b
Le principe du contrôle de mode-commun par composants actifs est présenté figure 5.25.
Dans cette méthode, les deux sorties sont comparées au niveau de mode-commun souhaité
dans deux paires différentielles. Les courants en sortie de ces deux paires sont sommés
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puis renvoyés dans le circuit principal pour contrôler le courant de polarisation d’un étage,
par exemple celui des paires différentielles d’entrée.
Les avantages et inconvénients de cette méthode sont à l’opposé de ceux de la mé-
thode par composants passifs. En effet, la charge supplémentaire de l’étage de sortie ne
pose pas ici de problème. En revanche, le mode commun et le mode différentiel sont appli-
qués à la fois sur l’entrée des paires différentielles. La linéarité du transfert de ces paires
différentielles dans la boucle de contrôle de mode-commun vient limiter sa plage de fonc-
tionnement et peut donc également limiter la plage de fonctionnement du circuit principal.
En pratique, les transistors de cette paire différentielle seront choisis étroits en compa-
raison du courant de polarisation de façon à augmenter la plage admissible de la tension
différentielle afin que cette boucle ne viennent pas détériorer la plage de fonctionnement
du circuit.
5 Précision et variations de gain dans les am-
plificateurs opérationnels rebouclés
5.1 Origine des variations de gain
Comme nous l’avons vu dans la section 1, un amplificateur opérationnel rebouclé au
gain unitaire est un moyen simple et efficace de réaliser un buffer. En augmentant le gain
en boucle ouverte de l’amplificateur, on augmente de même la précision de gain du buffer.
Néanmoins, nous avons pu constater qu’il semblait y avoir une limite à la précision en
terme de non-linéarité que l’on peut atteindre ainsi, limite qui n’est pas mise en évidence
par la théorie "classique" de la contre-réaction [PLL07]. En étudiant le gain en boucle
ouverte mesuré dans des conditions de boucle fermée pour ces amplificateurs, il s’est avéré
que ce gain est très dépendant envers la symétrie de la paire différentielle d’entrée, avec
des gains largement supérieurs ou inférieurs aux valeurs attendues (de 70dB à 110dB et
plus pour un amplificateur initialement prévu à 90dB) et un gain de buffer légèrement
supérieur à 1. Hors, pour un buffer réalisé à partir d’un amplificateur opérationnel de gain
Ad, le gain est donné par l’équation 5.59, où vin est le signal en entrée et vout le signal en
sortie. On voit bien que le gain d’un tel buffer est en théorie toujours inférieur à 1.
vout = Advd ≡ Ad (vin − vout) ⇔ vout = Ad
1 + Ad
vin (5.59)
Les défauts des amplificateurs réels vis-à-vis des amplificateurs idéaux sont généralement
modélisés par un gain en tension de mode-commun non-nul et/ou par une source de tension
dite ’de décalage’ ramenée à l’entrée. Pour ce qui est du gain de mode-commun, cela nous
conduit à l’équation 5.60 où Ad représente le gain en tension différentiel en boucle ouverte,
AMC le gain en tension de mode-commun, vin+ et vin− les signaux appliqués aux entrées
de l’amplificateur.
vout = Ad (vin+ − vin−) + AMC
2
(vin+ + vin−) (5.60)
Tout ceci n’explique ni les variations de gain observées dans les amplificateurs ni la mise
en évidence de buffers à gain légèrement supérieur à 1. Le modèle que nous proposons pour
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expliquer ces phénomènes suppose un déséquilibre dans les transferts de la paire différen-
tielle d’entrée. Nous poserons donc av1+ et av1− les gains petits signaux depuis l’entrée
non-inverseuse et inverseuse de l’amplificateur respectivement vers l’entrée du deuxième
étage, ε l’erreur de gain dans la paire différentielle, av2 le gain petit signal du deuxième
étage et Ad le gain global typique, en l’absence d’erreur dans la paire différentielle. Ces
différents gains sont reliés par les équations suivantes :
vout = av2 (av1+vin − av1−vout) (5.61)
= Ad ((1 + ε) vin − (1− ε) vout) (5.62)
⇔ vout
vin − vout =
(1 + ε)Ad
1− 2εAd (5.63)
⇔ vout = (1 + ε)Ad
1 + (1− ε)Advin (5.64)
On constate que le terme d’erreur introduit ε a une valeur critique pour εcrit = 1/ (2Ad).
Le gain en boucle ouverte mesuré en configuration buffer vout/ (vin − vout) augmente for-
tement lorsque l’erreur se rapproche de cette valeur critique puis présente une inversion
de phase et diminue. Dans le même temps, le gain du buffer devient égal à 1 puis plus
grand que 1. La figure 5.26 représente les variations de gain et phase dans un amplificateur
opérationnel symétrique, dont le schéma est celui de la figure 5.25 et pour lequel on a fait
varier la taille des transistors des paires différentielles d’entrées. L’erreur de gain ε est
estimée à partir des équations ci-dessus.
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Fig. 5.26: Variation du module du gain (a), de la phase (b) et estimation de l’erreur de gain
(c) pour une variation de ±5% de la largeur des transistors M1b et M2 dans l’amplificateur
opérationnel symétrique de la figure 5.25. Les valeurs nominales sont W = 30µm et L = 0.5µm
On observe donc que le gain de boucle ouverte mesuré dans les conditions de la boucle
fermée est fortement influencé par l’écart de transfert dans la paire différentielle. Pour des
gains en boucle ouverte élevés, cela devient même la caractéristique principale, comme le
montre la limite suivante :
limAd→∞
vout
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En pratique, augmenter le gain en boucle ouverte au-delà de 90dB n’aura quasiment plus
aucune influence sur le gain en boucle ouverte mesuré en boucle fermée.
Il est à noter que ce phénomène ne s’applique qu’à la réponse basse-fréquence de
l’amplificateur et donc, dans le cas du signal vidéo, aux valeurs établies des paliers. La
figure 5.27 présente les variations de la réponse fréquentielle de l’amplificateur symétrique
pour différentes valeurs de l’écart de gain dans les paires différentielles d’entrée. On vérifie
bien que le produit gain-bande passante n’est quasiment pas modifié, contrairement au
gain de plateau qui varie beaucoup. Cette propriété s’explique tout simplement par le fait
que le phénomène de variation de gain n’est dominant que pour les amplificateurs à fort
gain. Dès que ce gain diminue avec la fréquence, le phénomène disparaît.
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Fig. 5.27: Réponse fréquentielle de l’amplific teur opérationnel symétrique pour différentes va-
leurs de l’écart de gain dans les paires différentielles d’entrées
5.2 Limitations de la linéarité des buffers
a) Non-linéarité intrinsèque
Ce phénomène va directement limiter la linéarité des buffers à amplificateurs rebou-
clés. Tout d’abord, l’équilibre en transfert de la paire différentielle varie avec le niveau du
signal d’entrée. La figure 5.28.a montre les variations de gain dans l’amplificateur symé-
trique de la figure 5.25 pour une variation de 2V pic-à-pic du signal différentiel d’entrée.
La figure 5.28.b montre l’erreur de non-linéarité d’un amplificateur parfait dont le gain
subirait les mêmes variations. On constate donc que même sans prendre en compte la
non-linéarité intrinsèque aux paires différentielles, les seules variations de gain vont venir
limiter la précision du buffer, légèrement au dessus de 14 bits pour cet exemple (42µV
pour 2V en entrée).
b) Dispersion des paramètres
Si la perte de précision liée aux variations du niveau d’entrée est encore acceptable,
celle liée aux dispersions dans les paramètres technologiques l’est beaucoup moins. La
figure 5.29 présente une simulation de Monte-Carlo de l’amplificateur à cascode régulé de
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Fig. 5.28: (a) Variation de gain dans un amplificateur symétrique en fonction du niveau du
signal d’entrée. (b) Erreur de non-linéarité d’un buffer réalisé à partir d’un amplificateur parfait
présentant les mêmes variations de gain
la figure 5.19, avec un amplificateur additionnel idéal permettant de régler le gain global.
Le modèle des transistors des paires différentielles utilisé est celui fourni par AMS pour









Fig. 5.29: Variation de l’erreur de non-linéarité dans un buffer réalisé à partir d’un amplificateur
opérationnel à un étage cascodé régulé avec un gain global de 110dB lors d’une simulation de
Monte-Carlo avec modèle de dispersion pour les transistors de la paire différentielle (schéma
figure 5.19)
On constate que, pour ce circuit, une erreur de non-linéarité inférieure à 240µV ne
peut pas être garantie, ce qui correspond à une précision de 12 bits pour une variation
du niveau d’entrée de 2V pic-à-pic. De plus, ce résultat ne change pas si le gain global
de l’amplificateur est de 90dB ou de 130dB. Cela vient confirmer la conclusion précé-
dente indiquant qu’augmenter le gain de l’amplificateur au-delà de 90dB n’apporte plus
d’amélioration pour le buffer.
En conclusion, les buffers réalisés à partir d’amplificateurs opérationnels rebouclés
ont une limite à leur linéarité qui ne peut pas être infiniment repoussée en augmentant
le gain de l’amplificateur. Cette limite se situe aux environs des 12bits de précision en
technologie CMOS 0.35µm, ce qui est insuffisant vis-à-vis des besoins exprimés pour la
chaîne vidéo.
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5.3 Gérer les limitations
Pour contourner les limitations de ces buffers, deux approches sont envisageables. La
première approche consiste à corriger à posteriori l’erreur de non-linéarité. Cela passe par
une étape de calibration de la chaîne pendant laquelle toutes les non-linéarités sont me-
surées. Elles sont ensuite compensées dans le domaine numérique. La première limitation
à cette méthode concerne l’erreur sur l’erreur, c’est à dire l’erreur commise lors de la cali-
bration de la chaîne, qui limite le gain de précision atteignable. En effet, la calibration de
la chaîne passe par l’observation d’une scène connue à l’avance. La précision avec laquelle
cette scène est connue va venir limiter le gain en précision atteignable. L’écart entre la
précision recherchée et celle fournie par la chaîne étant relativement faible (un facteur 4
environ), cette méthode semble praticable.
La deuxième approche consiste à ne pas utiliser ce type de buffer. Se pose alors la
question de savoir si le phénomène observé affecte tous les circuits à base d’amplificateurs
opérationnels rebouclés ou bien seulement les buffers à gain unitaire.
Tout d’abord, dans le cas des buffers à gain non-unitaire, comme celui présenté fi-









Fig. 5.30: Schéma d’un buffer à gain non-unitaire 1 + R2R1




















Ce type de buffer est donc lui aussi sujet aux variations de gains dues à des déséquilibres
dans la paire différentielle mais peut être rendu moins sensible en choisissant R2  R1,
c’est-à-dire un buffer à grand gain . Ce circuit ne sera tout de même pas intéressant en
pratique, pour au moins deux raisons. La première est que les amplificateurs à grand gain
supportent mal les charges résistives. La deuxième raison est qu’un buffer à gain supérieur
à un implique une amplitude du signal d’entrée plus faible et donc une dégradation du
rapport signal à bruit.
Un autre type de circuit à amplificateur opérationnel rebouclé est fréquemment uti-
lisé dans la chaîne vidéo, notamment dans l’étage CDS. Il s’agit des circuits à capa-
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cités commutées. La figure 5.31 reproduit le circuit clamp asymétrique et un exemple






















Fig. 5.31: Exemples de circuits à capacités commutées
Pendant la période de temps où ces circuits sont branchés en configuration suiveur, le
niveau présenté à l’entrée positive est toujours le même. Ainsi, ils ne sont pas concernés
par les problèmes de non-linéarité pendant cette période là. Une fois la capacité basculée,
la contre-réaction se fait à travers cette capacité. Or, nous avons vu précédemment que
l’effet de variation de gain n’est présent qu’aux basses-fréquences. La capacité placée en
contre-réaction, en coupant le continu, annule en même temps cet effet. La figure 5.32
présente la non-linéarité du circuit Clamp de la figure 5.31.a réalisé à partir du même
amplificateur à cascode régulé que la simulation de la figure 5.29 (schéma figure 5.19).
Les paramètres des transistors de la paire d’entrée ont été modifiés d’après un des tirages
de Monte-Carlo effectué pour la simulation du circuit buffer. Pour ce jeu de paramètres,
le buffer de la figure 5.19 présentait une non-linéarité de 250µV environ. Dans le cas du
circuit Clamp, elle n’est plus que de 3µV . Les imprécisions dans la simulation s’expliquent
par le fait que celle-ci est une simulation transitoire, et non une simulation DC comme
dans le cas du buffer.Date/Time run: 05/11/07 17:32:48** Profile: "AOCascodeBoosteOuvert-transient"  [ C:\These\Spice\AbaquesAO\abaquesao-aocascodeboosteouvert-transi...Temperature: 27.0
Date: May 11, 2007 Page 1 Time: 17:57:13
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Fig. 5.32: Non-linéarité du circuit clamp à capacité commutée (figure 5.31.a) réalisé à partir
d’un amplificateur opérationnel asymétrique à cascode régulé (figure 5.19), pour une variation du
signal d’entrée de 1V pic-à-pic
En conclusion, les circuits à capacités commutées ne sont pas affectés par l’effet de
variation de gain. Il est donc possible de réaliser une chaîne vidéo avec la précision voulue
en n’utilisant que des blocs de ce type à la place des buffers. Cette propriété découle de
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l’utilisation de l’entrée inverseuse d’un amplificateur opérationnel comme point fixe pour
les signaux traités.














Fig. 5.33: Schéma d’un amplificateur opérationnel bipolaire avec un deuxième étage idéal
Le phénomène de variation de gain dans les buffers étant très général, on peut se de-
mander s’il affecte d’autres technologies que le CMOS, et notamment des amplificateurs
opérationnels en technologie bipolaire, comme celui de la figure 5.33. En effet, l’équa-
tion 5.63 reliant le gain du buffer avec l’erreur de gain dans la paire différentielle ne fait
pas d’hypothèse quand à la technologie employée. Les buffers bipolaires sont donc à priori
également affectés par ce phénomène.
La différence entre CMOS et bipolaire va ici se situer dans les variations des erreurs de
gain dans la paire différentielle. Le gain entre chaque entrée de l’amplificateur et l’entrée du
deuxième étage est donné par la transconductance de Q1 et Q2 respectivement, multipliée
par les résistances de sortie de Q2 et Q4 en parallèle. Or, pour un transistor bipolaire,
la transconductance ne varie quasiment qu’avec l’intensité du courant et la température.
Les variations de tensions en entrée ne vont donc pas avoir d’influence.
Tout comme dans le cas du CMOS, le miroir de courant va introduire une erreur
de gain. Celle-ci est égale au rapport des courants dans les deux branches de la paire
différentielle. Or, ces courants traversent également Q1 et Q2, qui sont donc affectés par
la même erreur de gain. Celle-ci s’équilibre donc globalement dans la paire différentielle
quelque soit la répartition des courants dans les deux branches.
En conclusion, le buffer formé à partir d’un amplificateur opérationnel bipolaire
rebouclé aura un gain limité par l’erreur de gain dans la paire différentielle, mais celle-ci
variera très peu avec le niveau d’entrée ou les variations de paramètres technologiques. Le
buffer aura naturellement une bonne linéarité mais celle-ci ne pourra pas être améliorée
si nécessaire. Ce résultat est confirmé par la simulation de la figure 5.34 où l’on mesure
la non-linéarité du buffer pour différents gains du deuxième étage. On vérifie bien que la
non-linéarité ne varie plus passé un certain gain.
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Fig. 5.34: Non-linéarité du buffer bipolaire pour différents gain av2 du deuxième étage supposé
parfait, variant de 10 à 1000
Conclusion
Les performances demandées aux chaînes vidéo CMOS imposent des amplificateurs
avec un gain différentiel en boucle ouverte équivalent à trois étages de gain. Les struc-
tures d’amplificateurs les plus indiquées sont l’amplificateur à deux étages cascodé et
l’amplificateur à un étage à cascode régulé. La deuxième permet d’obtenir de plus grand
gains au prix d’une consommation plus élevée. La première s’avère suffisante pour notre
application et sera donc préférée.
L’utilisation d’amplificateurs symétriques permet d’améliorer les performances en aug-
mentant à la fois la plage de dynamique et la réjection des bruits de mode-commun. Enfin,
un effet de perte de symétrie dans les paires différentielles vient limiter les performances
des buffers obtenus à partir d’amplificateur rebouclé. Cet effet n’est pas présent dans les




Bien que les simulateurs de type SPICE aient des modèles électriques des composants
très représentatifs et soient donc très performants dans la prédiction du comportement
d’un circuit, la réalisation d’un premier ASIC est une étape importante dans la validation
d’une architecture. C’est pourquoi un ASIC de démonstration a été développé et dessiné
durant le premier semestre 2006. Bien entendu, les études sur les différentes structures
d’amplificateur et de fonction double échantillonnage corrélé ne se sont pas arrêtées avec
le lancement en fonderie de cet ASIC. Aussi, nous indiquerons au fur et à mesure les
améliorations apportées.
Nous décrirons dans ce chapitre le démonstrateur réalisé, dans un premier temps, puis
nous présenterons les résultats expérimentaux et leur comparaison avec les prévisions
issues de simulation.
1 Description de l’ASIC
Le but de cet ASIC est de démontrer la faisabilité d’une chaîne de traitement vidéo de
signaux CCD, et plus particulièrement du composant double-échantillonnage corrélé, dans
une technologie intégrée commerciale basse-tension. Le circuit est prévu pour traiter des
signaux CCDs à 10MHz. Il a été réalisé en technologie AMS CMOS 0.35µm. Il fonctionne
avec une alimentation monorail (0,+3.3V ). Autour du composant central qu’est le double
échantillonneur corrélé se trouve un convertisseur d’entrée asymétrique-symétrique, une
gestion des horloges et des tensions de décalages, ainsi que des buffers de sortie indispen-
sables pour le test du dispositif (figure 6.1). Le circuit occupe 300µm ∗ 200µm sur la puce
(sans les plots) et consomme 12mW (buffers rapides non compris).
1.1 Le double échantillonneur corrélé
Le circuit choisi pour effectuer l’opération de double-échantillonnage corrélé est un
circuit clamp amélioré en version symétrique, présenté figure 6.2. Par rapport au circuit
Clamp présenté au chapitre 4 (figure 4.10), cette version antérieure et "moins simplifiée"
contient deux commutateurs supplémentaires par branche, soit quatre de plus au total
pour la version symétrique. Les performances en terme de précision sont identiques, c’est-
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Fig. 6.2: Schéma du bloc Clamp, incluant l’arbre d’horloge
à-dire que les commutateurs analogiques sont positionnés de façon à n’introduire qu’une
très faible erreur et l’amplificateur opérationnel symétrique est le facteur limitant. La
place occupée sur la puce et la consommation sont juste légèrement plus grandes. Cette
structure a fait l’objet d’une publication lors de la conférence IMTC 2006 [PLL06].
En plus du circuit clamp à proprement parlé, on peut voir sur le schéma un arbre
d’horloge. Sa première utilité est de mettre en forme le signal d’horloge appliqué au circuit,
de façon à garantir des basculements rapides. Cet arbre garanti également un décalage
temporel entre les trois signaux d’horloges. Le circuit Clamp utilise ces différentes horloges
pour ouvrir ou fermer les commutateurs dans un ordre particulier visant à réduire les
injections de charges. L’écart temporel actuel entre les trois signaux n’est pas critique, du
moment qu’il est existant ; il n’est donc pas nécessaire de prévoir un système plus précis
mais plus complexe. Les éléments de cet arbre d’horloge sont tout simplement des portes
inverseuses et des portes de délai fournies par AMS dans ses bibliothèques numériques.
a) L’amplificateur opérationnel symétrique
Le composant central de ce circuit clamp est un amplificateur opérationnel symétrique
présenté sur la figure 6.3. Il s’agit d’un classique amplificateur à deux étages. Le premier
étage est constitué de deux paires différentielles canal P pilotant les mêmes charges actives.
Chaque paire est alimentée par un courant de 100µA environ (50µA par transistor à






























































Fig. 6.3: Schéma de l’amplificateur opérationnel symétrique, accompagné de son contrôle de
mode commun qui agit sur les sources de courant des paires différentielles d’entrée
l’équilibre). Le deuxième étage est un étage source commune cascodé avec un courant de
polarisation de 90µA environ. Une boucle de contrôle de mode commun vient réagir sur les
sources de courant des deux paires différentielles pour fixer la tension de mode commun
en sortie de l’amplificateur. L’analyse de cet amplificateur a été présentée en détail dans
le chapitre 5.
Le gain de plateau différentiel en sorties symétriques de cet amplificateur est de 90dB
environ. Sur une charge capacitive de 1pF par sortie, il présente un produit gain-bande
passante de 160MHz, avec une marge de phase de 70˚ , et un slew-rate de 250V/µs. Enfin,
il consomme globalement 1.4mA. Les principales dimensions du circuit sont indiquées dans
la table 6.1.
Transistor M1 −M2b M3 −M4 M6 −M6c M7 −M7c M11 −M12b
W/L 30µm/0.35µm 10µm/1µm 40µm/0.5µm 120µm/0.5µm 4.5µm/1µm
Tab. 6.1: Dimensions de l’amplificateur opérationnel "full-diff" de la figure 6.3
Il est à noter que cet amplificateur a été prévu pour une chaîne de traitement de signaux
CCD à 10MHz et que son produit gain-bande passante a été déterminé en fonction, une
bande-passante trop large résultant dans une augmentation du bruit, comme il a été
présenté dans le chapitre 2. Néanmoins, la même structure peut être utilisée pour des
chaînes plus rapides. Nous avons vu dans le chapitre précédent que le produit gain-bande
passante de cet amplificateur est de la forme gm/C, où gm est la transconductance des
paires différentielles d’entrée, et C les capacités situées entre les deux étages (table 5.5).
Il est donc possible d’augmenter ce produit gain-bande passante en diminuant la taille
des transistors (au prix d’une diminution du gain et potentiellement une diminution de la
précision) ou en augmentant le courant traversant les paires différentielles (au prix d’une
augmentation de la consommation).
Les modifications sur chacun de ces paramètres auront un effet en racine carré sur
le produit gain-bande passante. En effet, la transconductance d’un transistor est propor-
tionnelle à la racine carrée du courant de drain, au premier ordre. Elle est également
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proportionnelle à la racine carrée de la largeur du transistor mais les capacités parasites
y sont directement proportionnelles, d’où à nouveau une relation liée à la racine carrée
de la largeur du transistor (gm/C ∝ 1/
√
W ). Globalement, cela signifie que les moyens
mis en oeuvre pour une amélioration du produit gain-bande passante deviennent rapide-
ment disproportionnés vis-à-vis des résultats obtenus. Pour notre circuit Clamp, et dans
le cadre d’une technologie CMOS 0.35µm, on peut envisager le traitement de signaux à 20
voire 30MHz. Au delà, il faut sérieusement envisager l’utilisation d’une technologie plus
fine. Par exemple, la technologie 0.18µm, très probablement utilisée par Analog Device
pour son CCD processor AD9979 alimenté en 1.8V [Dev07].
b) Commutateurs et capacités
Les commutateurs analogiques utilisés pour le bloc Clamp sont des NMOS de taille
W/L = 6.5µm/0.35µm, ce qui donne RON ' 500Ω (avec VGS ' VDD/2). Les capacités
de mesures font quand à elles 1pF . La constante de temps résultante, RONC ' 0.5ns, est
suffisamment faible pour que le circuit puisse traiter des signaux CCD à 10MHz.
1.2 Les blocs annexes












Fig. 6.4: Schéma du convertisseur asymétrique-symétrique
Bien évidemment, le circuit clamp ne peut pas fonctionner seul dans l’ASIC. Il a
besoin de blocs d’accompagnement, autant en entrée qu’en sortie. Le premier de ces blocs
est le convertisseur d’entrée asymétrique-symétrique, présenté sur la figure 6.4. Il est
essentiellement constitué de deux amplificateurs opérationnels asymétriques, le premier
en configuration suiveur et le deuxième en configuration inverseur, avec le niveau de mode
commun VCM comme point de référence. On peut voir que l’amplificateur en configuration
inverseur fait une comparaison entre le mode commun de sortie de l’étage de conversion,
mesuré par les deux résistances, et le mode-commun désiré VCM . Le signal de sortie VOUTP
suivra donc le signal d’entrée Vin tandis que le signal de sortie VOUTM s’arrangera pour
être le symétrique de VOUTP par rapport au mode-commun souhaité VCM . On remarquera
que cette opération double l’amplitude du signal en mode symétrique.
Les deux amplificateurs utilisés sont présentés figure 6.5. Il s’agit au départ d’ampli-
ficateurs à deux étages, le deuxième étant cascodé, auxquels vient s’ajouter un étage de
sortie du type source suiveuse. Cet étage supplémentaire est nécessaire pour prendre en
compte l’effet de charge des résistances utilisées pour la mesure du mode commun dans




























Fig. 6.5: Schéma de l’amplificateur à deux étages cascodé avec étage buffer de sortie
le circuit convertisseur d’entrée. En l’absence de cet étage tampon, ces résistances rédui-
raient de façon très importante le gain en tension en boucle ouverte des amplificateurs.
En effet, elles sont situées en parallèle avec les résistances de sorties de l’amplificateur,
qui ont été fortement augmentées, par utilisation d’un circuit cascode, pour obtenir un
fort gain en boucle ouverte. Nous avons donc introduit une source suiveuse fonctionnant
en régime linéaire (classe A), alimentée par un courant ID8 = 100µA, qui permet à l’am-
plificateur de supporter les charges résistives de 20kΩ utilisées par la partie inverseuse du
convertisseur.
Les performances de ce convertisseur ne sont malheureusement pas à la hauteur du bloc
Clamp. Cela est dû en partie à l’ajout du troisième étage buffer, mais aussi et surtout
à l’effet de variation de gain dans les buffers, qui a été étudié dans le chapitre 5. Une
autre solution consisterait à utiliser un circuit à capacités commutées pour effectuer la
conversion, et ainsi s’affranchir de l’effet de variation de gain dans les buffers. Cependant,
cette solution, analysée dans le cadre de cette étude, ne donne pas de bons résultats.
La nécessité de "retourner" l’une des capacités lors de leur basculement, pour former la
partie inversée du signal, force les commutateurs dans des positions où leurs injections de
charges viennent notablement dégrader le signal. En retour d’expérience, on en conclue
que l’on perd finalement moins de précision à utiliser directement la structure Clamp avec
un signal d’entrée asymétrique, lui laissant donc le soin d’effectuer aussi la conversion
asymétrique-symétrique.
Remarque. Les circuits de conversion asymétrique-symétrique présents dans la littéra-
ture sont généralement prévus pour des signaux sinusoïdaux [PP03]. De tels circuits ne
peuvent pas présenter une bande-passante suffisamment grande pour transmettre la varia-
tion entre le palier de référence et le palier vidéo et à la fois suffisamment faible pour ne
pas présenter trop de variations sur un palier.
b) Buffer de sortie intermédiaire
Pour venir valider le bon fonctionnement du convertisseur d’entrée, les deux sorties sont
affectées à des plots de l’ASIC en passant par des buffers de sortie "simples" (figure 6.6).
Il s’agit de simples sources suiveuses canal P destinées à vérifier le fonctionnement du
convertisseur sans venir perturber la chaîne de traitement. Ainsi, on s’affranchit de l’in-
fluence de la charge capacitive introduite par le plot de l’ASIC, le câblage de sortie et
les instruments de mesures (sonde de l’oscilloscope) sur le double-échantillonneur. Cette














































Fig. 6.7: Schéma de l’amplificateur opérationnel symétrique utilisé pour le buffer de sortie précis.
Les étages de sortie fonctionnent en classe AB
charge capacitive est de l’ordre de 20pF et elle est donc très grande devant celle de l’étage
d’entrée d’un CAN qui serait intégré dans la même puce et pour lequel le Clamp a été
prévu.
Remarque. La plupart des chaînes vidéo ajoutent avant le convertisseur analogique-
numérique un amplificateur à gain programmable et/ou une correction d’offset, qui pré-
sentent des charges capacitives similaires. Comme nous l’avons fait remarqué dans le
chapitre 4, la structure clamp proposée peut être utilisée comme structure PGA. La valeur
du gain en tension est alors obtenue par la sélection de différents condensateurs à l’aide
de commutateurs analogiques.
c) Buffers de sortie
Des buffers de sortie sont aussi nécessaires pour permettre la mesure à l’extérieur de la
puce des performances du double-échantillonneur corrélé sans les dégrader. Ceux-ci sont
séparés en deux types pour atténuer la difficulté de leur réalisation. En effet, par défini-
tion, un buffer destiné à mesurer une caractéristique doit présenter des caractéristiques
meilleures que celles du composant mesuré et n’introduire aucune perturbation. Or, il
parait difficilement réalisable de créer un buffer à la fois plus rapide et plus précis que le
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bloc clamp, et ce sur charge capacitive plus importante.
♣ Une paire de buffers "rapides" permettent de mesurer les caractéristiques tempo-
relles du double-échantillonneur. Il s’agit, tout comme pour le buffer simple de la figure 6.6,
de circuits source suiveuse mais avec des transistors très larges (W/L = 800µm/0.5µm) et
un fort courant drain (∼ 9mA) de façon à présenter une faible résistance de sortie 1/gm et
des temps de montée très faibles qui ne viennent pas dégrader ceux des étages précédents.
En contrepartie, la précision de ces buffers est faible.
♣ Un buffer de sortie complémentaire des deux précédents est présenté figure 6.7. Il a
pour but la précision mais au détriment de la bande passante qui est plus petite . Il s’agit
d’un amplificateur opérationnel symétrique configuré en suiveur. A la différence de celui
utilisé dans le circuit Clamp, le premier étage est cascodé (après être replié), le deuxième
étage étant de type source commune classe AB. Ce circuit est prévu pour présenter la
même linéarité que le double-échantillonneur corrélé. Par contre, il ne peut pas fournir
la même intensité de courant en sortie que les buffers rapides et ne permet donc pas la
mesure des temps de montée des signaux du bloc Clamp.
L’étage de sortie classe AB de ce buffer ne peut être réalisé de façon "classique" avec
deux sources suiveuses complémentaires canal N - canal P, car le budget en tension est
faible (Vdd = 3.3V ). En effet, en version asymétrique, l’amplitude maximale de la tension




' Vdd − VGSN − VGSP −∆VGN −∆VGP ' 900mVp−p (6.1)
Pour obtenir un étage de sortie à plus grande excursion, on a choisi de mettre en oeuvre
un classe AB du type source-commune que l’on retrouve dans les dispositifs "rail-to-rail".
Dans ce cas, avec un courant crête relativement important, nous avons une excursion en




' Vdd −∆VGN −∆VGP ' 2.7Vp−p (6.2)
La principale difficulté de ce circuit réside dans le fait que les points de repos des
transistors de sortie M13 −M14 sont imposés respectivement à partir des rails aux po-
tentiels le plus négatif et le plus positif. Malheureusement, ce circuit, qui n’a pas pu être
suffisamment testé et validé avant son intégration, s’est révélé par la suite très sensible
aux variations des paramètres technologiques, notamment au niveau de la prépolarisation
de son étage de sortie. Les deux transistors M11 et M12, qui pré-polarisent les transistors
de sortie M13 et M14, se partagent le courant de la branche M6c−M7c. Les variations sur
ces transistors vont modifier leur résistance de sortie respective et donc la répartition du
courant. Cela a pour effet à la fois de changer le point d’équilibre de l’étage de sortie et
sa dynamique. Une analyse approfondie est proposée par [Sta05] et dans [HH96].
d) Tensions de décalage
Enfin, le circuit Clamp fait appel à deux tensions de décalage positionnées de part
et d’autre de la tension de mode commun pour adapter sa plage de tension disponible à
celle du signal CCD. Le circuit générant ces deux tensions est présenté figure 6.8. Celles-
ci ne changent pas durant le fonctionnement du système et leurs valeurs ne sont pas
critiques. Elles ont donc été réalisées à partir de simples sources suiveuses, introduisant
des décalages égaux à leur tension grille-source depuis la tension de mode commun. La
tension grille-source d’un transistor en technologie 0.35µm étant trop grande par rapport










Fig. 6.8: Schéma du circuit générant les tensions de décalages pour le bloc Clamp
au décalage désiré, on produit tout d’abord une tension notablement plus élevée avant de
redescendre vers les deux tensions de décalages voulues.
Remarque. Si la précision des tensions de décalage n’est pas critique pour le fonction-
nement du circuit, une version complète de la chaîne gagne tout de même à utiliser des
sources de tensions contrôlées pour garantir la précision du niveau de sortie et de la plage
de fonctionnement. Pour une plus grande précision "instantanée", il est également néces-
saire que les tensions de bruit fournies par ces tensions de décalage soient relativement
faibles et sans perturbations. On remarque cependant que l’utilisation de la technique de
décalage par des sources suiveuses fait que les deux tensions de décalages suivent l’évo-
lution instantanée de la tension de mode-commun, y compris en perturbation. L’aspect
différentiel du circuit va donc fortement réduire l’impact de ces perturbations.
Fig. 6.9: Schéma de la carte de test de l’ASIC. Cette carte comprend également des dispositifs




La carte de test de l’ASIC est présentée figure 6.9, la partie encadrée étant spécifique
à la partie de l’ASIC décrite dans ce document. Son rôle est principalement de fournir
l’alimentation de l’ASIC, la polarisation des différentes entrées et des points d’entrée et
de mesures pratiques pour les signaux (prises BNC, fiches de mesures, etc. ). Une vue
"top" du layout est présentée figure 6.10.
Fig. 6.10: Layout de l’ASIC
La vérification globale de la polarisation du circuit a montré que la carte était bien
conforme à nos attentes. En ce qui concerne l’ASIC, les niveaux de polarisation sont en
accord avec les prévisions théoriques, à l’exception du buffer de sortie classe AB "précis
lent" (figure 6.7), comme nous l’avons expliqué dans la section précédente.
2.1 Le convertisseur d’entrée
Fig. 6.11: Mesure du temps de réponse des buffers simples suivant le convertisseur d’entrée. Voie
1 : signal carré d’amplitude 1V et de fréquence 1MHz. Voie 3 : sortie inverseuse du convertisseur.
Voie 4 : sortie non-inverseuse du convertisseur
Une fois la vérification de la polarisation du circuit effectuée, la première partie de la
puce à caractériser est le convertisseur d’entrée asymétrique-symétrique. La figure 6.11
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Fig. 6.12: Domaine de linéarité des buffers simples suivant le convertisseur d’entrée. Voie 1 :
signal carré d’amplitude 1V et de fréquence 1MHz. Voie 3 : sortie inverseuse du convertisseur.
Voie 4 : sortie non-inverseuse du convertisseur
montre la réponse du convertisseur à un signal carré d’amplitude 1V environ et de fré-
quence 1MHz.
Celle-ci est mesurée via les buffers associés. On vérifie que la conversion asymétrique-
symétrique est bien effectuée. On peut également remarquer que les signaux de sortie ne
présentent pas des réponses en tension croissantes et décroissantes identiques. La réponse
dans le sens montée, plus lente, présente un "slew rate" voisin de 10V/µs. Si on admet que
le temps de montée/descente hors slew-rate correspond à la réponse décroissante, celui-ci
est de tr ' 60ns. Cela correspond à une fréquence de coupure fc = 0.35/tr = 5.8MHz.
Cette valeur plutôt faible s’explique par le fait que ces buffers sont de type sources sui-
veuses constituées de transistors canal P relativement étroits (W/L = 15µm/1µm) avec
un courant de repos ID ' 50µA. Elle peut également être retrouvée de façon théorique.
La charge capacitive CL sur ces buffers est de 15pF environ (plot plus sonde de l’oscillo-
scope). La résistance de sortie Rs est d’environ 1/gm ' 2kΩ. Cela donnerait une fréquence
de coupure fc = 1/ (2piRsCL) ' 5.3MHz, proche de celle mesurée. C’est donc les buffers
et non le convertisseur qui limitent ici le temps de montée. De part leur faible transcon-
ductance, ils sont également responsables de l’amplitude réduite des signaux de sortie
vis-à-vis de celle du signal carré d’entrée.
La figure 6.12 présente la réponse des mêmes buffers à un signal triangulaire de forte
amplitude (mais de fréquence réduite, 20kHz seulement, pour s’intéresser seulement à la
non-linéarité établie) en entrée, permettant ainsi de mesurer leur domaine de linéarité.
On dispose par sortie d’une dynamique voisine de 1.5V pic-à-pic, ce qui donnerait une
excursion voisine de 3V pic-à-pic. Cela est conforme à nos espérances, et supérieur à la
zone de linéarité prévue pour être utilisée par le système, qui est de 1V pic-à-pic par
sortie.
2.2 Bloc Clamp
Les mesures suivantes sont prises à la sortie des buffers rapides et concernent donc
leurs caractéristiques et celles du bloc Clamp. Les figures 6.13 et 6.14 concernent le do-
maine de linéarité de ces systèmes. La saturation haute, à 3.3V , est une limitation due à
l’alimentation et provient des buffers. La saturation basse, au contraire, provient du bloc
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Fig. 6.13: Saturation du signal en sortie des buffers rapides, signal montant. Voie 1 : horloge à
10kHz. Voie 2 : signal d’entrée triangulaire à 20kHz. Voie 3 : buffer rapide sur sortie inverseuse
du CDS. Voie 4 : buffer rapide sur sortie non-inverseuse du CDS
Fig. 6.14: Saturation du signal en sortie des buffers rapides, signal descendant. Voie 1 : horloge
à 10kHz. Voie 2 : signal d’entrée triangulaire à 20kHz. Voie 3 : buffer rapide sur sortie inverseuse
du CDS. Voie 4 : buffer rapide sur sortie non-inverseuse du CDS
Clamp. A 1.6V en sortie du buffer, elle correspond à une tension de 0V à la sortie du
bloc Clamp. Cela est cohérent avec l’allure des mesures des voies 3 et 4, où le signal en
provenance du bloc Clamp a l’air de décrocher avant d’atteindre ce palier minimum. Il
est à noter que dans la zone de fonctionnement prévue pour le bloc clamp (zone où sa
linéarité est conforme à la précision attendue pour la chaîne), les buffers de sortie n’ont
pas atteint la saturation.
La figure 6.15 est destinée à valider cette linéarité. L’étude DC du système est rem-
placée par l’application d’un signal triangulaire de fréquence faible (20kHz) en entrée du
circuit. Son amplitude a été choisie supérieure à la zone de linéarité prévue en simula-
tion (1.5V pic-à-pic). On constate que le système Clamp est bien linéaire sur toute cette
plage de fonctionnement. Néanmoins, et bien que ça ne soit pas visible à l’oeil nul, la
linéarité du système Clamp est dégradée pour une plage située au-delà de 1V pic-à-pic et
ne correspond plus à nos attentes pour la chaîne. C’est pour cette raison que la zone de
fonctionnement choisie pour le système est inférieure à la zone qui semblerait exploitable
à l’oeil nul. Des mesures plus précises ne sont malheureusement pas possibles à cause de
la défaillance du buffer précis.
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Fig. 6.15: Mesure de la linéarité du bloc Clamp plus buffers de sortie. Voie 1 : horloge à 10kHz.
Voie 2 : signal d’entrée triangulaire à 20kHz. Voie 3 : buffer rapide sur sortie inverseuse du CDS.
Voie 4 : buffer rapide sur sortie non-inverseuse du CDS
Fig. 6.16: Réponse du système à un pixel sombre. Voie 1 : horloge à 1MHz. Voie 2 : signal
d’entrée constant. Voies 3 et 4 : sortie du CDS par les buffers rapides
Fig. 6.17: Simulation de la réponse du système à un pixel sombre
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Enfin, analysons la réponse temporelle du système complet. Pour les trois mesures
suivantes, l’horloge appliquée en entrée est à 1MHz. L’enregistrement de la figure 6.16
a été réalisé en l’absence de signal d’entrée. C’est l’équivalent du traitement d’un pixel
dans l’obscurité totale. Cette réponse est à comparer avec celle donnée par la figure 6.17,
qui prédit bien la réponse du circuit. Cependant, nous pouvons observer sur les courbes
de simulation un dépassement de sens opposé en début de transitoire (pont diviseur pu-
rement capacitif) que l’on n’observe pas sur la réponse expérimentale. L’information la
plus importante de la réponse temporelle concerne le temps d’établissement, qui est lié
à la précision du circuit. En simulation tout comme sur les mesures expérimentales, un
dépassement de la valeur finale pénalise ce temps d’établissement, mesuré sur l’ASIC à
14ns environ.
Fig. 6.18: Réponse du système à un pixel saturé, avec séparation des horloges. Voie 1 : horloge
à 1MHz. Voie 2 : signal d’entrée pixel saturé. Voies 3 et 4 : sortie du CDS par les buffers rapides
Fig. 6.19: Simulation de la réponse du système à un pixel saturé, avec séparation des horloges
L’enregistrement de la figure 6.18 a été réalisé avec un signal d’entrée d’amplitude
maximale (tout en restant en zone de forte linéarité), correspondant au cas d’un pixel
saturé. Le basculement de l’horloge et celui du signal (passage du niveau de référence au
niveau vidéo) sont volontairement écartés. On peut alors bien distinguer l’établissement
du système en mode vidéo puis sa réponse aux variations du signal d’entrée. Cette mesure
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est particulièrement intéressante pour la forme typique de la réponse du système que l’on
peut comparer avec celle donnée par la figure 6.19. La forte adéquation entre mesures
et simulations sur une réponse aussi particulière nous confirme que le comportement du
circuit est correctement prévu par les simulations du modèle SPICE.
Fig. 6.20: Réponse du système à un pixel saturé, horloges rapprochées. Voie 1 : horloge à 1MHz.
Voie 2 : signal d’entrée pixel saturé. Voies 3 et 4 : sortie du CDS par les buffers rapides
Fig. 6.21: Simulation de la réponse du système à un pixel saturé, horloges rapprochées
L’enregistrement de la figure 6.20 a également été réalisé avec un signal d’entrée cor-
respondant à un pixel saturé mais cette fois-ci horloge et signal CCD sont réglés au plus
proche. De plus, un générateur d’impulsion donnant un signal à faible temps de montée a
été utilisé pour générer le signal d’entrée de façon à mesurer la réponse du système sans
que celle-ci soit ne soit dégradée par la lenteur du signal en entrée. La réponse est à com-
parer avec celle donnée par la figure 6.21. Tout comme dans le cas obscurité, la simulation
et les mesures s’accordent bien une fois passé le basculement des commutateurs. Le temps
d’établissement est à nouveau pénalisé par un dépassement. Il est mesuré à 12ns environ.
Enfin, il est intéressant d’évaluer l’influence du niveau de référence sur le signal de
sortie. Si en théorie le double-échantillonneur corrélé a pour but de supprimer cette in-
fluence, en pratique il ne parvient jamais à l’annuler complètement. La figure 6.22 montre
la réponse du système à deux pixels sombres consécutifs, avec des niveaux de référence
séparés de 1V . La mesure de l’écart entre les deux niveaux de sortie correspondant oscille
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entre 2 et 3mV . On peut donc estimer l’influence du niveau de référence sur le signal de
sortie à environ 2.5mV pour 1V , soit 0.25%.
Fig. 6.22: Mesures de l’influence du niveau de référence sur le signal de sortie. Voie 1 : horloge.
Voie 2 : signal d’entrée d’obscurité avec différents paliers de référence. Voies 3 et 4 : sortie du
CDS par les buffers rapides
Conclusion
Un ASIC intégrant la structure double-échantillonnage corrélé a été réalisé en techno-
logie AMS CMOS 0.35µm. Comme prévu lors du design, il est suffisamment rapide pour
traiter des signaux CCDs à 10MHz. Il présente une plage de fonctionnement en sortie
de 2V pic-à-pic en mode symétrique. La linéarité n’a pas pu être mesurée, due à une
défaillance du buffer précis. Néanmoins, l’adéquation entre signaux mesurés et simula-
tions sur des formes de réponses très particulières apporte une forte confiance dans les
résultats de simulation. L’intégration d’une chaîne vidéo 12 bits à 10MHz en technologie
CMOS basse-tension est donc bien réalisable. La vitesse de traitement peut être augmen-
tée en améliorant les caractéristiques des amplificateurs opérationnels utilisés, au prix
d’une augmentation de consommation.
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Conclusion générale
L’analyse des détecteurs CCDs a mis en évidence la forme typique de leur signaux,
composés d’un pic de reset, d’un niveau de référence et d’un niveau vidéo. Cette forme
de signal très particulière nécessite un traitement analogique visant à extraire l’informa-
tion utile, c’est-à-dire la luminosité du pixel. Les chaînes de traitement CDD, ou "CCD
processors", sont donc caractérisées par ce composant central, le double-échantillonneur
corrélé.
La propriété essentielle pour laquelle il est apparu dans les chaînes de traitement vidéo
est l’atténuation du bruit de reset sur le signal, source de bruit dominante à l’époque. Plus
récemment, il accommode également les variations dans le niveau de référence d’un pixel
à un autre dues à la liaison capacitive entre le capteur CCD et la chaîne de traitement,
nécessaire pour adapter leurs plages de tension de fonctionnement respectives.
Deux méthodes principales sont utilisées pour réaliser le double-échantillonnage cor-
rélé : la méthode clamp et la méthode différentielle. Dans le cadre des spécifications à
atteindre, une étude comparative de ces deux méthodes a révélé le peu de différences dans
les performances intrinsèques de chacune, tant au niveau fréquentiel qu’au niveau de la
précision. Au final, la méthode clamp a été préférée pour son côté plus compact.
L’intégration du circuit clamp dans une technologie CMOS basse tension fait ap-
paraître de nouvelles difficultés. Il s’agit ici essentiellement du problème d’injection de
charges depuis des commutateurs analogiques sur des capacités de mesures dont les di-
mensions ne sont pas grandes en comparaison des capacités parasites des commutateurs.
L’impact relatif est également amplifié par la recherche d’une plus grande précision en
terme de bits pour la chaîne, avec un "temps pixel" plus petit. Après une analyse du
phénomène, nous proposons une architecture améliorée pour le circuit clamp qui réduit
fortement ces injections de charges. Cette architecture a été encore améliorée dans un
deuxième temps en réduisant le nombre de commutateurs analogiques utilisés. Enfin, une
extension de cette architecture a été proposée ; elle permet de l’utiliser comme un étage
amplificateur à gain programmable.
Dans le cadre de l’architecture retenue, ce sont les caractéristiques des amplificateurs
opérationnels utilisés qui deviennent la première limitation des performances de la chaîne
vidéo. L’étude des besoins de la chaîne a mis en évidence deux structures candidates pour
ces amplificateurs : la structure à deux étages, le deuxième étant cascodé, et la structure
à un étage à cascode régulé. A nouveau, les deux structures présentent des performances
intrinsèques proches. Finalement, la structure à un étage à cascode régulé a été éliminée
à cause de sa plus grande consommation, malgré qu’elle puisse proposer des gains plus
grand que ceux de l’autre structure, avantage qui a été jugé superflu dans les chaînes vidéos
actuelles. L’utilisation d’une structure de chaîne symétrique est conseillée, car elle offre
une plage de fonctionnement doublée et une meilleure réjection des bruits d’alimentation
et de mode commun.
Une limitations intrinsèque a été formulée contre l’utilisation d’amplificateurs opéra-
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tionnels à fort gain en boucle ouverte pour la réalisation de buffer. En effet, il a été montré
que, contrairement à ce que laisse supposer la théorie classique de la contre-réaction, la
précision en linéarité de tels buffers ne peut pas être augmentée indéfiniment par l’aug-
mentation du gain de l’amplificateur. Les dissymétries au sein de la paire différentielle
d’entrée viennent limiter cette précision et rendent inutile l’augmentation du gain en ten-
sion en boucle ouverte de l’amplificateur au-delà de 90dB, dans le cas de la technologie
CMOS 0.35µm. Heureusement, les circuits à capacités commutées, qui utilisent une struc-
ture autour de l’entrée inverseuse de l’amplificateur, ne sont pas directement affectés par
ce phénomène ; aussi doivent-ils être préférés dans la réalisation de la chaîne vidéo.
L’étude des différents circuits à capacités commutées permet de dégager une métho-
dologie générale de choix de structure. En effet, les erreurs d’injection de charges et de
non-linéarités introduites par les commutateurs analogiques sont minimisées par l’utilisa-
tion d’un amplificateur opérationnel en structure "inverseuse", de part le fait que la ten-
sion sur l’entrée inverseuse reste quasi-constante et proche de la tension de mode-commun
quelque soit l’amplitude du palier signal. Ces structures nous permettent également d’évi-
ter les larges variations de gains que l’on retrouve dans les buffers. Enfin, l’entrée du cir-
cuit différentiel ne variant que très peu, celle-ci n’a pas besoin d’être conçue rail-to-rail,
contrairement à d’autres circuits où le signal est appliqué sur l’entrée non-inverseuse.
Enfin, un ASIC de démonstration a été réalisé en technologie AMS CMOS 0.35µm pour
valider nos études effectuées sur la structure clamp. Occupant une place de 300µm∗200µm
sur la puce, et consommant 12mW , il a prouvé la capacité de la structure à traiter des
signaux CCDs à la vitesse de 10 millions d’échantillons par seconde. Si sa linéarité n’a
pas pu être mesurée directement, la forte adéquation entre les signaux mesurés et ceux
obtenus en simulation rend ces derniers particulièrement crédibles. La précision théorique
du bloc Clamp, qui est de 15 bits dans notre étude, parait donc atteignable en pratique.
De plus, un design adapté des amplificateurs opérationnels permettrait le traitement de
signaux à 20 voire 30MHz, au prix d’une augmentation de consommation.
En revanche, le conception du convertisseur asymétrique-symétrique d’entrée donne
une forte limitation en linéarité et on peut alors mettre en doute son utilité. A moins
de découvrir une nouvelle structure plus précise pour cet étage, il reste plus intéressant
de laisser le soin au circuit double-échantillonnage corrélé d’effectuer à la fois sa fonction
principale et la conversion asymétrique-symétrique.
En conclusion, la faisabilité d’une chaîne de traitement vidéo en technologie CMOS
basse-tension, capable de traiter des signaux CCDs à 10MHz avec une précision de 12
bits, a bien été démontrée.
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