Abstract. We formulate and partially verify a conjecture characterizing cofree representations of connected reductive groups. As we explain, this conjecture may be viewed as a natural generalization of the Chevalley-Shepard-Todd theorem from the case of finite groups to the case of connected reductive groups.
Definition 1.1. Let V be a representation of a reductive group G. A vector v ∈ V is G-stable if Gv is closed and v is not contained in the closure of any other orbit. A vector v ∈ V is G-properly stable if v is stable and dim Gv = dim G.
A representation V is stable (resp. properly stable) if it contains a stable (resp. properly stable vector). In this case, the set V s = V s (G) of G-stable (resp. properly stable) vectors is Zariski open. A vector v ∈ V V s is said to be G-strictly semi-stable and we denote by V sss = V sss (G) this closed subset.
We introduce the following definitions. Definition 1.2. Let V be a stable representation of a connected reductive group G and let π : V → V /G be the quotient map.
(1) V is pure if the strictly semi-stable locus V sss is of pure codimension-one.
(2) V is npure if it is pure and every irreducible component of V sss maps to a divisor under π.
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(3) V is cnpure if it is npure and every irreducible component of V sss maps to a Cartier divisor under π.
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In Lemma II.1.1, we show pure, npure, and cnpure are equivalent conditions if G has no nontrivial characters. In contrast, when G is a torus, we show these conditions are all distinct. The most subtle of these distinctions is between cnpure and npure representations, see Example III.2.3.
Our main conjecture is the following characterization of cofree representations of connected reductive groups. Conjecture 1.3. Let V be a stable representation of a connected reductive group G.
(1) If V is cofree, then it is cnpure.
(2) Suppose G is semi-simple and V is irreducible. If V is pure, then it is cofree.
Remark 1.4. Together, parts (1) and (2) of Conjecture 1.3 say that if V is a stable irreducible representation of a connected semi-simple group, then V is cofree if and only if it is pure. 3 Among these results, Theorem 1.6 is by far the most involved. We outline the proofs of Theorems 1.5-1.7 in Section 2 below.
1.1.1. Relationship to the Chevalley-Shepard-Todd theorem. Let us further expand upon the way in which our conjecture for connected reductive groups can be viewed as a natural generalization of the Chevalley-Shepard-Todd theorem. If a finite group G acts on a vector space V by pseudo-reflections, let V f be the open set on which the image of G in GL(V ) acts freely. Then V f is the union of all orbits of maximal order, and V V f is the divisor obtained by taking the union of the reflecting hyperplanes. Thus, the Chevalley-Shepard-Todd theorem implies that when V is cofree, V V f is Cartier and the image of every component is Cartier.
Now let V be a stable representation of a connected reductive group G. Then V s , which is the union of the closed orbits of maximal dimension, replaces V f and our conjecture states that if V is cofree then V sss = V V s is a pure divisor such that the image of every component is Cartier. Moreover, if this condition is satisfied and V is a stable irreducible representation of a semi-simple group then we conjecture V is cofree. Note that Theorem 1.7 implies the latter statement for abitrary representations of tori.
In other words, in the transition from finite groups to connected reductive groups we conjecture that orbits of maximal order are replaced by closed orbits of maximal dimension, and that the fixed loci of reflecting hyperplanes are replaced by the irreducible components of the divisor V sss .
Relationship to Popov's conjecture.
A necessary condition for a representation to be cofree is that the fibers of the quotient morphism be of constant dimension. Popov's conjecture (also called the Russian conjecture) [PV] states that for connected reductive groups this condition is sufficient; that is, a representation is cofree if and only if the fibers of the quotient map have constant dimension. The classification results described above demonstrated the validity of this conjecture in these cases and Wehlau [Weh] proved it for torus actions.
Popov's conjecture can be reformulated as a statement about the null cone N G (V ) = {v ∈ V | 0 ∈ Gv} of the representation V . Precisely, Popov's conjecture is equivalent to the statement that V is cofree if and only if dim N G (V ) = dim V − dim V /G.
If V is a properly stable representation, then V sss is the saturation of the locus in V with positive dimensional stabilizers, while N G (V ) ⊂ V sss is the saturation of the origin. Thus, our conjecture together with Popov's conjecture implies that if V is a properly stable irreducible representation of a semi-simple group G, then the saturation of the locus with positive dimensional stabilizers is a pure divisor if and only if the saturation of the origin has dimension equal to that of G if and only if V is cofree.
We note that for irreducible representations of simple Lie groups, the classification results imply that there are a number of other equivalent characterizations of cofree representations. For a complete list see [Pop2] .
1.1.3. Reducible representations and Schwarz's examples. In an earlier version of this article we conjectured that both parts (1) and (2) of Conjecture 1.3 hold for stable (possibly reducible) representations of connected reductive groups. However, Gerald Schwarz showed us examples of properly stable reducible representations of simple groups which are pure but not cofree. The smallest of Schwarz's examples is the representation V = Sym 2 (C 3 ) ⊕ (C 3 ) ⊕2 of SL 3 . This representation is not coregular but it is pure.
Although reducible, pure, non-cofree representations do exist, the conditions of purity and cofreeness are both quite rare for reducible representations. Indeed, any representation of a reductive group that contains two or more properly stable summands cannot be pure (regardless of whether or not those summands are irreducible). The reason is as follows: if V and W are properly stable representations then the Hilbert-Mumford criterion implies that (V s ⊕W )∪(V ⊕W s ) ⊂ (V ⊕W ) s . Since codim V (V V s ) ≥ 1 and codim W (W W s ) ≥ 1, we see that codim V ⊕W ((V ⊕ W ) (V ⊕ W ) s ) ≥ 2. Similarly, by [PV, Theorem 8.9 ] any coregular (and thus cofree) representation of a semi-simple group with no trivial summands has dimension at most 2 dim G. Since any properly stable representation has dimension at least dim G + 1, we see that a representation with two properly stable summands and no trivial summands cannot be cofree.
Remark 1.10. Having shown that V ⊕ W is never pure when V and W are properly stable, one may wonder if V ⊕ W can be pure when V is properly stable and W is a non-trivial representation. This is indeed possible, as pointed out to us by Schwarz: the SL 6 -representation V = (C 6 ) ⊕6 ⊕ ∧ 2 C 6 is pure, even though the first summand is properly stable, and the second summand is stable but not properly stable. Also observe that the summand (C 6 ) ⊕6 is both pure and cofree, but V is pure without being cofree. Thus, the strongest statement one can make is that the sum of two or more properly stable representations is never pure.
1.1.4. Relationship to a result of Brion. After releasing the first version of this preprint, Michel Brion pointed us to a result of his [Bri, 4.3 Corollaire 1] which gives further evidence for Conjecture 1.3 (1). Precisely, Brion proves that if V is a properly stable representation of a reductive group (not necessarily connected), and if codim V sss ≥ 2, then K[V ] cannot be a free K[V ] G module. However, his result does not rule out the possibility that V is cofree and V sss contains non-divisorial components.
2. Outline of the proofs of the main theorems 2.1. Theorem 1.5. Recall that a representation of V is polar if there is a subspace c ⊂ V and a finite group W such that
The basic example of a polar representation is the adjoint representation g; here c is a Cartan subalgebra and W is the Weyl group. Using results of Dadock and Kac [DK] we prove that any stable polar representation (not necessarily irreducible) is pure, see Proposition II.2.1. On the other hand, Dadoc and Kac proved that any irreducible cofree representation of a simple group is polar. Thus, we conclude Theorem 1.5 that any stable irreducible cofree representation of a simple group is pure.
2.2. Theorem 1.6. In light of Theorem 1.5, to prove Conjecture 1.3 for a simple group, it is enough to prove part (2). In Section II.3, we show that if G is reductive and V is an npure Grepresentation, then there is a hyperplane H in the character lattice of V tensored with R satisfying the following special condition: H contains at least dim V − dim G + 1 weights when counted with multiplicity. In particular, this implies that when G = SL n , every irreducible pure representation V has dim V ≤ n 3 . In Section II.5, we further show that if V is pure, then its highest weight vector lies on a ray or a 2-dimensional face of the Weyl chamber. Comparing with the known list of cofree representations of SL n we are reduced to checking that 6 infinite families of SL n -representations, as well as 53 sporadic cases, are not pure. These calculations, performed in Sections II.6-8, are the longest and most technical part of the paper.
Let us give a concrete example illustrating some of the methods we use to show representations are not pure. One of the infinite families we must consider is the set of SL n -representations with highest weight vector 2L 1 + L 2 where n ≥ 4, i.e. in terms of the notation from [FH, Lecture 15] , this is the family of representations Γ (1,1,0,0,...,0) . Via a combinatorial analysis of the weights, we prove that if H is a hyperplane in the character lattice, then it contains at most c n = 2 n−1 3 + 2(n − 2), n = 6 32, n = 6 weights when counted with multiplicity. Furthermore, we show that if n = 6, then this bound is achieved by a reflecting hyperplane for the Weyl group; when n = 6, the bound of 32 is also 5 achieved, but not by a reflecting hyperplane. For n ≥ 5, we see in particular that c n + n 2 < dim V and so V is not pure by the aforementioned bound obtained in Section II.3. When n = 4, we have c 4 + 4 2 = 22 > 20 = dim V and so a different technique is needed to show V is not pure; this is handled by analyzing the parabolic subgroups stabilizing those hyperplanes that contain a large number of weights.
The problem of counting the maximum number of weights of a representation which lie on a hyperplane seems of interest in its own right, with connections beyond the world of invariant theory. Curiously, the sequence c n , known as the crystallogen sequence, occurs in a seemingly unrelated context: it is the atomic numbers one obtains by reading down the Carbon column in the periodic table, e.g. the first few terms are 6, 14, 32, 50 which are the atomic numbers of Carbon, Silicon, Germanium, and Tin.
2.3. Theorem 1.7. We prove Theorem 1.7 for tori T by inducting on dim V . The key to the proof is showing in Proposition III.1.6 that if V is a cnpure representation of a torus, then V splits as a sum of T -representations
This argument makes essential use of the fact that the images of the irreducible components of V sss are Cartier divisors.
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Part II. Representations of simple groups: proofs of Theorems I.1.5 and I.1.6
This part is organized as follows. In §1 we prove some basic facts about pure representations that we will use throughout. In §2, we prove that every stable cofree irreducible representation of a connected simple group G is pure, i.e. we prove Theorem I.1.5. In §3, we prove the key result that if V is any pure representation, then there is a hyperplane in the character lattice containing most of the weights. This implies that up to isomorphism there are a finite number of pure representations not containing a trivial summand. To illustrate our methods, we apply this criterion in §4 to prove Theorem I.1.5 for SL 2 and SL 3 .
In §5, we apply the criteria in §3 to irreducible pure SL n -representations. In particular, we prove that the highest weight vector of V must either lie on a ray of the Weyl chamber or be a sum of two rays of the Weyl chamber. In §7, we analyze the latter case and in §8 we analyze the former case. Both §7 and §8 rely crucially on a detailed analysis of certain combinatorial configurations of weights which is carried out in §6.
1. Basic facts about pure representations Lemma 1.1. If G has no non-trivial characters then any pure representation is cnpure.
Proof. Since G is connected, every component of V sss is G-invariant. Thus the equation f ∈ K[V ] of the component must be an eigenfunction for the action of
Since G has no non-trivial characters, f must in fact be invariant. Hence the image of V (f ) is the Cartier divisor defined by f in Spec K[V ] G . Lemma 1.2. A representation V is pure (resp. cofree) if and only if the dual V * is pure (resp. cofree).
Proof. The quotient V /G equals Spec(Sym V * ) G while the quotient V * /G is Spec(Sym V ) G . Since Sym k V * = (Sym k V ) * , they have the same trivial summand. Hence a choice of a basis for V induces an isomorphism V → V * which descends to an isomorphism of quotients V /G → V * /G. Under this isomorphism, V s maps to (V * ) s so V is pure if and only if V * is pure. Similarly the map V → V /G is flat if and only if V * → V * /G is flat, i.e. V is cofree if and only if V * is cofree.
2. Proof of Theorem I.1.5
The proof of Theorem I.1.5 is relatively straightforward thanks to the work of Dadoc and Kac on polar representations [DK] . Recall that a representation V of a reductive group G is polar if there exist a subspace c, called a Cartan subspace such that the map c → Spec K[V G ] is finite and surjective.
In [DK, Theorem 2.9 ], Dadok and Kac proved that if V is polar with Cartan subspace c, then [DK, Theorem 2.10] , every polar representation is cofree. Furthermore, using the classification of irreducible cofree representations of simple groups, they show that every irreducible cofree representation of a simple group is polar.
As a result, to prove Theorem I.1.5, it is enough to show that polar representations are pure. We are grateful to Ronan Terpereau for suggesting this proof.
Proposition 2.1. If V is a stable polar representation (not necessarily irreducible), then it is pure.
Proof. Let c be a Cartan subspace and following [DK, p. 506 ] let c reg be the set of regular points. By definition, this means that v ∈ c reg if and only if Gv is closed and of maximal dimension among closed orbits. If V is a stable representation then this is equivalent to the condition that v is stable. Since the Cartan subspace contains a point of each closed G orbit, we see that Gc reg = V s .
By [DK, Lemma 2.11] , c sing = c c reg is a finite union of hyperplanes and V sss = Gc sing by definition. If W is is as above, then the image of c sing under the quotient map p : c → c/W is a divisor.
By [DK, Proposition 2 .2] the composition c ֒→ V π → V /G is finite. Under the identification V /G = c/W this finite map is just the quotient map c → c/W . Thus every irreducible component of V sss = π −1 (p(c sing )) is a divisor because V → V /G is flat as V is cofree by [DK, Theorem 2.10] . Remark 2.2. As noted by Victor Kac, there are polar representations with non-trivial rings of invariants and our proposition does not apply. However, an analogous statement holds with V s replaced by the G-saturation of the locus of closed orbits which are of maximal dimension among closed orbits.
Bounding pure representations
We begin by obtaining results that show pure representations are relatively rare; specifically, any simple group has a finite number of pure representations that do not contain a trivial summand.
The following result holds for any reductive group, not just simple or semi-simple ones.
Proposition 3.1. Let V be a stable representation of a reductive group G. Suppose V sss contains a divisorial component that maps to a divisor in V /G, e.g. V is npure. Then there exists oneparameter subgroup λ such that
λ ⊂ V denotes the 0-weight space of λ, i.e. there are at most dim G + 1 weights that do not lie on the hyperplane of the weight space defined by λ. Proof. First assume that V is properly stable. In this case every stable vector has finite dimensional stabilizer. Hence, a vector v is not stable if and only if it contains a point with positive dimensional stabilizer in its orbit closure. Any closed orbit in a representation is affine so its stabilizer is reductive by [MM] , so if it is positive dimensional then it contains a 1-parameter subgroup. Thus v ∈ V sss if and only if there is a 1-parameter subgroup λ such that v ∈ V ≥0 λ , where V ≥0 λ is the subspace of V whose vectors have non-negative weight with respect to λ.
Since all 1-parameter subgroups are G-conjugate we see that
where N (T ) is the group of 1-parameter subgroups of a fixed maximal torus T . Since V is finite dimensional it contains a finite number of weights so there are only finitely many distinct subspaces V ≥0 λ as λ runs through the elements of N (T ). Hence, there exists a 1-parameter subgroup subgroup λ such that GV ≥0 λ is the divisorial component of V sss . Since GV ≥0 λ is the G-saturation of the fixed locus V 0 λ we see that π(GV 
In this example, we illustrate that if V is not properly stable, then V sss may be a proper subset of λ∈N (T ) GV ≥0 λ . Let V be the adjoint representation of SL 2 . Then the strictly semi-stable locus V sss is the divisor defined by the vanishing of the determinant. However, since the torus of SL 2 is rank one, the fixed locus V 0 λ is the same for all λ and is one dimensional. In this
Our proof of Conjecture 1.3 for irreducible representations of SL n will make crucial use of the following dimension bound. Proposition 3.3. Let V be a (stable) representation of SL n and suppose V sss contains a divisorial component. Then there are at most (n − 1)n 2 non-zero weights counted with multiplicity.
Proof. Since SL n is simple, the image of a divisorial component of V sss in V /G is also a divisor by Lemma I.1.1. Hence by Proposition 3.1 there is a 1-parameter subgroup λ such that V 0 λ contains at least dim V − n 2 weights. Let H be the hyperplane in the character lattice determined by this 1-parameter subgroup, so Proposition 3.1 says that H contains at least dim V − n 2 such weights. The Weyl group conjugates of H also contain at least dim V −n 2 . We claim that H has at least n−1 linearly independent conjugates under the Weyl group. To see this, let v be a normal vector to H, and note that if σ ∈ S n , then H = σH if and only if v = ±σv. Now the dual space M of hyperplanes in the weight space is the standard irreducible representation of S n , i.e. {(λ 1 , . . . , λ n )| λ i = 0}. Since the subspace spanned by the S n -orbit of v is S n -invariant it must equal M . Hence the conjugates of v under the Weyl group must span R n−1 so there are least n − 1 linearly independent conjugates. Now, let H 1 , . . . , H n−1 be n−1 conjugate linearly independent hyperplanes whose normals vectors are linearly independent. By inclusion-exclusion H 1 ∩ H 2 contains at least dim V − 2n 2 weights counted with multiplicity since H 1 ∪ H 2 contains at most dim V weights. Assume by induction that H 1 ∩ H 2 ∩ . . . ∩ H k contains at least dim V − kn 2 weights counted with multiplicity. Since (H 1 ∩ . . . ∩ H k )∪ H k+1 still contains at most dim V weights, the inclusion-exclusion principle implies that (H 1 ∩ . . . ∩ H k ) ∩ H k+1 contains at least dim V − (k + 1)n 2 weights counted with multiplicity. Hence {0} = H 1 ∩ . . . ∩ H n−1 contains at least dim V − (n − 1)n 2 weights counted with multiplicity. In other words, the multiplicity of 0 in V is at least dim V − (n − 1)n 2 . We thank William Slofstra for pointing out the following argument.
Lemma 3.4. Let V be an irreducible representation of a semi-simple Lie group G, and let α i be the positive simple roots. If a is any non-highest weight for V , then
Proof. Consider the linear map V a → i V a+α i given by v → (e i (v)) where e i is the root vector in the Lie algebra for α i . Since a is not a highest weight, V a does not contain a highest weight vector, i.e. no vector v ∈ V a is killed by all positive simple roots. Hence, the above map is injective.
Lemma 3.5. Let V be a representation of SL n which contains no trivial summands. Then
Proof. It clearly suffices to prove the lemma for every non-trivial irreducible subrepresentation of V , and so we may assume V is irreducible.
be the dimension of the 0-weight space, and let d α = dim(V α ) be the dimension of the weight space of any simple root α. There are 2 n 2 total simple roots, so we obtain the inequality 2
roots, n − 1 of them are positive simple, so by Lemma 3.4,
Proposition 3.6. Let V be a (stable) representation of SL n which contains no trivial summands and such that V sss contains a divisor. If 0 is not a weight of V , then dim V ≤ (n − 1)n 2 . If 0 is a weight of V , then dim V ≤ n 3 .
Proof. If 0 is not a weight of V , then we are done by Proposition 3.3. Now assume 0 is a weight. Since V sss is a divisor, Corollary 3.3 tells us d
by Lemma 3.5, which implies d ≤ n 3 .
Remark 3.7. Similar methods can be used to prove that for any semi-simple group G, there are finitely many pure representations that do not contain a trivial summand.
4. Preliminary application: Theorem I.1.6 for SL 2 and SL 3 Proposition 4.1. Theorem I.1.6 holds for SL 2 and SL 3 .
Proof. First consider the case of irreducible representations V of SL 2 . Then V = Sym n (K 2 ). Applying Proposition 3.1, we see there are at most 4 weights not contained in the hyperplane H = {0}. Since the weights of V are the integers i with −n ≤ i ≤ n and n − i even, and all weights are of multiplicity 1, we see n ≤ 4. This is a tight bound because we know V is cofree if and only if n ≤ 4, see e.g. Kac-Popov-Vinberg [KPV] .
Next consider the case where V is an irreducible representation of SL 3 . Recall that the weights of V live in the 2-dimensional vector space
where the L i are a basis for R 3 ; the rays of the Weyl chamber are L 1 and L 1 + L 2 = −L 3 . We first claim that if there are 2 distinct weights in the interior of the Weyl chamber and the line they determine does not go through the origin, then V is not pure. Indeed, acting by the Weyl group we obtain 12 distinct weights, and a line H through the origin can contain at most 2 of these. As a result, for every hyperplane H, there are more than 9 weights not contained in H, so Proposition 3.1 shows that V is not pure.
Having shown our claim, let us consider the case where the highest weight vector v of V lies on a ray of the Weyl chamber. After possibly replacing V by its dual, by Lemma I.1.2 we can assume v = mL 1 for some m ≥ 1, i.e. V = Sym m (K 3 ). If m ≥ 4, then (m − 1)L 1 + L 2 and (m − 2)L 1 + 2L 2 are distinct weights in the interior of the Weyl chamber and the line they determine does not go through the origin, so V is not pure. The representation V is unstable when m = 1; for m = 2, 3, it is stable and cofree [KPV] , and hence pure by Theorem I.1.5.
Lastly, we consider the case where the highest weight vector v of V lies in the interior of the Weyl chamber, i.e.
is also a weight in the interior of the Weyl chamber, which would yield 2 distinct weights in the interior of the Weyl chamber where the line the determine does not pass through the origin; hence, 1 ≤ a ≤ 2. Similarly, we must have
, and V is the adjoint representation, which is cofree. If a = 2 and b = 1, then the highest weight vector is v = 3L 1 + L 2 . This representation is 15-dimensional and has the following types of weights:
(1) 6 weights of type 3L i + L j with i, j distinct, each of multiplicity 1, (2) 3 weights of type 2L i + 2L j with i, j distinct, each of multiplicity 1, (3) 3 weights of type L i , each of multiplicity 2. It is easy to see that a line contains at most 2 weights with multiplicity, leaving 13 > 9 weights off of the line, so V is not pure.
5.
Classifying irreducible SL n -representations of dimension at most n 3
In light of Proposition 3.6, if V is an irreducible pure SL n -representation, then dim V ≤ n 3 . So, the goal of this section is to classify which V have dim V ≤ n 3 . We do so by dividing into cases depending on the form of the highest vector v of V . Recall that the rays of the Weyl chamber of
Proposition 5.1 handles the case where v is a sum of at least 3 rays of the Weyl chamber. Proposition 5.2 considers the case when v is a sum of 2 rays of the Weyl chamber, and Proposition 5.3 handles the case when v is a ray itself. 5.1. Representations whose highest weight vector is a sum of three or more rays.
Proposition 5.1. Let V be an irreducible representation of SL n whose highest weight vector is a non-negative combination
such that at least 3 of the a i are non-zero. Then V is not pure.
Proof. We will prove dim V ≥ n 3 with equality occurring exactly when n = 4 and a 1 = a 2 = a 3 = 1. By Proposition 3.6 this implies that V sss cannot contain a divisor except possibly when n = 4 and a 1 = a 2 = a 3 = 1. Finally in the latter case, 0 is not a weight of V ; indeed, this follows immediately from the paragraph after [FH, Formula 15 .17] since 6 = a 1 + (a 1 + a 2 )+ (a 1 + a 2 + a 3 ) is not divisible by n = 4. Hence, we again conclude by Proposition 3.6 that V sss does not contain a divisor in this case.
We introduce notation following [FH, Lecture 15] . Let a = (a 1 , . . . , a n−1 ) ∈ Z n−1 ≥0 . Let Γ a be the representation with highest weight vector a 1 (
We wish to show that if a has at least three non-zero entries then d a ≥ n 3 with equality if and only if n = 4 and a = (1, 1, 1). By the combinatorial formula [FH, Formula 15 .17]
we see increasing any entry in a strictly increases dim Γ a . So, it suffices to prove the assertion when a has exactly three non-zero entries which are all equal one.
To clarify terminology we interpret the above combinatorial formula as follows: d a is the product of factors a [i,j] Let T n be the set of sequences a ∈ Z n−1 ≥0 with exactly three ones and all other entries 0. Note that T 4 consists of the single sequence (1, 1, 1) and applying the dimension formula we see that
Assume n ≥ 4. Let a = (a 1 , . . . , a n ) be a sequence in T n+1 . We will show that there is a sequence
There are several cases to consider.
Case I. a n = 0. In this case a ′ = (a 1 , . . . , a n−1 ) ∈ T n . Comparing the products formulas for d a ′ and d a , we see that the product determining d a contains all of the factors in d a as well as the following additional factors. From the interval [1, n] we obtain the factor (n + 3)/n. If a k = 1 and a i = 0 for all i > k then we obtain a factor of (n
Since k > 1 this is greater than (n + 1)/n. Now let l < k be the index such that a l = 1 and a i = 0 for l < i < k. Then in d a we obtain a factor of (n − l + 3)/(n − l + 1) > (n + 1)/n from the interval [l, n]. Thus we see that
Since the formula for d a is invariant under reflection, this also covers the case where a 1 = 0.
Case II. a n = 1, a n−1 = 0. Let a ′ = (a 1 , . . . , a n−2 , a n ). Clearly,
We wish to show that this ratio is at least In particular, taking m = n − k, resp. m = n − l, we see the ratio is minimized when k = 1 and l = 2. Hence,
(n − 2)(n) and direct inspection shows that this ratio is at least (n + 1) 3 /n 3 for all n ≥ 3. This covers the case where a n = 1, a n−1 = 0, and by symmetry also the case where a 1 = 1, a 2 = 0.
Case III a n = a n−1 = 1, a n−2 = 0. In this case we let a ′ = (a 1 , . . . a n−3 , a n−1 , a n ). Again the factors a ′ [i,j] and a [i,j] are equal if j ≤ n − 3. Also, if
Putting this together we see that
.
Again the function
(m+2) 2 m(m+3) is monotonically decreasing on the positive integers.
Case IV a n−2 = a n−1 = a n = 1. In this case, since n ≥ 4 we must have that a 1 = 0 since the sequence a has exactly three 1s. This follows from Case II.
5.2.
Representations whose highest weight vector is a sum of at most two rays. The following two results are shown in a completely analogous fashion as Proposition 5.1.
Proposition 5.2. Let V be an irreducible representation of SL n whose highest weight vector is
with 1 ≤ a < b ≤ n − 1, and m i positive integers. If dim V ≤ n 3 , then after possibly replacing V by V * , we have m 1 + m 2 ≤ 3.
Proposition 5.3. Let V be an irreducible representation of SL n whose highest weight vector is
with 1 ≤ a < n and m > 0. If dim V ≤ n 3 , then after possibly replacing V by V * , we have a ≤ 6 and m ≤ 5.
By Proposition 3.6, if V is a pure irreducible SL n -representation, then dim V ≤ n 3 ; furthermore, if 0 is not a weight of V , then dim V ≤ (n − 1)n 2 . By Propositions 5.1, 5.2, and 5.3, we have produced a list of irreducible SL n -representations V with dim V ≤ n 3 . We further discard from this list any unstable representations, as well as those V where 0 is not a weight and dim V > (n − 1)n 2 . Comparing with the list of cofree representations provided by Kac-Popov-Vinberg [KPV] (cf. [PV] ), and making use of Lemma I.1.2, we find:
Corollary 5.4. Theorem I.1.6 holds if and only if the following representations are not pure:
( (1) m = 1, a = 3, and n ≥ 10, (2) m = 1, a = 4, and 9 ≤ n ≤ 29, (3) m = 1, a = 5, and 10 ≤ n ≤ 15, (4) m = 1, a = 6, and 12 ≤ n ≤ 13, (5) m = a = 2, n ≥ 5, (6) (n, a, m) = (6, 3, 2), (7) m = 3, a = 1, n ≥ 4, (8) m = 4, a = 1, and 4 ≤ n ≤ 15.
Remark 5.5. Notice that there are 6 infinite families of representations that we must rule out: 3 when the highest weight vector is a sum of two rays, and 3 when the highest weight vector lies on a ray. After this, we are left with a finite list of sporadic cases to check.
Bounding the number of weights contained on a hyperplane
In this section, we collect several results bounding the number of weights that can appear on a hyperplane. These results are used throughout the rest of Part II.
We let W be the vector space
, where the L i are a basis for R n . Note that hyperplanes H ⊂ W are given by H = (a 1 , . . . , a n ) ⊥ where
In the subsections that follow, we obtain bounds on the number of k-supported vectors in H for k = 2, 3, 4. Theorem 6.6 is the most involved of all of these bounds.
6.1. Bounds on 2-supported vectors. We begin by analyzing the case where our vectors are of the form L i + L j . We then turn to the easier case where our vectors are L i + cL j for c = 1.
Proposition 6.1. Let n ≥ 2. Let H = (a 1 , . . . , a n−z , 0, . . . , 0) ⊥ be a hyperplane in W with the a i = 0 and i a i = 0.
Notice that this bound is achieved by the hyperplane (1, −1, 0, . . . , 0) ⊥ . The 3 exceptional hyperplanes listed above have |H ∩ S| equal to 4, 8, and 9, respectively.
Proof. Let us first consider the case where
. . , C m with the following properties. The A i , B i , C i are the domains where the function j → a j is constant. If j ∈ A i and k ∈ B i , then
Since xy + x ′ y ′ < (x + x ′ )(y + y ′ ) for x, x ′ , y, y ′ > 0, we see i |A i ||B i | is maximized in the case where ℓ = 1 and m = 0. Then
Note that when n is even, this bound is achievable by the hyperplane H = (1, 1, . . . , 1, −1, −1, . . . , −1) ⊥ with n 2 1's. When n is odd, this bound is not achievable.
Next consider the case where
, as stated.
For the final statement of the lemma, note that
is a quadratic in z with positive z 2 coefficient. Since 0 ≤ z ≤ n − 2, the quadratic is maximized at one of the endpoints z = 0 or z = n − 2. The value at z = 0 is n 2 4 , and the value at z = n − 2 is n−2 2 + 1. One checks n 2 4 ≥ n−2 2 + 1 if and only if n ≤ 8, with equality at n = 8. Having established this, one then checks by hand that for n < 8 and z ≥ 1, we have
+ 1 unless n = 4 and z = 1. However, in this case H = (a 1 , a 2 , a 3 , 0) ⊥ , and it is easy to see by hand that H contains no vectors; indeed if L 1 + L 2 ∈ H, then a 3 = 0 which is a contradiction. So, it is still true in this case n = 4, z = 1 that |H ∩ S| ≤ n−2 2 + 1. In a similar manner, one sees that if z = 0 and n is 3, 5, or 7, then |H ∩ S| is at most 0, 3, or 8, respectively. So, we again have |H ∩ S| ≤ n−2 2 + 1. Finally, a direct calculation via computer shows that when n = 6, if a collection of 8 vectors of the form L i + L j are contained in a hyperplane, then that hyperplane must be (1, 1, −1, −1, −1, −1) ⊥ or (1, 1, 1, −1, −1, −1) ⊥ . Similarly, for n = 4, if a collection of 4 vectors of the form L i + L j are contained in a hyperplane, then that hyperplane must be (1, 1, −1, −1) ⊥ .
Remark 6.2. Notice that in the proof of Proposition 6.1, we showed that if z = 0, then for n = 2, . . . , 7, we have |H ∩ S| is at most 1, 0, 4, 3, 9, 8, respectively. Lemma 6.3. Let H = (a 1 , . . . , a n−z , 0, . . . , 0) ⊥ be a hyperplane in W with the a i = 0 and a i = 0. Let c ∈ R {0, 1} and consider the set
Proof. Since a 1 , . . . , a n−z = 0, we see that if
We obviously have L i + cL j ∈ H for all i, j > n − z; as c = 1, there are 2 z 2 such vectors. First assume c = −1 and fix i, j ≤ n − z. The 2 vectors L i + cL j and L j + cL i are linearly independent, so H contains at most one of these two vectors, as otherwise a i = a j = 0. Thus, H contains at most one half of the 2 n−z 2 vectors with i, j ≤ n − z. This yields our desired bound of 2
After possibly permuting coordinates, we can assume we have a partition λ = (λ 1 , . . . , λ ℓ ) of n − z with the property that
is maximized when ℓ is minimized. We cannot have ℓ = 1 since then all a i = 0, so we must have ℓ = 2. We are then reduced to the problem of maximizing 2(
This function is maximized when λ = 1, so we obtain a bound of 2 n−z−1 2 . 6.2. Bounds on 3-supported vectors. We begin by considering vectors of the form L i +L j +cL k with c = 1. The bounds we obtain here follow quickly from our analysis of 2-supported vectors. Lemma 6.4. Let H = (a 1 , . . . , a n−z , 0, . . . , 0) ⊥ be a hyperplane in W with the a i = 0 and i a i = 0. Let c ∈ R {0, 1}, and consider the set
Furthermore, in both inequalities we may replace the z
term by z(
vectors with i, j, k > n − z are contained in H. For i, j ≤ n − z < k, by applying Proposition 6.1, we obtain the bound z
since a 1 , . . . , a n−z = 0. The proposition additionally tells us that we can replace the bound z
by z(
If c = −1, then applying Lemma 6.3 to the case i, k ≤ n − z < j yields the bound 2z
. If c = −1, then notice that the two vectors L i + cL k and L k + cL i are linearly independent, so if H contains both of them, then a i = a k = 0; thus, H contains at most half of these vectors, yielding the bound z n−z 2 . Finally, we turn to the case where for c = −1. Combining these bounds yields the stated result.
We now turn to the case of vectors of the form L i + L j + L k . We obtain a preliminary bound in Proposition 6.5 below and then refine it in Theorem 6.6. Proposition 6.5. Consider the sequence
Let n ≥ 3 and H = (a 1 , . . . , a n−z , 0, . . . , 0) ⊥ be a hyperplane in W with the a i = 0 and i a i = 0.
Furthermore, letting S ′ be the subset of S consisting of those
unless H is one of the following hyperplanes:
Proof. We see all
. . , a n−z ) ⊥ . By Proposition 6.1, the number of such vectors is always bounded by z (n−z) 2 4 (1, 1, −1, −1) ⊥ , (1, 1, −1, −1, −1, −1) ⊥ , or (1, 1, 1, −1, −1, −1) ⊥ , then the number of vectors is bounded by z( n−z−2 2 + 1). Finally, the number of vectors on H with i, j, k ≤ n − z is precisely |H ∩ S ′ |, where S ′ is as in the statement of the proposition. Thus, to finish the proof, it remains to show |H ∩ S ′ | ≤ B 3,n−z . In other words, we have reduced to the case where z = 0.
Throughout the rest of the proof, we assume z = 0. If n = 3, it is clear that H contains exactly 1 = B 3,3 vector. For n = 4, we see
so Proposition 6.1 gives a bound of ( 5 2 ) 2 < 7 = B 3,5 . We now let n ≥ 6 and prove B 3,n is a bound via induction. Without loss of generality, L 1 + L 2 + L 3 ∈ H, so a 1 + a 2 + a 3 = 0 and n i=4 a i = 0. By induction, (a 4 , a 5 , . . . , a n ) ⊥ contains at most B 3,n−3 vectors. Let N be the number of vectors
and the number of vectors on H is at most
thereby proving our desired statement.
Theorem 6.6. Let n ≥ 3 and H ⊂ W be a hyperplane.
Proof. Let H = (a 1 , . . . , a n−z , 0, . . . , 0) ⊥ with the a i = 0 and i a i = 0. One easily checks that if H is (1, 1,
+ (n − 2). So, by Proposition 6.5, we can assume
where S ′ is as in the statement of the proposition. Our first goal is to reduce to the case where z = 0. So, assume the theorem is true for z = 0; then we know |H ∩ S ′ | ≤ n−z−2 3
Supposing first that H is not one of these 2 exceptional hyperplanes, we find
where the last inequality uses that 0 ≤ z ≤ n − 2. 2 −4 16 is non-negative. This is true unless n = 6, 7. Since, at this point we are assuming the theorem holds for z = 0, we need only consider the case where n = 7, i.e. H = (1, 1, −
One checks by hand that |H ∩ S| = 12 < 15 = 7−2 3 + (7 − 2). A completely analogous argument rules out the case H = (1, 1, 1, −
We have now reduced to the case where z = 0. Our next goal is to handle the case where the a i are distinct. Without loss of generality, we can assume that L 1 + L 2 + L 3 ∈ H, so a 1 + a 2 + a 3 = n i=4 a i = 0. Then, by induction, we know H contains at most n−5 3
Now, if we fix 4 ≤ j < k, we see there is at most one i < 4 for which
and so a i = a ℓ contradicting distinctness. Similarly, for fixed 4 ≤ k, there is at most one pair (i, j) with i < j ≤ 4 such that
This yields a bound of
which is at most n−2 3 + (n − 2). The rest of the proof is devoted to the case where z = 0 and the a i are not distinct. Without loss of generality, a 1 = a 2 and since the a i = 0, we can rescale to assume a 1 = a 2 = 1. We partition {3, 4, . . . , n} into the domains where j → a j is constant. We denote these domains by A, B, C,
. . , E m ′ subject to the following properties. We let A = {i | a i = 1} {1, 2}. Let B, respectively C, be the set of i such that
Let H ′ = (1, −1, 0, . . . , 0) ⊥ . We show that H ′ contains at least as many weights as H, unless H is one of the exceptional hyperplanes in the statement of the theorem. The weights on H H ′ are
k . This is a total of
|B| 2 unless |C| = 0 and 2 ≤ |B| ≤ 7, or |C| = 1 and 2 ≤ |B| ≤ 4. Also, note that L i + L j + L ℓ ∈ H ′ H for i ∈ A, j ∈ B, ℓ ∈ C, and that |A||B||C| ≥ 2|A||C| unless |B| = 0, 1.
Combining these observations, we see |H ′ H| ≥ |H H ′ | unless one of the above conditions on |B| and |C| hold. Furthermore,
Examining the quantity
with the above constraints on |B| and |C|, one easily sees that it is non-negative unless one of the following holds:
(1) |B| = 0, 1 ≤ |A| ≤ 4, and 1 ≤ |C| ≤ 3 (2) |C| = 0, 0 ≤ |A| ≤ 1, and 3 ≤ |B| ≤ 6. Recall that a i = 0, so if 2 + |A| − 1 2 |B| − 2|C| = 0 then we must have Ω : 2 ) ⊥ in the statement of the theorem. One checks that these two hyperplanes contain more weights than H ′ .
Next, consider the cases where 2+|A|− 1 2 |B|−2|C| = 0 and hence Ω = ∅. Then L i +L j +L k ∈ H ′ H whenever k ∈ Ω and either i, j ∈ A or i, j ∈ B or (i, j) = (1, 2). This accounts for an additional ( |A| 2 + |B| 2 + 1)|Ω| weights in H ′ H that we previously did not consider. Accounting for these immediately reduces us to the case where |B| = 0, |Ω| = 1, and (|A|, |C|) ∈ {(1, 2), (2, 3), (3, 2)} We handle these 3 cases by direct computation. If (|A|, |C|) = (1, 1), then H = (1, 1, 1, −2, a 5 , . . . , a n ) ⊥ and since |Ω| = 1, we know n = 5 and a 5 = 1; this is not possible since by definition Ω ⊂ A. If (|A|, |C|) = (2, 3), then H = (1, 1, 1, 1, −2, −2, −2, 2) ⊥ which contains 18 ≤ 26 = 
Let n ≥ 4 and H = (a 1 , . . . , a n−z , 0, . . . , 0) ⊥ be a hyperplane in W with the a i = 0 and i a i = 0. Proof. The proof runs in precisely the same manner as Proposition 6.5. We know H contains all
. . , a n−z ) ⊥ . By Proposition 6.1, the number of such vectors is always bounded by z
. Moreover, the proposition tells us that if (a 1 , . . . , a n−z ) ⊥ is not (1, 1, −1, −1) ⊥ , (1, 1, −1, −1, −1, −1) ⊥ , or (1, 1, 1, −1, −1, −1) ⊥ , then the number of vectors is 18 bounded by z( n−z−2 2 + 1). Similarly, by applying Proposition 6.5, we see the number of L i + L j + L k + L ℓ ∈ H with i ≤ n − z < j < k < ℓ is bounded by zB 3,n−z . Furthermore, Theorem 6.6 tells us that if (a 1 , . . . , a n−z ) ⊥ is not (1, 1, −
2 ) ⊥ then the bound can be improved to z( n−z−2 3 + (n − z − 2)). Finally, the number of vectors on H with i, j, k, ℓ ≤ n − z is precisely |H ∩ S ′ |. Thus, to finish the proof, it remains to show |H ∩ S ′ | ≤ B 4,n−z . In other words, we have reduced to the case where z = 0.
For the rest of the proof we assume z = 0 and prove |H ∩ S| ≤ B 4,n . It is easy to see that for n = 4, 5, 6, 7, |H ∩ S| is bounded by 1, 0, 9, 15, respectively. Indeed, the bounds for 4 ≤ n < 8 the bounds come from noticing that (up to sign), S is equal to the set of vectors L i 1 + · · · + L i n−4 and applying the bounds from Proposition 6.1 and Theorem 6.6. Note that these numbers are all bounded by B 4,n .
We now assume n ≥ 8 and prove |H ∩ S| ≤ B 4,n by induction. Without loss of generality,
∈ H, so a 1 + a 2 + a 3 + a 4 = 0 and n i=5 a i = 0. By induction, (a 5 , . . . , a n ) ⊥ contains at most B n−4 vectors. Let N be the number of vectors
In a completely analogous fashion as in Proposition 6.5, we find
e.g. if we fix 4 < k < ℓ, then H contains at most 4 of the possible Remark 6.9. In the course of the proof, we noted that for n = 4, 5, 6, 7, the quantity |H ∩ S ′ | is bounded by 1, 0, 9, 15, respectively.
7.
Determining pure representations where the highest weight vector is sum of two rays of the Weyl chamber Theorem 7.1. Let n ≥ 4 and V an irreducible representation of SL n with highest weight vector m 1
is pure if and only if V is the adjoint representation if and only if V is cofree.
This handles all cases of Corollary 5.4 where the highest weight vector is a sum of two rays of the Weyl chamber. Theorems 7.2, 7.3, and 7.4 handle the representations in the 3 infinite families, except for the representation Γ (1,1,0) . The proofs involve bounding the number of weights on a hyperplane and appealing to Proposition 3.1. In §7.4 we handle Γ (1,1,0) by explicitly bounding the dimensions of components of the strictly semi-stable locus; this relies on an analysis of certain parabolic subgroups. We then finish the proof of Theorem 7.1 in §7.5 by handling the remaining exceptional cases.
7.1. The representation Γ (1,0,0,...,0,1,0) . In this subsection, we handle the infinite family of representations Γ (1,0,0,...,1,0) : Theorem 7.2. Let n ≥ 5 and V be the irreducible representation of SL n with highest weight vector L 1 − L n−1 − L n . Then V is not pure. More specifically, if H is a hyperplane in the character lattice tensored with R, then the maximum number of weights it can contain with multiplicity is given by:      1 2 (n − 2)(n 2 − 5n + 10), n = 6, 7 38, n = 6 63, n = 7
In the former case, the bound is achieved by a reflecting hyperplane for the Weyl group (1, −1, 0, 0, . . . , 0) ⊥ . In the latter two cases, the bound is achieved by (1, 1, −1, −1, −1, −1) ⊥ , (1, 1, 1, −1 − 1, −1) ⊥ , (1, 1, −1, −1, −1, −1, 0) ⊥ , and (1, 1, 1, −1 − 1, −1, 0) ⊥ .
Proof. We begin with some basics about the representation V . It has dimension n+1 2 (n − 2). There are (1) n 2 (n − 2) weights of the form L i − L j − L k with i, j, k distinct, each with multiplicity 1 (2) n weights of the form −L i , each with multiplicity n − 2. We see that 1 2 (n − 2)(n 2 − 5n + 10) + n 2 < dim V for n ≥ 5, that 38 + 6 2 < dim V when n = 6, and that 63 + 7 2 < dim V when n = 7. So, upon proving the stated bounds for the number of weights contained on H, it follows immediately from Proposition 3.1 that V is not pure.
Let H ′ = (1, −1, 0, 0, . . . , 0) ⊥ , which is a reflecting hyperplane for the Weyl group. Notice that
2 (n − 2)(n 2 − 5n + 10) weights. Next, consider the case where H = (1, 1, −1, −1, 0, 0, . . . , 0) ⊥ . Then H contains (n − 4)(n + 4) + 3 n−4 3 weights with multiplicity; this quantity is less than weights. For n = 6, 7, this quantity is greater than 1 2 (n − 2)(n 2 − 5n + 10), and for n ≥ 8 it is less than 1 2 (n − 2)(n 2 − 5n + 10). Note that when n = 6, 7, the quantity (n − 4)(n + 13) + 3 n−4 3 is 38, resp. 63. We now consider the case where H is not one of the hyperplanes (1, 1, −1, −1, 0, 0, . . . , 0) ⊥ , (1, 1, −1, −1, −1, −1, 0, 0, . . . , 0) ⊥ , or (1, 1, 1, −1 − 1, −1, 0, 0, . . . , 0) ⊥ . Lemma 6.4 applied to −(L i − L j − L k ) then tells us that H contains at most g(z) := 3 z 3 + z( n−z−2 2 + 1) + 2z
It is clear that H contains exactly z of the weights −L i . So, the number of weights on H ′ minus the number of weights on H is at most
This is a cubic in z with roots at z = n − 2, and z = 1 22 (4n + 1 ± √ −72n 2 + 624n − 1319). For n ≥ 6, we have −72n 2 + 624n − 1319 < 0, so f (z) > 0 for z < n − 2, and in particular, f (z) ≥ 0 for 0 ≤ z ≤ n − 2. When n = 5, one checks by hand that f (z) ≥ 0 for 0 ≤ z ≤ n − 2 as well. This proves our desired result. 7.2. The representation Γ (2,0,0,...,0,1) . We turn to the next infinite family in Corollary 5.4. The main result of this subsection is Theorem 7.3. Let n ≥ 4 and V be the irreducible representation of SL n with highest weight vector 2L 1 − L n . Then V is not pure.
More specifically, if H is a hyperplane in the character lattice tensored with R, then the maximum number of weights it can contain with multiplicity is given by 1 2 (n − 2)(n 2 − 3n + 6).
This bound is achieved by a reflecting hyperplane for the Weyl group (1, −1, 0, 0, . . . , 0) ⊥ . Proof. Let H = (a 1 , . . . , a n−z , 0, . . . , 0) ⊥ where the a i = 0 and a i = 0. Let H ′ = (1, −1, 0, . . . , 0) ⊥ . We begin with some basics about the representation V . It has dimension (n + 2) n 2 . There are (1) n(n − 1) weights of the form 2L i − L j with i = j, each with multiplicity 1 (2) n 2 (n − 2) weights of the form L i + L j − L k with i, j, k distinct, each with multiplicity 1 (3) n weights of the form L i , each with multiplicity n − 1.
This yields (n − 1)(n − 2) + (n − 2) + (n − 2)(n − 3) + n−2 2 (n − 4) = 1 2 (n − 2)(n 2 − 3n + 6) weights. This quantity plus n 2 is always less than dim V , so upon showing that H ′ contains the maximum number of weights, Proposition 3.1 shows that V is not pure.
If z = n − 2, then H = H ′ , so it suffices to consider the case where 0 ≤ z < n − 2. Let h and h ′ denote the number of weights on H and H ′ respectively. Since h, h ′ ∈ Z, it suffices to show that if z < n−2, then h ′ +1−h > 0. It is clear that H contains exactly z(n−1) of the L i with multiplicity. By Lemma 6.3, we know H contains at most g(z) := 2 + 2z
which is a cubic in z. One checks that the roots of f (z) are given by z = n − 2 and z = 1 38 (5n + 8 + √ −2216 + 1752n − 279n 2 ). Since −2216 + 1752n − 279n 2 < 0 for n ≥ 5, this implies f (z) > 0 for all z < n − 2. This proves our desired result for n ≥ 5.
Lastly, we turn to the case where n = 4. One checks that f (0) > 0, so we need only consider the case where z = 1. In particular, H = (1, 1, −1, −1) ⊥ , so the stronger bound in Lemma 6.4 says that in g(z), we can replace the z
term by z( n−z−2 2 + 1). This new bound rules out the case z = 1, thereby proving the result for n = 4. 7.3. Atomic numbers and Γ (1,1,0,...,0) for n ≥ 5. We turn to the last of the infinite families in Corollary 5.4, namely Γ (1,1,0,...,0) . Theorem 7.4. Let n ≥ 5 and V be the irreducible representation of SL n with highest weight vector 2L 1 + L 2 . Then V is not pure.
More specifically, if H is a hyperplane in the character lattice tensored with R, then the maximum number of weights it can contain with multiplicity is given by the sequence c n = 2 n−1 3 + 2(n − 2), n = 6 32, n = 6
For n = 6, this bound is achieved by a reflecting hyperplane for the Weyl group (1, −1, 0, 0, . . . , 0) ⊥ . For n = 6, it is achieved by the hyperplane (1, 1, −
2 ) ⊥ . Remark 7.5 (Curious connection with atomic numbers). As noted in the introduction, the above sequence c n is known as the crystallogen sequence. It is the sequence of atomic numbers one obtains by reading down the Carbon column in the periodic table, e.g. the first few terms are 6, 14, 32, 50 which are the atomic numbers of Carbon, Silicon, Germanium, and Tin.
Proof of Theorem 7.4. The representation V is 2 n+1 3 -dimensional. Its weights come in two types: (1) 2 n 2 weights of the form 2L i + L j , each of multiplicity 1 (2) n 3 weights of the form L i + L j + L k , each of multiplicity 2.
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Let H be a hyperplane in the character lattice tensored with R. So, H = (a 1 , . . . , a n−z , 0, 0, . . . , 0) ⊥ with 0 ≤ z ≤ n − 2, the a i = 0, and i a i = 0. Let H ′ = (1, −1, 0, 0, . . . , 0) ⊥ . It is easy to see that H ′ contains 2 n−1 3 + 2(n − 2) weights with multiplicity. First consider the case where H = (1, 1, 1, − For the rest of the proof, we assume H is not one of the above two exceptional hyperplanes . In particular, Theorem 6.6 tells us that H contains at most 2 n−2 3 + 2(n − 2) weights of type (2) with multiplicity. By Lemma 6.3, we see H contains at most g(z) := 2 z 2 + n−z 2 weights of type (1). Combining these bounds, the number of weights on H ′ minus the number on H is bounded by
which is a quadratic in z. We see f (n − 3) = 2n − 9 > 0 for n ≥ 5 and f (0) = 1 2 (n 2 − 9n + 12) > 0 for n ≥ 8. Therefore, f (z) > 0 for n ≥ 8, and so H ′ contains strictly more weights than H.
It remains to consider the cases 5 ≤ n ≤ 7. One checks that f (z) ≥ 0 for 1 ≤ z ≤ n − 3, and so we just to handle the case where z = 0. For n ∈ {5, 7}, we must show H ′ contains at least as many weights as H. For n = 6, we must show that (1, 1, −
2 ) ⊥ contains at least as many weights as H.
For n = 5, weights of type (2) are the same (up to sign) as weights of the form L i + L j . Since H contains at most g(0) = 10 weights of type 1, in order for H to contain strictly more weights than H ′ , there would need to be at least 3 pairs i < j such that L i + L j ∈ H. It is easy to see this implies that up to permutation of coordinates H = (1, 1, 1, a, −a − 3) ⊥ . Then H contains at most 9 < 14 = 2 n+1 3
weights which occurs when a = −1, −2. For n = 6, we use the bound from Theorem 6.6 to conclude that H contains at most g(0) + 2 n−2 3 +2(n−2) = 31 < 32 weights with multiplicity. In other words, if H is not (1, 1, − For n = 7, we know H contains at most g(0) = 21 weights of type (1) and at most 30 weights of type (2) with multiplicity. Notice that H ′ contains 2 n−1 3 + 2(n − 2) = 50 weights with multiplicity, so if H contains strictly more weights than H ′ , it must contain exactly 21 weights of type (1) and exactly 30 weights of type (2) with multiplicity. We show this is impossible. Indeed, since z = 0, all a i = 0; so for fixed i < j, we cannot have both 2L i + L j and L i + 2L j on H. Since H contains a total of 21 weights of type (1), this means that for each i < j, it must contain exactly one of
So, it is impossible for H to contain more weights than H ′ . 7.4. The representation Γ (1,1,0) . Notice that the proof of Theorem 7.4 does not apply when n = 4; indeed, the hyperplane (1, −1, 0, 0) ⊥ contains 6 weights with multiplicity and dim V −4 2 = 4. So, Proposition 3.1 does not help and we must therefore use a different technique to show Γ (1,1,0) is not pure.
Proposition 7.6. The 20-dimensional irreducible SL 4 -representation Γ (1,1,0) is not pure and not cofree.
Proof. Let G = SL 4 . Fix a maximal torus T ⊂ G and choose a basis of T -eigenvectors of our representation V = Γ (1,1,0) . Then V sss (G) = GV sss (T ), where V sss (T ), resp. V sss (G) denotes the set strictly semi-stable points with respect to the action of T , resp. G. By the Hilbert-Mumford criterion V sss (T ) is the union of a finite number of linear subspaces V We will then show that the stabilizer of this subspace contains a parabolic P of dimension strictly greater than the Borel. Hence for λ = diag(t, 1, 1, t −1 ), dim SL 4 V ≥0 λ ≤ 13 + 5 = 18. Hence, V sss is not a divisor.
Choose a basis e 1 , e 2 , e 3 , e 4 for W := K 4 such that the action of the standard maximal torus T is diagonalized and the weights of the T action on e i is the vector L i . Since T ⊂ SL 4 we have
Using the description in [FH, Exercise 15 .20] of V as the kernel of the natural map W ⊗ ∧ 2 W → ∧ 3 W , the weights for the action of T on V are as follows: 2L i + L j with i = j corresponding to e i ⊗ (e i ∧ e j ), and
each with multiplicity two corresponding to the subspaces spanned by sums e i ⊗ (e j ∧ e k ) + e j ⊗ (e i ∧ e k ), and e i ⊗ (e j ∧ e k ) − e k ⊗ (e i ∧ e k ) with i < j < k. We will represent the one parameter subgroup diag(t a 1 , t a 2 , t a 3 , t a 4 ) by the vector λ = (a 1 , a 2 , a 3 , a 4 ) with a 1 + a 2 + a 3 + a 4 = 0. Then λ acts on L i with weight a i and we will write λ(L i ) = a i . Since we need only find λ up to permutation we may order the a i and assume that a 1 ≥ a 2 ≥ a 3 ≥ a 4 . Given this assumption, a necessary and sufficient condition for λ to be non-trivial is that a 1 > 0 and a 4 < 0.
If a 1 > 0, a 2 ≤ 0, and 0
. Since −L 1 has multiplicty two, λ acts with negative weight on a subspace of V of dimension at least 8, so dim V ≥0 λ ≤ 12. If a 1 ≥ a 2 > 0 and 0 ≥ a 3 ≥ a 4 then we also obtain an eight-dimensional subspace where λ acts with negative weights. Specifically, −L 1 , −L 2 each with multiplicity two and
If a 1 > 0 and a 2 = a 3 = 0 then a 4 = −a 1 and we may assume that λ = (1, 0, 0, −1). In this case V ≥0 λ does have dimension 13 as it contains the weights −L 1 , −L 2 , −L 3 (each with multiplicity 2) as well as
In terms of the coordinates e 1 , e 2 , e 3 , e 4 on W , V ≥0 λ is the subspace spanned by the pure tensors e 1 ⊗ (e 1 ∧ e 3 ), e 1 ⊗ (e 1 ∧ e 4 ), e 2 ⊗ (e 1 ∧ e 2 ), e 2 ⊗ (e 2 ∧ e 3 ), e 3 ⊗ (e 1 ∧ e 3 ), e 3 ⊗ (e 2 ∧ e 3 ) and the sums e 2 ⊗ (e 3 ∧ e 4 ) + e 3 ⊗ (e 2 ∧ e 4 ), e 2 ⊗ (e 3 ∧ e 4 ) − e 4 ⊗ (e 2 ∧ e 3 ), e 1 ⊗ (e 3 ∧ e 4 ) + e 3 ⊗ (e 1 ∧ e 4 ), e 1 ⊗ (e 3 ∧ e 4 ) − e 4 ⊗ (e 1 ∧ e 3 ), e 1 ⊗ (e 2 ∧ e 4 ) + e 2 ⊗ (e 1 ∧ e 4 ), e 1 ⊗ (e 2 ∧ e 4 ) − e 4 ⊗ (e 1 ∧ e 2 ).
Let P (1, 2, 1) be the parabolic subgroup of SL 4 preserving the flag e 1 ⊂ e 1 , e 2 , e 3 ⊂ W . Direct inspection shows that the subspace spanned by these vectors is preserved by the parabolic P (1, 2, 1). The codimension of P (1, 2, 1) in SL 4 is 5 as P (1, 2, 1 (1) 6 ≤ n ≤ 9 and highest weight vector
3) 4 ≤ n ≤ 6 and highest weight vector 3L 1 + L 2 . The first case is handled by Proposition 7.7. Let 6 ≤ n ≤ 9, 3 ≤ b ≤ n − 3, and V be the irreducible representation of SL n with highest weight vector is
Proof. There are two kinds of weights:
(
Let H be a hyperplane in the character lattice tensored with R. Then H = (a 1 , . . . , a n−z , 0, 0, . . . , 0) ⊥ with 0 ≤ z ≤ n − 2, the a i = 0, and i a i = 0. We let g 2 = 2
+B 3,n−z , and
+zB 3,n−z + B 4,n−z , where B 3,n and B 4,n are the sequences defined in Propositions 6.5 and 6.8. Throughout the proof we use the fact that (up to sign), weights of type (2) are the same
Consider first the case where b = 3. Then for n = 6, 7, 8, 9, the number of weights with multiplicity on H is bounded respectively by g 3 + bh 2 , g 3 + bh 3 , g 3 + bh 4 , and g 3 + bh 4 . One checks that in all such cases these quantities are strictly less than dim V − n 2 .
Next, if z = n − 2, then H = (1, −1, 0, 0, . . . , 0) ⊥ which contains b
b−2 weights with multiplicity. This is strictly less than dim V − n 2 , so we can assume z ≤ n − 3. Finally, we observe that for fixed
these are linearly independent and would then imply some a i k = 0. Thus, the number of weights of type (1) Combining all of these observations, we see for 7 ≤ n ≤ 9 and 4 ≤ b ≤ n − 3, the quantity dim V − n 2 minus the number of weights on H is bounded by b n b+1 + n−z b − (n 2 + bh n−(b+1) ). For 0 ≤ z ≤ n − 3, this quantity is always strictly positive. So, in all cases, V is not pure by Proposition 3.1.
The second case is handled by Proposition 7.8. Let 5 ≤ n ≤ 6, 3 ≤ b ≤ n − 2, and V be the irreducible representation of SL n with highest weight vector
Proof. This consists of 3 separate cases: Γ (0,1,1,0) , Γ (0,1,0,1,0) , and Γ (0,1,1,0,0) . Let H be a hyperplane in the character lattice tensored with R, and let h be the number of weights with multiplicity contained in H.
First consider Γ (0,1,1,0) . The 0 weight has multiplicity 5. There are two other types of weights:
(1) 30 weights of type
20 weights of type L i − L j each of multiplicity 2. Then dim V = 75 and H contains 0. Assuming h ≥ dim V − n 2 , even if H contains all 30 weights of the first type, it would still need to contain at least 4 of L i − L j with i < j. In other words, we need a i = a j for at least four pairs i < j. This yields two possibilities up to permutation of coordinates: (i) a 1 = a 2 = a 3 = a 4 or (ii) a 1 = a 2 = a 3 and a 4 = a 5 . In the former case, H = (1, 1, 1, 1 − 4) ⊥ which contains 35 weights with multiplicity; in the latter case, H = (2, 2, 2, −3, −3) ⊥ which contains 33 weights with multiplicity. In either case, V is not pure by Proposition 3.1.
Next consider Γ (0,1,0,1,0) . Again 0 is a weight and it has multiplicity 9. Aside from 0, there are two types of weights:
(1) 90 weights of type 2L i + 2L j + L k + L ℓ each with multiplicity 1, (2) 30 weights of type L i − L j each with multiplicity 3.
Then dim V = 189. Even if H contains all 90 weights of multiplicity 1, then H would still need to contain at least 9 of L i − L j with i < j. In other words, we need a i = a j for at least nine pairs i < j. This implies H = (1, 1, 1, 1, 1 , −5) ⊥ in which case it contains 99 weights with multiplicity. So V is not pure by Proposition 3.1.
Finally, consider the case V = Γ (0,1,1,0,0) . Then there are three types of weights:
(1) 60 weights of type
6 weights of type −L i each with multiplicity 5.
We can write H = (a 1 , . . . , a 6−z , 0, 0, . . . , 0) ⊥ with a i = 0, a i = 0, and 0 ≤ z ≤ 4. We see H contains 5z of the −L i with multiplicity. Lemma 6.4 provides bounds for both the first and second kind of weights. Putting these together, we find h ≤ 80 + 122 3 z − 27z 2 + 49 12 z 3 . It follows that h < 174 = dim V − n 2 , and so V is not pure.
The last case is ruled out by Proposition 7.9. Let 4 ≤ n ≤ 6 and V be the irreducible representation of SL n with highest weight vector is 3L 1 + L 2 . Then V is not pure.
Proof. There are four types of weights:
(1) 2 n 2 weights of the form 3L i + L j each with multiplicity 1, (2) n 2 weights of the form 2L i + 2L j each with multiplicity 1, (3) n 2 (n − 2) weights of the form 2L i + L j + L k each with multiplicity 2, (4) n 4 weights of the form L i + L j + L k + L ℓ each with multiplicity 3. Let H be a hyperplane in the character lattice tensored with R, so we can write H = (a 1 , . . . , a n−z , 0, 0, . . . , 0) ⊥ with a i = 0, a i = 0, 0 ≤ z ≤ n − 2. Lemma 6.3 tells us H contains at most f (z) := 2
weights of type 1. Proposition 6.1 says H contains at most g(z) :=
weights of type 2. Lemma 6.4 says H contains at most 2h(z) weights of type 3, where h(z) := 3
n−z 3 . Even assuming that H contains all weights of type 4, we already see that dim V − (n 2 + f (z) + g(z) + 2h(z) + 3 n 4 ) > 0 unless (n, z) = (4, 0). To handle the remaining case, we note that when n = 4, weights of type 3 are roots L i − L j . So, we may use Lemma 6.3 to replace h(z) by h 0 (z) := 2 z 2 + 2
4 z 2 is positive for 0 ≤ z ≤ 2 = n − 2. So, in all cases we find V is not pure by Proposition 3.1.
8. Completion of the proof of Theorem I.1.6: case where the highest weight vector lies on a ray
To complete the proof we must show that any pure representation whose highest weight vector lies on a single ray is cofree.
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Theorem 8.1. Let n ≥ 4 and V an irreducible representation of SL n with highest weight vector m a i=1 L i with 1 ≤ a < n and m ≥ 1. Then V sss is a divisor if and only if V is cofree. To prove this, we need only rule out such representations listed in Corollary 5.4. We handle the first of the infinite families in §8.1, namely m = a = 2. The other infinite family (m = 1, a = 3) is Sym 3 of the defining representation of SL n ; this case requires an analysis of certain parabolic subgroups, and is handled in §8.2. We then turn to exterior products ∧ k (K n ) of the defining representation for k = 3, 4, 5, 6 in §8.3. Lastly, we handle the remaining exceptional cases in §8.4. Γ (0,2,0,0,...,0) . In this section, we handle the case m = a = 2 and n ≥ 5 in Corollary 5.4. Proposition 8.2. Let n ≥ 5 and V be the irreducible representation of SL n with highest weight vector is 2L 1 + 2L 2 . Then V is not pure.
The representation
Proof. There are three kinds of weights:
(1) n 2 weights of the form 2L i + 2L j with i < j, each with multiplicity 1, (2) n 2 (n − 2) weights of the form 2L i + L j + L k with i, j, k distinct, each with multiplicity 1, (3) n 4 weights of the form L i + L j + L k + L ℓ with i < j < k < ℓ, each with multiplicity 2. Let H = (a 1 , . . . , a n−z , 0, 0 . . . , 0) ⊥ be a hyperplane where we assume a i = 0 and i a i = 0. By Proposition 6.1, we know H contains at most g(z) :=
weights of type 1. By Lemma
weights of type 2. Assuming that H contains all weights of type 3, we see dim V − n 2 minus the number of weights on H is bounded by
which is a cubic in z. One checks f (n − 2) > 0 for n ≥ 5 and f (0) > 0 for n ≥ 8. Its derivative f ′ (z) has roots at r − = 1 33 (15 + 6n − √ 3 √ 97 − 72n + 45n 2 ) and r + = 1 33 (15 + 6n + √ 3 √ 97 − 72n + 45n 2 ). For n ≥ 5, we have r − < 0 < r + < n − 2, so f (z) is increasing from 0 to r + and decreasing from r + to n − 2. As a result, f (z) > 0 for 0 ≤ z ≤ n − 2 and n ≥ 8. Moreover, when n = 7, one checks that f (z) > 0 for 1 ≤ z ≤ 5 = n − 2.
It remains to handle the cases n = 5, 6 as well as the case where n = 7 and z = 0. In these cases, weights of type 3 are the same (up to sign) as weights of the form
where the i j are distinct. First consider the case where n = 7 and z = 0. Then Theorem 6.6 tells us H contains at most 2( n−2 3 + (n − 2)) weights of type 3 with multiplicity, so dim V − n 2 minus the number of weights on H is bounded by dim V − (n 2 + g(z) + h(z) + 2( n−2 3 + (n − 2))). This quantity equals 34.75 > 0 when n = 7 and z = 0. The case n = 6 is handled in a similar manner: applying Proposition 6.1, we obtain the bound dim V − (n 2 + g(z) + h(z) + 2g(z)) which is positive for all 0 ≤ z ≤ 4 = n − 2. Finally, when n = 5, we see H contains exactly 2z weights of type 3 with multiplicity. Also by Proposition 6.1, know H contains at most n−2 2 + 1 = 4 weights of type 1. So, we obtain a bound of dim V − (n 2 + 4 + h(z) + 2z) which is positive for all 0 ≤ z ≤ 3 = n − 2. In all cases we find H contains strictly less than dim V − n 2 weights, so V is not pure by Proposition 3.1.
Sym
3 of the defining representation. Let V be Sym 3 of the defining representation of SL n , i.e. V = Γ (3,0,0,...,0) . For this infinite family, our standard technique of counting weights on hyperplanes does not apply. Indeed, the hyperplane (1, −1, 0, 0, . . . , 0) ⊥ contains 2(n−2)+2 n−2 2 + n−2 3 weights and this quantity plus n 2 is always greater than n+2 3 = dim V . So, to show V is not pure, we cannot appeal to Proposition 3.1, and therefore need a new technique. Our first result is that the hyperplane (1, −1, 0, . . . , 0) ⊥ does not yield a divisorial component of V sss when n ≥ 4. Lemma 8.3. Let λ be the 1-parameter diag(t, 1, . . . ,
Proof of Lemma 8.3. The weights which are negative with respect to λ have the form L 1 + 2L n and L i + L j + L n with i, j ≥ 2, for total of
is preserved by the parabolic P (1, n − 2, 1) which fixes the flag e 1 ⊂ e 1 , . . . e n−1 ⊂ K n . This parabolic has codimension 2n − 3 in SL n so dim GV ≥0 λ = dim V − ( n 2 + 1) + 2n − 3. If n ≥ 4 then 2n − 3 − ( n 2 + 1) < −1. When n = 3, the parabolic P (1, 1, 1) is the Borel. In this case V sss is a divisor since a cubic in P 2 is GIT stable if and only if it is non-singular, and the representation Sym 3 K 3 is cofree.
Proposition 8.4. For n ≥ 4, Sym 3 of the defining representation of SL n is not pure.
Proof. Case I. Proof of Proposition 8.4 for n = 4, 5, 6. It is proved in [MFK] that every smooth cubic hypersurface of degree 3 is GIT stable. This implies that if V = Sym 3 SL n then V sss is contained in the discriminant divisor. For n = 4, 5, 6 (cubic surfaces, threefolds and fourfolds) work in GIT [ACT, All, Laz] implies that the generic singular hypersurface is GIT stable. Since the discriminant divisor is irreducible this implies that V sss cannot have codimension one since it is a proper algebraic subset of the discriminant. Presumably, this method can be extended for all n, but lacking a reference we use a more direct argument that works for n ≥ 7.
Case II. Proof of Proposition 8.4 when n ≥ 7. This case follows from Lemma 8.3 and Lemma 8.5 below.
Lemma 8.5. Up to the action of the Weyl group, if n ≥ 7 then H = (1, 0, . . . , 0, −1) ⊥ is the unqiue hyperplane containing more than dim V − n 2 weights.
Proof. There are three kinds of weights all of multiplicity one:
(1) n weights of the form 3L i , (2) n(n − 1) weights of the form 2L i + L j ,
n 3 weights of the form L i + L j + L k . Notice that H = (1, 0, 0, . . . , 0, −1) ⊥ contains n 3 + n − 2 weights and that this quantity plus n 2 is greater than dim V = + 8(n − 6), n−6 3 For n = 7, one checks that f (z) > 0 except for z = 0. In this case H ′ = (a 1 , . . . , a 7 ) ⊥ contains none of the 3L i weights, and at most half of the 42 weights 2L i + L j . Even if H ′ contains 21, the maximum possible number, of the weights 2L i + L j , then in order for H ′ to contain dim V − n 2 = 35 weights, it would have to contain 14 of the weights L i + L j + L k . Similarly, we know from Theorem 6.6 that H ′ contains at most 15 of the weights L i + L j + L k , so it must contain at least 20 of the weights 2L i + L j . We show this is impossible.
To begin, notice that for all ℓ 1 < ℓ 2 < ℓ 3 , there are 42−6 = 36 weights 2L i +L j with i / ∈ {ℓ 1 , ℓ 2 , ℓ 3 } or j / ∈ {ℓ 1 , ℓ 2 , ℓ 3 }. H ′ can contain at most 18 < 20 of these; as a result, H ′ must contain some weight 2L i + L j with i, j ∈ {ℓ 1 , ℓ 2 , ℓ 3 }. Now, without loss of generality H ′ contains L 1 + L 2 + L 3 and 2L 1 + L 3 . This implies, after scaling that H ′ = (1, 1, −2, a 4 , a 5 , a 6 , a 7 ) ⊥ . Next, notice that H ′ cannot contain L i + L j + L k with i, j, k > 3 since this would imply one of the a ℓ = 0. Furthermore, there are only 12 weights of the form L i + L j + L k with i < j ≤ 3 < k, so H ′ must additionally contain a weight of the form L i +L j +L k with i ≤ 3 < j < k. Without loss of generality, this weight is
Next, letting {ℓ 1 , ℓ 2 , ℓ 3 } = {1, 2, 4}, we see that without loss of generality,
. One checks that in each of these cases, H ′ does not contain 35 weights.
8.3. Exterior products. In this subsection we handle the cases (1) m = 1, a = 6, and 12 ≤ n ≤ 13, (2) m = 1, a = 5, and 10 ≤ n ≤ 15, (3) m = 1, a = 4, and 9 ≤ n ≤ 29 (4) m = 1, a = 3, and n ≥ 10 of Corollary 5.4, i.e. we show the exterior product ∧ a (K n ) of the defining representation of SL n is not pure for (a, n) as above. The techniques to handle these cases are similar, but they become increasingly difficult as a gets smaller. The most difficult of these cases are when a = 4 (especially when n = 9) and a = 3. Proposition 8.6. Let n ∈ {12, 13} and let V be the 6-th exterior power of the defining representation of SL n . Then V is not pure.
Proof. Let H be a hyperplane in the character lattice of V tensored with R. So, we can write H = (a 1 , . . . , a n ) ⊥ with i a i = 0; we make no assumptions about whether or not the a i are 0.
We claim that for n = 13, if H contains at least dim V − n 2 weights and L k 1 + · · · + L k 6 ∈ H with the k j distinct, then a k 1 = · · · = a k 6 = 0. We further claim that for n = 12, if H contains at least dim V − n 2 weights and L k 1 + · · · + L k 6 ∈ H with the k j distinct, then a k 1 = · · · = a k 6 = 0 or a ℓ 1 = · · · = a ℓ 6 = 0, where {k 1 , . . . , k 6 , ℓ 1 , . . . , ℓ 6 } = {1, 2, . . . , 12}.
Let us prove the proposition assuming this claim. After permuting coordinates, we can write H = (a 1 , . . . , a n−z , 0, 0, . . . , 0) ⊥ with the a i = 0. We may assume H contains at least dim V − n 2 weights, since otherwise we are done. If n = 13, then L i 1 + · · · + L i 6 ∈ H if and only if n − z < i 1 < · · · < i 6 , so H contains exactly z 6 weights. Since 0 ≤ z ≤ n − 2, we find z 6 + n 2 < n 6 = dim V , a contradiction. If n = 12, then L i 1 + · · · + L i 6 ∈ H if and only if n − z < i 1 < · · · < i 6 or {1, 2, . . . , n−z} ⊆ {i 1 , . . . , i 6 }. So, H contains It remains to prove our claims. If L k 1 + · · · + L k 6 ∈ H, then after permuting coordinates, we can assume k j = j, so L 1 +· · ·+L 6 ∈ H. Then a 1 +· · ·+a 6 = a 7 +· · ·+a n = 0. Now, fix 6 < i 3 < · · · < i 6 , and consider the 15 weights of the form L i 1 + · · · + L i 6 ∈ H with i 1 < i 2 ≤ 6. If at least one such weight is in H, then without loss of generality, we can assume
. . , a 6 ) ⊥ . A computer check shows that any 11 such vectors are not contained in a hyperplane.
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Assuming (a 1 , . . . , a 6 ) = (0, 0, . . . , 0), we see (a 1 , . . . , a 6 ) ⊥ defines a hyperplane in R 6 . Then there are at least ( 6 2 − 10) n−6 4 weights L i 1 + · · · + L i 6 / ∈ H with i 1 < i 2 ≤ 6 < i 3 < · · · < i 6 . For n = 13, this yields 175 > 169 = n 2 weights not in H. For n = 12, this yields 75 weights not on H. If we additionally assume that (a 7 , . . . , a 12 ) = (0, 0, . . . , 0), then by symmetry, we have a total of (2)(75) > 144 = n 2 weights not on H. We have therefore proven our claims, and hence the proposition.
We now turn to the case of the 5-th exterior power.
Proposition 8.7. Let 10 ≤ n ≤ 15 and let V be the 5-th exterior power of the defining representation of SL n . Then V is not pure.
We claim that for 11 ≤ n ≤ 15, if H contains at least dim V − n 2 weights and
We further claim that for n = 10, if H contains at least dim V − n 2 weights and
Given the claim we can, after permuting coordinates, write H = (a 1 , . . . , a n−z , 0, 0, . . . , 0) ⊥ with the a i = 0. We may assume H contains at least dim V − n 2 weights, since otherwise we are done.
weights. We again see 2 z 5 + n 2 < n 5 . In both cases we arrive at a contradiction.
It remains to prove our claims. If L k 1 + · · · + L k 5 ∈ H, then after permuting coordinates, we can assume k j = j, so L 1 +· · ·+L 5 ∈ H. Then a 1 +· · ·+a 5 = a 6 +· · ·+a n = 0. Assuming (a 1 , . . . , a 5 ) = (0, 0, . . . , 0), a computer computation shows (a 1 , . . . , a 5 ) ⊥ contains at most 6 weights of the form L i 1 + L i 2 − L 1 − L 2 with i 1 < i 2 , and at most 6 weights of the form > n 2 . This proves our claim for 11 ≤ n ≤ 15. To prove our claim for n = 10, we refine the above analysis. Assuming (a 1 , . . . , a 5 ) = (0, . . . , 0), we know the following:
(1) if we fix 6 ≤ i 2 < · · · < i 5 , then (a 1 , . . . , a 5 ) ⊥ contains at most 4 weights with i 1 ≤ 5 (2) if we fix 6 ≤ i 3 < · · · < i 5 , then (a 1 , . . . , a 5 ) ⊥ contains at most 6 weights with i 1 < i 2 ≤ 5 (3) if we fix 6 ≤ i 4 < i 5 , then (a 1 , . . . , a 5 ) ⊥ contains at most 6 weights with i 1 < i 2 < i 3 ≤ 5 (4) if we fix 6 ≤ i 5 , then (a 1 , . . . , a 5 ) ⊥ contains at most 4 weights with i 1 < · · · < i 4 ≤ 5. Moreover, a computer check shows that if any of these upper bounds is achieved, then up to permutation of coordinates, (a 1 , . . . , a 5 ) ⊥ equals (1, 1, 1, 1, −4) ⊥ or (1, 1, 1, − 3 second case, H contains at most 120 weights, which is again achieved when λ = 1. In the last case, H contains at most 80 weights, which is achieved when λ = −4. In all cases, H contains fewer than 152 weights. We have proved our claim and hence the proposition.
We turn now to the 4-th exterior power. As mentioned earlier, the case of ∧ 4 (SL 9 ) is the trickiest and so is treated separately.
Proposition 8.8. Let 10 ≤ n ≤ 29 and let V be the 4-th exterior power of the defining representation of SL n . Then V is not pure.
Proof. Let H be a hyperplane in the character lattice of V tensored with R. So, we can write H = (a 1 , . . . , a n ) ⊥ with i a i = 0. One readily checks that none of the special hyperplanes (1, 1, − (1, 1, 1, −1, −1, −1, 0, 0, . . . , 0) ⊥ contain at least dim V −n 2 weights. So, we may apply the stronger bound from Proposition 6.8, which implies n ≤ 12 and z ≤ 3, i.e. at most three of the a i vanish. In particular, for any k 1 < k 2 < k 3 < k 4 , we see (a k 1 , a k 2 , a k 3 , a k 4 ) ⊥ is a hyperplane of R 4 , as opposed to R 4 itself.
We begin by proving that if H contains at least dim V − n 2 weights and
By the same reasoning as in Propositions 8.6 and 8.7, a computer computation shows
(1) if we fix 4 < i 2 < i 3 < i 4 , then (a 1 , . . . , a 4 ) ⊥ contains at most 3 weights of the form
2) if we fix 4 < i 3 < i 4 , then (a 1 , . . . , a 4 ) ⊥ contains at most 4 weights of the form
with i 1 < i 2 ≤ 4 (3) if we fix 4 < i 4 , then (a 1 , . . . , a 4 ) ⊥ contains at most 3 weights of the form
One checks that if any of these upper bounds is achieved, then up to permutation of coordinates, (a 1 , . . . , a 4 ) ⊥ equals (1, 1, 1, −3) ⊥ or (1, 1, −1, −1) ⊥ . Moreover, if (a 1 , . . . , a 4 ) ⊥ is not (1, 1, 1, −3) ⊥ or (1, 1, −1, −1) ⊥ , then it is easy to check that in case (2) above, (a 1 , . . . , a 4 ) ⊥ contains at most 2 weights of this form. Combining these observations, we see if (a 1 , . . . , a 4 ) ⊥ is not (1, 1, 1, −3) ⊥ or (1, 1, −1, −1) ⊥ , then H contains at most
weights, which is less than n 4 − n 2 for 10 ≤ n ≤ 12. So, if H contains at least dim V − n 2 weights, then we must have (a 1 , . . . , a 4 ) ⊥ equal to (1, 1, 1, −3) ⊥ or (1, 1, −1, −1) ⊥ .
Throughout the rest of the proof, we fix a 1 = a 2 = 1. Next, notice that if H contains no weights of the form L i 1 + · · · + L i 4 with i 1 < i 2 ≤ 4 < i 3 < i 4 , then H contains at most n−4 4 + 3 n−4 3 + 3
n−4 1 + 1 < n 4 − n 2 weights. Thus, we can assume V contains at least one weight with i 1 < i 2 ≤ 4 < i 3 < i 4 ; without loss of generality, we can assume (i 3 , i 4 ) = (5, 6). This yields the following possibilities for (a 1 , . . . , a 6 ) up to rescaling and permuting of coordinates:
(1, 1, 1, 1, −3, −3), (1, 1, 1, −1, −1, −3), (1, 1, 1, 1, 1, −3), (1, 1, 1, 1, −1, −1), (1, 1, 1, −1, −1, −1).
For example, if (a 1 , . . . , a 4 ) = (1, 1, 1, −3) and (i 1 , i 2 ) = (1, 2), then since
we see (a i 1 , . . . , a i 4 ) ⊥ is either (1, 1, 1, −3) ⊥ or (1, 1, −1, −1) ⊥ . In the former case, we must have (a 5 , a 6 ) = (1, −3), and so up to permutation of coordinates, we see (a 1 , . . . , a 6 ) is (1, 1, 1, 1, −3, −3). By performing a similar analysis, we determine (a 1 , . . . , a 8 ). Namely, a completely analogous computer computation as the one above shows that for the 5 possibilities for (a 1 , . . . , a 6 ), the following are true:
(1) if we fix 6 < i 2 < i 3 < i 4 , then H contains at most 10 weights of the form L i 1 + · · · + L i 4 with i 1 ≤ 6 (2) if we fix 6 < i 3 < i 4 , then H contains at most 12 weights of the form L i 1 + · · · + L i 4 with i 1 < i 2 ≤ 6 (3) if we fix 6 < i 4 , then H contains at most 10 weights of the form L i 1 + · · · + L i 4 with i 1 < i 2 < i 3 ≤ 6. So, H contains at most n − 6 4 + 10 n − 6 3 + 12 n − 6 2 + 10 n − 6 1 + 6 4 weights. Note that n−6 4 + 10 n−6 3 + 0 n−6 2 + 10 n−6 1 + 15 < n 4 − n 2 for n ≥ 10, so once again,
By the same argument above, this tells us a 7 , a 8 ∈ {±1, ±3, ±9}. Having now determined the possibilities for (a 1 , . . . , a 8 ), an analogous computer computation shows that H contains fewer than dim V − n 2 weights unless, up to permutation of coordinates, one of the following holds:
(1) n = 11 and H = (1, 1, 1, 1, 1, 1, 1, −3, a, b, −a − b − 4) ⊥ , (2) n = 10 and H = (1, 1, 1, 1, 1, 1, 1, −3, a, −a − 4) ⊥ , (3) n = 10 and H = (1, 1, 1, 1, 1, 1, −3, −3, a, −a) ⊥ . A straightforward check shows that in the first case, H contains at most 112 vectors, achieved when {a, b} = {1, −2}, {1, −3}, {−2, −3}. In the last two cases, H contains at most 70 vectors, which is achieved, respectively, when a = ±1 and a ∈ {−1, −3}. So, H contains fewer than dim V − n 2 weights in all cases. Hence V is not pure.
We next consider the case where n = 9. Unlike the previously considered exterior products, here there are hyperplane that contain at least dim V − n 2 weights, so we need a more refined technique to handle this case. We begin by classifying these hyperplanes.
Lemma 8.9. Let V be the 4-th exterior power of the defining representation of SL 9 . Let H be a hyperplane in the character lattice tensored with R. Then H contains at least dim V − n 2 = 45 weights if and only if, up to permutation of coordinates, H = (1, −1, 0, 0, 0, 0, 0, 0) ⊥ or H = (1, 1, −1, −1, 0, 0, 0, 0) ⊥ .
Proof. One checks that among the special hyperplanes (1, 1,
2 ) ⊥ , the only one that contains at least dim V − n 2 = 45 weights is (1, 1, −1, −1, 0, 0, 0, 0, 0) ⊥ . So, we may assume H is not any of these special hyperplanes, in which case the stronger bound from Proposition 6.8 tells us z = 7 or z ≤ 4. Furthermore, the case z = 4 is ruled out by the strong bound from Proposition 6.8 combined with Remark 6.9. If z = 7, then H = (1, −1, 0, 0, 0, 0, 0, 0) ⊥ which contains 56 weights.
We have therefore reduced to the case where H = (a 1 , . . . , a 9 ) ⊥ is not one of the above exceptional hyperplanes and where z ≤ 3, i.e. at most three of the a i vanish. In particular, for any k 1 < k 2 < k 3 < k 4 , we see (a k 1 , a k 2 , a k 3 , a k 4 ) ⊥ is a hyperplane of R 4 , as opposed to R 4 itself. One checks that if the first 6 coordinates of H are one of (1, 1, −1, −1, −1, −1), (1, 1, 1, −1, −1, −1), (1, −1, 0, 0, 0, 0), (1, 1, 1, 1, 1, −3), (1, 1, 1, 1, −3, −3) then H contains fewer than 45 weights. So, we may assume up to rescaling and permuting coordinates, (a 1 , . . . , a 6 ) is not one of the above 5 possibilities. Next, consider a 45 × 9 matrix with distinct rows consisting of weights on H; this matrix is written with respect to the basis L 1 , . . . , L 9 of R 9 . There are (45)(4) = 180 entries equal to 1, so without loss of generality, there are at least 180 9 = 20 weights of the form (2) 7 ⌉ = 3 weights of the form L 1 +L 2 +L 3 +L i ∈ H. From this, it is easy to see that after permuting coordinates, we can assume H contains L 1 + L 2 + L 3 + L 4 and L 1 + L 2 + L 5 + L 6 . Then by the same reasoning as in Propositions 8.6-8.8, a computer calculation shows
(1) if we fix 6 < i 2 < i 3 < i 4 , then H contains at most 6 weights of the form L i 1 + · · · + L i 4 with i 1 ≤ 6 (2) if we fix 6 < i 3 < i 4 , then H contains at most 8 weights of the form L i 1 + · · · + L i 4 with i 1 < i 2 ≤ 6 (3) if we fix 6 < i 4 , then H contains at most 6 weights of the form L i 1 + · · · + L i 4 with i 1 < i 2 < i 3 ≤ 6. (4) H contains at most 5 weights of the form L i 1 + · · · + L i 4 with i 1 < i 2 < i 3 < i 4 ≤ 6 Here, we have made use of the fact that the first 6 coordinates of H are not one of the above 5 possibilities. Combining the above bounds, we see H contains at most 5 + (6)(3) + (8)(3) + 6 = 53
weights. This bound is of course too large, but we reduce it via a more refined analysis. Another computer computation shows for fixed 6 < i 3 < i 4 and 6 < j 4 , H cannot simultaneously contain a weights of the form L i 1 + · · · + L i 4 with i 1 < i 2 ≤ 6, and b weights of the form L j 1 + · · · + L j 4 with j 1 < j 2 < j 3 ≤ 6 for (a, b) ∈ {(6, 6), (5, 7), (4, 8)}, unless H equals (1, −1, 0, 0, 0, 0, 0, 0, 0) ⊥ or (−3, −3, 1, 1, 1, 1, 1, 1, 0) ⊥ up to permuting coordinates. Since we have already ruled out these possibilities, our refined bound shows a + b < 12, and hence H contains at most 5 + 3a + 3b + 6 ≤ 5 + (11)(3) + 6 = 44 < 45 weights.
Proposition 8.10. Let V be the 4-th exterior power of the defining representation of SL 9 . Then V is not pure.
Proof. We use a similar argument to the one used in the proof of Lemma 8.3. By Lemma 8.9 we only need to show that GV ≥0 λ is not a divisor where λ is the 1-parameter subgroup corresponding to the hyperplane (1, 0, . . . , 0, −1) ⊥ or (1, 1, 0, . . . , 0, −1, −1) ⊥ . The weights of ∧ 4 K 9 are all of the form L i + L j + L k + L ℓ with i, j, k, ℓ distinct.
If λ = (1, 0 . . . , 0, −1) then a weight is negative with respect to λ if and only if 1 / ∈ {i, j, k, ℓ} and n ∈ {i, j, k, ℓ}. Hence dim V λ is P (1, 7, 1) corresponding to matrices that preserve the flag e 1 ⊂ e 2 , . . . , e 8 ⊂ K 9 . This parabolic has codimension 15 in SL 9 so dim GV ≥0 λ ≤ 91 + 15 = 106 < 125. Hence V sss does not have a divisorial component, so V is not pure.
If λ = (1, 1, 0, 0, 0, 0, 0, −1, −1) there are 40 weights on which λ is negative. Specifically there are 10 weights of the form e i ∧ e j ∧ e 8 ∧ e 9 with i ∈ {1, 2} and j ∈ [3, 7] . There are 10 weights of the form e i ∧ e j ∧ e 8 ∧ e 9 with {i, j} ⊂ [3, 7] and there are 20 weights of the form e i ∧ e j ∧ e k ∧ e l with {i, j, k} ⊂ [3, 7] and l ∈ {8, 9}. Hence dim V weights of the form L 1 +L i +L j with i, j > k +ℓ+1. Provided that kℓ + n−(k+ℓ+1) 2 < N , we know without loss of generality that a k+ℓ+2 ∈ {b, c}. In particular, if k + ℓ ≥ n − 2 and kℓ + n−(k+ℓ+1) 2 < N , then H simply does not contain N weights of the form L 1 + L i + L j , and so we must have b = c Further note that if kℓ + n−(k+ℓ+1) 2 = N , then either we can assume a k+ℓ+2 ∈ {b, c}, or we can assume H contains every weight of the form L 1 + L i + L j with i, j > k + ℓ + 1. In the latter case, this implies a k+ℓ+2 = · · · = a n .
Applying this procedure, we find that if b = c, then n ≤ 12. Moreover, for n = 12, H must be one of the following possibilities:
(1) (a, b, c, c, c, c, d, d, d, d, d, d One easily checks that if P is the parabolic stabilizing the linear subspace V ≥0 λ (resp. V ≤0 λ ), then the number of weights on the negative (resp. positive) side of H is strictly greater than codim P + 1.
It remains to handle the case where n = 10, 11 or where b = c. In the latter case, up to scalar, (a 1 , . . . , a M +2 ) is of the form (1) (0, 0, . . . , 0) (2) (−2, 1, 1, . . . , 1). We handle these using the same procedure as above, however the bounds are slightly different. Now we find that if k ≥ M + 1 and (a 1 , . . . , a k+1 ) = (a, b, . . . , b ) ⊥ or (0, . . . , 0, e, f, −e − f ) ⊥ or (0, . . . , 0, 1, −1, e, f, −e − f ) ⊥ or (−2, 1, 1, . . . , 1, d, 2 − d, e, f, −8 − e − f ) ⊥ (6) 10 ≤ n ≤ 13 and H is (0, 0, . . . , 0, e, f, g, −e−f −g) ⊥ or (0, 0, . . . , 0, 1, −1, e, f, g, −e−f −g) ⊥ or (−2, 1, 1, . . . , 1, d, 2 − d, e, f, g, 7 − n − e − f − g) ⊥ A computer check shows that the only such hyperplanes that contain at least n 3 − n 2 weights are given by
(1) (1, −1, 0, 0, . . . , 0) ⊥ for n ≥ 10 (2) (0, . . . , 0, 1, −e − 1, e) ⊥ and (0, . . . , 0, −1, −1, 1, 1) ⊥ for 10 ≤ n ≤ 13 (3) (0, . . . , 0, −1, −1, −1, 1, 1, 1) ⊥ , (0, . . . , 0, −1, 1, −e, e) ⊥ , and (−2, −2, −2, 1, . . . , 1, −e, e) ⊥ for n = 10, 11 (4) (0, 0, 0, 0, 0, 0, a, b, c, −a − b − c) ⊥ (5) (−2, −2, 1, 1, 1, 1, 1, d, e, −d − e − 1) ⊥ (6) (0, 0, 0, 0, 0, −1, 1, 1, −e − 1, e) ⊥ (7) (0, 0, 0, 0, −1, −1, 1, 1, −g, g) ⊥ (8) (0, 0, 0, 0, −1, −1/2, −1/2, 1/2, 1/2, 1) ⊥ (9) (0, 0, 0, 0, −3, −1, 1, 1, 1, 1) ⊥ (10) (0, 0, 0, 0, 0, −2, −1, 1, 1, 1) ⊥ (11) (−2, 1, 1, 1, 1, 1, 1, 1 , −f − 5, f ) ⊥ (12) (−2, −2, 0, 1, 1, 1, 1, 1, −f − 1, f ) ⊥ (13) (−1, 0, 0, 0, 0, 1, −g, −g, g, g) ⊥ (14) (−2, −2, −2, 1, 1, 1, 1, 4, −f − 2, f ) ⊥ (15) (−2, −2, −2, 1, 1, 1, 1, 1, −f + 1, f ) ⊥ (16) (−3, −2, −2, 1, 1, 1, 1, 1, −d + 2, d) ⊥ (17) (−2, −2, 1, 1, 1, 1, 1, 1, −e − 2, e) ⊥ (18) (−2, −2, 1, 1, 1, 1, 1, 4, −f − 5, f ) ⊥ (19) (−3, −2, 1, 1, 1, 1, 1, 1, −f − 1, f ) ⊥ (20) (−2, 1, 1, 1, 1, 1, −g − 2, −g − 1, g, g) ⊥ (21) (−2, −2, −2, 0, 1, 1, 1, 1, −d + 2, d) ⊥ All cases except for (5) are easily ruled out via a parabolic argument. We will return to (5) at the end of the proof.
Finally, we handle the case where n = 10, 11 and b = c. Let N and M be as above. Then we classify all H = (a 1 , . . . , a n ) ⊥ containing at least There are two subcases to consider: kℓ ≥ N , or kℓ < N and a i / ∈ {b, c} for all i > k + ℓ + 1. In the latter case, H must contain at least N − kℓ weights of the form L 1 + L i + L j with k + ℓ + 1 < i < j. In particular, we can assume H contains L 1 + L k+ℓ+2 + L k+ℓ+3 , and we then see that H contains L 1 + L i + L j if and only if it contains L i + L j − L k+ℓ+2 − L k+ℓ+3 . So, we classify all hyperplanes (a k+ℓ+2 , . . . , a n ) ⊥ that contain at least N − kℓ weights of the form L i + L j − L k+ℓ+2 − L k+ℓ+3 . This constrains the possible forms H can take on.
Via this method, one checks that for n = 11 if kℓ < N , then the only hyperplane containing at least n 3 − n 2 weights is the Weyl reflection plane. For example, if (n, k, ℓ) = (11, 2, 4), then H must equal (a, b, b, c, c, c, c, d, d, d, d ) ⊥ where c = −a − b; this forces d = (3a + 2b)/4 and a computer check shows no such hyperplane contains n 3 − n 2 = 44 weights. So, we need only consider those hyperplanes with kℓ ≥ N . For n = 11, this leaves us with the cases where H is (a, b, b, b, c, c, c, c, d , e, f ) ⊥ or (a, b, b, c, c, c, c, c, c, d , e) ⊥ . The only such hyperplanes that contain at least For n = 10, we must have (a 1 , . . . , a n ) given by
(1) (a, b, c, c, d, e, e, f, g, g ) with a + d + e = a + f + g = 0
