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D-A3 TADF Emitters: The Role of the Density of States
for Achieving Faster Triplet Harvesting Rates†
Julien Eng,a, Jerry Hagona and Thomas James Penfold,a‡
The triplet harvesting rate in purely organic materials based upon Thermally Activated Delayed
Fluorescence (TADF) is critically important for achieving high performance Organic Light Emitting
Diodes (OLEDs). One of the major challenges that must be overcome in these materials is the
weak spin orbit coupling which can lead to triplet harvesting rates that extend into the millisecond
range. This causes poor roll-off in device efficiency at higher current densities. In this work, we
study the excited state properties of a new TADF design strategy based upon the D-A3 approach.
Using TAT-3DBTO2, composed of a rigid triazatruxene donor core with three dibenzothiophene-
S,S-dioxide peripheral acceptors, we explain how exploiting the high density of excited states
and low lying conical intersections associated with this structure can achieve high-rates of triplet
harvesting. However, we also demonstrate that excited state structural changes reduce the sym-
metry of the molecule and work against high triplet harvesting rates by causing localisation of the
excited state electronic structure and non-equivalence between the acceptors. Consequently, the
fast initial reverse intersystem crossing (rISC) channels are replaced by undesirable slower rISC
channels. Our results imply that it will be possible to engineer molecules where undesirable decay
pathways are removed giving new perspectives for designing functional TADF molecules.
1 Introduction
Thermally Activated Delayed Fluorescence (TADF)1–6 offers an
alternative to rare elements such as iridium7, for harvesting
triplet excited states in Organic Light Emitting Diodes (OLEDs).
Importantly, high-performance devices require short emission de-
cay times, ∼1µs, which emphasises the importance of achieving
a large rate of reverse intersystem crossing (krISC)8. This is re-
quired to convert the 75% of non-emissive triplet states formed
upon electrical excitation into emissive singlet states, as rapid
krISC reduces the effect of quenching effects, such as triplet-triplet
annihilation and triplet-polaron quenching9. Consequently there
has been a significant research effort in establishing the factors
which control krISC including; the energy gap10,11, molecular
conformation12–16, presence of hetero atoms17,18, spin-vibronic
interactions19–23 and the host24–28.
The rate of intersystem crossing (ISC) between one singlet and
triplet state can be described using Fermi’s Golden Rule29:
kISC =
2pi
h¯
∑
f
∣∣∣〈Ψ f ∣∣HˆSO∣∣Ψi〉∣∣∣2 δ (E f −Ei) . (1)
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Within the Condon approximation, i.e. the coupling connecting
the two states is constant for all geometries, the electronic and
vibrational wavefunctions can be separated into:
kISC =
2pi
h¯
∑
f
Electronic︷ ︸︸ ︷∣∣〈ψ f ∣∣HˆSO∣∣ψi〉∣∣2q0
Vibrational︷ ︸︸ ︷
∑
jk
∣∣〈ν f k|νi j〉∣∣2δ (Ei j −E f k), (2)
where HˆSO is the spin-orbit coupling operator and ψ and ν are
the electronic and vibrational wavefunctions, respectively.
Equation 2 highlights the variables which can be manipulated
to improve kISC. Most obviously, the spin-orbit coupling matrix
elements (SOCMEs) need to be enhanced which can be achieved
by exploiting heavier elements such as the transition metals30–32.
However in the context of purely organic TADF molecules, the
absence of the heavy elements places an upper limit of how large
SOC can be, with the largest SOCMEs for TADF molecules re-
ported between 3-4 cm−1 20. The second is the overlap between
the vibrational wavefunctions, which is commonly achieved by
reducing the energy gap between the two states, already an ob-
jective within the design of TADF emitters. The final approach, yet
to be widely investigated, is to increase the number of final states
(density of coupled states), indicated by the sum over f states ob-
served in Equation 2, and which equates to increasing the rate by
increasing the number of available pathways for ISC/rISC.
The role of the density of states and its ability to speed up
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the transitions between different spin states, is perhaps best illus-
trated in the ISC of Fe(II)tris(2,2’-bipyridine), [Fe(bpy)3]2+ 33–36.
Despite ISC being usually considered to be one of the slowest ra-
diationless relaxation pathways, in [Fe(bpy)3]2+ the transfer of
population from the singlet state to the quintet state, i.e. two in-
tersystem events (singlet→triplet→quintet) occurs within 50 fs,
approximately the time of a single vibrational period of the Fe-N
bond length37 and faster than many spin-allowed internal con-
version events. This extremely rapid ISC, which occurs in the
absence of very heavy elements such as Ir and Pt, arises because
the metal-ligand charge transfer (MLCT) and metal-centred states
on the iron coincide at the Franck-Condon geometry leading to
a very high density of states. This illustrates a radically differ-
ent regime of ISC to the usual interactions between one singlet
and triplet state29, and one in which the traditional classification
of states as singlets and triplets breakdowns due to their highly
mixed nature.
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Fig. 1 Schematic of TAT-3DBTO2. In blue, is the central triazatruxene
core (TAT) and in red are the three dibenzothiophene-S,S-dioxide accep-
tors.
In purely organic TADF, molecular design has been dominated
by D-A and D-A-D strategies4. While D-A-D molecules in prin-
ciple have a higher density of excited states, the photophysics of
molecules containing the same D and A groups is usually similar.
This is because the excited state potential often leads to inequiv-
alence in the D-A bond lengths of the D-A-D molecules. Conse-
quently, the lower excited states which are associated with the
largest D-A bond length generates an energetic landscape similar
to the D-A molecules. The Franck-Condon profiles at the relaxed
excited state geometry of the two molecules are therefore often
similar38. This highlights the importance of excited state dynam-
ics in determining the performance of TADF emitters.
Recently, dos Santos et al.39 proposed a D-A3 strategy,
based upon a rigid triazatruxene donor core with three
dibenzothiophene-S,S-dioxide peripheral acceptors (See Figure
1). The multiple donor-acceptor interactions yield a high density
of excited states, which has been proposed to give a significant
enhancement to the rISC rate, leading to delayed fluorescence de-
cay times as low as ∼100 ns. Importantly, this demonstrates that
organic molecules can harvest triplet excited states at faster rates
than Ir-based phosphorescent materials. In this work, we provide
a detailed theoretical study to explain how the high density of
excited states and low lying conical intersections associated with
this molecule can achieve these higher rates of triplet harvesting.
We also demonstrate that excited state dynamics cause localisa-
tion of the excited state electronic structure, which is responsible
replacing the fast initial rISC channels with slower secondary rISC
channels, in which the rISC rates is analogous to typical D-A and
D-A-D molecules.
2 Methods
2.1 Computational Details
All geometry optimisations and electronic structure calculations
were performed within the Q-Chem 5.0 quantum chemistry pack-
age40. Geometries of the TAT-3DBTO2 molecule (Figure 1 and Ta-
bles S1-4 in the supporting materials) were optimised using den-
sity functional theory (DFT) and linear response time-dependent
DFT (LR-TDDFT) for the ground state and excited states, respec-
tively. The minimum energy crossing point was found and opti-
mized using the branching-plane updating method developed by
Morokuma and co-workers41 as implemented in Q-Chem42. All
LR-TDDFT calculations used the Tamm-Dancoff approximation43
to avoid over stabilisation of the low lying intra-ligand triplet
states. All calculations were performed within the approxima-
tion of the LRC-ωPBEh(ω = 0.131a−10 ) functional
44. The value
of the range separation parameter ω has been determined us-
ing the optimal tuning approach45–48. The 6-31G* basis set is
used throughout49–51. All calculations included the solvent en-
vironment was described using a conductor-like polarisable con-
tinuum model using the dielectric constant of toluene. Spin-orbit
couplings are computed using the one-electron Breit-Pauli Hamil-
tonian as implemented in Q-Chem40. Ab initio molecular dynam-
ics (AIMD) were performed using the TeraChem52 software using
DFT in the electronic ground state, and LR-TDDFT in the excited
S1 state. Throughout the PBE functional53,54 and 3-21G* basis
set55,56 were used. The trajectory was propagated using the ve-
locity Verlet algorithm57.
The absorption and emission spectra calculated from the AIMD
trajectories were obtained by averaging the spectra calculated
from 33 conformations taken randomly along the ground and
excited state trajectories, respectively. The oscillator strength of
each transition ( fn) at energy ωn was broadened using a gaussian
broadening function:
g(ω −ωn) =
√
2
pi∆2
exp
−2(ω −ωn)
2
∆2
(3)
where ∆ is the full width at half maximum set to 10 cm−1 for the
absorption spectrum and 20 cm−1 for the emission spectrum.
kISC was simulated using the Fermi’s golden rule combined with
a Marcus formalism to estimate the Franck-Condon weighted den-
sity of states:
kISC =
2pi
h¯
∑
f
∣∣〈ψ f ∣∣HˆSO∣∣ψi〉∣∣2
√
pi
λkbT
exp
(
−
(∆EST +λ )
2
4λkbT
)
(4)
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Here λ corresponds to the reorganisation energy, which is the
change in the energy of the final state when switching from the
singlet to triplet geometry, while ∆EST is the energy gap between
the two states.
2.2 Coordinates
To describe the excited state structural changes involved in TAT-
3DBTO2 we introduce three coordinates, shown in Figure 2, de-
scribing the relative motion of each acceptor i with respect to
the central donor part: (i) the torsional angle (ϕi) around the
C3 −N bond, (ii) the pyramidalisation angles (τi) of the nitrogen
and (iii) the C3 −N bond distances, rCNi . The subscript i indexes
the acceptor from 1 to 3. To ensure that τi and ϕi are uncou-
pled dimensions, τi is defined as the dihedral angle between the
planes (X2X1N) and (X2NC3) where X1 is a dummy atom such
as ~OX1 = ~ON+ 12 ~C1C3, O being the origin of the referential, and
X2 is a second dummy atom defined as ~OX2 = ~ON+ ~NC1 × ~NC2,
i.e. the ~NX2 vector is orthogonal to the (C1NC2) plane. In this
picture, ϕi is the dihedral angle between the planes (C4C3N) and
(C3NX2).
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Fig. 2 Definition of the coordinates ϕ, τ and rCN describing the confor-
mation of each acceptor ligands. τi and φi are defined from -90 to 90
degrees. The purple square represents the plane of the donor group.
The final set of three dimensions, κi, are added to describe the
distortion from planar of each of the phenyl ring at the outside
end of the donor branches. κi is defined as the scalar product
of vector~ki at each time t with itself at t=0: κi =~kt=0i .~kti where
~k(i) is the normal vector to the phenyl ring at the outside end
of the donor branch i and is defined as the vector product ~ki =
~C1C5
|| ~C1C5||
×
~C6C7
|| ~C6C7||
.
2.3 Excited State Reaction Coordinates
Potential energy scans have been performed along manually de-
fined reaction coordinates that link key structures on the excited
state potential. For each scan, the acceptor undergoing the largest
amplitude motion is defined as acceptor 1. In all cases, the motion
of the two other acceptors is small. Consequently, the molecule is
divided into two parts: the first part (A) contains acceptors 2 and
3 as well as the donor moiety, and the second part (B) contains
acceptor 1 only.
For an initial structure, α, and final structure β , each geom-
etry is fully described by three sets of coordinates: qα,βA , q
α,β
B ,
the Cartesian coordinates of part A and B, respectively, and the
set
{
ϕα,β ,τα,β ,r
α,β
CN
}
that describes the relative position of part
A with respect to part B. Distortions within A and B being small,
a linear interpolation is sufficient. Therefore the coordinates of
part A can be expressed as a function of the reaction coordinate r
as:
qA(r) = q
α
A +
(
q
β
A −q
α
A
)
r,r ∈ [0;1] (5)
The set of coordinates for B, q
′β
B is obtained by rotation and trans-
lation of qβB:
q
′β
B = Rϕ Rτ
(
q
β
B −∆rCN
)
. (6)
The coordinates of B along the reaction coordinate r is thus:
qB(r) = q
α
B +
(
q
′β
B −q
α
B
)
r,r ∈ [0;1] . (7)
The relative motions ϕ, τ, and rCN are then simply linearly inter-
polated between their initial and final values
ϕ(r) = ϕα +
(
ϕβ −ϕα
)
r,r ∈ [0;1] . (8)
τ(r) = τα +
(
τβ − τα
)
r,r ∈ [0;1] . (9)
rCN(r) = r
α
CN +
(
r
β
CN − r
α
CN
)
r,r ∈ [0;1] . (10)
This treatment ensures that there is no artificially large distortion
of the acceptor 1 due to a poor treatment of its rotations. How-
ever this interpolation cannot account for the order in which the
distortions would occur. These coordinates therefore do not de-
scribe the minimum energy pathway between two critical struc-
tures.
3 Results
3.1 Geometry
In previous work39, 10 different conformations of TAT-3DBTO2
were identified, but shown to have negligible effect on the energy
and character of the low lying excited states. Consequently, we fo-
cus this present study on the dominant TAT-3DBTO2 conformer39
exhibiting C3 symmetry.
Fig. 3 A comparison between the ground (faded) and excited S1
(coloured) geometries of TAT-3DBTO2.
Table 1 shows the geometry of TAT-3DBTO2 at the ground state,
the optimised S1 and T1 geometries and the conical intersection
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FC S1 CIS1/S2 T1
ϕ1/◦ -33.69 -15.67 -12.81 29.04
ϕ2/◦ -33.69 -29.21 -21.14 -26.98
ϕ3/◦ -33.69 -28.31 -32.22 -39.30
τ1/◦ 16.12 3.89 1.72 -16.17
τ2/◦ 16.12 16.95 6.20 18.37
τ3/◦ 16.12 14.96 13.38 14.30
rCN1/Å 1.411 1.432 1.432 1.415
rCN2/Å 1.411 1.419 1.421 1.416
rCN3/Å 1.411 1.420 1.418 1.406
Table 1 The structural parameters for the structure of TAT-3DBTO2 at the
ground state Franck-Condon (FC) geometry, the minimum of S1 and T1
states and the conical intersection between S1 and S2 (CI
S1/S2 ).
formed between the S1 and S2 states. The cartesian coordinates
for these structures are provided Tables S1-4. A comparison be-
tween the ground and S1 excited geometries is shown in Figure
3. All geometries are described exclusively using the three co-
ordinates, ϕi, τi and rCN i described above. The conical intersec-
tion is formed because the S1 and S2 consists of predominately
HOMO→LUMO and HOMO-1→LUMO transitions, respectively.
Both the HOMO and HOMO-1 are pi orbitals localised on the
donor unit of TAT-3DBTO2 and describe two different conforma-
tions of the pi-system, which can become degenerate at the mid-
point of this geometry.
In the ground state, the torsional angle (ϕi) is -34◦ with respect
to perpendicular with the donor moiety, which is in good agree-
ment with the X-ray structure measured experimentally39. The
C-N bridges between the acceptor and donor units are out of the
donor plane by an angle of τ = 16.12◦ with a C-N bond distance of
rCN = 1.41 Å. The excited state (S1 and CIS1/S2) structures exhibit
clear breaking of the C3 symmetry observed in the ground state
with the largest changes observed for one of the acceptors. This
is consistent with localisation of the excited charge transfer state
to occur between the donor and one acceptor and is discussed in
more detail in the following. For this acceptor the torsional angle
(ϕi) becomes closer to perpendicular, and more in the plane of
the donor, as illustrated by the reduction in τ1. There is a slight
elongation of rCN for this acceptor, which although small, has a
strong effect on the excited charge transfer states due to the 1/R
dependence of these excitations, where R is the distance between
donor and acceptor groups25.
Figure 4 shows the distribution of the angles ϕ and τ as well as
the donor-acceptor bond length rCN obtained from 10 ps of AIMD
propagated in the electronic ground state. Although similar, it is
noted that due to the different level of theory used for the AIMD
compared to the results in Table 1, direct quantitative compari-
son is not possible. ϕ1 and ϕ2 shows a quasi-normal distribution
around an average value of 〈ϕ1〉 = −32.84◦ and 〈ϕ2〉 = −33.92◦,
respectively. The asymmetry in the distribution of ϕ1 and ϕ2 is
due to the steric hindrance between the acceptor units and the
neighbouring donor branches for values of ϕ < −50◦. Acceptor
3 explores a wider region of the multidimensional ground state
potential and the two peaks in the distribution reflect the two
minima can be found on the ground states PES around ϕ3 =−45◦
and ϕ3 =−10◦, respectively39. The pyramidalisation angle (τ) of
each nitrogen atom and the donor-acceptor bond lengths (rCN)
all exhibit similar behaviour for each acceptor.
The excited state distributions (white boxes in Figure 4) exhibit
the same effect of symmetry breaking associated with charge lo-
calisation observed in Table 1. The elongation of the D-A only
occurs for rCN1 , while the other D-A bond distances remain simi-
lar to the ground state. An overall opening of the system, i.e. the
C-N bond aligning into the donor plane, is observed as the distri-
bution of τ1, τ2 and τ3 are shifted to smaller values. This opening
of the C-N bonds allow for the acceptors to rotate further, leading
to a broader distribution of ϕ2 and ϕ3. ϕ1 becomes close to an or-
thogonal arrangement between the donor and acceptors groups
and its distribution is slightly smaller as it is held place by being
involved in the charge transfer (CT) excitation.
3.2 Critical Points on the Potential Energy Surface
3.2.1 The Electronic Ground State and Absorption Spectrum
Figure 5 shows the computed absorption spectrum at the opti-
mised structure of the electronic ground state (blue line) overlaid
against the experimental spectrum (grey line). The band between
300-350 nm corresponds to a weak absorption band associated
with CT states. In agreement with the experimental spectrum39,
two peaks at higher energy, around 270 and 220nm, are observed.
The higher intensity of these absorption bands is because of: (i)
the higher density of singlet states and (ii) mixing between 1CT
and locally excited (1LE) states, with the latter providing oscil-
lator strength to the transitions. As shown in ref.39, these two
peaks can be approximated from the absorption spectrum of the
donor and acceptor moieties confirming the LE character of these
transitions.
Table 2 shows the states that fall within the first low energy
CT absorption band < 3.70 eV (< 335nm). The difference of elec-
tronic density associated with each excited state is shown in Fig-
ure 6. The lowest 1CT singlet states are at ES1 = 3.61 eV and
ES2 = 3.66 eV. The corresponding
3CT triplet states are at lower
energy and are heavily mixed with triplet local excitons (3LE) on
either the donor or the acceptor units. Seven triplet states of
mixed character are found between 3.09 and 3.51 eV.
As shown in Figure 6, the difference of electronic density as-
sociated with each excited state is delocalised over the whole
molecule in nearly all cases, with the exception of states which
show strong mixing with the LE states. In these cases the delocal-
isation only occurs over two of the acceptors.
The absorption spectrum calculated at the Franck-Condon ge-
ometry (Figure 5) offers good agreement with the experimental
spectrum, although the CT band is slightly too narrow. To as-
sess the effect of the geometry distributions occurring at finite
temperature illustrated in Figure 4, an absorption spectrum was
calculated by averaging 33 snapshots geometries taken randomly
along the MD trajectory and is shown in Figure 5 (red line).
The averaging over several structures improves the agreement be-
tween experimental and calculated spectrum, principally through
broadening the low-lying CT band. As expected this has little ef-
fect on the higher lying excited states which are dominated by
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Fig. 4 The distribution of a) ϕ1, b) ϕ2, c) ϕ3, d) τ1, e) τ2, f) τ3 and g) rCN1 e) rCN2 h) rCN3 along the trajectory in both the ground state (coloured boxes)
and S1 (white boxes).
LE character. Table S6 shows the spin-orbit coupling matrix el-
ements (SOCMEs) between the lowest singlet and triplet excited
states at the ground state optimised geometry. SOCMEs are weak,
< 1cm−1 in most cases, as expected in organic molecules.
3.2.2 The Excited S1 State and the Emission Spectrum
Table 3 shows the excited states of TAT-3DBTO2 at the minimum
of S1. The geometry at this point, as previously discussed (Table
1) differs mainly from the ground state in the orientation of one of
the acceptors. At the minimum of the S1 potential energy surface,
the electronic nature of the lowest excited singlet state is a pure
HOMO→LUMO charge transfer transition localised on only one
acceptor. The minimum of S1 lies at ES1=2.89 eV, corresponding
to an emission wavelength of λ em = 429nm and a Stokes shift in S1
of ES.S.S1 = 0.72 eV in agreement with experimental observations
39
as shown in Figure 5. The presence of a low-lying triplet local
exciton (3LE) on acceptor 1 induces a high mixing with the triplet
charge transfer states. This results in a splitting of the T1/S1 states
of ∆E=0.17 eV, with ET1 2.72 eV while T2 is pushed above the S1
to ET2=2.94 eV. At the S1 minimum, the SOCME between the
lowest excited states remain weak and comparable to those at
Franck-Condon (Table S7).
The breaking of the symmetry associated with the excited state,
discussed in the previous section which leads to the localisation of
the CT on one acceptor and gives rise to an excited state potential
profile where the density of state around S1 which is much lower
compared to the ground state geometry. Instead of having many
possible relaxation pathways from the singlet to triplet states, it
is only the S1 →T1 and S1 →T2 pathways, which contribute. This
electronic structure resembles to the electronic structure of the
previously studied D-A and D-A-D molecules19,22,58. Crucially
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Fig. 5 The absorption (full lines) and emission (dashed lines) spectra of
TAT-3DBTO2 computed at the minimum energy geometry (blue line) and
averaged spectrum over 33 structures extracted from the MD simulation
in the ground state at 300K (red line). The grey lines are the experimental
spectra replotted from ref.39.
this is driven by the inequivalence in D-A bond lengths, as ob-
served for D-A and D-A-D molecules38.
Figure 5 shows the simulated emission band calculated from
sampling geometries obtained from the ab initio MD. Compared
to the optimised geometry, this spectrum is shifted to λ em =
450nm, slightly shorter than found in the experiment. The asym-
metry of the emission band is also partly recovered, which is as-
sociated with anharmonicity in the excited state potential.
Table 1 shows that the relaxed T1 state exhibits the largest
change in the pyramidalisation (τ) angle, i.e. the most open
structure of the acceptor with respect to the donor. Importantly,
as with other TADF emitters19–22, the lowest triplet state is a lo-
cally excited state on the acceptor, which is consistent with the
vibronic structure observed in the phosphorescence spectrum at
low temperature39. The energy of the T1 state at this geometry is
2.45 eV (Table S5) in very close agreement with the peak of the
phosphorescence spectrum of 500 nm reported experimentally39.
3.2.3 The S1-S2 conical intersection
The high density of excited states associated with TAT-3DBTO2
increases the probability of crossings and conical intersections be-
tween the states of the same multiplicity. These topological fea-
tures are well known to provide very efficient pathways for radi-
ationless conversion between states59, and therefore could facil-
itate rapid rISC. As discussed above, TAT-3DBTO2 exhibits a low
lying conical intersection, which arises from a degeneracy formed
between orbitals on the donor.
Table 4 shows the electronic structure at the minimum of the
seam of conical intersection. The S1 and S2 are degenerate at
3.07eV and are of mixed HOMO→LUMO and HOMO-1→LUMO
character. This is 0.16 eV higher than the minimum energy ge-
ometry of the S1 state. At this geometry, the overlap between the
HOMO and LUMO and between the HOMO-1 and LUMO is close
to 0 and therefore the 3CT states associated to S1 and S2 could
State Nature f ∆ E / eV
S0 - 0.00
T1 3LE(D)/3CT - 3.09
T2 3CT/3LE(A) - 3.18
T3 3CT/3LE(A) - 3.18
T4 3CT/3LE(D)/3LE(A) - 3.23
T5 3LE(D)/3CT - 3.42
T6 3LE(D)/3CT - 3.42
T7 3LE(D)/3CT - 3.51
S1 1CT 0.005 3.61
T8 3CT/3LE(A) - 3.66
T9 3CT/3LE(A) - 3.66
S2 1CT 0.175 3.66
T10 3CT/3LE(A) - 3.67
S3 1CT 0.183 3.67
S4 1CT 0.005 3.73
Table 2 Energy, nature and oscillator strength ( f ) of the lowest singlet
and triplet excited states at the Franck-Condon geometry. CT denotes a
charge transfer from the donor (D) to the acceptor (A) and LE(A), LE(D)
are local excitons on the acceptor and donor, respectively.
State Nature f ∆ E / eV
S0 - 0.41
T1 3CT/3LE(A) - 3.13
S1 1CT 0.004 3.30
T2 3CT/3LE(D)/3LE(A) - 3.35
T3 3CT/3LE(D)/3LE(A) - 3.44
T4 3LE(D)/3CT - 3.59
T5 3LE(D)/3CT - 3.61
T6 3CT - 3.64
S2 1CT 0.012 3.67
T7 3CT/3LE(D) - 3.75
Table 3 Energy, nature and oscillator strength ( f ) of the lowest singlet
and triplet excited states at the geometry of the minimum of S1 excited
state with LRC-ωPBEh (ω = 0.131a−10 ). CT denotes a charge transfer
from the donor (D) to one or several acceptors (A), and LE(A), LE(D)
are local excitons on one or several acceptors and donor, respectively.
All Energies are relative to the energy of the ground state at the Franck-
Condon Geometry.
be expected to be degenerate and lying close to the pair of de-
generate state S1 and S2 45. This would generate a point in which
many states and different multiplicity cross, with the potential of
enhancing ISC/rISC. However, the presence of a low lying 3LE
states split the degeneracy between the pair of 3CT states. The
first triplet T1 at ET1=2.77 eV is a mix of LE and CT character,
with LE being the main contribution. T2 and T3 lie at 3.03 eV
and 3.09 eV respectively and are of quasi pure 3CT character and
therefore are close in energy to the pair of 1CT states (∆E = 0.03
eV).
The spin-orbit coupling matrix elements associated with this
geometry are shown in Table S9 and are not enlarged, compared
to the optimised ground and S1 excited state, illustrating con-
sistent with previous work60 that the conical intersection does
not necessarily increase SOCME as it does with nonadiabatic cou-
pling. Although this would suggest that the ISC/rISC rate is not
enhanced at this geometry, the close proximity of the S1, S2 and
T1, T2 and T3 states at this geometry will increase the effect of
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Fig. 6 Density difference between the fourteen lowest excited states and the ground state. In red: loss of density. In blue: gain.
this coupling which scales inversely with the energy gap.
3.2.4 The S1 Reaction Pathways
After excitation into the S1 CT excited state, TAT-3DBTO2 will un-
dergo structural dynamics to reach the minimum of its potential
energy surface. The critical points on the excited state potential
have been identified in the previous sections, without dynamical
information or insight into the pathways connecting these points.
Figure S1 shows the evolution of the structural coordinates de-
fined in Figure 2 along an AIMD simulation in the S1 excited
state during the first picosecond after vertical projection of the
ground state geometry into the S1 state. Initially, the charge trans-
fer character of this S1 state is delocalised from the donor to all
three acceptor units. However, the structural changes observed
within the first 200 fs already illustrate the symmetry breaking
associated with localisation of the CT state. The largest changes
are observed in both rCN1 and ϕ1. The C-N bond elongation ob-
served in acceptor 1, unlocks its rotation which is observed with
changes in τ and ϕ. ϕ1 increases from the initial tilted geometry
of ϕ1 =−33.69◦ to ϕ1 = 0.00◦, i.e. the acceptor is perpendicular to
the donor plane. Being a low frequency mode, this happens much
slower than the bond length change in about 1.0 ps. ϕ2 and ϕ3 re-
main nearly constant during that time. Additional trajectories fro
different starting points sampled from the ground state molecular
dynamics are shown in Figure S2-7.
To compliment the AIMD, Figure 8 shows the evolution of the
lowest excited states along interpolated reaction coordinates be-
tween three critical structures presented, the ground state, S1
state and S1/S2 conical intersection. The pathway from the
Franck-Condon structure to the minimum of S1 (Figure 8a) ex-
hibits a small energy barrier of 63 meV in the S1 state, which is
consistent with the simultaneous structural changes observed in
the AIMD. The energy needed to reach the conical intersection
between S1 and S2 from the minimum of S1 ∆E = 0.16eV (Figure
8b) is smaller than the change in the energy of the S1 during this
relaxation, ∼0.3 eV, and therefore can easily be reached upon
absorption in S1. The direct pathway (figure 8c) from Franck-
Condon to the conical intersection exhibits a barrier 0.25 eV. This
suggests that geometry relaxation from the Franck-Condon geom-
etry to the minimum of the S1 geometry occurs first, consistent
with the observations of the AIMD. At later times, the vibrational
excess energy enable the molecule to sample regions of the po-
tential close to the conical intersection. This confirms that the
critical points identified can all be reach by the initial excitation
into the S1 state and will therefore play a role in the photophysics
of TAT-3DBTO2.
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Fig. 7 Density difference between the nine lowest excited states and the
ground state at the S1 optimised geometry. In red: loss of density. In
blue: gain. These plots show the strong localisation of the CT states, as-
sociated with the structural changes observed with respect to the ground
state geometry.
3.2.5 ISC and rISC rates
The experimentally39 reported kISC =3.5×107 s−1 for TAT-
3DBTO2 means that ISC occurs on the nanosecond timescale.
This rate of ISC is fairly typical of higher performing TADF
molecules, although rates approaching 109 s−1 have been
observed for molecules exhibit room-temperature phosphores-
cence14 and molecules such as benzophenone have shown
kISC=1010−11 s−1 61.
Table 5 shows the kISC calculated at two critical geometries, the
S1 minimum and the S1-S2 conical intersection. For the former,
a rate of 6.3× 107s−1 is calculated. At the conical intersection,
an order of magnitude increase in the ISC rate is observed, with
a singlet→triplet rate being 3.0× 108s−1. The enhancement in
the region of the conical intersection is associated with the close
proximity of the states, and the increased number of pathways,
i.e. density of states.
Both pathways provide good agreement with experimentally
observed, but importantly at the conical intersection geometry
the krISC would be equal to kISC, because the energy gap be-
tween the singlet and triplets is very small (Table 5), this is con-
sistent with the fast krISC observed on the nanosecond timescale
in ref.39. However, once the kISC is complete, the molecule will
relax into the lowest triplet state. This will result in the fast ini-
tial krISC channel being replaced by undesirable slower secondary
krISC channels, due to the T1 state is lying substantially below the
higher triplet states and the S1 state, providing a rationalisation
for a krISC which reduces with time.39.
It is noted that it can be argued whether or not the Fermi
golden rule can be used to calculate the rate constants in the re-
gion of a conical intersection, where the concept of first order
State Nature f ∆ E / eV
S0 - 0.39
T1 3LE(A) - 3.16
T2 3CT/3LE(D) - 3.42
S1 1CT 0.004 3.46
S2 1CT 0.009 3.46
T3 3CT/3LE(D) - 3.48
T4 3CT - 3.50
T5 3CT/3LE(A) - 3.56
T6 3CT/3LE(A)/3LE(D) - 3.60
T7 3CT/3LE(D) - 3.74
T8 3CT/3LE(D)/3LE(A) - 0.81
S3 1CT 0.031 3.83
S4 1CT 0.045 3.85
Table 4 Energy, nature and oscillator strength ( f ) of the lowest singlet
and triplet excited states at the geometry of the conical intersection be-
tween S1 and S2, with LRC-ωPBEh (ω = 0.131a
−1
0 ). CT denotes a charge
transfer from the donor (D) to one or several acceptors (A), and LE(A),
LE(D) are local excitons on one or several acceptors and donor, respec-
tively. All Energies are relative to the energy of the ground state at the
Franck-Condon Geometry.
perturbation theory breakdowns down. Indeed, although similar
approaches have been used elsewhere62 the approach described
herein should only be taken as an approximation of the ISC/rISC
dynamics. A more precise description should include nonadia-
batic effects and excited state dynamics, but the size of system
and timescale of the dynamics prevents this at present.
4 Discussion and Conclusions
In this paper we have performed a detailed theoretical investi-
gation into the excited state properties of a TADF emitter ex-
ploiting the recently proposed D-A3 strategy39. TAT-3DBTO2,
which is based upon a rigid triazatruxene donor core with three
dibenzothiophene-S,S-dioxide peripheral acceptors, has demon-
strated that rapid rISC rate can be achieved in purely organic
molecules leadings to delayed fluorescence decay times as low as
∼100 ns. Our simulations show that upon initial photoexcitation
of the low lying 1CT state, the electron transferred is delocalised
over the acceptor units. This leads to a number of close lying
excited states and multiple degeneracies which can enhance the
mixing between singlet and triplet states.
However, structural changes occurring within the first picosec-
ond introduce a breaking of the coordination symmetry causing
localisation of the photoexcited electron onto one of the accep-
tors. Within this regime, the excited state can be seen as anal-
ogous to a D-A molecule and indeed the krISC observed at later
times is consistent with this39. This is analogous to the origin
of the similarities between the photophysics between D-A and
D-A-D molecules containing the same D and A groups. In the-
ses cases, the excited state potential often leads to inequivalence
in D-A bond lengths of the D-A-D complexes, and therefore the
lower excited states, associated with the largest D-A bond length
generates an energetic landscape similar to the D-A molecules.
The Franck-Condon profiles at the relaxed excited state geometry
of the two molecules are therefore often similar38.
Recently de Silva et al.63 proposed a four state model for TADF
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Fig. 8 Energy scan a) from the ground state optimised Franck-Condon geometry to the geometry of the minimum of S1 b) from the geometry of the
minimum of S1 to the S1/S2 conical intersection, and c) from the ground state optimised geometry to the S1/S2 conical intersection. The reaction path
has been simulated by a linear interpolation between the initial and final geometries. Details about the reaction coordinates can be found in section
2.3. The red line is the S1 state, the blue line is the S2 state, the grey dashed lines are triplet states and the grey solid lines are other singlet states.
SOCME λ ∆EST kISC
cm−1 eV eV × 107s−1
S1 Min.
S1-T1 0.645 0.31 -0.17 5.80
S1-T2 0.610 0.39 0.05 0.51
6.31
S1-S2 CI
S1-T1 0.880 0.31 -0.30 20.05
S1-T2 0.702 0.39 -0.04 0.53
S1-T3 0.946 0.35 0.02 4.52
S1-T4 0.466 0.35 0.04 0.72
S2-T1 0.277 0.31 -0.30 1.53
S2-T2 0.759 0.39 -0.05 0.63
S2-T3 0.305 0.35 0.02 0.50
S2-T4 0.855 0.35 0.04 2.42
30.90
Table 5 The kISC calculated using Fermi’s golden rule combined with a
Marcus formalism to estimate the Franck-Condon weighted density of
states. The rate is calculated at two geometries, the minimum of the S1
state and the conical intersection between the S1-S2 states.
emitters including the LE and CT states, building upon the spin-
vibronic model in refs19,22. They proposed that specific confor-
mations could be key to achieving high-performance TADF and
a similar situation is observed in the present case. In the re-
gion of the Franck-Condon geometry and the conical intersec-
tion between the S1 and S2 states, the high density of states of
TAT-3DBTO2 facilitates rapid ISC between the singlet and triplet
states, while the small energy gap means the rISC occurs at a
similar rate. However, excited state relaxation takes the molecule
to regions of the potential which cannot exhibit such favourable
rates. This is in line with the experimental observations that at
later times, the rISC rate falls from an initial value of ∼107 s−1 to
∼105 s−1, which suggests that relaxation in the triplet states away
from the optimal conformations of the Franck-Condon geometry,
the lower density of states causes a reduced rate in rISC.
This strongly indicates that the future design of TADF emit-
ters should focus upon controlling the geometry and excited state
distortions to restrict the symmetry breaking which leads to the
reduced density of states leading to the slow rISC. Locking the
molecules into a rigid conformation is challenging64–66 as most
TADF emitters reported to date require the molecule to vibrate
and samples regions of the potential which exhibit small energy
gaps and larger radiative rates. These are usually not the same ge-
ometry. The coordinates used to describe the symmetry breaking
reduces the excited state structural dynamics of a large molecules
into a subset of 3 coordinates. These coordinates are termed
dynamo-phores, the dynamical version of a chromophore. The
reframing of the excited state structural changes in this man-
ner will facilitate the design by increasing the predictive power
and enabling a modular approach that will be rational, intuitive
and underpinned by strong theoretical foundations. Finally, the
fastest initial rISC channel is responsible for the DF decay and, in
a device context will lead to the highest external quantum effi-
ciency in devices. The slower, late time rISC channels associated
with the symmetry breaking of the excited states will likely cause
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long DF and poor efficiency roll-off in devices.
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