Data for the flow rate of water in carbon nanopores is widely scattered, both in experiments and simulations. In this work, we aim at precisely quantifying the characteristic large slip length and flow rate of water flowing in a planar graphene nanochannel. First, we quantify the slip length using the intrinsic interfacial friction coefficient between water and graphene, which is found from equilibrium molecular dynamics (EMD) simulations. We then calculate the flow rate and the slip length from the streaming velocity profiles obtained using non-equilibrium molecular dynamics (NEMD) simulations and compare with the predictions from the EMD simulations. The slip length calculated from NEMD simulations is found to be extremely sensitive to the curvature of the velocity profile and it possesses large statistical errors. We therefore pose the question: Can a micrometer range slip length be reliably determined using velocity profiles obtained from NEMD simulations? Our answer is "not practical, if not impossible" based on the analysis given as the results. In the case of high slip systems such as water in carbon nanochannels, the EMD method results are more reliable, accurate, and computationally more efficient compared to the direct NEMD method for predicting the nanofluidic flow rate and hydrodynamic boundary condition.
I. INTRODUCTION
Recent developments in nanoscience and nanotechnology have enabled the fabrication of nanofluidic devices such as micro/nano electro-mechanical systems, nanopipettes, nanobiosensors, nanomotors, lab-on-a-chip devices, etc. 1 As these devices have unique attributes such as nanoliter capacity, low energy dissipation, high accuracy and sensitivity, and enhanced flow rates, understanding the physics of fluids at the nanoscale is very important in designing, fabricating, optimizing, and utilizing these devices. Gravity and inertia effects which may play a dominant role at the macroscale are negligible at the nanoscale and new phenomena due to the high surface to volume ratio emerge. 2 Transport of momentum and energy become non-local in nature 3, 4 and the molecular behavior at the fluid-solid interface profoundly affects the transport. 5, 6 Theoretically, continuum based approximations may be invalid or difficult to formulate at the nanoscale 7 and experimental difficulties are also not yet fully solved. 8 Computer simulations of the type used in the present study have therefore become a viable tool for studying nanoscale phenomena.
Starting from the last decade, water confined in carbon nanostructures has received significant attention due to the importance of water and the unique properties of carbon. A number of studies have been aimed at quantifying the slip length and flow rate of water in carbon nanotubes (CNTs) and flat graphene nanochannels, both experimentally [12] [13] [14] [15] [16] [17] [18] [19] and in simulations. [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] However, the data are widely scattered: even over orders of magnitude and no consensus has been reached. Water has been shown to have almost a plug like velocity profile, resulting in 1 to 5 orders of magnitude flow enhancement compared to classical Navier-Stokes prediction assuming a no-slip boundary condition (BC). Qualitatively, some studies have found a very high slip length in very small diameter CNTs and as the tube diameter increases, the slip length approaches a constant value which is equal to the slip length on a flat graphene surface. 29, 32, 33, 43 Contrary to this, some researchers have found the opposite behavior and attribute this to the increase in surface friction as the tube diameter is decreased. [23] [24] [25] In a very recent field effect transistor experimental study, Qin et al. 18 found non-monotonic behavior of slip, which has also been reported by Sokhan et al. 44 for slip of methane in CNTs. Hence, even qualitatively we have contradictory slip behavior in CNTs.
In experimental studies, Maali et al. 17 found a slip length of 8 ± 2 nm for water on a graphite surface. Qin et al. 18 found a decreasing slip length as the CNT diameter is increased from 0.81 to 1.59 nm with a non-monotonic behavior at 1.08 nm diameter tube. As the tube diameter increases to 1.59 nm, its slip length converges to 10 nm, which can be approximated to the slip length of water on planar graphene. Zhu and Granick 45 found monotonically decreasing slip length as the tube diameter is increased from 0.81 to 5.42 nm and in the higher diameter tubes the slip length converges to just about 1 nm, which can be taken as the slip length on a flat graphene surface. Some of this variation can be attributed to the difference in water models and carbon models used in simulations. Theoretically, Myers 43 predicted 39 nm slip length in the limit of high diameter CNTs. As explained by Kotsalis 34 the large uncertainties (67 ± 45 nm) are due to the large variation in the velocity gradient of water at the graphene surface. Thomas and McGaughey 29 calculated the viscosity of confined water in equilibrium molecular dynamics (EMD) simulations by using the Einstein self-diffusion coefficient and they used this viscosity to constrain the fit to the non-equilibrium molecular dynamics (NEMD) streaming velocity profiles. They found that unconstrained fits result in almost 100% variation in the predicted slip length and the viscosity of water.
Experimentally, fabricating a perfect defect free individual carbon nanotube is extremely difficult. Moreover measuring the tube diameter, controlling the pressure difference to drive the fluid, and finally performing the nanoliter volume experiment is a cumbersome procedure, which could be one reason for the scattered data in experiments. [12] [13] [14] [15] [16] [17] [18] [19] In simulations, the commonly used NEMD methods also have their limitations. At room temperature water has an average thermal velocity of 340 m/s and the fluid velocities in experiments are on the order of 0.01 m/s. NEMD simulations can only simulate the systems for a few nanoseconds with a time step of ∼1 fs. Due to this computational limitation, NEMD simulations are done with very high pressure gradients (or shear rates in Couette flow) to obtain a mean fluid velocity comparable to the thermal velocity and thus statistically significant results. At these high fields nonlinear effects may begin to emerge and the slip length diverges. 47 Therefore, the extrapolation of NEMD results to experimental fields is not reliable and is likely to lead to deviation from the flux determined under experimental conditions, where the hydrodynamic properties obey linear relations. 41 Moreover, to do the extrapolation these NEMD simulations have to be performed for a range of pressure gradients or shear rates. In order to reduce the computational time and thus avoid the complex carbon models, a number of studies freeze the carbon atoms to their lattice sites and thermostat the water directly to maintain the desired temperature. It has been shown that the molecular momentum transfer at the fluid-solid interface plays a key role in nanofluidic behavior as the fluid transport properties are dominated by the interface. 5, 44, 48 Indeed, thermostatting the fluid instead of the walls can lead to unphysical distortions of the fluid's stress response and can artificially enhance or reduce the slip, depending on the type of wall surface. 44, 48 Sokhan et al. 44, 49 observed an increase of ∼20% in slip for methane in flexible graphene/CNTs compared to rigid counterparts. Refer to our previous work for a broader discussion. 47 It is however worth pointing out here that a systematic study of the effects of wall roughness, frozen vs vibrating walls (and correspondingly, thermostatting the fluid vs thermostatting the walls), and the various ab initio slip models is yet to be accomplished and would represent a very useful study in the field. For example, the recent publication by Groombridge et al. 37 uses the equilibrium model of Sokhan and Quirke 50 to study the slip of water confined by amorphous surfaces of carbon and polydimethylsiloxane and finds reasonable agreement between NEMD and EMD results (see their Table 1 ). For high slip systems such as water against a hydrophobic surface, the problem becomes even more complicated. As mentioned above, and as we will show in Sec. III, a very small change in the measured NEMD velocity profile can result in a very large deviation in the slip length. This suggests the need for developing new theoretical methods for the prediction of such a highly sensitive phenomenon. Recently, Hansen et al. 51 proposed a method of calculating the intrinsic friction between fluid and solid using EMD simulations based on a statistical mechanical approach. The method has successfully predicted the slip length for atomic fluids and methane confined between Lennard-Jones solid walls 51 and inside graphene nanochannels. 47 Our preliminary results of methane flow in CNTs show that the minimum slip length for any diameter CNT is greater than or at least equal to the slip length on a flat graphene surface. 52 Understanding the behavior of water on a flat graphene surface and documenting its slip length is crucial before we completely understand the behavior in CNTs which are a cylindrical form of graphene, where the curvature of the tube affects the friction. This is the motivation of the present study. In this work using EMD simulations (with no pressure gradient or shear rate), thus bypassing limitations of NEMD methods, we calculate the interfacial friction coefficient between water and graphene. Using this friction coefficient we determine the slip length and flow rate. We also perform NEMD simulations of Poiseuille and Couette flows for a wide range of external fields and shear rates to understand the slip phenomena further and compare these results to our EMD method predictions.
II. SIMULATION DETAILS
We use the recently parameterized flexible simple point charge (SPC/Fw) model for water, which reproduces the dynamical properties of water close to experimental values. [53] [54] [55] Graphene is modeled using the second generation reactive empirical bond order Tersoff-Brenner potential, which is widely used for carbon allotropes. 56 Electrostatic interactions between water molecules are modeled using the Wolf method, 29, 30, 55, 57, 58 which enables us to simulate for longer times and 20 simulations at each state point. The interaction between water molecules and carbon atoms of the graphene is modeled using the Lennard-Jones potential with parameters of Werder et al. 42 We have used two layers of graphene at two walls to produce a stable system and better heat conduction between fluid and solid. A weak Lennard-Jones potential is applied between carbon atoms belonging to the different graphene layers to hold them together at 0.34 nm distance. All Lennard-Jones interactions are truncated at a distance of 1 nm. The channel width, i.e., the distance between the two innermost graphene layers is set to 3.9 nm (roughly 12 molecular diameters) in the y direction and periodic boundary conditions are applied along the x and z directions. The van der Waals size of the carbon atoms (0.34 nm) is subtracted from 3.9 nm to define the available channel width. Room temperature (300 K) is maintained by applying the Nosé-Hoover thermostat to carbon atoms, so that the heat produced by the slip and viscous friction in the water is conducted away through the graphene as is done in a real experiment. The water density in the channel is kept at 1000 kg/m 3 . Simulation time spans are from 5 to 10 ns with a time step of ∼1 fs using the leapfrog integration algorithm.
III. RESULTS

A. EMD simulations
We refer to Hansen et al. 51 for details on the method of calculating the friction coefficient. In brief, we choose a water slab of width one molecular diameter close to the graphene wall. 47, 59 After equilibration, we evaluate the x direction wallslab shearing force via
and the centre of mass (CM) velocity of the slab via
where F ij, x is the force on a slab water molecule i due to the carbon atom j at time t (the carbon-oxygen van der Waals force), v i, x is the x-component of the velocity of the slab water molecule i and m is the total mass of the slab m = i ∈ slab m i . Using these two quantities, we evaluate the slab velocity-force cross correlation function C uF x (t) and slab velocity autocorrelation functions C uu (t)
The Laplace transforms, C uF x (s) and C uu (s), are then related via the constitutive equation
The zero frequency coefficient, ζ 0 , is found via the fit between the above two Laplace transformed correlation functions assuming that ζ (s) is a Maxwellian memory function. Finally, the friction coefficient, ξ 0 , is calculated by dividing ζ 0 by the surface area of the graphene A. We again refer to Hansen et al. 51 for full details of the steps involved. Our result for the friction coefficient between water and graphene is (1.25 ± 0.10) × 10 4 kg m −2 s −1 . The Navier 60 slip length is defined as
Using the bulk water shear viscosity η 0 = (7.5 ± 0.5) × 10 −4 kg m −1 s −1 , the slip length of water on a planar graphene surface is thus estimated as 60 ± 6 nm.
B. NEMD simulations
We perform both Poiseuille and Couette flow NEMD simulations for a wide range of external fields and shear rates starting from the lowest possible values. Poiseuille flow is generated by applying a constant external field to all the atoms of the water molecules and Couette flow is generated by moving the upper graphene wall with a constant velocity while keeping the lower graphene wall fixed. We fit the Poiseuille flow velocity profiles to a quadratic equation u x (y) = ay 2 + b and Couette flow velocity profiles to a linear equation u x (y) = ay + b (see Fig. 1 ). Using these fits one can determine the slip velocity and the fluid velocity gradient at the wall. From these two quantities the NEMD slip length can be found via
see Fig. 1 . The slip length and friction coefficient are both intrinsic properties of the fluid-solid interface and are independent of the flow type.
Couette flow
To our knowledge Couette flow type simulations have not previously been carried out on the water-graphene system in order to determine the slip length. We move the upper wall with a constant velocity in the range 5 to 1000 m/s. Within this range, linearity is expected to hold over a small range of low fluid velocities, above which the slip length is no longer a constant. Even the lowest applied shear rate (wall velocity divided by channel width) is 3 to 4 orders of magnitude higher than the highest experimental shear rate. 61 When we have a small slip system, we can use low wall velocities as the wall can induce a measurable fluid flow in the shearing direction. For high slip systems, the difference in wall to fluid velocity increases, so the momentum transfer between wall and fluid decreases, i.e., higher wall velocity is required to induce a measurable fluid flow.
In Fig. 2 we plot the fits to 20 independent simulations, after symmetrizing 62 the streaming velocity data at wall velocity 50 m/s, which is 10 times higher than the smallest velocity we have used. As mentioned earlier, with increasing wall velocity we obtain statistically better NEMD data. We can notice four things from the graph. (i) We have a reasonably good estimate of the average slip velocity (u s = 24.3 ± 0.7 m/s). (ii) The average velocity difference of the fluid from upper to lower wall is very small (δv 1.4 m/s, with the no-slip BC it is 50 m/s). (iii) The fluid strain rate (velocity gradient or slope of the line) is very small and the variation is large among different fits. (iv) Some of the fits have a negative velocity gradient due to the thermal fluctuations superimposed on the very small velocity difference (very weak effective strain rate) which is a result of very strong slip. The standard error in the NEMD simulation streaming velocity data is generally on the order of m/s, which means that for the current system, δv is comparable with the standard error in the velocity data. The number of simulation steps for each independent simulation is 5 × 10 6 (t = 5 ns, dt = 1 fs) which is higher than most previous simulation studies of water in carbon nanopores. Each simulation took about 325 hours of central processing unit (CPU) time, i.e., we should expect that from a simulation point of view the velocities are reasonable. We calculate the slip length from the NEMD data in different ways using Eq. (6) as follows.
C1.
The general way is to calculate the slip length for all the 20 profiles and then perform the error analysis on this set of 20 independent slip lengths. As mentioned above, some of the velocity fits have negative slope (fluid velocity at the lower wall is greater than at upper wall). For these negative slope profiles the slip length cannot be defined. Using this procedure we cannot estimate the average slip length. If we disregard these data and only use positive slope velocities to calculate the slip length, it varies from 11 to 369 nm due to the large variation in the velocity gradient.
C2. In this second method, we average the 20 NEMD velocity profiles, and use this averaged data for fitting. In Fig. 3 we plot the averaged NEMD data with error bars and weighted errors method for the fit. The standard error in the NEMD data is approximately equal to the average velocity difference at the walls. Using the method of weighted errors for the fitting, the calculated slip length is 65 ± 2 nm. (Without including the NEMD data errors in the fit (unweighted), the slip length is also 65 ± 2 nm). However, this method underestimates the standard error in the slip length. We have a good estimate of the slip velocity (24.3 ± 0.7 m/s) but not the slope even though the slope is calculated from the velocity, since the slope is very small. The fluid velocity at lower and upper walls is 24.3 ± 0.7 m/s and 25.7 ± 0.7 m/s, respectively. From this, the maximum to minimum slope (strain rate) varies between (26.4-23.6)/(3.56 × 10 −9 ) = 0.4 × 10 9 s
and (25.0-25.0)/(3.56 × 10 −9 ) = 0 × 10 9 s −1 (h = 3.56 nm being the available channel width). With the slip velocity 24.3 ± 0.7 m/s and strain rate (0.4 ± 0.4)× 10 9 s −1 , the calculated slip length is thus 61 ± 55 nm.
In Fig. 4 we plot the average NEMD data and the corresponding fits for wall velocities of 5 to 60 m/s along with the slip length. For sufficiently small velocities, the slip length is expected to be constant and around 60 nm (our EMD prediction). Due to statistical variations, some anomalous results occurred. For example, at wall velocity 20 m/s, due to the very weak effective strain rates, the average velocity profile across the channel become flat resulting in a slip length in the order of 2 μm. The computed slip length is also inconsistent with the shear rate. So this method is also not reliable in estimating the slip length. 
The fluid velocity at the lower wall (y = 0) is zero as it is stationary and at the upper wall (y = h) it is equal to the wall velocity U (see Fig. 1 ). In the case of slip flow, the fluid has a finite velocity u s at the lower wall and U − u s at the upper wall. The Couette flow solution with these boundary conditions is
Using the slip length definition, Eqs. (5) and (6) we can derive
which means, in the linear regime, where the slip length (friction coefficient) remains constant, the slip velocity is proportional to wall velocity. By plotting slip velocity against wall velocity for low wall velocities we can then find a slope m that enables us to find the slip length. If the no-slip boundary condition holds the slope is zero as the slip velocity is zero irrespective of the wall velocity. As the slip for different wallfluid systems increases, this slope also increases. The maximum slope value can be close to 0.5 and it should always be less than 0.5. From this slope value, the slip length or friction coefficient can be calculated directly
As m goes to 0.5, the friction coefficient goes to zero and the slip length goes to infinity. In Fig. 5 we plot slip velocity as a function of wall velocity for wall velocities below 60 m/s. The slip velocity is calculated using the method-C2 described above. The slope of the line is 0.485 ± 0.002, which is close to 0.5 as the slip is very strong and the slip velocity is close FIG. 5 . Slip velocity as a function of wall velocity for low slip velocities where the slip length is expected to be constant. The slip length calculated using Eqs. (9) and (10) to half of the wall velocity. Using this slope (with zero intercept), the slip length is 58 ± 8 nm. To extract this, we have used 10 × 20 = 200 simulations each with 325 h of CPU time. The estimated slip length is in agreement with our EMD prediction. Notice, even a 1% increase in the slope leads to a very high slip length as the slip length approaches infinity quickly as m goes to 0.5.
Poiseuille flow
For Poiseuille flow we increase the length of the simulations from 5× 10 6 to 10 × 10 6 time steps (10 ns). The external fields range from 0.25 × 10 11 to 20.0 × 10 11 m/s 2 . The lowest field we used results in 3.5 m/s mean velocity, which is well below the molecular thermal velocity and smaller than the previous simulations mean velocities. Here also, the slip length is expected to be a constant for low field ranges (low slip velocities).
In Fig. 6 we plot the fits of a quadratic equation to the 20 simulations, using symmetrized streaming velocity data at field 1.00 × 10 11 m/s 2 . This corresponds to a pressure gradient of 1 × 10 14 Pa/m, which is equal to the pressure gradient used by Thomas and McGaughey 29 and the average streaming velocity is also comparable with their Fig. 5 (note that their figure shows the streaming velocity of water in a CNT). Again we note the following observations. (i) We have a good estimate of the average slip velocity (14.7 ± 0.4 m/s). (ii) The average velocity difference of water from the centre to the wall is very small (<0.25 m/s). (iii) The fluid strain rate (velocity gradient) at the wall is very small and the variation is large among different fits. (iv) Some fits are an inverted parabola, which again is the result of statistical fluctuations. The latter point is due to the very small velocity difference from the centre of the channel to the wall (very weak effective strain rate). In Poiseuille flow, as we increase the external field, the fluid velocity difference from the centre to the wall increases (see Eqs. (11) and (12)). Even though these fields are 3 to 4 orders of magnitude higher than typical experimental fields, they are still very small for NEMD simulations. At high fields, we can see a clear strongly quadratic velocity profile. In addition to the above mentioned three methods for Couette flow analysis, we use two more methods to calculate the slip length from this NEMD data.
P1. Again compute the slip length for each simulation run separately and then average the slip lengths. For the weak velocity profiles (inverted parabola) the slip length cannot be defined, so this method cannot be used to calculate the average slip length. For the other profiles, the slip length varies between 10 and 268 nm.
P2.
We now average the NEMD data over the 20 simulations, and fit the average data. See Ref. 63 for the streaming velocity profiles in the literature. In Fig. 7 we plot the average data with error bars and weighted errors method for fits at fields 1.00 × 10 11 , 1.25 × 10 11 , and 1.50 × 10 11 m/s 2 (note this figure also includes an additional constrained fit which we will explain in method-P4). The estimated slip lengths for the three external fields using weighted errors for the fitting are 60 ± 9, 46 ± 3, and 130 ± 21 nm. Without including the NEMD data errors in the fit (unweighted), the slip lengths are the same as that obtained using weighted errors, which means the standard error in the slip length is underestimated. The calculated shear viscosities from the fitting parameters at three fields are (7.2 ± 1.0) × 10 −4 , (5.6 ± 0.4) × 10 −4 , and (15.7 ± 2.5) × 10 −4 kg m −1 s −1 , respectively, (shear viscosity of bulk water is (7.5 ± 0.5) × 10 −4 kg m −1 s −1 ). As the available channel width is 11 molecular diameters (3.56 nm) and the external fields are small, the shear viscosity of water is not expected to change. Non-local effects occur for channel widths of only a few molecular diameters 3 and nonlinear effects occur at high fields. 47 At field 1.00 × 10 11 m/s 2 the NEMD viscosity is in excellent agreement with the bulk water shear viscosity and the slip length is also in excellent agreement with our EMD prediction. At field FIG. 7 . Average velocity of 20 Poiseuille flow simulations at external fields 1.00 × 10 11 , 1.25× 10 11 , and 1.50 × 10 11 m/s 2 (from top to bottom) with error bars and both unconstrained fit (red line and method-P2) and constrained fit (blue line and method-P4) with shear viscosity.
1.25 × 10 11 m/s 2 the viscosity is underestimated and at field 1.50 × 10 11 m/s 2 the viscosity is overestimated. At field 1.25 × 10 11 m/s 2 the slip length is underestimated since the viscosity is underestimated (strain rate is overestimated). (see Eq. (6)). At field 1.50 × 10 11 m/s 2 we have the opposite behavior, i.e., the viscosity is overestimated resulting in overestimation of the slip length. For the three fields, the slip velocities are 14.7, 18.3, and 21.9 m/s which are small and hence the shear viscosity and slip length are expected to be constant. This is further explained in method-P3 below.
P3. The Poiseuille flow solution with the no-slip boundary condition is
The fluid velocity at the walls y = ±h/2 is zero and maximum at the centre y = 0 (see Fig. 1 ). The slip modified solution is
thus the effect of slip is only an upward shift in the velocity profile. Using the slip length definition, Eqs. (5) and (6), we can derive
which means, in the linear regime, where the slip length (friction coefficient) remains constant, the slip velocity is proportional to the external field. By plotting slip velocity as a function of external field for low fields we can determine the slope m. Using this slope, the slip length can be directly calculated
Unlike Couette flow, these relations do not suffer from any singularity. In Fig. 8 we plot the slip velocity as a function of external field for low fields (slip velocities). The linear increase in slip velocity with the external field suggests that these external fields are small enough and do not produce nonlinear effects, so the results are applicable to experimental fields also. From the slope the estimated slip length is 63 ± 4 nm which is in agreement with our EMD method prediction. FIG. 8 . Slip velocity as a function of external field for low slip velocities for which the slip length is expected to be constant. The predicted slip length calculated using Eqs. (13) and (14) is 63 ± 4 nm, with slope (14.9 ± 0.2) × 10 11 s −1 (method-P3).
P4. Unlike the Couette flow solution, the Poiseuille flow solution includes a fluid property (shear viscosity). Thomas and McGaughey 29 found that the unconstrained fit to the velocity profiles resulted in almost 100% deviation in the slip length and shear viscosity from the expected values. In Fig. 7 we plot the constrained fits using the bulk water shear viscosity for the average data of 20 simulations at three external fields 1.00 × 10 11 , 1.25 × 10 11 , and 1.50 × 10 11 m/s 2 . The calculated slip length for all the three fields is 62 ± 5 nm. These constrained fit results are also in very good agreement with our EMD prediction. At high fields we notice an increase in temperature of the fluid which also affect the shear viscosity. We have used the shear viscosity at 300 K temperature for the constraining fit. As mentioned before, our goal is to determine the limiting slip length corresponding to experimental fields. If we used a temperature dependent shear viscosity the qualitative behavior of slip would still remain the same at high fields.
47
P5. The flow enhancement is defined as the ratio of observed flow rate Q S in experiments or simulations to that predicted from the classical no-slip boundary condition Q N . For a planar Poiseuille flow it is related to slip length via
During the NEMD simulations we have counted the number of water molecules crossing a fixed plane in the streaming direction, i.e., we measure the flow rate directly. By dividing this observed flow rate with the Navier-Stokes predicted flow rate, we can directly calculate the flow enhancement at each field. Using this we calculate the slip length from the above Eq. (15) . As this method does not require any fitting to the velocity profiles, it does not suffer from the sensitivity of streaming velocity profiles. In Fig. 9 we have summarized our results and plotted the slip length calculated using FIG. 9 . Slip length as a function of external field using method-P4 and method-P5. The constant slip length predicted from method-P3 (63 ± 4 nm), method-C3 (58 ± 8 nm), and our EMD prediction (60 ± 6 nm) is also indicated on the graph. The shaded region is the standard error in EMD slip length.
methods-P4 and P5 along with the constant slip length from method-P3, method-C3, and our EMD prediction. From all the above analysis a good estimate of the slip length is L s = 60 ± 6 nm. So for the channel width of 3.56 nm used here, the flow enhancement is 102 ± 10 (valid for experimental pressure gradients also).
C. Discussion
In the literature, experimental studies have found up to 400 μm slip length at a planar fluid-solid interface, 64 whereas the slip lengths reported in simulations are in the nm range. 61 We now return to the question: Can a micrometer range slip length be reliably determined using NEMD simulations? On the basis of the analysis above, our answer is "not practical, if not impossible." The reason again is the computational limitations discussed above. NEMD simulations are generally done with a channel width of around 5 nm (15 molecular diameters). For high slip systems, the constant slip length external field/shear rate range shifts to lower values. 47 In a typical shear flow simulation, the upper wall velocity is around 20 m/s and the lower wall velocity is zero. For the slip length to be 1 μm, the fluid velocity at lower and upper walls should be 9.975 and 10.025 m/s, respectively, which means the fluid velocity at the upper wall is just 0.5% higher than the fluid velocity at the lower wall. Using simulations one cannot resolve such a small difference in velocity (0.05 m/s) as the error in the velocity is of the order of m/s. In a channel width of 1 μm, the fluid velocity at the lower and upper walls of 6.66 and 13.33 m/s gives the same 1 μm slip length, but we cannot simulate such a wide channel. In a Poiseuille flow simulation, the slip length remains constant for a very small range of slip velocities. At these small slip velocities, for the slip length to be on the order of a micrometer the fluid velocity gradient has to be too small to determine from NEMD simulations.
Using the integral boundary condition (IBC), one can solve the Navier-Stokes equations for the fluid slab CM velocity for Poiseuille and Couette flow in terms of the friction coefficient. The fluid slab is defined as the first fluid layer close to the wall. 47, 51 For Poiseuille flow
which is identical to the slip velocity in Eq. (13) . For Couette flow, we derive
which is identical to the slip velocity in Eq. (9) in the limit of the slab width → 0.
There is a small uncertainty in defining both the slip velocity and the channel width. Slip velocity is defined as the fluid velocity at the wall as well as the average velocity of the first fluid layer close to the wall. These two definitions are not exactly the same as the fluid remains some distance away from the wall due to the hard core repulsive interactions depending on the type of wall and fluid. There is also uncertainty in defining the channel width. Sometimes it is taken as the distance between the CM of the solid atoms of the innermost solid layers, sometimes the van der Waals size of the solid atoms (σ ) is subtracted from it and at other times the location of the first minimum of the fluid density profile near the wall is considered as the effective wall position.
The matching of the IBC slab velocity using the friction coefficient with the slip modified Navier-Stokes solutions is another confirmation of the validity of our EMD based friction coefficient method. We note that our method has successfully predicted the slip for a variety of systems such as simple fluids (Ar and CH 4 ) confined between molecular crystal walls, 51 in graphene nanochannels, 47 and for water on a graphene surface, where the slip is low (∼1 nm), moderate (∼8 nm), and high (∼60 nm), respectively. Our method can be applied to any complex fluid-solid system to predict the slip and BC accurately.
The computational time required to calculate the friction coefficient from the EMD method is equal to the time required to generate just one NEMD data point at low fields on Fig. 9 which is 20 × 650 = 13 000 h of CPU time. For determination of friction coefficient by NEMD methods, this time is repeated for each data point, e.g., in Fig. 9 , this amounts to roughly an order of magnitude increase in CPU time.
IV. CONCLUSION
Using flexible models for both water and graphene, we have conducted molecular dynamics simulations to precisely quantify the slip length of water on graphene and formulate a BC for water-graphene nanofluidic systems. Slip is found to be extremely sensitive to the NEMD velocity profiles, and the NEMD results suffer from large statistical errors. As demonstrated, the generally used NEMD methods are found to be inaccurate and therefore unreliable in the case of high slip systems, which could be a reason for the disagreement in previous simulation results. We have shown that great care needs to be taken in analyzing the results of NEMD slip data for high-slip systems and have suggested some procedures to increase the reliability of the slip estimates.
On the other hand, one can predict such a highly sensitive non-equilibrium phenomenon with our equilibrium simulation method, accurately and computationally efficiently. With a single set of EMD simulations, one can determine the interfacial friction coefficient between the fluid and solid, and the slip length and overcome the limitations of NEMD methods. The observed high slip can have many potential implications for nanofluidic devices. Water can be a good lubricant for graphene in shearing experiments and graphene nanochannels can act as an efficient water transport device either for enhanced flow or energy saving flow. Extension of the model to cylindrical systems and fluid flow in CNTs is in progress.
