1. Introduction. This paper, which is an extension of [14] , continues our presentation on algorithms to solve the following optimal control problem:
(1) |ẋ(t) = f t, x(t), u(t), d(t) , x(0)
= x 0 , h j x(t) ≤ 0, (1.1) x(t) ∈ R n ,
u(t) ∈ U, d(t) ∈ Q, for a.e. t ∈ [0, 1] ∀j ∈ J ,
where Q and J are finite sets, U ⊂ R m is a compact, convex, nonempty set, x 0 ∈ R n , f : [0, 1] × R n × U × Q → R n is a vector field that defines a switched system, {h j } j∈J is a collection of functions defining a feasible set, and h 0 : R n → R is a cost function. In this paper, we discretize (1.1) to generate a finite-dimensional nonlinear program. We present an implementable algorithm, Algorithm 3.1, that constructs a sequence of finite-dimensional optimization problems that approximate the problem in (1.1). Our algorithm does not address the complexities that arise due to limited precision computations [8, 11] . We prove in Theorem 4.20 that the sequence of points generated by Algorithm 3.1 asymptotically satisfies the optimality condition defined in [14] .
guarantees the convergence of the sequence of global minimizers for each optimization problem to the set of global minimizers of the limiting problem (Theorem 7.33 in [13] ). Unfortunately derivative-based optimization algorithms are only capable of constructing points that satisfy a necessary condition for optimality. However, if the sequence of optimization problems consistently approximates some limiting optimization problem, as in Definition 3.3.6 in [12] , then every sequence of points that satisfy a necessary condition for optimality for each optimization problem converges to the set of points that satisfy a necessary condition for optimality for the limiting optimization problem (Theorem 3.3.11 in [12] ).
Our contribution and organization.
In this paper, we devise an implementable algorithm that generates a sequence of optimization problems and corresponding points that consistently approximates the constrained switched optimal control problem defined in (3.13) in [14] . In sections 2 and 3, we formalize the finitedimensional optimization problem we solve at each iteration of our implementable algorithm. In section 4, we prove that the sequence of points generated by our implementable algorithm asymptotically satisfies the necessary condition for optimality for the switched system optimal control problem in [14] . In section 5, we illustrate the superior performance of our approach on four examples when compared to a commercial mixed integer programming solver.
Notation.
First, we summarize the notation used in this paper, defined in the first part of this two-paper series [14] . Next, we summarize the notation used and defined in this paper. Note that whenever the subscript τ appears, τ is assumed to belong to T N with N ∈ N.
· p standard vector space p-norm
3. Implementable algorithm. In this section, we begin by describing our discretization strategy in order to define our discretized optimization spaces. Next, we construct the discretized trajectories, cost, constraints, and optimal control problems. This allows us to define a discretized optimality function and a notion of consistent approximation between the optimality function and its discretized counterpart. We conclude by describing our numerically implementable optimal control algorithm for constrained switched systems.
Discretized optimization space.
For each N ∈ N we define the N th switching time space as
T N is the collection of finite partitions of [0, 1] whose samples have a maximum distance of 2 −N . Given τ ∈ T N , we abuse notation and let |τ | denote the last index of τ , i.e.,
k=0 . We use this convention since it simplifies our indexing in this paper. Notice that for each N ∈ N, T N +1 ⊂ T N . Downloaded 02/12/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Similarly, let the discretized pure discrete input space be
Finally, let the discretized continuous input space be
Now, we can define the discretized pure optimization space as
We define a subspace of X , the discretized general optimization space:
We endow the discretized pure and relaxed optimization spaces with the X -norm as well.
The following lemma, which follows since every measurable function can be approximated in the L 2 -norm by sums of indicator functions (Theorem 2.10 in [5] ), proves that the spaces X τ,r and X τ,p can be used to build approximations of points in X p and X r , respectively.
3.2. Discretized trajectories, cost, constraint, and optimal control problem. 
For notational convenience, we suppress the dependence on τ in z 
The discretized cost function,
Similarly, the discretized constraint function,
For any positive integer N and τ ∈ T N , the discretized component constraint function,
Local minimizers and a discretized optimality condition.
Let N ∈ N and τ ∈ T N . Proceeding as we did in section 4.1 in [14] , we define the discretized relaxed optimal control problem as
The local minimizers of this problem are then defined as follows.
Let the discretized optimality function, θ τ : X τ,p → (−∞, 0], and the discretized descent direction, g τ : X τ,p → X τ,r , be defined by (3.13) where (3.14)
where γ > 0 is the same design parameter used for θ in [14] . Recall that any element of the discretized relaxed optimization space by definition can be naturally identified with an element of the relaxed optimization space. The total variation is applied to each component of the discretized relaxed optimization space once this natural identification has taken place. Note that θ τ (ξ) ≤ 0 for each ξ ∈ X τ,p as shown in Theorem 4.10. Also note that the directional derivatives in (3.14) consider directions ξ − ξ in order to ensure that all constructed descent directions belong to X τ,r . As we Downloaded 02/12/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php did in the infinite-dimensional case, we prove in Theorem 4.10 that if θ τ (ξ) < 0 for some ξ ∈ X τ,p , then ξ is not a local minimizer of P τ , or in other words, ξ satisfies the discretized optimality condition if θ τ (ξ) = 0. Note that the total variation of terms in X τ can be computed using a finite sum by (3.3) in [14] .
Theorem 5.10 in [14] , which is an extension of the chattering lemma, describes a constructive method, with a known error bound, to find pure discrete-valued approximations of points in X r in the weak topology. The result of that theorem is fundamental in this paper, since we use it not only to construct suitable approximations but also to determine when to increase the discretization precision by choosing a finer switching time τ . The following definition and theorem lay the foundation for the technique we use to prove that our implementable algorithm converges to the same points as Algorithm 4.1 in [14] does by recursive application.
Theorem 3.4. Let {τ i } i∈N and {ξ i } i∈N be such that τ i ∈ T i and ξ i ∈ X τi,p for each i ∈ N, and suppose that {P τi } i∈N is a consistent approximation of
We omit the proof of Theorem 3.4 since it follows trivially from Definition 3.3. Note that Theorem 3.4 implies that our discretized optimality condition is asymptotically equivalent to the optimality condition in [14] . In Theorem 4.12 we show that {P τ } i∈N is indeed a consistent approximation of P p .
3.4.
Choosing a discretized step size and projecting the discretized relaxed discrete input. We employ a line search equivalent to the one formulated in (4.5) in [14] , which is inspired by the traditional Armijo algorithm [1] , in order to choose a step size. Letting N ∈ N, τ ∈ T N , and α, β ∈ (0, 1), a step size for a point ξ is chosen as β μτ (ξ) , where the discretized step size function,
Lemma 4.13 proves that if θ τ (ξ) < 0 for some ξ ∈ X τ,p , then μ τ (ξ) < ∞, which means that we can construct a point ξ + β μτ (ξ) (g τ (ξ) − ξ) ∈ X τ,r that produces a reduction in the cost (if ξ is feasible) or a reduction in the infeasibility (if ξ is infeasible).
Continuing as we did in section 4.4 in [14] , notice that the Haar wavelet operator F N induces a partition in T N according to the times at which the constructed relaxed discrete input switched. That is, let the induced partition function, σ N : X r → T N , be defined as 
,
There is no guarantee that the optimization problem in ν τ is feasible. Without loss of generality, we let ν τ (ξ, k M ) = ∞ for each ξ ∈ X τ,p when there is no feasible solution. Importantly, in Lemma 4.16 we prove that given N 0 ∈ N, τ ∈ T N0 , and
, that using (3.17) we can compute a new point that moves closer to the optimality condition with a known switching time sequence.
3.
5. An implementable switched system optimal control algorithm. Algorithm 3.1 describes our numerical method to solve P p , as defined in [14] . Note that at each step of this algorithm, ξ j ∈ X τj ,p . Also note that the condition in line 4 checks if θ τ gets too close to zero or if ν τ equals infinity, in which case the discretization precision is increased. To understand why the first condition in line 4 is required, recall that we look for points ξ such that θ(ξ) = 0 and that θ τj (ξ j ) = 0 does not imply that θ(ξ j ) = 0, and thus if θ τj (ξ j ) is too close to zero the algorithm may terminate without reaching our objective. Finally, notice that due to the definitions of DJ τ and Dψ τ,j,t k for each j ∈ J and k ∈ {0, . . . , |τ |} which appear in Corollary 4.5, θ τ can be solved via a quadratic program.
Algorithm 3.1 Numerically tractable optimization algorithm for
Set ξ j+1 = ξ j .
6:
Set N j+1 = N j + 1.
7:
else 8:
9: Set τ j+1 = σ Nj+1 (ξ j+1 ).
12:
Replace j by j + 1.
13: end loop
For analysis purposes, we define the implementable algorithm recursion function, 
Finally, as we prove in Theorem 4.20, lim j→∞ θ(ξ j ) = 0, i.e., Algorithm 3.1 produces sequences that asymptotically satisfy the optimality condition.
Implementable algorithm analysis.
In this section, we derive the various components of Algorithm 3.1 and prove that it produces sequences that asymptotically satisfy our optimality condition. Our argument proceeds as follows: first, we prove the continuity and convergence of the discretized state, cost, and constraints to their infinite-dimensional analogues; second, we construct the components of the optimality function and prove the convergence of these discretized components to their infinitedimensional analogues; finally, we prove the convergence of our algorithm.
Continuity and convergence of the discretized components.
In this subsection, we note the continuity and convergence of the discretized state, cost, and constraint. The following two lemmas follow from the discrete Bellman-Gronwall inequality and Jensen's inequality.
Lemma 4.1. There exists
We now find the rate of convergence of our discretization scheme.
Proof. The first result follows directly from Picard's lemma (Lemma 5.6.3 in [12] ). The second result follows from the Lipschitz continuity of h 0 and Lemma 4.3.
To prove the third result, first note that for each τ ∈ T N , k ∈ {0, . . . , |τ | − 1},
2 N , which follows from Theorem 3.3 and Assumption 3.4 in [14] . Thus, by the triangle inequality there exists C > 0 such that
The result follows directly from these inequalities.
Derivation of the implementable algorithm terms.
Next, we formally derive the components of θ τ , prove its well-posedness, and bound the error between θ τ and θ. Downloaded 02/12/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Lemma 4.4 
where Φ 
Proof. For notational convenience, let
, and Δt k = t k+1 − t k . Thus, for each k ∈ {0, . . . , |τ |},
where
k=0 be recursively defined as follows: y(t 0 ) = 0, and for each k ∈ {0, . . . , |τ | − 1},
We want to show that lim λ↓0
which follows from Assumption 3.2 in [14] and the triangle inequality. Also,
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Using the discrete Bellman-Gronwall inequality and the inequalities above,
where we used the fact that 1 +
By Lemma 4.2, the right-hand side of (4.10) goes to zero as λ ↓ 0, thus showing that
The result of the lemma is obtained after noting that Dφ τ,t k (ξ; ξ ) is equal to y(t k ) for each k ∈ {0, . . . , |τ |}.
Next, we construct a directional derivative of the discretized cost and component constraint functions, which follow by the chain rule and Lemma 4.4.
and k ∈ {0, . . . , |τ |}. Then the directional derivatives of the discretized cost J τ and component constraint ψ τ,j,t k in the ξ direction are
We omit the proof of the following lemma since it follows from arguments similar to Lemma 5.4 in [14] . Lemma 4.6. There exists L > 0 such that for each N ∈ N, τ ∈ T N , ξ 1 , ξ 2 ∈ X τ,r , ξ ∈ X τ , and k ∈ {0, . . . , |τ |},
Proof. By applying Picard's lemma (Lemma 5.6.3 in [12] ) together with the triangle inequality, one can show that the error between Φ (ξ) τ and Φ (ξ) is bounded by C 2 N , for some C > 0. Conditions (1), (2), and (3) then follow from Lemma 4.6, the boundedness and Lipschitz continuity of the vector fields and their derivatives, and the boundedness of the state transition matrix.
To prove condition (4), let κ(t) ∈ {0, . . . , |τ | − 1} such that t ∈ [t κ(t) , t κ(t)+1
] for each t ∈ [0, 1]. Then, applying condition (3) and the triangle inequality we get that Downloaded 02/12/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php there exists C > 0 such that Dψ j,t (ξ; ξ − ξ) − Dψ τ,j,t κ(t) (ξ; ξ − ξ) ≤ C 2 N for each j ∈ J and t ∈ [0, 1]. The result follows using the same argument as in the proof of Lemma 4.3.
The following result shows that g τ is a well-defined function. Lemma 4.8. Let N ∈ N, τ ∈ T N , and ξ ∈ X τ,p . Then the map ξ → ζ τ (ξ, ξ ) + V(ξ − ξ), with domain X τ,r , is strictly convex and has a unique minimizer.
Proof. The map is strictly convex since it is the sum of the maximum of linear functions of ξ − ξ (which is convex), the total variation of ξ − ξ (which is convex), and the X -norm of ξ − ξ (which is strictly convex). The uniqueness of the minimizer follows after noting that X τ,r is a compact set.
Employing these results we can prove the continuity of θ τ . This result is not strictly required in order to prove the convergence of Algorithm 3.1. However, it is useful from an implementation point of view, since continuity gives a guarantee that our numerical computations are good approximations.
Lemma 4.9. Let N ∈ N and τ ∈ T N . Then θ τ is continuous.
Proof. First note that V, when restricted to elements in X τ,r , is a continuous operator, since the supremum in its definition is always attained at the partition induced by τ .
Consider a sequence {ξ i } i∈N ⊂ X τ,r converging to ξ ∈ X τ,r . Since (4) in Lemma 4.6 and the continuity of V we have lim sup i→∞ θ τ (ξ i ) ≤ θ τ (ξ), which proves the upper semicontinuity of θ τ . Using a similar argument and the reverse triangle inequality, we get that
Taking a lim inf proves the lower semicontinuity of θ τ and our desired result. Next, we prove that the local minimizers of P τ are in fact zeros of θ τ . Theorem 4.10. Let N ∈ N, τ ∈ T N . Then, θ τ is nonpositive valued. Moreover, if ξ ∈ X τ,p is a local minimizer of P τ , then θ τ (ξ) = 0.
Proof. Note that ζ τ (ξ, ξ) = 0 and θ τ (ξ) ≤ ζ τ (ξ, ξ), which proves the first part. To prove the second part, we begin by making several observations. Given ξ ∈ X τ,r and λ ∈ [0, 1], using the mean value theorem and condition (2) in Lemma 4.6, there exists L > 0 such that
. . , |τ |} ; then there exists a pair (j, k) ∈ A ξ + λ(ξ − ξ) such that using condition (3) in Lemma 4.6 (4.14)
We proceed by contradiction, i.e., we assume that θ τ (ξ) < 0 and show that for
and we used the fact that ξ − ξ
Similarly, for each λ > 0, by using (4.14), we have
where we used the fact that Dψ τ,j,
Summarizing, suppose ξ is a local minimizer of P τ and θ τ (ξ) < 0. For each ε > 0, by choosing any
, and Ψ τ (ξ) ≤ 0. This is a contradiction and proves our result.
where we used the fact that x 2 ≤ x 1 for each x ∈ R n , and the last inequality follows by the definition of V ((3.3) in [14] ). The result is obtained after noting that (4.17) is valid for each ε > 0.
Finally, we prove that P τ consistently approximates P p when the cardinality of the sequence of switching times satisfies an upper bound, which is satisfied by the sequence of switching times generated by Algorithm 3.1.
Theorem 4.12. Let {τ i } i∈N and {ξ i } i∈N such that τ i ∈ T i and ξ i ∈ X τi,p for each
Proof. By the nonpositivity of θ, shown in Theorem 5.6 in [14] , as well as Theorem 3.3 and Lemma 5.4 in [14] , V(g(ξ) − ξ) is uniformly bounded for each ξ ∈ X p . Let 
. Now, using condition (4) in Lemma 4.7, there exists C > 0 such that
Using the same argument as in the proof of Lemma 5.4 in [14] , there exists
Also notice that by the definitions of the set {ξ i } i∈N and V,
Finally, using all the inequalities above we have lim inf i→∞ θ τi (ξ i ) − θ(ξ i ) ≤ 0, as desired. Downloaded 02/12/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 4.3. Convergence of the implementable algorithm. In this subsection, we prove that the sequence of points generated by Algorithm 3.1 asymptotically satisfies our optimality condition. We begin by proving that μ τ is bounded whenever θ τ is negative.
Lemma 4.13. Let α, β ∈ (0, 1). For every δ > 0, there exists M *
. Similarly, using (4.14),
The following corollary follows directly from the proof of Lemma 4.13. Corollary 4.14. Let α, β ∈ (0, 1). There exists δ 0 , C > 0 such that if δ ∈ (0, δ 0 ) and θ τ (ξ) ≤ −δ for N ∈ N, τ ∈ T N , and ξ ∈ X τ,p , then μ τ (ξ) ≤ 1 + log β (Cδ).
Next, we show a bound of the error introduced in the trajectory after discretizing and applying the projection operator ρ N . The proof follows by the triangle inequality, Theorem 5.10 in [14] , and condition (1) 
N0
. Now we show that ν τ is eventually finite for points that do not satisfy the optimality condition infinitely often as the precision increases.
Lemma 4.16. Let N 0 ∈ N, τ ∈ T N0 , and ξ ∈ X τ,r . Let K ⊂ N be an infinite subsequence and δ > 0 such that θ σN (ξ) ≤ −δ for each N ∈ K. Then for each η ∈ N there exists a finite
Note that this lemma is equivalent to showing that the feasible set in the optimization problem solved by ν σN (ξ) is nonempty for some N ∈ K. Also note that by the nonpositivity of θ σN (ξ) , as shown in Theorem 4.10, together with Lemmas 4.1 and 4.6, there exists C > 0 such that for each N ∈ N, V g σN (ξ) (ξ) − ξ ≤ C, and thus V(ξ N ) ≤ V(ξ) + C. Using Lemma 4.15, there exists N * ∈ K such that for each N ≥ N * , N ∈ K, Downloaded 02/12/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
and at the same time,ᾱβ
, where M * δ is as in Lemma 4.13. Let A τ (ξ) = arg max {ψ τ,j,t (ξ) | (j, t) ∈ J × [0, 1]} and (j, t) ∈ A σN (ξ ) (ξ ); then using the same argument as in (4.23),
as desired. Lemma 4.17. Let {N i } i∈N , {τ i } i∈N , and {ξ i } i∈N be the sequences generated by Algorithm 3.
Then, by definition of Algorithm 3.1,
then, using Corollary 4.14,
which is a contradiction since J τi (ξ i ) is lower bounded for all i ∈ N by Lemma 4.1. The argument is identical when the sequence is perpetually infeasible. We now prove that if Algorithm 3.1 finds a feasible point, then every point generated afterward remains feasible.
Lemma 4.18. Let {N i } i∈N , {τ i } i∈N , and {ξ i } i∈N be the sequences generated by Algorithm 3.1. Then there exists i 0 ∈ N such that if
Proof. Let I ⊂ N be a subsequence defined by (4.26)
Note that by definition of Algorithm 3.1, Ψ(ξ i+1 ) = Ψ(ξ i ) for each i / ∈ I. For each i ∈ I such that Ψ τi (ξ i ) ≤ 0, by definition of ν τ together with Corollary 4.14, there exists C > 0 such that
By Lemma 4.3 and the fact that
Hence, if Ψ τi 1 (ξ i1 ) ≤ 0 for i 1 ∈ N such that N i1 is large enough, then Ψ(ξ i ) ≤ 0 for each i ≥ i 1 . Moreover, by (4.28), for each N ≥ N i and each τ ∈ T N , (4.29)
2 . Downloaded 02/12/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Third, for each example we employ a stopping criterion that terminates Algorithm 3.1 whenever θ τ gets too close to zero. Next, for the sake of comparison, we solved every example using Algorithm 3.1 and the mixed integer program (MIP) described in [4] , which combines branch and bound steps with sequential quadratic programming steps. Finally, all our experiments are performed on an Intel Xeon, 12 core, 3.47 GHz, 92 GB RAM machine.
Constrained switched linear quadratic regulator.
Linear quadratic regulator (LQR) examples have been used to illustrate the utility of many optimal control algorithms [3, 15] . We consider an LQR system with three continuous states, three discrete modes, and a single continuous input. The dynamics in each mode are as described in Table 5 The system matrix is purposefully chosen to have three unstable eigenvalues and the control matrix in each mode is only able to control along a single continuous state. Hence, while the system and control matrix in each mode are not a stabilizable pair, the system and all the control matrices taken together simultaneously are stabilizable and are expected to appropriately switch between the modes to reduce the cost. The objective of the optimization is to have the trajectory of the system at time t f be at (1, 1, 1) while minimizing the energy of the input, as described in Table 5 .2. Algorithm 3.1 and the MIP are initialized at x 0 = (0, 0, 0), with continuous and discrete inputs as described in Table 5 .3, using 16 equally spaced samples in time. Algorithm 3.1 took 11 iterations, ended with 48 time samples, and terminated when θ τi (ξ i ) > −10 −2 . The result of both optimization procedures is illustrated in Figure 5 .1. The computation time and final cost of both algorithms can be found in Table 5 .3. Notice that Algorithm 3.1 is able to compute a lower cost than MIP and is able to do it more than 75 times faster.
Double-tank system.
To illustrate the performance of Algorithm 3.1 when there is no continuous input present, we consider a double-tank example. The Table 5 .2. Algorithm 3.1 and the MIP are initialized at x 0 = (0, 0) with a discrete input described in Table 5 .3 and 128 equally spaced samples in time. Algorithm 3.1 took 67 iterations, ended with 256 time samples, and terminated when θ τi (ξ i ) > −10 −2 . The result of both optimization procedures is illustrated in Figure 5 .2. The computation time and final cost of both algorithms can be found in Table 5 .3. Notice that Algorithm 3.1 is able to compute a comparable cost to the MIP and is able to do it nearly 3700 times faster.
Quadrotor helicopter control.
Next, we consider the optimal control of a quadrotor helicopter in two dimensions using a model described in [7] . The evolution of the quadrotor can be defined with respect to a fixed two dimensional reference frame using six dimensions, where the first three dimensions represent the position along a horizontal axis, the position along the vertical axis, and the roll angle of the helicopter, respectively, and the last three dimensions represent the time derivative of the first three dimensions. We model the dynamics as a three-mode switched system (the first mode describes the dynamics of going up, the second mode describes the dynamics of moving to the left, and the third mode describes the dynamics of moving to the right) with a single input as described in Table 5 .1, where L = 0.3050 meters, M = 1.3000 kilograms, I = 0.0605 kilogram meters squared, and g = 9.8000 meters Downloaded 02/12/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php per second squared. The objective of the optimization is to have the trajectory of the system at time t f be at position (6, 1) with a zero roll angle while minimizing the input required to achieve this task. This objective is reflected in the chosen cost function which is described in Table 5 .2. A state constraint is added to the optimization to ensure that the quadrotor remains above ground. Algorithm 3.1 and the MIP are initialized at position (0, 1) with a zero roll angle, with zero velocity, with continuous and discrete inputs as described in Table 5 .3, and with 64 equally spaced samples in time. Algorithm 3.1 took 31 iterations, ended with 192 time samples, and terminated after the optimality condition was bigger than −10 −4 . The result of both optimization procedures is illustrated in Figure 5 .3. The computation time and final cost of both algorithms can be found in Table 5 .3. Notice that Algorithm 3.1 is able to compute a lower-cost continuous and discrete input when compared to the MIP and is able to do it more than 333 times faster. 
Bevel-tip flexible needle.
Bevel-tip flexible needles are asymmetric needles that move along curved trajectories when a forward pushing force is applied. The three dimensional dynamics of such needles has been described in [10] and heuristics for the path planning in the presence of obstacles have been considered in [2] . The evolution of the needle can be defined using six continuous states, where the first three states represent the position of the needle relative to the point of entry, and the last three states represent the yaw, pitch, and roll of the needle relative to the plane, respectively. As suggested by [2] , the dynamics of the needle are naturally modeled as a two-mode switched system: one mode when the needle is being pushed and another mode when the needle is turning. These modes are described in Table 5 .1 with two continuous inputs: u 1 representing the insertion speed and u 2 representing the rotation speed of the needle and where κ is the curvature of the needle and is equal to 0.22 [1/cm] . The objective of the optimization is to have the trajectory of the system at time t f be at position (−2, 3.5, 10) while minimizing the energy of the input. This objective is reflected in the cost function described in Table 5 .2. Constraints are added to the optimization to ensure that the needle remains outside three spherical obstacles centered at (0, 0, 5), (1, 3, 7) , and (−2, 0, 10), all with radius 2. Downloaded 02/12/14 to 18.51.1.88. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
