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FINITE WEIGHT MODULES OVER TWISTED AFFINE LIE
SUPERALGEBRAS
Malihe Yousofzadeh1
Abstract. This work provides the first step toward the classification of irre-
ducible finite weight modules over twisted affine Lie superalgebras. We divide
the class of such modules into two subclasses called hybrid and tight. We
reduce the classification of hybrid irreducible finite weight modules to the
classification of cuspidal modules of finite dimensional cuspidal superalgebras
which is known by a work of Dimitrov, Mathieu and Penkov.
1. Introduction
To state the results of this paper, we need to start with some definitions. Suppose
that L = L0⊕L1 is a Lie superalgebra with a splitting Cartan subalgebraH ⊆ L0
and corresponding root systemR.A subset P ofR is called parabolic if (P+P )∩R ⊆
P and R = P ∪ −P. For a parabolic subset P of R, we set
L
◦ := ⊕α∈P∩−PL
α, L + := ⊕α∈P\−PL
α, L− := ⊕α∈−P\PL
α and b := L ◦ ⊕L +.
For a functional λ on the R-linear span of R, we have the decomposition R =
R+ ∪R◦ ∪R−, called a triangular decomposition, where
R± := {α ∈ R | λ(α) ≷ 0} and R◦ := {α ∈ R | λ(α) = 0}.
In this case, Pλ := R
+∪R◦ is a parabolic subset of R.Moreover, if µ is functional on
the R-linear span of R◦, we have a triangular decomposition R◦ = R◦,+∪R◦,◦∪R◦,−
for R◦ and Pλ,µ := R
+ ∪R◦,+ ∪R◦,◦ is also a parabolic subset of R. We note that
Pλ,0 = Pλ.
For functionals λ and µ as above, consider subalgebras L ◦ and b corresponding
to Pλ,µ. Each irreducible L
◦-module N is a module of b with trivial action of L +.
Then
N˜ := U(L )⊗U(b) N
is an L -module; here U(L ) and U(b) denote respectively the universal enveloping
algebras of L and b. The L -module N˜ contains a unique maximal submodule Z
intersection N trivially, the quotient module
IndL (N) := N˜/Z
is called a parabolically induced module. An irreducible L -module which is not
parabolically induced is called cuspidal.
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2 FINITE WEIGHT MODULES OVER TWISTED AFFINE LIE SUPERALGEBRAS
An L -module M is said to have a weight space decomposition (with respect to
H ) if
M = ⊕λ∈H ∗M
λ
in which H ∗ is the dual space of H and
Mλ := {v ∈M | hv = λ(h)v (h ∈ H )} (λ ∈ H ∗).
We say M is a finite weight module if M has a weight space decomposition and
each Mλ is finite dimensional.
In this work, we study finite weight modules of twisted affine Lie superalgebras.
The study of finite weight modules of Lie (super)algebras has an ancient root in
the literature. In [3], [4] and [15], the authors classify irreducible finite weight
modules of finite dimensional reductive Lie algebras. The important point to get
this classification is that the classification is reduced to the classification of cuspidal
modules.
This perspective can be developed to current Lie (super)algebras, finite dimen-
sional basic classical simple Lie superalgebras and affine Lie (super)algebras; see §2
for the review of the literature.
The even part of a twisted affine Lie superalgebra L is G1 + G2 where G1 as
well as G2 are affine Lie algebras with standard Cartan subalgebras H1 and H2
and corresponding root systems R(1) and R(2) respectively. The root system R
of L with respect to the Cartan subalgebra H := H1 + H2 has three kind of
roots: nonzero real roots (roots which are not self-orthogonal), imaginary roots
(roots which are orthogonal to all roots) and nonsingular roots (neither real nor
imaginary). Nonsingular roots appear just as the weights for the H -module L1 and
all roots of the H -module L0 are real but the odd part L1 may contain real roots
as well. Duo to the existence of roots which are either nonsingular or odd real, the
study of representation theory in super case is more complicated comparing with
non-super case.
If M is an irreducible L -module, each nonzero root vector corresponding to a
nonzero real root α, acts on M either injectivly or nilpotently. We denote by Rin
(resp. Rln), the subset of R consisting of all nonzero real roots whose nonzero root
vectors act injectivly (resp. nilpotently). If Rln coincides with the set R×re of all
nonzero real roots, thenM is called integrable. We show that ifM is an irreducible
finite weight module, then M has shadow; i.e., we show that Rin consists exactly
of those nonzero real roots α with α+ supp(M) ⊆ supp(M). We furthermore show
that for each nonzero real root α, one of the following occurs:
• α is full-nilpotent, i.e., R ∩ (α+ Zδ) ⊆ Rln,
• α is full-injective, i.e., R ∩ (α+ Zδ) ⊆ Rin,
• ±α are up-nilpotent hybrid, i.e., there is a positive integer m with
R ∩ (±α+ Z≥mδ) ⊆ Rln and R ∩ (±α+ Z≤−mδ) ⊆ Rin,
• ±α are down-nilpotent hybrid, i.e., there is a positive integer m with
R ∩ (±α+ Z≥mδ) ⊆ Rin and R ∩ (±α+ Z≤−mδ) ⊆ Rln.
If all nonzero real roots of R(i) (i = 1, 2) are hybrid, then either all of them are
up-nilpotent hybrid or all of them are down-nilpotent hybrid. We show that there
exists a compatibility between R(1) and R(2); i.e., we prove that if all nonzero real
roots of R(1) ∪ R(2) are hybrid, then either all of them are up-nilpotent hybrid
or all of them are down-nilpotent hybrid. Having this in hand, we then get a
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nontrivial triangular decomposition R+ ∪R◦ ∪R− for R in case both Rln and Rin
are nonempty. The next step is finding nonzero weight vectors v with L αv = {0}
for all α ∈ R+. Since R×re = R
ln ∪Rin, we can show that there are nonzero weight
vectors v with L αv = {0} for all real roots α ∈ R+ whether odd or even and also
for all imaginary roots α ∈ R+. We then go through the nonsingular roots of R+;
more precisely, among nonzero weight vectors v with L αv = {0} for all real and
imaginary roots α ∈ R+, we find some satisfying L αv = {0} for all nonsingular
roots α ∈ R+. This shows that
ML
+
:= {v ∈M | L αv = {0} (α ∈ R+)}
is a nonzero irreducible finite weight L ◦-module and M is parabolically induced
from ML
+
. Moreover, we prove that if all nonzero real roots are hybrid, the clas-
sification problem is reduced to the classification of cuspidal modules over finite-
dimensional cuspidal Lie superalgebras described by Dimitrov, Mathieu and Penkov
[12].
The outline of the paper is as follows: After “Introduction” and “Review of The
Literature”, in Section 3, we prove general information regarding weight modules.
In Section 4, we focus on modules having shadow and Section 5 is devoted to our
main results. We end up the paper with an appendix section in which, for the
convenience of readers, we recall twisted affine Lie superalgebras and gather some
information about them.
2. Review of the literature
In this section, we give a history of the study of finite weight modules of Lie
(super)algebras. Suppose that R is the root system of a Lie superalgebra L =
L0 ⊕L1 with respect to a splitting Cartan subalgebra H ⊆ L0 and M is a finite
weight L -module.
If L is a finite dimensional reductive Lie algebra and both Rln and Rin are
nonempty subsets ofR×re, then P := R
ln∪−Rin∪{0} is a parabolic subset ofR. This
in turn implies that there is a functional λ on the R-linear span of R such that P =
R+∪R◦ [2, Pro. VI.7.20]. Then it follows that ML
+
is an irreducible finite weight
L ◦-module andM is isomorphic to the module which is parabolically induced from
ML
+
. The L ◦-module ML
+
is a tensor product of a finite dimensional integrable
module and a cuspidal finite weight module. Cuspidal modules in this case are
exactly those modules for which Rin equals the set of all nonzero real roots [15].
In affine Lie algebra case, the existence of imaginary roots (i.e., those roots
which are orthogonal to all roots) makes the study more complicated. An affine
Lie algebra L has a 1-dimensional center Cc. If M is an irreducible L -module,
then c acts as λid on M. This λ is called the level of M. In [6], [8] and [9], the
authors study integrable irreducible finite weight modules over affine Lie algebras;
to study zero level modules, they introduce certain modules called loop modules.
Finite weight loop modules are classified in [13]. Then in [16]–[20] and [22], the
authors study nonzero level finite weight modules of affine Lie algebras.
Each affine root system is a subset of R˙ + Zδ where R˙ is an irreducible finite
root system and δ is an imaginary root such that Zδ is the group generated by the
imaginary roots. The following two cases can happen:
• for all α˙ ∈ R˙\{0}, both sets Rln∩(α˙+Zδ) and Rin∩(α˙+Zδ) are nonempty,
• there exists α˙ ∈ R˙\{0} such that R∩(α˙+Zδ) ⊆ Rln or R∩(α˙+Zδ) ⊆ Rin.
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The authors in [11] show that in the former case, either P := Rln ∪ −Rin ∪ Z≥0δ
or P := Rln ∪−Rin ∪ Z≤0δ is a parabolic subset of R and in the latter case for
R˙
⋆ := {α˙ ∈ R˙re | (α˙+ Zδ) ∩ R ⊆ R
⋆} (⋆ = ln, in) and R˙m := R˙ \ (R˙in ∪ R˙ln),
P := ((R˙ln ∪ −R˙in ∪ R˙m) + Zδ) ∩R
is a parabolic subset of R. Using the identification of parabolic subsets in [10],
P = R+ ∪R◦ for a triangular decomposition R = R+ ∪R◦ ∪R− for R. This helps
them to prove thatML
+
is an irreducible module of L ◦ if Rln is a nonempty proper
subset of the nonzero real roots R×re and that M is isomorphic to the module which
is parabolically induced fromML
+
. Then they study those irreducible finite weight
modules with Rin = R×re as the classification of integrable irreducible finite weight
modules is known from [6] and [9].
In [23], the author classifies irreducible finite weight modules over current Lie al-
gebras. He reduces the classification problem to the classification of certain modules
called admissible modules. In general, current Lie algebras do not have gradings
other than the induced natural root grading while an affine Lie algebra has naturally
a Z-grading. This in particular gives a different and somehow easier situation to
study the irreducible finite weight modules of current Lie algebras comparing with
the situation to study the irreducible finite weight modules of affine Lie algebras;
see Remark 4.10 for a detailed explanation.
In 2001, I. Dimitrov and his coauthors initiated the study of infinite dimensional
finite weight modules of Lie superalgebras [12]. They classified finite weight modules
of basic classical simple Lie superalgebras by reducing the classification problem to
the classification of cuspidal modules. Then in 2006, S. Eswara Rao and V. Futorny
[21], [14] classified finite weight modules, for untwisted affine Lie superalgebras,
on which the canonical central element acts as a nonzero multiple of the identity
map. Recently, L. Calixto and V. Futorny have studied highest weight modules
for untwisted affine Lie superalgebras [5]. In this work, we continue the study of
finite weight modules for twisted affine Lie superalgebras. We complete the study of
hybrid modules and pave the way to start the study of tight irreducible finite weight
modules. In an ongoing paper, we are dealing with irreducible (weak) integrable
finite weight modules.
3. Generic weight modules
Throughout this section, we assume L = L0⊕L1 is an affine Lie (super)algebra or
it is the even part of an affine Lie superalgebra. So L0 contains a finite dimensional
subalgebra H with respect to which L has a root space decomposition
L = ⊕α∈RL
α where R is the corresponding root system with L0 = H.
We mention that if L has the nonzero odd part, then R = R0 ∪R1 where R0 (resp.
R1) is the set of weights of L0 (resp. L1) with respect to H.
One also knows that L is equipped with a nondegenerate (super)symmetric in-
variant bilinear form (·, ·). As the form is nondegenerate on H, one can transfer the
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form on H to a form on H∗ denoted again by (·, ·). We set
(3.1)
R×re := {α ∈ R | (α, α) 6= 0}, Rre := {0} ∪R
×
re (real roots),
Rim := {α ∈ R | (α, β) = 0 ∀β ∈ R}, R
×
im := Rim \ {0} (imaginary roots),
Rns := {0} ∪ (R \ (Rre ∪Rim)), R
×
ns := Rns \ {0} (nonsingular roots).
We know that Rim generates a free abelian group of rank 1.We assume spanZRim =
Zδ. Then there is an irreducible finite root supersystem2 R˙ such that R ⊆ R˙+ Zδ;
more precisely, for each α˙ ∈ R˙ \ {0}, there are positive integer rα˙ and 0 ≤ kα˙ < rα˙
with
(3.2) Sα˙ := {mδ | m ∈ Z, α˙+mδ ∈ R} = (rα˙Z + kα˙)δ.
Moreover, there are a positive integer r,
{nα˙ | α˙ ∈ R˙} ⊆ {1, . . . , r} and {k
i
α˙ | α˙ ∈ R˙, 1 ≤ i ≤ nα˙} ⊆ {0, . . . , r − 1}
such that
Sα˙ = ∪
nα˙
i=1(rZ + k
i
α˙)δ, R0 + rZδ ⊆ R0 and R1 + rZδ ⊆ R1;(3.3)
see (A.14) and (A.15) for the details on twisted affine Lie superalgebras. We next
suppose Z is an abelian Lie algebra and set L := L ⊕ Z. We consider α ∈ R as
a functional on H ⊕ Z which is defined to be zero on Z. So L has a weight space
decomposition with respect to h := H⊕ Z with
L0 = H⊕ Z and Lα = Lα (α ∈ R \ {0}).
Assume M is an L-module having weight space decomposition with respect to
h = H⊕ Z. Set
BM :={α ∈ spanZ(R) | {k ∈ Z
>0 | λ+ kα ∈ supp(M)} is finite for all λ ∈ supp(M)} and
CM :={α ∈ spanZ(R) | α+ supp(M) ⊆ supp(M)}
where supp(M) is defined as usual; i.e. supp(M) = {λ ∈ h∗ | Mλ 6= {0}} . We
also set
BM :={α ∈ spanZ(R) | tα ∈ BM for some positive integer t},(3.4)
CM :={α ∈ spanZ(R) | tα ∈ CM for some positive integer t}.
Lemma 3.1. We have the following:
(i) Suppose α ∈ spanZ(R). Then α ∈ BM if and only if for all positive integers
t, tα ∈ BM if and only if there exists a positive integer t such that tα ∈ BM ;
in particular, BM = BM .
(ii) α1, . . . , αn ∈ CM (resp. CM ) implies that α1 + · · ·+ αn ∈ CM (resp. CM ).
Proof. (i) Suppose α ∈ BM and t is a positive integer. As for each λ ∈ supp(M),
t{k ∈ Z>0 | λ+ ktα ∈ supp(M)} ⊆ {k ∈ Z>0 | λ+ kα ∈ supp(M)},
we get that α ∈ BM . Next to the contrary, assume there exists a positive integer
t ≥ 2 such that tα ∈ BM but α 6∈ BM . So there is λ ∈ supp(M) such that
A := {k ∈ Z>0 | λ+ kα ∈ supp(M)}
2Irreducible finite root supersystems are in fact root systems of basic classical simple Lie
superalgebras together with two other types BC(m, n) and C(m,n); see [26].
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is unbounded. Therefore, there are elements k1 < k2 < · · · of A and 0 ≤ d ≤ t− 1
such that for each i, ki ≡ d (mod t). So ki = tpi + d for some positive integer pi.
So we have
µ := λ+ tp1α+ dα = λ+ k1α ∈ supp(M) and
µ+ (pi − p1)tα = λ+ tpiα+ dα = λ+ kiα ∈ supp(M)
for all i ≥ 2. This contradicts the fact that tα ∈ BM .
(ii) It is trivial. 
Proposition 3.2. Suppose that S is a nonempty subset of R \Rim such that
S ⊆ BM and − S ⊆ CM .
Then we have the following:
(i) If A is a nonempty subset of supp(M) with (A +S)∩ supp(M) ⊆ A , then
for each β ∈ S,
Aβ := {λ ∈ A | λ+ β 6∈ supp(M)}
is also nonempty with (Aβ + S) ∩ supp(M) ⊆ Aβ.
(ii) If S is finite and A is as in part (i), then there is λ ∈ A such that
(λ+ spanZ≥0S) ∩ supp(M) = {λ}.
Proof. (i) Suppose that λ ∈ A and β ∈ S. Since β ∈ BM , there is a nonnegative
integer k such that µ := λ + kβ ∈ supp(M) and µ+ β 6∈ supp(M). We claim that
µ ∈ Aβ . We just need to show µ ∈ A . Since −β ∈ CM , λ+ (k− t)β ∈ supp(M) for
all 0 ≤ t ≤ k. Since (A + S) ∩ supp(M) ⊆ A , it follows that λ+ (k − t)β ∈ A for
all 0 ≤ t ≤ k; in particular, µ ∈ A .
To complete the proof, we need to show (Aβ + S) ∩ supp(M) ⊆ Aβ. Suppose
ν ∈ Aβ and γ ∈ S are such that ν + γ ∈ supp(M). If ν + γ + β ∈ supp(M), since
−γ ∈ CM , we get ν + β ∈ supp(M) which contradicts the fact that ν ∈ Aβ . So
ν + γ + β 6∈ supp(M); in other words, ν + γ ∈ Aβ .
(ii) Suppose S = {β1, . . . , βN}. Set
A0 := A , At+1 := (At)βt+1 = {λ ∈ At | λ+ βt+1 6∈ supp(M)} (0 ≤ t ≤ N − 1).
We have AN ⊆ AN−1 ⊆ · · · ⊆ A1 and by part (i), for each 1 ≤ t ≤ N, At 6= ∅; in
particular, AN 6= ∅. For λ ∈ AN , since λ ∈ At (1 ≤ t ≤ N), we get λ+βt 6∈ supp(M)
which in turn implies that (λ + spanZ≥0S) ∩ supp(M) = {λ} as −S ⊆ CM . 
Lemma 3.3. Suppose π is the corresponding representation of the L-module M.
Assume 0 6= α ∈ Rre ∩ R0 and choose x ∈ Lα = Lα and y ∈ L−α = L−α such that
the subalgebra g of L generated by {x, y} is isomorphic to sl2. Set h := [x, y] and
assume x and y act locally nilpotently on M. For θα := expπ(x)expπ(−y)expπ(x),
we have
θα(M
λ) = M rα(λ) (λ ∈ supp(M))
in which rα : h
∗ −→ C defined by rα(λ) := λ−
2(λ,α)
(α,α) α = λ− λ(h)α for all λ ∈ h
∗.
In particular, λ ∈ supp(M) if and only if rα(λ) ∈ supp(M).
Proof. Since π is a representation and (x, y, h) is an sl2-triple, we have π(x) = 0
if and only if π(h) = 0 if and only if π(y) = 0. Also if π(h) = 0, then θα as well as
rα |supp(M) are identity maps and so we are done. So we assume π(h) 6= 0.
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Since (π(x), π(y), π(h)) is an sl2-triple, we have
(3.5) exp(adπ(x))exp(ad(−π(y)))exp(adπ(x))(π(h)) = −π(h).
As π(x) and π(y) are locally nilpotent, the g-module generated by each weight
vector is finite dimensional. So the g-module M is completely reducible with finite
dimensional constituents and in particular, π(x) and π(y) are nilpotent on each
irreducible component. We know that if W is one of these irreducible components
and T :W −→W is a linear transformation, we have
exp(π(x)) T exp(−π(x))|
W
= exp(adπ(x))(T ) and
exp(π(−y)) T exp(−π(−y))|
W
= exp(adπ(−y))(T )
and so using (3.5), we have θαπ(h)θ
−1
α |W = −π(h)|W . This implies that
(3.6) θαπ(h)θ
−1
α = −π(h).
Now if λ ∈ supp(M) and v ∈ Mλ, we have θα(v) =
∑
k∈Z vλ+kα for some vλ+kα ∈
Mλ+kα (k ∈ Z). So we have
− λ(h)
∑
k∈Z
vλ+kα = −λ(h)θα(v) = −θα(λ(h)v)
= −θα(π(h)(v))
(3.6)
= π(h)(θα(v)) =
∑
k∈Z
π(h)vλ+kα =
∑
k∈Z
(λ(h) + 2k)vλ+kα.
This implies that for λ ∈ supp(M), θα(Mλ) ⊆ M rα(λ); similarly, θ−1α (M
rα(λ)) ⊆
Mλ which completes the proof. 
Definition 3.4. Suppose that S ⊆ R. We say a decomposition S = S+ ∪ S◦ ∪ S−
is a triangular decomposition for S if there is a linear functional ζ : spanRS −→ R
such that
S
+ = {α ∈ S | ζ(α) > 0}, S− = {α ∈ S | ζ(α) < 0} and S◦ = {α ∈ S | ζ(α) = 0}.
The following proposition is crucial for the study of finite weight modules; dif-
ferent versions of this proposition are found in the literature; see e.g. [15, Pro. 3.3],
[12, § 2], [11, § 1.4] and [23, Pro. 2.8].
Proposition 3.5. Suppose that R = R+ ∪ R◦ ∪ R− is a nontrivial triangular
decomposition for R and R◦ = R◦,+∪R◦,◦ ∪R◦,− is a triangular decomposition for
R◦. We recall the subalgebras
L◦ = ⊕α∈R◦,◦L
α, L± = ⊕α∈R±∪R◦,±L
α and b = L◦ ⊕ L+.
(i) If N is a nonzero weight module of L◦ whose support lies in a single coset
of spanZR
◦,◦, then
N˜ = U(L)⊗U(b) N
has a unique maximal submodule Z intersecting N trivially. Moreover, the
induced module
IndL(N) = N˜/Z
is an irreducible L-module if and only if N is an irreducible L◦-module.
(ii) If V is an irreducible finite weight L-module with
V L
+
:= {v ∈ V | L+v = {0}} 6= {0},
then V L
+
is an irreducible finite weight L◦-module and V ≃ IndL(V
L+).
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Proof. (i) As U(L) is a free U(b)-module, PBW Theorem says that N˜ = N ⊕ T
in which T is an H -module. Since the support of the L◦-module N is contained
in a single coset of spanZR
◦,◦, supp(T ) is disjoint from supp(N) and so N˜ contains
a unique maximal submodule Z intersecting N trivially.
Next suppose that N is an irreducible L◦-module, then each submodule of the
L-module N˜ is proper if and only if it intersects N trivially and so Z is the unique
maximal proper submodule of N˜ ; in particular, IndL(N) is irreducible.
Conversely, assume IndL(N) is irreducible. We know that L-module IndL(N)
can be identified with N ⊕ (T/Z) as a vector space. If a nonzero weight vector
v ∈ T/Z belongs to
IndL(N)
L+ = {w ∈ IndL(N) | L
+w = {0}},
then as the support of the L◦-module N is contained in a single coset of spanZR
◦,◦,
the support of the submodule generated by v is disjoint from supp(N). This is a
contradiction as IndL(N) is irreducible. So IndL(N)
L+ = N.
Now if K is a nonzero submodule of N, as above, we have IndL(K)
L+ = K.
The assignment ϕ : x ⊗ a 7→ xa (x ∈ U(L), a ∈ K) defines an epimorphism
from U(L) ⊗U(b) K onto IndL(N) whose kernel is the unique maximal submodule
intersectingK trivially; in particular, ϕ induces an isomorphism ϕ˜ : IndL(K)
L+ −→
IndL(N)
L+ . Therefore,
K = ϕ˜(K) = ϕ˜(IndL(K)
L+) = IndL(N)
L+ = N.
This completes the proof.
(ii) Pick 0 6= v ∈ V L
+
. Then
ψ :U(L)⊗U(b) U(L
◦)v −→ V
a⊗ u 7→ au (a ∈ U(L), u ∈ U(L◦)v)
is an epimorphism of L-modules whose kernel is the unique maximal submodule in-
tersecting U(L◦)v trivially; in particular, V ≃ IndL(U(L◦v)). Since V is irreducible,
part (i) and its proof implies that U(L◦)v is irreducible and IndL(U(L◦)v)L
+
=
U(L◦)v. The epimorphism ψ induces an isomorphism ψ˜ from IndL(U(L◦)v) onto
V and we have
U(L◦)v = ψ˜(U(L◦)v) = ψ˜(IndL(U(L
◦)v)L
+
) = V L
+
.
Therefore, V L
+
= U(L◦)v is irreducible and
V ≃ IndL(U(L
◦)v) = IndL(V
L+).
This completes the proof. 
Proposition 3.6. Suppose that R = R+ ∪ R◦ ∪R− is a triangular decomposition
for R and set
R±re := R
± ∩Rre, R
±
ns := R
± ∩Rns and R
±
im := Rim ∩R
±.
Assume R+re ⊆ BM and R
−
re ⊆ CM .
(i) If δ ∈ R◦, then there is µ ∈ supp(M) such that (µ+R+re) ∩ supp(M) = ∅.
(ii) Suppose δ ∈ R+.
(a) If p ∈ Z>0 and λ ∈ supp(M) are such that (λ+Z>0pδ)∩supp(M) = ∅,
then there is µ ∈ supp(M) such that (µ+(R+ \R+ns))∩ supp(M) = ∅.
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(b) If L is an affine Lie algebra, then there is a positive integer p and
λ ∈ supp(M) with (λ+ Z>0pδ) ∩ supp(M) = ∅.
Proof. (i) We know from (3.3) that there is r ∈ Z>0 such that for each α˙ ∈ R˙,
{m ∈ Z | α˙+mδ ∈ R} = ∪nα˙i=1(rZ + k
i
α˙)
for some 1 ≤ nα˙ ≤ r and kiα˙ ∈ {0, . . . , r − 1} (1 ≤ i ≤ nα˙). Set
Φ˙ = {α˙+ kiα˙δ | α˙ ∈ R˙re, 1 ≤ i ≤ nα˙} ⊆ R.
Step 1. Set Φ˙+ := Φ˙ ∩R+re and
Π := {α˙ ∈ Φ˙+ | ∄β˙, γ˙ ∈ Φ˙+ ∋ α˙ = β˙ + γ˙}.
Then for each element β˙ ∈ Φ˙+, there are tα˙ ∈ Z≥0 (α˙ ∈ Π) with β˙ =
∑
α˙∈Π tα˙α˙ :
Suppose that ζ is the function defining the triangular decomposition R = R+ ∪
R◦ ∪ R−. Since Φ˙ is finite, we pick ζ1 < · · · < ζn such that {ζ(α˙) | α˙ ∈ Φ˙+} =
{ζ1, . . . , ζn}. For α˙, β˙, γ˙ ∈ Φ˙+, if α˙ = β˙ + γ˙, then ζ(β˙), ζ(γ˙)  ζ(α˙). So the result
follows easily using an inductive process.
Step 2. There is λ ∈ supp(M) such that (λ + spanZ≥0Π) ∩ supp(M) = {λ} : Use
Lemma 3.2(ii).
Step 3. Consider λ as in Step 2. If λ + α 6∈ supp(M) for all α ∈ R+re, we get the
result, otherwise there is α ∈ R+re such that θ := λ+ α ∈ supp(M). We claim that
θ + β 6∈ supp(M) for all β ∈ R+re. Suppose that β ∈ R
+
re, then there is β˙ ∈ Φ˙
+ and
m ∈ Z≥0 such that β = β˙+ rmδ. We know also that there are α˙ ∈ Φ˙+ and n ∈ Z≥0
such that α = α˙+ rnδ. If θ+β ∈ supp(M), then λ+ α˙+ β˙+ r(m+n)δ ∈ supp(M).
But −(β˙ + r(m+ n)δ) ∈ −R ⊆ CM , so λ+ α˙ ∈ (λ+ Φ˙+) ∩ supp(M) which gives a
contradiction regarding Steps 1,2. This completes the proof.
(ii) Using (3.3), one knows that for each 0 6= α˙ ∈ R˙, there is rα˙ ∈ Z>0 and
kα˙ ∈ Z≥0 such that
(3.7) {n ∈ Z | α˙+ nδ ∈ R} = rα˙Z + kα˙.
Fix λ and p as in the statement. Consider (3.7) and for α˙ ∈ R˙re \{0}, suppose that
(3.8) tα˙ ∈ rα˙Z is the smallest integer such that µ(α˙ + (tα˙ + kα˙)δ) > 0.
Set
P :={α˙+ (tα˙ + kα˙ + s)δ | α˙ ∈ R˙re \ {0}, 0 ≤ s ≤ rα˙p} ∩R ⊆ R
+
re,
S :={α˙+ (tα˙ + kα˙)δ | α˙ ∈ R˙re \ {0}} ⊆ P(3.9)
and
A := {µ ∈ supp(M) | {α ∈ R+re | µ+ α ∈ supp(M)} ⊆ P}.
We in particular have
(3.10) if µ ∈ A, then {α ∈ R+re | µ+ α ∈ supp(M)} is a finite set.
Step 1. A is a nonempty set: We claim that λ as in the statement belongs to
A. Suppose α ∈ R+re is such that λ + α ∈ supp(M). We shall show α ∈ P . Since
α ∈ R+re, by (3.7) and (3.8),
α = α˙+mδ + kα˙δ for some α˙ ∈ R˙re \ {0} and m ∈ rα˙Z with m ≥ tα˙.
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We have m − tα˙ = krα˙p + s for some nonnegative integer k and s ∈ {0, . . . , rα˙p}.
We notice that rα˙|s; in particular, α˙+ (tα˙ + kα˙ + s)δ ∈ R+re. We also have
λ+ α˙+ (tα˙ + kα˙ + s)δ + krα˙pδ =λ+ α˙+ (tα˙ + kα˙)δ + (m− tα˙)δ
=λ+ α˙+ kα˙δ + (tα˙δ + (m− tα˙)δ)
=λ+ (α˙+ (m+ kα˙)δ) = λ+ α ∈ supp(M).
Since −(α˙+ (tα˙+ kα˙ + s)δ) ∈ R−re ⊆ CM , we conclude λ+ krα˙pδ ∈ supp(M) which
implies that k = 0 by our assumption on p. So α = α˙+ (tα˙ + kα˙ + s)δ ∈ P .
Step 2. For each µ ∈ A, {m ∈ Z≥0 | µ+mδ ∈ supp(M)} is a finite set: Suppose
µ ∈ A and to the contrary assume
there are infinitely many m ∈ Z≥0 such that µ+mδ ∈ supp(M).
We know from (A.16) that there is α˙ ∈ R˙×re such that
S−α˙ = Sα˙ = {n ∈ Z | α˙+ nδ ∈ R} = Z,
in fact in (3.7), rα˙ = 1 and kα˙ = 0. So there are infinitely many m ∈ Z such that
m ≥ tα˙ (see (3.8)) and µ + mδ ∈ supp(M). Since −(α˙ + tα˙δ) ∈ R− ⊆ CM , we
get that µ+ (−α˙+ (m − tα˙)δ) ∈ supp(M) for infinitely many m ∈ Z>tα˙ . But this
contradicts (3.10) as µ ∈ A.
Step 3. There is µ ∈ supp(M) such that µ + mδ 6∈ supp(M) for all m ∈ Z0 :
Pick η ∈ A. Using Step 2, we assume N is the greatest nonnegative integer with
η +Nδ ∈ supp(M). So for µ := η +Nδ and m ∈ Z0, µ+mδ 6∈ supp(M).
Step 4. Set X := {µ ∈ supp(M) | ∀m ∈ Z0, µ + mδ 6∈ supp(M)}. Recall
(3.9), then there is µ ∈ X such that (µ + spanZ≥0S) ∩ supp(M) = {µ} : Using
Proposition 3.2(ii) and Step 3, we need to show (X + S) ∩ supp(M) ⊆ X. To the
contrary assume µ ∈ X and β ∈ S are such that µ + β ∈ supp(M). If m ∈ Z0
and µ + β + mδ ∈ supp(M), then as −β ∈ CM , µ + mδ ∈ supp(M) which is a
contradiction.
Step 5. There is µ ∈ supp(M) such that (µ+ (R+ \R+ns)) ∩ supp(M) = ∅ : Using
Step 4, we choose µ ∈ supp(M) such that
(µ+ (R+im ∪ spanZ≥0S)) ∩ supp(M) = {µ}
If α ∈ R+ \R+ns and µ+α ∈ supp(M), then α ∈ R
+
re. So α = α˙+mδ+kα˙δ for some
α˙ ∈ R˙re \ {0} and some integer m ∈ rα˙Z with m ≥ tα˙; see (3.8). If m  tα˙, we get
µ+(m−tα˙)δ = µ+α−(α˙+kα˙δ+tα˙δ) ∈ supp(M) as −(α˙+tα˙δ+kα˙δ) ∈ R−re ⊆ CM ,
and µ+ α ∈ supp(M). But this contradicts the choice of µ. So m = tα˙; i.e., α ∈ S.
It means that µ 6= µ+(α˙+ tα˙δ+kα˙δ) = µ+α ∈ supp(M)∩ (µ+S) which is again a
contradiction. So there is no α ∈ R+ \R+ns with µ+ α ∈ supp(M). This completes
the proof.
(ii)(b) follows from [11, §2], but for the convenience of readers, we give the proof.
Since δ ∈ R+, it follows that R◦ is a finite root system. Moreover, by [10, Pro.
2.10], there is a base B = {α1, . . . , αℓ} of R contained in P := R
+ ∪R◦. Set
B1 := B ∩R
+ and B2 := B ∩R
◦
and assumeW is the Weyl group of the finite root system R◦.We set Φ :=W(B1) ⊆
R+re. Then there is p ∈ Z
0 such that pδ ∈ spanZ≥0Φ; see (2.15) of [11]. Moreover,
using Lemma 3.2, there is λ ∈ supp(M) such that (λ+spanZ≥0Φ)∩supp(M) = {λ}.
This completes the proof. 
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Proposition 3.7. Assume L is an affine Lie superalgebra and ζ is a linear func-
tional on spanRR with corresponding triangular decomposition R = R
+ ∪R◦ ∪R−.
For
A :={v ∈M \ {0} | Lαv = {0} ∀α ∈ R+ ∩ (Rre ∪Rim)}
={v ∈M \ {0} | Lnδv = Lαv = {0} ∀α ∈ Rre ∩R
+, n ∈ Z>0},
assume
B := {v ∈ A | ∃N ∈ Z≥0 s.t. Lα+nδv = {0} (∀α ∈ Rns, n ≥ N)}
is nonempty. If ζ(δ) > 0, then
ML
+
= {v ∈M | Lαv = {0} (∀α ∈ R with ζ(α) > 0)} 6= {0}.
Proof. We recall that if L is a untwisted affine Lie superalgebra, then R = R˙+Zδ.
This together with (A.14) and (A.16) implies that for each α˙ ∈ R˙×, there is rα˙ ∈
Z
>0 and 0 ≤ kα˙ < rα˙ such that
Sα˙ = {mδ | m ∈ Z, α˙+mδ ∈ R} = (rα˙Z + kα˙)δ,
Sα˙ = Zδ (α˙ ∈ R˙sh),(3.11)
Sα˙ = Sβ˙ = rα˙Zδ (α˙, β˙ ∈ R˙
×
ns).
For each 0 6= α˙ ∈ R˙, suppose
(3.12)
mα˙ is the smallest integer such that for βα˙ := α˙+ (rα˙mα˙ + kα˙)δ ∈ R, ζ(βα˙) > 0.
Set
Φ := {βα˙ | α˙ ∈ R˙ \ {0}}.
Step 1. For v ∈ B, set
nv := min{N ∈ Z
≥0 | Lα+nδv = {0} (α ∈ Φ ∩Rns, n ≥ N)}
and
Cv := {α+ tδ | α ∈ Φ ∩Rns, 0 ≤ t ≤ nv} ∩R.
Assume v ∈ B, N ∈ Z>0 and α ∈ Cv satisfy
(1) Lα+Nδv 6= {0},
(2) if α′ ∈ Cv and L
α′+Nδv 6= 0, then ζ(α′) ≤ ζ(α),
(3) for all positive integers m and α′ ∈ Cv, Lα
′+Nδ+mδv = {0}.
Then for 0 6= w ∈ Lα+Nδv, w ∈ B : We carry out this in the following stages:
Stage 1. For m ∈ Z>0, Lmδw = {0} : Use (3) and note that v ∈ A to get that
Lmδw ⊆ LmδLα+Nδv ⊆ Lα+(N+m)δv︸ ︷︷ ︸
0
+Lα+Nδ Lmδv︸ ︷︷ ︸
0
= {0}.
Stage 2. For β ∈ R×re with ζ(β) > 0, L
βw = {0} : Since v ∈ A, Lβv = {0}, so we
have
Lβw ⊆ LβLα+Nδv ⊆ Lα+β+Nδv + Lα+NδLβv = Lα+β+Nδv.
If α+ β +Nδ 6∈ R, then Lβw ⊆ Lα+β+Nδv = {0}. If α+ β +Nδ ∈ Rre, as v ∈ A
and ζ(α + β + Nδ) > 0, we get that Lα+β+Nδv = {0} and so Lβw = {0}. Next
assume α+ β +Nδ ∈ R×ns. Regarding (3.11), suppose α = α˙+ σ and β = β˙ + τ for
some σ ∈ Sα˙ and τ ∈ Sβ˙. Since α+ β+Nδ ∈ Rns, γ˙ := α˙+ β˙ ∈ R˙ns. By (3.11), we
have σ, σ+Nδ, σ+ τ +Nδ ∈ Sγ˙ = Sα˙ = rα˙Z which in turn implies that σ+ τ ∈ Sγ˙ ;
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in particular, α + β = γ˙ + (σ + τ)δ ∈ Rns. Since ζ(α + β) > 0, by (3.12), there
exists m′ ∈ Z≥0 such that
α+ β = γ +m′δ where γ := γ˙ + (rγ˙mγ˙ + kγ˙)δ ∈ Φ ⊆ Cv.
So
α+ β +Nδ = γ + (m′ +N)δ.
If m′ = 0, then α+ β = γ ∈ Cv and as ζ(γ) = ζ(α+ β) > ζ(α), using (2), we have
Lβw ⊆ Lα+β+Nδv = Lγ+Nδv = {0}.
Also if m′ > 0, then m′ +N > N and so (3) implies that
Lβw ⊆ Lα+α+Nδv = Lγ+(m
′+N)δv = {0}.
Stage 3. w ∈ B : Since v ∈ B, we pick P ∈ Z>0 such that Lη+nδv = {0} for all
η ∈ Φ∩Rns and n ≥ P. Then for all η ∈ Φ∩Rns and n ≥ P with α+η+nδ+Nδ ∈ R,
we have α+η+nδ+Nδ ∈ Rre (as (Rns+Rns)∩R ⊆ Rre) and ζ(α+η+nδ+Nδ) > 0.
So as v ∈ A, we have
Lη+nδw ⊆ Lη+nδLα+Nδv ⊆ Lη+α+nδ+Nδv︸ ︷︷ ︸
0
+Lα+Nδ Lη+nδv︸ ︷︷ ︸
0
= {0}.
This together with the previous stages implies that w ∈ B.
Step 2. For v ∈ B, nv 6= 0 if and only if
Av := {α ∈ Cv | L
α+mδv 6= {0} for some m ≥ 0} ⊆ Rns
is a nonempty set: It follows from the following:
nv = 0⇔L
α+mδv = {0} (α ∈ Φ ∩Rns, m ≥ 0)
⇔Lα+mδ+tδv = {0} (α ∈ Φ ∩Rns, m ≥ 0, 0 ≤ t ≤ nv)
⇔Lα+mδv = {0} (α ∈ Cv, m ≥ 0)
⇔Av = ∅.
Step 3. There is v0 ∈ B such that nv0 = 0, i.e., v0 ∈ M
L+ : Assume v0 ∈ B is
such that3
|Av0 | = min{|Av| | v ∈ B}.
We claim that nv0 = 0. To the contrary, assume nv0 6= 0. By Step 2, Av0 6= ∅ and
so there is 0 ≤ k < nv0 such that
Bk := {α ∈ Cv0 | L
α+kδv0 6= {0}}
is not empty. We define
N := max{k < nv0 | Bk 6= ∅}.
We choose ǫ ∈ BN with
ζ(ǫ) = max{ζ(α) | α ∈ BN}
and pick a nonzero element w ∈ Lǫ+Nδv0. So by Step 1, w ∈ B. To complete the
proof, we will get a contradiction by showing that
Aw ⊆ Av0 and ǫ+Nδ ⊆ Av0 \ Aw
which in fact contradicts the choice of v0.
3We use |X| to denote the cardinal number of a set X.
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If α ∈ Aw, then there is m ∈ Z≥0 such that
{0} 6= Lα+mδw ⊆ Lα+mδ+ǫ+Nδv0 + L
ǫ+NδLα+mδv0.
But either α+mδ+ǫ+Nδ 6∈ R or α+mδ+ǫ+Nδ ∈ Rre with ζ(α+mδ+ǫ+Nδ) > 0,
so Lα+mδ+ǫ+Nδv0 = {0} i.e.,
{0} 6= Lα+mδw ⊆ Lǫ+NδLα+mδv0
which in turn implies that Lα+mδv0 6= {0}, that is, α ∈ Av0 . This means that
Aw ⊆ Av0 .
Next we show that ǫ +Nδ ∈ Av0 \ Aw. Since ǫ ∈ Cv0 , there is η ∈ Φ ∩Rns and
1 ≤ p ≤ nv0 with ǫ = η + pδ. But L
η+(p+N)δv0 = Lǫ+Nδv0 6= 0, so p+N < nv0 , in
other words, ǫ + Nδ = η + (p + N)δ ∈ Cv0 and L
ǫ+Nδv0 6= {0} which means that
ǫ+Nδ ∈ Av0 . Also since N = max{k < nv0 | Bk 6= ∅}, we have L
ǫ+Nδ+nδv0 = {0}
for n > 0. So as two times of a nonsingular root is not a root, we get
Lǫ+Nδ+nδw ⊆ Lǫ+Nδ+nδLǫ+Nδv0 =L
ǫ+NδLǫ+Nδ+nδv0 = {0} (n > 0) and
Lǫ+Nδw ⊆ Lǫ+NδLǫ+Nδv0 =[L
ǫ+Nδ,Lǫ+Nδ]v0 = {0}.
Therefore, ǫ+Nδ 6∈ Aw as we desired. 
4. Modules having shadow
Keep the same notation as in Section 3. Denote by Rin (resp. Rln) the set of all
nonzero α ∈ Rre for which 0 6= x ∈ Lα acts injectively (resp. locally nilpotently)
on M .
Definition 4.1. We say M has shadow if
(s1) Rre \ {0} = Rin ∪Rln,
(s2) Rln = BM ∩R×re and R
in = CM ∩R×re.
Remark 4.2. We mention that if the L-module M has shadow, then α ∈ Rln
(resp. α ∈ Rin) if and only if {k ∈ Z≥0 | λ + kα ∈ supp(M)} is bounded (resp.
unbounded) for some λ ∈ supp(M).
Lemma 4.3. Suppose that G is a Lie superalgebra and φ : G −→ EndV is a
representation of G in a superspace V. For each nonnegative integer n, define
bn2i := b
n−1
2i + b
n−1
2i−2 (n ≥ 2, 1 ≤ i ≤ n− 1) and b
n
0 = b
n
2n := 1.
Then for n ∈ Z≥0 and homogeneous elements x, y ∈ G, if |y| = 1, we have
φ(y)2nφ(x) =
n∑
i=0
bn2iφ(ady
2i(x))φ(y)2n−2i and
φ(y)2n+1φ(x) =
n∑
i=0
bn2i((−1)
|x|φ(ady2i(x))φ(y)2n+1−2i + φ(ady2i+1(x))φ(y)2n−2i)
and if |y| = 0, we have
φ(y)nφ(x) =
n∑
i=0
(
n
i
)
φ((ady)i(x))φ(y)n−i (n ∈ Z≥0).
Proof. It is easily verified. 
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Proposition 4.4. (i) Suppose that the L-module M is irreducible, then (s1)
is satisfied.
(ii) Suppose that the L-module M satisfying (s1) and each weight space is finite
dimensional. Then M has shadow.
Proof. (i) It follows from Lemma 4.3.
(ii) It is trivial that if α ∈ Rin, then α ∈ CM , so to complete the proof, we just
need to assume α ∈ Rln and show that {k ∈ Z≥0 | λ+ kα ∈ supp(M)} is bounded
for all λ ∈ supp(M). Two cases can happen: −α ∈ Rln and −α ∈ Rin. We need to
study separately each case for α ∈ R1 and α ∈ R0.
We first study the case that α ∈ Rln is a real odd root. Fix x ∈ Lα and y ∈ L−α
such that
g := spanC{x, y, h := [x, y], [x, x], [y, y]}
is a Lie superalgebra isomorphic to osp(1, 2) with α(h) = 2; see [27, § 3] and [1,
Exa. 2.2].
To get the result in this case, we first assume −α ∈ Rln. For each λ ∈ supp(M),
W := ⊕k∈ZMλ+kα is a g-module. The set of eigenvalues of the action of h on
W := ⊕k∈ZMλ+kα is Λ := {λ(h) + 2k | k ∈ Z, λ + kα ∈ supp(M)} and the
eigenspace corresponding to each λ(h) + 2k ∈ Λ is the finite dimensional space
Mλ+kα.
Since both x and y act locally nilpotently, the g-submodule of W generated by
a weight vector is finite dimensional. So it follows from [27, Thm. 2.6] that W is
completely reducible with finite dimensional irreducible constituents. In particular,
by [27, Lem. 2.4(iii)], dimension of the eigenspace corresponding to 0 is infinite if
there are infinitely many constituents. But the eigenspace corresponding to 0 is
Mλ−(λ(h)/2)α which is finite dimensional. Therefore, there are just finitely many
constituents and so again using [27, Lem. 2.4(iii)], {k ∈ Z | λ+ kα ∈ supp(M)} is
bounded of both side and so we are done in the case that ±α ∈ Rln ∩R1.
Next assume α ∈ Rln ∩R1 and −α ∈ Rin. For a positive integer m and a weight
ν, set
rm(ν) =

n−1∏
i=0
(−2(n− i))
n∏
i=1
(ν(h)− 2(n− i)) m = 2n
n−1∏
i=0
(−2(n− i))
n∏
i=0
(ν(h)− 2(n− i)) m = 2n+ 1.
Then one can easily see that
(4.1) if w ∈M is a weight vector of weight ν with xw = 0, we have xmymw = rm(ν)w.
We want to show that for each λ ∈ supp(M), {k ∈ Z≥0 | λ + kα ∈ supp(M)} is
bounded. To the contrary, assume there is λ ∈ supp(M) such that
A := {k ∈ Z≥0 | λ+ kα ∈ supp(M)}
is unbounded. If λ(h) is not an integer, we set µ := λ and if it is an integer, we pick
a positive integer m ∈ A such that (λ +mα)(h) is positive and set µ := λ +mα.
So in both cases we have
µ(h) + k + 2i+ 1, µ(h) + k + 2i 6= 0 (k ∈ Z>0, 0 ≤ i <
k + 1
2
).
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This implies that
(4.2) rk(µ+ kα) 6= 0 (k ∈ Z
>0).
Since x ∈ Lα acts locally nilpotently and {k ∈ Z>0 | µ + kα ∈ supp(M)} is
unbounded, there are 1 < k1 < k2 < · · · with νi := µ + kiα ∈ supp(M) and
0 6= vi ∈M
νi with xvi = 0. Using (4.1) and (4.2), we get
xkiykivi = rki(νi)vi and rki(νi) 6= 0 (i ∈ Z
>0).
As y acts injectively, 0 6= wi := ykivi ∈ Mµ. But Mµ is finite dimensional, so one
finds m such that ykmvm = wm =
∑m−1
i=1 siwi =
∑m−1
i=1 siy
kivi for some scalars si.
So we have
rkm(νm)vm = x
kmykmvm =
m−1∑
i=1
six
kmykivi =
m−1∑
i=1
six
km−kixkiykivi
=
m−1∑
i=1
rki(νi)six
km−kivi = 0.
But as rkm(νm) 6= 0, this implies that vm = 0 which is a contradiction. This
completes the proof in the case that α ∈ Rln ∩ R1. Using the sl2-module theory
together with the modified argument as above, one can get the result for the case
that α ∈ Rln ∩R0. 
Corollary 4.5. Suppose that (s1) is satisfied for M, then (s1) is satisfied for all
submodules of M. In particular, if weight spaces of M are finite dimensional and
M has shadow, then each submodule of M has also shadow.
Proof. It is trivial. 
Lemma 4.6. Suppose that M has shadow and 0 6= α ∈ Rre.
(i) α ∈ CM if and only if tα ∈ CM for some positive integer t.
(ii) If either α,−α ∈ Rln or α,−α ∈ Rin, then for γ ∈ R×re, γ ∈ R
in if and
only if rα(γ) ∈ Rin where rα is defined as in Lemma 3.3.
Proof. (i) It is trivial using Lemma 3.1 and the fact that M has shadow.
(ii) If α ∈ R×re, then 2α ∈ R if and only if α ∈ R1. If α ∈ R1 ∩ R
×
re, then there
are x ∈ Lα and y ∈ L−α such that
spanC{x, y, h := [x, y], [x, x], [y, y]}
is a Lie superalgebra isomorphic to osp(1, 2) with α(h) = 2 (see [27, § 3] and [1, Exa.
2.2]). Then (14 [x, x],−
1
4 [y, y],
1
2h) is an sl2-triple corresponding to 2α ∈ Rre ∩ R0
and so rα = r2α. On the other hand by part (i), α ∈ Rin if and only if 2α ∈ Rin.
So to prove the lemma, without loss of generality, we assume α ∈ R0.
We first assume ±α ∈ Rln, then we have
γ ∈ Rin ⇐⇒∀λ ∈ supp(M) and ∀n ∈ Z≥0, λ+ nγ ∈ supp(M)
Lem.3.3
⇐⇒ ∀λ ∈ supp(M) and ∀n ∈ Z≥0, rα(λ) + nrα(γ) ∈ supp(M)
⇐⇒rα(γ) ∈ R
in.
Next suppose ±α ∈ Rin. For γ ∈ R×re, we have rα(γ) = γ+mα, for some integer m.
If γ ∈ Rin, Lemma 3.1(ii) implies that rα(γ) ∈ Rin; conversely assume rα(γ) ∈ Rin,
then by the fact we just proved, γ = rαrα(γ) ∈ R
in. 
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Theorem 4.7. Suppose that M is an L-module having shadow. Then
(i) (Rln +Rln) ∩R×re ⊆ R
ln,
(ii) (Rln + 2Rln) ∩R×re ⊆ R
ln.
Proof. (i) Suppose that β1, β2 ∈ Rln and β := β1 + β2 ∈ R×re. If −β1 ∈ R
in, then
β ∈ Rln as otherwise by Lemma 3.1(ii), β2 = β−β1 ∈ Rin which is a contradiction.
Similarly, if −β2 ∈ Rin, we get β ∈ Rln. So to continue the proof, we assume
±β1,±β2 ∈ Rln.
By Lemma 3.1, we may assume β1 and β2 are not proportional. Then either
2(β1, β2)/(β1, β1) = {±1, 0} or 2(β1, β2)/(β2, β2) = {±1, 0}. Without loss of gen-
erality, we assume 2(β1, β2)/(β1, β1) = {±1, 0}. If 2(β1, β2)/(β1, β1) = −1, then
by Lemma 4.6(ii), β1 + β2 = rβ1(β2) ∈ R
ln and so we are done. So we continue
with the case that 2(β1, β2)/(β1, β1) = {1, 0}. Set r := 2(β1, β2)/(β2, β2) which is
a nonnegative integer. We want to show β1 + β2 ∈ Rln. To the contrary assume
β1 + β2 ∈ Rin, then by lemma 4.6(ii), β1 − (r + 1)β2 = rβ2(β1 + β2) ∈ R
in and so
for each λ ∈ supp(M) and each k ∈ Z≥0, using Lemma 3.1(ii), we have
λ+ (r + 2)kβ1 =λ+ k(r + 1)(β1 + β2) + k(β1 − (r + 1)β2)
=λ+ k(r + 1)(β1 + β2︸ ︷︷ ︸
∈Rin
) + k(rβ2(β1 + β2)︸ ︷︷ ︸
∈Rin
) ∈ supp(M)
which contradicts the fact that β1 ∈ Rln ⊆ BM .
(ii) Suppose that β1, β2, β1 + 2β2 ∈ R×re with β1, β2 ∈ R
ln. If β1 + β2 ∈ R×re, we
are done using part (i) as β1+2β2 = (β1+ β2)+ β2. Otherwise, β1+ β2 ∈ Rim and
so 2(β1, β2)/(β2, β2) = −2. As in part (i), we may assume ±β2 ∈ Rln. Then using
Lemma 4.6(ii), we have β1 + 2β2 = rβ2(β1) ∈ R
ln. 
Theorem 4.8. Suppose that M is an L-module having shadow, then for each β ∈
R×re, one of the following will happen:
(i) (β + Zδ) ∩R ⊆ Rln,
(ii) (β + Zδ) ∩R ⊆ Rin,
(iii) there exist m ∈ Z and t ∈ {0, 1,−1} such that for γ := β +mδ,
(γ + Z≥1δ) ∩R ⊆ Rin, (γ + Z≤0δ) ∩R ⊆ Rln
(−γ + Z≥tδ) ∩R ⊆ Rin, (−γ + Z≤t−1δ) ∩R ⊆ Rln,
(iv) there exist m ∈ Z and t ∈ {0, 1,−1} such that for η := β +mδ,
(η + Z≤−1δ) ∩R ⊆ Rin, (η + Z≥0δ) ∩R ⊆ Rln
(−η + Z≤−tδ) ∩R ⊆ Rin, (−η + Z≥1−tδ) ∩R ⊆ Rln.
Proof. We know that β = β˙ + nδ for some n ∈ Z and β˙ ∈ R˙×re. Using (3.3), one
has s ∈ Z>0 and kβ˙ ∈ Z
≥0 with {m ∈ Z | β˙ +mδ ∈ R} = sZ + kβ˙ . So
(β + Zδ) ∩R = β + sZδ.
If (i) and (ii) do not hold, then there is an integer k ∈ Z such that
(†) γ := β + skδ ∈ Rln and γ + sδ = β + skδ + sδ ∈ Rin
or
(‡) γ := β + skδ ∈ Rin and γ + sδ = β + skδ + sδ ∈ Rln.
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In what follows we show that if (†) (resp. ‡) holds, then (iii) (resp. (iv)) is satisfied.
We mention that in (‡), we have
η := γ + sδ ∈ Rln and η + rs(−δ) = γ ∈ Rin.
This means that changing the role of δ with −δ in (†), we just need to study (†).
So from now till the end of the proof, we assume (†) holds. There are four cases:
Case 1. −γ ∈ Rln and −γ − sδ ∈ Rln.
Case 2. −γ ∈ Rin and −γ − sδ ∈ Rin.
Case 3. −γ ∈ Rin and −γ − sδ ∈ Rln.
Case 4. −γ ∈ Rln and −γ − sδ ∈ Rin.
Case 1. In this case, we have ±γ ∈ Rln. So Lemma 4.6 implies that
(4.3) γ + psδ ∈ Rin ⇔ −γ + psδ ∈ Rin (p ∈ Z).
In particular, since (†) holds, we have γ + sδ ∈ Rin and so −γ + sδ ∈ Rin. In two
steps we show the following:
∈Rln︷ ︸︸ ︷
· · · γ − 2sδ γ − sδ γ
∈Rin︷ ︸︸ ︷
γ + sδ γ + 2sδ · · ·(♯1)
· · · − γ − 2sδ − γ − sδ − γ︸ ︷︷ ︸
∈Rln
−γ + sδ − γ + 2sδ · · ·︸ ︷︷ ︸
∈Rin
Step 1. For n ∈ Z≥1, we have ±γ+nsδ ∈ Rin : Let n ∈ Z≥1, then by Lemma 3.1(ii)
±γ + (1 + 2n)sδ = (±γ + sδ︸ ︷︷ ︸
∈Rin
) + n(γ + sδ︸ ︷︷ ︸
∈Rin
) + n(−γ + sδ︸ ︷︷ ︸
∈Rin
) ∈ Rin.
Also we have
±γ + 2nsδ =(±γ + 2sδ) + (n− 1)(γ + sδ︸ ︷︷ ︸
∈Rin
) + (n− 1)(−γ + sδ︸ ︷︷ ︸
∈Rin
)
which is an element of Rin provided that ±γ + 2sδ ∈ Rin. If to the contrary
±γ + 2sδ ∈ Rln, then by Theorem 4.7(ii)
γ + 3sδ = (−γ − sδ︸ ︷︷ ︸
∈Rln
) + 2(γ + 2sδ︸ ︷︷ ︸
∈Rln
) ∈ Rln
while
−γ + 3sδ = (−γ + sδ︸ ︷︷ ︸
∈Rin
) + (γ + sδ︸ ︷︷ ︸
∈Rin
) + (−γ + sδ︸ ︷︷ ︸
∈Rin
) ∈ Rin
which contradicts (4.3). This completes the proof in of Step 1.
Step 2. For all positive integers n, ±γ − nsδ ∈ Rln : If n is a positive integer with
±γ − 2nsδ ∈ Rin, then
±γ = (±γ − 2nsδ︸ ︷︷ ︸
∈Rin
) + n(γ + sδ︸ ︷︷ ︸
∈Rin
) + n(−γ + sδ︸ ︷︷ ︸
∈Rin
) ∈ Rin
which is a contradiction. Also if ±γ + (−2n − 1)sδ ∈ Rin for some nonnegative
integer n, then
±γ − sδ = (±γ + (−2n− 1)sδ︸ ︷︷ ︸
∈Rin
) + n(γ + sδ︸ ︷︷ ︸
∈Rin
) + n(−γ + sδ︸ ︷︷ ︸
∈Rin
) ∈ Rin
which contradicts our assumption in Case 1; see (4.3). This completes the proof.
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Case 2. In this case we show:
∈Rln︷ ︸︸ ︷
· · · γ − 2sδ γ − sδ γ
∈Rin︷ ︸︸ ︷
γ + sδ γ + 2sδ · · ·(♯2)
· · · − γ − 2sδ︸ ︷︷ ︸
∈Rln
−γ − sδ − γ − γ + sδ − γ + 2sδ · · ·︸ ︷︷ ︸
∈Rin
Step 1. For all nonnegative integers n, γ−nsδ ∈ Rln: Suppose to the contrary that
n is a positive integer and γ − nsδ ∈ Rin, using (†), we have
γ︸︷︷︸
∈Rln
= (γ − nsδ︸ ︷︷ ︸
∈Rin
) + n( −γ︸︷︷︸
∈Rin
) + n(γ + sδ︸ ︷︷ ︸
∈Rin
) ∈ Rin
which is a contradiction.
Step 2. For n ∈ Z≥2, −γ−nsδ ∈ Rln: We first note that as ±(γ+sδ) ∈ Rin (by (†)
and our assumption), then by Lemma 4.6, −γ−2sδ = γ−2γ−2sδ = rγ+sδ(γ) ∈ Rln.
Now if to the contrary, for some n ∈ Z≥3, −γ − nsδ ∈ Rin, then
−γ − 2sδ︸ ︷︷ ︸
∈Rln
= (−γ − nsδ︸ ︷︷ ︸
∈Rin
) + (n− 2)( −γ︸︷︷︸
∈Rin
) + (n− 2)(γ + sδ︸ ︷︷ ︸
∈Rin
) ∈ Rin
which is a contradiction.
Step 3. For all n ∈ Z≥−1, we have γ+(n+2)sδ,−γ+nsδ ∈ Rin: By our assumption
in Case 2 and (†), −γ,−γ − sδ, γ + sδ ∈ R. Also if n is a nonnegative integer, then
− γ + nsδ = (n+ 1)( −γ︸︷︷︸
∈Rin
) + n(γ + sδ︸ ︷︷ ︸
∈Rin
) ∈ Rin,
γ + (n+ 2)sδ = (n+ 1)( −γ︸︷︷︸
∈Rin
) + (n+ 2)(γ + sδ︸ ︷︷ ︸
∈Rin
) ∈ Rin.
Case 3. We shall show the following:
∈Rln︷ ︸︸ ︷
· · · γ − 2sδ γ − sδ γ
∈Rin︷ ︸︸ ︷
γ + sδ γ + 2sδ · · ·(♯3)
· · · − γ − 2sδ − γ − sδ︸ ︷︷ ︸
∈Rln
−γ − γ + sδ − γ + 2sδ · · ·︸ ︷︷ ︸
∈Rin
Step 1. For all nonnegative integers n, −γ+nsδ, γ+(n+1)sδ ∈ Rin: Suppose that
n ≥ 0, then
− γ + nsδ = (n+ 1)( −γ︸︷︷︸
∈Rin
) + n(γ + sδ︸ ︷︷ ︸
∈Rin
) ∈ Rin,
γ + (n+ 1)sδ = n( −γ︸︷︷︸
∈Rin
) + (n+ 1)(γ + sδ︸ ︷︷ ︸
∈Rin
) ∈ Rin.
This completes the proof.
Step 2. For all nonnegative integers n, γ − nsδ ∈ Rln: We know from (†) that
γ ∈ Rln. Suppose to the contrary that n is a positive integer and γ − nsδ ∈ Rin.
As by Step 1, −(γ − nsδ) ∈ Rin, we have using Lemma 4.6 that
−γ + 2nsδ = γ − 2γ + 2nsδ = rγ−nsδ(γ) ∈ R
ln
which contradictions Step 1.
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Step 3. For all positive integers n, −γ − nsδ ∈ Rln: By our assumption, −γ − sδ ∈
Rln. So using Step 2 and Lemma 4.7, we have
−γ − (n+ 1)sδ = (γ − (n− 1)sδ) + 2(−γ − sδ) ∈ Rln + 2Rln ⊆ Rln.
Case 4. We show that this case cannot happen. If −γ ∈ Rln and −γ − sδ ∈ Rin,
by (†), we have ±γ ∈ Rln and ±(γ + sδ) ∈ Rin. So Lemma 4.6 implies that
±γ ± sδ = rγ(±(γ + sδ)) ∈ Rin. In particular
(4.4) µ+ (−γ + sδ) ∈ supp(M)⇔ µ ∈ supp(M)⇔ µ+ (γ + sδ) ∈ supp(M).
Now suppose λ ∈ supp(M). Since γ ∈ Rln, we find a positive integer p such that
λ+ 2pγ 6∈ supp(M). So
λ+ 2pγ 6∈ supp(M)
(4.4)
=⇒λ+ 2pγ + 2p(−γ + sδ) 6∈ supp(M)
=⇒λ+ 2psδ 6∈ supp(M)
=⇒λ+ p(γ + sδ) + p(−γ + sδ) 6∈ supp(M)
(4.4)
=⇒ λ 6∈ supp(M).
This is a contradiction. 
Definition 4.9. Suppose thatM is an L-module having shadow. We say α ∈ R×re is
full-locally nilpotent (resp. full-injective) if (α+Zδ)∩R ⊆ Rln (resp. (α+Zδ)∩R ⊆
Rin), otherwise, we call it hybrid.
Remark 4.10. In [23], the author classifies irreducible finite weight modules over
a current Lie algebra t := g⊗ S (and its central extensions) where g is a reductive
Lie algebra with Cartan subalgebra h and corresponding root system Φ and S is a
unital commutative associative algebra. The Lie algebra g⊗ S has a weight space
decomposition t = ⊕α∈Φtα with respect to h which is identified as a subalgebra of t.
For each α ∈ Φ, tα = gα⊗S. If V is an irreducible module of g⊗S having a weight
space decomposition V = ⊕λ∈h∗V λ with respect to h with finite dimensional weight
spaces, then nonzero weight vectors act either injectivly or nilpotently. Moreover,
for x ∈ gα (α ∈ Φ \ {0}), x⊗ 1 acts injectivly if and only if x⊗ a acts injectivly for
all a ∈ S [23, Pro. 2.2]. Therefore, Φ \ {0} = Φin ∪ Φln in which Φin (resp. Φln)
is the subset of Φ consisting of all nonzero roots whose nonzero weight vectors act
injectivly (resp. nilpotently). It is proved that if Φln as well as Φin are nonempty
proper subsets of Φ \ {0}, then V is parabolically induced from an irreducible
admissible module [23, Thm. 2.9].
The situation in the study of finite weight modules of current Lie algebras is
different from the study of finite weight modules of affine Lie (super)algebras. As
a special case, suppose that g is a finite dimensional simple Lie algebra and V is
an irreducible finite weight module over untwisted affine Lie algebra (g⊗C[t±1])⊕
Cc ⊕ Cd; in particular, V has shadow. When we are working with nonzero root
vectors corresponding to hybrid roots, we have a nonzero weight vector x of g
with the nilpotent action of x ⊗ tm and injective action of x ⊗ tn, on V, for some
m,n ∈ Z, a phenomena which dose not happen in the situation of current Lie
algebras as we explained above. We also mention that a finite weight module over
(g⊗C[t±1])⊕Cc⊕ Cd is not necessarily a finite wight module of (g⊗C[t±1])⊕Cc
as a central extension of the current Lie algebra g⊗ C[t±1].
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5. Modules over twisted affine Lie superalgebras
Suppose that G = G0 ⊕ G1 is a twisted affine Lie superalgebra with standard
Cartan subalgebra H and corresponding root system R. Assume M is a simple
G -module having a weight space decomposition with respect to H with finite di-
mensional weight spaces. By Proposition 4.4, M has shadow. We know from (3.3)
that there is r ∈ Z>0 such that
(5.1) Ri + rZδ ⊆ Ri (i = 0, 1).
Since M has shadow, using Theorem 4.8, we have
R
×
re = {α ∈ R
×
re | ∃M, (α+ Z
≥M
δ) ∩R ⊆ Rln}︸ ︷︷ ︸
K1
⊎{α ∈ R×re | ∃M, (α+ Z
≥M
δ) ∩ R ⊆ Rin}︸ ︷︷ ︸
K2
in which “ ⊎ ” indicates disjoint union. If α, β ∈ K1 (resp. K2) and α+ β ∈ R×re,
then for large enough n, α + nrδ, β + rnδ ∈ Rln (resp. Rin) and by Theorem
4.7 (resp. Lemma 3.1(ii)), α + β + 2rnδ ∈ Rln (resp. α + β + 2rnδ ∈ Rin); i.e.,
α+ β ∈ K1 (resp. ∈ K2). It means that
(5.2) K1 and K2 are closed subsets of R
×
re.
We know from remark A.1 that there are affine Lie subalgebras G0(1) and G0(2) of
G0 with Cartan subalgebras H1 and H2 respectively such that
H = H1 + H2.
Set
(5.3) ki := G0(i) + H (i = 1, 2).
We denote by R(i), the set of weights of ki with respect to H ; this is in fact the
root system of G0(i) with respect to Hi. We set
R(i)ln := R(i) ∩Rln and R(i)in := R(i) ∩Rin.
Definition 5.1. We say R(i) is tight if there is a nonzero real root α ∈ R(i) with
(α+ Zδ) ∩R(i) ⊆ R(i)ln or (α+ Zδ) ∩R(i) ⊆ R(i)in; otherwise, we call it hybrid.
If R(i) is hybrid, (5.2) together with Theorem 4.8 implies that R(i)∩K1 as well
as R(i) ∩ K2 are symmetric closed subsets of R(i)
×
re which in turn implies that
(α, β) = 0 if α ∈ R(i) ∩K1 and β ∈ R(i) ∩K2. Therefore, either R(i) ∩K1 = ∅ or
R(i) ∩K2 = ∅ as R(i) is an affine root system.
Definition 5.2. Suppose that R(i) (i = 1, 2) is hybrid. We call R(i) up-nilpotent
hybrid if R(i) ∩K1 = R(i)×re, otherwise, we call it down-nilpotent hybrid. We set
(5.4) Pi :=
{
R(i)ln ∪ −R(i)in ∪ (Z≥0δ ∩R(i)) if R(i) is up-nilpotent hybrid
R(i)ln ∪ −R(i)in ∪ (Z≤0δ ∩R(i)) if R(i) is down-nilpotent hybrid.
Lemma 5.3. Suppose that R(i) (i = 1, 2) is hybrid. Then Pi is a proper parabolic
subset of R(i); i.e., Pi is a proper subset of R(i) satisfying R(i) = Pi ∪ −Pi and
(Pi + Pi) ∩R(i) ⊆ Pi.
Proof. As R(i) = Pi ∪ −Pi, we just need to show that Pi is closed. We first
assume R(i) is down-nilpotent hybrid. Using Theorem 4.7, Lemma 3.1(ii) as well
as Theorem 4.8 and (♯1)-(♯3) in its proof, we get
((R(i)ln ∪ −R(i)in) + (R(i)ln ∪ −R(i)in)) ∩R(i) ⊆ Pi.
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So we just need to prove R(i)∩ ((R(i)ln ∪−R(i)in)+ (Z<0δ∩R(i))) ⊆ Pi. Suppose
α ∈ −R(i)in and m ∈ Z<0 are such that α + mδ ∈ R(i), then as α ∈ −R(i)in,
Theorem 4.8 implies that −α −mδ ∈ R(i)in and so α +mδ ∈ −R(i)in. Similarly,
we can see that α +mδ ∈ R(i)ln if α ∈ R(i)ln and m ∈ Z<0 with α +mδ ∈ R(i).
Using the same argument as above, one can get the result when R(i) is up-nilpotent
hybrid. 
Lemma 5.4. Suppose that j, k ∈ {1, 2} and j 6= k. If R(j) is up-nilpotent hybrid
(resp. down-nilpotent hybrid), then R(k) is either tight or up-nilpotent hybrid (resp.
down-nilpotent hybrid).
Proof. To the contrary, assume R(j) is up-nilpotent hybrid and R(k) is down-
nilpotent hybrid. Using Lemma 5.3 and [10, Pro. 2.10] together with Proposition
3.6(ii)(b) for kj-module M, one finds p ∈ Z>0 and µ ∈ supp(M) such that
(5.5) (µ+ Z>0pd) ∩ supp(M) = ∅.
For r as in (5.1) and β ∈ R(k)re \ {0}, choose m > 0 such that
±β − nrpδ ∈ R(k)ln and ± β + nrpδ ∈ R(k)in (n ≥ m).
Now if µ+ β −mrpδ ∈ supp(M), then as −β + 2mrpδ ∈ Rin, we have
µ+mrpδ = (µ+ β −mrpδ)− β + 2mrpδ ∈ supp(M)
which is a contradiction, in particular,
(kk)
β−mrpδMµ = {0}.
Also as β, β + 2mrpδ ∈ R(k), the root string property implies that 2mrpδ ∈ R(k)
and by (5.5), we have
(kk)
2mrpδMµ = {0}.
Therefore, we have
(kk)
β+mrpδMµ = [(kk)
β−mrpδ, (kk)
2mrpδ]Mµ = {0}
which contradictions the fact that β +mrpδ ∈ R(k)in. 
5.1. Irreducible hybrid finite weight modules.
Lemma 5.5. Suppose that R(1) and R(2) are hybrid and recall (5.4). Set P :=
P1 ∪ P2. Then there exists a functional ζ : spanR(R0) −→ R such that
P = {α ∈ R0 | ζ(α) ≥ 0}.
Proof. Set
R˙(i) := {α˙ ∈ R˙ | α˙+mδ ∈ R(i) for some m ∈ Z} (i = 1, 2)
and for i = 1, 2, suppose si is the smallest positive integer with siδ ∈ R(i).
Without loss of generality, using Lemma 5.4, we assume both R(1) and R(2)
are up-nilpotent hybrid. Then s1δ ∈ P \ −P. For the standard base Σi of R(i),
R(i)+(Σi) \ Pi is finite and so by [10, Pro.2.10], there is a base Πi of R(i) such
that R(i)+(Πi) ⊆ Pi. We claim that under the Weyl group action, Πi is conjugate
to Σi. We know that under the Weyl group action, bases of R(i) are conjugate to
the standard base or to its opposite. To the contrary, assume there is an element
ω of the Weyl group such that −ω(Σ1) = Π1. Then ω(R˙(i)) is a finite root system
with a base {β˙1, . . . , β˙t} such that Π1 = {−β˙1, . . . ,−β˙t, θ˙ − s1δ} where θ˙ is either
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the highest root of ω(R˙(i)) or the highest short root of ω(R˙(i)) with respect to
{β˙1, . . . , β˙t}. We know that
(5.6)
ω(R˙(1))×ind := ω(R˙(1))sh∪ω(R˙(1))lg ⊆ R(1) and for γ ∈ ω(R˙(1))
×
ind,
there are not-necessarily distinct elements γ˙1, . . . , γ˙n ∈ {β˙1, . . . , β˙t}
such that γ =
∑n
i=1 γ˙i and
∑m
i=1 γ˙i ∈ ω(R˙(1))
×
ind for all 1 ≤ m ≤ t,
and that if β˙ is the highest short root, then{
θ˙ ∈ ω(R˙(1))×ind if R(1) is not of type A
(2)
2ℓ ,
θ˙ = 2β˙ 6∈ R(1) if R(1) is of type A
(2)
2ℓ .
Using (5.6), as {−β˙1, . . . ,−β˙t} ⊆ P1, we get −β˙ ∈ P1. Also we know from affine
Lie theory that β˙ − s1δ ∈ R(1). So if R(1) is of type A
(2)
2ℓ , we have
−s1δ = (2β˙ − s1δ) + (−β˙)︸ ︷︷ ︸
∈(P1+P1)∩R(1)
+(−β˙) ∈ (P1 + P1) ∩R(1) ⊆ P1,
in other words, s1δ ∈ P1 ∩−P1 which is a contradiction. Also if R(1) is not of type
A
(2)
2ℓ , then using (5.6), we have −θ˙ ∈ −P and so
−s1δ = (θ˙ − s1δ) + (−θ˙) ∈ (P1 + P1) ∩R(1) ⊆ P1
which is again a contradiction. These all together imply that Π1 is conjugate to
Σ1. Similarly Π2 is conjugate to Σ2. So Π1 = {αj, α0 := s1δ − θ1 | 1 ≤ j ≤ n} and
Π2 = {βj , β0 := s2δ − θ2 | 1 ≤ j ≤ m} in which Π˙1 := {α1, . . . , αn} and Π˙2 :=
{β1, . . . , βm} are respectively bases for some finite root systems isomorphic to R˙(1)
and R˙(2) respectively and θi (i = 1, 2) is either the highest short root or the highest
root of the corresponding finite root system with respect to Π˙i. Renumbering the
elements of Π˙1 and Π˙2 if necessary, we assume α1, . . . , αt, β1, . . . , βk ∈ P \ −P and
αt+1, . . . , αn, βk+1, . . . , βm ∈ P ∩ −P.
Now we are ready to define a functional ζ : spanR(R0) −→ R with the desired
property. Using a modified argument as in [10, Pro. 2.10(ii)], we just need to define
a functional ζ satisfying
(5.7) ζ(Πi ∩ (P \ −P )) ⊆ R
>0 and ζ(Πi ∩ (P ∩ −P )) = {0} (i = 1, 2).
Since B := Π1 ∪Π2 \ {s2δ− θ2} is a basis for the vector space spanR(R0), to define
ζ, it is enough to define it on B. Let
θ1 =
n∑
i=1
riαi and θ2 =
m∑
j=1
kjβj
and recall from finite dimensional Lie theory that ri’s as well as ki’s are positive.
We then set
s := s2/s1.
Case 1. s1δ − θ1, s2δ − θ2 ∈ P ∩−P : Define
ζ :spanR(R0) −→ R;

s1δ − θ1 7→ 0
αi 7→
1
stri
1 ≤ i ≤ t,
αi 7→ 0 t+ 1 ≤ i ≤ n,
βj 7→
1
kkj
1 ≤ j ≤ k,
βj 7→ 0 k + 1 ≤ j ≤ m.
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Then
ζ(s2δ − θ2) = sζ(s1δ)− ζ(θ2) = sζ(s1δ − θ1) + sζ(θ1)− ζ(θ2) = sζ(s1δ − θ1) = 0.
Case 2. s1δ − θ1, s2δ − θ2 ∈ P \ −P : Define
ζ :spanR(R0) −→ R;

s1δ − θ1 7→ 1
αi 7→
1
stri
1 ≤ i ≤ t,
αi 7→ 0 t+ 1 ≤ i ≤ n,
βj 7→
1
kkj
1 ≤ j ≤ k,
βj 7→ 0 k + 1 ≤ j ≤ m.
Then
ζ(s2δ − θ2) = sζ(s1δ)− ζ(θ2) = sζ(s1δ − θ1) + sζ(θ1)− ζ(θ2) = sζ(s1δ − θ1) = s.
Case 3. s1δ − θ1 ∈ P \ −P and s2δ − θ2 ∈ P ∩ −P : Define
ζ :spanR(R0) −→ R;

s1δ − θ1 7→
1
s
αi 7→
1
stri
1 ≤ i ≤ t,
αi 7→ 0 t+ 1 ≤ i ≤ n,
βj 7→
2
kkj
1 ≤ j ≤ k,
βj 7→ 0 k + 1 ≤ j ≤ m.
Then
ζ(s2δ − θ2) = sζ(s1δ − θ1) + sζ(θ1)− ζ(θ2) = 1 + 1− 2 = 0.
Case 4. s1δ − θ1 ∈ P ∩ −P and s2δ − θ2 ∈ P \ −P : Define
ζ :spanR(R0) −→ R;

s1δ − θ1 7→ 0
αi 7→
1
stri
1 ≤ i ≤ t,
αi 7→ 0 t+ 1 ≤ i ≤ n,
βj 7→
1
2kkj
1 ≤ j ≤ k,
βj 7→ 0 k + 1 ≤ j ≤ m.
Then
ζ(s2δ − θ2) = sζ(s1δ − θ1) + sζ(θ1)− ζ(θ2) = 0 + 1−
1
2
=
1
2
.
This completes the proof. 
Theorem 5.6. Suppose that R(1) and R(2) are hybrid. Then there is a parabolic
subset P of R such that MG
+
= {v ∈M | G αv = {0} (∀α ∈ P \ −P)} 6= {0}.
Proof. Without loss of generality, we assume both R(1) and R(2) are up-nilpotent
hybrid and define the functional ζ : spanR(R0) −→ R as in Lemma 5.5. Since
spanR(R0) = spanR(R) (see (A.13)), ζ defines a triangular decomposition R =
R+ ∪R◦ ∪R−; in particular,
δ ∈ R+.
We know from (A.14) and (A.16) that for each α˙ ∈ R˙×, there is rα˙ ∈ Z>0 and
0 ≤ kα˙ < rα˙ such that
Sα˙ = {mδ | m ∈ Z, α˙+mδ ∈ R} = (rα˙Z + kα˙)δ,
Sα˙ = Zδ (α˙ ∈ R˙sh),(5.8)
Sα˙ = Sβ˙ = rα˙Zδ (α˙, β˙ ∈ R˙
×
ns).
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We set
A :={v ∈M \ {0} | G αv = {0} ∀α ∈ R+ ∩ (Rre ∪Rim)}
={v ∈M \ {0} | G nδv = G αv = {0} ∀α ∈ Rre ∩R
+, n ∈ Z>0}.
Then using Proposition 3.7, it is enough to show
B := {v ∈ A | ∃N ∈ Z≥0 s.t. G α+nδv = {0} (α ∈ Rns, n ≥ N)}
is nonempty. As R˙ is finite, we just need to show
(5.9)
there exists v ∈ A such that for each α˙ ∈ R˙×ns, there is
N ∈ Z≥0 with G α˙+nδv = {0} for all n ≥ N.
We recall G0(i) and ki as in (5.3); in fact G0(i) is an affine Lie algebra and
ki = G0(i) + H .
Apply Proposition 3.6(ii)(b) for k1-module M to find a positive integer p and λ ∈
supp(M) such that (λ + Z>0pδ) ∩ supp(M) = ∅. Now using Proposition 3.6(ii)(a)
for G -module M , we get A 6= ∅.
• G 6= A(2k − 1, 2ℓ− 1)(2)6 6 : Fix 0 6= v ∈ A. Suppose that α˙ ∈ R˙×ns. Then there are
β˙, γ˙ ∈ R˙sh such that α˙ = β˙ + γ˙. By (5.8),
Sα˙ = rα˙Zδ and Sβ˙ = Sγ˙ = Zδ.
Since ζ(δ) > 0, we choose a large enough m such that β˙ + rα˙m
′δ, γ˙ + rα˙m
′δ ∈
R+ ∩Rre for all m′ ≥ m. Now as v ∈ A, for each nonnegative integer k, we have
G
α˙+rα˙(2m+k)δv = [G β˙+rα˙(m+k)δ,G γ˙+rα˙mδ]v = {0}.
This completes the proof in this case.
• G = A(2k − 1, 2ℓ− 1)(2) : In this case, Rre ⊆ R0. Set
W := ⊕λ∈supp(M) ⊕ǫ∈R×ns G
ǫMλ.
Contemplating (5.3), we get using Remark A.1(ii) that W is a k1 + k2-module.
Using Proposition 3.6(ii)(b) for k1-module W, one finds a positive integer p and
λ ∈ supp(W ) such that (λ+Z>0pδ)∩supp(W ) = ∅.Now apply Proposition 3.6(ii)(a)
for (k1 + k2)-module W , there is a weight µ of W such that µ + α is not a weight
for W if α ∈ R0 ∩ R+. Since µ is a weight for W, there is a nonzero nonsingular
root ǫ and λ ∈ supp(M) such that G ǫMλ 6= {0} and µ = ǫ+λ. For 0 6= v ∈ G ǫMλ,
we have
(5.10) G αv ∈ Wα+µ = {0} (α ∈ R+ ∩R0 = R
+ ∩ (R \Rns));
i.e., v ∈ A. We claim that v satisfies (5.9). We first note that
(5.11) G ǫv ∈ G ǫG ǫMλ ⊆ [G ǫ,G ǫ]Mλ = {0}.
We recall that rǫ˙ = 1 and suppose
ǫ = ǫ˙+mδ for some ǫ˙ ∈ R˙ns and m ∈ Z.
For each α˙ ∈ R˙×ns, by Remark A.1, one of the following happens:
• there is β˙1 ∈ R˙sh such that α˙ = ǫ˙+ β˙1,
• there are β˙1 ∈ R˙sh and β˙2 ∈ R˙×re such that ǫ˙+ β˙1 ∈ R˙
×
ns and α˙ = ǫ˙+ β˙1+ β˙2,
• there are β˙1 ∈ R˙sh and β˙2, β˙3 ∈ R˙×re such that ǫ˙+ β˙1, ǫ˙+ β˙1+ β˙2 ∈ R˙
×
ns and
α˙ = ǫ˙ + β˙1 + β˙2 + β˙3.
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Recalling (5.8), in the first case, by choosing t1 ∈ Z with ζ(β˙1 + t1δ) > 0, we have
G
α˙+tδv = [G β˙1+(t−m)δ,G ǫ]v = {0} (t > t1 +m),
as G ǫv = {0} and v ∈ A. Also in the second case, we choose t1, t2 ∈ Z>0 with
t1 + t2 +m > 0 and β˙1 + t1δ, β˙2 + t2δ ∈ R+. Then for t ≥ t1 + t2 +m, by (5.10),
we have G β˙1+(t−t2−m)δv = {0} and G β˙2+t2δv = {0}. So (5.11) implies that
G
α˙+tδv = [G β˙2+t2δ, [G β˙1+(t−t2−m)δ,G ǫ]]v = {0}.
Similarly, in the third case, we choose t1, t2, t3 ∈ Z
>0 with t1+ t2+ t3+m > 0 and
β˙1 + t1δ, β˙2 + t2δ, β˙3 + t3δ ∈ R+. Then for t ≥ t1 + t2 + t3 +m, we have
G
α˙+tδv = [G β˙3+t3δ, [G β˙2+t2δ, [G β˙1+(t−t2−t3−m)δ,G ǫ]]]v = {0}.
This completes the proof. 
In the following theorem, we show that the classification problem of irreducible
hybrid finite weight G -modules M is reduced to the classification of cuspidal mod-
ules of finite-dimensional cuspidal Lie superalgebras studied in [12] (see [14, Thm.
A] for certain modules over untwisted affine Lie superalgebras).
Theorem 5.7. Suppose that M is an irreducible hybrid finite weight G -module.
Then there is a triangular decomposition R = R+∪R◦∪R− for R and a triangular
decomposition R◦ = R◦,+∪R◦,◦∪R◦,− for R◦ with finite R◦,◦ as well as a cuspidal
module N of ⊕α∈R◦,◦G α such that M ≃ IndL (N).
Proof. Suppose that R = R+∪R◦∪R− is the triangular decomposition introduced
in the proof of Theorem 5.6; we mention that R◦ is finite. We have seen in this
theorem that MG
+
is a nonzero G ◦-module. Set b := G+ ⊕ G ◦. By Proposition
3.5(ii), MG
+
= {v ∈ M | Lαv = {0} (α ∈ R+)} is an irreducible finite weight
module for G ◦ = ⊕α∈R◦Lα and M ≃ IndL(ML
+
). Since R◦ is finite, G ◦ is finite
dimensional and so [12, Thm. 6.1] implies that there is a triangular decomposition
R◦ = R◦,+ ∪R◦,◦ ∪R◦,− for R◦ and a cuspidal module N of ⊕α∈R◦,◦G α such that
MG
+
≃ IndG ◦(N). This together with Proposition 3.5(ii) and [12, Cor. 2.4] gives
that M ≃ IndG (N) and so we are done. 
Appendix A. Affine Lie superalgebras
In this section, we recall twisted affine Lie superalgebras from [25]. Suppose
that g is a finite dimensional basic classical simple Lie superalgebra with a Cartan
subalgebra h ⊆ g0. Suppose that κ is a nondegenerate supersymmetric invariant
even bilinear form and σ is an automorphism of order n. Since σ preserves g0 as
well as g1, we have
gi =
n−1⊕
k=0
[k]gi where
[k]gi = {x ∈ gi | σ(x) = ζ
kx} (i ∈ Z2, 0 ≤ k ≤ n− 1).
in which ζ is the n-th primitive root of unity. Then
(A.1) ĝ := ĝ0 ⊕ ĝ1 where ĝi =
n−1⊕
k=0
([k]gi ⊗ t
k
C[t±n]) (i ∈ Z2).
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is a subalgebra of the current superalgebra g⊗ C[t±1]. Setting
G :=
n−1⊕
k=0
([k]g⊗ tkC[t±n])⊕ Cc⊕ Cd and H := (([0]g ∩ h)⊗ 1)⊕ Cc⊕ Cd.
Then G together with
[x⊗tp+rc+sd, y⊗tq+r′c+s′d] := [x, y]⊗tp+q+pκ(x, y)δp+q,0c+sqy⊗t
q−s′px⊗tp
is a Lie superalgebra called an affine Lie superalgebra and H is a Cartan subalgebra
of G . It is called twisted if σ 6= id and if σ = id and g 6= A(n, n), it is called non-
twisted4. The Lie superalgebra G is denoted by X(n) where X is the type of g.
For an integer number i, we define
sgn(i) :=
{
1 i > 0
0 i ≤ 0.
For an m × n-matrix A and positive integers ℓ and k define n ×m-matrices A⋄1 ,
A⋄2 , A⋄3 , A⋄4 and A⋄5 as follow:
(A.2)
(A⋄1)r,s := (−1)
r+sσ1(r, s)Am+1−s,n+1−r
(A⋄2)r,s := (−1)
r+sσ2(r, s)Am+1−s,n+1−r (if n = 2ℓ+ 1)
(A⋄3)r,s := (−1)
r+sσ3(r, s)Am+1−s,n+1−r (if m = 2ℓ + 1)
(A⋄4)r,s := (−1)
r+sσ4(r, s)Am+1−s,n+1−r (if m = n = 2ℓ+ 1)
(A⋄5)r,s := (−1)
r+sσ5(r, s)Am+1−s,n+1−r (if n = 2k)
(A⋄6)r,s := (−1)
r+sσ6(r, s)Am+1−s,n+1−r (if m = 2k)
(A⋄7)r,s := (−1)
r+sσ7(r, s)Am+1−s,n+1−r (if m = n = 2k)
where
(A.3)

σ1(r, s) := 1
σ2(r, s) := (−1)
sgn(r−(ℓ+1))(−1)(ℓ+1)δr,ℓ+1iδr,ℓ+1
σ3(r, s) := (−1)
sgn(s−(ℓ+1))(−1)(ℓ+1)δs,ℓ+1(−i)δs,ℓ+1
σ4(r, s) := (−1)
sgn(s−(ℓ+1))+sgn(r−(ℓ+1))(−1)(ℓ+1)(δr,ℓ+1+δs,ℓ+1)iδr,ℓ+1(−i)δs,ℓ+1
σ5(r, s) := (−1)
sgn(k+1−r)
σ6(r, s) := (−1)
sgn(k+1−s)
σ7(r, s) := (−1)
sgn(k+1−r)+sgn(k+1−s).
We note that if m = n, then
(A.4) tr(A⋄1) = tr(A⋄4 ) = tr(A).
Also ⋄1 is of order 2 while ⋄4 is of order 4. Set
g := A(m,n) =
{
psl(m+ 1, n+ 1) m = n
sl(m+ 1, n+ 1) m 6= n.
We define
hi := ei,i−ei+1,i+1 dj := em+1+j,m+1+j−em+2+j,m+2+j (1 ≤ i ≤ m, 1 ≤ j ≤ n).
For 1 ≤ j ≤ m + 1 and 1 ≤ r ≤ n + 1, define the following functionals on h :=
span{hi, dj | 1 ≤ i ≤ m, 1 ≤ j ≤ n} by
(A.5) ǫ˙j :
{
hi 7→ δi,j − δi+1,j
dt 7→ 0
δ˙r :
{
hi 7→ 0
dt 7→ δt,r − δt+1,r
4The definition of A(n, n)(1) is a little bit different.
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for 1 ≤ i ≤ m and 1 ≤ t ≤ n. The even part g0 of g is a reductive Lie algebra which
is centerless if m = n and has a 1-dimensional center if m 6= n. More precisely,
assume
t1 :=
{(
A 0
0 0
)
| tr(A) = 0
}
≃ sl(m+ 1), t2 :=
{(
0 0
0 B
)
| tr(B) = 0
}
≃ sl(n+ 1),
I :=
( 1
m+1
Im+1 0
0
1
n+1
In+1
)
.
(A.6)
Then the subalgebras h1 := span{hi | 1 ≤ i ≤ m} and h2 := span{dj | 1 ≤ j ≤ n}
are Cartan subalgebras of t1 and t2 respectively. We have
g0 =
{
t1 ⊕ t2 m = n
t1 ⊕ t2 ⊕ CI m 6= n.
A.1. A(2k, 2ℓ)(4). Suppose m = 2k and n = 2ℓ. For X =
(
A B
C D
)
∈ g, de-
fine Xσ :=
(
−A⋄1 C⋄3
−B⋄2 −D⋄4
)
. Then σ defines an automorphism of order 4 on
g = A(2k, 2ℓ). The automorphism σ maps each simple component of g0 to itself.
Suppose G0(1) and G0(2) are affine Lie algebras obtained from t1 and t2 using the
automorphisms σ|t1 and σ|t2 respectively. Setting
Hi = ((
[0]g ∩ hi)⊗ 1)⊕ Cc⊕ Cd (i = 1, 2),
the Cartan subalgebra of G = A(2k, 2ℓ)(4) is
(A.7) H = H1 + H2
Contemplating (A.6), we have
G0 =
{
G0(1) + G0(2) k = ℓ
(G0(1) + G0(2))⊕ (I ⊗ t2C[t±4]) k 6= ℓ.
We also have
G0(1) = (t1(⋄1)⊗ C[t
±4])⊕ (V ⊗ t2C[t±4])⊕ Cc⊕ Cd
where t1(⋄1) and V are eigenspaces of t1 corresponding to 1 and −1 respectively
with respect to ⋄1. The automorphism ⋄1 of t1 induces an automorphism of the
dual space of h1, mapping ǫ˙i− ǫ˙j to ǫ˙2k+2−j− ǫ˙2k+2−i. Setting ǫi :=
1
2 (ǫ˙i− ǫ˙2k+2−i),
we get that the set of roots of G0(1) is
R1 := ({±ǫi,±ǫi ± ǫj | 1 ≤ i 6= j ≤ k}+ 2Zδ) ∪ ({±2ǫi}+ 4Zδ + 2δ) ∪ 2Zδ
where δ is a functional mapping d to 1 and (([0]g∩ hi)⊗ 1)⊕Cc to 0. Also G0(2) is
the affine Lie algebra obtained from t2 by applying ⋄4. In fact
G0(2) = (t2(⋄4)⊗ C[t
±4])⊕ (V± ⊗ t
±1
C[t±4])⊕ (U ⊗ t2C[t±4])⊕ Cc⊕ Cd
where t2(⋄4), V± and U are eigenspaces of t2 corresponding to 1, ±i and −1 respec-
tively with respect to ⋄4. The automorphism ⋄4 induces an automorphism on the
dual space of h2, mapping δ˙j− δ˙s to δ˙2ℓ+2−s− δ˙2ℓ+2−j. Setting δj :=
1
2 (δ˙j− δ˙2ℓ+2−j),
we get that the set of roots of G0(2) is
R2 := ({±2δj | 1 ≤ j ≤ ℓ}+ 4Zδ) ∪ ({±δj ± δs | 1 ≤ j 6= s ≤ ℓ}+ 2Zδ)
∪ ({±δi | 1 ≤ i ≤ ℓ}+ 4Zδ ± δ) ∪ 2Zδ.
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A.2. A(2k − 1, 2ℓ− 1)(2), (k, ℓ) 6= (1, 1)6 6 . Suppose m = 2k − 1 and n = 2ℓ − 1.
For X =
(
A B
C D
)
∈ g, define Xσ :=
(
−A⋄7 C⋄5
−B⋄6 −D⋄1
)
. Then σ defines an
automorphism of order 2 on g = A(2k− 1, 2ℓ− 1). Set G = A(2k− 1, 2ℓ− 1)(2) and
suppose G0(1) and G0(2) are affine Lie algebras obtained by the affinization of t1
and t2 using the automorphism σ. Then we have
G0 =
{
G0(1) + G0(2) k = ℓ
(G0(1) + G0(2))⊕ (I ⊗ tC[t±2]) k 6= ℓ;
see (A.6). Setting
Hi = ((
[0]g ∩ hi)⊗ 1)⊕ Cc⊕ Cd (i = 1, 2),
the Cartan subalgebra of G is
(A.8) H = H1 + H2
We have
G0(1) = (t1(⋄7)⊗ C[t
±2])⊕ (V ⊗ tC[t±2])⊕ Cc⊕ Cd
where t1(⋄7) and V are eigenspaces of t1 corresponding to 1 and −1 respectively
with respect to ⋄7. The automorphism ⋄7 of t1 induces an automorphism of the
dual space of h1, mapping ǫ˙i− ǫ˙j to ǫ˙2k+1−j− ǫ˙2k+1−i. Setting ǫi :=
1
2 (ǫ˙i− ǫ˙2k+1−i),
we get that the set of roots of G0(1) is
R1 := ({±ǫi ± ǫj | 1 ≤ i 6= j ≤ k}+ Zδ) ∪ ({±2ǫi}+ 2Zδ + δ) ∪ Zδ
where δ is a functional mapping d to 1 and (([0]g∩ hi)⊗ 1)⊕Cc to 0. Also G0(2) is
the affine Lie algebra obtained from t by applying ⋄1. In fact
G0(2) = (t2(⋄1)⊗ C[t
±2])⊕ (V ⊗ tC[t±2])⊕ Cc⊕ Cd
where t2(⋄1) and V are eigenspaces of t2 corresponding to 1 and −1 respectively
with respect to ⋄1. The automorphism ⋄1 induces an automorphism on the dual
space of h2 mapping δ˙j − δ˙s to δ˙2ℓ+1−s− δ˙2ℓ+1−j . Setting δj :=
1
2 (δ˙j − δ˙2ℓ+1−j), we
get that the set of roots of G0(2) is
R2 := ({±2δj | 1 ≤ j ≤ ℓ}+ 2Zδ) ∪ ({±δj ± δs | 1 ≤ j 6= s ≤ ℓ}+ Zδ) ∪ Zδ.
A.3. A(2k, 2ℓ− 1)(2). Suppose m = 2k and n = 2ℓ − 1. For X =
(
A B
C D
)
∈ g,
define Xσ :=
(
−A⋄1 C⋄1
−B⋄1 −D⋄1
)
. Then σ defines an automorphism of order 2 on
g = A(2k, 2ℓ− 1). For G = A(2k, 2ℓ− 1)(2), the Cartan subalgebra of G is
(A.9) H = H1 + H2 with Hi = ((
[0]g ∩ hi)⊗ 1)⊕ Cc⊕ Cd (i = 1, 2).
Moreover, we have G0 = G0(1)+G0(2)⊕ (I ⊗ tC[t±2]), where G0(1) is the affine Lie
algebra obtained from t1 by applying ⋄1; in fact
G0(1) = (t1(⋄1)⊗ C[t
±2])⊕ (V ⊗ tC[t±2])⊕ Cc⊕ Cd
where t1(⋄1) and V are eigenspaces of t1 corresponding to 1 and −1 respectively
with respect to ⋄1. The automorphism ⋄1 of t1 induces an automorphism of the
dual space of h1 mapping ǫ˙i− ǫ˙j to ǫ˙2k+2−j − ǫ˙2k+2−i. Setting ǫi :=
1
2 (ǫ˙i− ǫ˙2k+2−i),
we get that the set of roots of G0(1) is
R1 := ({±ǫi,±ǫi ± ǫj | 1 ≤ i 6= j ≤ k}+ Zδ) ∪ ({±2ǫi}+ 2Zδ + δ) ∪ Zδ
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where δ is a functional mapping d to 1 and (([0]g∩ hi)⊗ 1)⊕Cc to 0. Also G0(2) is
the affine Lie algebra obtained from t by applying ⋄1. In fact
G0(2) = (t2(⋄1)⊗ C[t
±2])⊕ (V ⊗ tC[t±2])⊕ Cc⊕ Cd
where t2(⋄1) and V are eigenspaces of t2 corresponding to 1 and −1 respectively
with respect to ⋄1. The automorphism ⋄1 induces an automorphism on the dual
space of h2, consisting of all diagonal matrices, mapping δ˙j− δ˙s to δ˙2ℓ+1−s− δ˙2ℓ+1−j.
Setting δj :=
1
2 (δ˙j − δ˙2ℓ+1−j), we get that the set of roots of G0(2) is
R2 := ({±2δj | 1 ≤ j ≤ ℓ}+ 2Zδ) ∪ ({±δj ± δs | 1 ≤ j 6= s ≤ ℓ}+ Zδ) ∪ Zδ.
A.4. D(k + 1, ℓ)(2). Suppose k is a nonnegative integer and ℓ is a positive integer.
We know that g := osp(2k + 2, 2ℓ) consists of all matrices of the form
(A.10)

x y
z −xt
m n
p q
−qt −nt
pt mt
r s
u −rt

where x, m and r are respectively (k + 1)× (k + 1), (k + 1)× ℓ and ℓ× ℓ-matrices
and y as well as z are skew-symmetric matrices while s and u are symmetric. We
make a convention that for 1 ≤ i ≤ k + 1, set i¯ := i+ k + 1. Set G := (gi,j) to be a
(2k + 2)× (2k + 2)-matrix define dy
gi,j = gi¯,j¯ := (1− δi,k+1)δi,j and gi¯,j = gj,¯i = δi,k+1δi,j (1 ≤ i, j ≤ k + 1).
Then G is invertible with G−1 = G. Next set
H :=
(
G 0
0 I2ℓ
)
in which I2ℓ is the identity matrix of dimension 2ℓ. The automorphism σ mapping
X ∈ g to HXH−1 is an automorphism of g of order 2. We have g0 = t1 ⊕ t2 where
t1 ≃ D(k + 1) and t2 ≃ C(k).
In fact t1 (resp. t2) consists of block matrices of the form (A.10) whose second,
third and fourth (resp. first) block are zero matrices. For G = D(k + 1, ℓ)(2), the
Cartan subalgebra of G is
(A.11) H = H1 + H2 with Hi = ((
[0]g ∩ hi)⊗ 1)⊕ Cc⊕ Cd (i = 1, 2).
Moreover, we have G0 = G0(1)+G0(2) where G0(i) (i = 1, 2) is the affine Lie algebra
obtained from ti by applying σ. In fact
G0(1) = (t1(σ)⊗ C[t
±2])⊕ (V ⊗ tC[t±2])⊕ Cc⊕ Cd
where t1(σ) and V are eigenspaces of t1 corresponding to 1 and −1 respectively
with respect to σ|t1 . Suppose h1 is the abelien subalgebra of t1 spanned by {hi :=
ei,i − ei¯,¯i | 1 ≤ i ≤ k + 1}. The functionals
ǫi : hj 7→ δi,j (1 ≤ i, j ≤ k + 1).
is a basis for the dual space h∗1 of h1. The automorphism σ induces an automorphism
of the dual space of h∗1 mapping
ǫi 7→
{
ǫi i ∈ {1, . . . , k}
−ǫi i = k + 1.
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The set of roots of G0(1) is
R1 := ({0,±ǫi,±ǫi ± ǫj | 1 ≤ i 6= j ≤ k}+ 2Zδ) ∪ ({0,±ǫi}+ 2Zδ + δ)
where δ is a functional mapping d to 1 and (([0]g ∩ hi) ⊗ 1) ⊕ Cc to 0. The auto-
morphism σ is the identity map on t2 and so
G0(2) = (t2 ⊗ C[t
±2])⊕ Cc⊕ Cd.
As t2 is a Lie algebra of type C(ℓ), its root system is of the form {±δp ± δq | 1 ≤
p, q ≤ ℓ} and so the root system of G0(2) is
R2 = {±δp ± δq | 1 ≤ p, q ≤ ℓ}+ 2Zδ.
In the literature when k = 0, D(k + 1, ℓ)(2) is denoted by C(ℓ + 1)(2).
In the following table, we determine the root system R of G with respect to H :
Table 1.
X(m) R
A(2k, 2ℓ− 1)(2)
Zδ ∪ Zδ ± {ǫi, δj , ǫi ± ǫr, δj ± δs, ǫi ± δj | i 6= r, j 6= s}
∪ (2Z+ 1)δ ± {2ǫi | 1 ≤ i ≤ k}
∪ 2Zδ ± {2δj | 1 ≤ j ≤ ℓ}.
A(2k − 1, 2ℓ− 1)(2), (k, ℓ) 6= (1, 1)
Zδ ∪ Zδ ± {ǫi ± ǫr, δj ± δs, δj ± ǫi | i 6= r, j 6= s}
∪ (2Z+ 1)δ ± {2ǫi | 1 ≤ i ≤ k}
∪ 2Zδ ± {2δj | 1 ≤ j ≤ ℓ}
A(2k, 2ℓ)(4)
Zδ ∪ Zδ ± {ǫi, δj | 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ}
∪ 2Zδ ± {ǫi ± ǫr, δj ± δs, δj ± ǫi | i 6= r, j 6= s}
∪ (4Z+ 2)δ ± {2ǫi | 1 ≤ i ≤ k}
∪ 4Zδ ± {2δj | 1 ≤ j ≤ ℓ}
C(ℓ+ 1)(2) & D(k + 1, ℓ)(2)
Zδ ∪ Zδ ± {ǫi, δj | 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ}
∪ 2Zδ ± {2δj , ǫi ± ǫr , δj ± δs, δj ± ǫi | i 6= r, j 6= s}
We have R = R0 ∪R1 in which
R0 ∩R1 = ∅ and Ri := {α ∈ R | G
α ∩ Gi 6= {0}} (i ∈ Z2).
The form on g induces an invariant nondegenerate supersymmetric even bilinear
form on G which is nondegenerate on H := (h ∩[0] g0) ⊕ Cc ⊕ Cd. This naturally
induces a nondegenerate symmetric bilinear form (·, ·) on H ∗. Set
(A.12)
Rre := {0} ∪ {α ∈ R | (α, α) 6= 0}, Rim := {α ∈ R | (α, β) = 0 (∀β ∈ R)} = Zδ,
Rns := {0} ∪ (R \ (Rre ∪Rim)).
We have
We see that
(A.13) spanRR0 = spanRR.
We also see that the root system R is a subset of R˙ + Zδ where R˙ is a finite root
supersystem (see [26]) as in the following table:
We have R˙re = R˙1 ∪ R˙2 and R˙1 as well as R˙2 are irreducible finite root systems.
We set
R˙∗ = (R˙1)∗ ∪ (R˙2)∗ (∗ = sh, lg, ex);
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X(m) R0 Rns
A(2k, 2ℓ− 1)(2)
Zδ ∪ Zδ ± {ǫi, ǫi ± ǫr , δj ± δs | i 6= r, j 6= s}
∪ (2Z+ 1)δ ± {2ǫi | 1 ≤ i ≤ k}
∪ 2Zδ ± {2δj | 1 ≤ j ≤ ℓ}.
Zδ ± {ǫi ± δj | i, j}
A(2k − 1, 2ℓ− 1)(2)
(k, ℓ) 6= (1, 1)
Zδ ∪ Zδ ± {ǫi ± ǫr, δj ± δs | i 6= r, j 6= s}
∪ (2Z+ 1)δ ± {2ǫi | 1 ≤ i ≤ k}
∪ 2Zδ ± {2δj | 1 ≤ j ≤ ℓ}
Zδ ± {ǫi ± δj | i, j}
A(2k, 2ℓ)(4)
2Zδ ∪ 2Zδ ± {ǫi | 1 ≤ i ≤ k}
∪ (2Z+ 1)δ ± {δj | 1 ≤ j ≤ ℓ}
∪ 2Zδ ± {ǫi ± ǫr, δj ± δs | i 6= r, j 6= s}
∪ (4Z+ 2)δ ± {2ǫi | 1 ≤ i ≤ k}
∪ 4Zδ ± {2δj | 1 ≤ j ≤ ℓ}
2Zδ ± {ǫi ± δj | i, j}
C(ℓ+ 1)(2) &
D(k + 1, ℓ)(2)
Zδ ∪ Zδ ± {ǫi | 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ}
∪ 2Zδ ± {2δj , ǫi ± ǫr, δj ± δs | i 6= r, j 6= s}
2Zδ ± {ǫi ± δj | i, j}
X(m) R˙ Type of R˙
A(2k, 2ℓ− 1)(2) ±{ǫi, δj , ǫi ± ǫr, δj ± δs, ǫi ± δj | 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ} BC(k, ℓ)
A(2k − 1, 2ℓ− 1)(2) ±{ǫi ± ǫr , δj ± δs, ǫi ± δj | 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ} C(k, ℓ)
(k, ℓ) 6= (1, 1)
A(2k, 2ℓ)(4) ±{ǫi, δj , ǫi ± ǫr, δj ± δs, ǫi ± δj | 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ} BC(k, ℓ)
C(ℓ+ 1)(2)
& ±{ǫi, δj , ǫi ± ǫr, δj ± δs, ǫi ± δj | 1 ≤ i 6= r ≤ k, 1 ≤ j, s ≤ ℓ} B(k, ℓ)
D(k + 1, ℓ)(2)
here “ sh ”, “ lg ” and “ ex ” stands respectively for short, long and extra long
roots. We see that for each α˙ ∈ R˙ \ {0}, there is rα˙ ∈ Z>0 and 0 ≤ kα˙ < rα˙ such
that
(A.14) Sα˙ := {mδ | m ∈ Z, α˙+mδ ∈ R} = (rα˙Z + kα˙)δ.
We also get that there is r ∈ Z>0 such that for all α˙ ∈ R˙,
(A.15) Sα˙ = {mδ | m ∈ Z, α˙+mδ ∈ R} = ∪
nα˙
i=1(rZ + k
i
α˙)δ
for some 1 ≤ nα˙ ≤ r and kiα˙ ∈ {0, . . . , r − 1} (1 ≤ i ≤ nα˙). One can see that
(A.16) Sα˙ = S−α˙ = Zδ and Sβ˙ = Sγ˙ = rβ˙Zδ (α˙ ∈ R˙sh, β˙, γ˙ ∈ R˙
×
ns).
Remark A.1. (i) There are affine Lie subalgebras G0(1) and G0(2) of G0 with
Cartan subalgebras H1 and H2 respectively such that
H := H1 + H2
is a Cartan subalgebra of G .
(ii) If G = A(2k − 1, 2ℓ− 1)(2), (k, ℓ) 6= (1, 1), then Rre ⊆ R0, so
R ∩ (R×ns +R
×
re) ⊆ R
×
ns
as [G α1 ,G
β
0 ] ⊆ G
α+β
1 for α ∈ R
×
ns and β ∈ R
×
re.
Also as (k, ℓ) 6= (1, 1), without loss of generality, we assume ℓ > 1. For
p, p′, t, t′ ∈ {±1}, 1 ≤ i, r ≤ ℓ and 1 ≤ j, s ≤ k, we choose 1 ≤ q ≤ ℓ with
q 6= i. Then we have
pδr + p
′ǫs = (tδi + t
′ǫj) + (δq − tδi) + (pδr − δq) + (p
′ǫs − t
′ǫj),
in other words, for each ǫ˙, α˙ ∈ R˙×ns, one of the following happens:
– there is β˙1 ∈ R˙sh such that α˙ = ǫ˙ + β˙1,
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– there are β˙1 ∈ R˙sh and β˙2 ∈ R˙×re such that ǫ˙ + β˙1 ∈ R˙
×
ns and α˙ =
ǫ˙+ β˙1 + β˙2,
– there are β˙1 ∈ R˙sh and β˙2, β˙3 ∈ R˙×re such that ǫ˙+ β˙1, ǫ˙+ β˙1+ β˙2 ∈ R˙
×
ns
and α˙ = ǫ˙+ β˙1 + β˙2 + β˙3.
Acknowledgment
The author would like to express her thanks to Alberto Elduque for some helpful
discussion and other people of Department of Mathematics, University of Zaragoza,
for their kind hospitality during her visit when some part of this work has been
done. She also would like to thank Michael Lau for his comments and introducing
[11] to her and Karl-Hermann Neeb for his comments on this paper.
References
[1] R. Aramian and M. Yousofzadeh, The Core of an Extended Affine Lie Superalgebra (A
Characterization), Publ. Res. Inst. Math. Sci. 54(2) (2018), 213–243.
[2] Bourbaki, N., E´le´ments de mathe´matique. Groupes et alge`bres de Lie, Ch. IV VI, Herman,
Paris 1968, 288 pp.
[3] D.J. Britten and F.W. Lemire, Irreducible representations of An with a l-dimensional weigh
space, Trans. Amer. Math. Soc. 273 (1982), 509–540.
[4] D.J. Britten and F.W. Lemire, A Classification of Simple Lie Modules Having a 1-
Dimensional Weight Space, Trans. Amer. Math. Soc. 299 (2) (1987), 683–697.
[5] L. Calixto and V. Futorny, Highest weight modules for affine Lie superalgebras,
https://arxiv.org/abs/1804.02563.
[6] V. Chari, Integrable representations of affine Lie-algebras, Invent. Math. 85 (1986), 317–335.
[7] V. Chari And J. Greenstein, Graded level zero integrable representations of affine lie algebras,
Trans. Amer. Math. Soc. 360(6) (2008), 2923–2940.
[8] V. Chari and A. Pressley, New unitary representations of loop groups, Math. Ann. 275 (1986),
87–104.
[9] V. Chari and A. Pressley, Integrable representations of twisted affine Lie algebras, J. Alge-
bra 113 (1988), 438–464.
[10] I. Dimitrov, V. Futorny and D. Grantcharov, Parabolic sets of roots, Contemp. Math. 499
(2009) 61–74.
[11] I. Dimitrov and D. Grantcharov, Classification of simple weight modules over affine Lie
algebras, https://arxiv.org/pdf/0910.0688.
[12] I. Dimitrov, O. Mathieu and I. Penkov, On the structure of weight modules, Trans. Amer.
Math. Soc. 352 (6) (2001), 2857–2869.
[13] S. Eswara Rao, Classification of Loop modules with finite-dimensional weight spaces, Math.
Ann. 305 (1996), 651–663.
[14] S. Eswara Rao and V. Futorny, Integrable modules for affine Lie superalgebras, Trans. Amer.
Math. Soc. 361 (10) (2009), 5435–5455.
[15] S.L. Fernando, Lie algebra modules with finite dimensional weight spaces I, Trans. Amer.
Math. Soc. 322 (2) (1990), 757–781.
[16] V. Futorny, The parabolic subsets of root system and corresponding representations of affine
Lie algebras, Contemp. Math. 131, Part 2 (1992), 45–52.
[17] V. Futorny, Irreducible graded A
(1)
1 -modules, Funct. Anal. Appl. 26 (1993), 289–291.
[18] V. Futorny, Irreducible non-dense A
(1)
1 -modules, Pacific J. Math. 172 (1996), 83–99.
[19] V. Futorny, Verma type modules of level zero for affine Lie algebras, Trans. Amer. Math.
Soc. 349 (1997), 2663–2685.
[20] V. Futorny, Classification of irreducible nonzero level modules with finite dimensional weight
spaces for affine Lie algebras, J. Algebra 238 (2001), 426–441.
[21] V. Futorny, Representations of affine Lie superalgebras, Groups, rings and group rings, 163–
172, Lect. Notes Pure Appl. Math. 248, 2006.
[22] V. Futorny and A. Tsylke, Classification of irreducible nonzero level modules with finite-
dimensional weight spaces for affine lie algebras, J. of Algebra 238 (2001), 426–441.
FINITE WEIGHT MODULES OVER TWISTED AFFINE LIE SUPERALGEBRAS 33
[23] M. Lau, Classification of Harish-Chandra Modules for Current Algebras, Proc. Amer. Math.
Soc. 146 (2018), 1015–1029.
[24] V. Mazorchuck, Lectures on sl2(C)-modules, Imperial College Press, 2010.
[25] J.W. Van de Lour, A classification of Contragrediant Lie superalgebras of finite growth,
Comm. in Algebra, 17 (8) (1989) 1815–1841.
[26] M. Yousofzadeh, Locally finite root supersystems, Comm. in Algebra 45 (2017), no. 10, 4292–
4320.
[27] M. Yousofzadeh, Extended affine Lie superalgebras, Publ. Res. Inst. Math. Sci. 52 (2016), no.
3, 309–333.
