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Aerosols affect the climate both directly and indirectly. The direct effect comes from their influence on the radi­
ation balance by scattering and absorption of solar radiation, while the indirect effect is based on the ways in 
which aerosols interact via clouds. Currently the total anthropogenic aerosol forcing includes one of the main un­
certainties in the assessment of human induced climate change. The aerosol direct radiative effect (ADRE) can 
be simulated with either the radiative transfer modelling or estimated with solar radiation and aerosol amount 
measurements. Both approaches include significant uncertainties and this thesis focuses on the uncertainties on 
the measurement­based estimation of ADRE and the uncertainties therein.
The main scientific objectives of this thesis are to seek answers to the following four questions: 1) are the ma­
chine learning algorithms better than the a traditional look­up table (LUT) approach in estimating aerosol load 
(aerosol optical depth, AOD)?; 2) what is the role of water vapor (WVC) variability in the measurement­based 
regression method used to estimate the surface ADRE?; 3) how well do the radiative transfer codes, typically 
used in global aerosol models, agree?; 4) what is the impact of typically neglected diurnal aerosol variability in 
ADRE estimation? 
The results show that: 1) the machine learning algorithms are able to provide AOD more accurately than the 
LUT approach for conditions of varying aerosol optical properties, since in the LUT approach the aerosol model 
(e.g. single scattering albedo, asymmetry factor) needs to be fixed in advance. 2) It was found that co­variability 
of AOD and WVC can have an influence in ADRE estimates, when using ground­based measurements of sur­
face solar radiation and AOD. This has not been taken into account previously, but needs to be considered when 
these methods are applied. 3) The model inter­comparison study, in which the models estimated the radiative 
fluxes for the same atmospheric states, revealed that there is relatively large diversity between models regarding 
the results from their radiative transfer modelling. 4) The main conclusion from the study focusing on the impact 
of systematic diurnal AOD cycles in aerosol direct radiative effect, was that even a notable diurnal change in 
AOD does not typically affect the 24h­average ADRE significantly.
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ILMAKEHÄN VESIHÖYRY JA AEROSOLIEN SUORA SÄTEILYPAKOTE: KAUKOKARTOITUKSEN JA GLOBAALIEN 
ILMASTOMALLIEN TUTKIMUKSIA
Tiivistelmä
Ilmakehän hiukkaset (aerosolit) vaikuttavat ilmastoon sekä suoraan että epäsuoraan. Suorassa vaikutuksessa aerosolit 
sirottavat ja absorboivat auringon säteilyä, kun taas epäsuorissa vaikutuksissa aerosolit vaikuttavat pilvien 
muodostumiseen sekä niiden haihtumiseen. Tällä hetkellä ihmislähtöisten aerosolien säteilypakote muodostaa yhden 
tärkeimmistä epävarmuustekijöistä ihmisen aiheuttaman ilmastonmuutoksen arvioinnissa. Aerosolin suora 
säteilyvaikutus (ADRE) kuvaa kuinka aerosolit vaimentavat auringon säteilyä, ja tätä voidaan simuloida säteilynkulkua 
mallintamalla tai arvioida samanaikaisia auringon säteily­ ja aerosolimittauksia hyväksi käyttäen. Molemmat 
lähestymistavat sisältävät merkittäviä epävarmuustekijöitä. Tässä työssä keskityttiin näihin aerosolien aiheuttaman 
suoran säteilypakotteen mittausperusteisen arvioinnin epävarmuustekijöihin.
Tämän tutkielman tavoite on etsiä vastauksia seuraaviin neljään tieteelliseen kysymykseen: 1) ovatko koneoppivat 
algoritmit perinteistä säteilynkulun hakutaulukkoa (LUT) parempia arvioitaessa aerosolien optista paksuutta  (aerosol 
optical depth, AOD), kun on käytettävissä auringon säteilymittauksia maanpinnalta (surface solar radiation, SSR); 2) 
mikä on vesihöyryn (water vapor content, WVC) vaihtelun merkitys mittausperusteisessa menetelmässä, jota käytetään 
aerosolien suoran säteilypakotteen arvioimiseen regressiosovituksin; 3) kuinka hyvin globaalien mallien osana toimivat 
säteilynkulkukoodit käyttäytyvät vertailussa kun asetetaan samat ilmakehän olosuhteet kullekin mallille; 4) Kuinka 
merkittävä on päivänsisäisen aerosolipitoisuuden systemaattinen vaihtelu laskettaessa aerosolien suoraa 
säteilypakotetta?
Tulokset osoittavat tiivistetysti seuraavat seikat: 1) koneoppivat algoritmit pystyvät määrittämään AOD:n tarkemmin 
kuin LUT­lähestymistapa silloin kun aerosolien optiset ominaisuudet vaihtelevat, koska LUT:ssa on oletettava ennalta 
nämä säteilyn kannalta oleelliset aerosolien optiset ominaisuudet (esim. aerosolien sirontatehokkuus ja siroamisen 
epäsymmetrisyys). 2) Aerosolin optisen paksuuden ja vesihöyryn systemaattinen vaihtelu vaikuttaa 
säteilypakotearvioihin  käytettäessä SSR:n ja AOD:n maanpintamittauksia. Tätä ei ole otettu aiemmin huomioon, mutta 
olisi tärkeä huomioida näitä menetelmiä sovellettaessa. 3) Mallien välinen vertailututkimus osoittaa, että käytetyt 
säteilymallit tuottavat suuria eroja mallien välillä. Lisäksi vertailututkimus osoittaa, että nämä mallien keskinäiset erot 
ovat suunnilleen samaa luokkaa mitä aikaisemmissa samankaltaisissa tutkimuksissa. 4) Huomattavakin päivänsisäinen 
systemaattinen vaihtelu AOD:ssa ei tyypillisesti vaikuta ADRE:n vuorokausikeskiarvoon merkittävästi. 
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1 Introduction
Aerosols, solid and liquid particles suspended in the atmosphere, are currently
the main source of the uncertainty when estimating the radiative forcing of the
Earths climate (IPCC, 2013). Aerosols are either primary or secondary based
on their source; primary particles are directly emitted into the atmosphere
(e.g. sea salt and desert dust) as liquid or solid particles. Secondary particles
are formed in the atmosphere from condensable vapor (e.g. secondary organic
aerosols, Hallquist et al. 2009). Aerosols cover a large size range - from a few
nanometers to hundreds of micrometers in diameter, various shapes often with
highly irregular structure, and a plethora of chemical properties; ranging from
single compounds to complicated mixtures, mixed either internally or exter-
nally. Their concentration ranges from almost aerosol free conditions of tens
up to 100 000 per cubic centimeter (Aalto et al., 2005). Both the concentra-
tions and properties of aerosols can exhibit large variations both spatially and
temporally. Due to all this complexity, aerosols can affect radiative transfer in
very different ways (IPCC, 2013).
Compared with the most important greenhouse gases, carbon dioxide and
methane, the lifetimes of aerosols are much shorter - from hours to weeks.
They can typically only travel distances of a few kilometers to up to hundreds
of kilometers from their source (Seinfeld and Pandis, 2006). This means that
local pollution episodes are typical, in which some local source can increase
the aerosol concentration drastically. Such episodes can induce hazardous ef-
fects to human health (e.g. Carmichael et al., 2009), especially small aerosol
particles (less than few micrometers in diameter) can enter the alveolar re-
gion of the human lung and drift to the blood circulation, causing asthma,
cardiovascular diseases and even premature deaths in highly aerosol polluted
urban areas throughout the world (e.g. Fang et al., 2013). This brings up
an interesting potential conflict: aerosols in general cool the climate (IPCC,
2013), compensating to some extent the greenhouse gas warming due to the
recent fossil fuel usage, but at the same time, they can cause serious health
problems (e.g. Lo¨ndahl et al., 2010).
Aerosols affect the climate both directly and indirectly. The aerosol direct ra-
diative effect is defined as the attenuation of solar radiation due to scattering
and absorption by the aerosols (aerosolradiation interaction, e.g. Mahowald et
al., 2011). The indirect effects arise from the interactions of the aerosols with
water vapor (aerosolcloud interaction). Higher aerosol concentrations result
in brighter clouds with longer lifetimes (e.g. Lohmann and Feichter, 2005).
There is also a so-called semi-direct effect, in which nearby absorbing aerosols
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can lead to evaporation of cloud droplets (Lohmann and Feichter, 2005). The
scientific level of understanding of these indirect and semi-direct effects is cur-
rently still very low (IPCC, 2013). Regarding the direct effect, Myhre (2009)
stated that observation-based and global aerosol model estimates have con-
verged, reducing the uncertainty. Loeb and Su (2010), however, concluded
that significant uncertainties still exist with the aerosol direct radiative effect,
mainly caused by the uncertainty with the aerosol single scattering albedo, de-
scribing aerosols’ ability to scatter incoming radiation. If the aerosol is purely
scattering its vertical profile has negligible impact in the radiative effect. How-
ever, the effect becomes important with absorbing aerosols, particularly in case
of black carbon (e.g. Samset et al. 2013). As IPCC (2013) states, the radia-
tive forcing is caused by anthropogenic particles only and radiative effect by
all aerosol particles (natural and anthropogenic).
Fig. 1 shows the anthropogenic (effective) radiative forcing of the Earth’s
climate between 1750 and 2011 for the main atmospheric components. Green-
house gases produce the main part of the positive forcing, thus warming the
climate, and their confidence level is very high. The confidence level of aerosol
impact is low, but they probably produce a negative total forcing, hence can-
celling in some extent the warming due to the greenhouse gases. Fig. 1 di-
vides the aerosol radiative forcing into the aerosol-radiation interaction and the
aerosol-cloud interaction, and both have significant uncertainty limits. Over-
all, the confidence level of the positive forcing caused by the greenhouse gases
is high. However, the main reason for the large uncertainty in the total anthro-
pogenic forcing is associated with the above-mentioned aerosol effects. Par-
ticularly this thesis provides improvements on the understanding of aerosol-
radiation interactions and reduced the associated uncertainties in the climate
forcing.
The effects of aerosols and clouds on radiation can be seen visually in Fig. 2,
which shows a satellite image example of a large aerosol concentration case.
The image, captured over China in June 2015, shows reflected sunlight so that
both aerosols and clouds are clearly distinguishable. Fig. 3 represents the
aerosol size distributions for the same day and location, only about 1.5 hours
apart. As clearly seen in the figure, both the concentration and mean size
of the aerosol has changed significantly within this short time. This is very
typical for aerosols and is one of the main challenges both regarding observing
and modeling their dynamics.
The overarching aim of this Thesis is to understand better the aerosol direct
radiative effect using remote sensing and global climate modeling techniques,
with a special focus on how aerosol-water vapor interactions affect it. Water
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Figure 1: The effect radiative forcing (ERF) and the radiative forcing (RF) for the main atmospheric
components according to the latest IPCC (2013) report. RF is defined as the change in net downward
irradiance (the solar and longwave emitted by the Earth) at the tropopause while allowing for stratospheric
temperatures to readjust to radiative equilibrium, holding other variables such as tropospheric temperatures,
water vapour and cloud cover fixed. ERF is defined similarly as the radiative forcing, but allows for all
variables to readjust except for global mean surface temperature, ocean temperature and sea ice cover. In
the upper sub figure a positive number indicates warming and a negative cooling (during the Industrial
Era between 1750 and 2011). Solid bars are ERF, hatched bars are RF, green diamonds and associated
uncertainties are for RF assessed in the previous, IPCC (2007) report. Moreover, the confidence levels are
listed. The lower sub figure shows the probability density functions for greenhouse gases, aerosols and total
anthropogenic ERF. The green shows IPCC, (2007) RF 90 % confidence intervals, while the red, blue and
black lines lines show IPCC, (2013) RF 90 % confidence intervals.
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Figure 2: Image captured by the Moderate-resolution Imaging Spectrora-
diometer aboard Aqua-satellite (http://modis.gsfc.nasa.gov/), on June 16th
2015. The blue circle is centered to Beijing (lat: 39.98o, long: 116.38o), close
to XiangHe (lat: 39.75o, long: 116.96o).
vapor affects solar radiation transfer in the atmosphere not only by absorbing
itself, but also by its ability to change the aerosol optical properties. To reach
this aim, the following more specific questions are studied:
1) Is it possible to estimate aerosol optical depth reliably with solar surface ra-
diation measurements, using robust machine learning algorithms and do they
perform better than a traditional look-up table generated with a radiative
transfer code? Solar surface radiation measurements cover decades or even
more than a century at some stations, whereas aerosol optical depth mea-
surements are basically absent earlier than 1990s. The aerosol optical depth
is the most fundamental aerosol related parameter describing indirectly the
aerosol concentration. The key potential weakness of the radiative transfer
code method is that it needs additional information about the atmospheric
state, which may have to be guessed, and thus may result in systematically
erroneous estimates of aerosol optical depth. The prescribed and fixed aerosol
type is the most critical information in this respect.
2) What is the role of atmospheric water vapor in the aerosol direct radiative
effect, due to its tendency to correlate with the aerosol optical depth? This
information is crucial when solar radiation intensity without aerosols is esti-
1 Introduction 13
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Figure 3: Aerosol size (column integrated volume) distribution (in
the base-10 logarithmic scale) retrieved by the aerosol robotic network
(http://aeronet.gsfc.nasa.gov/), in XiangHe-station, on June 16th 2015 (see
the previous figure). The black and red lines refers for UTC time.
mated with the extrapolation method using measurements of solar irradiation
and the aerosol optical depth.
3) What is the performance of an ensemble of 31 global models in estimating of
the solar shortwave radiation? Setting the same atmospheric states for all the
models (e.g. absorbing or scattering aerosol population), only the models char-
acteristics produce the inter-model diversity. The study aims to understand
characteristics’ of the models as a purpose to develope them.
4) How does a diurnal change in the aerosol optical depth affect the aerosol di-
rect radiative effect? Especially, are the aerosol direct radiative effect estimates
derived from satellite observations valid? If yes, this would spatially extend
the aerosol direct radiative effect estimates significantly. Ground-based aerosol
optical depth measurements are very limited spatially, whereas satellites cover
most of the Earth’s surface.
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2 Aerosol and solar irradiation interaction - aerosol direct radiative effect
(ADRE)
2 Aerosol and solar irradiation interaction -
aerosol direct radiative effect (ADRE)
Electromagnetic radiation is defined as the amount of energy transmitted via
photons, which contains gamma, ro¨ntgen, ultraviolet, visible, infrared, mi-
cro and radiowavelength (e.g. Hecht, 2002). Often the unit is Wm−2m−1
or Wm−2, for spectral and spectrally integrated irradiance, respectively (Liou,
2002). Solar irradiance indicates irradiance produced by the Sun, which can be
approximated with the Planck’s black body radiation law, giving the spectral
irradiance’s magnitude dependence on the wavelength. Solar surface radiation
(herein SSR) is the solar irradiance detected at surface of the Earth.
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Figure 4: Solar radiation at the top of the atmosphere and at the surface (SSR)
for aerosol and cloud free case, and solar zenith angle is 0o. The solar radiation
was determined with the libRadtran code (Mayer and Kylling, 2005) using the
Kurucz spectrum (Kurucz, 1992).
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Fig. 4 shows solar irradiance at the top of the atmosphere and at the surface
(SSR) for aerosol and cloud free case when the sun is overhead. At the top of
the atmosphere, the annually averaged solar irradiance is roughly 1367 Wm−2
(the whole spectrum of the Sun, Kurucz, 1992). Visible range (roughly 400
nm - 700 nm) contains a window in the atmosphere, where the solar irradiance
is not significantly attenuated (for cloud free cases), whereas for shorter than
300 nm, it is attenuated effectively, due to the nitrogen, oxygen and ozone
molecules (Seinfeld and Pandis, 2006). For infrared, the solar irradiance is
attenuated, mainly due to the water vapor absorption. The molecular absorp-
tion means that incident irradiances changes to vibrational, translational and
rotational changes of the molecules (e.g. Modest, 2013).
Iλ, radiance (the spectral irradiance per unit solid angle), attenuates due to
absorption and scattering (Bohren and Huffman, 1983) with the following re-
lation
dIλ/dz = −(α+ β)Iλ, (1)
where z is the propagation length in the atmosphere (toward the normal of
the surface), α and β are the absorption and scattering components of the
attenuation, respectively. Integrating the absorption and scattering over the
vertical atmosphere (z, altitude, goes from the top of the atmosphere to the
surface), gives the total extinction (absorption + scattering) , τ ,
τ =
∫
(α+ β)dz = τabs + τscat, (2)
gives the Aerosol Optical Depth (AOD, τ=τabs + τscat, for absorption and
scattering AOD, respectively) (Bohren and Huffman, 1983). The globally and
annually averaged AOD at visible (550 nm) is about 0.14 over oceans and 0.19
over land based on the satellite data (e.g. Remer et al., 2008). But regionally
the seasonal average AOD can be less than 0.05 for pure conditions and more
than 1 in heavily polluted urban regions.
Thus, the exponential decay holds for Iλ (eq. (1) and eq.(2) combined and
then integrated),
Iλ = I
0
λ
e−mτ , (3)
where I0
λ
is the (solar) spectral radiation at the top of the atmosphere. I0
λ
is measured with the Solar Zenith Angle (SZA) aparting from direction of
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the surface’s normal. AOD is vertical extinction, therefore the slant path ef-
fect needs to be taken into account by air mass factor, m. m normalizes the
increased attenuation by the longer optical path in the atmosphere. More-
over, m can be approximated by the plane-parallel atmosphere (excluding the
Earth’s curvature) for Solar Zenith Angle (SZA, θ) less than 80o by sec(θ) =
m. Fig. 5 shows the increased optical path length with respect of SZA. For
SZA larger than 80o, the plane-parallel approximation does not hold, and more
sophisticated approximations are needed (e.g. Kasten and Young, 1989).
Al
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Figure 5: A representation of the plane parallel approximation, which ignores
the Earth’s curvature (the atmosphere continues horizontally infinitely). The
vertical axis of the Earth (altitude in the atmosphere) and the Sun lead to
Solar Zenith Angle (SZA), and the optical path of solar radiation through the
atmosphere depends on this angle. As the rectangle shows, as an example for
SZA=30o, the optical path is significantly increased compared with the vertical
and have to be normalized for AOD independent on SZA. The maximum SZA
is roughly 80o for the plane parallel approximation.
As eq. (3) shows, AOD is derived for a certain wavelength. However, a crucial
information is the wavelength dependence of AOD and it can be approximated
by A˚ngstro¨m law (A˚ngstro¨m exponent, AE, α)(A˚ngstro¨m, 1929),
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α = −
log
τλ1
τλ2
logλ1
λ2
, (4)
where λ1 and λ2 are wavelengths with two different values, thus giving the
AOD’s spectral pattern. Often this is approximated by selecting one wave-
length in the shorter and the other at the longer end of the visible spectrum.
Typically small AE is an indication of the dominance by large particles (Schus-
ter et al., 2006). Very often AE in the visible wavelengths (from 400 nm to 700
nm) ranges between 0.5 to 2, values below 1 having significant contribution by
larger particles. Also the AE’s change with wavelength can give an indication
of the aerosol type as shown in Eck et al., (1999): AE from 380 nm to 870
nm (with a small difference between λ1 and λ2 ) can increase factor of 2-5 for
biomass burning and urban aerosols, whereas it stays close to a constant for
mineral dust.
Single scattering albedo (SSA, ω) describes the relative role of aerosol scatter-
ing over total extinction (scattering+absorption).
ω =
τscat
τscat + τabs
, (5)
i.e. the portion of attenuation of Iλ caused by aerosol scattering. SSA has
values from 0 (Iλ is totally absorbed) to 1 (totally scattered) (Bohren and
Huffman, 1983). Often in the visible wavelengths, SSA is close to 0.9 or more,
rarely less than 0.8 (Takemura et al., 2002). The critical single scattering
albedo describes the value of SSA when the aerosol radiative effect changes
from positive to negative. The critical single scattering albedo increases with
increasing surface reflectance, in other words, relatively smaller aerosol ab-
sorption can lead to a positive effect over surfaces of higher reflectance (e.g.
Haywood and Boucher 2000). Furthermore, SSA is a strongly wavelength
dependent parameter. For large aerosols, e.g. dust, SSA increases from ultra-
violet to visible wavelengths, and is close to a constant in the near infrared and
a bit beyond (700 nm - 1700 nm, see Bergstro¨m et al., 2007). But for small
aerosols, e.g. urban particles, SSA decreases significantly from ultraviolet to
near infrared, being large for shorter wavelengths. Classification of aerosols
has been attempted by using this information regarding the spectral SSA (e.g.
Li et al., 2015(b)).
The asymmetry parameter (AP, g) describes the direction of scattering
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g =
1
2
∫
pi
0
P(φ) cosφ sinφ dφ, (6)
where P(φ) is the angular distribution of the scattered irradiance. Values of
the asymmetry parameter, g, vary from -1 (totally backscattered, φ=180o) to
1 (totally forward scattered, φ=0o), whereas g=0 stands for the symmetrical,
isotropic, scattering. For instance, the scattering of solar radiation by the
atmospheric gaseous molecules, nitrogen and oxygen is close to isotropic, re-
sulting in g close to zero (Bohren and Huffman, 1983). Typical values of g by
atmospheric particles are in the range 0.65-0.75 (Andrews et al., 2006), thus
aerosols tend to scatter the radiation much more into the forward direction.
The forward scattering contribution also increases with aerosol particle size.
Some aerosols, so-called hygroscopic aerosols, readily intake water vapor and
thus increase by size, which results in an increase of the asymmetry parameter.
The aerosol optical depth, A˚ngstro¨m exponent, single scattering albedo and
asymmetry parameter are the main parameters, which determine the aerosol
optical properties, amount and their influence in aerosol-radiation interactions.
These interactions can be described more fundamentally with the aerosol size
distribution and the complex refractive index. The complex refractive in-
dex contains real and imaginary parts, the former stands for the refraction
of radiation between interface of different substances and the latter absorp-
tion/emission of radiation (Feynman et al., 1963). The aerosol size distribution
and the complex refractive index determine together AOD, AE, SSA and AP.
Moreover, the polarization of radiation (Mishchenko, 2014) is an additional
tool to study aerosols, especially established by active remote sensing instru-
ments using the laser-method, either space-borne or ground-based. They give
information about aerosol type, e.g. separate dust from non-dust aerosols (Yu
et al., 2010).
The clear-sky aerosol direct radiative effect (ADRE) is defined as the difference
between the net irradiance (downward irradiance minus upward irradiance) for
a clear-sky atmosphere with and without aerosols. A similar definition can be
adopted for both the top of the atmosphere (TOA) and for the surface, the
latter often denoted also by bottom of the atmosphere (BOA). In this thesis,
the focus is on the surface radiative effects. The aerosol Direct Radiative Effect
(ADRE) is defined for the surface with the following equation
ADREsurface = (1− A)(SSR− SSR
0), (7)
where SSR is irradiance with and SSR0 without aerosols, and A is surface
reflectance (albedo) derived often with satellites (e.g. Moody et al., 2008).
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Table 1: Typical spectrally integrated albedos of some land cover types.
Ecosystem Albedo value (coarsely)
Grass 0.25
Forest (boreal) 0.10
Soil 0.10
Ocean 0.05
Snow 0.90
Here, albedo is the reflected part (from the surface of Earth) of SSR di-
vided with the incoming part (the reflected and absorbed) of SSR. The
albedo varies significantly over different surfaces, (e.g. Moody et al., 2007
summarises different ecosystems’ albedos with the presence of snow on the
ground) and often has a strong spectral dependency. For instance, typical
spectrally integrated albedos of some land cover types are shown in the Table
1 (for more details, see the spectral albedo figure of different surfaces from
http://profhorn.meteor.wisc.edu/wxwise/satmet/lesson3/surfacerad.html).
The water vapor content (WVC) describes the amount of the free water vapor
in the atmosphere. The unit of AERONET derived WVC, which was used in
this study is cm (∼ g/cm2), and is defined as the atmospheric water vapor
compressed to the surface with the standard temperature and pressure condi-
tions. A very dry air have WVC less than 1 cm, whereas in a humid air the
WVC values can reach 5cm or more.
The amount of solar radiation reached at the surface, for a given solar zenith
angle, depends most strongly on the prevalent cloudiness. Therefore, in order
to estimate the aerosol direct radiative effects by the solar surface radiation
measurements, robust cloud-screening is required to select clear-sky measure-
ments only. These clear-sky SSR measurements mainly depend on the following
factors: SZA, WVC, AOD, AE, SSA, AP, A:
SSR = SSR(θ, τ,WVC, α, ω, g, A,B), (8)
where B stands for other minor constituents such as ozone, nitrogen dioxide,
etc. The effects of SZA, AOD, WVC, AE, SSA, AP, A and B in clear-sky SSR
are described in the following:
- Solar Zenith Angle is the angle between the zenith and the Sun, being the
most significant parameter, corresponding easily with a change of hundreds of
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Wm−2 in SSR.
- AOD often decreases SSR with tens of Wm−2 and AE determines the spectral
attenuation due to AOD.
- Increase of WVC decreases SSR due to the water vapor absorption (see
Fig. 4) at particular absorption bands and the change in SSR is typically few
percents between the dry and humid atmospheric state.
-SSA and AP can induce roughly an impact in SSR of the same magnitude
or less than that by AOD (McComiskey et al., 2008). More specifically, the
diffuse part of the solar radiation decreases with the increasing absorption,
thus with the decreasing SSA.
Albedos contribution in SSR is often less than the previous factors, but over
bright surfaces (at least in visible and near infrared), as deserts or glaciers, the
solar irradiance is effectively reflected into the space, whereas over oceans, it
is more effectively absorbed.
Fig. 6 represents schematically, how the solar radiation (and the Earth’s ther-
mal radiation) propagates in the atmosphere: a part of the solar radiation
reaches more or less directly the Earth’s surface, whereas some part of it is
diffused due to the scattering processes with aerosols, air molecules and clouds.
SSA and AP determine the aerosol contribution in the propagation of the so-
lar radiation. For example, a larger AP corresponds to a stronger forward
scattering by aerosols. Some portion the solar radiation is absorbed e.g. due
to the water vapor and aerosols. For aerosols, the smaller is SSA the larger
is the impact by aerosol absorption. The atmospheric components decrease
SSR (cooling at the surface), whereas in the top of the atmosphere, there
can be either cooling or warming, depending on the scattering and absorption
processes.
For simplicity, the effect of the vertical profile of aerosols into SSR is not
considered in the list above. Summarizing the above, the usual contributions
of the mentioned parameters in SSR can be listed from the largest to the
smallest: SZA > AOD > SSA > AP ≈ A (e.g. McComiskey et al., 2008).
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Figure 6: The solar radiation’s propagation in the atmosphere. Also the
Earth’s emitted thermal radiation included. Although the contribution of
the surface albedo is missing, some portion of the incoming radiation is re-
flected also from the surface. The figure is copied with a permission from
http://www.isac.cnr.it/cimone/aerosol properties.
3 Remote sensing of aerosols and radiation
measurements
Remote sensing can be divided into active and passive detection. Active remote
sensing creates its own detectable signal, whereas passive remote sensing relies
on the solar (or Earth) radiation. Both detecting methods are established for
both with the ground based and spacebased instruments.
By remote sensing measurements, information is obtained from an object with-
out being in physical contact with it. Remote sensing can be divided into
active and passive detection. Active remote sensing creates its own detectable
signal, whereas passive relies on the solar (or Earth) radiation. Both detect-
ing methods are established with the ground-based and satellite instruments.
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The remote sensing instruments most commonly applied in aerosol research
are ground-based sun photometers and Lidars (see Weitkamp, 2006 for Lidar-
method) and space-based satellite instruments. Ground-based sun photome-
ters offer essentially the ground-truth for AOD, while the obvious advantage
of the satellite instruments is to provide a global coverage. On the other
hand, satellite retrievals suffer some limitations, it is particularly difficult to
retrieve AOD over highly reflecting surface with sufficient accuracy. Lenoble
et al. (2013), gives a thorough introduction to the aerosol remote sensing mea-
surements and retrievals. This Thesis exploited mainly ground-based passive
remote sensing data (from AERONET, http://aeronet.gsfc.nasa.gov/).
3.1 Ground-based observations
The main source of ground-based remote sensing of aerosols is the Aerosol
Robotic Network (AERONET). Fig. 7 shows the network’s stations in the
global map. AERONET is a ground-based remote-sensing global network of
sun photometers (see Fig. 8) (Holben et al., 1998).
The sun photometer detects the solar radiation, directly from the Sun (sun
measurements) or scattered from the atmosphere (sky measurements), with
several wavelength bands (often with 340, 440, 500, 670, 870 and 1020 nm,
depending on the network’s invidual instruments’ filters), having field of view
1.2o. The instrument measures voltages induced by the incoming radiation at
each wavelength band and this information together with the voltages corre-
sponding the case without atmospheric extinction (i.e. intensity at the top
of atmosphere). The latter needs to be estimated and is derived with the
Langley method in AERONET(see the analogy with eq. 3). Measurements
then provide indirectly the extinction caused by the atmospheric gases and
aerosols (for cloud free cases). The aerosol contribution in the extinction is
then determined by excluding the atmospheric gases (including the water va-
por, which is detected with 940 nm band), finally providing AOD. Moreover,
the extinction is divided into the scattering and absorption components using
the inversion protocol with the sun and sky measurements. The inversion pro-
tocol for aerosol parameters from the network’s observations is described in
Dubovik and King (2000). An extension of the inversion, to account for parti-
cle non-sphericity, is described in Dubovik et al. (2006). AERONET provides
e.g. AOD, AE and WVC from the direct sun measurements and SSA, AP and
aerosol size distribution from the sky measurements (symmetrical measure-
ments with varying almucantar and principal angles with respect to the Sun).
See Holben et al. (1998) and Dubovik and King (2000) for the AERONET’s
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description. The uncertainty of the AERONET’s AOD is 0.01-0.02 depending
on the wavelength (Eck et al., 1999), and the uncertainty in WVC is 12 %
(Holben et al., 1998). However, the uncertainty in AOD is considered being
independent of the aerosol load (thus AOD), while the uncertainty in the other
products (e.g. SSA and AP) does depend on AOD. For large enough values
(AOD 440 nm > 0.4), the uncertainty in SSA is 0.03 (Dubovik et al., 2000).
SSA and AP are problematic to retrieve with a good accuracy, if AOD and,
thus the signal to noise ratio, is small. Therefore SSA and AP are accurate
only if AOD is sufficiently large, limiting the amount of quality measurements
of SSA and AP (example shown by Li et al., 2015(a)).
Figure 7: The Aerosol Robotic Network’s stations in year 2016.
3.2 Satellite based observations
Aerosols are detected remotely also from satellites, mainly with so-called po-
lar orbiting satellites (e.g. Stephens et al., 2002), but also with geostationary
satellites (e.g. Laszloa et al., 2008). Polar orbiting satellites circulate the
Earth between the poles while they at the same time move also in the lati-
tudinal direction. Geostationary satellites circulate the Earth with the same
angular velocity as the Earth circulates, and they are following the same view
from the Earth with the larger distance (36 000 km compared with 700-800
km as for many polar orbiting satellites). The passive satellite instruments
detect the reflected solar radiance with certain wavelength bands. For aerosol
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Figure 8: The sun photometer measuring on the roof of Finnish Meteorological
Institute main building, Helsinki, Finland.
retrievals cloud-free conditions are required, and the reflectivity has to be be
divided into the components from atmosphere and from the surface, result-
ing finally in the estimate of aerosol contribution in the satellite-measured
back-scattered radiance (see Mielonen, 2010 and Sundstro¨m, 2014). The ac-
tive satellite instruments differ from the passive instruments by creating their
own signal to detect after reflections from aerosols and the surface. Also a
crucial difference is that the active instruments detect only a narrow vertical
path ( not wide swaths as many passive satellite instruments. Mielonen (2010)
and Sundstro¨m (2014) describe satellite based instrumentations. For example,
Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) (http://www-
calipso.larc.nasa.gov) emits and detects two perpendicular linearly polarized
spectral radiation beams, giving the aerosol (and cloud) vertical profile and
depolarization of aerosols, indicating aerosol shapes. Moreover, AOD, radi-
ation and surface albedo are routinely detected from satellites, giving highly
important information, e.g. Moderate Resolution Imaging Spectroradiome-
ter (MODIS) (https://modis.gsfc.nasa.gov) instrument aboard satellites pro-
vides AOD and albedo, and Clouds and the Earth’s Radiant Energy Sys-
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tem (CERES) (https://ceres.larc.nasa.gov/) detects solar (reflected) and Earth
(emitted) radiation.
3.3 Solar surface radiation (SSR) observations
SSR is mainly measured by pyranometer instruments. Pyranometer mea-
surements are obtained with the thermopile method, where the tempera-
ture difference between the Sun exposed and shadowed parts of the in-
strument generates a voltage being linearly proportional with SSR (see e.g.
http://www.kippzonen.com/ProductGroup/3/Pyranometers for more details,
including also other pyranometer methods detecting SSR). The pyranometer
typically covers the wavelength range from 300 nm to 2800 nm covering al-
most totally the SSR spectrum (see Fig. 4), with 180o field of view angle,
and the sample frequency is 1-2 seconds and every 1-2 minutes the average
SSR are stored with the standard deviation. The pyranometers measurements
have to be inverted to SSR with a known source of irradiance, providing pos-
sibility for the calibration. The pyranometers accuracy is ±2 % (SolRadNet,
http://solrad-net.gsfc.nasa.gov/). E.g. Solar Radiation Network (SolRadNet)
and Baseline Surface Radiation Network (BSRN, http://www.bsrn.awi.de/)
provide SSR measurements, but the number of stations is significantly less than
of the AERONET’s stations. Some of the pyranometer stations have, however,
long time series, even more than hundred years (Lindfors et al., 2013). Further-
more, even though the pyranometer SSR measurements are rather accurate,
still the cloud screening is a problematic task to select clear-sky measurements.
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4.1 The retrieval of AOD from SSR measurements with
a nonlinear regression method, a radiative transfer
code and machine learning algorithms
Paper I was motivated by Kudo et al., (2011) and Lindfors et al., (2013),
where AODs are estimated with SSR measurements using the radiative transfer
modeling. In Paper I the main goal was to assess, if applying sophisticated
machine learning methods to observed data are able to produce better AOD
estimates than those based on radiative transfer modeling. The approach
utilizing radiative transfer modeling requires an assumption of the aerosol type,
thus single scattering albedo, asymmetry parameter and spectral dependence
in the extinction. However, in reality there is variability in time not only in the
aerosol type, but also in the co-variability of aerosol properties and WVC, for
instance. Therefore, it would provide a significant improvement if the machine
learning methods, which do not need to assume aerosol type, would be able to
implicitly find and account for this variability.
The SSR data were collected from Thessaloniki (Lindfors et al., 2013 describes
the data and the station) and for our analysis we selected clear-sky mea-
surements only. We included four machine learning algorithms, a regression
method and a look-up table (LUT) based approach. The machine learning al-
gorithms are random forest (RF), gaussian process (GP), neural network (NN)
and support vector machine (SVM).
NR is a multivariate regression method, which allows nonlinear behaviour be-
tween inputs and an output. We tested different analytical functions and
selected the best one for this purpose (see Paper I). RF is a nonlinear regres-
sion based on decision trees. The randomized training constructs trees, where
variables are classified randomly at each node of trees, providing an ensemble
of trained binary trees for the estimation data set. NN consists of neuron lay-
ers: an input layer, hidden layers and an output layer. Interconnected neurons
with numeric weights are tuned in the training using multiple neural networks.
SVM (in this study the standard SVM regression) finds a function that max-
imizes the mapped gap between the outputs in the training, and then the
estimation data are mapped into the same space being classified different sides
of the gap. We used a nonlinear classification and high-dimensional spaces for
the classification gaps. GP treats inputs and an output as Gaussian random
variables and constructs a model derived with conditional probability distri-
butions. Again, multiple GP models were used in this study. For more details
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Figure 9: Predicted AOD divided by observed (AERONET) AOD for the
methods of a) LUT (look-up table), b) GP (gaussian process), c) NN (neural
network) and d) SVM (support vector machine) as functions of the observed
water vapor content (WVC). The crosses indicate the means for the sub-groups,
the limits of the boxes are 25 % (the lowest edges for of the boxes), 50 % (the
middle vertical lines) and 75 % (the highest edges) of the data, and the lines
represent 1.5 times the standard deviation.
about the machine learning methods, see the Paper I descriptions and the
references.
We used more recent data (2009-2014) for the teaching and older data (2004-
2008) for the estimation/validation. LUT contained the best information of the
station’s aerosol type (based on the AERONET sky measurements, see Lind-
fors et al., 2013). The AERONET sun measurements of AODs, collocated with
SSR measurements, were set as a reference. Fig. 9 shows the performance of
LUT, GP, NN and SVM compared with the AERONET-measured AODs as a
function of the measured WVC. LUT-based AOD estimates tend to overesti-
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Figure 10: Solar surface radiation (SSR, Faer) as a function of aerosol optical
depth (AOD) for different values of water vapor column (WVC) for a fixed
solar zenith angle (48.50o-51.50o) for a) look-up table (LUT) and b) measure-
ments (Meas). The predicted AODs for c) LUT and d) neural network (NN)
corresponding the same SSR, WVC and SZA.
mate AOD for the cases of small WVC and underestimate for the large WVC,
which pattern is missing in the estimates by the the other methods.
Fig. 10b shows collocated AOD, WVC, and SSR. SSR measurements were
collected from a narrow SZA range from 48.5 to 51.5 degrees. They were then
normalized by a cosine rule (see Fig. 5) to better correspond to a fixed angle of
50 degrees. Moreover, since the measurements were from different seasons of
the year, an Earth-Sun distance (e.g. the International Astronomical Union,
www.iau.org/) correction was carried out, in order to make all the measure-
ments corresponding to the conditions of 1st January. Evidently the patterns
between a) and b) are different, in overall an increase in the measured AOD is
accompanied by an increase in WVC. However, the pattern in LUT is necessar-
ily very different, since it has been structured using a fixed aerosol model. For
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Figure 11: a) Aerosol optical depth (AOD), water vapor column (WVC) and
1-SSA at 670 nm from the AERONET inversion sky data. b) SSA at 500
nm, WVC and the LUT’s predicted AOD divided with the observational AOD
(AERONET), with the red line fixed to SSA (500 nm) = 0.92 (as in LUT).
instance, for a given SSR, the absorption by an increase in WVC must be com-
pensated by a decrease in AOD (Fig. 10a). In the lower sub-figures of Fig. 10
the estimated AODs are shown for c) LUT and d) NN corresponding to these
same measurements of SSR, WVC and SZA (Fig. 10b). The AOD vs. WVC
structure by NN resembles most closely that by the measurements. LUT-based
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method produces AOD vs. WVC dependence for a given SSR, following the
pattern illustrated by the Fig. 10a; however this pattern does not exist in the
measurements. Thus, in the actual measurements there obviously need to be
some other co-variabilities between aerosols and atmospheric conditions that
influence the measured surface solar radiation, which remain out of reach for
the LUT with fixed aerosol model. Fig. 11 a) shows the SZA (58o-62o), SSR
(420 Wm−2-460 Wm−2) and season (June-August) limited average values of
AOD, WVC and 1-SSA (AOD at 500 nm and SSA estimated to 550 nm from
440 nm and 670 nm measurements) from these Thessaloniki measurements. It
turned out that this overall pattern of decreasing single scattering co-albedo
(co-albedo is defined with 1-SSA), being dependent on increasing WVC ex-
plained mainly why LUT had WVC-dependent bias that the machine learning
methods did not have. There is a compensating effect between the water vapor
absorption and by the absorption by aerosols, indicated by the single scatter-
ing co-albedo, 1-SSA. However, the LUT-based method necessarily assumes
a fixed SSA, which cannot account for these kind of co-variabilities and thus
results in the WVC-dependent bias illustrated by Fig. 9.
In Paper I, we show the problem of LUT with respect of WVC, but the case
could be a more straightforward to show if essentially the same amount of
SSA-data (as SSR, SZA, WVC and AOD, the inputs and the output) were
available. Then a similar figure as Fig. 9, but with SSA in the horizontal axis,
could be represented, showing immediately the difference between LUT and the
machine learning methods: the former has the fixed atmospheric state, limiting
the AOD estimation, whereas the latter are free and still can provide the valid
AOD estimation, with respect of SSA. Moreover, in general (for other data
sets than in Paper I), all the eq. (8) parameters, excluding the input/output,
are potential to vary significantly and change the AOD estimation, not only
SSA (as in Paper I).
The main application to exploit surface solar radiation measurements in esti-
mating AOD is to assess the historical aerosol loads also in past before the era
of dedicated sun-photometers. However, it is likely that also the aerosol single
scattering albedo has changed, for instance due to the historical emissions of
mostly absorbing black carbon and mainly scattering sulfate aerosols. There-
fore, it is a very significant characteristic of these machine learning methods
that they do not need to rely on pre-scribed aerosol properties and particu-
larly the fact that they seem to be able to take the variability in aerosol optical
properties into account in their AOD estimation.
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4.2 The SSR0 extrapolation for the observational based
ADRE with SSR measurements - the water vapor
effect
The aim in Paper II was to estimate the ADRE with SSR and AOD mea-
surements using the regression fitting method. The key question is how to
estimate the surface solar radiation accurately in conditions without aerosols,
SSR0. This becomes then necessarily an extrapolation problem, from the range
covered by the AOD measurements to the hypothetical case of zero aerosols.
We used the method introduced by Satheesh and Ramanathan, (2000), which
extrapolates SSR0 with a linear fit, as shown in Fig. 12. We also included non-
linear fit, an exponential decay, which was considered to be physically more
representative than the linear fit due to e.g. the aerosol multiple scattering.
The linear fit has been used already in many papers to derive observational
ADRE (e.g., Kaufman et al., 2002; Bush and Valero, 2002, 2003; Dumka et
al., 2006; Roger et al., 2006; di Sarra et al., 2008; Garcia et al., 2009; Satheesh
et al., 2010). The nonlinear fit was motivated by few studies (e.g. Conant et
al. 2003, Markowicz et al. 2008 and Kudo et al. 2010) implying that SSR
attenuates nonlinearly with respect to AOD. In order to study the regression
method with as wide range of aerosol as possible, all the available AERONET
sites were taken into the analysis providing a substantial amount of stations
from different regions on the Earth (see Fig. 7). Moreover, the simulated SSR0
using AERONET measurements gave us the reference values of SSR0.
The nonlinear fit was expected to give a better estimation of ADRE than the
linear one (e.g. Conant et al. 2003, Markowicz et al. 2008 and Kudo et al.
2010). We found that, contrary to the expectation, in most cases the linear fit
gave better results than the nonlinear fit. Fig. 12 shows a comparison of the
methods for one station Kanpur, as an example, where AOD is in the horizontal
axis and SSR in the vertical axis. The surface solar radiation with and without
aerosols are represented with plusses and circles respectively. The SSRs rely on
the radiative transfer coding including e.g. aerosols, air molecules, SZA, albedo
and water vapor. In the SSR0s simulations the aerosols are excluded in the
simulations, otherwise corresponding to the same conditions as in the SSRs.
The aim of the fits is to estimate SSR0s as close the truth as possible relying
the SSRs, while WVC and the other, atmospheric and aerosols’, conditions
are varying freely, expect SZA, which is limited. But, seemingly the nonlinear
and linear fits provide significantly different SSR0s, the bar on the vertical axis
represents the mean value of the simulated SSR0.
Nevertheless it is the linear fit that results in somewhat more accurate estimate
for the average SSR0, and thus for the ADRE. The main reason for this behav-
32 4 Overview of key results
0 0.2 0.4 0.6 0.8 1 1.2
160
180
200
220
240
260
280
300
320
340
360
380
AOD at 550 nm
Fa
e
r ,
 
F0
 
(W
m−
2 )
Figure 12: Solar surface radiation with aerosols, Faer (plusses) and without
aerosols F0 (circles) with AOD at 550 nm. The data are from Kanpur, March-
May season with SZA = 69o±1.5o. The bar on the vertical axis is the average
of the F0 values (all circles). The nonlinear (x1 exp
−x2AOD+x3, where x1, x2
and x3 are constants) and linear (z1 AOD+z2, where z1 and z2 are constants)
fits included.
ior is illustrated by the pattern of SSR0 against AOD, i.e. by the circles. The
negative correlation between SSR0 and AOD is indirectly caused mainly by a
positive correlation of AOD with WVC due to humid air masses with large
aerosol concentration. With increasing AOD and WVC, the WVC dims an
increasing fraction of the radiation intensity - resulting in a smaller SSR0. In
other words, while WVC increases with AOD, then SSR0 decreases. Therefore,
the feature of the linear fit to provide a smaller SSR0 fortuitously results in
better SSR0 estimate. When the measurements contain co-variability between
AOD and WVC that, in turn, causes a systematic effect in the average SSR0
to decrease. The WVC’s effect on the analysis will be illustrated later, in Fig.
14. Figure 13 shows the WVC and AOD correlation coefficient at all the sites
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Figure 13: Geographical distribution of the AOD and WVC correlation coef-
ficient, at all AERONET stations considered in this study for a) December-
February, b) March-May, c) June-August and d) September-November (all
available years).
available from AERONET. For a majority of locations AOD and WVC have a
positive correlation, and for these cases the linear method gives somewhat bet-
ter results in general than the nonlinear approach. There are specific regions
of strong negative WVC and AOD correlation, most notably in the Saharan
dust outflow region, where the opposite takes place and nonlinear approach
results in better estimate for ADRE.
4.3 The overall influence induced by the co-variability
between AOD and WVC in measurement data sets
Common finding in Paper I and Paper II is related to the correlation in the
data sets between AOD and some other variable affecting SSR, most strongly
WVC and SSA. In Paper I, it was shown that in Thessaloniki the increas-
ing AOD values are typically accompanied by increasing WVC, as well as by
increasing SSA. Then it was demonstrated that these correlations essentially
caused the look-up table based method, which assumes fixed aerosol type, to
produce systematic WVC dependent bias. On the other hand, in Paper II this
very same relationship between AOD and WVC within the selected data set
was the reason for the systematic bias in the estimated SSR0. In case of posi-
tive correlation between AOD and WVC, which is clearly more typical based
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Figure 14: Measured AOD in the horizontal axis, SSR in the vertical axis and
WVC in the colorbar (not shown: SSA increases with AOD also, as WVC in the
colorbar). The solid line represents the regression fit into the measurements
data, whereas the dashed line is fitted in the WVC-normalized SSR. In the
normalization, the SSRs are divided with the ratio of SSR0s/SSR0average WVC,
where SSR0average WVC is the SSR
0 corresponding to the average WVC (see the
crosspoint of the lines) and SSR0s corresponds with the SSRs (with the same
WVCs). The SSR’s dependence on WVC is assumed to be only contributed
by the water vapor absorption, not e.g. due to the aerosol hygroscopicity (the
fraction between the aerosol hygroscopicity and the water vapor absorption
can be estimated indirectly with the aerosol optical property and spectral-
SSR measurements).
on our analysis of all AERONET sites, this results in overestimation of SSR0.
The solid line in Fig. 14 illustrates this, through a comparison with the dashed
line corresponding to the case if WVC within the data set was constant. With
the help of this same figure, one can also illustrate the influence of AOD and
WVC (and AOD and SSA) correlation in the WVC-dependent systematic bias
in LUT-retrieved AOD. Selecting a constant value of SSR from y-axis, say 610
Wm−2, the measurement spread indicates increasing WVC when one moves
from smaller to larger AOD. This pattern is exactly opposite to the structure
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that the LUT-approach needs to assume regardless of the fixed aerosol model
(see Figure 10a). This is essentially what is behind the WVC-dependent bias
seen in the AOD-estimates produced by LUT.
4.4 The intercomparison of shortwave radiative transfer
schemes with global aerosol models
Paper III shows the performance of 31 global models, for deriving ADRE,
with given atmospheric schemes including fixed aerosol types. Thus, e.g. AOD,
SSA and WVC are given, whereas SSR and SSR0 (also TOA irradiance) are
simulated with the models. The study involves two high-spectral resolution
line-by-line models (LBL) (e.g. Edwards, 1992), giving a benchmark for the
rest of the 29 models. In addition, the models can be divided into multi-
stream (more than two streams) and two-stream approximations of the radia-
tive transfer modeling. In the two-stream approximation, radiation propagates
only two discrete directions following a radiative transfer equation, whereas the
multiple-stream allows the multiple scattering. Paper III established the pro-
tocol given in Halthore et al. (2005), where the following atmospheric schemes
are considered: 1) pure Rayleigh scattering, where aerosols are removed in the
simulations and only scattering and absorption by gases e.g. nitrogen, oxygen,
argon, ozone etc., is included, 2) a purely scattering aerosol type (SSA=1,
which is a constant as a function of the wavelength) and 3) a strongly ab-
sorbing aerosol type (SSA=0.8). Ozone and A (and other parameters as a
function of the altitude) are prescribed and the model simulations are done for
SZA=30o and SZA=75o (see Table 2 from Paper III). For all the schemes,
irradiances are considered, and in addition, for the scheme 2 and 3, ADREs
are determined based on the irradiance calculations.
The model results show (for the schemes 1, 2, 3), that 1) the Rayleigh scattering
scheme produced up to 6 % error for the models, the largest model deviation be-
ing with large SZA. Table 3 of Paper III summarizes the distributions within
the models for direct and diffuse, shortwave (UV-VIS, ultraviolet-visible) and
longwave (near-IR, near-infrared), and surface and TOA irradiances (surface
irradiance represents SSR0). The near-IR irradiance produces the largest dis-
tribution within the models, whereas the direct and the diffuse (surface and
TOA) are in the better agreement. The deviation is large especially in the
near-IR, presumably due to representations in the water vapor absorption.
Moreover, the partition of the irradiance into its direct and diffuse compo-
nents also produces a significant deviation, and this is probably caused in
treatments of the ozone absorption.
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Figure 15: The probality density functions P(x) for scattering aerosol type a)
at the top of the atmosphere (TOA), b) at the surface (SFC) and c) in the
atmosphere. Absorbing aerosol type d) at the top of the atmosphere (TOA),
e) at the surface (SFC) and f) in the atmosphere. Blue indicates subarctic
winter (SAW) and red tropical (TROP) atmospheres (see Randles et al., 2013
for details). The continuous line is for solar zenith angle 30o and the dashed
line for 75o. The P(x) difference is calculated from the line-by-line models’
(LBL) mean value for the non-LBL results. Notice that subfigure c) has a
different horizontal scale than the other subfigures.
In 2) and 3) the total scattering aerosol scheme produces the largest error for
the smaller SZA (30o) which decreases for the larger SZA (75o). See Appendix
Tables A3 and A4 of Paper III, which contain the result for the scheme 2
and 3. The irradiances determine ADRE and Fig. 15 summarizes the ADRE
results for simulations 2) and 3), showing the probability density functions
for the models (some of them are highlighted) compared with LBL. The sub
figures hold for different schemes and SZA. The probability density functions
in Fig. 15 e) and Fig. 15 f) are much narrower than in Fig. 15 c) (see the
changed horizontal scale). Thus, the model bias depends on SZA, especially
for the scattering-only aerosol type, whereas the strong absorbing aerosol type
produces a smaller dependency with SZA. As the major result of Paper III,
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the strong absorbing aerosol scheme (the scheme 3) did not produce such a
large error as the purely scattering aerosol scheme (2), although it is still in
the same order of the magnitude.
This result is indicatively due to problems in the aerosol multiple scattering,
because the multi-stream models manage the purely scattering aerosol scheme
better. But the computational cost will be decreased in the future and one may
calculate more readily with the more sophisticated multi-stream method. The
aerosol schemes (2 and 3) provide a 10 %-20 % error, and if AOD and SSA were
simulated (in Paper III they were given) with the models independently, the
deviations would have been even larger. Furthermore, the difference between
models for the scheme 2 and 3 are essentially the same as in the previous
studies mentioned in Paper III.
4.5 The change in ADRE due to the diurnal changes in
AOD
The aim of Paper IV was to study how the AOD’s diurnal variability in-
fluences the estimate of ADRE, and if it is suitable to use a single overpass
time only from satellite based AOD instead of more frequent AOD from local
stations. Currently, AERONET has less than 800 stations, with most of the
Earth being without valid AOD surface measurements (see Fig. 7). Satellite
based AOD measurements, however, cover the whole Earth, but with a lower
temporal coverage.
All the AERONET sites, with varying aerosol and albedo conditions, are in-
cluded in this study (see Fig. 7). With the radiative transfer modeling, ADRE
at TOA is calculated assuming either the diurnally varying or the daily aver-
aged ground-based AOD. The data criteria and the radiative transfer model
are mentioned in Paper IV. Fig. 16 shows the difference between the hourly
and daily averaged values for AOD (red), and the difference in ADRE simu-
lated with the hourly averaged AOD and the daily averaged AOD (blue) for
the four stations. The largest difference in ADRE exists, if the extremum
(minimum or maximum) AOD, is reached during local noon (Fig. 16 c and
d). Otherwise, even if AOD has a significant diurnal change (without the
extremum during local noon), the ADREs for local hours are compensating
each other to large extent (Fig. 16 a and b). For individual sites and seasons
there can be significant difference between the diurnally varying and the daily
averaged AOD derived ADRE, but considering all the results, the difference is
small being often within ±5 % (see Fig. 5 and 6, and Table 1, in Paper IV).
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Finally, ADRE TOA based on satellite overpass AOD (represents also the
daily averaged AOD), instead of the ground-based AOD, is compared with the
ADRE TOA calculated with the diurnally averaged AOD. This comparison
shows, that in general the difference is small, almost always within ±10 %.
Thus, the satellite based AOD derived ADRE represents essentially the same
as the diurnally varying AOD derived ADRE TOA. The main conclusion of
Paper IV is, that even a significant diurnal variation of AOD does not induce
a strong change in ADRE and also that the satellite based AOD is suitable for
the ADRE calculations.
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Figure 16: Hourly averaged AOD minus its daily average value (red, dAOD,
left axis) and the difference in ADRE simulated by the hourly averaged AOD
and the daily averaged AOD (blue, dADRE, right axis). The true ADRE with
true diurnal AOD cycle (black, right axis). Notice that ADRE is multiplied
with 0.1 to fit into the same scale. a) Silpakorn University, Thailand (March-
April-May), b) Mexico City, Mexico (December-January-February), c) Hamim,
United Arab Emirates (June-July-August) and d) Blida, Algeria (June-July-
August).
5 Conclusions and view to the future
Aerosol remote sensing and solar radiation measurements provide an in-
valuable dataset for studying the contribution of atmospheric aerosols in
radiation propagation. The main focus of this study was to investigate how
the correlation between the amount of water vapor (and single scattering
albedo) and the aerosol amount affect the aerosol direct radiative effect.
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The first objective was to assess, whether it is possible to estimate aerosol op-
tical depth reliably with surface solar radiation measurements using machine
learning algorithms and how well they perform if compared with a loo-up
table (LUT) based on radiative transfer modeling. Paper I shows that the
AOD estimation is possible and that the machine learning algorithms are able
to estimate AOD better than LUT. Moreover, the most significant finding is
the LUT’s systematic bias with respect to WVC, while the machine learning
algorithms did not produce such a systematic bias. The aerosol scattering
efficiency is enhanced with increasing WVC, which explains the result, as
Paper I highlights. Furthermore, it was shown in Paper II that this
co-variability of AOD and WVC can have an influence in ADRE estimates,
using ground-based measurements of SSR and AOD. This relationship was the
reason why linear regression extrapolates SSR0 better than the more physical
nonlinear method, against expectation. Thus, in the second objective, the
role of atmospheric water vapor is crucial for ADRE and this complicates the
extrapolation method application.
The third objective considered the performance of an ensemble of many
global models (Paper III), the solar shortwave radiation (at the surface,
in the atmosphere and at the top of the atmosphere) for three schemes:
1) the aerosol free (only the gaseous atmosphere), 2) the total scattering
aerosols and 3) the strongly absorbing aerosols. As a conclusion: the scheme
1) produced up to 6 % error by the models, while the schemes 2) and 3)
produced 10 %-20 %. The result is generally the same than the previous
similar inter-comparisons (e.g. Schulz et al., 2006).
The fourth objective was to assess how does a diurnal variability in AOD
influence ADRE estimates. Although ground-based AOD measurements have
a large temporal frequency, they still are very limited spatially, whereas
satellites cover most of the Earth’s surface. The drawback for satellite AOD is
its limited temporal resolution. In Paper IV we found that, even a significant
AOD’s diurnal variation did not typically induce a strong change in ADRE.
As a view to the future, Paper I opens possibility for a new analysis, where
AOD can be estimated (with cloud screened temporally homogeneous SSR-
data) for a time period reaching at least decades, possibly even for more than
a hundred years, with the robust machine learning methods.
This analysis could bring new information also about the aerosols’ contribu-
tion in the climate change. Moreover, the author encourages to solve the SSR0
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estimation problem using new methods, e.g. machine learning algorithms men-
tioned in this Thesis, for instance with a many dimensional analysis considering
all the variables free (not fixed as e.g. in Fig. 12). An accurate measurement
based SSR0 is crucial before the case when the atmospheric state is so well
monitored that SSR, and SSR0, can be simulated with a great accuracy, and
without an offset compared with SSR measurements.
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Abstract. In this study we examine the performance of
31 global model radiative transfer schemes in cloud-
free conditions with prescribed gaseous absorbers and no
aerosols (Rayleigh atmosphere), with prescribed scattering-
only aerosols, and with more absorbing aerosols. Results are
compared to benchmark results from high-resolution, multi-
angular line-by-line radiation models. For purely scattering
aerosols, model bias relative to the line-by-line models in
the top-of-the atmosphere aerosol radiative forcing ranges
from roughly −10 to 20 %, with over- and underestimates
of radiative cooling at lower and higher solar zenith an-
gle, respectively. Inter-model diversity (relative standard de-
viation) increases from ∼10 to 15 % as solar zenith angle
decreases. Inter-model diversity in atmospheric and surface
forcing decreases with increased aerosol absorption, indicat-
ing that the treatment of multiple-scattering is more variable
than aerosol absorption in the models considered. Aerosol
radiative forcing results from multi-stream models are gener-
ally in better agreement with the line-by-line results than the
simpler two-stream schemes. Considering radiative fluxes,
model performance is generally the same or slightly bet-
ter than results from previous radiation scheme intercompar-
isons. However, the inter-model diversity in aerosol radiative
forcing remains large, primarily as a result of the treatment of
multiple-scattering. Results indicate that global models that
estimate aerosol radiative forcing with two-stream radiation
schemes may be subject to persistent biases introduced by
these schemes, particularly for regional aerosol forcing.
1 Introduction
In order to understand climate and climate change, it is essen-
tial to have an accurate understanding of the Earth’s radiation
budget and how this budget has changed over time. Atmo-
spheric aerosols have a direct effect on the radiation budget
through scattering and absorption of primarily solar radia-
tion, and this radiative forcing can be quantified as the net
difference in flux at a given level with and without aerosol.
Mainly scattering aerosols such as sulphate generally have
a negative or cooling radiative effect at the top of the atmo-
sphere (TOA). More absorbing aerosols such as black car-
bon can have a radiative cooling or warming effect on the
climate system depending on the brightness of the surface or
clouds beneath them (Chy´lek and Coakley, 1974). Aerosols
may also have indirect and semi-direct effects on climate,
which are due to microphysical and thermodynamic interac-
tions with clouds, respectively, that impact cloud radiative
forcing.
There has been considerable progress in the global mod-
eling of aerosols (e.g. Textor et al., 2006; Koch et al., 2009);
however, the uncertainty in estimates of direct aerosol ra-
diative forcing, often measured by the diversity in global
model estimates, remains high (Forster et al., 2007; Myhre
et al., 2013). In cloud-free conditions, quantification of the
direct aerosol radiative effect in atmospheric models de-
pends on knowledge of aerosol optical properties (aerosol
optical depth, single scattering albedo, asymmetry parame-
ter, and their wavelength dependence) and wavelength de-
pendent surface albedo. While uncertainties in estimates of
aerosol radiative forcing are primarily due to uncertainties in
the knowledge of these properties and how they are param-
eterized (e.g. Boucher et al., 1998), the treatment of radia-
tive transfer in global models, including the accuracy of the
method, its spectral resolution, and the treatment of molec-
ular and multiple-scattering, also contribute to the multi-
model diversity in estimates of direct aerosol radiative forc-
ing (e.g. Halthore et al., 2005; Oreopoulos et al., 2012).
The aerosol model intercomparison initiative (AeroCom)
was created in 2002 with the goal of providing a platform for
detailed evaluations of aerosol simulations in global models
(http://aerocom.met.no/), focusing in particular on the diver-
sity in global estimates of anthropogenic aerosol direct radia-
tive forcing. AeroCom Phase I explored the inter-model di-
versity in aerosol processes and properties that contribute to
differences in the aerosol optical properties used to quantify
radiative forcing (Textor et al., 2006, 2007). Despite the di-
versity in aerosol properties simulated by the AeroCom mod-
els, there was surprisingly good agreement in global, annual
total aerosol optical depth. However, this agreement did not
extend to the sub-component level as there were large differ-
ences in the compositional mixture of the aerosol dry mass
and water uptake, both of which influence aerosol absorption
and radiative forcing (Kinne et al., 2006). After harmonizing
emissions, the global, annual mean pre-industrial to present-
day direct aerosol radiative forcing (RF) was −0.22 W m−2
with a range of −0.41 to +0.04 W m−2 and standard devia-
tion (SD) of± 0.16 W m−2 (or± 73 % of the mean; Schulz et
al., 2006). Considerable diversity in aerosol residence times,
mass extinction coefficients, forcing per unit optical depth
(forcing efficiency) and the ratio of all-sky to clear-sky forc-
ing contributed to the diversity in RF with harmonized emis-
sions (Schulz et al., 2006).
Prior to AeroCom Phase I, the large inter-model diver-
sity in aerosol models was not recognized by the commu-
nity at large; however, reasons for this diversity required
more investigation. As a result of this and the increasing
complexity of aerosol models and their coupling to trans-
port and climate models, investigators have proposed nu-
merous experiments for AeroCom Phase II (Schulz et al.,
2009). Three additional Phase II experiments have been pro-
posed to investigate the model diversity in aerosol radiative
forcing. Myhre et al. (2013) examines the pre-industrial to
present-day anthropogenic aerosol direct radiative forcing in
16 global aerosol models of various complexity. The remain-
ing two studies aim to understand inter-model diversity by
removing host model uncertainties that arise during the sim-
ulation of aerosol distributions and aerosol optical properties.
In the AeroCom Prescribed Experiment (Stier et el., 2012),
Atmos. Chem. Phys., 13, 2347–2379, 2013 www.atmos-chem-phys.net/13/2347/2013/
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aerosol optical properties (aerosol optical depth, A˚ngstro¨m
exponent, single scattering albedo, and asymmetry parame-
ter) are prescribed to examine the inter-model diversity in
non-aerosol related host-model process and assumptions that
impact RF calculations (e.g. surface albedo and clouds). As
a subset and simplification of the Prescribed Experiment, the
offline AeroCom Radiative Transfer Experiment presented
here examines the diversity in aerosol radiative forcing due
to differences in global model radiation schemes.
There have been numerous intercomparisons of shortwave
radiation codes in the past. Fouquart et al. (1991) exam-
ined 26 radiation schemes ranging from high to low spectral
resolution and found substantial discrepancies in computed
fluxes for even the simplest prescription of only pure water
vapor absorption. When including highly scattering aerosols
and a fixed surface albedo, the relative standard deviation
for the eleven models considered ranged from 23 to 114 %
as the solar zenith angle (SZA) decreased from 75◦ to 30◦
(Fouquart et al., 1991; Boucher et al., 1998). Boucher et al.
(1998) found that the relatively high (8 %) standard devia-
tion in zenith angle-average broadband forcing due to pre-
scribed non-absorbing sulfate aerosols was due to differences
in the treatment of Mie scattering, multiple scattering, phase
functions, and spectral and angular model resolution. Even
higher diversity was found for radiative forcing calculated at
specific solar zenith angles (i.e. 7.8◦, 71.6◦, and 83.4◦). A
more recent and extensive study by Halthore et al. (2005)
found substantial differences in TOA RF with prescribed
aerosol optical properties and surface albedo that was higher
at lower solar zenith angles (30◦ vs. 75◦) and decreased with
increased aerosol optical depth.
In this study we adapt the protocol from Halthore et al.
(2005), which itself was inspired by Fouquart et al. (1991).
We first focus on inter-model differences in Rayleigh scat-
tering in cloud- and aerosol-free conditions with prescribed
standard atmospheres (i.e. prescribed ozone and water vapor
distributions) and surface albedo. We also consider two sim-
ple cases with prescribed aerosol optical properties, includ-
ing both scattering-only and absorbing aerosols separately,
to examine inter-model differences in clear-sky (cloud-free)
aerosol radiative forcing. Only solar wavelengths are exam-
ined in this study because AeroCom is primarily interested
in anthropogenic aerosol radiative forcing rather than long-
wave aerosol effects that are strongly influenced by natu-
ral (e.g. dust) aerosol. We examine the clear-sky fluxes and
aerosol radiative forcing as a function of solar zenith angle
(SZA). Where possible and appropriate, we make compar-
isons to earlier intercomparison studies. It should be noted
that the conditions specified in this study are not meant to
reflect actual atmospheric conditions, which may vary con-
siderably from those considered here. For climate studies, it
is not the error in calculating radiative fluxes under a given
set of conditions, but the systematic error that occurs over
large time and spatial scales, that is of primary importance
(Arking, 2005). However, it is important to understand how
forcing varies with SZA because zenith-angle averaged forc-
ing assumes the uniform geographic distribution of aerosol
optical properties, surface albedo, and clouds – conditions
never achieved in the actual climate system (Boucher et al.,
1998).
2 Protocol
Table 1 provides a brief description of the participating
models, including their spectral resolution and multiple-
scattering and gaseous transmission schemes. More detailed
descriptions and references are given in Appendix A and Ap-
pendix Table A1. The data used in this study are made pub-
licly available via the AeroCom server (http://aerocom.met.
no/). We have submissions from 31 radiation schemes. Two
high-spectral resolution line-by-line (LBL) models (Models
#1 and 2), where transmittance is treated explicitly, serve as
benchmarks for comparison. Models #1–3, 5–9, and 30–31
use multi-stream (i.e. > 2-stream) approximations to the so-
lution of the radiative transfer equation while the remain-
ing models use the two-stream approximation. Multiple-
scattering schemes include the discrete-ordinate method
(DISORT; Stamnes et al., 1988, Models #1–7), variations of
the Eddington approximation (e.g. Joseph et al., 1976, Mod-
els #8–29), and the matrix-operator method (MOM; Plass et
al., 1973, Models #30–31). For the lower spectral resolution
band-models, gaseous transmittance is generally achieved
using either the correlated-k method (ck-D; e.g. Lacis and
Oinas, 1991; Fu and Liou, 1992; Kato et al., 1999) or the ex-
ponential sum fit transmission scheme (ESFT; e.g. Wiscombe
and Evans, 1977; Sun and Rikus, 1999). A number of these
schemes are currently in use in global climate models, some
are used for offline calculation of aerosol radiative forcing,
and still others are used, for example, to perform detailed
calculations of photolysis rates in coupled climate-chemistry
models (see Appendix A).
Table 2 gives an overview of the experiment protocol and
the cases considered. Fluxes were reported at two nominal
wavelength bands: broadband (0.2–4.0 µm) and UV-visible
(UV-VIS; 0.2–0.7 µm). However, due to the difficulty in con-
figuring some models to these exact bands, we accepted vari-
ations in these wavelength ranges. To facilitate intercom-
parison, we normalized all flux components by the model-
specific downwards irradiance at the top-of-the-atmosphere
(TOA) in the appropriate band (broadband or UV-VIS) and
then scaled these normalized fluxes by the inter-model me-
dian TOA downwards irradiance (such that all flux quan-
tities examined are in W m−2; see Fig. 2). We requested
the following flux fields: total (direct + diffuse) down at the
surface broadband, diffuse flux down at the surface broad-
band, total diffuse up at TOA broadband, and total down
at surface UV-visible. These flux (F ) quantities allow us to
calculate TOA aerosol radiative forcing (RF) and absorp-
tance (A) in the broadband. Absorptance is calculated as in
www.atmos-chem-phys.net/13/2347/2013/ Atmos. Chem. Phys., 13, 2347–2379, 2013
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Table 1. Models, investigators, and descriptiona
Model Name Investigator(s) Descriptionb,c
1 GENLN2-DISORT Myhre 16-streams DISORT, LBL (HITRAN2008) 0.02 cm−2 resolution, 0.2–5.0 µm, AFGL
2 RFM DISORT (RFMD) Highwood, Ryder, Harris 4-streams DISORT (HITRAN 2004), LBL 1 cm−1 resolution, 0.2–10 µm, AGFL
3 Oslo-DISORT Myhre 8-stream DISORT, ESFT (HITRAN92 + GENLN2 for H2O), 4 (2/1), 0.3–4.0 µm, AFGL
4 Oslo-2Stream Myhre 2-stream DISORT, ESFT (HITRAN92 + GENLN2 for H2O), 4 (2/1), 0.3–4.0 µm, AFGL
5 UNIVIE-Streamer Neubauer, Hitzenberger 8-stream DISORT, ESFT (LOWTRAN7 + LBLRTM), 24 (10/14), 0.2–5.0 µm, AFGL
6 FMI-libRadtran Huttunen 8-stream DISORT2 δ-M scaling on, ck-D (HITRAN92), 32 (16/16), 0.24–4.61 µm, AFGL
7 LMU-libRadtran Mayer 6-stream DISORT2, ck-D (HITRAN92), 32 (16/16), 0.2401–4.6057 µm, AFGL
8 GSFC-FL Yu 4-stream δ-Ed, ck-D (HITRAN82), 15 (10/5), 0.2–4.0 µm, AFGL
9 CAR-FLG F. Zhang 4-stream δ-Ed, ck-D (1982AGFL + HITRAN2k), 6 (1/5), 0.2–4.0 µm, AFGL
10 LaRC-FL Rose, Kato 2-stream δ-Ed, ck-D (HITRAN2k), 18 (10/8), 0.17–4.0 µm, 32-layers
11 CAR-RRTMG F. Zhang 2-stream δ-Ed, ck-D (LBLRTM), 14 (5/9), 0.2–12.196 µm, AFGL
12 RRTMG-SW Oreopoulos, Lee 2-stream δ-Ed, ck-D (LBLRTM), 14 (4–5/10–9), 0.2–12.196 µm, AFGL
13 LMU-2stream Mayer 2-stream δ-Ed, ck-D (HITRAN92), 32 (16/16), 0.2401–4.6057 µm, AFGL
14 MPI-2stream Kinne 2-stream δ-Ed, ck-D (LOWTRAN5+Vigroux), 8 (4/4), µm, 20-layers
15 CAR-GSFC F. Zhang 2-stream δ-Ed+adding (CS), k-distribution (HITRAN96), 11 (8/3), 0.175-10 µm, AFGL
16 BCC-RAD H. Zhang, P. Lu 2-stream δ-Ed (ES96), ck-D (HITRAN2k), 9 (7/2), 0.2–3.73 µm, AFGL
17 CAR-CCCMA F. Zhang δ-Ed+adding, ck-D (HITRAN96), 4 (9-sub/3), 0.2–4.0 µm, AFGL
18 ECHAM5.5 Quaas, Kinne, Stier 2-stream δ-Ed, Pade´ approx., 6 (3/3), 0.185–4.0 µm, AFGL
19 UMD-SRB Ma, Pinker 2-stream δ-Ed, k-distribution for H2O and Lacis and Hansen (1974) for O3 (HITRAN-96), 7 (4/3),
0.2–4.0 µm, 31-layers (Clear-Sky) otherwise variable
20 ES96-6 Highwood, Ryder, Harris 2-stream PIFM, ck-D (H2O: HITRAN 2003, O3:HITRAN92), 6 (2/3), 0.2–10 µm, AFGL
21 ES96-220 Highwood, Ryder, Harris 2-stream PIFM, ck-D (H2O: HITRAN 2003, O3:HITRAN92), 220 (118/102), 0.2–10 µm, AFGL
22 ES96-6-D Highwood, Ryder, Harris 2-stream PIFM + δ-scaling, ck-D (H2O: HITRAN 2003, O3:HITRAN92), 6 (2/3), 0.2–10 µm, AFGL
23 ES96-220-D Highwood, Ryder, Harris 2-stream PIFM + δ-scaling, ck-D (H2O: HITRAN 2003, O3:HITRAN92) 220 (118/102), 0.2–10 µm, AFGL
24 UKMO-HadGEM2 Rumbold 2-stream PIFM + δ-scaling (ES96), ck-D (H2O: HITRAN 2003, O3:HITRAN92), 6 (2/3),
0.2–10 µm, AGFL
25 CAR-CAWCR F. Zhang 2-stream δ-Ed (SES), ESFT (GENLN2), 9 (4/5) 0.2–5.0 µm, AFGL
26 CAR-CAM F. Zhang 2-stream δ-Ed, ESFT (HITRAN2k), 19 (8/11), 0.2–5.0 µm, AFGL
27 ULAQ Pitari, Di Genova 2-stream δ-Ed, ESFT (MPI-MAINZ + HITRAN92 for H2O), 235 (150/85), 0.1216–7 µm, 570 m
28 FORTH Vardavas, Hatzianastassiou 2-stream δ-Ed, ESFT, 128 (115/13), 0.2–9.52 µm, 100-layers
Matsoukas
29 CAR-GFDL F. Zhang δ-Ed+adding, ESFT (HITRAN92), 18 (13/5) 0.173–20 µm, AFGL
30 MPI-MOM Kinne 10-streams Matrix-Operator adding-doubling, ck-D (LOWTRAN5+Vigroux), 8 (4/4), µm, 20-layers
31 MOMO Doppler, Fischer Matrix-Operator adding-doubling, non-correlated k (HITRAN-2008), 97 (67/30), 0.2–100 µm, AFGL
a See Appendix A for further model details. Appendix Table A1 provides additional information on gaseous transmission.
b Format: #-streams and multiple-scattering scheme, gaseous transmittance scheme (transmission database), total # bands (# UV-Vis/# Near-IR), full λ-range [µm], vertical
resolution.
c Abbreviations: RT = radiative transfer, LBL = line-by-line, DISORT = discrete-ordinate method, PIFM = Practical Improved Flux Method, Ed = Eddington, δ-Ed = delta
Eddington, ES96 = Edwards and Slingo (1996),
SES = Sun-Edwards-Slingo, CS = Chou and Suarez, FL = Fu-Liou, FLG = Fu-Liou-Gu, ESFT = exponential sum fit transmission, ck-D = correlated k-distribution, AFGL = Air
Force Geophysical Laboratory vertical resolution.
Halthore et al. (2005) and represents the fraction of TOA ir-
radiance absorbed in the atmosphere:
A= (F
↓
TOA −F↑TOA)− (F↓SFC −F↑SFC)
F
↓
TOA
(1)
where arrows indicate the direction of the flux (positive
down). Additionally, the surface albedo (α) is fixed to the
same value for all wavelengths, allowing for the calculation
of surface (SFC) aerosol RF (F↑SFC = αF↓SFC). Flux in the
near-IR is computed as the difference between broadband
and UV-VIS.
2.1 Case 1: Rayleigh scattering atmosphere
Only molecular scattering and absorption (Rayleigh atmo-
sphere) occur in the aerosol- and cloud-free Case 1. Follow-
ing Halthore et al. (2005), shortwave flux components were
computed using two different standard atmospheric profiles
for ozone (O3) and water vapor (H2O): the Air Force Geo-
physics Laboratory (AFGL; Anderson et al., 1986) subarc-
tic winter (SAW, lower humidity) and tropical atmospheres
(TROP, higher humidity). Figure 1 shows the prescribed O3
and H2O profiles. Modelers were given the standard atmo-
spheres at 1-km resolution from 0–26 km and 2-km from 26–
120 km (corresponding pressure levels were also provided);
it was up to the individual contributor to vertically interpolate
these fields if needed (see Appendix A). Fluxes are analyzed
at two solar zenith angles (SZA), ranging from low (30◦) to
high (75◦), to provide a range of conditions that represen-
tative of tropical and high-latitude conditions, respectively.
The wavelength-independent Lambertian surface albedo (α)
was prescribed as 0.2. This case only considers cloud- and
aerosol-free conditions; it thus highlights the transmittance
of the radiation schemes considered. Results from Case 1 are
presented in Sect. 3.1.
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Table 2. Protocol summary.
Experiment Case 1 Case 2a Case 2b
Aerosol None (Rayleigh) Fixed Fixed
AOD (0.55 µm) 0 0.2 0.2
A˚ngstro¨m Spectral dependence of AOD:
Parameter AOD = exp(−1.0× ln(λ/0.55) + ln(0.2))
Asymmetry (g) N/A 0.7 0.7
Parametera
SSAa N/A 1.0 0.8
Surface Albedoa 0.2, globally, spectrally uniform
Atmosphereb AFGL “Tropical” (TROP) and
“Sub-Arctic Winter” (SAW)
(O3 and H2O profiles w/1-km resolution)
Clouds NONE
Solar Zenith Angle 30◦, 75◦ for each atmosphere
a Solar-spectrally invariant.
b TROP has higher humidity (H2O mixing ration) and ozone (see Fig. 1).
Fig. 1. Prescribed AFGL profiles of Ozone (O3) and Water Vapor (H2O).
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Fig. 1. Prescribed AFGL profiles of Ozone (O3) and Water Vapor
(H2O).
2.2 Case 2a and 2b: cloud-free atmosphere with
aerosols
Case 2a (Scattering Aerosols) augments Case 1 by consid-
ering a simple prescription of purely scattering aerosols.
AOD at 550 nm is prescribed at 0.2 and linearly dis-
tributed in the lowest 2 km of the host model. This cor-
respo ds roughly to the “high AOD” ca e considered by
Halthore et al. (2005). The A˚ngstro¨m exponent is given
as 1.0 at 550 nm such that at other wavelengths (λ; µm),
AOD = exp(−1.0× ln(λ/0.55)+ln(0.2)). The single scatter-
ing albedo (SSA) is solar-spectrally invariant and set equal
to 1.0 for scattering aerosols. The asymmetry parameter (g)
is prescribed at 0.7 (forward-scattering) and is also solar-
spectrally invariant. In Case 2b (Absorbing Aerosols), we
consider a simple prescription of more absorbing aerosols.
Aerosol properties are as in Case 2a, however the single scat-
tering albedo is prescribed at 0.8 (solar-spectrally invariant
SSA). Note that in Case 2b the aerosols both scatter and ab-
sorb solar radiation. These cloud-free aerosol cases shows
how the models handle multiple scattering and atmospheric
absorption by aerosols. Flux results from Case 2a and 2b are
presented in Sect. 3.2.
2.3 Case 2a and 2b: aerosol direct radiative forcing
The fluxes considered in Cases 1 and 2 provide the necessary
information to calculate broadband aerosol direct radiative
forcing (RF). Here, RF [W m−2] is defined as the difference
(down ↓ – up ↑) in flux (F ) with and without aerosols present
in the atmosphere:
RF = (F↓−F↑)Case 2 − (F↓−F↑)Case 1 (2)
Defined in this way (positive down), negative values imply
aerosol radiative cooling and positive values imply aerosol
radiative warming of the climate system. We compute RF
at the top-of-the-atmosphere (TOA) and the surface (SFC).
The atmospheric forcing (ATM) is the difference between
the two: ATM = TOA–SFC. Because aerosol RF is calcu-
lated as a difference in fluxes with and without aerosols
holding atmospheric state constant, errors in the treatment
of the Rayleigh atmosphere (Case 1) tend to be cancelled
to first order. However, we examine aerosol RF because it
is of primary interest to the AeroCom community and re-
mains a major source of uncertainty in our understanding of
anthropogenic climate change (Solomon et al., 2007). Be-
cause we consider harmonized surface and aerosol optical
properties, these RF calculations should indicate differences
in how models treat multiple-scattering, rather than how an
individual model simulates aerosol properties (mass, life-
time, etc.) and their resulting direct RF. Note that global,
diurnally-averaged results from the AeroCom Prescribed Ex-
periment FIX2–FIX0 in clear-sky (cloud-free) conditions are
comparable to Case 2a. However, in the Prescribed Experi-
ment the surface albedo and gaseous absorbers are not fixed
(Stier et el., 2012). Similarly, results from Case 2b are anal-
ogous to the global average FIX3–FIX0 clear-sky results
in Stier et el. (2012). We examine aerosol RF in Sect. 3.3
and draw comparisons to other Phase II AeroCom studies in
Sect. 3.4.
3 Results
Recall that results from each case are first normalized to
the model-specific TOA downwards flux in the appropriate
band (broadband or UV-VIS); the normalized fluxes are then
scaled by the multi-model median TOA flux (see Fig. 2). We
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Fig. 2. Summary of results for Case 1 (Rayleigh Atmosphere) in
W m−2: (a) direct broadband flux down at the surface, (b) total
(direct plus diffuse) near-IR down at the surface (calculated as the
difference between broadband and UV-VIS), and (c) broadband ab-
sorptance calculated as in Eq. (1). Line-by-line results (stars) and
non-LBL results (non-stars) are given as a function of Model # (Ta-
ble 1). Shading represents the greater of± 1 standard deviation from
the LBL or non-LBL mean. Normalized results were scaled by the
following broadband (UV-VIS) TOA downwards fluxes: 1189.28
(563.38) W m−2 for SZA 30◦ and 355.43 (168.37) W m−2 for SZA
75◦. Note that the mean bias of TOA downward fluxes for non-
LBL models relative to the LBL models was 2% in the broadband
and 2.4 % in the UV-VIS. Models 22–23 are omitted because they
are the same as Models 20–21 in the clear-sky case. Models 3–4 did
not provide UV-VIS fluxes.
tabulate results separately for the line-by-line (LBL) bench-
mark codes (Models #1 and 2) and the remaining non-LBL
models. We calculate the relative standard deviation (RSD) in
order to evaluate overall model diversity, where RSD = | σ
µ
|,
σ is the standard deviation, and µ the mean value of the re-
spective parameter. The RSD is calculated separately for the
two LBL models and the non-LBL models. The average bias
of the non-LBL models relative tho the average benchmark
LBL results is expressed as a percent difference from the
LBL-mean (i.e. 100× (µmodels−µLBL)/µLBL). To visualize
non-LBL model diversity, we examine the individual model
bias relative to the non-LBL model mean.
3.1 Case 1 (Rayleigh atmosphere)
Figure 2a shows the direct downwards broadband flux in
cloud- and aerosol-free conditions for each solar zenith angle
and standard atmosphere combination. While most models
fall within the inter-model diversity (the greater of ±1 stan-
dard deviation from the LBL or non-LBL model mean; shad-
ing), models 14, 25, 27, 30, and 31 are often outliers and are
not included in the summary statistics for the Rayleigh atmo-
sphere case in Table 3. (Appendix Table A2 provides statis-
tics including all models). Of these models, models 14 and
30 use the same gaseous transmission scheme (Appendix A).
Note that models 22 and 23 are identical to models 20 and
21 for the Rayleigh atmosphere case and are thus omitted for
Case 1; however they are included in Case 2 because they use
different multiple-scattering schemes (Table 1).
The low value of RSD for both LBL and non-LBL mod-
els (Table 3) indicates the best agreement in direct broadband
flux down at the surface when the water vapor slant path is at
its lowest (30◦ in the sub-Arctic winter). Inter-model differ-
ences increase both with increased solar zenith angle and in-
creased water vapor (i.e. the tropical AFGL profile), with the
former having a stronger impact on the RSD. This pattern of
inter-model difference agrees with the findings of Halthore et
al. (2005), and the agreement between models in this study is
also generally better than 2 %. Our model diversity is within
∼30 % of the broadband direct flux results for the 16 models
considered in Halthore et al. (2005).
Relative to the LBL models, models in this study tend to
overestimate the direct broadband radiation at the surface by
<2 % under most conditions (Table 3). We note that in ad-
dition to prescribing the AFGL ozone and water vapor pro-
files, Halthore et al. (2005) also specified N2 and O2 abun-
dances as a function of height from MODTRAN and fixed
the CO2 mixing ratio at 360 ppm. In our results, individual
modelers choose the specification of trace gasses excluding
O3 and H2O. A sensitivity study to the inclusion of addi-
tional gaseous absorbers was performed using the CAR en-
semble modeling system (Liang and Zhang, 2012; Zhang
et al., 2013), which provided results for seven of the radi-
ation schemes considered here (Table 1). Addition of N2O,
CH4, and CO2 contributed to an additional 1 % decrease in
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Table 3. Case 1: Summary of Statistics for the Rayleigh
Atmospherea,b,c
SAW TROP
30◦ SZA 75◦ SZA 30◦ SZA 75◦ SZA
Direct Broadband Downwards Flux at Surface
LBL Avg 942.4 216.2 844.5 179.6
LBL RSD 0.8 % 1.1 % 1.1 % 3.9 %
Model Avg. 946.8 218.6 856.3 186.3
Avg. Bias 0.5 % 1.1 % 1.4 % 3.7 %
Model RSD 0.6 % 1.0 % 0.9 % 2.1 %
Diffuse Broadband Downwards Flux at Surface
LBL Avg 64.4 37.2 64.0 36.8
LBL RSD 0.9 % 1.5 % 0.4 % 0.5 %
Model Avg. 63.4 38.0 63.3 37.9
Avg. Bias −1.5 % 2.1 % −1.1 % 3.0 %
Model RSD 7.0 % 4.8 % 6.8 % 4.6 %
Diffuse Broadband Flux Up at TOA
LBL Avg 227.6 82.6 204.7 75.2
LBL RSD 1.3 % 1.5 % 1.3 % 1.8 %
Model Avg. 230.5 83.9 210.1 77.8
Avg. Bias 1.3 % 1.6 % 2.6 % 3.5 %
Model RSD 1.1 % 1.9 % 1.4 % 2.1 %
Total (Direct + Diffuse) UV-VIS Downwards Flux at Surface
LBL Avg 489.2 115.8 489.1 115.7
LBL RSD 0.7 % 1.3 % 0.2 % 0.3 %
Model Avg. 489.3 116.7 490.3 117.5
Avg. Bias 0.0 % 0.8 % 0.3 % 1.6 %
Model RSD 1.1 % 2.6 % 1.0 % 2.4 %
Total near-IR Downwards Flux at Surfaced
LBL Avg 519.1 138.0 421.1 101.1
LBL RSD 0.8 % 1.0 % 2.3 % 6.5 %
Model Avg. 521.7 139.9 429.1 107.3
Avg. Bias 0.5 % 1.4 % 1.9 % 6.1 %
Model RSD 2.0 % 2.5 % 3.2 % 3.6 %
Broadband Absorptancee
LBL Avg 0.134 0.201 0.221 0.307
LBL RSD 7.2 % 6.4 % 2.5 % 5.1 %
Model Avg. 0.126 0.186 0.204 0.276
Avg. Bias −5.7 % −7.6 % −7.5 % −10.1 %
Model RSD 4.7 % 4.3 % 3.8 % 4.2 %
a Flux units W m−2; scaled normalized results as described in the text and Fig. 2.
Statistics for non-LBL models excludes models 14, 25, 27, 30, and 31. Models 22
and 23 are excluded because they are the same as models 20 and 21 in the Rayleigh
atmosphere. Table A2 gives statistics excluding models 22–23 only.
b Line-by-line (LBL) benchmarks (Avg. of models #1 and #2) and non-LBL model
results.
c Avg. Bias is expressed as a percentage of the LBL Avg. RSD = standard deviation
as a percentage of mean.
d Near-IR is calculated as a difference between broadband and UV-VIS.
e Absorptance (Eq. 1) is derived assuming F↑SFC = αF
↓
SFC and surface albedo
α = 0.2.
Table 4. Statistics for diffuse flux down at surface with aerosolsa
Group 1b Group 2c
ATM and SZA Bias (RSD) Bias (RSD)
Case 2a: Scattering Aerosols
SAW 30 −0.9 % (3.5 %) −36.6 % (5.8 %)
SAW 75 2.3 % (5.2 %) −30.4 % (3.7 %)
TROP 30 0.2 % (3.7 %) −35.3 % (5.6 %)
TROP75 4.3 % (5.4 %) −27.1 % (4.4 %)
Case 2b: Absorbing Aerosols
SAW 30 −0.3 % (3.6 %) −33.8 % (4.4 %)
SAW 75 3.4 % (5.5 %) −26.5 % (2.6 %)
TROP 30 1.0 % (3.9 %) −32.4 % (4.4 %)
TROP 75 5.2 % (5.8 %) −23.1 % (2.8 %)
a Bias = 100×µGroup−µLBLµLBL , RSD = 100× |
σGroup
µGroup
|, µ= mean,
σ = standard deviation.
b Group 1: Model # 3–14, 19–21, and 30–31.
c Group 2: Model # 15–18 and 22–29.
broadband downwards flux at the surface, with most of that
due to carbon dioxide (F. Zhang, personal communication,
2012). We thus note that diversity in the treatment of other
trace gas absorbers may contribute to some of the bias and
diversity in our results.
Figure 2b shows the total (direct plus diffuse) downwards
flux in the near-IR (i.e. broadband minus UV-VIS). Deficien-
cies in the near-IR band indicate that models may not ade-
quately treat absorption by water vapor. The statistics in Ta-
ble 3 indicate increased model diversity (larger RSD) and
increased bias relative to the LBL results as the slant-path
of water vapor increases. Broadband absorptance calculated
according to Eq. (1) is shown in Fig. 2c. Model diversity ex-
pressed as RSD is roughly 4 % for broadband absorptance.
In the tropical atmosphere, broadband absorptance RSD is
slightly higher compared to the ∼3 % diversity found in
Halthore et al. (2005). This difference, however, is small con-
sidering that the spectral resolution of the models considered
in Halthore et al. (2005) was generally much greater than the
models in this study.
In the UV-VIS where gaseous absorption is influenced by
the amount of ozone, the LBL models show good agreement
(RSD. 1 %; Table 3). However, the non-LBL RSD is higher
by about a factor of ∼2 for SAW (less O3) and a factor of
5–8 for TROP (more O3). The bias relative to the LBL calcu-
lations is low at 30◦ and increases at 75◦. Figure A1a shows
the UV-VIS down at the surface expressed as a percent devi-
ation from the non-LBL model mean (i.e. µ excluding only
models 1–2 and 22–23). Models that performed well for the
broadband may have deficiencies in the UV-VIS range, as
exhibited by models such as 5 and 25, which over and under-
estimate the UV-VIS flux relative to the LBL results (see
Fig. A2). Note that Model #5 uses a one-parameter scal-
ing approach to scale the absorption by atmospheric gases
www.atmos-chem-phys.net/13/2347/2013/ Atmos. Chem. Phys., 13, 2347–2379, 2013
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Fig. 3. As a function of standard atmosphere and solar zenith angle, the inter-model diversity in broadband
diffuse flux down at the surface for Case 2a (Scattering Aerosols), expressed as a percent deviation from the
non-LBL model mean (i.e. all models excluding #1 and 2). Figure A4 shows the inter-model differences in
broadband direct and diffuse flux down at the surface for Case 2a and 2b.
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Fig. 3. As a function of standard atmosphere and solar zenith angle, the inter-model diversity in broadband diffuse flux down at the surface
for Case 2a (Scattering Aerosols), expressed as a percent deviation from the non-LBL model mean (i.e. all models excluding #1 and 2).
Figure A4 shows the inter-model differences in broadband direct and diffuse flux down at the surface for Case 2a and 2b.
to different temperatures and pressures; this reduces the O3
absorption in the Rayleigh atmosphere case but is less im-
portant when calculating aerosol direct and indirect forcing
as well as exoplanetary surface temperatures, the primary ap-
plications of this model.
The largest inter-model flux differences occur for broad-
band diffuse flux to the surface (Table 3, Figs. A1b and
A3). The RSD is roughly equal for each SZA regardless of
prescribed atmosphere, and it is greatest at 30◦. Relative to
LBL calculations, models generally under- and overestimate
broadband diffuse flux at the surface at lower and higher solar
zenith angle, respectively. Because much of the diffuse flux
occurs in the UV-VIS, deficiencies in the broadband diffuse
flux may point to issues in the treatment of ozone absorption.
The model diversity for the diffuse flux down at the surface is
comparable to Halthore et al. (2005) in the sub-Arctic winter;
however, it is considerably (∼5 times) less in the tropical at-
mosphere. The relatively good agreement in upwards broad-
band flux at the top-of-the atmosphere (RSD∼2 %) is similar
to the agreement found for the direct broadband flux to the
surface as expected due to the prescribed surface albedo.
3.2 Case 2 (fluxes with aerosols)
Flux results for Case 2a (Scattering Aerosols) and Case
2b (Absorbing Aerosols) are summarized in Appendix Ta-
bles A3 and A4, respectively. For all flux quantities, model
disagreement (RSD) increases with solar zenith angle and,
with the exception of downwards UV-VIS flux, is higher in
the tropical atmosphere compared to the sub-Arctic winter.
In both aerosol cases, models agree within .3 % for all total
(direct plus diffuse) flux quantities. For comparison, Halthore
et al. (2005) found that model diversity with inclusion of non-
absorbing aerosols at high AOD (0.24) as generally within
1–2 %. Model diversity is similar with increased aerosol ab-
sorption (decreased SSA), but the magnitude of the bias rel-
ative to the LBL-benchmark is generally slightly higher for
absorbing aerosols.
The worst model agreement for Case 2 occurs for the com-
ponents of the total irradiance down at the surface, a find-
ing in accord with Phase I of the Continual Intercompari-
son of Radiation Codes (CIRC; Oreopoulos et al., 2012).
Figures 3 and A4 illustrate the inter-model differences in
the diffuse and direct components of the downwards broad-
band flux. The models tend to fall into two separate groups:
those which are approximately equal to the LBL-benchmark
(Group 1, Models #3–14, 19–21, 30–31), and those that un-
derestimate it (Group 2; Models #15–18, 22–29). Table 4
gives the statistics for each group relative to the LBL-mean.
Despite the different biases in the two groups relative to the
LBL-benchmark, the RSD shows that the model diversity is
similar for each group (∼3–6 %). Most multi-stream models
(#3, 5–9), which include all models that employ the DISORT
algorithm for multiple-scattering (#3–7), agree the best with
the LBL-benchmarks (see the Appendix Fig. A5 and A6).
Both LBL schemes also use DISORT and multiple streams
(Table 1).
A sensitivity study using both a delta 2-stream and delta 4-
stream approximation was performed using Model #9 (CAR-
FLG; F. Zhang, personal communication, 2012). While
Model #9 is in Group 1 (Table 4) when run with a delta 4-
stream method, using only a delta 2-stream method largely
reduces the broadband diffuse flux to the surface such that it
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Fig. 4. Summary of results for top of the atmosphere aerosol radiative forcing (TOA RF) in Wm 2: (a) Case 2a
(Scattering Aerosols) SAW, (b) Case 2b (Absorbing Aerosols) SAW, (c) Case 2a (Scattering Aerosols) TROP,
and (d) Case 2b (Absorbing Aerosols) TROP. Line-by-line results (stars) and non-LBL results (non-stars) are
given as a function of Model # (Table 1). Shading represents the greater of± 1 standard deviation from the LBL
or non-LBL mean (excluding Models 20–21). RF was calculated from Eq. (2) using normalized flux results
that were scaled by the broadband downwards fluxes given in Fig. 2.
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Fig. 4. Summary of results for top of the atmosphere aerosol radiative forcing (TOA RF) in W m−2: (a) Case 2a (Scattering Aerosols) SAW,
(b) Case 2b (Absorbing Aerosols) SAW, (c) Case 2a (Scattering Aerosols) TROP, and (d) Case 2b (Absorbing Aerosols) TROP. Line-by-line
results (stars) and non-LBL results (non-stars) are given as a function of Model # (Table 1). Shading represents the greater of ± 1 standard
deviation from the LBL or non-LBL mean (excluding Models 20–21). RF was calculated from Eq. (2) using normalized flux results that
were scaled by the broadband downwards fluxes given in Fig. 2.
is closer to the mean flux for Group 2. In the delta-rescaling,
the fraction of scattered energy residing in the forward peak
(f ) for the delta 2-stream and delta 4-stream approximations
are f = ω˜2/5 and f = ω˜4/9, respectively, where ω˜2 and ω˜4
are the second and fourth coefficients of the phase function.
Using the Henyey-Greenstein phase function, ω˜2 = 5g2 and
ω˜4 = 9g4 where g is the asymmetry factor. When f decreases,
more scattered energy is kept and there is an increase in dif-
fuse flux at the surface. As the number of streams increase
from two (f ∼g2) to four (f ∼g4), f decreases, and the dif-
fuse flux down to the surface increases.
Models #20–23, which employ the Practical Improved
Flux Method (PIFM) for multiple scattering (Zdunkowski et
al., 1980), illustrate that the same 2-stream method can be
configured to either more accurately represent diffuse or to-
tal flux. In models #22 and 23, δ-rescaling provides more
accurate total flux at the expense of the partitioning between
the direct and diffuse fluxes because it increases the flux in
the direct beam to account for strong forward aerosol scat-
tering. However, while omitting δ-rescaling (models #20 and
21) improves the accuracy of the diffuse beam relative to the
LBL-results (Figs. A5 and A6), as shown in Sect. 3.3, it im-
pacts RF estimates.
3.3 Aerosol direct radiative forcing from
Case 2a and 2b
Figure 4 shows the top of the atmosphere aerosol radiative
forcing. Surface and atmospheric aerosol radiative forcing
are shown in Fig. 5. Table 5 gives the multi-model statistics
for the aerosol radiative forcing. Note that Models #20-21 are
outliers (see Fig. 4). Recall from Section 3.2 that these mod-
els are the same as Models #22-23 except that they do not
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Table 5. Summary of statistics for aerosol radiative forcinga, b, c, d
Case 2a: Scattering Aerosols Case 2b: Absorbing Aerosols
TOA RF SFC RF TOA RF SFC RF
Sub-Arctic Winter 30◦ SZA
LBL Avg. −8.6 −9.7 11.6 −42.1
LBL RSD 3.4 % 4.2 % 0.7 % 1.4 %
Model Avg. −10.2 (−10.6) −11.0 (−11.2) 9.9 (9.4) −41.8 (−41.6)
Avg. Bias 18.9 % (23.2 %) 13.0 % (15.9 %) −14.2 % (−18.5 %) −0.7 % (−1.2 %)
Model RSD 14.7 % (14.3 %) 13.3 % (13.8 %) 14.3 % (12.9 %) 4.1 % (4.3 %)
Sub-Arctic Winter 75◦ SZA
LBL Avg. −20.3 −21.5 −7.2 −37.8
LBL RSD 3.2 % 3.8 % 0.7 % 2.9 %
Model Avg. −18.2 (−17.4) −18.6 (−17.5) −6.1 (−5.7) −34.7 (−33.5)
Avg. Bias −10.3 % (−14.2 %) −13.8 % (−18.7 %) −15.0 % (−20.1 %) −8.1 % (−11.2 %)
Model RSD 9.6 % (5.4 %) 11.8 % (5.9 %) 12.6 % (6.3 %) 7.3 % (4.2 %)
Tropics 30◦ SZA
LBL Avg. −8.2 −10.0 10.3 −40.6
LBL RSD 0.7 % 5.1 % 2.0 % 0.5 %
Model Avg. −9.8 (−10.2) −10.9 (−11.0) 9.0 (8.7) −40.4 (−40.1)
Avg. Bias 19.2 % (23.3 %) 8.3 % (10.1 %) −12.0 % (−15.9 %) −0.6 % (−1.2 %)
Model RSD 14.5 % (14.2 %) 12.2 % (13.3 %) 15.2 % (15.1 %) 4.0 % (4.2 %)
Tropics 75◦ SZA
LBL Avg. −18.0 −18.9 −6.5 −33.6
LBL RSD 1.8 % 0.1 % 5.8 % 0.8 %
Model Avg. −16.7 (−16.1) −16.6 (−15.7) −5.7 (−5.4) −31.6 (−30.7)
Avg. Bias −7.4 % (−10.9 %) −12.3 % (−17.0 %) −12.4 % (−16.9 %) −5.8 % (−8.6 %)
Model RSD 8.9 % (6.1 %) 11.8 % (7.5 %) 11.6 % (7.1 %) 8.3 % (7.3 %)
a Forcing units W m−2 calculated as in Eq. (2). We exclude Model # 20 and 21 as described in the text.
In parenthesis, we also exclude the multi-stream models (Models # 3 and 5–9) that agree well with LBL results.
b Line-by-line (LBL) benchmarks (Avg. of Models #1 and #2) and non-LBL model results.
c Avg. Bias is expressed as a percentage of the LBL Avg. Positive values imply that models overestimate radiative cooling or radiative
warming. RSD = standard deviation as a percentage of mean.
d Unless given, assumed F↑SFC = αF
↓
TOA and α = 0.2 to calculate SFC RF.
include δ-rescaling (and thus sacrifice accuracy in total flux
to gain accuracy in diffuse flux). Models #20-21 significantly
over- and underestimate both the LBL-mean and the mean of
all other models at 30◦ and 75◦, respectively; we thus exclude
them from the RF statistics in Table 5. Models using multiple
streams (#3, 5–9, 30–31) generally show the best agreement
with benchmark LBL calculations of TOA radiative forcing.
If we exclude multi-stream models from the statistics in Ta-
ble 5 (shown in parenthesis), the model bias gets larger but
there is an improvement in model diversity (i.e. a reduction
in RSD).
For scattering-only aerosols (Case 2a), the magnitude of
aerosol cooling increases with solar zenith angle (Table 5).
This is expected for an optically thin atmosphere; as the solar
zenith angle increases so does the upscatter fraction, and de-
creases in incident irradiance are compensated by increased
optical path length (Nemensure et al., 1995; Halthore et al.,
2005). Compared to benchmark LBL calculations (Table 5),
models tend to overestimate top of the atmosphere radiative
cooling at low SZA and underestimate radiative cooling at
high SZA. The magnitude of this bias is less sensitive to
the prescribed atmosphere than to solar zenith angle, and is
on the order of 20 % at 30 degrees and 10 % at 75 degrees.
Model diversity is largest at the lower zenith angle (∼15 %
RSD at 30◦ compared to ∼9 % at 75◦). As expected for non-
absorbing aerosols, the behavior of the surface radiative forc-
ing in terms of bias and RSD is similar to the results at the
TOA.
For more absorbing aerosols (Case 2a, SSA = 0.8), TOA
aerosol radiative forcing switches sign from positive to neg-
ative (radiative warming to cooling) as solar zenith angle in-
creases. Models underestimate TOA radiative warming by
∼12–14 % at 30◦ and underestimate radiative cooling at 75◦
by about 12–15 % relative to the LBL benchmark. Model
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SAW SFC RF high sun elevation (SAW 30° SZA)
SAW SFC RF low sun elevation (SAW 75° SZA)
TROP SFC RF high sun elevation (SAW 30° SZA)
TROP SFC RF low sun elevation (SAW 75° SZA)
SAW ATM RF high sun elevation (SAW 30° SZA)
SAW ATM RF low sun elevation (SAW 75° SZA)
TROP ATM RF high sun elevation (SAW 30° SZA)
TROP ATM RF low sun elevation (SAW 75° SZA)
Fig. 5. Summary of results for surface and atmospheric aerosol radiative forcing (SFC and ATMRF) inWm 2:
(a) Case 2a (Scattering Aerosols) SAW, (b) Case 2b (Absorbing Aerosols) SAW, (c) Case 2a (Scattering
Aerosols) TROP, and (d) Case 2b (Absorbing Aerosols) TROP. Line-by-line results (stars) and non-LBL re-
sults (non-stars) are given as a function of Model # (Table 1). Shading represents the greater of ± 1 standard
deviation from the LBL or non-LBL mean. RF was calculated from Eq. (2) using normalized flux results that
were scaled by the broadband TOA downwards fluxes given in Fig. 2. The ATM forcing is calculated as a
residual from the TOA and SFC RF (i.e. ATM RF=TOA RF SFC RF).
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Fig. 5. Summary of results for surface and atmospheric aerosol radiative forcing (SFC and ATM RF) in W m−2: (a) Case 2a (Scattering
Aerosols) SAW, (b) Case 2b (Absorbing Aerosols) SAW, (c) Case 2a (Scattering Aerosols) TROP, and (d) Case 2b (Absorbing Aerosols)
TROP. Line-by-line results (stars) and non-LBL results (non-stars) are given as a function of Model # (Table 1). Shading represents the
greater of ± 1 standard deviation from the LBL or non-LBL mean. RF was calculated from Eq. (2) using normalized flux results that were
scaled by the broadband TOA downwards fluxes given in Fig. 2. The ATM forcing is calculated as a residual from the TOA and SFC RF (i.e.
ATM RF = TOA RF−SFC RF).
biases are slightly larger in magnitude for the sub-Arctic
winter (lower humidity) compared to the tropics (higher hu-
midity). Model diversity (RSD) is roughly 12–15 % for all
conditions considered. Surface radiative forcing for absorb-
ing aerosols shows the least bias compared to the LBL-
benchmark as well as the lowest model diversity.
Figure 6 shows bi-variate probability density functions
(PDFs) of TOA aerosol radiative forcing for Case 2a (a–d)
and Case 2b (e–h). As a function of SZA for either the SAW
(Fig. 6a and e) or TROP (Fig. 6b and f) atmospheric profile,
the PDF indicates two main groups. Group M1 includes the
LBL-models and most of the multi-stream models (#3, 5–9)
and group M2 includes the majority of the other models. The
near-linear shape of the TOA RF PDFs as a function of at-
mosphere for SZA 30◦ (Fig. 6c and g) and SZA 75◦ (Fig. 6d
and h) indicate that the inter-model diversity in TOA RF has
a stronger dependence on SZA than on trace-gas absorption,
as expected. For absorbing aerosols (Case 2b), inter-model
diversity decreases, and this results in less spread in the TOA
RF PDF as a function of solar zenith angle for a given atmo-
sphere (Fig. 6e–f). In Fig. 6i–l we show bi-variate PDFs of
TOA aerosol RF for each atmosphere-SZA combination for
Case 2a (Scattering Aerosols) relative to Case 2b (Absorbing
Aerosols). The PDFs are generally fairly linear but appear
somewhat bi-modal, with the different modes corresponding
to groups M1 and M2. Models 20–21 form a separate mode.
In Fig. 7 we show PDFs of the TOA, SFC, and ATM radia-
tive forcing relative bias compared to the LBL-mean bench-
mark for all conditions. We see a strong dependence of model
bias on solar zenith angle, which is somewhat stronger for
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Fig. 6. Bi-variate probability density function (PDF) of TOA aerosol radiative forcing for Case 2a (Scattering
Aerosols): (a) sub-Arctic winter as a function of solar zenith angle, (b) the tropics as a function of solar
zenith angle, (c) SZA 30  as a function of prescribed atmosphere, and (d) SZA 75  as a function of prescribed
atmosphere. PDFs of TOA RF for Case 2b (Absorbing Aerosols): (e) sub-Arctic winter as a function of
solar zenith angle, (f) the tropics as a function of solar zenith angle, (g) SZA 30  as a function of prescribed
atmosphere, and (h) SZA 75  as a function of prescribed atmosphere. PDFs of the effect of aerosol absorption
(i.e. Case 2a vs. Case 2b) for given conditions: (i) SAW SZA 30 , (j) SAW SZA 75 , (k) TROP SZA 30 ,
and (l) TROP SZA 75 . The PDFs are calculated such that the volume is normalized to unity. Red shading
indicates a large concentration of models. Group M1 includes Models #3, and 5–9. Group M2 includes most
other models (except Models #20–21).
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Fig. 6. Bi-variate probability density function (PDF) of TOA aerosol radiative forcing for Case 2a (Scattering Aerosols): (a) sub-Arctic winter
as a function of solar zenith angle, (b) the tropics as a function of solar zenith angle, (c) SZA 30◦ as a function of prescribed atmosphere,
and (d) SZA 75◦ as a function of prescribed atmosphere. PDFs of TOA RF for Case 2b (Absorbing Aerosols): (e) sub-Arctic winter as a
function of solar zenith angle, (f) the tropics as a function of solar zenith angle, (g) SZA 30◦ as a function of prescribed atmosphere, and (h)
SZA 75◦ as a function of prescribed atmosphere. PDFs of the effect of aerosol absorption (i.e. Case 2a vs. Case 2b) for given conditions: (i)
SAW SZ 30◦, (j) SAW SZA 75◦, (k) TROP SZA 30◦, and (l) TROP SZA 75◦. The PDFs are calculated such tha the volume is normalized
to unity. Red shading indicates a large concentration of models. Group M1 includes Models #1–3, and 5–9. Group M2 includes most other
models (except Models #20–21).
non-absorbing aerosols. Compared to scattering aerosols, ab-
sorbing aerosols reduce model biases, particularly for SFC
and ATM forcing at lower SZA. Note that the large biases
for atmospheric forcing due to scattering aerosols are a con-
sequence of the small value of this quantity (<1 W m−2).
3.4 Comparison to other AeroCom Phase II
experiments
As noted in the introduction, two other Phase II AeroCom
experiments examine the diversity in aerosol radiative forc-
ing estimates in global models. Myhre et al. (2013) reports
the direct aerosol RF for 16 global aerosol models, 8 of
which use radiation schemes similar or identical to radia-
ive transf r schemes examined in this work. Results from
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Fig. 7. For each solar zenith angle and prescribed atmosphere combination, the probability density function P(x)
for (a) scattering aerosol (Case 2a) TOA RF bias, (b) scattering aerosol (Case 2a) SFC RF bias, (c) scattering
aerosol (Case 2a) ATM RF bias, (d) absorbing aerosol (Case 2b) TOA RF bias, (e) absorbing aerosol (Case 2b)
SFC RF bias, and (f) absorbing aerosol (Case 2b) ATM RF bias. Biases are calculated as the percent deviation
of each non-LBL model from the LBL mean: Bias = 100 ⇥µmodel µLBLµLBL where µ is the mean. Negative biases
imply too much radiative cooling or too little radiative warming; positive biases imply too little radiative cooling
or not enough radiative cooling (too much radiative warming). The small peaks in the PDF are from Models
#20 and 21 which use the Eddington approximation (as opposed to the  -Eddington approximate used in the
counterpart Models #22 and 23).
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Fig. 7. For each solar zenith angle and prescribed atmosphere combination, the probability density function P(x) for (a) scattering aerosol
(Case 2a) TOA RF bias, (b) scattering aerosol (Case 2a) SFC RF bias, (c) scattering aerosol (Case 2a) ATM RF bias, (d) absorbing aerosol
(Case 2b) TOA RF bias, (e) absorbing aerosol (Case 2b) SFC RF bias, and (f) absorbing aerosol (Case 2b) ATM RF bias. Biases are calculated
as the percent deviation of each non-LBL model from the LBL mean: Bias = 100 ×µmodel−µLBLµLBL where µ is the mean. Negative biases imply
too much radiative cooling or too little radiative warming; positive biases imply too little radiative cooling (too much radiative warming). The
small peaks in the PDF are from Models #20 and 21 which use the Eddington approximation (as opposed to the δ-Eddington approximate
used in the counterpart Models #22 and 23).
Myhre et al. (2013), reported as clear-sky (cloud-free) TOA
and ATM normalized radiative forcing efficiency (NRF), can
be compared to the results from this study for the absorb-
ing aerosol case. Note that the results from Myhre et al.
(2013) (a) are global averages (diurnal and zenith-angle av-
eraged) and (b) have varying host-model treatment of, for
example, surface albedo and atmospheric gases. The NRF is
defined as TOA and SFC radiative forcing divided by AOD or
the ATM radiative forcing divided by the absorption optical
depth (AAOD = (1−SSA)×AOD). Clear-sky global aver-
age results from the AeroCom Prescribed Experiment (Stier
et el., 2012), which included 8 models using similar or identi-
cal radiation schemes to those included in this study, are even
more comparable to results reported here. Specifications for
aerosol properties in FIX2–FIX0 and FIX3–FIX0 are iden-
tical to Case 2a (Scattering Aerosols) and Case 2b (Absorb-
ing Aerosols), respectively. However, in Stier et el. (2012)
surface albedo and Rayleigh scattering are different for each
model, and results are for global average conditions (diurnal,
solar-zenith angle averaged). Note that in both this study and
Stier et el. (2012) AOD is 0.2 and and AAOD is 0.04; these
optical properties varied by model in Myhre et al. (2013).
Figure 8 summarizes overlapping aerosol radiative forc-
ing results from the AeroCom Phase II experiments. Models
that use similar radiation schemes have the same colored bar,
and the benchmark average LBL radiative forcing (black bars
with± 1 standard eviati n error bars) is given for this study.
Table A5 gives the model name and number from this study
and the corresponding model names from Stier et el. (2012)
and Myhre et al. (2013).
Figure 8a and c summarize the TOA and SFC NRF for
Case 2a (Scattering Aerosols) and its analog (FIX2–FIX0)
from the Prescribed Experiment. The mean (RSD) of the
eight models from the Prescribed Experiment (FIX2–FIX0)
are −36.6 W m−2 (6.0 %) and −37.7 W m−2 (8.4 %) for
TOA and SFC NRF, respectively. For these same radiation
schemes in the current study, the mean TOA NRF ranges
from ∼-47 to −84 W m−2, increasing in magnitude with in-
creased SZA. The RSD ranges from ∼8 to 18 %, increasing
with decreased SZA. As solar zenith angle increases, surface
NRF increases in magnitude by a factor of 1.7, and the RSD
ranges are roughly the same as the TOA NRF.
For the scattering aerosol case, note that Fig. 8b shows the
ATM RF, rather than the normalized atmospheric radiative
forcing because AAOD = 0. Though aerosol absorption is de-
fined as zero for the simulations considered here (SSA = 1.0),
aerosol scattering can enhance molecular absorption by in-
creasing the photon path-length (Stier et el., 2012). For both
www.atmos-chem-phys.net/13/2347/2013/ Atmos. Chem. Phys., 13, 2347–2379, 2013
2360 C. A. Randles et al.: AeroCom Radiative Transfer Experiment
-1504321098765432051052346
Clear-Sky Scattering Aerosol Normalized RF 
(Case 2a and AeroCom Prescribed FIX2 - FIX0)
SAW SZA 30 TROP SZA 30 SAW SZA 75 SAW TROP 75 FIX2 - FIX0
P1: Oslo-CTM2 (Oslo-DISORT)
P2: CAM5.1-PNNL (RRTMG)
P4: MPI-2stream
P5: GOCART-GEOS4 (CS)
AeroCom Prescribed Experiment
P6: GOCART MERRA (CS)
D2: CAM5.1 (RRTMG)
D3: GEOS-CHEM (RRTMG)
D4: GOCART (CS)
D5: GMI (CS)
D6: BCC (BCC-RAD)
AeroCom Direct RF Experiment
D1: OsloCTM2 (Oslo-DISORT)
D7: ECHAM5-HAM (ECHAM5.5)
Clear-Sky Absorbing Aerosol Normalized RF 
(Case 2b, AeroCom Prescribed FIX3 - FIX0, and Direct RF Experiment)
SAW SZA 30 TROP SZA 30 SAW SZA 75 TROP SZA 75 FIX3 - FIX0 Direct RF
3. Oslo-DISORT
11. CAR-RRTMG
12. RRTMG-SW
16. BCC-RAD
18. ECHAM5.5
24. UKMO-HadGEM2
AeroCom RT Experiment
Avg. LBL (1-2)
(a)
(b)
(c)
(d)
(e)
(f )
P3: GEOS-CHEM (RRTMG)
P7: ECHAM5-HAM2 (ECHAM5.5)
P8: HadGEM2-ES (UKMO-HadGEM2)
D8: HadGEM2 (UKMO-HadGEM2)
14. MPI-2stream
-43.1
-44.7 -53.6
-54.1
-34.8
-49.8 -59.7
-37.1
-58.1
-41.2
-42.8 -51.2
-51.8
-34.8
-48.0 -56.6
-35.2
-55.0
-101.5
-102.4
-86.2
-86.9
-79.8 -85.8
-85.4
-86.4
-88.3
-90.2
-90.6
-79.0
-79.4
-73.8 -79.3
-79.3
-79.5
-80.2
-40.7
-35.8
-37.2
-32.8
-36.1
-37.3
-36.1
-36.6
 LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  P1 P2 P3 P4 P5 P6 P7 P8  
-150
-140
-130
-120
-110
-100
-90
-80
-70
-60
-50
-40
-30
-20
-10
0
TO
A 
NR
F 
[W
 m
-2
] (
TO
A 
RF
/A
OD
)
1.09 1.04 0.73
0.78 0.46
0.54
0.69 0.44
0.76
1.78 1.90
1.00
0.98
0.38
0.77
0.81 0.67
1.04
1.22
1.39
0.16
0.14 -0.02
0.05
0.06
0.23 -0.05
0.87
0.47
-0.39
-0.39
-0.18
-0.52
-0.22
-0.14
-0.55
0.76
0.32 0.14 0.03
0.16
0.13
0.11
0.10
 LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  P1 P2 P3 P4 P5 P6 P7 P8  
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
AT
M
 R
F 
[W
 m
-2
] (
NO
TE
: N
ot
 n
or
m
ali
ze
d 
by
 A
AO
D)
-48.5
-49.9 -57.2
-58.0
-37.1
-52.5 -63.2
-39.3
-62.0
-50.1
-52.4
-56.3
-56.6
-36.8
-51.8 -60.7
-38.6
-60.2
-107.6
-109.4
-87.0
-87.6
-79.8 -86.0
-85.7
-87.5
-88.1 -94.6
-92.9
-77.0
-77.5
-72.8
-76.8
-78.2
-78.8
-77.5
-44.5
-37.4
-37.9
-33.0
-36.9
-37.9
-36.6
-37.1
 LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  P1 P2 P3 P4 P5 P6 P7 P8  
Model #
-150
-140
-130
-120
-110
-100
-90
-80
-70
-60
-50
-40
-30
-20
-10
0
SF
C 
NR
F 
[W
 m
-2
] (
SF
C 
RF
/A
OD
)
57.8
58.2 48.5
48.8
57.0
40.9
44.5
57.7 45.7
51.4
51.4 43.7
44.0
53.0
36.9
40.9
53.1 41.0
-35.8
-34.8
-29.4
-29.8
-24.9 -32.1
-26.3
-28.4
-28.8
-32.3
-30.6
-27.6
-27.9
-22.9 -30.5
-24.2
-26.8
-26.8
-11.2
-9.8
-9.5
-7.3 -10.4
-13.0
-8.6
-7.5
-25.0
-23.6
-20.7
-21.8
-24.7
-76.0
-17.8 -27.2
 LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  P1 P2 P3 P4 P5 P6 P7 P8  D1 D2 D3 D4 D5 D6 D7 D8  
-100
-90
-80
-70
-60
-50
-40
-30
-20
-10
0
10
20
30
40
50
60
70
80
90
100
TO
A 
NR
F 
[W
 m
-2
] (
TO
A 
RF
/A
OD
)
1342
1361 1275
1285 1224 1175
1319 1258
1285
1273
1294 1209
1216
1186 1117
1251 1199
1213
765
784 682
686
683 648
705
682
706 677
681 609
611
632 579
649 616
626
444 384
399
394 375
370
396
412
481
470 387
432 387
561
429
 LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  P1 P2 P3 P4 P5 P6 P7 P8  D1 D2 D3 D4 D5 D6 D7 D8  
0
100
200
300
400
500
600
700
800
900
1000
1100
1200
1300
1400
1500
1600
AT
M
 R
F 
[W
 m
-2
] (
AT
M
 R
F/
AA
OD
)
-210.6
-214.0
-206.4
-208.3
-187.8
-194.1 -219.3
-194.0 -211.4
-203.2
-207.4
-198.1
-199.3
-184.2
-186.6 -209.2
-186.8
-201.7
-188.9
-191.7
-165.9
-167.1
-161.5
-161.8
-167.4
-165.0
-170.0
-167.8
-166.8
-149.4
-150.1
-149.3
-146.4
-154.0
-150.1
-152.1
-100.1
-86.8
-89.4
-86.2
-85.6
-87.1
-87.8
-90.1
-54.7 -70.3
-43.3
-49.1
-38.0
-96.0
-50.2
 LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  LBL
3 11 12 14 15 16 18 24  P1 P2 P3 P4 P5 P6 P7 P8  D1 D2 D3 D4 D5 D6 D7 D8  
Model #
-300
-275
-250
-225
-200
-175
-150
-125
-100
-75
-50
-25
0
SF
C 
NR
F 
[W
 m
-2
] (
SF
C 
RF
/A
OD
)
15. CAR-GSFC (CS)
Fig. 8. Summary of clear-sky (cloud-free) aerosol direct normalized radiative forcing (NRF) from the present study (AeroCom Radiative
Transfer Experiment), the AeroCom Prescribed Experiment (Stier et el., 2012), and the AeroCom Direct Radiative Forcing Experiment
(Myhre et al., 2013). NRF is defined as the TOA and SFC RF divided by the AOD and the ATM RF divided by the absorption optical depth
(AAOD = (1−SSA)×AOD). Results from Stier et el. (2012) and Myhre et al. (2013) are from Table 3 of each study. Models which use
similar radiative transfer schemes have the same color bar. (a) Comparison of TOA NRF results from Case 2a (Scattering Aerosols) versus
the FIX2–FIX0 (Stier et el., 2012); aerosol properties in these two studies are identical (AOD = 0.2, SSA = 1.0) except in Stier et el. (2012)
host models simulate their own surface albedo and gaseous absorbers. Also, the results for FIX2–FIX0 are global and diurnal average results.
(b) Comparison of ATM RF results from Case 2a (Scattering Aerosols) versus FIX2–FIX0. Note: We do not show normalized atmospheric
radiative forcing because the AAOD is zero in the scattering aerosol case. Non-zero ATM RF in the scattering case results from enhanced
molecular absorption due to aerosol scattering as described in the text. (c) Comparison of SFC NRF from Case 2a and FIX2-FIX0. (d–f)
Comparison of TOA, ATM, and SFC NRF results from Case 2b (Absorbing Aerosols) versus the global average result from FIX3-FIX0 (Stier
et el., 2012), which also has the same specified aerosol optical properties (but not the same albedo or gaseous absorbers; AOD = 0.2, AAOD
= 0.04). We also include results from the AeroCom Direct Radiative Forcing Experiment (Myhre et al., 2013). Note that in the global and
diurnally averaged results in Myhre et al. (2013), models are run in their standard configuration, simulating all included aerosol processes.
The mean SSA for the eight models here was 0.941 with a standard deviation of 0.02, and the mean global AOD was 0.0245 with a standard
deviation of 0.008 (Table 3; Myhre et al., 2013).
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studies, the RSD in atmospheric radiative forcing is largest
(e.g. 47 % at 30◦). In this study, the mean ATM RF is slightly
positive (more positive at lower SZA) for the eight models
overlapping with Stier et el. (2012). Stier et el. (2012) indi-
cates a mean ATM RF of 0.2 W m−2 with a large RSD.
In both this study and the Prescribed Experiment, Oslo-
DISORT (Model #3, OsloCTM2 in Stier et el., 2012) ex-
hibits the strongest absorption enhancement in the scattering-
only aerosol case. However, the ATM RF of Model #3 (a
multi-stream model) has the best agreement with the mean
LBL result. In the two-stream version of this model (Oslo-
2stream, Model #4; see Fig. 5), the ATM NRF is reduced by
roughly 30 to 110 % at lower and higher SZA, respectively.
We also note that Oslo-DISORT has a low spectral resolu-
tion (4 shortwave bands, Table 1), and enhanced molecular
absorption due to O3 may be larger as a result (Stier et el.,
2012).
The mean (RSD) of the eight models from the Pre-
scribed Experiment (FIX3–FIX0) are −9.7 W m−2 (19.7 %),
397 W m−2 (5.9 %), and −89.1 W m−2 (5.3 %) for TOA,
ATM, and SFC NRF, respectively. Note that in Stier et el.
(2012), models can have different surface albedos, and dif-
ferences in the resulting path-length can contribute to the di-
versity in atmospheric absorption at the TOA. For the analog
Case 2b (Absorbing Aerosols; Fig. 8d–f), the TOA NRF RSD
for these same eight radiation schemes ranges 10 to 14 %,
increasing with decreased SZA. The mean TOA NRF is
48.6 W m−2 at 30◦ and−28.7 W m−2 at 75◦. In this study, at-
mospheric NRF averages 659 W m−2 at 75◦ and 1236 W m−2
at 30◦. The RSD for ATM NRF (8 and 5 % at each of these
solar zenith angles, respectively) is lower compared to the
scattering-only case, consistent with the results of Stier et el.
(2012). The RSD for SFC NRF in Case 2b is roughly equiv-
alent to the atmospheric values.
We now consider radiation schemes that were also in-
volved in the AeroCom Direct Radiative Forcing Experiment
(Myhre et al., 2013). While it is generally difficult to scale the
uncertainties in aerosol radiative forcing under idealized con-
ditions to uncertainties in diurnal-averaged global estimates
of aerosol radiative effects, this comparison allows us to ex-
amine how these radiation schemes perform at given solar
zenith angles and atmospheric conditions that may be repre-
sentative of daily averaged forcing for a given region. Con-
sidering schemes also used in Myhre et al. (2013), the TOA
normalized forcing diversity (RSD) is roughly 10 to 14 % for
Case 2b (Absorbing Aerosols) and the mean TOA NRF is
∼47 and −29 W m−2 at lower and higher SZA, respectively.
SFC and ATM NRF model diversity ranges between 5 and
8 % (increasing with SZA). We compare Case 2b results to
clear-sky results from the Direct RF experiment, which have
an average SSA of 0.94 (i.e. less absorbing than Case 2b).
After having first simulated the full aerosol life-cycle, the
Direct RF models exhibits relatively good agreement in at-
mospheric normalized radiative forcing (RSD∼14 %; mean
450 W m−2). However, there is a large range in TOA NRF
(∼-18 to −76 W m−2; mean −29.6 W m−2; RSD 64 %) and
SFC NRF (∼−38 to −96 W m−2; mean −57.4 W m−2;
RSD 35 %). Thus all three AeroCom studies indicate lower
inter-model diversity in simulating atmospheric absorption
when more absorbing aerosols are considered. The higher
RSD in surface NRF in Myhre et al. (2013) may reflect the
use of geographic and model-dependent surface albedo.
4 Conclusions
In this study we examine the performance of multi- and
two-stream radiative transfer schemes used in global climate
models relative to reference data from high spectral resolu-
tion multi-angular methods. We examine the models in a con-
trolled sense by prescribing both gaseous absorbers (water
vapor and ozone) and simple aerosol optical properties (sep-
arately, scattering-only and more absorbing aerosols) with
fixed surface albedo. Results are compared as a function of
solar zenith angle and increasing trace gas amount.
Comparisons in clear-sky (aerosol- and cloud-free)
Rayleigh atmosphere conditions of solar atmospheric trans-
missions indicate significant model bias from the reference
line-by-line calculation (up to 6 % at high solar zenith angle
in humid conditions for the near-IR). This identifies deficien-
cies particularly in the representation of absorption by atmo-
spheric water vapor. Diversity amongst models, quantified as
the standard deviation as a percentage of the mean or relative
standard deviation, is on the order of 2 to 4 % for wavelengths
where gaseous absorption is prominent (near-IR), and this di-
versity increases as water vapor slant path increases (or, as
SZA increases). In the Rayleigh atmosphere case, the largest
model diversity occurs in the partitioning of total flux into
direct and diffuse components.
In order to isolate the treatment of multiple scattering and
absorption by aerosols, we computed the broadband solar top
of the atmosphere aerosol radiative forcing. In the computa-
tion of forcing, a second call is made to the radiation models,
now with prescribed aerosol optical properties, and fluxes at
the TOA are differenced relative to the Rayleigh atmosphere
case. The diversity amongst models in the TOA forcing is
largest for purely scattering aerosols at low SZA (15 %) and
decreases with increasing SZA. Increased aerosol absorption
decreases the diversity in atmospheric and surface radiative
forcing. This indicates that the treatment of multiple scatter-
ing contributes to the large inter-model diversity in top of the
atmosphere aerosol radiative forcing, and this diversity may
be important given the regionally diverse absorption charac-
teristics of global aerosols.
When considering solar top of the atmosphere (TOA) ra-
diative forcing by aerosols, deficiencies in gaseous transmis-
sion are less important than the treatment of multiple scat-
tering. Relative to benchmark multi-directional line-by-line
results, when scattering-only aerosols are considered, sim-
pler two stream models over- and underestimate TOA aerosol
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radiative cooling as SZA increases. Two-stream models un-
derestimate the magnitude of radiative warming and cooling
at lower and higher SZA when absorbing aerosols are con-
sidered. The bias in aerosol radiative forcing for the mod-
els in this study is on the order of 10-20 %, with the highest
bias occurring when considering scattering aerosols at lower
SZA.
We considered solar zenith angles more representative of
the tropics (30◦) and high latitudes (75◦) following Halthore
et al. (2005). A previous study (Russell et al., 1997) indicated
that aerosol radiative forcing may peak somewhere in be-
tween these angles (specifically, around 60◦ for mostly scat-
tering aerosol due to the competition between path length
and available sun energy). Thus, biases reported in this study
may be mitigated in the global average. Indeed, the inter-
model diversity reported in this study for the two specific
zenith angles is generally higher than those reported for
global, diurnally-averaged conditions (Myhre et al., 2013)
even when the same aerosol optical properties are prescribed
(Stier et el., 2012). Though biases may be larger when con-
sidering specific zenith angles, we note that all three Aero-
Com studies indicate decreased inter-model diversity in at-
mospheric radiative forcing as aerosol absorption increases.
Further, both Stier et el. (2012) and this work show that atmo-
spheric absorption is enhanced when considering scattering-
only aerosol because the increased photon path-length in-
creases molecular absorption, particularly by ozone.
For daily forcing simulations, biases in radiative forcing
indicate that there is a tendency by the two-stream models to
under- and overestimate the magnitude of aerosol forcing for
absorbing and scattering-only aerosols, respectively, at low
latitudes (with predominantly low solar zenith angles during
the day). At high latitudes (with predominantly high solar
zenith angles during the day), scattering-only and absorbing
aerosols both underestimate the magnitude of aerosol radia-
tive cooling. It is important to note that computational limi-
tations often prevent the use of multi-stream radiative trans-
fer schemes in global aerosol modeling. Delta-scaling serves
to somewhat mitigate the accuracy sacrificed by two-stream
models in their representation of the phase function. Further-
more, from a climatological perspective, daily biases intro-
duced by two-stream schemes may partially compensate one
another when computing a global average radiative forcing.
However, regionally and seasonally they may introduce sys-
tematic errors that can significantly impact aerosol climate
effects.
This study has presented an intercomparison of global
aerosol model radiative transfer schemes using common ide-
alized aerosol properties. We have shown that, assuming
aerosol properties are perfectly known, the bias in aerosol
radiative forcing is sensitive to the solar zenith angle. Yet, it
is expected that inter-model differences in simulating aerosol
properties (e.g. AOD, SSA) would likely introduce biases in
radiative forcing of greater magnitude than presented here.
Global observations of AOD have served to reduce inter-
model diversity in simulated AOD (e.g. Textor et al., 2006,
2007). An observing system that helps to better constrain
the diurnal variation of aerosol optical properties would en-
able global aerosol models to converge to a better repre-
sentation of these properties as a function of zenith angle
and hence a better estimate of aerosol radiative forcing. The
smaller biases introduced by the use of two-stream radiation
schemes can be mitigated by future advances in computa-
tional power that will allow multi-stream schemes to operate
on-line within global aerosol models.
Appendix A
Radiative transfer scheme descriptions
We provide brief descriptions of the models used in this in-
tercomparison; model characteristics are summarized in Ta-
ble 1 and Appendix Table A1. We refer the reader to seminal
works for details on radiative transfer theory and methods
for solving the transfer equation (e.g., Chandrasekhar, 1960;
van de Hulst, 1980; Lenoble, 1985; Liou, 1992). Models in
the appendix are arranged by model # from Table 1 with the
names of contributing investigators given in parenthesis.
A1 Models #9, 11, 15, 17, 25, 26 and 29: Cloud-Aerosol-
Radiation model (CAR; F. Zhang)
The Cloud-Aerosol-Radiation (CAR) Ensemble Modeling
System currently incorporates 7 major cloud-aerosol radi-
ation packages used in major research institutions world-
wide: CAM (NCAR), RRTMG (NCEP, ECMWF, and fu-
ture NCAR), GFDL (NOAA), GSFC (NASA), CCCMA
(Canada), CAWCR (Australia), and FLG (popular for
DOE/ARM). A general model description and basic skill
evaluation of the CAR system is found in Liang and Zhang
(2012); Zhang et al. (2013) and can also be found at http:
//car.umd.edu. For each radiative transfer code, radiative pro-
cesses such as gaseous absorption and absorption and scat-
tering by clouds and aerosol particles can be easily included
or excluded depending on the aim of the study. Strikingly,
cloud and aerosol properties can be decoupled from the ra-
diative transfer calculation, making CAR a useful tool for
the intercomparison of different cloud, aerosol and radia-
tion schemes. See additional descriptions of each radiation
scheme in CAR used in this intercomparison according to
model number from Table 1.
A2 Model #1 GENLN2-DISORT (G. Myhre)
GENLN2-DISORT is the GENLN2 (Edwards, 1992) line-
by-line (LBL) model coupled to a discrete-ordinate method
(DISORT; Stamnes et al., 1988) for calculation of radiative
fluxes. The model has been used for radiative transfer calcu-
lation in the solar spectrum previously (Myhre et. al., 2002)
and in an intercomparison study (Forster et al., 2011). The
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Table A1. Gaseous transmission schemes: #k- or ESFT terms for ozone and water vapora
Model # Model Name Type # O3 # H2O
1 GENLN2-DISORT LBL – –
2 RFM DISORT (RFMD) LBL – –
3 Oslo-DISORT ESFT 2 2–3
4 Oslo-2Stream ESFT 2 2–3
5 UNIVIE-Streamer ESFT 0–30 terms/band 0-30 terms/band
6 FMI-libRadtran ck-D 123 30
7 LMU-libRadtran ck-D 123 30
8 GSFC-FL ck-D 10 54
9 CAR-FLG ck-D 10 44
10 LaRC-FL ck-D 10 60
11 CAR-RRTMG ck-D 28 92
12 RRTMG-SW ck-D 28 92
13 LMU-2stream ck-D 123 30
14 MPI-2stream ck-D 9 41
15 CAR-GSFC k-distribution 8 31
16 BCC-RAD ck-D 15 13
17 CAR-CCCMA ck-D 9 23
18 ECHAM5.5 Pade´ approximation 1 1
19 UMD-SRB k-distribution for H2O – 40
Lacis and Hansen (1974) for O3
20 ES96-6 ck-D 6 15
21 ES96-220 ck-D 0–24/band 0–25/band
22 ES96-6-D ck-D 6 15
23 ES96-220-D ck-D 0–24/band 0–25/band
24 UKMO-HadGEM2 ck-D 6 15
25 CAR-CAWCR ESFT 8 13
26 CAR-CAM ESFT 7 7
27 ULAQ ESFT 150 85
28 FORTH ESFT high spectral resolution 67
for O3 photolysis rates
29 CAR-GFDL ESFT 14 25
30 MPI-MOM ck-D 9 41
31 MOMO non-correlated k 120 3000
a Abbreviations: LBL = line-by-line, DISORT = discrete-ordinate method, ES96 = Edwards and Slingo (1996), ESFT = exponential sum fit transmission,
ck-D = correlated k-distribution
GENLN2 LBL code is updated with absorption data from
the HITRAN-2008 database (Rothman et al., 2009). Absorp-
tion by H2O, CO2, O3, O2, and CH4 has been included in
the simulations. The spectral resolution in the computations
was 0.02 cm−1. The extraterrestrial spectral solar irradiance
had a 1 nm resolution from Lean et al (2005) in simulations
and the full spectral region considered has been from 0.2 µm
to 5.0 µm. For this intercomparison the radiative fluxes were
computed using 16 streams in the DISORT code.
A3 Model #2 RFM DISORT (RFMD; E. Highwood,
C. Ryder, B. Harris)
RFM DISORT is the Reference Forward Model (RFM), a
line-by-line radiative transfer model, coupled to a discrete
ordinate method (DISORT; Stamnes et al., 1988) for scatter-
ing calculations. RFM has been developed at Oxford Uni-
versity, UK (http://www.atm.ox.ac.uk/RFM/) and is based
on the GENLN2 model (Edwards, 1992). The spectral res-
olution used was 1 cm−1, covering wavelengths from 0.2 to
10 microns with 4 streams in DISORT. The HITRAN 2004
database (Rothman et al., 2005) is used for gaseous absorp-
tion coefficients.
A4 Model #3 Oslo-DISORT (G. Myhre)
The Oslo-DISORT code uses the discrete-ordinate method
(DISORT) (Stamnes et al., 1988) specifically designed for
calculations of atmospheric aerosols. The model has a
high number of streams (8), but a low spectral resolution
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Fig. A1. Inter-model diversity in UV-VIS and broadband diffuse flux down at the surface for the Rayleigh
atmosphere (Case 1) expressed as a percent deviation from the non-LBL model mean (i.e. the mean from all
models excluding #1, 2, 22 and 23). Note that Models #22–23 are the same as #20-21 in Case 1. As a function
of standard atmosphere and solar zenith angle: (a) downwards UV-VIS at the surface and (b) downwards diffuse
broadband flux. Appendix Figures A2 and A3 show the bias of UV-VIS and broadband diffuse down fluxes
relative to the LBL benchmarks, respectively.
Fig. A5. Broadband diffuse (a–d), broadband direct (e–h), and UV-VIS (direct + diffuse) (i–l) flux
down at the surface in Case 2a (Scattering Aerosols) as a function of atmosphere and solar zenith
angle. LBL results are given as stars; non-LBL models are black circles. The pink shading indicates
±1 standard deviation from the LBL mean. The non-LBL mean is given as the thick black line with1235
± 1 standard deviation indicated by dotted black lines. For UV-VIS fluxes, the absolute model bias
relative to the LBL-mean is given as well as the RSD excluding the LBL models. Green and blue
lines indicate the multi-model averages for the groups described in Table 4 for broadband fluxes;
statistics are given for each group. Group 1 (green) includes Models # 3–14, 19–21, and 30–31;
Group 2 (blue) includes Models #15–18 and 22–29.1240
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Fig. A1. Inter-model diversity in UV-VIS and broadband diffuse flux down at the surface for the Rayleigh atmosphere (Case 1) expressed as
a percent deviation from the non-LBL model mean (i.e. the mean from all models excluding #1, 2, 22 and 23). Note that Models #22–23 are
the same as #20-21 in Case 1. As a function of standard atmosphere and solar zenith angle: (a) downwards UV-VIS at the surface and (b)
downwards diffuse broadband flux. Appendix Figures A2 and A3 show the bias of UV-VIS and broadband diffuse down fluxes relative to
the LBL benchmarks, respectively.
(4 bands), with the main emphasis on wavelengths below
1.5 µ . The spectral regi ns are 0.3–0.5 µm, 0.5–0.85 µm,
0.85-1.5 µm, and 1.5–4.0 µm. The absorption by water va-
por and ozone is taken into account by the exponential-sum
fitting method (ESFT, Wiscombe and Evans, 1977). The
number of exponential-sum fitting terms for each spectral re-
gion is two or three. Higher accuracy can be obtained with a
higher number of exponential-sum fitting terms, but this in-
creases the computational time. The GENLN2 line-by-line
model (Edwards, 1992) is used to calculate the transmis-
sion data for water vapor with spectroscopic data from the
HITRAN92 database (Rothman et al., 1992). Cross-sections
for ozone in the ultraviolet and visible region are from
WMO (1985). Oslo-DISORT has been validated against the
GENLN2-DISORT LBL model for various cases for aerosols
with agreement within 10 % (Myhre et. al., 2002).
A5 Model #4 Oslo-2stream (G. Myhre)
2-stream version of Oslo-DISORT (Model #3; see above).
Atmos. Chem. Phys., 13, 2347–2379, 2013 www.atmos-chem-phys.net/13/2347/2013/
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Fig. A2. UV-VIS flux down at the surface in Case 1 (Rayleigh atmosphere) for (a) SAW 30 , (b) SAW 75 ,
(c) TROP 30 , and (d) TROP 75 . LBL results are given as stars; non-LBL models are black circles. The pink
shading indicates ±1 standard deviation from the LBL mean. The non-LBL mean is given as the thick black
line with ±1 standard deviation indicated by dotted black lines. The model bias relative to the LBL-mean is
given as well as the relative standard deviation (RSD) excluding (and in parenthesis including) the LBL models.
See Appendix Table A2 for additional statistics.
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Fig. A3. The same as Fig. A2 except for broadband diffuse flux down at the surface in the Rayleigh atmosphere
(Case 1). See Appendix Table A2 for additional statistics.
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Fig. A2. UV-VIS flux down at the surface in Case 1 (Rayleigh atmosphere) for (a) SAW 30◦, (b) SAW 75◦, (c) TROP 30◦, and (d) TROP
75◦. LBL results are given as stars; non-LBL models are black circles. The pink shading indicates±1 standard deviation from the LBL mean.
The non-LBL mean is given as the thick black line with ±1 standard deviation indicated by dotted black lines. The model bias relative to the
LBL-mean is given as well as the relative standard deviation (RSD) excluding (and in parenthesis including) the LBL models. See Appendix
Table A2 for addition l statistics.
A6 Model #5 UNIVIE-Streamer (D. Neubauer,
R. Hitzenberger)
Streamer (Key and Schweiger, 1998) is a radiative transfer
model employing the discrete-ordinate (DISORT) method
(Stamnes et al., 1988) to solve the radiative transfer equa-
tion. We have modified Streamer to increase the spectral
range for radiative transfer calculations and to include addi-
tional scattering and absorbing gases (Neubauer et al., 2011).
The modified model UNIVIE-Streamer accounts for absorp-
tion by atmospheric gases using exponential fits (Wiscombe
and Evans, 1977) to the LOWTRAN7 (Kneizys et al., 1988)
and LBLRTM (Clough et al., 2005) transmittances. In all
cases 8 streams and 24 unequal spectral intervals in the so-
lar range 0.2–5.0 µm and 10 bands in the UV/visible range
0.2–0.69 µm were used for computing fluxes. Aerosol optical
properties were computed separately using Mie theory for 60
wavelengths (7 in the UV/visible range). Note that the num-
ber of ESFT terms varies between 0 and 30 for each spectral
band and each atmospheric gas.
A7 Model #6 FMI-libRadtran (J. Huttunen)
The Finnish Meteorological Institute version of libRadtran
(FMI-libRadtr n, Mayer and Kylling, 2005) uses 8-streams
and the DISORT2 solver. Delta-M scaling is switched on.
Solar spectral irradiance is taken from Gueymard (2004).
A8 Model #7 LMU-libRadtran (B. Mayer)
The Ludwig-Maximilians-Universitaet version of libRadtran
(Mayer and Kylling, 2005) uses 6-streams, the discrete-
ordinate method (DISORT2) for calculation of radiative
fluxes, and a plane-parallel atmosphere assumption. Molec-
ular absorption is treated with a k-distribution of 32 bands
(Kato et al., 1999). The shortwave (SW) bands are the sum
of bands 1–32 (240.1– 605.7 nm). The visible (VIS) bands
are the sum of 16 bands (204.1–704.4 nm).
A9 Model #8 GSFC Fu-Liou Radiative Transfer Model
(GSFC-FL; H. Yu)
The Fu-Liou model used by the NASA Goddard Space
Flight Center (GSFC) group is a broadband radiative trans-
fer model with a delta-four-stream approximation (Fu and
Liou, 1992, 1993). The model accounts for solar radia-
tion over 0.2–4.0 µm range with 6 bands. The first band in
the UV-visible (0.2–0.7 µm) is divided into 10 subintervals
where the spectral dependences of O3 absorption and aerosol
optical properties are incorporated explicitly. Absorption
data for H2O, O2, and CO2 are taken from HITRAN82
www.atmos-chem-phys.net/13/2347/2013/ Atmos. Chem. Phys., 13, 2347–2379, 2013
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Fig. A2. UV-VIS flux down at the surface in Case 1 (Rayleigh atmosphere) for (a) SAW 30 , (b) SAW 75 ,
(c) TROP 30 , and (d) TROP 75 . LBL results are given as stars; non-LBL models are black circles. The pink
shading indicates ±1 standard deviation from the LBL mean. The non-LBL mean is given as the thick black
line with ±1 standard deviation indicated by dotted black lines. The model bias relative to the LBL-mean is
given as well as the relative standard deviation (RSD) excluding (and in parenthesis including) the LBL models.
See Appendix Table A2 for additional statistics.
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Fig. A3. The same as Fig. A2 except for broadband diffuse flux down at the surface in the Rayleigh atmosphere
(Case 1). See Appendix Table A2 for additional statistics.
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Fig. A3. The same as Fig. A2 except for broadband diffuse flux down at the surface in the Rayleigh atmosphere (Case 1). See Appendix
Table A2 for additional statistics.
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Fig. A4. Inter-model diversity in broadband diffuse and direct flux down at the surface expressed as a percent
deviation from the non-LBL model mean (i.e. µ from all models excluding #1 and 2). As a function of standard
atmosphere and solar zenith angle the broadband diffuse flux down at the surface is given for: (a) Case 2a
(Scattering Aerosols) and (b) Case 2b (Absorbing Aerosols). Corresponding diversity for the broadband direct
flux down at the surface is given for: (c) Case 2a (Scattering Aerosols) and (d) Case 2a (Absorbing Aerosols).
Note that Fig. A4a is the same as Fig. 3.
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Fig. A4. Inter-model diversity in broadband diffuse and direct flux down at the surface expressed as a percent deviation from the non-LBL
model mean (i.e. µ from all models excluding #1 and 2). As a function of standard atmosphere and solar zenith angle the broadband diffuse
flux down at the surface is given for: (a) Case 2a (Scattering Aerosols) and (b) Case 2b (Absorbing Aerosols). Corresponding diversity for
the broadband direct flux down at the surface is given for: (c) Case 2a (Scattering Aerosols) and (d) Case 2a (Absorbing Aerosols). Note that
Fig. A4a is the same as Fig. 3.
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(a) Case 2a (Scattering Aerosols): SAW SZA 30
Group 1: Bias = -1.91, RSD = 3.46%
Group 2: Bias = -74.68, RSD = 5.83%
Group 1: Bias = 0.47, RSD = 3.70%
Group 2: Bias = -68.26, RSD = 5.64%
(b) Case 2a (Scattering Aerosols): TROP SZA 30
Group 1: Bias = 2.24, RSD = 5.18%
Group 2: Bias = -30.11, RSD = 3.70%
(c) Case 2a (Scattering Aerosols): SAW SZA 75
Group 1: Bias = 3.93, RSD = 5.36%
Group 2: Bias = -24.54, RSD = 4.36%
(d) Case 2a (Scattering Aerosols): TROP SZA 75
Group 1: Bias = 7.09, RSD = 1.23%
Group 1: Bias = 13.88, RSD = 1.80%
Group 1: Bias = 3.38, RSD = 4.71%
Group 1: Bias = 5.79, RSD = 7.01%
Group 2: Bias = 74.77, RSD = 1.32%
Group 2: Bias = 78.75, RSD = 1.87%
Group 2: Bias = 37.71, RSD = 1.57%
Group 2: Bias = 37.39, RSD = 3.29%
(e) Case 2a (Scattering Aerosols): SAW SZA 30
(f) Case 2a (Scattering Aerosols): TROP SZA 30
(g) Case 2a (Scattering Aerosols): SAW SZA 75
(h) Case 2a (Scattering Aerosols): TROP SZA 75
Bias = -0.36, RSD = 1.17%
Bias = 0.76, RSD = 1.02%
Bias = 2.20, RSD = 2.85%
Bias = 2.95, RSD = 2.69%
(i) Case 2a (Scattering Aerosols): SAW SZA 30
(j) Case 2a (Scattering Aerosols): TROP SZA 30
(k) Case 2a (Scattering Aerosols): SAW SZA 75
(l) Case 2a (Scattering Aerosols): TROP SZA 75
Fig. A5. Please see caption on next page.
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Fig. A5. Broadband diffuse (a–d), broadband direct (e–h), and UV-VIS (direct + diffuse) (i–l) flux down at the surface in Case 2a (Scattering
Aerosols) as a function of atmosphere and solar zenith angle. LBL results are given as stars; non-LBL models are black circles. The pink
shading indicates ±1 standard deviation from the LBL mean. The non-LBL mean is given as the thick black line with ± 1 standard deviation
indicated by dotted black lines. For UV-VIS fluxes, the absolute model bias relative to the LBL-mean is given as well as the RSD excluding
the LBL models. Green and blue lines indicate the multi-model averages for the groups described in Table 4 for broadband fluxes; statistics
are given for each group. Group 1 (green) includes Models # 3–14, 19–21, and 30–31; Group 2 (blue) includes Models #15–18 and 22–29.
(Rothman et al., 1983) and that for O3 are based on Howard
et al. (1961). Rayleigh scattering is parameterized according
to Slingo and Schrecker (1982). For this experiment, a total
of 73 vertical layers are used, with a resolution of 1 km below
25 km and 2 km for altitudes of 26–120 km.
A10 Model #9 Fu-Liou-Gu radiation scheme
(CAR-FLG, F. Zhang)
The Fu-Liou-Gu scheme (Gu et al., 2010, 2011; Liou et
al., 2008) is a modified and improved version based on
the original Fu-Liou scheme (Fu and Liou, 1992, 1993).
The model calculates SW flux in a vertically inhomo-
geneous scattering-absorbing atmosphere using either a
www.atmos-chem-phys.net/13/2347/2013/ Atmos. Chem. Phys., 13, 2347–2379, 2013
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Group 1: Bias = --0.43, RSD = 3.55%
Group 1: Bias = 1.52, RSD = 3.91%
Group 1: Bias = 2.67, RSD = 5.46%
Group 1: Bias = 3.77, RSD = 5.82%
Group 2: Bias = -55.23, RSD = 4.44%
Group 2: Bias = -50.31, RSD = 4.39%
Group 2: Bias = -20.83, RSD = 2.59%
Group 2: Bias = -16.67, RSD = 2.81%
Group 1: Bias = 6.78, RSD = 1.12%
Group 2: Bias = 58.00, RSD = 0.78%
Group 2: Bias = 62.85, RSD = 1.41%
Group 1: Bias = 13.48, RSD = 1.72%
Group 2: Bias = 28.72, RSD = 1.89%
Group 1: Bias = 3.21, RSD = 4.41%
Group 2: Bias = 29.32, RSD = 3.48%
Group 1: Bias = 5.61, RSD = 6.78%
Bias = 0.72, RSD = 1.30%
Bias = 1.73, RSD = 1.10%
Bias = 2.53, RSD = 3.26%
Bias = 3.19, RSD = 3.05%
(a) Case 2b (Absorbing Aerosols): SAW SZA 30 (e) Case 2b (Absorbing Aerosols): SAW SZA 30 (i) Case 2b (Absorbing Aerosols): SAW SZA 30
(b) Case 2b (Absorbing Aerosols): TROP SZA 30 (f) Case 2b (Absorbing Aerosols) TROP SZA 30 (j) Case 2b (Absorbing Aerosols): TROP SZA 30
(c) Case 2b (Absorbing Aerosols): SAW SZA 75 (g) Case 2b (Absorbing Aerosols): SAW SZA 75 (k) Case 2b (Absorbing Aerosols): SAW SZA 75
(d) Case 2b (Absorbing Aerosols): TROP SZA 75 (h) Case 2b (Absorbing Aerosols) TROP SZA 75 (l) Case 2b (Absorbing Aerosols): TROP SZA 75
Fig. A6. The same as Fig. A5 except for Case 2b (Absorbing Aerosols).
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Fig. A6. The same as Fig. A5 except for Case 2b (Absorbing Aerosols).
delta-four-stream approximation or a delta-two-stream (Ed-
dington) approximation. It and accounts for the absorption
of all radiatively important gases using the correlated-k dis-
tribution method (ck-D) fits to the 1982 version of the AFGL
data type (Fu and Liou, 1992) with some updates fits to HI-
TRAN 2000 (Zhang et al., 2005). There are 6 solar bands
with total 54 sub-spectra over 0.2∼4.0 µm. Modeled molecu-
lar absorbers in the solar bands are H2O (including H2O con-
tinuum absorption), O3, CO2, CH4, N2O, CO and O2. Here,
the four-stream method is used for this intercomparison.
A11 Model #10 NASA LaRC Fu-Liou RTM (LaRC-FL;
F. G. Rose, S. Kato)
The NASA Langley (LaRC) Fu-Liou Radiative Transfer
Model is a modified version based on the original Fu-Liou
scheme (Fu and Liou, 1992, 1993). This scheme uses a two-
stream delta-Eddington approximation to calculate short-
wave flux and the correlated-k distribution method (ck-D)
for gas absorption (coefficients based on HITRAN 2000 in-
cluding SW continuum absorption). There are 18 shortwave
bands (10 visible, 8 near-infrared) spanning the wavelength
range 0.17–4.0 µm. The visible to near-IR split is located
Atmos. Chem. Phys., 13, 2347–2379, 2013 www.atmos-chem-phys.net/13/2347/2013/
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Table A2. Case 1: summary of statistics for the Rayleigh atmo-
sphere (excluding only models #22–23)a, b, c
SAW TROP
30◦ SZA 75◦ SZA 30◦ SZA 75◦ SZA
Direct Broadband Downwards Flux at Surface
LBL Avg 942.4 216.2 844.5 179.6
LBL RSD 0.8 % 1.1 % 1.1 % 3.9 %
Model Avg. 947.4 218.8 858.1 186.9
Avg. Bias 0.5 % 1.2 % 1.6 % 4.0 %
Model RSD 0.8 % 2.6 % 1.5 % 4.6 %
Diffuse Broadband Downwards Flux at Surface
LBL Avg 64.4 37.2 64.0 36.8
LBL RSD 0.9 % 1.5 % 0.4 % 0.5 %
Model Avg. 63.6 37.8 64.2 38.0
Avg. Bias −1.2 % 1.6 % 0.3 % 3.3 %
Model RSD 6.9 % 4.7 % 7.3 % 4.3 %
Diffuse Broadband Flux Up at TOA
LBL Avg 227.6 82.6 204.7 75.2
LBL RSD 1.3 % 1.5 % 1.3 % 1.8 %
Model Avg. 230.8 84.0 211.4 78.4
Avg. Bias 1.4 % 1.7 % 3.3 % 4.2 %
Model RSD 1.1 % 1.8 % 2.5 % 3.2 %
Total (Direct + Diffuse) UV-VIS Downwards Flux Down at Surface
LBL Avg 489.2 115.8 489.1 115.7
LBL RSD 0.7 % 1.3 % 0.2 % 0.3 %
Model Avg. 489.1 116.7 490.1 117.4
Avg. Bias 0.0 % 0.8 % 0.2 % 1.5 %
Model RSD 1.1 % 2.6 % 1.0 % 2.4 %
Total near-IR Downwards Flux at Surfaced
LBL Avg 519.1 138.0 421.1 101.1
LBL RSD 0.8 % 1.0 % 2.3 % 6.5 %
Model Avg. 522.9 139.9 432.6 108.2
Avg. Bias 0.7 % 1.4 % 2.7 % 7.0 %
Model RSD 1.9 % 3.9 % 3.8 % 7.5 %
Broadband Absorptancee
LBL Avg 0.134 0.201 0.221 0.307
LBL RSD 7.2 % 6.4 % 2.5 % 5.1 %
Model Avg. 0.126 0.186 0.201 0.273
Avg. Bias −6.1 % −7.6 % −8.8 % −11.1 %
Model RSD 4.9 % 7.6 % 6.2 % 8.9 %
a Flux units W m−2; scaled normalized results as described in the text and Fig. 2.
Only Models 22 and 23 are excluded because they are the same as Models 20 and 21
in the Rayleigh atmosphere.
b Line-by-line (LBL) benchmarks (Avg. of Models #1 and #2) and non-LBL model
results.
c Avg. Bias is expressed as a percentage of the LBL Avg. RSD = standard deviation as
a percentage of mean.
d Near-IR is calculated as a difference between broadband and UV-VIS.
e Absorptance (Eq. 1) is derived assuming F↑SFC = αF
↓
SFC and surface albedo α = 0.2.
at 14 500 cm−1 (0.6896 µm). The code was modified from
the original Fu-Liou code to improve treatment of Rayleigh
scattering and gas absorption. While two-streams were used
for this intercomparison, the code can also be configured for
four-streams and gamma-weighted two-streams. The vertical
resolution was 32 layers, with 1-km resolution in the tropo-
sphere (below 25 km). Between 25 and 65 km, we interpo-
lated online to 5 km vertical resolution using the natural log
of pressure.
A12 Models #11 CAR-RRTMG (F. Zhang) and
#12 RRTMG-SW (L. Oreopoulos, D. Lee)
RRTMG-SW (http://rtweb.aer.com/rrtm frame.html) is a so-
lar radiative transfer model that utilizes the correlated-k (ck-
D) approach to treat gaseous absorption and to calculate
shortwave fluxes and heating rates efficiently and accurately
in a large-scale model environment (Clough et al., 2005; Ia-
cono et al., 2008). Modeled sources of extinction are wa-
ter vapor, carbon dioxide, ozone, methane, oxygen, nitrogen,
aerosols, clouds, and Rayleigh scattering. The solar spec-
trum, 0.2–12 µm, is divided into 14 bands and spectral ex-
tinction integration within each band is accomplished using
a variable number of g-points that add to 112 g-points for
the entire solar spectrum. Absorption coefficient data for ck-
D are obtained directly from the line-by-line radiative trans-
fer model, LBLRTM, which has been extensively validated
against observations, principally at the ARM SGP site. Scat-
tering is treated using the delta-Eddington flavor (Joseph
et al., 1976) of the two-stream approximation (Meador and
Weaver, 1980; Oreopoulos and Barker, 1999).
The last solar band 820–2600 cm−1 is coded out of se-
quence to preserve spectral continuity with the longwave
bands. For the visible/UV calculations of this paper the nor-
malized fluxes either included band 9 (12 850–16 000 cm−1
or 0.625–0.778 µm) or were only integrated up to 0.625 µm;
contributors Oreopoulos and Lee (Model #12) provide results
for both, which are averaged in the intercomparison.
A13 Model #13 LMU-2stream (B. Mayer)
This is a version of libRadtran that uses a two-stream delta-
Eddington radiative transfer solver rather than DISORT.
Gaseous transmission is the same as in LMU-libRadtran
(Model #7).
A14 Model #14 MPI-2stream (S. Kinne)
The Max Plank Institute for Meteorology model computes
radiative fluxes with a two-stream method (e.g., Meador and
Weaver, 1980) for the solar and infrared spectral region. This
necessitates repeated applications (ca. 120 times) to properly
approximate the spectral variability of atmospheric particle
properties (via 8 solar and 12 infrared spectral sub-bands)
and of major trace-gases (O3, CO2, CO, N2O, and CH4 –
through a number of exponential terms in each of the sub-
bands). The trace gas absorption (including water vapor) in
the near-IR is based on LOWTRAN-5 data and ozone ab-
sorption data are based on Vigroux (1953). Trace-gases were
www.atmos-chem-phys.net/13/2347/2013/ Atmos. Chem. Phys., 13, 2347–2379, 2013
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Table A3. Case 2a: summary statistics for scattering aerosolsa,b,c
SAW SAW TROP TROP
30◦ SZA 75◦ SZA 30◦ SZA 75◦ SZA
Total (Direct + Diffuse) Brodband Flux Donwards at Surface
LBL Avg. 994.6 226.5 896.0 192.8
LBL RSD 0.7 % 0.9 % 1.1 % 3.6 %
Model Avg. 996.9 (997.7) 232.6 (233.0) 906.1 (908.7) 202.7 (203.8)
Avg. Bias 0.2 % (0.3 %) 2.7 % (2.8 %) 1.1 % (1.4 %) 5.1 % (5.7 %)
Model RSD 0.8 % (0.9 %) 1.5 % (2.3 %) 1.0 % (1.6 %) 2.2 % (3.9 %)
Diffuse Broadband Flux Upwards at TOA
LBL Avg. 236.3 102.9 212.9 93.2
LBL RSD 1.4 % 1.8 % 1.2 % 1.8 %
Model Avg. 240.2 (240.5) 102.8 (102.7) 219.3 (220.6) 95.0 (95.4)
Avg. Bias 1.7 % (1.8 %) -0.1 % (-0.2 %) 3.0 % (3.6 %) 1.9 % ( 2.3 %)
Model RSD 1.3 % (1.2 %) 3.1 % (2.9 %) 1.7 % (2.3 %) 2.8 % (3.3 %)
Total UV-VIS Downwards Flux at Surface
LBL Avg. 480.6 101.5 480.2 101.5
LBL RSD 0.7 % 1.1 % 0.1 % 0.5 %
Model Avg. 480.4 (480.2) 103.7 (103.8) 481.3 (481.0) 104.4 (104.5)
Avg. Bias 0.0 % (-0.1 %) 2.1 % (2.2 %) 0.2 % (0.2 %) 2.8 % ( 2.9 %)
Model RSD 1.1 % (1.2 %) 3.0 % (2.9 %) 1.0 % (1.0 %) 2.8 % (2.7 %)
Total Near-IR Downwards Flux at Surfaced
LBL Avg. 515.7 125.3 417.3 91.6
LBL RSD 0.8 % 0.6 % 2.4 % 7.0 %
Model Avg. 517.3 (518.6) 129.0 (129.3) 425.0 (428.4) 98.9 (100.0)
Avg. Bias 0.3 % ( 0.6 %) 2.9 % (3.2 %) 1.8 % (2.6 %) 8.0 % (9.2 %)
Model RSD 2.0 % ( 2.0 %) 2.5 % (3.7 %) 3.1 % (3.7 %) 3.8 % (7.2 %)
a Flux units W m−2; scaled normalized results as described in the text and Fig. 2.
b Line-by-line (LBL) benchmarks (Avg. of Models #1 and #2) and non-LBL
model results. As in Case 1, we exclude Models # 14, 25, 27, 30, and 31 for the
model statistics; in parenthesis all models are considered.
c Avg. Bias is expressed as a percentage of the LBL Avg. RSD = standard deviation
as a percentage of mean.
d Near-IR is derived as a difference between broadband and UV-VIS.
interpolated to the model resolution in the vertical using the
log of pressure.
A15 Modle #15 GSFC radiation scheme (CAR-GSFC,
F. Zhang)
The NASA GSFC radiation scheme includes the absorption
due to water vapor, O3, O2, CO2, clouds, and aerosols. In-
teractions among the absorption and scattering by clouds,
aerosols, molecules (Rayleigh scattering), and the surface are
fully taken into account. There are total 11 SW bands with
38 sub-spectra from 0.175 µm to 10 µm (Chou and Suarez,
1999). Depending upon the nature of absorption, different
approaches are applied to different absorbers. In the ultra-
violet (UV) and photosynthetically active (PAR) region, the
spectrum is divided into 8 bands, and a single O3 absorp-
tion coefficient and Rayleigh scattering coefficient are used
for each band. In the infrared, the spectrum is divided into 3
bands, and the k-distribution method is applied with ten ab-
sorption coefficients used in each band. The flux reduction
due to O2 is derived from a simple function, while the flux
reduction due to CO2 is derived from precomputed tables.
Reflection and transmission of a cloud and aerosol-laden
layer are computed using the delta-Eddington approxima-
tion. Fluxes are then computed using the two-stream adding
approximation. A special feature of this model is that absorp-
tion due to a number of minor absorption bands is included.
Individually the absorption in those minor bands is small,
but collectively the effect is large, ∼10 % of the atmospheric
heating.
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Table A4. Case 2b: summary of statistics for absorbing serosolsa,b,c
SAW SAW TROP TROP
30◦ SZA 75◦ SZA 30◦ SZA 75◦ SZA
Total (Direct + Diffuse) Brodband Flux Donwards at Surface
LBL Avg. 954.1 206.2 857.7 174.5
LBL RSD 0.8 % 0.8 % 1.1 % 3.8 %
Model Avg. 958.2 (959.0) 212.6 (212.9) 869.2 (871.7) 184.4 (185.2)
Avg. Bias 0.4 % (0.5 %) 3.1 % (3.3 %) 1.3 % (1.6 %) 5.7 % (6.2 %)
Model RSD 0.8 % (0.9 %) 1.4 % (2.4 %) 1.0 % (1.6 %) 2.3 % (4.1 %)
Diffuse Broadband Flux at Upwards at TOA
LBL Avg. 216.1 89.8 194.4 81.7
LBL RSD 1.4 % 1.3 % 1.3 % 2.1 %
Model Avg. 220.0 (220.4) 90.6 (90.5) 200.5 (201.8) 83.9 (84.3)
Avg. Bias 1.8 % (2.0 %) 0.9 % (0.8 %) 3.1 % (3.8 %) 2.8 % (3.3 %)
Model RSD 1.3 % (1.3 %) 2.8 % (2.6 %) 1.7 % (2.5 %) 2.6 % (3.2 %)
Total UV-VIS Downwards Flux at Surface
LBL Avg. 452.4 89.0 452.0 89.0
LBL RSD 0.7 % 1.1 % 0.2 % 0.5 %
Model Avg. 453.4 (453.1) 91.5 (91.5) 454.1 (453.4) 92.1 (92.2)
Avg. Bias 0.2 % (0.2 %) 2.8 % (2.9 %) 0.5 % (0.4 %) 3.5 % (3.6 %)
Model RSD 1.3 % (1.3 %) 3.4 % (3.3 %) 1.1 % (1.1 %) 3.1 % (3.1 %)
Total Near-IR Downwards Flux at Surfaced
LBL Avg. 503.2 117.5 407.2 85.8
LBL RSD 0.8 % 0.5 % 2.4 % 7.1 %
Model Avg. 505.8 (507.0) 121.3 (121.5) 415.3 (418.6) 92.9 (93.6)
Avg. Bias 0.5 % (0.7 %) 3.2 % (3.4 %) 2.0 % (2.8 %) 8.3 % (9.2 %)
Model RSD 2.0 % (1.9 %) 2.4 % (3.7 %) 3.0 % (3.7 %) 3.8 % (7.0 %)
a Flux units W m−2; scaled normalized results as described in the text and Fig. 2.
b Line-by-line (LBL) benchmarks (Avg. of Models #1 and #2) and non-LBL model results.
We exclude Models # 14, 25, 27, 30, and 31 for the model statistics; in parenthesis all models are
considered.
c Avg. Bias is expressed as a percentage of the LBL Avg. RSD = standard deviation as a percentage of
mean.
d Near-IR is derived as a difference between broadband and UV-VIS.
A16 Model #16 Beijing Climate Center (BCC-RAD;
H. Zhang, P. Lu)
The Beijing Climate Center radiation transfer model (BCC-
RAD) uses the correlated k-distribution (ck-D) algorithm
adopted by Zhang et al. (2003, 2006a,b) and the 2-stream Ed-
dington algorithm of radiative transfer. The 10–49 000 cm−1
spectral range (0.204–1000 µm) is divided into 17 bands (8
longwave and 9 shortwave). Eight major GHGs including
H2O, CO2, O3, N2O, CH4, and Chlorofluorocarbons (CFCs)
are considered. The HITRAN2000 database (Rothman et al.,
2003) was used to give line parameters and cross sections;
CKD 2.4 (Zhang et al., 2003) generated continuum absorp-
tion coefficients due to water vapor, CO2, O3, and O2. The ef-
fective absorption coefficients of ck-D were calculated based
on LBLRTM (Clough and Iacono, 1995) with a spectral in-
terval of 1/4 of the mean spectral line half-width and with
a 25 cm−1 cutoff for line wings over each band (Clough et
al., 1992; Clough and Iacono, 1995). Modeled molecular ab-
sorbers in the solar bands are H2O (including continuum ab-
sorption), O3 and O2. Nominally, cloud optical properties are
from Nakajima et al. (2000) and aerosol optical properties are
calculated by Wei and Zhang (2011) and Zhang et al. (2012).
A17 Model #17 CCCMA radiation scheme
(CAR-CCCMA, F. Zhang)
The Canadian Climate Center radiation scheme calculates
SW flux in a vertically inhomogeneous scattering-absorbing
atmosphere using a delta-Eddington approximation and
adding method (Li et al., 2005). It accounts for the absorp-
tion of all radiatively important gases using the correlated
k-distribution method (ck-D) with fits to the HITRAN 96 (Li
and Barker, 2005). There are 4 solar bands with a total of 35
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Table A5. Synergy across Aerocom Phase II Aerosol Radiative Forcing Experiments∗
Model # Radiative Transfer Experiment Aerocom Prescribed Aerocom Direct RF
this work (Stier et el., 2012) (Myhre et al., 2013)
3 Oslo-DISORT OsloCTM2 OsloCTM2
11 CAR-RRTMG CAM-PNNL and GEOS-CHEM CAM5.1 and GEOS-CHEM
12 RRTMG-SW CAM-PNNL and GEOS-CHEM CAM5.1 and GEOS-CHEM
14 MPI-2stream MPI-2stream –
15 CAR-GSFC GOCART GEOS-4 and GOCART MERRA GOCART and GMI
16 BCC-RAD – BCC
18 ECHAM5.5 ECHAM-HAM2 ECHAM5-HAM
24 UKMO-HadGEM2 HadGEM2-ES HadGEM2
∗ Radiation scheme, Model #, and name from this work and corresponding model names in Stier et el. (2012) and Myhre et al. (2013) which use the same or
similar radiation schemes.
sub-spectra for pressure layers > 1 mb or 40 sub-spectra for
pressure layers < 1 mb over the range 0.2∼4.0 µm. Modeled
molecular absorbers in the solar bands are H2O, O3, CO2,
and O2. This model contains a proper treatment of spectral
overlap between solar and infrared radiation. The effect of
the additional solar energy (∼12 W m−2 in 0–2500 cm−1) is
also included simply by imposing this energy onto the in-
frared downward flux for the appropriate infrared bands (Li
and Barker, 2005). A new parameterization for the effects of
atmospheric spherical curvature and refraction and their im-
pact on radiative transfer has been incorporated (Li and Shi-
bata, 2006). This rigorous scheme enables variations in both
the path length and the gaseous amount along a solar direct
beam. These variations can then be accurately evaluated in
the radiative transfer process, and we find better results in
flux and heating rates when compared to other parameteriza-
tions.
A18 Model #18 ECHAM5.5 (J. Quaas, S. Kinne, P. Stier)
The ECHAM5.5 general circulation model (Roeckner et al.,
2003) used in several contributions to the AeroCom project
applies a solar radiative transfer scheme based on Fouquart
and Bonnel (1980). In a two-stream approximation, scatter-
ing and absorption by molecules and aerosols are taken into
account. Since the update by Cagnazzo et al. (2007), six
bands are used, with intervals between 0.185 µm, 0.25 µm,
0.44 µm, 0.69 µm, 1.19 µm, 2.38 µm and 4.0 µm. The range
0.185–0.69 µm is considered the visible range, the range
0.69–4.0 µm, the near-infrared. We use the off-line radiation
code extracted by Klocke et al. (2011) and take into account
the effects of water vapor, ozone, methane and N2O from
the prescribed profiles, as well as of carbon dioxide with a
constant mixing ratio of 348 ppmv. Carbon monoxide is not
considered in the radiation, and the mixing ratios of chlo-
roflourocarbons are set to zero.
The configuration is considered as an open ocean surface,
and the vertical resolution is chosen as in the input files,
where the boundary of the lowest surface is set to 0 km, and
the layer-mean values are the averages of the layer inter-
faces. The uppermost layer-mean values are considered the
same as at its lower boundary, with the temperature at the
upper boundary as at the lower one, the pressure at the upper
boundary 0 hPa, and the layer-mean pressure half the pres-
sure at the lower boundary. For the aerosols, the A˚ngstro¨m
exponent is used to extrapolate the 550 nm optical depth to
the other bands considering the band-average wavelength.
The single-scattering albedo is assumed spectrally constant.
A19 Model #19 UMD-SRB (Y. Ma and R. T. Pinker)
The radiative transfer model used in the prescribed tests is
part of the University of Maryland Surface Radiative Bud-
get (UMD-SRB) module for satellite retrieval of shortwave
(SW) fluxes. It calculates broadband SW fluxes in a plane-
parallel, vertically inhomogeneous, scattering and absorbing
atmosphere. The model accounts for (1) absorption by wa-
ter vapor and ozone; (2) Rayleigh scattering; (3) scattering
and absorption by aerosols and cloud droplets; and (4) mul-
tiple reflection between the atmosphere and surface. Radia-
tive transfer is dealt with the delta-Eddington approxima-
tion. In the prescribed AeroCom experiments, SW fluxes are
computed in 7 broadband intervals (0.2–0.4, 0.4–0.5, 0.5–
0.6, 0.6–0.7, 0.7–1.19, 1.19–2.38 and 2.38–4.00 µm). Water
vapor absorption is accounted for in the 0.7–4.0 µm spec-
tral interval; ozone is accounted for in the 0.2–0.4 µm (UV)
and in 0.5–0.6 µm (VIS) spectral intervals. For water va-
por and water vapor continuum, we use the k-distribution
method proposed by Chou and Lee (1996) and further ad-
vanced by Tarasova and Fomin (2000). Reference transmis-
sion database is HITRAN96. Ozone parameterization fol-
lows Lacis and Hansen (1974). The model is configured with
variable number of layers (>31), depending on presence of
aerosol and/or clouds. More details can be found in Wang and
Pinker (2009). For this study 1 km resolution was used below
25 km; above this level, the vertical resolution for ozone and
water vapor profiles is 5 km.
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A20 Models #20-23 University of Reading Edwards and
Slingo (ES96, E. Highwood, C. Ryder,
B. Harris)
The Edwards and Slingo radiation scheme (ES96) is a flex-
ible radiative transfer model as described by Edwards and
Slingo (1996) with updates from Walters et al. (2011). Re-
sults using the offline version released by the Met Office on
21 December 2009 are presented using a two stream practical
improved flux method (PIFM, Zdunkowski et al., 1980). The
user is able to define the number of spectral bands and model
vertical levels. The spectral resolution is set by an external
spectral file. The user is able to use (and adjust) spectral files
supplied with the code, or create new versions. Here we pro-
vide results using standard supplied versions of spectral files
with either 6 or 220 spectral bands covering wavelengths of
0.2 to 10 microns. The spectral file supplies details of atmo-
spheric radiative properties such as gaseous absorption which
may differ between spectral files. Therefore each subsequent
description of ES96 makes reference to a specific spectral file
and differences therein.
Water vapor terms are updated based on the HITRAN
2001 database (Rothman et al., 2003) for gaseous absorption
coefficients, with updates up to 2003. For all other gases ab-
sorption is based on HITRAN92. Gaseous absorption is rep-
resented according to Cusack et al. (1999) using a correlated-
k method.
ES96 allows the user to select whether delta-rescaling
is implemented for particle scattering (ES96-D). Delta-
rescaling provides more accurate total flux measurements at
the expense of the partitioning between the direct and diffuse
fluxes since delta-rescaling effectively increases the flux in
the direct beam to account for strong forward aerosol scatter-
ing.
Results are presented using ES96 with 6 and 220 spectral
bands (Model #20 ES96-6 and Model #21 ES96-220), using
the spectral files “sp sw hadgem1 3r” and “sp sw 220 r”,
respectively. Aerosol properties in the spectral files are ad-
justed to represent AeroCom protocol requirements. Particle
scattering is presented both for cases where no delta rescaling
is included (model #20 ES96-6 and model #21 ES96-220)
and where delta rescaling is included (model #22 ES96-6-D
and model #23 ES96-220-D).
Absorption due to CO2 and O2 concentrations are set to
0.579 g kg−1 and 231 g kg−1 which are constant with alti-
tude, absorption due to H20 and O3, are included as pre-
scribed by AeroCom. N2O and CH4 are included from the
AFGL standard atmospheres in the 220 band cases (ES96-
220) but are excluded in the 6 band cases (ES96-6). CO is
not included.
A21 Model #24 UKMO HadGEM2 GCM
(S. T. Rumbold)
The online radiation code in HadGEM2 is consistent with the
offline version of ES96 by design and is maintained as such
at the UK Met Office (UKMO). A description of the online
implementation can be found in Martin et al. (2011). For the
UKMO-HadGEM2 contribution to this intercomparison, the
offline code is used and is configured in an identical manner
to that of the HadGEM2 online radiation. This configuration
is as in ES96-6-D (Model #22), but with vertical profiles of
gases interpolated to mid-levels linearly in the logarithm of
pressure. All AeroCom prescribed gases are used apart from
N2O, CO and CH4 as they are not included in the shortwave
part of the online radiation scheme. Where needed, aerosol
was prescribed at constant mass mixing ratio in the two lower
most model layers (zero elsewhere) to achieve the correct
optical depth.
A22 Model #25 CAWCR radiation scheme
(CAR-CAWCR, F. Zhang)
The Center for Australian Weather and Climate Research
(CAWCR) Sun-Edwards-Slingo radiation scheme (SES2) is
a model used in numerical weather prediction (NWP) and
climate models (Sun and Rikus, 1999; Sun, 2008) and is
based on the Edwards and Slingo (1996) radiation scheme.
The model calculates SW flux in a vertically inhomogeneous
scattering-absorbing atmosphere using a delta-two-stream al-
gorithm, and accounts for the absorption of all radiatively im-
portant gases using the exponential sum fitting transmission
method (ESFT). The line-by-line radiative transfer model
(GENLN2) (Edwards, 1992) provides the absorption coef-
ficients for the ESFT method. The accuracy of these ab-
sorption coefficients has been established by comparison of
GENLN2 with other line-by-line models such as LBLRTM
(Clough et al., 1992) and measurements from ARM (Stokes
and Schwartz, 1994). Modeled molecular absorbers in the so-
lar bands are H2O (including continuum effects), O3, CO2,
CH4, N2O, and O2. There are 9 solar bands with total 27
sub-spectra over 0.2∼5.0 µm. The radiation code has two
novel features: one is the flexible spectral resolution of the
code, and the second is that the same spectral framework for
both the longwave and shortwave components. This makes
the code easy to maintain and develop. In this scheme, the
effect of the additional solar energy (about 12 Wm−2 in 0–
2500 cm−1) is also included simply by imposing this energy
onto the infrared downward flux for the appropriate infrared
bands (Li and Barker, 2005).
A23 Model #26 CAM radiation scheme (CAR-CAM,
F. Zhang)
The NCAR CAM model (Collins et al., 2004) calculates
SW flux in a vertically inhomogeneous scattering-absorbing
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atmosphere using a delta-two-stream algorithm. The solar
spectrum is divided into 19 discrete spectral and pseudo-
spectral intervals: 7 for O3, 1 for the visible, 7 for H2O
including water-vapor continuum, 3 for CO2, and 1 for the
near-infrared following Collins (1998). The solar absorption
by water vapor between 1000 and 18 000 cm−1 is treated us-
ing seven pseudo-spectral intervals with a constant specific
extinction specified for each interval. These extinctions have
been adjusted to minimize errors in heating rates and flux di-
vergences relative to line-by-line (LBL) calculations for ref-
erence atmospheres (Anderson et al., 1986) using GENLN3
(Edwards, 1992) combined with the radiative transfer solver
DISORT2 (Stamnes et al., 1988). This parameterization is es-
sentially an exponential sum fit (e.g., Wiscombe and Evans,
1977). LBL calculations are performed with the HITRAN
2000 line database (Rothman et al., 2003) and the Clough,
Kneizys, and Davies (CKD) model version 2.4.1 (Clough et
al., 1989). The Rayleigh scattering optical depths in the seven
pseudo-spectral intervals have been changed for consistency
with LBL calculations of the variation of water-vapor absorp-
tion with wavelength. Modeled molecular absorbers in the
solar bands are H2O (including continuum absorption), CO2,
and O3.
A24 Modle #27 ULAQ (G. Pitari, G. Di Genova)
The University of L’Aquila radiative transfer module, operat-
ing on-line in the climate-chemistry coupled model ULAQ-
CCM, is a two-stream delta-Eddington approximation model
(Toon et al., 1989) used for chemical species photolysis rate
calculation in UV-visible wavelengths and for solar heating
rates and radiative forcing in UV-VIS-NIR bands. Species
cross sections are updated using JPL (2011) recommenda-
tions from the MPI-MAINZ database, while water vapor
absorption data are derived from HITRAN92. Schumann-
Runge bands are treated following the parameterization of
Minschwaner et al. (1993) based on (fixed-T) ODF formula-
tion. Diurnal averages are calculated with a 5 point Gaussian
quadrature.
Top-of-atmosphere solar fluxes are taken from SUSIM-
SL2 and LOWTRAN7 and are carefully integrated on the
wavelength bins used in the model: they are in total 150 in
the UV and visible range and 100 in the NIR, covering the
solar spectrum from Lyman-alpha up to 7 µm. Sun-earth dis-
tance is calculated daily as a function of orbit eccentricity and
the solar cycle is included. Sphericity is treated by means of
Chapman functions (Dahlback and Stames, 1991). Refrac-
tion is taken into account with an iterated ray-tracing tech-
nique in a simple exponential refraction model.
Absorption/scattering optical depths take into account
Rayleigh scattering, absorption from O3, O2, NO2, SO2,
H2O, CO2 and scattering/absorption from aerosol particles.
Aerosol extinction values are passed daily from the ULAQ-
CCM aerosol module to the radiative transfer module, with
appropriate wavelength-dependent values of Q-ext, g, and
single scattering albedo, given the calculated size distribu-
tion of the particles. Surface albedo is nominally taken from
MERRA 2D hourly averaged data.
The native vertical resolution of our model is 570 m. For
this study, we linearly interpolate both AFGL O3 and H2O
concentrations to this higher resolution using the calculated
column values on the AFGL vertical grid as a constraint for
both species (i.e. the calculated vertical columns after inter-
polation are re-normalized to the original values).
A25 Model #28 FORTH (I. Vardavas,
N. Hatzianstassiou, C. Matsoukas)
The incoming solar irradiance conforms to the spectral pro-
file of Gueymard (2004). The model apportions 69.48 % of
the incoming spectral irradiance to the ultra violet-visible-
near infrared (UV-Vis-NIR) part (0.20–1 µm) and 30.52 % to
the near infrared-infrared (NIR-IR) part (1–10 µm). The ra-
diative transfer equations are solved for 118 separate wave-
lengths for the UV-Vis-NIR part and for 10 bands for the
NIR-IR part, using the delta-Eddington method as modi-
fied by Joseph et al. (1976). For a more detailed model
description the reader is referred to Hatzianastassiou et
al. (2004a,b, 2007a); Hatzianastassiou et a. (2007b) and
Vardavas and Taylor (2007). The model takes into ac-
count clouds, Rayleigh scattering due to atmospheric gas
molecules, absorption from O3, O2, CO2, H2O, and CH4,
and scattering and absorption due to aerosols. The model out-
put includes downwelling and upwelling fluxes at the top of
atmosphere, at the surface and at any atmospheric height.
For this study we interpolated the AFGL water-vapor and
ozone profiles to our model vertical resolution linearly in
log(pressure)-log(gas concentration) space.
A26 Model #29 GFDL radiation scheme (CAR-GFDL,
F. Zhang)
The NOAA GFDL radiation scheme (Freidenreich and Ra-
maswamy, 1999) uses the exponential-sum-fit technique
(ESFT) to develop the parameterization of water vapor trans-
mission in the main absorbing bands. An absorptivity ap-
proach is used to represent the heating contributions by
CO2 and O2, and a spectral averaging of the continuum-
like properties is used to represent the O3 heating. Spec-
tral line data for H2O, CO2, O3, CH4 and N2O are now
based on the HITRAN92 catalog (Rothman et al., 1992).
The delta-Eddington method is used to solve for the reflec-
tion and transmission, while the “adding” method is used to
combine the layers. The single-scattering properties can ac-
count for all types of scattering and absorbing constituents
(molecules, drops, ice particles, and aerosols), given their
respective single-scattering properties and mass concentra-
tions. There are 18 solar bands with total 38 sub-spectra over
0.173∼20.0 µm.
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A27 Model #30 MPI-MOM (S. Kinne)
The Max Plank Institute for Meteorology MPI-MOM
scheme combines the matrix-operator (Plass et al., 1973) and
adding doubling method. The method was prepared for at-
mospheric broadband sold radiative transfer calculation by
Grassl (1978). The trace gas absorption (including water va-
por) in the near-IR is based on LOWTRAN-5 data and ozone
absorption data are based on Vigroux (1953). Trace-gases
were interpolated to the model resolution in the vertical using
the log of pressure.
A28 Model #31 Matrix-Operator Model (MOMO;
J. Fischer, L. Doppler)
MOMO is a radiation transfer code for radiance and irradi-
ance computations in the ocean and atmosphere (Fell and
Fischer, 2001; Fischer and Grassl, 1984). Its spectral range
is 0.2–100 µm. MOMO combines the matrix-operator (Plass
et al., 1973) and adding doubling method. The gas trans-
mission is computed using a code CGASA, derived from
XTRA (Rathke and Fischer, 2000). CGASA combines the
water-vapor continuum model of Clough et al. (1992) with
Voigt line computations. Line properties are taken from the
HITRAN-2008 spectral database (Rothman et al., 2009). A
k-distribution method is used, following Bennartz and Fis-
cher (2000). This k-distribution is exact (we do not make
the correlated approximation). For this study, we computed
MOMO simulations within 55 UV bands and 12 VIS bands,
in order to consider the high variation of Rayleigh optical
depth. 30 bands have been defined to model the near-IR radi-
ation. 3000 k-intervals have been needed to model water va-
por, ozone and mixed gas absorption lines with accuracy. The
vertical resolution was 1 km from 0 to 26 km and 2 km from
26 to 100 km. Within aerosols layers, the adding-doubling
method divided the layers in 2n sub-layers in order to con-
sider multi-scattering.
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Abstract. The diurnal variability of aerosol optical depth
(AOD) can be significant, depending on location and dom-
inant aerosol type. However, these diurnal cycles have rarely
been taken into account in measurement-based estimates of
aerosol direct radiative forcing (ADRF) or aerosol direct ra-
diative effect (ADRE). The objective of our study was to es-
timate the influence of diurnal aerosol variability at the top of
the atmosphere ADRE estimates. By including all the possi-
ble AERONET sites, we wanted to assess the influence on
global ADRE estimates. While focusing also in more detail
on some selected sites of strongest impact, our goal was to
also see the possible impact regionally. We calculated ADRE
with different assumptions about the daily AOD variability:
taking the observed daily AOD cycle into account and assum-
ing diurnally constant AOD. Moreover, we estimated the cor-
responding differences in ADREs, if the single AOD value
for the daily mean was taken from the the Moderate Reso-
lution Imaging Spectroradiometer (MODIS) Terra or Aqua
overpass times, instead of accounting for the true observed
daily variability. The mean impact of diurnal AOD variability
on 24 h ADRE estimates, averaged over all AERONET sites,
was rather small and it was relatively small even for the cases
when AOD was chosen to correspond to the Terra or Aqua
overpass time. This was true on average over all AERONET
sites, while clearly there can be much stronger impact in in-
dividual sites. Examples of some selected sites demonstrated
that the strongest observed AOD variability (the strongest
morning afternoon contrast) does not typically result in a sig-
nificant impact on 24 h ADRE. In those cases, the morning
and afternoon AOD patterns are opposite and thus the impact
on 24 h ADRE, when integrated over all solar zenith angles,
is reduced. The most significant effect on daily ADRE was
induced by AOD cycles with either maximum or minimum
AOD close to local noon. In these cases, the impact on 24 h
ADRE was typically around 0.1–0.2 W m−2 (both positive
and negative) in absolute values, 5–10 % in relative ones.
1 Introduction
Aerosols affect the earth’s climate directly by scattering and
absorbing radiation (direct aerosol effect) and by affecting
cloud properties (indirect aerosol effect). Currently, aerosol
forcing is the largest uncertainty in assessing the anthro-
pogenic climate change. In IPCC (2007), the scientific un-
derstanding of direct and indirect aerosol climate forcing
has been designated as “medium-low” and “low”, respec-
tively. Therefore, regardless of the recent progress, also the
estimate of direct forcing still contains significant uncertain-
ties (Kahn, 2012). Indeed, the study by Loeb and Su (2010)
suggested that the quantitative uncertainties reported by the
Published by Copernicus Publications on behalf of the European Geosciences Union.
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IPCC (2007), which were based on the model diversity rather
than on aggregated error, are clearly underestimated.
The diurnal variability in aerosol optical depth (AOD) can
be significant, depending on location and dominant aerosol
type (e.g., Smirnov et al., 2002; Eck et al., 2003; Zhang
et al., 2012). These diurnal cycles have rarely been taken
into account in measurement-based estimates of aerosol di-
rect radiative forcing (ADRF) or aerosol direct radiative ef-
fect (ADRE), the former taking into account the anthro-
pogenic aerosols and the latter both anthropogenic and nat-
ural aerosols. However, Christopher et al. (2006) reported
that the diurnal variation of dust aerosols could be impor-
tant for dust radiative forcing calculations. The objective of
this study is to provide an estimate of the impact of diur-
nal AOD variability on the estimates of ADRE at the top
of the atmosphere (TOA). This is the first time that the im-
portance of diurnal AOD cycle on ADRE calculations is as-
sessed using data from large number of Aerosol Robotic
Network (AERONET) sites. We included all the sites from
AERONET (Holben et al., 1998), thus covering a wide range
of conditions. We calculated the mean diurnal AOD cy-
cle on a seasonal basis, for each site with enough data,
and the related impact of this cycle on TOA ADRE using
radiative transfer modeling.
2 Data and methods
2.1 AERONET data
AERONET is a globally distributed network of automatic
sun and sky scanning radiometers that measure at several
wavelengths, typically centered at 0.34, 0.38, 0.44, 0.50,
0.675, 0.87, 0.94, and 1.02 µm. Each band has a full width
of approximately 0.010 µm at half maximum (FWHM), ex-
cept for the UV channels that have a FWHM bandpass of
0.002 µm. These spectral bands are utilized in the direct sun
measurements, while four of them are used for the sky radi-
ance: 0.44, 0.67, 0.87, and 1.02 µm. Spectral aerosol optical
depth (AOD) is obtained from direct sun measurements, and
inversion products of other aerosol optical properties, such
as single scattering albedo (SSA), refractive indices and the
column-integrated aerosol size distributions above the mea-
surement site are provided at the sky radiance wavelengths
(Holben et al., 1998).
In our study, in order to form the diurnal patterns of AOD,
we used level 2.0 direct sun data (quality assured; Smirnov
et al., 2000) of AOD at 500 nm, which has accuracy of 0.01
at optical air mass (m) of 1 (Eck et al., 1999) and higher accu-
racy at larger air mass, proportional to 1 m−1. Measurements
of AOD are made from air mass of 05:00 in the morning
to air mass of 17:00 in the evening. The other wavelengths
for radiative transfer calculations were then estimated using
the average A˚ngstro¨m exponent based on 380–500 nm (from
AERONET direct sun product). The other optical properties
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Fig. 1. Included AERONET sites in each season: a) MAM; b) JJA; c) SON; d) DJF.
Since AODs from The Moderate Resolution Imaging Spectroradiometer (MODIS) data are widely
used in ADRF and ADRE calculations, we also wanted to estimate the impact on ADRE, if the single
AOD value for the daily mean is taken from the Terra or Aqua overpass times, instead of accounting
for the true observed daily variability.
In the following, we will mainly concentrate on the difference between two ADRE estimates; with
different assumptions about the diurnal evolution of aerosol optical depth. Therefore, arguably the
absolute value of the ADRE in our calculations is less important than the magnitude of the differ-
ence between the two ADRE estimates, affected by the diurnal AOD variability only. Regardless
of this, we attempted to form the input data for each site to be as site representative and realistic as
possible. Therefore, for instance, we applied the same solar zenith angle dependent MODIS-based
surface albedo (black-sky albedo) for each site as what is used in the AERONET retrievals (at four
wavelengths of the inversion product) as briefly described in Eck et al. (2008). Therefore, in our RT
calculations, also the surface albedo exhibited diurnal variability. The surface albedo was linearly
interpolated between the inversion data wavelengths. The surface albedo value at 440nm was extrap-
olated to the shorter wavelengths as well, while the wavelengths larger than 1020nm were linearly
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Fig. 1. Included AERONET sites in each season: (a) MAM, (b) JJA,
(c) SON, and (d) DJF.
(SSA and asymmetry parameter at four wavelengths) from
the inversion products (Dubovik et al., 2002) were used in
radiative ransfer calculatio s, as explained in mo e de ail in
the following section.
All individual observations of AOD at 500 nm for a spe-
cific day were tak n, nd t e d p rtures from the daily mean
AOD were calculated, requiring that there is at least one
AOD observation both before and after the local solar noon.
Eventually, these hourly departures were averaged for each
hour of l cal solar time, to form the aver ge daily cycle of
departures for each site; an example is given by Fig. 2, which
is discussed in more detail in the Results section. All the days
were included and analyzed on a seasonal basis: March–May
(MAM), June–August (JJA), September–November (SON),
and December–February (DJF). We required at least 30 days
of AOD data within a multi-year season to form the diurnal
AOD pattern. The number of included sites is 224, 253, 208,
and 144 for MAM, JJA, SON, and DJF, respectively. The se-
lected sites in each season are shown in the Fig. 1.
2.2 Calculation of the radiative effect
The radiative transfer simulations were performed with the
libRadtran package (Mayer and Kylling, 2005). Radiative
transfer models of libRadtran have been thoroughly validated
and checked against both measurements and other models,
for instance recently in Randles et al. (2013). We used two-
stream solver and so-called correlated k approach with bands
from 240.1185 nm to 3991.003 nm. For the vertical profile,
we assumed aerosol extinction decreasing exponentially with
height. The AERONET measurements were used as input to
these calculations to estimate the diurnally averaged clear-
sky TOA ADRE for all AERONET sites that had enough data
to form the diurnal AOD pattern as described in the previous
section. We performed the calculations with a one-hour time
step over a 24 h diurnal cycle with solar insolation of the 15th
day of the middle month of the season to provide the seasonal
Atmos. Chem. Phys., 13, 7895–7901, 2013 www.atmos-chem-phys.net/13/7895/2013/
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Fig. 2. AOD departures from the daily mean. Boxplots give the medians (with 5th/95th percentiles) of absolute
AOD departure and the red solid points provide the mean, in addition. The red line is the relative departure in
right axis; the absolute departure in each hour divided by the overall mean AOD of each season and site. The
following sites and seasons are shown: a) Silpakorn University, Thailand MAM; b) Mexico City, Mexico, DJF;
c) Hamim, United Arab Emirates JJA; d) Blida, Algeria, JJA.
evolution of the instantaneous difference between two ADRE simulations (dADRE) is also shown,
in order to illustrate the impact of diurnal AOD variability on diurnally averaged ADRE estimates.
Moreover, ADRE with true diurnal AOD cycle is included (black line), to make it easier to inter-
pret the dADRE pattern, particularly when ADRE can change from cooling to warming. ADRE is
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Fig. 2. AOD departures from the daily mean. Box plots give the me-
dians (with 5th/95th percentiles) of absolute AOD departure, and
the red solid points provide the mean, in addition. The red line is
the relative departure in right axis; the absolute departure in each
hour divided by the over ll mean AOD of each season and site.
The following sites and seasons are shown: (a) Silpakorn Univer-
sity, Thailand MAM; (b) Mexico City, Mexico, DJF; (c) Hamim,
United Arab Emirates, JJA; and (d) Blida, Algeria, JJA.
averages. The TOA ADRE calculations were performed with
different assumptions about the daily AOD variability:
1. diurnally varying AOD according to observations;
2. no diurnal AOD variation, AOD = daily averaged AOD;
3. no diurnal AOD variation, AOD = observed AOD at the
MODIS Terra/Aqua overpass time.
Since AODs from the Moderate Resolution Imaging Spec-
troradiometer (MODIS) data are widely used in ADRF and
ADRE calculations, we also wanted to estimate the impact on
ADRE, if the single AOD value for the daily mean is taken
from the Terra or Aqua overpass times, instead of accounting
for the true observed daily variability.
In the following, we will mainly concentrate on the differ-
ence between two ADRE estimates; with different assump-
tions about the diurnal evolution of aerosol optical depth.
Therefore, arguably the absolute value of the ADRE in our
calculations is less important than the magnitude of the dif-
ference between the two ADRE estimates, affected by the di-
urnal AOD variability only. Regardless of this, we attempted
to form the input data for each site to be as site-representative
and realistic as possible. Therefore, for instance, we applied
the same solar zenith angle dependent MODIS-based surface
albedo (black-sky albedo) for each site as that used in the
AERONET retrievals (at four wavelengths of the inversion
product) as briefly described in Eck et al. (2008). Therefore,
in our RT calculations, also the surface albedo exhibited diur-
nal variability. The surface albedo was linearly interpolated
between the inversion data wavelengths. The surface albedo
value at 440 nm was extrapolated to the shorter wavelengths
as well, while the wavelengths larger than 1020 nm were lin-
early extrapolated so that the surface albedo at 5 µm is de-
creased to 0.01.
Seasonally averaged single scattering albedo (SSA) and
asymmetry parameter were taken at four wavelengths as well
from the inversion product and were interpolated and extrap-
olated to cover the full range of the solar spectrum. We used
level 1.5 inversion product, in order to obtain site-specific
SSA and asymmetry parameter values also for those sites
where the prevailing conditions of AOD at 440 nm are be-
low 0.4 (which is the AOD limit for the level 2.0 product).
However, when we selected the data from the level 1.5 inver-
sion product, we applied all the other level 2.0 AERONET
criteria except for the AOD threshold. There are two other
justifications for our choice to use level 1.5 product. First, we
are interested in ADRE, which decreases as AOD decreases.
Thus, although the uncertainty of SSA increases with de-
creasing AOD, its impact on our calculations decreases as
well. Second, and more importantly, our specific interest is
in the difference between two ADRE simulations, when the
only difference is the diurnal pattern of aerosol optical depth.
Therefore, the importance of SSA is further reduced. Never-
theless, we wanted to form as realistic and site-specific input
parameters as possible for our ADRE calculations. In addi-
tion to aerosol optical properties, also the columnar water
vapor measurements (as seasonal averages) from AERONET
were used in the calculations.
3 Results
Figure 2 shows an example of observed diurnal AOD patterns
from four sites. The data are represented as box plots (with
5 and 95 percentiles), in order to give not only the median,
but also an impression about the variability of departures in
each hour. Moreover, the boxes are drawn with widths pro-
portional to the square roots of the number of observations in
each hour. In addition to the medians, which are given by the
box plots, the mean departures in each hour are indicated by
the solid red points. The red line gives the mean relative de-
parture, showing the absolute departure in each hour divided
by the overall mean AOD at 500 nm in that particular season.
This particular choice of sites is based on the inspection of
all the results, to select two representative examples of sites
with significant AOD variability (Silpakorn University, Mex-
ico City) and less significant diurnal AOD pattern (Hamim,
Blida), but the latter having a stronger impact on TOA ADRE
(Hamim, Blida), as explained in further detail below.
www.atmos-chem-phys.net/13/7895/2013/ Atmos. Chem. Phys., 13, 7895–7901, 2013
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Fig. 3. Hourly AOD departures from the daily mean in red (dAOD, left side y-axis) and the instantaneous
difference between two ADRE runs (assuming the observed daily AOD variability and with mean daily AOD)
in blue (dADRE, right side y-axis). Black line shows ADRE with true diurnal AOD cycle (right side y-axis);
ADRE is multiplied by 0.1 to better match the common y-axis with dADRE. Same sites and seasons (and in the
same order) as in the Figure 2.
diurnally averaged AOD is used. Generally, however, the relative impact is lower. And the overall
influence, when including a large number of sites, is relatively small. This is is evident also from
Table 1, which includes additionally the overall statistics of all sites in each season.
The diurnal AOD cycle cannot be captured by using data from polar orbiting satellites, therefore
those absolute and relative ADRE differences are also given in the Table 1, when the single AOD
value (to represent the daily mean) is taken from MODIS Terra (around 1030 local solar time) or
Aqua (around 1330 local solar time) overpass times. Now there are clearly cases of much larger
influence in daily averaged dADRE. For instance, in Mexico City and DJF season, which exhibited
close to zero impact (0.041 W/m2) due to the diurnal AOD variability compared to a daily mean,
the difference between ADRE with daily AOD variability and AOD taken at satellite overpass time
is -0.83 W/m2 and 0.98 W/m2 for Terra and Aqua respectively.
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Fig. 3. Hourly AOD departures from the daily mean in red (dAOD,
left sid y axis) a d the instantaneous difference between two
ADRE runs (assuming the observed daily AOD variability and with
mean daily AOD) in blue (dADRE, right side y axis). Black line
shows ADRE with true diurnal AOD cycle (right side y axis);
ADRE is multiplie by 0.1 to match the ommon y axis with
dADRE better. S me sites and seasons (and in the same rder) as
in the Fig. 2.
There can be several different potential reasons for site-
specific diur al AOD variabilit , and those have been dis-
cussed in more detail in previous studies (e.g., Smirnov et al.,
2002; Eck et al., 2003; Zhang et al., 2012). For instance,
Gautam et al. (2012) reported a similar diurnal cycle for Sil-
pakorn University, which is shown in Fig. 2. They speculated
that one reason for the enhanced aerosol loading in the morn-
ing in this biomass burning region may be associated with
smoke transport through the night.
Figure 3 shows the same sites as in Fig. 2, and in addi-
tion to AOD cycle, the time evolution of the instantaneous
difference between two ADRE simulations (dADRE) is also
shown, in order to illustrate the impact of diurnal AOD vari-
ability on diurnally averaged ADRE estimates. Moreover,
ADRE with true diurnal AOD cycle is included (black line),
to make it easier to interpret the dADRE pattern, particularly
when ADRE can change from cooling to warming. ADRE
is multiplied by 0.1 to make it better match the common y
scale. Two upper panels show sites with a significant diurnal
variability, which however does not translate into equally sig-
nificant impact on 24 h ADRE. This is the case, for instance,
in Mexico City, which has the strongest morning to after-
noon contrast in the measured AOD out of all AERONET
sites (note its different y axis scale). However, when tempo-
rally integrated over the day, the impact in the morning is
compensated in the afternoon, which can be seen in Fig. 3b:
although there is a positive ADRE difference before local so-
lar noon, which is about 4.5 W m−2 at the maximum at 08:00
local solar time, there is a very similar pattern of opposite
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Fig. 4. As in Figure 3, but for the following sites and seasons: a) Kanpur, India, MAM; b) XiangHe, China,
MAM; c) Alta Floresta, Brazil, SON; d) Mongu, Zambia, SON. Black line shows ADRE with true diurnal AOD
cycle (right side y-axis); ADRE is multiplied by 0.1 in all other sites, but by 0.01 in Kanpur.
Figure 5 summarizes the difference in daily averaged ADRE, using different assumptions about
diurnal AOD variability, including all AERONET sites of each season that had enough data to form
the diurnal AOD cycle. Small vertical lines in each color indicate the mean of the distribution. It
can be seen that the mean difference in ADRE, due to the diurnal AOD cycle, over all the available
AERONET sites is very close to zero. However, there are sites with an impact of around 0.1 W/m2
(both positive and negative) and examples of those were given in the previous figures.
Red and blue curves of Figure 5 illustrate the impact on the 24-h ADRE, if AOD is taken either at
MODIS Terra (around 1030 local solar time) or Aqua (around 1330 local solar time) overpass times.
For instance in Mexico City and for DJF season, the difference between ADRE with daily AOD
variability and AOD taken at satellite overpass time is quite significant. However, the overall mean
of these cases (average over all sites) is relatively close to zero, indicating that the use of either Terra
or Aqua AOD data does not result in significant systematic global bias, which would be caused by
an unaccounted diurnal AOD cycle. The comparison of the subplots of Figure 5, on the other hand,
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Fig. 4. As in Fig. 3, but for the following sites and seasons: (a)
Kanpur, Indi , MAM; (b) Xianghe, China, MAM; (c) Alta Flo-
resta, Brazil, SON; and (d) Mongu, Zambia, SON. Black line shows
ADRE with true diurnal AOD cycle (right side y axis); ADRE is
multiplied by 0.1 in all other sites, but by 0.01 in Kanpur.
sign in the afternoon. Therefore, the integrated difference in
24 h ADRE i eventually only 0.041 W m−2.
The bottom panels of Fig. 3, on the other hand, illustrate
two sites with clearly less significant daily AOD cycle, yet
resulting in more significant impact on the estimate of di-
u nally averaged ADRE. The m in reason for this enhanced
impact on dADRE in Hamim (−0.213 W m−2), for instance,
is that the hours of positive dAOD correspond mostly to those
solar zenith angles when ADRE is negative (cooling effect),
while during the negative dAOD hours (around noon) ADRE
is positive. Therefore, the instantaneous dADRE during al-
most all the hours is negative (it is only slightly positive at
08:00 local hour), and thus there is no similar compensa-
tion to that of the sites shown in the upper panels. In Blida,
there is somewhat similar impact, however with the opposite
AOD cycle; the largest instantaneous dADRE is formed in
the morning hours, when ADRE is clearly negative, which
then is not much compensated around noon (when dAOD is
positive), since ADRE is clearly reduced and becomes even
slightly positive at local noon.
Figure 4 shows four additional AERONET sites that all
have long data records, which have been also widely ana-
lyzed before. Therefore, we consider it interesting to show
here also their diurnal AOD patterns and the impact of these
patterns on the calculation of aerosol direct radiative ef-
fect. The upper panel plots show two sites, affected heav-
ily by urban pollution (Kanpur in India and Xianghe in
China) and additionally by desert dust primarily in MAM
(Eck et al., 2010), while the lower panel plots show two
sites affected seasonally by strong biomass burning. Note
that ADRE (black line) is multiplied by 0.01 in Kanpur and
by 0.1 in other sites. Although all these sites are influenced
by strong seasonally varying aerosol emissions, it is evident
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Fig. 5. Histograms of all AERONET sites on a seasonal basis: a) MAM, b) JJA, c) SON, d) DJF. Green line is
ADRE difference between two AOD assumptions: with observed diurnal variability and assuming daily mean
AOD. In the blue line case, AOD is taken from the observed diurnal cycle at Terra overpass time and in the red
line case at Aqua overpass time. The histograms are scaled so that the area below each curve equals unity.
suggests a slight seasonal dependence; in JJA season the use of Aqua (afternoon) overpass data and
in SON Terra data (before noon) better captures the prevailing AOD cycles, from the point of view
of their impact on diurnally averaged ADRE. Figure 6 shows the relative dADRE results of all the
sites. They are essentially within ± 10%, major part being centered within ± 5%.
4 Conclusions
The influence of diurnal AOD variability on TOA ADRE estimates, exploiting a large number of
AERONET sites, has not been estimated before. We formed the diurnal AOD cycles as departures
10
Fig. 5. Histograms of all AERONET sites on a seasonal basis: (a)
MAM, (b) JJA, (c) SON, a d (d) DJF. Green line i ADRE differ-
ence between two AOD assumptions: with observed diurnal vari-
ability and assuming daily mean AOD. In the blue line case, AOD
i taken from the observed diurnal cycle at Ter a verp s ime and
in the r d line case at Aqua ov rpass time. The hist grams are scaled
so that the area below each curve equals unity.
(also by the data of other seasons, not sh wn here) that the
diurnal AOD variability does not draw a significant influence
on daily averaged direct aerosol effect; it is only slightly neg-
ative for all shown cases: −0.026 W m−2, −0.053 W m−2,
−0.014 W m−2, and −0.016 W m−2, for Kanpur, Xianghe,
Alta Floresta, and Mongu, respectively.
Table 1 provides the ADRE differences in these eight sites
for all seasons. In addition, it provides the TOA ADRE val-
ues (assuming diurnally varying AOD), to allow an impres-
sion about the relative impact of diurnal AOD variability on
daily averaged TOA ADRE, which is given also in percent-
age in the last column. Relatively, the AOD daily variability
does not result in very large impact on TOA ADRE. For ex-
ample, in Hamim (JJA) ADRE is slightly positive (due to the
combined effect of high surface albedo and relatively low
SSA), which is overestimated by 0.213 W m−2 (7.3 %), if
constant diurnally averaged AOD is used. Generally, how-
ever, the relative impact is lower. And the overall influence,
when including a large number of sites, is relatively small.
This is evident also from Table 1, which includes addition-
ally the overall statistics of all sites in each season.
The diurnal AOD cycle cannot be captured by using data
from polar-orbiting satellites. Therefore, those absolute and
relative ADRE differences are also given in the Table 1, when
the single AOD value (to represent the daily mean) is taken
from MODIS Terra (around 10:30 local solar time) or Aqua
(around 13:30 local solar time) overpass times. Now there
are clearly cases of much larger influence in daily averaged
−20 −10 0 10 20
0
0.1
0.2
0.3
MAM
a)
−20 −10 0 10 20
0
0.1
0.2
0.3
JJA
b)
−20 −10 0 10 20
0
0.1
0.2
SON
dADRE [%]
c)
−20 −10 0 10 20
0
0.1
0.2
DJF
dADRE [%]
d)
 
 
Mean
Terra
Aqua
Fig. 6. As in Figure 5, but for relative dADRE difference (dADRE divided by ADRE assuming true diurnal
AOD variability).
from daily means, similar to Smirnov et al. (2002) and Zhang et al. (2012), for all the AERONET
sites with sufficient amount of data. We required at least 30 days of data to form the daily cycle and
this resulted in the following number of the sites in our analysis: 224, 253, 208, and 144 for MAM,
JJA, SON, and DJF, respectively. We then calculated the influence of these observed patterns on
diurnally averaged aerosol direct radiative effect at the top of the atmosphere on a seasonal basis.
In addition to the impact due to the observed AOD cycle itself, we also estimated similarly the
influence, if using the AOD from satellite overpass times of either Terra or Aqua, as is commonly
done.
Examples of some selected sites demonstrated that the strongest observed AOD variability (the
strongest morning afternoon contrast) does not typically result in significant impact in 24-h TOA
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Fi . 6. As in Fig. 5, but for r lative dADRE differe ce (dADRE
divided b ADRE assuming true diurnal AOD variability).
dADRE. For instance, in Mexico City and DJF season, which
exhibited close to zero impact (0.041 W m−2) due to the diur-
nal AOD vari bility compared to a daily mean, the difference
between ADRE with daily AOD variability and AOD taken
at satellite overpass time is −0.83 W m−2 and 0.98 W m−2
for Terra and Aqua, respectively.
Figure 5 summarizes the difference in daily averaged
ADRE, using different assumptions about diurnal AOD vari-
ability, including all AERONET sites of each season that had
enough data to form the diurnal AOD cycle. Small vertical
lines in each color indicate the mean of the distribution. It
can be seen that the mean difference in ADRE, due to the
diurnal AOD cycle, over all the available AERONET sites
is very close to zero. However, there are sites with an im-
pact of around 0.1 W m−2 (both positive and negative), and
examples of those are given in Figs. 1–4.
Red and blue curves of Fig. 5 illustrate the impact on the
24 h ADRE, if AOD is taken either at MODIS Terra (around
10:30 local solar time) or Aqua (around 13:30 local solar
time) overpass times. For instance in Mexico City and for
DJF season, the difference between ADRE with daily AOD
variability and AOD taken at satellite overpass time is quite
significant. However, the overall mean of these cases (aver-
age over all sites) is relatively close to zero, indicating that
the use of either Terra or Aqua AOD data does not result
in significant systematic global bias, which would be caused
by an unaccounted diurnal AOD cycle. The comparison of
the subplots of Fig. 5, on the other hand, suggests a slight
seasonal dependence; in JJA season the use of Aqua (after-
noon) overpass data and in SON Terra data (before noon)
better captures the prevailing AOD cycles, from the point of
view of their impact on diurnally averaged ADRE. Figure 6
shows the relative dADRE results of all the sites. They are es-
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Table 1. Diurnally averaged ADRE by the diurnally varying AOD; absolute and relative difference between two ADRE simulations, dADRE,
assuming the observed daily AOD variability and the following three cases: (1) observed mean daily AOD, (2) AOD at the Terra overpass
time, and (3) AOD at Aqua overpass time.
Site Season ADRE dADRE dADRE dADRE
mean AOD AOD at Aqua time AOD at Terra time
(W m−2) (W m−2)/(%) (W m−2)/(%) (W m−2)/(%)
Alta Floresta DJF −2.31 −0.004/−0.2 −0.103/−4.5 0.145/6.3
Blida DJF −3.02 0.061/2.0 0.233/7.7 −0.247/−8.2
Hamim DJF 0.54 −0.041/−7.5 −0.048/−8.8 0.027/4.9
Kanpur DJF −8.14 −0.050/−0.6 0.136/1.7 0.117/1.4
Mexico City DJF −4.94 0.041/0.8 0.984/19.9 −0.827/−16.7
Mongu DJF −3.19 0.003/0.1 −0.134/−4.2 −0.118/−3.7
Silpakorn Univ DJF −8.71 −0.024/−0.3 0.109/1.3 −0.014/−0.2
Xianghe DJF −5.56 −0.008/−0.1 0.046/0.8 0.113/2.0
Alta Floresta MAM −1.67 0.028/1.7 0.025/1.5 0.075/4.5
Blida MAM −2.72 0.026/1.0 0.277/10.2 −0.016/−0.6
Hamim MAM 2.28 −0.097/−4.3 −0.068/−3.0 −0.021/−0.9
Kanpur MAM −6.27 −0.026/−0.4 0.034/0.5 0.124/2.0
Mexico City MAM −5.28 0.057/1.1 1.125/21.3 −0.302/−5.7
Mongu MAM −3.86 0.008/0.2 0.051/1.3 −0.026/−0.7
Silpakorn Univ MAM −7.29 0.014/0.2 −0.188/−2.6 0.487/6.7
Xianghe MAM −8.67 −0.053/−0.6 −0.103/−1.2 0.024/0.3
Alta Floresta JJA −3.00 0.034/1.1 0.128/4.3 −0.025/−0.8
Blida JJA −4.53 0.093/2.1 0.369/8.1 0.245/5.4
Hamim JJA 2.93 −0.213/−7.3 −0.070/−2.4 −0.052/−1.8
Kanpur JJA −7.48 −0.001/−0.0 0.008/0.1 0.107/1.4
Mexico City JJA −3.81 0.093/2.4 0.623/16.4 0.102/2.7
Mongu JJA −3.38 0.004/0.1 0.000/0.0 −0.140/−4.2
Xianghe JJA −12.99 0.012/0.1 0.099/0.8 0.038/0.3
Alta Floresta SON −9.79 −0.014/−0.1 −0.799/−8.2 0.710/7.2
Blida SON −3.71 0.008/0.2 0.264/7.1 −0.119/−3.2
Hamim SON 1.44 −0.081/−5.6 −0.001/−0.1 −0.017/−1.2
Kanpur SON −9.18 −0.008/−0.1 0.149/1.6 0.004/0.0
Mexico City SON −3.85 0.050/1.3 0.795/20.6 −0.511/−13.3
Mongu SON −5.11 −0.016/−0.3 −0.063/−1.2 −0.327/−6.4
Silpakorn Univ SON −5.06 −0.015/−0.3 −0.061/−1.2 −0.057/−1.1
Xianghe SON −8.42 −0.016/−0.2 −0.035/−0.4 0.311/3.7
Mean of 144 sites DJF −3.57 −0.003/−0.07 −0.028/−0.8 −0.033/−0.9
Mean of 224 sites MAM −4.30 0.0002/0.04 −0.021/−0.5 −0.029/−0.7
Mean of 253 sites JJA −5.70 −0.007/−0.1 −0.006/−0.1 −0.053/−0.9
Mean of 208 sites SON −5.18 −0.008/−0.2 −0.053/−1.0 −0.016/−0.3
sentially within ±10 %, the major part being centered within
±5 %.
4 Conclusions
The influence of diurnal AOD variability on TOA ADRE
estimates, exploiting a large number of AERONET sites,
has not been estimated before. We formed the diurnal
AOD cycles as departures from daily means, similar to
Smirnov et al. (2002) and Zhang et al. (2012), for all the
AERONET sites with a sufficient amount of data. We re-
quired at least 30 days of data to form the daily cycle, and
this resulted in the following numbers of sites in our analy-
sis: 224, 253, 208, and 144 for MAM, JJA, SON, and DJF,
respectively. We then calculated the influence of these ob-
served patterns on diurnally averaged aerosol direct radiative
effect at the top of the atmosphere on a seasonal basis. In
addition to the impact due to the observed AOD cycle itself,
we also estimated similarly the influence, if using the AOD
from satellite overpass times of either Terra or Aqua, as is
commonly done.
Examples of some selected sites demonstrated that the
strongest observed AOD variability (the strongest morning
afternoon contrast) does not typically result in significant im-
pact in 24 h TOA ADRE, compared to the use of daily mean
AOD. In most of those cases, the morning and afternoon
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AOD patterns are opposite, and thus the impact on 24 h
ADRE, when integrated over all solar zenith angles, is clearly
reduced (as illustrated in Fig. 3). The most significant effect
on daily ADRE was induced by AOD cycle, with either max-
imum or minimum AOD close to local noon.
In individual sites there can be significant biases in ADRE
estimates due to the impact of diurnal AOD variability.
However, the mean impact of diurnal AOD variability on
24 h ADRE estimates, averaged over all AERONET sites, is
rather small; it is relatively small even for the cases when
AOD is taken either from Terra or Aqua overpass time. This
latter finding suggests that, even though there can be more
substantial influences regionally or in individual sites, over-
all the diurnal AOD variability is not a very strong factor
influencing the diurnally averaged ADRE. Therefore, the use
of AOD data from polar-orbiting satellites does not likely re-
sult in significant bias in global ADRE estimates, assuming
AERONET sites represent well enough the possible diurnal
variabilities.
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Abstract. The aerosol direct radiative effect (ADRE) is de-
fined as the change in the solar radiation flux, F , due to
aerosol scattering and absorption. The difficulty in deter-
mining ADRE stems mainly from the need to estimate F
without aerosols, F 0, with either radiative transfer model-
ing and knowledge of the atmospheric state, or regression
analysis of radiation data down to zero aerosol optical depth
(AOD), if only F and AOD are observed. This paper exam-
ines the regression analysis method by using modeled sur-
face data products provided by the Aerosol Robotic Net-
work (AERONET). We extrapolated F 0 by two functions:
a straight linear line and an exponential nonlinear decay. The
exponential decay regression is expected to give a better es-
timation of ADRE with a few percent larger extrapolated F 0
than the linear regression. We found that, contrary to the ex-
pectation, in most cases the linear regression gives better re-
sults than the nonlinear. In such cases the extrapolated F 0
represents an unrealistically low water vapor column (WVC),
resulting in underestimation of attenuation caused by the wa-
ter vapor, and hence too large F 0 and overestimation of the
magnitude of ADRE. The nonlinear ADRE is generally 40–
50 % larger in magnitude than the linear ADRE due to the
extrapolated F 0 difference. Since for a majority of locations,
AOD and WVC have a positive correlation, the extrapolated
F 0 with the nonlinear regression fit represents an unrealis-
tically low WVC, and hence too large F 0. The systematic
underestimation of F 0 with the linear regression is compen-
sated by the positive correlation between AOD and water va-
por, providing the better result.
1 Introduction
Significant uncertainties exist in the current estimates of
aerosol effects on climate (IPCC, 2013). This holds also for
the aerosol direct radiative effect (ADRE) and aerosol direct
radiative forcing (ADRF). The ADRE defines the attenuation
of the (cloud-free sky) surface solar radiation flux (F ) due to
aerosol scattering and absorption. Herein, we consider the
solar radiation flux at the surface, although ADRE applies
also for the longwave flux and above the atmosphere. In the
definitions of ADRE and ADRF, effects relate to both anthro-
pogenic and natural aerosol particles, while forcing refers to
the impact of anthropogenic aerosol particles. Although, for
example, Myhre (2009) recently showed an increment of the
consistency between observation-based and global aerosol
model estimates, with a reduction in the uncertainty of this
effect, other studies (e.g., Loeb and Su, 2010) highlight that
considerable uncertainties are still associated with ADRE,
mainly due to the uncertainties in single scattering albedo
(SSA). Satheesh and Ramanathan (2000) employed a method
in which ADRE is estimated using the aerosol direct effect
efficiency (ADREE), which is the ADRE normalized by the
aerosol optical depth (AOD), and it is estimated by fitting a
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straight line into surface solar flux and AOD observations.
A linear dependence between aerosol attenuation and AOD
has been commonly assumed when estimating ADRE (e.g.,
Kaufman et al., 2002; Bush and Valero, 2002, 2003; Dumka
et al., 2006; Roger et al., 2006; di Sarra et al., 2008; Gar-
cia et al., 2009; Satheesh et al., 2010). Typical attenuation of
radiation intensity, however, implies nonlinear decay, as con-
sidered by for example Conant et al. (2003), Markowicz et
al. (2008) and Kudo et al. (2010). Thus, a linear fit to F and
AOD data may result in an incorrect extrapolation of F 0.
The aim of this paper is to examine the uncertainties in-
volved in estimating ADRE, both using the linear fitting
method and a nonlinear approach if F and AOD data are
available from surface or satellite measurements. For this, we
use Aerosol Robotic Network (AERONET) products (http:
//aeronet.gsfc.nasa.gov/) from all available AERONET sta-
tions, which cover different aerosol types and surface re-
flectance properties and provide modeled surface solar ra-
diation fluxes also. We conducted our analysis using these
modeled fluxes since they represent realistically enough the
aerosol-induced relative changes in F and furthermore give
an estimate for F 0, which is self-consistent within the se-
lected F (AOD) data set. As AERONET provides an esti-
mation of F 0, we can compare the estimations immediately
with the baseline (AERONET). Special attention is paid to
the possible effect of water vapor on estimating ADRE.
2 Methods and data
AERONET is a ground-based remote-sensing global net-
work of Cimel sun photometers (Holben et al., 1998) in-
cluding the AERONET inversion code with radiative trans-
fer code implementation. The inversion strategy, described
in Dubovik and King (2000), provides a group of parameters,
e.g., AOD, Ångström exponent (AE) and water vapor column
(WVC) from the sun measurements and, for example, SSA,
asymmetry parameter (ASYM) and size distribution from
the sky measurements. AOD is provided with wavelength
channels 340, 380, 440, 500, 670, 870, 1020 and 1640 nm
(all or some of these, depending on site of AERONET),
WVC from 940 nm and, for example, SSA and ASYM from
440, 670, 870 and 1020 nm. The discrete ordinates method
provides broadband fluxes (both at the top of atmosphere
and at the surface, with and without aerosols), calculated
with the correlated-k distribution in the Global Atmospheric
Model (GAME) code from 200 to 4000 nm. The ozone is
based on monthly averaged climatology by the Total Ozone
Mapping Spectrometer (TOMS). Moreover, the US standard
1976 atmosphere model sets the atmospheric gaseous pro-
file. The surface reflectivity is approximated by the bidirec-
tional reflectance distribution function (BRDF) and obser-
vations from the Moderate-Resolution Imaging Spectrora-
diometer (MODIS). More details about the AERONET de-
scription from, for example, García et al. (2012). The un-
certainty of AOD is 0.01–0.02 depending on the wavelength
(Eck et al., 1999), the uncertainty in SSA approximately
0.03 (Dubovik et al., 2000), and the uncertainty in WVC of
12 % (Holben et al., 1998). We used broadband modeled sur-
face shortwave fluxes from this data set. In this study, level
1.5 sky AERONET data are divided into groups by station,
season (December–February, March–May, June–August and
September–November) and by solar zenith angle (SZA) (3◦
steps in the range 0–80◦). A data set was included in the anal-
ysis if it had at least 20 observations and the data contained
AOD 550 nm values above 0.3 and below 0.1. We chose to
use level 1.5 data because using level 2.0 would leave out
all quality-assured data with AOD 440 nm < 0.4 (including,
for example, quality assured SSA and F calculations). The
drawback of this choice is that, at these low values of AOD,
there are significant uncertainties in the optical properties re-
trieved. This is especially true for SSA, which is an important
parameter. Thus, we applied all other level 2 criteria except
for AOD (and SZA) limit, in order to enhance the accuracy
of the data set selected. Moreover, we have imposed an addi-
tional data flagging criterion, removing those SSA points at
the AOD 440 nm < 0.4, which are outside the average SSA ±
standard deviation, defined for the AOD 440 nm > 0.4.
ADRE at the surface is the difference between the solar
flux with and without aerosols: ADRE =1F = F aer −F 0
(F aer is flux with aerosols).The major challenge obviously
is the determination of F 0. The methodology for its esti-
mation employed in this study is illustrated in Fig. 1, in
which F aer(+symbols) is plotted as a function of AOD (from
now on 550 nm) for the AERONET site in Kanpur sta-
tion (26◦ N, 80◦ E) for the spring months March–May with
SZA= 69◦± 1.5◦ (F aer values were normalized for the av-
erage Earth–Sun distance and cosine correction of F aer was
done within SZA ranges to its midpoints). F 0 represents the
case AOD= 0, but with measurements only at AOD above
ca. 0.15, we have to extrapolate down to 0. In Fig. 1 we show
two such extrapolations: a linear fit (dashed line) and a non-
linear decay fit (solid line) with the data.
We chose this data subset since it represent a case in
which the F aer and AOD data exhibit the natural nonlinear
behavior of radiation intensity decay. Thus the resulting in-
tercepts of the two curves at AOD= 0 are quite different:
317 Wm−2 with linear extrapolation and 349 Wm−2 with
nonlinear regression, with a difference of 32 Wm−2 when es-
timating ADRE. Also, for each F aer we show the correspond-
ing AERONET F 0 (circles), based on the retrieved WVC and
surface albedo, and calculated with a radiative transfer model
(e.g., Garcia et al., 2008; Derimian et al., 2008). We use the
ADRE obtained by averaging these F 0 (circles) values (bar
at F = 325 Wm−2 on the y axis) as the benchmark against
which the extrapolation methods are evaluated.
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Figure 1. Radiative flux with aerosols F aer (plusses) and without
aerosols F 0 (circles) as a function of AOD for the AERONET site
in Kanpur in March–May and with SZA= 69◦± 1.5◦. The bar on
the vertical axis represents the mean value of the estimated F 0 (all
circles). The solid and dashed lines represent the exponential and
linear fits to the data, respectively.
Mathematically, our analysis can be summed up as a com-
parison between the extrapolated ADRE
ADREextrapol = 1
n
∑
F aeri −F 0extrapol (1)
and the AERONET ADRE
ADREAERONET = 1
n
∑
F aeri −
1
n
∑
F 0i , (2)
where F aeri and F
0
i are F
aer and F 0, respectively, with i vary-
ing from one to the number of data set, n. Notably, the ex-
trapolated F 0 (F 0extrapol) derived with fits represents a single
value for a data set, but in the AERONET, F 0 is determined
side by side with each F aer. F 0extrapol is calculated using fits
as follows:
F nonlini = x1 + x2 ∗ exp(−x3 ∗AODi) ;
F
0,nonlin
extrapol = x1+ x2, (3)
F lini = x′1 + x′2 ∗AODi;F 0,linextrapol = x′1, (4)
where F nonlini and F
lin
i are estimated F aer derived for each
AOD with the nonlinear and linear method, respectively.
Constants of fits are x1, x2, x3, x′1 and x′2. F
0,nonlin
i andF
0,lin
i ,
thus F 0extrapol of the nonlinear and linear fits, are provided
with the constants.
Our decision to use the modeled F from AERONET, in-
stead of pyranometer measurements, was based on two dif-
ferent aspects. First, this allowed us to include a multiple
number of sites, with very different and varying aerosol con-
ditions. Second, AERONET data provided interesting an-
cillary measurements to support and better understand our
analysis, WVC being the most crucial one. In addition, the
AERONET F ’s agree with pyranometer measurements with
a correlation better than 99 %, and the relative difference
varies from 0.98 to 1.02 (Garcia et al., 2008). Moreover, we
tested the analysis at two sites – Alta Floresta and Goddard
Space Flight Center (GSFC) – by using pyranometer mea-
sured fluxes F and found no significant difference of the
results at these two sites, if compared to the corresponding
analysis using the AERONET-modeled fluxes instead (see
Supplement Sect. S1).
3 Results
As further examples of determining ADRE using regres-
sion analysis, we show F aer and AOD data from four sites
in Fig. 2. In addition, the linear (dashed line) and nonlin-
ear decay (solid line) fits to the data are shown. The bar
on the vertical axis represents the average (with SD) value
for F 0. GSFC (39◦ N, 77◦ W) (SZA= 70◦) (Fig. 2a) and
Rio Branco (10◦ S, 68◦ W) (SZA= 70◦) (Fig. 2b) represent
cases in which the data are of sufficient quality for estimat-
ing ADRE: AOD values reach close zero with only minor
changes in WVC, aerosol optical properties and surface re-
flectance for a given AOD, resulting in a narrow spread in the
data. In these cases, since the nonlinear decay represents a
more realistic decay of radiation intensity (based on squared
values of residuals), the intersection of the nonlinear fit with
the AOD= 0 axis (y axis) is within the SD of the baseline
value. Dhadnah (26◦ N, 56◦ E) (SZA= 70◦) (Fig. 2c) and
GSFC at SZA= 22◦ (Fig. 2d) are examples of more chal-
lenging cases: in Fig. 2c only data points with AOD > 0.2
exist so that a more extensive extrapolation is needed, and in
Fig. 2d there is significant scatter in the points.
Perhaps the most interesting feature shown in Fig. 2, which
also significantly affects the quality of ADRE estimation, is
the correlation of F 0 with AOD. In Fig. 2a–d there is a neg-
ative correlation while in Fig. 2b the correlation is positive.
The negative correlation between F 0 and AOD is indirectly
caused mainly by a positive correlation of AOD with WVC
due to humid air masses with large aerosol concentration.
Only in some cases, where air masses are dominated by dust
aerosols, the correlation is negative. With increasing AOD
and WVC, the WVC dims an increasing fraction of the radi-
ation intensity – resulting in a smaller F 0. The opposite oc-
curs if AOD and WVC have a negative correlation. Increase
in the AOD as a function of WVC is presumably partly due
to hygroscopic growth (e.g., Kitamori et al., 2009), although
probably a major part of the correlation can be attributed to
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Figure 2. Same as Fig. 1, but for the June–August season in (a) GSFC (SZA= 70◦), (b) Rio Branco (SZA= 70◦), (c) Dhadnah (SZA= 70◦),
and (d) GSFC (SZA= 22◦).
a large variance in atmospheric conditions of aerosol proper-
ties and air humidity during seasons.
The intersections of the nonlinear decay fits (solid
lines in Fig. 2) with the AOD= 0 axis – 313.5 W m−2
(Fig. 2a), 295.9 W m−2 (Fig. 2b), 327.4 W m−2 (Fig. 2c)
and 1008.9 W m−2 (Fig. 2d) – approximate the F 0 value
at AOD= 0. This is clear from the figure, if one imagines
straight line fits through the circles and extrapolates fits down
to AOD= 0. This approximation is, however, not necessar-
ily a good one for the mean F 0, if F 0 and AOD correlate
(through the AOD–WVC correlation). For the negative cor-
relation cases (Fig. 2a–d), the intersections of the nonlin-
ear decay fits with the AOD= 0 axis tend to therefore over-
estimate the mean baseline F 0 (307.3 W m−2 for Fig. 2a,
312.9 W m−2 for Fig. 2c, and 972.1 W m−2 for Fig. 2d) –
as the majority of F 0 values are below the extrapolated F 0.
Typically, for the positive correlation cases (Fig. 2b, mean
of F 0 = 303.4 W m−2) the opposite occurs. As the linear
fit obviously results in a lower estimation of F 0, the lin-
ear regression method can result often in a better estima-
tion of the mean F 0, as is clearly the case in Fig. 2c (mean
F 0 = 306.7 W m−2) and Fig. 2d (mean F 0 = 973.0 W m−2)
– even if the nonlinear regression is physically more correct.
The performance of the two different regression methods
and, in particular, the WVC and AOD correlation effect on
the performance is illustrated as scatterplots in Fig. 3. In
Fig. 3a all data are presented in ADRE (nonlinear decay
method) and ADRE (AERONET 1F average, Eq. 2) form.
The color of the single points indicates the correlation of
the WVC and AOD. In Fig. 3b the same is shown for the
linear regression case. Evidently, a majority of the cases are
such that WVC and AOD have a strong positive correlation
(red colored points). In addition, it seems that, for most of
these cases, the linear regression method (Fig. 3b) results in a
better ADRE estimation than the nonlinear decay regression
method (Fig. 3a). This means that the inaccuracy inherent in
the linear regression cancels out errors caused by the WVC
and AOD correlation. For a weak WVC and AOD correla-
tion, the nonlinear decay method appears to be clearly bet-
ter. Other parameters such as surface albedo, ASYM or SSA
do not play as crucial of a role as WVC. We classified the
ADRE estimates of the both methods against the baseline in
respect of AOD, albedo, ASYM, SSA and WVC. It was evi-
dent that only WVC can explain the observed differences of
both methods when compared against the baseline (see Sup-
plement Sect. S2). Moreover, we confirmed, by modeling a
short wavelength range (310–500 nm), that this WVC effect
vanishes, if some other wavelength band as for example the
visible range of 400–700 nm containing no significant water
vapor absorption is under consideration, instead of the broad-
band wavelength range of F aer (see Supplement Sect. S3).
Next we investigated possible geographical features of this
correlation. Figure 4 shows the WVC and AOD correlation
(in the color scales) at all the sites available from AERONET,
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Figure 3. ADRE predicted with exponential decay (a) and linear (b) regression methods (Eq. 1), compared with AERONET values (Eq. 2).
The color of the data points represents the correlation coefficient of the AOD and WVC correlation, with red color indicating positive and
blue color negative correlation.
in this case for seasons: December–February (DJF, Fig. 4a),
March–May (MAM, Fig. 4b), June–August (JJA, Fig. 4c)
and September–November (SON, Fig. 4d) (all years avail-
able). Most of the points are colored either green or red,
indicating an absent or a positive correlation. The strongest
positive correlation is for the stations in Europe and eastern
USA, presumably due to aerosol hygroscopic growth. This
holds especially for the JJA and SON seasons. The DJF and
MAM seasons provide weaker positive correlation, indicat-
ing that the linear method can then provide there somewhat
underestimated ADRE. Interestingly, the strongest negative
correlation appears during the JJA season in the west Saha-
ran region and Central America, probably caused by a strong
desert dust domination and low WVC in the Saharan outflow
region (Marsham et al., 2008). During those particular cases,
the linear method can significantly underestimate ADRE, as
indicated by the points of largest negative WVC vs. AOD
correlation in Fig. 3b, while the nonlinear decay provides
then a better estimate.
Finally, the ADRE estimations of all data are grouped
together in numerical form in Table 1. As already evident
from the figures, the nonlinear decay regression method over-
estimates (mean=−57.2 Wm−2) while the linear method
underestimates (mean=−39.4 Wm−2) the magnitude of
ADRE (AERONET value=−46.1 Wm−2). Overall, the lin-
ear method yields better results than the nonlinear decay
method.
Previous studies have shown that the AERONET WVC
agrees well with radiosonde sounding data (e.g., Prasad
and Singh, 2009; Bokoye et al., 2007). Also, Smirnov et
al. (2004) indicate that the AERONET WVC provides the
root mean square difference of 7.0 % in a multiyear com-
parison with WVC measurements derived from GPS. We
also compared AERONET WVC measurements against ra-
diosonde data from five sites (Alta Floresta, Cuiaba-Miranda,
Niamey, Thessaloniki and Wallops) and observed similarly
high correlations between these two data sources. However,
we wanted to assess in particular whether there exists any
systematic dependence between WVC from these two data
sources as a function of AOD, which could affect our ADRE
analysis based on the modeled F . We found that while the
ratio between the AERONET and radiosonde WVC is essen-
tially constant for AODs (at 500 nm) larger than about 0.1, in
many sites WVC can deviate for the cases of smallest AOD
(below 0.1). We estimated how our ADRE values (based on
the F and AOD relation) would change if we normalized the
AERONET-modeled fluxes to incorporate the WVC from the
radiosonde measurements instead of AERONET-measured
WVC. We found that the increased WVC uncertainty at the
lowest AOD values introduces an insignificant change in our
ADRE estimates.
4 Conclusions
Determining the ADRE at the earth’s surface from radiative
flux, F , measurements is not straightforward because it in-
volves the estimation of the flux without aerosols F 0. This
requires either radiative transfer modeling or an extrapola-
tion of F down to AOD= 0.
We have evaluated two such extrapolation methods: (i) a
linear fit and (ii) a nonlinear decay fit to the F and AOD
data. As a reference we used the AERONET ADRE data in
which F 0 (and F) is calculated with radiative transfer mod-
eling. Radiation attenuation due to multiple scattering and
absorption results typically in a near-nonlinear decay of the
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Table 1. The estimated ADRE (F aer) with standard deviations compared with the AERONET value. MAD – mean absolute deviation. Units
are in Wm−2, except for the correlation coefficient (CC).
Parameter AERONET Method Estimate Est. – CC MAD
AERONET
ADRE −46.1± 20.4 Exp. decay −57.2± 23.4 −11.1 0.75 13.4
Linear −39.4± 16.9 +6.7 0.89 8.9
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Figure 4. Geographical distribution of the AOD and WVC correlation, at all AERONET stations considered in this study for (a) December–
February, (b) March–May, (c) June–August and (d) September–November (all available years).
intensity, and thus the nonlinear decay regression is expected
to give a better estimation of ADRE. This would be the case
if the typically positive correlation of WVC and AOD did not
affect the dependency. F 0 represents an unrealistically low
WVC, resulting in an underestimation of attenuation caused
by the WVC, and hence a too large F 0. This leads to an over-
estimation of the magnitude of ADRE. For stations and data
series in which there is no correlation between WVC and
AOD, the nonlinear decay fit is superior.
As the WVC effect was found to be of such importance,
we also investigated the geographical correlation of WVC
and AOD. The positive correlations clearly dominate, and
clear negative correlations occur predominantly in desert-
dust-dominated data series, such as the regions at the Saharan
outflow. The strongest positive correlation was found in sta-
tions in Europe and eastern USA. Our results indicate that
the regression method, either linear or nonlinear, can read-
ily produce a significant error due to the correlation of WVC
and AOD. Since for a majority of locations AOD and wa-
ter vapor column (WVC) have a positive correlation, the lin-
ear method gives somewhat better results in general than the
nonlinear approach, for the reasons discussed above. How-
ever, there are specific regions of strong negative WVC and
AOD correlation, most notably in the Saharan dust outflow
region, where the opposite takes place and nonlinear ap-
proach results in better estimate for ADRE. Therefore, based
on our results we recommend that when the surface ADRE
is estimated by using pyranometer and AOD measurements,
the site-specific correlation between WVC and AOD should
be also estimated to deduce whether linear or nonlinear ap-
proach is more suitable. We moreover recommend taking one
step forward and additionally attempting to correct for the
possible bias due to WVC and AOD correlation. When the
data for the WVC become available, then better ADRE accu-
racy is likely achieved if the flux measurements are normal-
ized to constant WVC amount with simple scaling obtained
from RT modeling.
The Supplement related to this article is available online
at doi:10.5194/acp-14-6103-2014-supplement.
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Abstract. In order to have a good estimate of the cur-
rent forcing by anthropogenic aerosols, knowledge on past
aerosol levels is needed. Aerosol optical depth (AOD) is a
good measure for aerosol loading. However, dedicated mea-
surements of AOD are only available from the 1990s on-
ward. One option to lengthen the AOD time series beyond
the 1990s is to retrieve AOD from surface solar radiation
(SSR) measurements taken with pyranometers. In this work,
we have evaluated several inversion methods designed for
this task. We compared a look-up table method based on
radiative transfer modelling, a non-linear regression method
and four machine learning methods (Gaussian process, neu-
ral network, random forest and support vector machine) with
AOD observations carried out with a sun photometer at an
Aerosol Robotic Network (AERONET) site in Thessaloniki,
Greece. Our results show that most of the machine learning
methods produce AOD estimates comparable to the look-
up table and non-linear regression methods. All of the ap-
plied methods produced AOD values that corresponded well
to the AERONET observations with the lowest correlation
coefficient value being 0.87 for the random forest method.
While many of the methods tended to slightly overestimate
low AODs and underestimate high AODs, neural network
and support vector machine showed overall better correspon-
dence for the whole AOD range. The differences in produc-
ing both ends of the AOD range seem to be caused by differ-
ences in the aerosol composition. High AODs were in most
cases those with high water vapour content which might af-
fect the aerosol single scattering albedo (SSA) through up-
take of water into aerosols. Our study indicates that ma-
chine learning methods benefit from the fact that they do
not constrain the aerosol SSA in the retrieval, whereas the
LUT method assumes a constant value for it. This would also
mean that machine learning methods could have potential in
reproducing AOD from SSR even though SSA would have
changed during the observation period.
1 Introduction
The Fifth Assessment Report of the Intergovernmental Panel
on Climate Change states that the most significant source of
uncertainty in the projections of climate is related to aerosols
(IPCC, 2013). One significant contribution to this uncer-
tainty comes from the fact that without the knowledge of
the aerosol burden in the past, we are not able to estimate
Published by Copernicus Publications on behalf of the European Geosciences Union.
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the current forcing of anthropogenic aerosol. For example,
the effect of changes in the current aerosol emissions on cli-
mate depends on the background aerosol load during the pre-
industrial era (e.g. Andreae and Rosenfeld, 2008; Carslaw et
al., 2013). In addition, the current estimates of past aerosol
emissions are highly uncertain (Granier et al., 2011), thus
increased knowledge on historical aerosol levels would in-
crease our ability to estimate the present day aerosol radiative
forcing.
One limiting factor in determining the properties of global
aerosol in the past has been that observations of aerosol
radiative effects have been limited to fairly recent peri-
ods. For example, the aerosol optical depth has mainly
been measured using sun photometers and the most widely
known ground-based network of sun photometers is Aerosol
Robotic Network (AERONET; Holben et al., 1998). Al-
though, AERONET already contains over 700 stations glob-
ally, with a fairly good spatial coverage compared to many
other observation networks, it still lacks in temporal cov-
erage, having provided aerosol optical properties and AOD
only since 1990s and reaching the current status in recent
years. The earliest records of satellite-based AOD are pro-
vided by TOMS (total ozone mapping spectrometer, e.g. Tor-
res et al., 2002) and AVHRR (Advanced Very High Resolu-
tion Radiometer, Geogdzhayev et al., 2005) from 1979 and
1983 onwards respectively. However, neither one of these in-
struments were specifically designed to retrieve aerosol prop-
erties. The more recent dedicated aerosol sounders, such as
ATSR (The Along Track Scanning Radiometer 2, Llewellyn-
Jones and Remedios, 2012), MODIS (Moderate Resolution
Imaging Spectroradiometer, Levy et al., 2010), VIISR (Visi-
ble Infrared Imaging Radiometer Suite, Jackson et al., 2013)
and MISR (Multi-angle Imaging SpectroRadiometer, Kahn
and Gaitley, 2015) offer data from 1995, 2000 and 2002 on-
wards respectively. It is therefore apparent that neither sun
photometer nor satellite records of AOD are available for all
the decades where industrialization has had a significant ef-
fect on the aerosol load.
There have been, however, recent studies where aerosol
load has been indirectly retrieved from global surface solar
radiation (SSR) or separately from direct and diffuse radia-
tion measurements, which cover much longer time periods
than sun photometer and satellite observations of AOD. Re-
cently, Kudo et al. (2011) and Lindfors et al. (2013) used
radiation measurements taken with pyranometers and pyrhe-
liometers to estimate AOD. Lindfors et al. (2013) demon-
strated that AOD can be estimated by using SSR and wa-
ter vapour information and a look-up table (LUT) gener-
ated with a radiative transfer code. Their method produces
AOD estimates that have 2/3 of the results within ±20 or
±0.05 % of collocated AERONET AODs. Because pyra-
nometer SSR measurements have been since 1950s over the
globe, the usage of AOD estimates based on SSR measure-
ments would enable us to construct AOD time series that go
several decades back in time.
Since the 1990s machine learning methods have made
their way to atmospheric sciences and have been used e.g.
in satellite data processing, climate modelling and weather
prediction (Hsieh, 2009). Because of their ability to retrieve
parameters from data that have strongly non-linear relation-
ships, they have the potential to retrieve AOD from a com-
bination of solar radiation measurements and auxiliary data
such as water vapour content (WVC) and solar zenith angle
(SZA), similarly to what was done by Lindfors et al. (2013)
using a radiative transfer-based approach. The aim of the
present work is to investigate how well machine learning
methods are able to estimate AOD from pyranometer ob-
servations by evaluating their performance in comparison
with a radiative transfer-based look-up-table approach. We
chose four different methods: neural network (NN, McCul-
loch and Pitts, 1943), random forest (RF, Breiman, 2001),
Gaussian process (GP, Santner et al., 2013) and support vec-
tor machine (SVM, Smola and Schölkopf, 2004) and com-
pared them against a look-up table and a non-linear regres-
sion method (NR, Bates and Watts, 1988). The performance
of these methods was evaluated with AERONET AOD ob-
servations in Thessaloniki, Greece, after the AOD estimates
were derived with SSR observations. Non-linear regression
has been successfully used in multiple studies within aerosol
and atmospheric sciences (e.g. Huttunen et al., 2014; Ahmad
et al., 2013). Of these machine learning methods, neural net-
works (NNs) have been actively used in different types of ap-
plications in atmospheric sciences. For example, it has been
applied to retrieve aerosol properties from remote sensing in-
struments (Olcese et al., 2015; Taylor et al., 2014). More-
over, Foyo-Moreno et al. (2014) uses NNs to indicate that a
ratio between solar diffuse radiation and normal direct irra-
diance is the most adequate parameter for estimating AOD
from solar radiation measurements. There have been, how-
ever, recent studies where aerosol load has been indirectly
retrieved from global surface solar radiation (SSR) or sepa-
rately from direct and diffuse radiation measurements, which
cover much longer time periods than sun photometer and
satellite observations of AOD. Recently, Kudo et al. (2011)
and Lindfors et al. (2013) used radiation measurements taken
with pyranometers and pyrheliometers to estimate AOD. The
study by Olcese et al. (2015) is similar to ours in the sense
that they use alternative data together with neural network
approach in an attempt to retrieve AOD at an AERONET site.
In their study, they fill in missing AOD values (e.g. due to
cloud cover) at one AERONET station based on trajectories
and AOD observed on another site. To our knowledge, the
rest of the analysed methods have not been used to retrieve
aerosol properties directly from observations.
2 Data and methods
We compared the ability of several methods to estimate
AOD, based on SSR and water vapour measurements (and
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SZA that can be readily determined for any given time and
location) against AERONET AOD measurements at 500 nm
(henceforth AOD) taken at Thessalonki, Greece. This site
was chosen for this study, because it has all the necessary
high quality measurements from a 10-year time period, be-
cause it is the same site to which Lindfors et al. (2013)
applied their LUT approach. Furthermore, the location has
varying aerosol concentrations and relatively high AOD val-
ues throughout the year.
2.1 Pyranometer measurements of surface solar
radiation
SSR has been measured at Thessaloniki since January 1993
with a CM21 pyranometer manufactured by Kipp and Zonen.
The instrument is located on the roof of the Physics Depart-
ment at the Aristotle University of Thessaloniki (40.63◦ N,
22.96◦ E), ca. 60 m above sea level. The data are sampled
every 1–2 s and every minute the average and standard de-
viation of the samples are recorded (see more details from
Lindfors et al., 2013). The calibration of the pyranometer
has been confirmed to stay within the quoted manufacturer
accuracy (Bais et al., 2013).
2.2 AERONET measurements
AERONET is a network of sun and sky scanning radiome-
ters that measure direct sun and sky radiance at several
wavelengths, typically centred at 340, 380, 440, 500, 670,
870, 940 and 1020 nm, providing measurements of various
aerosol-related properties (Holben et al., 1998). From direct
sun measurements we exploited AOD and WVC data. When
sky radiance measurements are also included, more detailed
aerosol properties such as single scattering albedo (SSA)
and asymmetry parameter (gg) can be retrieved (Dubovik et
al., 2000). In the evaluation of the machine learning meth-
ods we used Level 2.0 (cloud-screened and quality assured)
AERONET direct sun measurements of AOD and WVC for
Thessaloniki. The Cimel sun photometer is located on the
roof of the Physics Department in the close vicinity of the
pyranometer discussed above. From the inversion products,
to interpret some of our results in more detail, we used
level 1.5 (cloud-screened) retrievals. However, when we se-
lected the data from the Level 1.5 inversion product, we ap-
plied all the other level 2.0 AERONET criteria except for the
AOD threshold. In other words, we applied the same rigorous
quality control that is required for Level 2 data, but we only
relaxed the requirement for AOD at 440 nm to range from 0.4
to 0.1, in order to have more reliable measurements for our
data analysis.
2.3 Cloud-screening of the pyranometer measurements
and collocation with the AERONET measurements
Cloud screening is a crucial factor in the analysis, thus only
contribution of aerosols are considered, not clouds. The SSR
data were at first cloud screened in order to ensure that only
clear-sky measurements were included in the analysis (see
Lindfors et al., 2013, for more details). However, during the
analysis of the data it became evident that even after the ini-
tial cloud screening, the SSR data still included observations
that deviated significantly from the main body of the obser-
vations. Since there is a high probability that these outliers in
the data were caused e.g. by cloud contamination, we applied
additional screening to the data. Thus, we removed the clear
outliers of possibly undetected clouds, in our case those ob-
servations that deviated by more than ±20 W m−2 from the
exponential regression fit (SSR= a× exp(−b×AOD)+ c,
where a, b and c are regression constants). This additional
screening was applied through regression of SSR against
AOD for a given range of SZA (within ±0.5◦). It has to be
noted that these data were only a small fraction of all the data
that remained after the cloud screening and it is very unlikely
that the additional cloud screening would affect the main re-
sults and the conclusions of our study.
The SSR values were collocated for each AOD with the
±1 min difference, averaged and finally normalized for the
Sun–Earth distance corresponding to 1 January. The train-
ing data set for the machine learning methods contained the
years 2009–2014 and the validation (verification) data set
years 2005–2008. These periods were selected because we
wanted to verify whether the methods could provide reason-
able AOD estimates for a period other than the training pe-
riod. The training data set covered approximately 2/3 and the
validation data set 1/3 of the whole data. For all methods
the input parameters are SSR, WVC and SZA and they pro-
duce AOD estimates. Table A1 in Appendix A summarizes
the statistics of maximum, minimum, average, SD and me-
dian for the input and the output parameters. Table A1 shows
that AOD is larger for the validation data set, although the
maximum value is larger for the training.
2.4 LUT and NR methods for AOD retrievals
2.4.1 Radiative transfer model based look-up table
(LUT)
To retrieve AOD from SSR observations Lindfors et
al. (2013) produced a LUT based on radiative transfer simu-
lations. They simulated SSR in different atmospheric condi-
tions by varying AOD, WVC and SZA systematically. They
used a single aerosol model for all the simulations, and there-
fore called their AOD estimate as an effective AOD, which
is only a function of SSR, SZA and WVC. Other parame-
ters were assumed as constants, e.g. Ångström Exponent of
1.1, SSA at 500 nm of 0.92 (the SSA’s spectral pattern fol-
lows the rural background aerosol model by Shettle (1989),
where SSA changes from roughly 0.92 at 400 nm to 0.89
at 1000 nm). The asymmetry parameter was assumed wave-
length independent with a value of 0.68, while the albedo
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Table 1. Statistical characteristics of observed (AERONET) and predicted AOD by the methods of NR (non-linear regression), LUT (look-up
table), NN (neural network), RF (random forest), GP (Gaussian process), SVM (support vector machine) and some of their combinations
(averages without weights, e.g. NN, SVM combination is their average result). Correlation coefficient (R2), mean absolute deviation (MAD),
median and their ±20 % percentiles between the observed and predicted. Time consumptions with a recent average computer power of the
methods for training/estimation in the magnitude of seconds, minutes and hours. The number of observations is 10 684.
Method Average(SD) R2 MAD Median Fraction in ±20 % Time consumption
AERONET 0.240(0.147) 0.207
NR 0.228(0.123) 0.880 0.053 0.210 48.4 % seconds/< second
LUT 0.254(0.136) 0.920 0.046 0.236 52.6 % hours/minutes
NN 0.251(0.156) 0.920 0.044 0.212 59.1 % hours/< second
RF 0.225(0.116) 0.870 0.052 0.204 52.9 % tens of seconds/< second
GP 0.240(0.130) 0.927 0.041 0.213 60.8 % minutes/tens of seconds
SVM 0.242(0.150) 0.918 0.044 0.201 58.4 % tens of seconds/< second
NN, SVM 0.247(0.152) 0.924 0.043 0.207 59.7 %
NN, SVM, RF 0.240(0.138) 0.922 0.042 0.205 59.9 %
SVM, RF 0.234(0.131) 0.913 0.044 0.202 58.0 %
NN, RF 0.238(0.134) 0.916 0.043 0.207 59.0 %
was varying with wavelength and SZA. For a more detailed
description of the LUT method see Lindfors et al. (2013).
2.4.2 Non-linear regression method (NR)
The non-linear regression (NR) is a multivariate analysis
method which is used when the dependencies between the
study variables are not linear (Bates and Watts, 1988). NR is
useful especially when there are physical reasons for believ-
ing that the relationship between the response and the predic-
tors follows a particular functional form. Benefits of NR are
that it needs only moderate-sized samples of the studied phe-
nomena to give adequately precise results and as an output it
gives a simple but not predefined function for prediction. An
additional advantage of NR against the other methods pre-
sented in this paper is that once the parameters are estimated,
they can be used in similar cases without additional training
data. In this study we assume that AOD can be estimated as
a function of SSR, WVC and SZA. Multiple different formu-
lations for the NR function were tested and the function with
the best prediction ability found for this data is given by
AOD= b0+ b1exp
(
1
SZA
)
+ b2exp
(
1
SSR
)
+ b3exp
(
1
WVC
)
+ b4exp
(
1
SZA
+ 1
SSR
)
+ b5 exp
(
1
SZA
+ 1
WVC
)
+ b6 exp
(
1
SSR
+ 1
WVC
)
. (1)
The coefficients b0–b6 were determined using R-software (R
Core Team, 2014) and are shown in Table A2.
2.5 Machine learning methods for AOD retrievals
2.5.1 Neural network (NN)
Artificial neural networks belong to the family of machine
learning methods (McCulloch and Pitts, 1943). As usual in
machine learning methods, the aim of an artificial NN is to
generate a mathematical model to represent the phenomenon
that is examined. The mathematical model of NN structure
specifically consists of interconnected neurons with numeric
weights. A typical NN model is multilayer perceptron (MLP)
(Rosenblatt, 1958), which is used in this study. A MLP net-
work consists of several neuron layers: an input layer, hidden
layers and an output layer. The weights and other parame-
ters of the model are tuned or trained with a specific training
data set containing input–output pairs of the phenomenon.
In this case the model inputs are SSR, WVC and SZA, and
the output is AOD. The training is executed with a training
algorithm and in this paper the Levenberg–Marquardt algo-
rithm is used (Hagan and Menhaj, 1994). A total of 20 NNs
were trained in this case. The NNs differed from each other
by the number of neurons in a hidden layer. Five networks
with the smallest prediction error within the training data set
were selected to the final committee of networks. The final
prediction of the NN model was computed as a median of
the outputs of all networks in the committee. For more infor-
mation on NNs see, for example, Bishop (1995).
2.5.2 Random forest (RF)
Random forest is a machine learning technique that may be
used for classification and non-linear regression (Breiman,
2001). RF for non-linear regression consists of an ensem-
ble of binary regression trees. Each of these trees is con-
structed using a randomized training scheme and is essen-
tially a piecewise constant fit to the training data set. The
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prediction of a RF model is obtained by averaging the regres-
sion tree predictions over the whole model ensemble. In this
study, the RF implementation from the Scikit–Learn machine
learning library (Pedregosa et al., 2011) was used. We used
(SSR, WVC, SZA, SSRxWVC, SSWxSZA, WVCxSZA) as
the RF model inputs and AOD as the output. A randomized
cross-validation scheme was used to find the optimal training
parameters for the RF. For more information on RFs see, for
example, Friedman et al. (2001).
2.5.3 Support vector machine (SVM)
Support vector machine (SVM) is a machine learning tech-
nique (Vapnik, 1995; Burges, 1998). In this study, we use
the standard SVM regression (SVR), the formulation based
on the commonly used ε-SVR with radial basis kernel func-
tion. For implementing the SVM the libsvm package was
used (Chang and Lin, 2011). The objective of ε-SVR is to
find a function that has at most ε deviation from the training
data set outputs. The training of an ε-SVR model is formu-
lated as a quadratic (convex) optimization problem in which
the Vapnik’s ε-insensitive loss function is minimized (e.g.
Vapnik, 1995). The ε-SVR model has two training parame-
ters that were used to control the training: the regularization
parameter, which controls the smoothness of the approxima-
tion function (sensitivity to noise) and the parameter ε, which
dominates the number of support vectors by governing the
accuracy of the approximation function. The determination
of SVM control parameters was solved by the means of a
grid search. For a more detailed description of the method,
the reader is referred to Smola and Schölkopf (2004).
2.5.4 Gaussian process (GP)
Gaussian process (GP) for machine learning is a generic su-
pervised learning method that may be used, for example, for
non-linear regression. In GP learning, the function inputs and
outputs are treated as Gaussian random variables and the cor-
relations between these variables are modelled. The predic-
tions given by a GP model are computed as conditional prob-
ability distributions given the training data and function in-
puts. As the prediction given by a GP model is a probability
distribution, the error estimates for the predicted point es-
timates are obtained automatically. In this study, the GP im-
plementation from the Scikit–Learn machine learning library
was used. The same inputs and output variables as with the
RF models were used in the GP training. The best perform-
ing correlation function training parameters were sought for
using maximum likelihood estimation. A total of 25 GP mod-
els were trained. The training of each model was carried out
using 2500 training data samples that were randomly sam-
pled from the full training data set. The five best performing
GP models were selected into the final GP model commit-
tee. The final prediction was computed as the median of the
predictions given by the GP models in the committee. For
Figure 1. Observed (AERONET) and predicted AOD using the
methods of (a) LUT (look-up table), (b) GP (Gaussian process),
(c) NN (neural network) and (d) SVM (support vector machine).
The colourbar indicates the absolute number of results in the ar-
eas with the interval of 0.01× 0.01. The 1 : 1 lines and linear
fits included. The number of observations is 10 684. The rela-
tion for the linear fits is estimated AOD= a1+ a2×AERONET
AOD, and the coefficients of the least square fits with their er-
rors are (a1, a2): 0.050(±0.001), 0.849(±0.004); 0.043(±0.001),
0.820(±0.003); 0.016(±0.001), 0.979(±0.004) and 0.018(±0.001),
0.936(±0.004), for LUT, GP, NN and SVM respectively.
more information on GPs for machine learning see, for ex-
ample, Welch et al. (1992), Rasmussen and Williams (2006),
and Santner et al. (2013).
3 Results
3.1 Comparison of the methods
Table 1 shows the statistics of the AOD observed by
AERONET together with the statistical characteristics of the
predicted AOD for the years 2005–2008. From the table, we
can see that predicted values show good correlation against
the observations for all the methods. Predictions by RF had
the lowest correlation coefficient with a value of 0.87 while
the correlation coefficient for NR was only slightly larger,
0.88. For the best performing methods, LUT, GP, NN and
SVM, the correlation coefficients were approximately 0.92.
Their predicted AODs in comparison to AERONET AOD are
shown in Fig. 1. To visualize the distribution of the data, the
colourbar in Fig. 1 represents the number of observations for
each AOD interval of 0.005. Based on the different statistics
in Table 1, machine learning methods (NN, SVM, GP) pro-
duce a good match with AERONET data and they perform
equally well or better than the LUT method according to all
the metrics. Due to the fact that RF and NR are not able to
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Figure 2. Differences between predicted and observed
(AERONET) AOD for the methods: (a) LUT (look-up table),
(b) GP (Gaussian process), (c) NN (neural network) and (d) SVM
(support vector machine) with respect to the observed AOD. The
crosses indicate the means of each subgroup, the limits of the boxes
are 25, 50 and 75 % of the data, and the lines are plotted with
1.5 times the interquartile ranges.
produce as good estimates as the LUT method, they were left
out from the more detailed analysis.
Although these methods are able to predict the average
AOD with a good accuracy, they differ when we compare
their ability to predict different AOD levels. In Fig. 1, the
colourbar indicates the absolute number of results in the ar-
eas with the interval of 0.01× 0.01 (vertically and horizon-
tally) for AOD; in addition 1 : 1 lines and linear fits are in-
cluded. Based on the linear fits, NN appears to have the best
agreement with AERONET data for the whole AOD range.
As the average and median values of AERONET AOD are
0.240 and 0.207 respectively (Table 1), the main population
of the measurements is in the range of moderate AODs. The
machine learning methods are obviously weighted to per-
form best in this range of AODs. However, from Fig. 2,
which shows the absolute difference between AERONET
and predicted AOD, we can see that LUT and GP tend to
significantly underestimate AOD for AODs larger than 0.5,
while NN and SVM are able to reach smaller differences with
AERONET on average, although with larger overall variabil-
ities than LUT and GP. Although NN and SVM also start to
deviate from the observations at higher AODs, these devi-
ations are more modest in a relative sense as can be seen
from Fig. 3, which shows the relative difference between the
observations and predictions. All the methods overestimate
AOD in relative terms when AOD approaches zero (Fig. 3).
However, as Fig. 2 demonstrates, the absolute error is sys-
tematically very low in the small AOD region (AOD< 0.2).
NN and SVM are generalized better for large AODs than the
other methods, where the amount of data are small.
0 0.2 0.4 0.6 0.8
0
0.5
1
1.5
2
2.5
AODAERONET
AO
D G
P 
/ A
O
D A
ER
O
NE
T
0 0.2 0.4 0.6 0.8
0
0.5
1
1.5
2
2.5
AODAERONET
AO
D L
UT
 
/ A
O
D A
ER
O
NE
T
0 0.2 0.4 0.6 0.8
0
0.5
1
1.5
2
2.5
AODAERONET
AO
D N
N 
/ A
O
D A
ER
O
NE
T
0 0.2 0.4 0.6 0.8
0
0.5
1
1.5
2
2.5
AODAERONET
AO
D S
VM
 
/ A
O
D A
ER
O
NE
T
(a) (b)
(c) (d)
Figure 3. The same as Fig. 2, but the vertical axis indicates the ratio
of the predicted to the observed (AERONET) AOD.
In Table 1, the four last rows represent the values for cases
where the results of machine learning methods are combined
by averaging them. As can be seen from the table, these com-
binations do not improve the estimates compared to the sta-
tistical values of individual methods.
3.2 The effect of water vapour on AOD predictions
Huttunen et al. (2014) showed that WVC and AOD typically
have a positive correlation. Therefore, we investigated how
the AOD estimates from different methods are affected by
WVC. Figure 4 shows the relative difference between the
predictions and measured AOD with respect to WVC. From
this figure, we can see that the LUT-based AODs are over-
estimated at the smallest and underestimated at the largest
WVC contents. The reason for this behaviour is that the LUT
method has been set to assume prescribed and constant prop-
erties for many relevant parameters that affect SSR (other
than AOD and WVC); e.g. aerosol single scattering albedo,
asymmetry parameter and surface albedo (Lindfors et al.,
2013). Consequently, the assumption of constant SSA in par-
ticular leads to WVC-dependent systematic bias of the LUT-
based AOD, as we will show next. The other methods are
closer to the ratio of 1 without such a systematic bias, ex-
cluding the SVM underestimation for the smallest WVC.
Figure 5 shows measured SSR and LUT-based SSR for a
narrow set of SZAs (48.50–51.50◦). AOD is on the horizon-
tal axis, SSR on the vertical axis and WVC is shown with the
colourbar. From Fig. 5a it is evident that LUT incorporates
a strong WVC-dependent structure: for a given SSR level,
AOD decreases with increasing water vapour content. This
pattern follows from the assumption that the aerosol compo-
sition remains the same, i.e. it has a fixed SSA value. Thus
in the LUT method, increases in SSR absorption by water
vapour are compensated by decreases in aerosol extinction.
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Figure 4. The same as Fig. 3, but the ratio of predicted to measured
AOD is given as a function of the water vapour content (WVC).
In the real atmosphere, water vapour content also has im-
plications on aerosol composition and size. If all conditions
apart from water vapour remained constant, increase of water
vapour would also increase the uptake of water into aerosol
particles thus affecting the aerosol SSA. The effect of fixed
SSA is also visible in the way the LUT-based AOD estimates
are distributed (Fig. 5a). In Figure 5c we can see that for a
given AOD in the LUT, the highest WVC values always cor-
respond to the lowest SSR values. However, the same pattern
is not clearly visible either in the plot with the measured val-
ues (Fig. 5b) or in the plot with AOD from NN (Fig. 5d). This
indicates that although the machine learning methods do not
explicitly get any information about the possible systematic
covariability of WVC and SSA, they seem to be able to detect
it indirectly, at least to some extent.
To further illustrate this, Fig. 6a shows the AERONET
measurements of AOD and single scattering co-albedo,
1-SSA at 500 nm as a function of WVC. Here, to-
gether with the absorption strength by the water vapour,
we considered more illustrative to show the single
scattering co-albedo rather than SSA. In this plot,
SZA, SSR and season were limited respectively to
58◦<SZA< 62◦, 420 W m−2 <SSR< 460 W m−2, June–
August, allowing enough data with the limited parameters.
Thus, the plot illustrates the co-variability of WVC and SSA
for a limited range of surface solar radiation and SZA, for
conditions when the LUT method produces lower AOD val-
ues for higher WVC (Fig. 5a). However, Fig. 6a clearly
shows that an opposite relationship between AOD and WVC
is obtained by the measurements. Moreover, this pattern is
compensated by aerosol absorption (remember that in this
subset we constrained SSR), which decreases with increas-
ing WVC; this is likely related to the aerosol swelling by hy-
groscopic growth that increases the scattering of the aerosol.
Therefore, we can conclude from the measurements that be-
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Figure 5. Solar surface radiation (SSR), aerosol optical depth
(AOD) and water vapour content (WVC) for a fixed solar zenith
angle (48.50–51.50◦) for (a) look-up table (LUT) and (b) measure-
ments (Meas). The predicted AODs for (c) LUT and (d) neural net-
work (NN) are the same for SSR, WVC and SZA.
cause of the covariability of WVC and SSA in Thessaloniki,
the assumption of a fixed SSA in the LUT causes limitations
for predicting AOD, while the machine learning methods can
take into account, at least to some extent, this relationship in-
directly. Using radiative transfer modelling we demonstrated
the magnitude of these changes in water vapour and aerosol
absorption, as indicated in Fig. 6. Indeed, they induced oppo-
site effects of similar magnitude in surface solar irradiance.
For the base case, we simulated SSR with WVC of 2.8 cm
and 1-SSA of 0.06 (with SZA of 60◦ and AOD of 0.3) as in-
puts, resulting in 439.9 W m−2. When we increased the wa-
ter vapour column to 3.6 cm, the corresponding decrease in
SSR was about 6.8 W m−2. However, when we additionally
decreased the aerosol absorption (1-SSA) to 0.04, the differ-
ence to the base case shrank to 1.8 W m−2 and this remain-
ing amount can mostly be explained by the asymmetry pa-
rameter, which also exhibits a systematic dependence with
WVC (stronger forward scattering by particles grown in hu-
mid conditions).
The lower panel of Fig. 6 further illustrates the role of
fixed SSA in the observed WVC-dependent bias in the LUT
results, which can be avoided with the machine learning
methods. It shows the mean ratio of LUT-estimated and
AERONET-measured AOD on the right-hand side y axis as a
function of water vapour content (so essentially the same re-
sults shown by a box-plot in Fig. 4). Additionally, on the left-
hand side y axis, the single scattering albedo (estimated for
500 nm) from AERONET measurements is shown as a func-
tion of water vapour amount as well. This also demonstrates
that the over- and underestimations of the LUT method coin-
cide with SSA range that is under and over the assumed fixed
value of 0.92 (shown with red dashed line) respectively. Vis-
ibly, the ratio in the right-hand axis of Fig. 6b, reaches one
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Figure 6. (a) Aerosol optical depth (AOD), water vapour content
(WVC) and 1-SSA at 500 nm from the AERONET inversion sky
data. (b) SSA at 500 nm, WVC and the LUT’s predicted AOD di-
vided with the observational AOD (AERONET), with the red line
fixed to SSA (500 nm)= 0.92 (as in LUT).
not until SSA is roughly 0.93 instead of 0.92. Presumably,
SSA has actually a different wavelength pattern than the one
assumed in LUT.
4 Conclusions
We have used several inverse methods to retrieve aerosol op-
tical depth (AOD) from surface solar radiation (SSR) and wa-
ter vapour content (WVC) measurements (with correspond-
ing solar zenith angle data) taken in Thessaloniki, Greece.
Two traditional (look-up table and non-linear regression) and
four machine learning methods (Gaussian process, neural
network, random forest and support vector machine) were
used to retrieve AOD estimates for the years 2005–2008.
Then we compared the AOD estimates with collocated AOD
measurements by Aerosol Robotic Network (AERONET).
Our comparisons showed the following.
AOD estimates based on the LUT method agreed better
with AERONET than the NR estimates but apart from RF,
the machine learning methods produced AOD estimates that
were comparable or better than LUT.
NN and SVM methods reproduced good correspondence
to AERONET observations for both low and high AODs
while the rest of the methods tended to overestimate low
AODs and underestimate high AODs. The main reason for
the better performance of these machine learning methods
was that there were no constraints of the aerosol single scat-
tering albedo (SSA) in the retrieval. In other words, the meth-
ods do not need to explicitly make assumptions on the optical
aerosol properties of the atmosphere because they seem to be
able to indirectly account for the covariation of WVC and
SSA.
When compared with AERONET measurements, the best
AOD estimates were retrieved with the machine learning al-
gorithms, but only NN and SVM were also able to generalize
accurate estimates for large AODs.
The machine learning methods are sensitive to the selec-
tion of the training data set and other constraints, and are
generally valid only for the range of variables used for their
training; thus care needs to be taken when these methods are
employed.
These tools have the potential to be used in the retrieval
of AOD from SSR measurements to lengthen the time se-
ries of AOD. Historical AOD is essential in the estimation of
anthropogenic aerosol effects and in the evaluation of AOD
retrievals from space-borne instruments before the 1990s.
The intention of comparing different methods was to test
their ability in an “out-of-the-box” configuration. With this
in mind, methods were not particularly tuned to reach the
best possible results. It is very likely that e.g. optimizing the
free parameters used in each of the non-linear modelling ap-
proaches, their ability to reproduce observed AOD could be
further improved.
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Appendix A
Table A1. The statistics between the training and the validation data for the input and the output parameters. The units for SZA, SSR and
WVC are degrees, W m−2 and centimetres respectively.
Training:
Parameter Max Min Average SD Median
SZA 78.6 17.5 56.2 15.7 60.0
SSR 1071.9 120.5 522.7 247.1 479.6
WVC 4.12 0.23 2.23 0.73 2.29
AOD 1.06 0.01 0.22 0.12 0.20
Validation:
Parameter Max Min Average SD Median
SZA 78.7 17.5 60.6 14.7 65.3
SSR 1060.0 113.2 450.2 235.9 384.5
WVC 3.81 0.27 1.87 0.82 1.79
AOD 0.85 0.03 0.24 0.15 0.21
Table A2. The coefficient values of Eq. (1) and errors (SD) for the NR method.
Coefficients Estimate SD error
b0 1.716× 105 8.372× 102
b1 −1.696× 105 8.272× 102
b2 −1.715× 105 8.363× 102
b3 −1.206× 101 5.727× 10−1
b4 1.694× 105 8.264× 102
b5 5.145× 100 2.465× 10−1
b6 6.819× 100 3.728× 10−1
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