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FUNCTOR HOMOLOGY AND HOMOLOGY OF COMMUTATIVE
MONOIDS
REVAZ KURDIANI AND TEIMURAZ PIRASHVILI
The aim of this work is to clarify the realtionship between homology theory
of commutative monoids constructed a´ la Quillen [16], [17] and technology of Γ-
modules as it was developped in [12],[13], [14], [15].
In Section 1 we recall the basics of Γ-modules and relation with commuttaive
algebra (co)homology. In Section 2 we construct an analogue of Ka¨hler differentials
for commutative monoids. In Section 3 we construct homology theory for commu-
tative monoids which and then we prove that commutative monoid homology are
particular case of functor homology develiped in [13].
It should be pointout that the cohomology theory of commutative monoids first
was constructed by P.-A. Grillet in the series of papers [2]-[7] (see also a recent work
[1]). So our results shed light on Grillet theory. For instance we relate the com-
mutative monoid (co)homology with Andre´-Quillen (co)homology of corresponding
monoid algebra. For another application we mention the Hodge decomposition for
commutative monoid (co)homology which is an immediatle consequence of our main
result.
1. Γ-modules and commutative algebra (co)homology
1.1. Generalities on Γ-modules. Let K be a commutative ring with unit which
is fixed in the whole paper.
For any integer n ≥ 0, we let [n] be the set {0, 1, ..., n} with basepoint 0. Let
Γ be the full subcategory of the category of pointed sets consisting of sets [n]. A
left Γ-module is a covariant functor from Γ to the category of K-modules, while
a right Γ-module is a contravariant functor from Γ to the category of K-modules.
The category of all left Γ-modules is denoted by Γ-mod, while the category of all
right modules is denoted by mod-Γ. It is well-known that the categories Γ-mod and
mod-Γ are abelian categories with sufficiently many projective and injective objects.
For any n ≥ 0 one defines the left Γmodule Γn by
Γn(X) = K[Xn].
Here K[S] denotes the free K-module generated by a set S. It is a consequence of
the Yoneda lemma that for any left Γ-module F one has natural isomorphisms
HomΓ(Γ
n, F ) ∼= F ([n]).
Therefore Γn, n ≥ 0, are projective generators of the category Γ-mod .
1.2. Hochschild and Harrison (co)homology of Γ-modules. The definition
of these objects are based on the following pointed maps (see [9]). For any 0 ≤ i ≤
n+ 1, one defines a map
ǫi : [n+ 1]→ [n], 0 ≤ i ≤ n+ 1,
Research was partially supported by the GNSF Grant ST08/3-387. The second author ac-
knowledgement the support given by the University of Leicester in granting academic study leave.
1
2 R. KURDIANI AND T. PIRASHVILI
by
ǫi(j) =


j j ≤ i,
j − 1 j > i ≤ n,
0 j = i = n+ 1.
For a left Γ-module F the Hochschild homology HH∗(F ) is defined as the ho-
mology of the chain complex
F ([0])← F ([1])← F ([2])← · · · ← F ([n])← · · ·
where the boundary map ∂ : F ([n+ 1])→ F ([n]) is given by
∑n+1
i=0 (−1)
iF (ǫi).
Quite similarly for a right Γ-module T one defines the Hochschild cohomology
HH∗(T ) as the cohomology of the following cochain complex
T ([0])→ T ([1])→ · · · → T ([n])→ T ([n+ 1])→ · · ·
where the coboundary map δ : T ([n])→ T ([n+1]) is given by δ =
∑n+1
i=0 (−1)
iT (ǫi).
We have the following obvios fact.
Lemma 1.1. Let F be a left Γ-module, then HH0(F ) = F ([0]) and
HH1(F ) = Coker(∂ : F ([2])→ F ([1])).
Similraly, if T is a r ightΓ-module, then HH0(T ) = T ([0]) and
HH1(T ) = ker(δ : T ([1])→ T ([2])).
Let Sn be the symmetric group on n letters, it acts as a group of automorphisms
on [n]. For integers p1, · · · , pk with n = p1 + · · ·+ pk, we set
shp1,··· ,pk =
∑
sgn(σ)σ ∈ Z[Sn]
where σ ∈ Sn is running over all (p1, · · · , pk)-shuffles. Each shp1,··· ,pk induces a map
T ([n]) → T ([n]), called the shuffle map. Let us denote by T˜n the intersection of
the kernels of all shuffle maps. These groups form a subcomplex of the Hochschild
complex, called Harrison complex [9]. The groups Harrn(T ), n ≥ 0 are defined as
the cohomology of the Harrison complex.
By duality we have also Harrison and Hochschild homology of left Γ-module.
The following is a theorem due to J.-L. Loday [9]. For alternative approach see
[12].
Theorem 1.2. If K is a field of characteristic zero, then for any left Γ-module F
and right Γ-module T there exist so called Hodge decompositions:
HHn(F ) ∼=
n⊕
i=1
HH(i)n F ), n > 0,
HHn(F ) ∼=
n⊕
i=1
HHn(i)(T ), n > 0,
for suitable defined HH
(i)
n (F ) and HHn(i)(T ). Moroeover, for i = 1 one has
Harrn(F ) = HH
(1)
n (F ), Harr
n(F ) = HHn(1)(T ), n > 0.
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1.3. Andre´-Quillen (co)homology of Γ-modules. We recall some material from
[13].
A partition λ = (λ1, · · · , λk) is a sequence of natural numbers λ1 ≥ · · · ≥ λk ≥ 1.
The sum of partition is given by s(λ) := λ1 + · · · + λk, while the group Σ(λ) is a
product of the corresponding symmetric groups
Σ(λ) := Σλ1 × · · · × Σλk .
which is identified with the Young subgroup of Σs(λ). Let us observe that Σn =
AutΓ([n]) and therefore Σn acts on F ([n]) and T ([n]) for any left Γ-module F and
right Γ-module T .
Let
0→ F1 → F → F2 → 0
be an exact sequence of left Γ-modules. It is called a Y-exact sequence if for any
partition λ with s(λ) = n the induced map
F ([n])Σ(λ) → F2([n])
Σ(λ)
is surjective. The class of Y-exact sequences is proper in the sense of MacLane [11].
A left Γ-module F is Y-projective, if the functor HomΓ(F,−) takes Y-exact se-
quences to exact sequences. For example SnΓ1 is a Y-projective [13]. Here Sn
denotes the n-th symmetric power. According to [13] for any left Γ-module F there
is a Y -exact sequence
0→ F1 → F0 → F → 0
with Y-projective F . Hence one can take relative left derived functors of the functor
HH1 : Γ-mod → K-mod. The values of these derived functors on a left Γ-module
F is denoted by πY∗(F ). So by the definition the functors π
Y
∗ are uniquely defined
(up to isomorphism) by the following properties
Lemma 1.3. There exist unique family of functors πYn : Γ-mod→ K-mod, n ≥ 0,
such that
i) πY0(F ) = HH1(F ).
ii) For any Y-exact sequence
0→ F1 → F → F2 → 0
there is a long exact sequence
· · · → πYn+1(F2)→ π
Y
n(F1)→ · · · → π
Y
0(F1)→ π
Y
0(F )→ π
Y
0(F2)→ 0.
iii) The functor πYn vanishes on Y-projective objects, n ≥ 1.
By a dual argument for any right Γ-module T one obtains K-modules πY
∗(T ).
1.4. Γ-modules and commutative algebras. The classical Hochschild cohomol-
ogy (as well as the Harrison or Andre-Quillen (co)homology) of commuttaive algebas
is a particular case of the cohomology of Γ-modules [9], [12], [13]. We recall the
corresponding results. Let R be a commutative K-algebra and A be an R-module.
We have a left and right Γ-modules L∗(R,A) and L
∗(R,A) defined on objects by
L∗(R,A)([n]) := Hom(R⊗n, A), L∗(R,A)([n]) := R
⊗n ⊗A.
For a pointed map f : [n]→ [m], the action of L∗(R,A) on f is given by
f∗(ψ)(a1 ⊗ · · · ⊗ an) = b0ψ(b1 ⊗ · · · ⊗ bm)
while for the functor L∗(R,A) one has:
f∗(a0 ⊗ · · · ⊗ an) = b0 ⊗ · · · ⊗ bm
where bj =
∏
f(i)=j ai, j = 0, · · · , n.
Then one has [9]:
HH∗(L∗(R,A)) = HH∗(R,A), HH
∗(L∗(R,A)) = HH∗(R,A),
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Harrn(L∗(R,A)) = Harrm(R,A), Harr
n(L∗(R,A)) = Harrm(R,A).
where HH∗(R,A) and Harr∗(R,A) (resp. HH
∗(R,A), Harr∗(R,A) ) are the
Hochschild and Harrison (co)homology of R with coefficients in A.
By [13] a similar result is aslo true for Andre´-Quillen (co)homology of com-
mutative rings. In order to state this result, let us first recall the definition of
Andre´-Quillen (co)homology [17].
Let SCR be category of simplicial commutative rings and let SS be the category
of simplicial sets and let U : SCR → SS be a forgetful functor. According to [16]
there is a unique closed model category structure on the category SCR such that
a morphism f : X∗ → Y∗ of SCR is weak equivalence (resp. fibration) if U(f) is a
weak equivalence (resp. fibration) of simplicial sets. A simplicial commutative ring
X∗ is called free if each Xn is a free commutative ring with a base Sn, such that
degeneracy operators si : Xn → Xn+1 maps Sn to Sn+1, 0 ≤ i ≤ n. Thanks to
[16] any free simplicial commutative ring is cofibrant and any cofibrant object is a
retract of a free simplicial commutative ring.
We let C∗(V ∗) be the cochain complex associated to a cosimplicial abelian group
V ∗. Let R be a commutative ring and let A be an R-module. Then the Andre´-
Quillen cohomology of R with coefficients in A is defined by (see [17]):
D∗(R,A) := H∗(C∗(Der(P∗, A))),
where P∗ → R is a cofibrant replacement of the ring R considered as a constant
simplicial ring and Der denotes the abelian group of all K-derivations.
The Andre´-Quillen homology of R with coefficients in A is defined by
D∗(R,A) := H∗(C∗(A⊗P∗ Ω
1
P∗
)),
where Ω1R is the Ka¨hler differentials of a commutative K-algebra R.
The main result of [13] claims that there are natural isomorphisms
πY∗(L∗(R,A)) = D∗(A,M), πY
∗(L∗(R,A)) = D∗(A,M).
2. The category H(C) associated to a commutative monoid C
2.1. Definition. Let C be a commutative monoid. Define the category H(C) as
follows. Objects of H(C) are elements of C. A morphism from an element a ∈ C to
an element b is a pair (c, a) of elements of C such that b = ca. To simplify notations
we write a
c
−→ ac for a morphism (a, c) : a → b = ac. If : a
c
−→ ac and ac
d
−→ acd are
morphisms in H(C), then the composite of these morphisms in H(C) is a
cd
−→ acd.
It is clear that 1 ∈ C is an initial object of H(C).
A left H(C)-module is a covariant functor A : H(C) → Ab, similarly a right
H(C)-module is a contravariant functor A : H(C)op → Ab.
We letH(C)-mod be the category of leftH(C)-modules, whilemod-H(C) denotes
the category of right H(C)-modules. If M is a left H(C)-module. Then the value
of M on the element a ∈ C (considered as object of H(C)) is denoted by M(a).
Moreover if a, b, c ∈ C and b = ca, then we have an induced map c∗ :M(a)→M(b),
with obvious properties 1∗ = Id and (c1c2)∗ = c1∗c2∗.
Quite similarly, if N is a right H(C)-module, then the value of N on the element
a ∈ C is denoted by N(a). Moreover if a, b, c ∈ C and b = ca, then we have an
induced map c∗ : N(b)→ N(a), with obvious properties 1∗ = Id and (c1c2)
∗ = c∗2c
∗
1.
The categories H(C)-mod and mod-H(C) are abelian categories with enough
projective and injective objects. For any element a of C we let Ca and Ca be
respectively the left and right H(C)-modules defined by
Ca(x) =
⊕
c∈(x:a)
Z, Ca(x) =
⊕
c∈(a:x)
Z.
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Here for elements a, b ∈ C we let (b : a) be the set of all elements c ∈ C such
that b = ac. By Yoneda lemma for any left H(C)-module A and for any right
H(C)-module B one has isomorphisms
HomH(C)(C
a, A) ∼= A(a), HomH(C)(Ca, B) ∼= B(a)).
It follows that Ca, a ∈ C form a family of projective generators of the category
H(C)-mod. Similarly Ca, a ∈ C form a family of projective generators of the
category mod-H(C).
Let N be a rightH(C)-module andM be a left H(C)-module. We let N⊗H(C)M
be the abelian group generated by elements of the form x ⊗ y, where x ∈ N(a),
y ∈M(a), a ∈M . These elements are subject to the following relations
(x1 + x2)⊗ y = x1 ⊗ y + x2 ⊗ y,
x⊗ (y1 + y2) = x⊗ y1 + x⊗ y2,
c∗(z)⊗ y = z ⊗ c∗(y).
Here c ∈M , x, x1, x2 ∈ N(a), y, y1, y2 ∈M(a), z ∈ Nca. Then one has
N ⊗H(C) C
a ∼= N(a), Ca ⊗H(C)M ∼=M(a).
If f : C → C′ is a homomorphism of monoids, then f induces a functor H(f) :
H(C) → H(C′) in an obvious way. Thus for any left H(C′)-module M one has a
left H(C)-module f∗(M), which is given by
f∗(M)(i) =M(f(i)).
In this way one obtains a functor f∗ from the category of (left or right) modules
over H(C′) to the category of modules over H(C).
2.2. K[C]-modules and H(C)-modules. We let K[C] be the monoid algebra of
the monoid C. Any K[C]-module A gives rise to the left H(C)-module j∗(A) which
is defined by
j∗(A)(a) = A
and for b = ca, the induced morphisms
A = j∗(A)(a)
c∗−→ j∗(A)(b) = A
is simply the multiplication by c.
If M is a left H(C)-module, we let j∗(M) be the following K[C] module. As an
abelian group one has
j∗(M) =
⊕
x∈C
M(x),
The module structure is defined as follows: for x ∈ C, a ∈M(x) and c ∈ C one has
cix(a) = icx(c∗(a)).
Here ix is the canonical inclusion M(x)→ j∗(M), x ∈ C.
Lemma 2.1. The functor j∗ is a left adjoint functor to j
∗.
Proof. For a left H(C)-module M and a left K[C]-module A an elements
ξ ∈ HomH(C)(M, j
∗(A))
is given by the family of K-module homomorphisms ξa : M(a) → A, a ∈ A such
that for any c ∈ C the following
M(a)
ξa
//
c∗

A
c

M(ac)
ξac
// A
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The homomorphisms ξa, a ∈ C defines a homomorphism of K-modules
ξˆ : j∗(M) =
⊕
a∈C
M(a)→ A
which clearly is K[M ]-homomorphism. So, ξ 7→ ξˆ gives rise a homomorphism
HomH(C)(M, j
∗(A))→ HomK[C](j∗(M), A) which is obviously an isomorphism. 
2.3. Derivations, differentials and (co)homology in the theory of com-
mutative algebras. Let C be a commutative monoid and let M be a left H(C)-
module. A derivation δ : C →M of C with values in M is a function which assigns
to each element a ∈ C an element δ(a) ∈M(a), such that
δ(ab) = a∗(δ(b)) + b∗(δ(a)).
The abelian group of all derivations of C with values inM is denoted by Der(C,M).
We claim that there exist a universal derivation. In fact we construct a left H(C)-
module ΩC , called differentials of a monoid C. It is a left H(C)-module generated
by symbols da ∈ ΩC(a) one for every element a ∈ C, subject to relations
d(ab) = a∗(d(b)) + b∗(d(a))
for every a and b ∈ C. It follows from the construction that a 7→ da is a derivation,
which is clearly universal one, in the sense that for any derivation δ : C →,M there
is a unique homomorphism of H(C)-modules δ∗ : ΩC →M such that δ(a) = δ
∗(da).
Thus for any left H(C)-module M one has a canonical isomorphism
Der(C,M) ∼= HomH(C)(ΩC ,M).
Lemma 2.2. One has an isomorphism of K[C]-modules
j∗(ΩC) = Ω
1
K[C]
Here j∗ : H(C)-mod → K[C]-mod is the functor constructed in Section 2.2 and
Ω1K[C] is the Ka¨hler differentials of the K-algebra K[C].
Proof. Let A be a K[C]-module. Then we have
Der(C, j∗(A)) = HomH(C)(ΩC , j
∗(A)) = HomK[C](j∗(Ω), A).
On the other hand
Der(C, j∗(A)) = Der(K[C], A) = HomK[C](Ω
1
K[A], A)
and the result follows from the Yoneda lemma. 
2.4. The case C = N. If C is the free abelian monoid with a generator t, then a
left H(C)-module is nothing but a diagram of abelian groups
M = (M0
t
−→M1
t
−→M2
t
−→M3
t
−→ · · · )
In particular the projective object Cn corresponds to the diagram
0→ 0→ · · · → 0→ Z
1
−→ Z
1
−→ · · ·
where the first nontrivial group appears at the place n.
Quite similarly a right H(C)-module is nothing but a diagram of abelian groups
N = ( · · ·
t
−→ N3
t
−→ N2
t
−→ N1
t
−→ N0).
In particular the projective object Cn corresponds to the diagram
· · · → 0→ 0→ Z
1
−→ Z
1
−→ · · ·
1
−→ Z
where the first nontrivial group appears at the place n.
One easily observes that for any left H(C)-module M one has an isomorphism
Der(C,M) ∼=M1
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which is given by δ 7→ δ(t). This follows from the fact that δ(tn) = ntn−1δ(t). Thus
ΩC = C
1 = (0→ Z
1
−→ Z
1
−→ Z
1
−→ · · · ).
2.5. Product of two monoids. Let C be a product of two monoids: C = C1×C2.
Then H(C) = H(C1)×H(C2). AssumeM1 andM2 are (say left) H(C1) andH(C2)-
modules respectively. Then one can form a H(C)-module M1 ⊠M2 as follows:
M1 ⊠M2(x1, x2) =M1(x1)⊗M2(x2).
Lemma 2.3. For any elements c1 ∈ C and c2 ∈ C2, one has
C(c1,c2) = Cc1 ⊠ Cc2
and
C(c1,c2) = Cc1 ⊠ Cc2 .
Proof. By definition one has
Cc1 ⊠ Cc2(x1, x2) = C
c1(x1)⊗ C
c2(x2)
=

 ⊕
a1∈C1;a1c1=x1
Z

 ⊗

 ⊕
a2∈C2;a2c2=x2
Z


=
⊕
(a1,a2)(c1,c2)=(x1,x2)
Z
= C(c1,c2)(x1, x2).
Similarly for the second isomorphism. 
We have homomorphisms
ι1 : C1 → C, ι(c1) = (c1, 1), ι2 : C2 → C, ι(c2) = (1, c2).
For any left H(C)-module M we set
M (1) = ι∗1(M), M
(2) = ι∗2(M).
Lemma 2.4. For any left H(C)-module M one has
Der(C,M) ∼= Der(C1,M
(1))⊕ Der(C1,M
(2)).
Proof. This easily follows from the fact (c1, c2) = (c1, 1)(1, c2). 
We also have projections π1 : C → C1 and s π2 : C → C2, given respectively by
pii(c1, c2) = ci, i = 1.2.
Lemma 2.5. For any left H(Ci)-module Xi, i = 1, 2 and any left H(C)-module M ,
one has isomorphisms
HomH(C)(π
∗
1X1,M)
∼= HomH(C1)(X1,M
(1))
and
HomH(C)(π
∗
2X2,M)
∼= HomH(C2)(X2,M
(2)).
Proof. Let η ∈ HomH(C)(π
∗
1X1,M). Thus η is a collection of homomorphisms of
K-modules
η(a1,a2) : Xa1 →M(a1,a2)
such that for any elements c1 ∈ C1, c2 ∈ C2 the following diagram commutes
Xa1
η(a1 ,a2)
//
c1∗

M(a1,a2)
(c1,c2)∗

Xa1c1 η(a1c1,a2c2)
// M(a1c1,a2c2)
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it follows that η(a1,a) = (1, a2)∗ ◦ η(a1,1). It is clear that the familly of homo-
morphisms ηa1,1, a1 ∈ C1 defines the morphism ηˆ ∈ HomH(C1)(X1,M
(1)) and the
previous equality shows that η 7→ ηˆ is really a bijection. 
Corollary 2.6. If C = C1 × C2, then
ΩC = π
∗
1ΩC1 ⊕ π
∗
2ΩC1 ,
where πi : C → Ci, i = 1, 2 is the canonical projection.
Proof. For any H(C)-module M one has
HomH(C)(ΩC ,M) = Der(C,M)
= Der(C1,M
(1))⊕ Der(C2,M
(2))
= HomH(C1)(ΩC1 ,M
(1))⊕ HomH(C2)(ΩC2 ,M
(2))
= HomH(C)(π
∗
1ΩC1 ,M)⊕ HomH(C)(π
∗
2ΩC2 ,M)
= HomH(C)(π
∗
1ΩC1 ⊕ π
∗
2ΩC2 ,M)
and the result follows from the Yoneda lemma. 
3. Commutative monoid (co)homology and Γ-modules
3.1. Γ-modules related to monoids. Let C be a commutative monoid and letM
be a left H(C)-module. Define a right Γ-module G∗(C,M) as follows. On objects
it is igiven by
G∗(C,M)([n]) =
∏
(a1,··· ,an)∈Cn
Ma1···an .
Thus η ∈ G(C,M)([n]) is a function which assigns to any n-tuple of elements
(a1, · · · , an) of C an element η(a1, · · · , an) ∈ Ma1···an . Let f : [n] → [m] be a
pointed map and ξ ∈ G(C,M)([m]). Then the function f∗(ξ)i ∈ G(C,M)([n]) is
given by
f∗(ξ)(a1, · · · , an) = b0∗(ξ(b1, · · · , bm)).
Quite similarly, let N be a right H(C)-module. Define left Γ-module G∗(C,N)
as follows. On objects it is given by
G∗(C,N)([n]) =
⊕
(a1,··· ,an)∈Cn
N(a1 · · · an).
In order, to extend the definition on morphism, we let
ι(a1,··· ,an) : N(a1 · · ·an)→ G∗(C,N)([n])
be the canonical inclusion. Let f : [n] → [m] be a pointed map. Then the homo-
morphism
f∗ : G∗(C,N)([n])→ G∗(C,N)([m])
is defined by
f∗ι(a1,··· ,an)(x) = ι(b1,··· ,bm)((b0)∗(x)),
where x ∈ N(a1 · · · an) and
bj =
∏
f(i)=j
ai, j = 0, · · · , n.
Here we used the convention that b0 = 1 provided f
−1({0}) = {0}.
Lemma 3.1. Let C = N be a free commutative monoid with a generaor t, and let
Cn be the standard projective right H(C)-module, n ≥ 0, see Section 2.4. Then one
has an isomorphism of left Γ-modules
G∗(C,Cn) =
n⊕
k=0
Sk ◦ Γ1
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In particular, G∗(C,Cn) is Y-projective.
Proof. Since Γ1([m]) is a free K-module spanned on x1, · · · , xm, it follows that
Sk ◦ Γ1([m]) is a free K-module spanned by all monomials of degree k on the
variables x1, · · · , xm. On the other hand we have
G∗(C,Cn)([m]) =
n⊕
k=0
⊕
n1+···+nm=k
Z.
To see the expected isomorphism, it is enough to assigne to a basis element of⊕
n1+···+nk=m
Z the monomial xn11 · · ·x
nm
m . 
Lemma 3.2. Let C = C1 × C2 be product of two monoids and Ni be right H(Ci)
modules, i = 1, 2. Then one has
G∗(C,N1 ⊠N2) = G∗(C1, N1)⊗ G∗(C2, N2).
The proof is straightforward.
Corollary 3.3. Let C be a finitely generated free commutative monoid and let N
be a projective object in the category of right H(C)-modules. Then G∗(C,N) is a
Y-projective left Γ-module.
Proof. Since, any projective object is a retract of a direct sum of standard projective
modules Cc, it is enough to restrict ourself with the case when C = Cc. Assume
C = Nk. We will work by induction on k. If k = 1, then the result was already
established, see Lemma 3.1. Rest follows from Lemma 2.4 and Lemma 3.2 and the
fact that tensor product of two Y-projective objects is Y-projective see [13]. 
3.2. Homology and cohomology of commutative monoids. Let CM be the
category of all commutative monoids and let SCM be the category of all simplicial
commutative monoids. There is a forgetful functor U ′ : SCM → SS. By [16]
there is a unique closed model category structure on the category SCM such that
a morphism f : X∗ → Y∗ of SCM is a weak equivalence (resp. fibration) if U
′(f)
is a weak equivalence (resp. fibration) of simplicial sets. A simplicial commutative
monoid X∗ is called free if each Xn is a free commutative monoid with a base Yn,
such that degeneracy operators si : Xn → Xn+1 maps Yn to Yn+1, 0 ≤ i ≤ n.
According to [16] any free simplicial commutative monoid is cofibrant and any
cofibrant object is a retract of a free simplicial commutative monoid.
If C′ → C is a morphism of commutative monoids then it gives rise to a functor
H(C′) → H(C), which allows us to consider any left or right H(C)-module as a
module over H(C′). In particular if P∗ → C is an augmented simplicial monoid
and M is a left H(C)-module, one can considered M as a left H(Pk)-module, for
all k ≥ 0. The same holds for right H(C)-modules.
LetM be a leftH(C)-module. Then the Grillet cohomology of C with coefficients
in M is defined by
D∗(C,M) := H∗(C∗(Der(P∗,M))),
where P∗ → C is a cofibrant replacement of the monoid C considered as a constant
simplicial monoid.
Let N be a right H(C)-module. Then the Grillet homology of C with coefficients
in N is defined by
D∗(C,N) := H∗(C∗(ΩP∗ ⊗H(P∗) N))),
where P∗ → C is a cofibrant replacement of the monoid C considered as a constant
simplicial monoid.
The definition of the cohomology essentially goes back to Grillet (see [2]-[5]), but
the definition of the Grillet homology is new.
By comparing the definition we obtain the following basic fact, which is missing
in (see [2]-[5]).
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Lemma 3.4. Let C be a commutative monoid and A be a K[C]-module. Then one
has the isomorphisms:
D∗(C, j∗(A)) ∼= D∗(K[C], A),
D∗(C, j
∗(A)) ∼= D∗(K[C], A).
Proof. The isomorphism in the dimension zero is obvios one, compare with Lemma
2.2. Rest follows from the fact that if P∗ → C is a cofibrant replacement of C in
the category SCM, then K[P∗]→ K[C] is a cofibration replacement of K[C] in the
category SCR. 
3.3. The main Theorem. Now we are in the situation to state our main theo-
rem, which relates Grillet (co)homology of the monoid M with the Andre-Quillen
(co)homology of the Γ-modules G∗(C,N) and G
∗(C,M).
Theorem 3.5. Let C be a commutative monoid, M be a left and N be a right
H(C)-modules. Then one has the following isomorphisms
D∗(C,M) = πY
∗(G∗(C,M)),
D∗(C,M) = π
Y
∗(G∗(C,N)).
The proof is based on several steps. The idea is to reduce the theorem to the case
whenM is a free commutative monoid with one generators. In this case, theorem is
proved using direct computation. We give proof only for homology, a dual argument
works for cohomology.
We need some lemmata.
Lemma 3.6. Let C be a commutative monoid, N be a right H(C)-module. Then
one has natural isomorphisms
HH1(G∗(C,N)) ∼= N ⊗H(C) ΩC .
Proof. Thanks to Lemma 1.1 one has HH1(G∗(C,N) is isomorphic to the cokernel
of the map
∂ :
⊕
a,b∈C
N(ab)→
⊕
a∈C
N(a)
As usual, we let ia : N(a)→
⊕
a∈C N(a) be the canonical inclusion. For an element
x ∈ N(a), the class of ia(x) in HH1(G∗(C,N)) is denoted by cl(a;x). Then
cl(a;x) 7→ x⊗ da
defines the isomorphism HH1(G∗(C,N)) ∼= N ⊗H(C) ΩC . 
Lemma 3.7. Let C be a commutative monoid and let
0→ N1 → N → N2 → 0
ibe a short exact sequence of right H(C)-modules, then
0→ G∗(C,N1)→ G∗(C,N)→ C∗(C,N2)→ 0
is a Y-exact sequence of left Γ-modules.
Proof. For a partition λ of n and a set P we denote by Pλ theset of orbits of
the cartesian product Pn under the action of the group Σ(λ) ⊂ Σn. In particular
we have a set Cλ. For any element µ ∈ Cλ we put Nµ := N(a1 · · · an), where
(a1, · · · , an) ∈ µ. Since
G∗(C,N)([n])
Σ(λ) =
⊕
µ∈Cλ
Nµ
the result follows. 
By the same argument we have also the following.
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Lemma 3.8. Let f : D → C be a surjective homomorphism of commutative
monoids, then for any right H(C)-module N the induced morphism of left Γ-modules
G∗(D,M)→ G∗(C,M)
is a Y-epimorphism.
Proof. In the notation of the proof Lemma 3.7 the map Dλ → Cλ is surjective and
the result follows. 
Lemma 3.9. Let ǫ : X∗ → C be a simplicial resolution in the category of commuta-
tive monoids and N be a right H(C)-module. Then the associated chain complexes
of the simplicial left Γ-module G∗(X∗, N)→ G∗(C,N) is a Y−resolution.
Proof. Since Xλ∗ → C
λ is a weak equivlence the result follows.

3.4. Proof of Theorem 3.5. Thanks to Lemma 3.6 Theorem is true for i = 0.
First we consider the case, when C = N is the free commutative monoid with a
generator t. In this case Di(C,−) = 0, if i > 0. On the other hand G∗(C,Cn)
is Y-projective thanks to Lemma 3.1. Therefore the result is true in this case. It
follows from Lemma 2.3, Lemma 3.2 and Lemma 4.2 of [13] that the result is true
if C is a free commutative monoid and N is projective. By Lemma 3.7 the functor
πY∗ (G∗(C,−)) assignes the long exact sequence to a short exact sequence of right
H(C)-modules. Therefore we can consider such an exact sequence associated to a
short exact sequence of right H(C)-modules
0→ N1 → F → N → 0
with projective F . Since the result is true if i = 0 one obtains by induction on i,
that AQi(G∗(C,−)) = 0 provided i > 0 and C is free commutative monoid.
Now consider the general case. Let P∗ → C be a free simplicial resolution in the
category of commutative monoids. Then we have
N ⊗H(P )∗ Ω
∼= πY0(G∗(C,N))
Thanks to Lemma 3.9 C∗(G∗(P∗, N))→ G∗(C,N) is a Y-resolution consisting with
AQ∗-acyclic objects and the result follows.
3.5. Applications. Let C be a commutative monoid, M be a left H(C)-module
and N be a rightH(C)-module. For the Γ-modules G∗(C,N) and G
∗(C,M) one can
apply the reach theory of functor homology developped in [9], [12], [13]. For example
if one applies the Hochschild and Harrison theoryies one gets groups HH∗(C,N),
Harr∗(C,N) and HH
∗(C,M), Harr∗(C,M). Comparing with definitions one sees
thatHH∗(C,M) is nothing but Leech cohomology [8]. IfK is a field of characteristic
zero, then we have
D∗(C,N) = Harr∗+1(C,N), D
∗(C,M) = Harr∗+1(C,M)
this follows from general results valid for arbitrary Γ-modules [12],[13]. In particular
this solves the cocycle problem for Grillet cohomology [6]. By theorem 1.2 we also
obtain that the Grillet cohomology is a direct summand of Leech cohomology.
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