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AMS(MOS) subject classification scheme (1970): 62J05 
Performing multiple regression ~sis on an electronic computer can be 
very laborious when preparation of the input is complicated. This paper intro-
duces a system., that is especially designed to have flexible and comprehensible 
model and input specifications. 
The "model" specification is given as an ALGOL-like formula., which resembles the 
models given in cOJIIIILOn statistical litera.ture quite close~. 
An accom.pany1.ng "input" specification provides the system with information about 
the arrangement of the observations in the data. file. 
The "data." file consists of a series of numbers in ALGOL tree format. 
A "rma.14 C0DIIIIIU>.d activates the system., while an nex1t11 cODIID8lld causes the system 
to stop. 
An example of some of these ideas is: 
"model" y 1111 altaO + alfa1 X X 
"input" 5 X ( [x]., n., n X [y]) 
"data" 1 4 1.1 0.7 1 .. 8 o.4 
3 5 3.0 1.4 4.9 4.4 4.5 
5 3 7.,3 8.2 6.2 
10 4 12.0 13.1 12.6 13.2 
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Er bestaan vele progr8llllla 1 S die op een of and.ere manier voor de te schatten 
parameters uit een lineair regressiemodel schattingen berekenen., doch de meeste 
d.u.rvan ga&ll :ms.nk aan het feit dat ze niet te gebruiken zijn voor de leek. soms is 
zelfs kennis van de machine vereist., hoewel dat sinds de hogere progranmeertalen van 
de grond gekomen zijn niet va.ak meer voorkomt; a.ls leek is men evenwel niet met die 
talen op de hoogte. Vrijwel altijd echter eisen de programma•s dat de getallen in 
een stmda.ardvorm aangebod.en word.en., wat in de praktijk betekent dat bests.and ge-
tallenmateriaal omgevormd moet worden tot die ene specie.le vorm., of dat de getallen 
precies in die vorm geponst moeten word.en. Moeilijker nog en vaak ondoorzichtiger is 
de wiJze waarop a.an het progra:mma meeged.eeld wordt met welk model men aan het werk 
wil gun. voor bijvoorbeeld het programma voor multipele polynomiale regressie van 
het MC moet een codematrix van nullen en eenen geponst worden om de vorm van het re-
gressiepolynoom a.ante geven. Transforms.ties van een of meer variabelen zijn vrijwel 
nooit automa.tisch mogelijk en vereisen een voorloopprogramma. 
Gelukkig begint de laatste tijd het besef steeds meer door te breken dat 
sta.ndu.rdprogramma's er zijn voor het plezier van de gebruiker., die meer baat heeft 
bij een overzichtelijke invoer clan bij een pa.ar seconden winst in rekentijd. Dat is 
clan ook een van de hoof'dredenen dat een nieuw progra.ma ontwikkeld werd., waarbij ons 
van het begin af a.an voor ogen stond da:t het gebruikerscomf ort zo groot mogelijk 
moest zijn: met een minima.le en zo eenvoudig mogelijke invoerspecificatie een :maxi-
ma.al resul-taat. Zo accepteert het systeem als mod.elbeschrijving een formule "zoals 
:mem die in de boeken tegenkomt"., terwijl een invoerbeschrijving a.a.ngeeft bij welke 
variabele bepaalde (series) getallen uit de data horen. Dit geeft de gebruiker de 
mogelijkheid met bests.and getallenmateriaal te werken en meerdere regressiepro-
blemen met eventuele transformaties te verwerken zonder steeds opnieuw de aan-
gepaste getallen in te hoeven lezen. 
2 
overigens moet men zich wel steeds goe~ bliJven realisers wat aen doet: 
het model meet met IlaaJ! en toenaam gegevm word.en en de struktuur Tan de data moet 
precie~ bekad ziJn voordat de invoerbeschrijving gegeven. ku worden. 
De identiticatie van wuirnem:Lngen en bepaa.lde variabelen uit het model ge-
beurt 11u 19verbu.l" en hlmgt niet meer at van codegetallen ot vu een bepaa.lde 
pleats van die waarnemi:ngen ~uasen de andere getallen, terwijl in de uitvoer de 
resultaten geidentif'iceerd worden met de door de gebruiker in het model opgegeven 
:mmen. Dit d.raagt er volgens oas toe bij dater wat minder oazin uitgerekead za.l 
vordu.. Dazin die va.ak voortkwam uit vergissi:ngen in bijvoorbeeld codegetallen ot 
koloa\UIIIIMlrs. 
De oorspronkeliJke ideen voor deze invoerregelimg zijn a.tkomstig vu 
A.P .. B.M. Vehmeyer., terwijl bet artikel "ALGOL 6o truslation tor everyboccy-" van 
F .. E.J. Krusea.m. Aretz [6] de basis leverde voor de vertaler en het executiege-
deelte uit bet pro~. Dok de ideen voor de structuur van het trommelgedeelte 
zijn vu lutstgaoemde af'koutig. Een soortgelijk invoersysteem voor li:neaire 
progrmmneriqs problemen. van Jac.M. Anthonisse leverde evseens vele aulmopi:ngs-
punte:n op. 
Hoofdstuk 1 Multipele regressie analyse 
Het model 
Bij een regressieprobleem zoekt men een verband tussen een stochastische 
variabele z ( waarvan de meetui tkomsten of realisaties met meetfouten of and.ere 
vormen van storing zijn behept) enerzijds en een aantal va.riabelen x, ••• , x 
1 p 
(die niet of nagenoeg niet met storingen zijn bebept) anderziJds. 
Dat verband wordt uitgedrukt met behulp van een :mathema.tische formule, 
die bet model wordt genoemd, bijvoorbeeld: 







De uiteindelijke bedoeling is waa.rden van de va.riabele z. te voorspellen 
met behulp van de modelformule en gegevens over de va.riabelen x , • • • , x , 
1 p 
waarvan de onderzoeker gelooft da.t ze van belang zijn (hoewel hiJ da.t natuurlijk 
niet zeker weet). Of de juiste voorspellende va.riabelen gekozen zijn, komt tot 
uitdrukking in hoe goed bet model voorspelt. 
Enig voorbehoud ten aa.nzien van voorspellingen gedaan met een bepaald 
model is op zijn plaa.ts. Imm.ers biJ elite verzameling -waarden voor de 
va.riabelen x, e•• , x geeft bet model een voorspelling voor de va.riabele l.• 
i p 
i~ zeer mogelijk da.t bet model goed voorspelt voor die waarden voor 
x, ®··, x binnen bepaalde grenzen vallen, ma.ax voor warden da.arbuiten 
1 p 
jammerlijk fa.alt. Een oorzaak hiervoor kan zijn da.t een in feite niet llneair 
proces met een lineair model beschreven wordt, of da.t een proces zich binnen 
oo~e grenzen lineair voordoet., maar zich daarbuiten a.f'wijkend gedra.agt. 
is daarom essentieel da.t de onderzoek.er iets a.tweet van het proces waa.r-
' voor hij een model wil opatellen. 
3 
4 
De variabelen x , • • • , x en de variabele z in vergel1Jld.ng ( 1 ) kunnen 
1 p 
ook (and.ere) getransformeerde variabelen representeren. Het kan namelijk ziJn dat de 
onderzoeker reden heeft om aan te nemen (door ziJn achtergrondini'orma.tie betre:f'fende 
het experiment) dat transforms.ties nodig ziJn, biJvoorbeeld om: 
1) te bereiken dat de storingen norms.al verdeeld ziJn, 
2) een grotere homogeniteit van de variantie van de storingen te verkrijgen, 
3) modellen die niet lineair zijn te "lineariseren" (ala dat mogelijk is). 
vergeliJking (1) kan dus ook geschreven worden als: 
i = g(z> 
waarin g, f , ... , f 
1 p 
b , ••• , b 
0 p 
b f (x , 
i i 1 
de transforms.ties, 
. . . , 
de te schatten parameters, 
X ) + e 
-n 
l. de te verkla.ren (te voorspellen) variabele., 
x , • • • ., x de verkla.rende ( voorspellende) variabelen, 
1 n 
en e de storing voorstelt. 
(2) 
Hoewel we ons kunnen beperken tot relatief eenvoudige trans:f'orma.ties, is de keuze 
van een transforms.tie door middel van de "trial and error" methode nogal tiJdrovend 
en kostbaar. De moeilijkheid zit in het belang van de lokatieparameter van de 
transforms.tie. Het is niet ongewoon dat log(x) geen verbetering oplevert, maar dat 
log(c + x) zeer goed werkt voor een bepaalde keuze van c + o. Da.a.r dit waar is voor 
bijna alle transforms.ties van enig belang, moeten we eigenliJk voor iedere toegepaste 
trans:f'orma.tie op de data een niet lineair aanpassingsprobleem oplossen. Vaa.k echter 
wordt de vorm van de transformatie gesuggereerd door de ondenoeker, die beter op 
de hoogte is met de eigenaardigheden van het experiment. 
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1 - 2 Kleinste kwadraten 
In feite bestaa.t regressie analyse uit het aanpassen van een eypervlak van 
de gewenste dimensie a.an de data. Da.t aanpassen gebeurt met de methode der kleinste 
kwa.draten., hetgeen inhoudt da.t de som van de kwa.draten van de verschillen tussen de 
waargenomen waarden voor ;r, en de (door het model) gescha.tte waarden voor de ver-
wa.chting van l. bij de betrokken waarden van x ., ••• ., x ., geminimaliseerd wordt. 
1 p 
Die kwa.dratensom wordt ook wel de som van de kw.drat.en van de residuen genoemd. 
In ma.triX. notatie wordt het model geschreven als: 
! = xe; + !. , 
waa.rin y een (n X 1) stochastische vector van waa.rnemingen., 
X een (n X p) matrix van bekende (vaste) waa.rden., 
\:> een (p X 1) vector van (onbekende) parameters., 
en e een (n X 1) stochastische vector van storingen is. 
-
2 Verondersteld wordt da.t E(!,) = o en var(!,) = I cr is., waa.rin I de 
eenheidsma:triX is. Het model kan dus ook geschreven word.en als: 
E(I) = X ~ • 
Zij Y een realisatie van I. De som van de kwadraten van de residuen is dan: 
(Y-Xr>)'(Y-Xf) = Y'Y r, 'X'Y - Y'X ~ + r''X'Xf 
2 f 'X'Y + r, •x•x ~ 
(immers r, 'X'Y is een scalar en dus gelijk aan Y'X f,=> ) 
{ 1) 
De kleinste kwa.draten schatting voor p, is de waarde b, die al.a hij ge-
substitueerd wordt in (1) de kwadratensom minimaliseert en wordt dus gegeven 
door de oplossing van het stelsel: 
[ cl (Y - xp)'(Y - xr,)l = 0 
d~ ~=b 
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Vol.gens de detinitie van de atgeleide van een matrix en een elementa:1.re 
&telling erover geldt: 




(?> 'X'X + X'Xf = 2X'xr,. 
Die minimaliserende waarde b voor r-, wordt dus gevonden ui t: 
- 2X'Y + 2X'Xb = 0 , 
dus uit: X'Y == X'Xb 
Dit wordt het stelsel van de normaalTergelijkingen genoenxl. 
{2) 
Is de rang van X gelijk aan p dan is X'X niet singulier en bestaat zijn 
inverse. In dit geval k.a.n de oplossing van de norms.J.vergelijkingen geschreven 
-1 
b == {X'X) X'Y (3) 
Merk op dat temninste moet geld.en dat n ~pis, opdat de rang van X inderdaad 
p k.a.n zijn. Er moeten dus tenminste evenveel observaties geda.a.n word.en ala er 
parameters 1n bet model zijn. 
-1 
b = (X'X) X'Y 
- -
(4) 
heet de kleinste kwadraten schatter voor ~ en heett de volgende eigenscha.ppen: 
1) Bet is een schatter die de som van de kwadra.ten van de residuen minima.11-
seert, onathank.elijk van eigenscha.ppen van de verdeling van de storingen. 
Een veronderstelling dat de storingen normaal verdeeld zijn is slechts 
nodig om toetsen uit te voeren die gebaseerd zijn op no:rma.liteit, zoals 
de t- en de F-toets, of voor het bepa.len van betrouwbaarheidsintervallen 
gebaseerd op de t- en F-verdelingen. 
2) Vol.gens de stelling van Ge.uss--Markov heeft !?, van alle schatters voor r-, 
die lineair zijn in de l. de kleinste variantie, ook weer onafhankeliJk 
1 
van eigenschappen van de verdeling van de storingen. 
3) Ala de storingen o.o. en normaal verdeeld zijn.., 
2 (met E{!:,) = O en var(!) == I er ) ., 
is E. de meest aannemelijke achatter., immers de aa.nnemelijkheidsfunctie 
is in dat geval: 
1 (Y - X~) '(Y - X f') 
exp( . ) 
( cr virc)n 2 o-2 
Dus voor een vaste waarde van er is het maximaliseren van de ammemelijk-
heidsfunctie equivalent met minim.liseren van (Y - X f') '(Y - Xf) • 
var(~) -1 -1 = var( (X'X) X'! ) = var( (X'X} X' (X r' + !:,) ) 
-1 -1 2 -1 
= var( (2> + (X'X) X'! ) = (X'X) X'I O" ( (X'X) X') 1 
-1 -1 2 -1 2 
= (X'X) X'X (X'X) 0- = (X'X) 0- • 
De varianties staan op de hoofddia.gonaal en de covarianties daarbuiten. 
2 
Een schatter voor er wordt gegeven door: 
2 (I - X':E.)' (I - X'£) Y'Y - b'X'Y 
-- - ..., s = 
- n-p n-p 
(dit is de residuele kwa.draten.som., gedeeld door het bijbehorende aanta.l 
vr1jheidsgraden)$ 
Een veelvuldig gebruikte grootheid bij het beoordelen van regressie 
modellen is de multipele correla:tie coef'ficient., die gedefinieerd wordt a.ls 
dat deel van de tot.ale kwadra:tensom dat door de regressie wordt bijgedragen, 




2 BiJ kleine steekproeven wordt 'V88k een korrektie toegepast op de !l ten einde 
rekening te houden met bet verlies van vriJheidsgraden: 
2 2 
R' = 1 - ( 1 - R ) 
- -
n - 1 
, 
n-p-1 
waarin p bet aa.ntal te schatten parameters en n bet aantal waarnemingen is. 
Toch moet :men niet een al te groot vertrouwen 1n de schattingen voor de multipele 
korrelatiecoefticient stellen. Voor een psycholoog die een onderzoek doet naar 
gedragingen van mensen kan een :model met R == .3 al bemoedigend ziJn, terwiJl in 
veel teclmische situaties waar nauwk.eurige voorspellingen het doel ziJn een R 
vu .,8 zeer kan teleurstellen omdat de residuele f'out nog zo groot is., dat bet 
model geen praktische waa.rde heef't. 
In de volgende variantie anal.yse-tabel worden de verschillende biJdra.gen 
tot de tots.le som van kwadrato van de wurnemingen van z 1n matrixnotatie 
aangegeven: 
source dt 
total (uncorrected) n 
mean 1 
regression I mean p - 1 
residu&l n-p 





~•x•.x - n i 




£,'X'I - n l 




b'X'l' - n y 
- - -2 (p - 1) ! 
De kolom 'mean square' wordt verkregen door elke kwadra.tensom door het 
bi,jbehorend aantal vri,jheidsgraden te delen. Zijn de storingen o.o. en normaal. 
2 
verdeeld., (met E(e) = O en var(e) = I er ), dan volgt het quotient van de 'mean 
- -
square' van de regressie en de 'mean square' van bet residu een F-verdeling met 
p - 1 en n - p vrijheidsgra.den. 
Zijn er replicaties voor de te verklaren variabele, da.n ken de som van kwe.dra:ten 
van de residuen a.ls volgt gesplitst worden 1n een 'lack of fit' term en een 
'pure error' term: 
la.ck of fit 
pure error 




k-p Y'Y - b'X'Y 
--- - ... 
:n - k !'! - I'!. 
~ ~ 
= <l,, ilt D r.t , ~) , met ~ 
Y'Y - b'X'Y 
.... - - -
k-p 





- ~ j=1 j 
het aantal groepen replicaties, 
het aantal replicaties per groep. 
n - k Y'Y - b'X'Y 
-- - .... 




Hoofdstuk 2 Het in- en u:l.tvoersysteem 
2 - 0 De bedoeling van het inYOersysteem is, dat de gebruiker op een zo eenvoudig 
en duidelijk mogelijke ma.nier a.an bet programma kan meedelen wat hij wil. Hiertoe 
moet hij in een gebruikersprogramma een aantal beschriJvingen ('statements•) ver-
strekken en h1er1n een aantal korrespondenties leggen, zodat bekend is wellt regres-
siemodel bedoeld wordt en hoe de struktuur van de data er u:l.t ziet. Elke besehrijving 
begint met een kod.ewoord en eindigt bij het eerstvolgende kod.ewoord. De kode'Woorden 
zi.Jn: "model", "input", 11data"., "run" en "exit" (inclusiet de aanha.lingstekens). 
2 - 1 De modelbeschriJYH1§ 
Om a.an het programma. kenbaar te ma.ken tussen welke variabelen de statisticus 
een bepaalde rel.atie verwa.cht, moet hij een modelbeschrijving opgeven. :oat bestaat 
u1 t bet kodewoord "modeit' gevolgd door een f'ormule ( 'model statement') die veel 
lijkt op het model zoals dat gewoonliJk in de llteratuur. gegevem. wordt. Voor de te 
verklaren en de verklarende variabelen en voor de parameters moeten onderscheidbare 
•amen gegeven word.en., dus bijvoorbeeld: 
"model" y = altaO + alf'a. 1 X x 1 + alta2 X x2 ( 1) 
led.ere naam moet beginnen met een letter en mag willekeurig veel letters en/of 
cijfers bevatten1 dus b.v. piet05Ja.n is een korrekte :naam. Aa.ngezien de meeste 
ra.ndapparatuur van een rekenautomaat niet in staat is tot bet behandelen van een 
index bij een na.mn ( van een varisbele of van een ps.rameter) of tot het verwerken 
van Griekse letters, schrijve.n we b.v. alf'aO en alfa.1 in plaats van o<0 en o<-1. 
Na.men (ofwel identifiers) hebben geen eigen betekenis., maar dienen voor de identi-
f'icatie van va.ria.belen en tuncties. Dezeltde identifier ka.n niet gebruikt word.en 
om twee verschillende variabelen a.ante geven. 
11 
Een m.odelformule bestaat uit de na.am van een te verklanm variabele, gevolgd 
door~ gelijkteken, gevolgd door de som van een aa.ntal tti'mlm, die elk het product 
moeten zijn van de :naam van een parameter en de na.am van een verklarende variabele. 
Een uitzonderlng hierop wordt g~t voor een eventuele konstante term in het model, 
die ~en met de numi. van de para.meter gegeven wordt. 
Ko:rrekte modelbeschrijvingen zijn bijvoorbeeld: 
die uit (1) 
ea: "model 11 y variabele = konstante term + pa.:nmieter x x variabele 
en: "model" depvar = const + beta1 x xvar1 + beta.2 x xvar2. 
2 - la Transformaties 
V'rijwel a.lie t.ransf'ormaties die een gebruiker op ziJn data. zou 'Willen uit-
voeren, kwmen in deze opzet op geheel natuurlijke wijze tot uitdrukking gebracht 
word.en, nameliJk ook in formulevorm. 
Wil Mn bijvoorbeeld a.ls verklarende varia.bele de (natuurlijke} logarithme van de 
ao:m van tvee and.ere variabelen opnemen in het model, rum schrijft :men: (als die 
and.ere variabelen b.v. xvar1 en xvar2 heten) 
ln(xvar1 + xvar2) 
Ala operatoren zijn toegesta&n: + , - , X , en / met hun nol'1llal.e betekenis. 







arctan( E) , 
Hierin is, E een expressie die uiteraard ook weer een of meer tunctiea mag bevatten. 
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Speciale opera.toren ziJn: I/, de hel.ing en xx, de machtsverhetfing. 
De opera.tie II is slechts gedef'inieerd voor gehele operanden en levert een geheel 
resultaat a.f dat als volgt gedetinieerd is: 
a. I I b = s1gm.(a / b) x entier{abs(a. I b)) 
Qok de verklarende variabele mag op deze manier getranstormeerd worden., zodat de 
modelbeschrijving er in z1jn meest algemene vorm uit z1et als in (2) op blz. 2. 
Slechts de storingsterm e is weggelaten (er b.oeven clan ook geen streepjes onder 
-
de namen voor de te verklaren va.riabelen gezet te word.en) .. 
N.B. Het programme. accepteert elite modelformule., mi.ts die maar vold.oet a.an 
-
de formele definitie uit appendix 1 op blz. 4o., maa.r bekommert zich niet over de 
vra.ag of bet getransformeerde model statistisch gezien wel zin heeft. 
Enige voorbeelden van tra.nstormat1es zijn: 
"model" y = aO + a1 X sqrt(x1 + x2) + a2 X sqrt(x3) 
en: "model" a.rcsin(~(yva.r)) = aO + at x xl + a2 x .x2 xx 2 
+ a3Xx3XX3 + a4xx4xx4 
2 - 2 De invoerbescbriJving 
cm. a.ante geven welk.e getallen of series getallen uit de data bij welke 
variabelen uit het model horen en welk.e geta.llen overgeslagen kunnen word.en, wordt 
door het systee:m een invoerbescbrijving verwacht. Dat bestaa.t uit het kodewoord 
"input11 gevolgd door een bescbrijving ( 'input statement') van wear de getallen 
:1.n de data voorkomen. Bijvoorbeeld: 
"input.11 100 x (codenr, 8 x [yvar]., [xvar1, xvar2]) 
Het idee is dat getallen uit de data door middel van de namen uit die beschrijving 
geidentificeerd word.en :met die namen, zodanig dat getallen die bij dezelfde :naam 
horen in volgorde van binnenkomst a.ls het ware 11op een rijtje achter die naam 
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Dit ka.n gebeuren door een liJstje varia.belen gescheiden door komma's (een 
'variable list') op te geven. .A,parte, series of blokken getallen kunnen nu beba.n-
deld word.en door een variable list tussen vierkante haakjes of een input statement 
tussen ronde baBkjes te zetten en er dan een repetitietactor gevolgd door een maal-
teken wor te plaa:tsen. Als die factor 1 is mag hij weggelaten word.en evena.ls het 
maal-teken, mar niet het daa.rop volgende ronde of vierka.nte haakjes paar. 
-
wanneer als repetitiefactor een naam gebruikt wordt, moet die (vanzelfsprekend) 
eerst een waarde gekregen hebben, wa.t gebeurt door die naam van te voren een keer 
apart te noemen8 gevolgd door een komma. Het eerst volgende getal uit de data 
wordt den ala waarde a.an die naam toegekend (een soort initial.isatie). Als die 
nam11 daarne. nog een keer apart gebruikt wordt, wordt het eerst volgende getal uit 
de date. vergeleken met de (clan dus bekende) waarde van die nas.m.1 waa:rna. bij onge-
l1Jkhe1d een foutmelding volgt. Een dergelijke kontrole tegen verschoven inlezen 
ken mm:i ook verk.riJgen door een getal apart te gebruiken (dus een getal gevolgd 
door een koJDDa)., Gekontroleerd wordt dan of er in de data op de juiste plaats 
wel bet zelfde geta.l staa:t. 
14 
De koppeling wordt nu tot stand gebracht door in een variable list dezeltde 
namen ala in het mod.el te gebruiken. Getallen uit de data die bij dergelijke naaen 
horen zullen word.en opgevat ala waarnemingen voor die variabelen u1 t bet mod.el, 
terwijl getallen die horen bij namen uit de variable list, die niet in het model 
voorkomen, word.en overgeslagen. 
Vaak worden meerdere waarnemingen gedaan a.an de te verklaren variabele bij 
dezeltde waarden van de verkla.rende variabelen. OD dit automatisoh te lamnen v~ 
werkea, wordt geeist dat een variable list die alleen uit te verklaren variabelen 
bests.at, voorat gegaan wordt door een repetitietaetor die clan het aantal replicaties 
aangeett. Komen in een variable list zowel te verklaren ala verklareDde va.riabelen 
voor, dan wordt ala repetitietaetor 1 genomen. 
Geett men bijvoorbeeld bet volgende input statement op: 
"input" 25 x (10 x [yvar], 2 x [loze], [xvarl, .xvar2], 5 x [loze], -1) 
dan wil oat zeggen dat men 25 series getallen heett, die elk a:f'gesloten word.en 
door -1. led.ere aerie bestaat uit 19 geta11e11, namelijk eerst 10 waarden voor 
de variabele -,var, dan 2 getallen die weggelezen worden near de naam loze., dan 
een waa.rd.e voor de variabele xvar1, gevolgd door een waarde voor de variabele 
:xvar2, en ala laatste 5 getallen die weer weggelezen word.en naar de naam loze. 
(Voor de naam loze had men overigens ook best een and.ere Diet in het mod.el voo?'-
komend.e naam mogen nemen) • Er wordt bovendien 25 ma.al gekontroleerd of er na die 
19 getallen wel een -1 staat. I• de variabele yvar de te verklaren variabele in 
een bijbehorend model statement., dan zijn er dus 10 replicaties voor yvar bij 
elke vaarneming voor xve.rl en :xvar2. 
15 
2 - 3 De data 
De data bests.at uit een ongestruktureerde rij getallen., voorafgega.an door 
het kodewoord "data". {de struktuur wordt erop aa.ngebracht door bet input statement) 
De rij eindigt bij het eerst volgende kodewoord. 
Een rij symbolen vormt een getal., wa.nneer ze voldoet a.an de definitie van 
<number> in appendix 1 - 4., waarbij bovendien spaties als lay-out-symbolen zijn 
toegestaan en wel: 
a) na het teken van een getal., of na het symbool 11 # "., of na het teken van de 
exponent: willekeurig veel spaties., 
b) na een cijfer of na een decimale punt: een enk.ele spatie. 
Indien op een cijfer twee of meer spaties volgen., fungeert de tweede spatie als 
getalscheider. overigens fungeren als getalscheider de volgende symbolen., indien 
ze direct op een cij:fer volgen of daarva.n door ten hoogste een spatie worden ge-
scheiden: 
a) alle symbolen die geen cijfer., 11 • 11 of 11 # " zijn., 
b) 
c) 




na een cijfer van de exponent., 
na een cijfer van de exponent of een cijfer van het breukgedeelte 
(een getal kan slechts een decimale punt bevatten). 







2 - 4 Het gebruikersprogramna. 
Er kunnen in een zogene-amd •users program' mee:rdere 'Jobs' a.chter elkaar 
aangeboden word.en. Elke Job vordt van zijn voorgaande gescheiden door bet kode-
woord "run"., terwiJl het gehele users program a.fgesloten wordt door het kode-
woord "exit". In de eerste job ~tin een of and.ere volgo:rde bet JOOd.el., de 
input en de data. gegeven word.en. In elke volgend.e job mag een statement {zie: 
pa.ragraaf 2 - O), de.t niet gewiJzigd vordt., weggela.ten word.en. 
voor elke job of voor het kodewoord "exit" m.g een teltst gegeven vorden 
ter nadere identificatie van de output van een Job of van de output van bet gehele 
users program. Het verdient aanbeveling het gebru.ik van aanha.l:1.ngstekens in die 
tekst te vermiJden., 1n verba.nd met een eventuele verwarring met de aanhef van de 
kodewoorden. Het programme. begint een tekst te lezen vlak na het kodevoord 
"run" van de vorige job {bij de eerste Job begint het progra.mma met de eerste 
kolom van de eerste kaart) • 
2 - 4a De uitvoer van het pro~ 
Nadat het kodewoord "run" gelezen is., wordt een (volgende) job in be-
rumdeling genomen. Als eerste wordt van de op dat moment bekende JOOdel en input 
statement tek.sten een a.fdruk gemaakt over de regeldru.k:ker., eventueel voorat ge-
garm door bet begeleidend.e tekstje. Hiema vordt getra.cht de statements te ver-
talen, waarbiJ foutmeldingen word.en gegeven voor fouten tegen de definitie of de 
syntax.is. Zijn bij vertallng geen fouten ontdekt dan wordt de Job verder ver-
werkt: de (getransf'ormeerde) data :matrix wordt gevo:rmd. Bij het dedecteren 
van een ongeoorloof'de situ.a.tie wordt de executie na een tout.melding direct 
atgebroken .. Er za.l dan wel getre.cht word.en een volgende job in behand.eling te 
nemen., vat 'echter in bet algemeen weinig zin za.l bebben a.ls het statement wear-
in de tout optrad niet vera.nderd wordt. 
rs tot zover alles foutloos verlopen., dan wordt de (getra.nsformeerde) data 
matrix aangeboden a.an de regressie routine, die de volgende output verscbaft: 
1) per getra.nsformeerde variabele het gemiddelde en de standaarda:fwijking 
2} de korrelatiematriX 
3) de multipele korrelatiecoefficient met een korrektie 
4) de schattingen voor de regressiecoefficienten met de sta.ndaarda.fwijkingen 
5) de variantie-ana.~se-tabel 
6) als het a.antal replica.ties steeds 1 is een residuen-e.na.lyse. 
17 
In de output wordt iedere (eventueel getransformeerde) variabele aa.ngegeven met ziJn 
bijbehorende parameter. Dit is gede.an omda.t het onduidelijk is of :meD de getransfor-
meerde variabele: arcsin(sqrt(y + 25)) moet aangeven met de naam arcsin., met de 
naam sqrt, of misschien met de naam y zelf. 
18 
2 - 5 Foutmeldingen 
Foutmeldingen zijn van de vorm: error, type: <foutnummer> 
Betekenis van de foutnummers: 
601 in een getal volgt op +, - of • geen cijfer. 
6o2 in een getal volgt op # geen +, - of cijfer. 
611 na left hand part volgt geen gelijk teken. 
612 ) ontbreekt in model statement. 
613 primary begint met ontoelaatbaar symbool. 
614 te veel of te weinig parameters bij standaard:f'unctie. 
615 parameterlijst niet atgesloten met ) • 
616 model statement niet correct. 
621 ontoelaatbare identifier als control. 
622 ) ontbreekt in input statement. 
623 ] ontbreekt in input statement. 
624 description begint met ontoelaa.tbaar symbool. 
625 ontoelaa.tbare identifier in variable list. 
626 variable beg:tnt met ontoelaatbaar symbool. 
627 input statement niet correct. 
64o geen gedefinieerde identifier rechts van bet gelijk teken. 
641 parameter onjuist gebruikt. 
642 ongedefinieerde identifier links van het geliJk teken. 
643 term niet van de vorm: par x factor of factor x par. 
644 ongedefinieerde identifier in een term. 
645 geen parameter in een term. 
701 constantlist vol. 
702 namelist vol. 
703 orderlist vol. 
704 stack vol. 
811 control leest tout getal in de data. 
812 in left data kloppen de replicaties op een regel niet. 
813 in left data klopt het totale aantal in de kolommen niet. 
814 in right data klopt het totale aantal in de kolommen niet. 
A.ls het foutnummer begint met: 
6o, 61 of 62 wordt bet gevolgd door bet la.a.tat gelezen symbool, of als dit een 
aystemsymbol is door de eerste twee karakters daarvan, gevolgd 
door de eerste vier karakters van de laatst verwerkte identifier. 
64 wordt het gevolgd door het nummer van de desbetreffende term. 
70 wordt het gevolgd door de te grote bovengrens, waarna de Job op-
nieuw start met grotere liJsten. 
, 81 wordt bet gevolgd door twee gets.lien die in de regel aangeven 
wat bet programme. denkt dat het moet ziJn en wat het is, waar-
na een afdruk van de data wordt gegeven. 
Enige voorbeelden 
Op de volgende vier bladzijden word.en een a.antal voorbeelden uit de 
literatuur gegeven, die precies zo op kaarten zijn geponst en a.an bet programma 








* VOORHF.ELO 1 KOMl UJT: 
.. 
• MEOISCHE STAT!STIEK DEEL II IDE JONGF) BLZe 472, 479 • 
"MODEL" Y: A+~ 0 X + C * (LN(X) / i.30258 50930) 
"INPUT" 5 * ([XJ, 10 * [Yl) 
ttDATA" 
25 0.67 0.10 o.75 0 • f6 0.1a o.ao 0.83 Oo84 o.aa 
50 o.aa o.92 v.93 0 • 96 o.98 1.00 1.01 1.03 1 ■ 06 
80 0 ,96 o.98 o.99 1.03 l • 05 1.06 1.08 1 • 11 1.15 
130 1.01 1.09 l • 11 1.13 1.14 1,14 1.19 1.22 1,25 









* VOORBEELD 2 KOMT UITI • 
• • 
* APPLIED REGRESSION ANALYSIS (DRAPER l SMITH> BLZ. 218, E•V• • 
• • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
"MODEL" CHA~BER PRESSURE= BETAO + BETA4 * STATIC FIRE+ BETA34 * DROP SHOCK* 
STATIC FIRE+ BETA2 * VIBRATION 
"INPUT" 24 • lUNIT NO, CYCLE TEMP, VlHRATION, DROP SHOCK, STATIC FIRE, CHAMBER 
PRE.SSUREJ 
IIQATA" 
l .. 75 0 0 -65 1.4 
2 175 0 0 150 26.3 
3 0 •75 0 150 26.5 
4 0 175 0 -65 s.e 
5 0 -75 0 150 23.4 
6 0 175 0 •6!:> 7.4 
7 0 0 •65 150 29.4 
8 0 0 165 -65 9.7 
9 0 0 0 150 32.9 
10 •75 •75 0 150 26.4 
11 175 175 0 •65 8.4 
12 0 •75 •65 150 28.8 
13 0 175 lb5 •65 11,8 
14 •75 -75 -65 150 28,4 
15 175 175 165 -65 11.5 
16 0 •75 0 150 20.s 
17 0 175 0 •65 5,8 
18 0 0 -65 •65 1 • 3 
19 0 0 165 150 21.4 
20 0 •75 •65 -65 0,4 
21 0 175 165 150 22,9 
22 0 •75 •65 150 26,4 
23 0 175 165 •65 11,4 
24 0 0 0 •65 3.7 





* VOORHEELD 3 KOMT U J T: * 
* * 
* APPLIED REGPESSION ANALYSIS !DRAPER~ SMITH) BLZ ■ 228, 339 * 
* * 
11MOOEL 11 LNIMEAN SURFACE VOLUME) = 
LNALFA + BETA * LNIFEED RATE> +GAMMA* LN(WHEEL VELOCITY) 
+DELTA* LNIFEED VISCOSITY> 
11 INPUT 11 35 * [RUN NO, FEED RATE, WHEEL VELOCITY, FEED VISCOSITY, 
MtAN SURFACE VOLlJMEl 
11 DATA 11 
l 0.0174 5JOO u.1oa 25.4 
2 0.0630 5400 0.101 Jl.6 
3 0.0622 !:!JOO 0.107 25.7 
4 0.011s l 0!:!00 0 ■ 106 17.4 
5 0.1040 4600 0.102 38.2 
6 0.011a 11300 o.105 1& ■ 2 
7 0.0122 5!:!00 0.105 2t,.5 
8 0.0122 !:1000 U .100 19.3 
9 0,0408 10000 0.106 22,3 
10 0.0408 6600 0.105 26.4 
11 0.0630 8700 1;.104 25,8 
12 0,0408 4400 U,104 32.2 
13 0,0415 7b00 0.106 25,1 
14 0.1010 4800 0.106 39.7 
15 0.0170 3100 0.106 35,6 
16 0.0412 9300 0.10s 23.5 
17 0,0170 7700 0,098 22.1 
18 0.0110 5300 0,099 26,5 
19 0.1010 5700 o.090 39.7 
20 0.0622 6200 u.102 31 .5 
21 0.0622 7700 0-102 26.9 
22 0.0110 10200 o.ioo 18,l 
23 0,0118 4800 0.102 28.4 
24 0,0408 6600 u.102 27.3 
25 0.0622 8300 0.102 25.8 
26 0.0110 7700 0.102 <!3.1 
27 0,0408 9000 0,613 23.'+ 
28 0.0110 10100 0,619 18,l 
29 0.0408 5300 U,671 30,9 
30 0.0622 8000 o.621+ 25.7 
31 0.1010 7300 O ■ bl3 29.0 
32 0.0118 6400 0.328 22.0 
33 0.0110 l:!000 0.341 11:!.8 
34 O.Ol!B ':1700 l.845 17.9 








* STATISTICAL ANALYSIS (AFIFI ~ AZEN) BLZo 88, 93, E•V• * 
* • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
"MODEL" Y = ALFAO + ALFAl • X 
"INPUT" 5 • C[Xlt N, N * [YJ) 
11 DATA 11 
1 4 l • 1 0.7 1.s o.4 
3 5 3.o l .4 4.9 tt.4 
s 3 7.3 a.2 602 
10 4 12.0 13.l 12.6 D.2 
15 
11 RUN 11 
4 18.7 19.7 11 ... 17.1 
•••••••••••••••••••••••••• 
* * 
* MARTEN VAN GELDEREN * 
* • 













• MEDISCHE STATISTIEK DEEL II IDE J0N8EI BLZ. 472, 479 • 
* • 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
M0DELI Y •A+ 8 • X + C • CLNCX) I 2030258 50930) 



























































































END OF REGRESSION ANALYSIS 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • 
• VOORBEELD 2 KOMT uzr: • 
• • 
• APPLIEO REGRESSION ANALYSIS !DRAPER~ SMITH) BLZ. 218t EeVo • 
• • 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
MODEL! CHAMBER PRESSURE• BETA0 • BETA4 * STATIC FIRE• BETA34 • DROP SHOCK• 
STATIC FIRE ♦ SETA2 • VIBRATION 





























































PARAMETER ESTIMATE STANDARD DEVIATION 
BETAO 10. 7131353245 .5067665166 
BETA4 .1123394874 .0046333576 
BEU34 -.0003139797 .0000430382 
BETA2 .0233483268 .0046657977 
ANALYSIS OF VARIANCE TABLl 
•••a••••=•••====•===••==•= 






















OBS.NOo OBSERVATION PREDICTION RESIDUAL RESIDUAL 
l lo40000 3.41107 -2.01101 -1.07489 
2 26.30000 27056406 •1026406 -.67562 
3 2t>.50000 25081293 .68707 .36723 
4 5.80000 7.49703 •1069703 ... 90704 
5 23.40000 25081293 -2o41293 •lo28968 
6 7040000 7049703 •,09703 •,05186 
7 29040000 30062536 -1.22536 •065494 
8 9070000 6. 77850 2092150 1,S61S1 
9 32.90000 27,56406 5.33594 2,85200 
10 26.40000 25,81293 ,58707 .31378 
11 8040000 7,49703 ,90297 ,48263 
12 28,80000 28,87424 •,07424 -.03968 
13 11.80000 10,86446 ,935S4 ,50004 
14 28,40000 28,87424 •,47424 -,25347 
15 11,50000 10,86446 .63554 .33969 
16 26,50000 25,81293 ,68707 ,36723 
17 5,80000 7.49703 •l,69703 .. ,90704 
18 1.30000 ~.08450 ... 78450 -.41931 
19 21,40000 19,79306 1060694 085889 
20 ,40000 .33338 ,06662 003561 
21 22.90000 23.87902 .. ,97902 -.52327 
22 26.40000 28.87424 -2,47424 •le32245 
23 11,40000 10.86446 ,53554 .28624 
24 J.70000 3,41107 ,28893 .15443 
SUM OF RESIDUALS -.00000 
ENO OF REGRESSION ANALYSIS 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
• • 




• APPLIED REGRESSION ANALYSIS (DRAPER~ SMITH> BLZ. 228, 339 • 
• • 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
MODEL! LN(MEAN SURFACE VOLUME) = 
LNALFA +BETA• LNIFEED RATEi +GAMMA• LN(WHEEL VELOCITY) 
+DELTA• LN(FEEO VISCOSITY) 
INPUT! 35 • [RUN NO• FcED RATE, WHEEL VELOCITY, FEED VISCOSITY, 




•••••••••••••••• 3 •• 
TRANSFORMED VARIABLE 






















































PARAMETER ESTIMATE STANDARD DEVIATION 
LNALFA 8.5495323331 .2660238985 
BETA .1684244052 .0118081196 
GAMMA -.5371370141 .0300960773 
DELTA -.01'+4134670 .0098170458 
ANALYSIS OF VARIANCE TABLE 
=••···••==••=•=•==•••=•=•• 





















OBS.NO. OBSERVATION PREDICTION RESIDUAL RESIDUAL 
l 3.23475 J.29308 -.05833 •lel5155 
2 3.45316 J.49988 -.04672 -.92237 
3 3.24649 3.26683 -.02034 -.40160 
4 2.8S647 2.84558 .01089 .21498 
5 3.64284 J.67112 -.02828 -.55834 
6 2.90142 c.a2141 .08001 1.57965 
7 3.27714 3.18526 .09188 1.81394 
8 2.96011 J.01323 -.05313 •l.04887 
9 3.10459 3.09586 ,00872 .11221 
10 3.27336 J.31919 -.04583 -.90470 
11 3,25037 3.24411 .00626 .12360 
12 3,47197 J.53712 -.06515 •l,28624 
13 3.22287 J.246l't -.02327 .. ,45943 
14 3.68135 3,64277 .03858 ,76164 
15 3.57235 J.57750 -.00515 -.10175 
16 3.15700 3.13662 .02038 .40228 
17 3.09558 3.08993 .00564 • 11143 
18 3.27714 3.29042 -,01327 -.26199 
19 3,68135 J.55160 .12975 2.56167 
20 3.44999 J.42421 .02578 .50893 
21 J.29213 J.30783 ... 01570 -.30997 
22 2.89591 i!.93862 ... 04270 -.84310 
23 3.34639 3,28172 ,06467 1,27680 
24 3,30689 J.31961 •,01272 •,25113 
25 3.25037 J.26752 •,01715 -.33855 
26 3,13983 3,08936 .05048 .99651 
27 3,15274 J, 12716 ,02557 .50488 
28 2.89591 c.91163 •,02172 -.42885 
29 3043076 3,41028 ,02047 ,40419 
30 3.24649 3.26119 •,01470 -.29023 
31 3,36730 J.39228 •,02498 -.49322 
32 3.09104 3,11036 ~,01931 -.38129 
33 2,93386 3.05143 -. 11757 •2,32119 
34 2.88480 i!.86210 .02210 ,44809 
35 3.34639 3,30214 ,04425 ,87358 
SUM OF RESIDUALS .00000 




* VOORBEELD 4 KOMT UTT! • 
• • 
* STATISTICAL ANALYSIS (AFIFI ~ AZEN> BLZ, 88, 93, f.V, * 
• * 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
MOOELI Y = ALFA0 + ALFAl * X 

















































SOURCE UF SUM OF SQUARES MEAN SQUARE 
37 
































* MARTEN VAN GELOEREN • 
• • 




Voor de formele definitie van het systeem wordt een notatie gebruikt die 
bekend staa.t als de Backus Normal Form (kortweg: BNF)., speciaal geintroduceerd 
voor de bescbrijving van ALGOL. De notatie lijkt veel op de technieken voor het 
beschrijven van formele talen, die door logici en linguisten gebruikt word.en. 
Volgens Peter Zilaby Ingerman werd een analoge techniek al ongeveer 4oo tot 200 
voor Christus door Pa.nini gebruikt om grammatikale konstrukties in Sanskriet te 
bescbrijven. 
De BNF kan beschouwd worden als een metataal voor de formele beschrijving 
van het systeem. Hiertoe worden een a.antal metasymbolen ingevoerd., n.l. 
. . -
.. - , , < ., > • Er worden hier slechts vier symbolen gegeven, 
de ",'' en ". 11 behoren tot de metata.aJ. Nederlands, waa.rin we BNF beschrijven. 
we schriJven: 
<identifier>::= <letter> I <identifier> <letter> I <identifier> <digit>. 
De metasymbolen < en > word.en gebruikt als scheiders om de naam van een te 
definieren klasse, de : := kan gelezen worden als "wordt gedefinieerd als11 of 
als 11bevat11 , terwijl de gelezen wordt als "of". Een <identifier> wordt zo 
dus gedefinieerd als een <letter> of als een <identifier> gevolgd door een 
<letter> of als een <identifier> gevolgd door een <digit>. 
In huis tu.in en keuken taa.l is een identifier tenminste een letter., 
gevolgd door nul of meer letters en/of cijfers. 
Deze (recursieve) manier van definieren lijkt in het begin een beetje 
vreemd, aangezien een klasse gedefinieerd wordt in termen van zichzelf. Dit 
heett slechts betekenis o:mdat steeds tenminste een alternatief in de definitie 
,, 





1 - 1 
1 - 2 
1 - 3 
1 - 4 
1 - 5 
1 - 6 
1 - 7 
1 - 8 
1 - 9 
<letter>::= albjcjdjelfjgjhlilJjkjljmjnjojpjqjrjsjtjujvlwlxlyjz 
<digit>::• O I 1 I 2 I 3 I 4 I 5 I 6 I 7 I 8 I 9 
<adding operator>::• + -
<mul.tipqing operator>::= X I / I // 
<model symbol>::• "model" 
<:input symbol>::• "input" 
<data symbol>:!== HcJata" 
<run symbol>::= "run" 
<exit symbol>::= "exit" 
<number>: : .,. <unsigned number> I ~ operator> <unsigned number> 
<unsigned number>: : = <decimal. number> I <exponent pa.rt> l 
<decimal. number> <exponent pa.rt> 
<decimal number>::• <unsigned integer> I <decimal traction> 
<unsigned integer> <decimal traction> 
<exponent pa.rt>: : • ## <:integer> 
<decimal traction>: : • • <unsigned integer> 
<:integer>: : • <unsigned integer> I <adding operator> <unsigned integer> 
<unsigned integer>: : • <digit> I <unsigned integer> <digit> 
<:identifier>::• <letter> I <:identifier> <letter> I <:identifier> <digit> 
<data.>: : = <data symbol> <data list> 
<data list>::• <number> I <data. list> <number> 
<:input>::= <:input symbol> <:input statement> 
<:input statement>: : • <part> I <:input statement> , ~ 
<part>: : = <control> I <description> I <control> x <description> 
<control>::= <number> I <:identifier> 
<description>: : • ( <:input statement>) I [ <variable list>] 
<variable list>: : = <variable> I <variable list> , <variable> 
<variable>: : • <:identifier> 
<model>: : == <model symbol> <3:llodel statement> 
<model statement>::• <left hand part> == <right hand part> 
<left hand pa.rt>::= <simple arithex.p> 
<right hand pa.rt>: : = <term> I + <term> I <right hand part> + <term> 
<simple ar1 thexp>: : = <term> <adding operator> <term> I 
<simple arithexp> <adding operator> <term> 
<term>: : • <factor> I <term> <mul.tip¥ng operator> <factor> 
<factor>: : • <pri.ma.ey> I <factor> xx <pri.ma.ey> 
<primary>::• <unsigned number> l <:identifier> I 
<function designator> I (<simple aritbexp>) 
<function designator>: : = <:identifier> I <:identifier> ( <parameter list>) 
<parameter list>::• <simple arithex.p> 
<parameter list> , <simple aritbexp> 
<users program>: : • <Job> <ex1 t symbol> I <Job> <users program,> 
<Job>: : • <statement> <run symbol> I <statement> <Job> 
<statement>: : • <model> I <:input> I <as.ta> 
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Appendix 2 Beschrijving van enige procedures 
In dit gedeelte wordt een meer tecbnische beschrijving gegeven van een aan-
tal procedures uit het progra.mma.. Elke naam die verwijst naa.r een identifier uit 
een procedure of uit het progra.mma. wordt tussen apostrofes gezet. 
2 - 1 Het inleesgedeelte werkt met behulp van de procedures: 'readsymbol', 
•readnu.mber', •readl' en 'readlist'. 
'readsymbol' leest een symbool en bergt de waarde van de interne represen-
tatie op in 'la.stsymbol'. Text tussen quotes wordt, als die niet begint met: mo, 
in, aa, ru of ex genegeerd, anders wordt dat stuk opgevat als systemsymbol. 
De koderingen voor de systemsymbols is als volgt: 
100 x interne representatie eerste karakter + interne representatie tweede karakter. 
'readnumber' leest met behulp van 'readsymbol' en 'readl' een <number> zoals 
dat gedefinieerd wordt in appendix 1 - 4 (met MC restricties genoemd in hoofdstuk 
2 - 3) en kent de waarde van de getalscheider toe aan 'la.stsymbol'. Als 'readnumber' 
een systemsymbol als getalscheider vindt, wordt de waarde van de datawijzer afgeleverd. 
Dit dient voor een later uit te voeren kontrole in 'check input'. 
•readlist' leest een statement (model, input of data) in een buffer en zet die 
uitgaande van •start' op de trommel. In 'size' komt de totale grootte van het statement 
terecht (het aantal symbolen of getallen). 
De informatieve procedures 'digitlastsymbol', 'letterlastsymbol' en 
1nu.mberlastsymbol 1 komen met true of false terug op vragen of 1 1.astsymbol' al dan 
-
niet een c:i.jfer of een letter is, of tot een getal behoort. 
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2-2 Het trommelgedeelte werkt met trajecten (pagina's) ter lengte van 'pagelength' 
op een magnetische trommel. Programma buffers zoals bijvoorbeeld 'symbollist' of een 
kolom van 'left data' of 'right data' passen precies in een pagina. In een paginatabel 
bestaat een zogeheten vrije keten met behulp waarvan we de eerst volgende vrije pagina 
op de trolill!lel te pakk.en kunnen krijgen. Daarnaast bestaat zonodig voor iedere pro-
gramma buffer een keten, die gemaakt wordt door bij het wegschrijven van een buffer-
beeld naa.r een pagina op de troromel, in de paginatabel een verwijzing naa.r die pagina 
achter de reeds bestaande keten voor die buffer te hangen. Bij het teruglezen van 
trommelbeelden naar de programmabuffers kunnen de pagina's al of niet (afhankelijk 
van 'return') teruggegeven worden aan de vrije keten. 
2 - 3 De functie procedure 'nextlistsymbol' levert aan de procedure naam het eerst 
volgende symbool van het model of input statement af, terwijl 'nextnumber' het eerst 
volgende getal uit de data list aflevert. 
'nextsymbol' is de procedure met behulp waa.rvan de vertaler de te verwerken 
text leest. Hierbij wordt van twee opeenvolgende maal-tekens een tot-de-macht-teken 
en van twee opeenvolgende deel-tekens een helings-teken gemaakt, bovendien worden 
eventuele spaties geskipt. 
•unsigned number' leest een getal, zoekt het op in de konstantenlijst en kent 
aan zichzelf een adres toe in die lijst waar de waa.rde van het getal gevonden kan 
worden. 
'identifier• leest een naam, (pakt vier karakters in een ma.chinewoord) zoekt 
hem op in de naamlijst en komt terug met een adres dat in de naaroJijst een verwijzing 
naar de eerste vier karakters van de naam oplevert en in de stapel de waa.rde van de naam. 
De door de vertaler gegenereerde macro opdrachten komen via 'store' in een 
opdrachtenlijst terecht. 
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2 - 4 Bij het ontwerpen van de vertaler is er van uitgegaan dater een (geprogra.mmeerd 
pseudo) register 'F' en een stuk adresseerbaar geheugen genaamd 'stack' aanwezig is. 
'F' is het register voor floating point arithmetiek, maar kan ook gehele getallen behan-
delen. De kop van de stapel werkt volgens het "last in first out" principe. 
In het model of input statement voorkomende namen krijgen via 'identifier' een 
adres in de stapel toegewezen, waar tijdens vertaling het type van de naam wordt bijge-
houden en tijdens executie de waarde. De kop van de stapel wordt gebruikt voor het ont-
houden van tussenresultaten bij het evalueren van expressies en voor het onthouden van 
repetitiefactoren. Alle binaire arithmetische operaties vinden plaats met de kop van de 
stapel als eerste operand en 'F' als tweede, het resultaat wordt afgeleverd in 'F' en 
als neveneffect wordt de stapelwijzer met 1 verlaagd. 
Het f'undamentele idee achter de vertaalprocedures is dat het eerste symbool van 
de door een procedure te vertalen syntactische eenheid al gelezen is (waarbij zijn waarde 
aan 'lastsymbol' is toegekend), terwijl de procedure zijn taak als geeindigd beschouwt 
bij het lezen van het eerste symbool dat syntactisch niet meer tot die eenheid kan be-
horen. Ondertussen is de vertaling voor die eenheid geproduceerd. 
Een uitvoerige beschrijving van het procedure stelsel 'simple arithexp' is te 
vinden in [ 6] en [ 7 ], hier wordt volstaan met op te merken dat iedere 'simple aritheXJ: 
getransformeerd wordt in een macro programma dat korrespondeert met de zogeheten reversed 
polish form, bijvoorbeeld: (a+ b) x (c - d) ,4, e wordt: (ab+) (c d -) e 4x • 
De vertaler voor het input statement moet de opdrachten genereren die de koppe-
ling tussen de getallen uit de data en de namen uit het model en de input tot stand 
brengen. Di t gebeurt voornamelijk in de procedure •variable'. Tijdens vertaling van het 
model statement hebben de namen rechts van het gelijk teken type 1 gekregen, de namen 
links ervan type 2. Komen deze namen in een variable list voor, dan word.en de types ver-
anderd in respectievelijk 3 en 5. Variabelen in de variable list die niet in het model 
voorkomen krl.jgen type 4; namen in het input statement die niet in een variable list 
voorkomen krijgen type 6. (dit laatste gebeurt overigens in de procedure 'inputname'). 
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Ondertussen worden de leesopdrachten gegenereerd, die het volgende getal uit 
de data in de gewenste kolom zetten of weglezen. Voor variable listen, die geheel uit 
va.riabelen bestaan die niet in het model voorkomen worden opdrachten gegenereerd die 
de korresponderende getallen in een keer weglezen. 
2 - 5 In 'check model' wordt gekontroleerd of het model statement na de koppeling 
aan de data door middel van het input statement nog wel aa.n enige elementaire eisen 
voldoet, zoals de eis dat iedere term het product moet zijn van een parameter en een 
factor, of de eis dat in die factor geen namen mogen voorkomen die niet in het input 
statement voorkomen (men zou dan n.l. regressie willen plegen met een te verklaren 
variabele zonder daarvoor waa.rden te hebben). 
In 'check input' wordt met behulp van de datawijzer gekontroleerd of alle in 
de data list aa.ngeboden getallen wel beha.ndeld zijn. Bovendien wordt gekontroleerd of 
voor iedere variabele in het model wel even veel getallen gegeven zijn. 
2 - 6 Het executiegedeelte van het programrna wordt geactiveerd door de procedure 
•execute' die onder meer de basis cyclus van een rekenautomaat simuleert: 
basis cyclus: baal een opdracht 
verhoog de opdrachtteller met 
splits het adres- en opdrachtgedeelte af 
voer de opdracht uit 
ga naar: basis cyclus 
Deze cyclus eindigt als de opdrachtteller het (vertaalde) programma dreigt te ver-
laten. De opdrachten zelf staan gekodeerd via de switch listen 'macro' en 'macro2'. 
Bij een foutmelding verricht 'endrun' enige eindriten in verband met de trommel-
administratie. 
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