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Abstract
In this paper, we introduce a method to automatically
reconstruct the 3D motion of a person interacting with an
object from a single RGB video. Our method estimates the
3D poses of the person and the object, contact positions,
and forces and torques actuated by the human limbs. The
main contributions of this work are three-fold. First, we in-
troduce an approach to jointly estimate the motion and the
actuation forces of the person on the manipulated object by
modeling contacts and the dynamics of their interactions.
This is cast as a large-scale trajectory optimization prob-
lem. Second, we develop a method to automatically recog-
nize from the input video the position and timing of contacts
between the person and the object or the ground, thereby
significantly simplifying the complexity of the optimization.
Third, we validate our approach on a recent MoCap dataset
with ground truth contact forces and demonstrate its perfor-
mance on a new dataset of Internet videos showing people
manipulating a variety of tools in unconstrained environ-
ments.
1. Introduction
People can easily learn how to break concrete with a
sledgehammer or cut hay using a scythe by observing other
people performing such tasks in instructional videos, for ex-
ample. They can also easily perform the same task in a dif-
ferent context. This involves advanced visual intelligence
capabilities such as recognizing and interpreting complex
person-object interactions that achieve a specific goal. Un-
derstanding such complex interactions is a key to building
autonomous machines that learn how to interact with the
physical world by observing people.
*Please see our project webpage [2] for trained models, data and code.
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Figure 1. Our method automatically reconstructs in 3D the object
manipulation action captured by a single RGB video. Top: Frames
from the input video. Bottom: the output human and object 3D
motion including the recovered contact forces (yellow arrows) and
moments (white arrows).
This work makes a step in this direction and describes a
method to estimate the 3D motion and actuation forces of a
person manipulating an object given a single unconstrained
video as input, as shown in Figure 1. This is an extremely
challenging task. First, there are inherent ambiguities in the
2D-to-3D mapping from a single view: multiple 3D human
poses correspond to the same 2D input. Second, human-
object interactions often involve contacts, resulting in dis-
continuities in the motion of the object and the human body
part in contact. For example, one must place a hand on the
hammer handle before picking the hammer up. The contact
motion strongly depends on the physical quantities such as
the mass of the object and the contact forces exerted by the
hand, which renders modeling of contacts a very difficult
task. Finally, the tools we consider in this work, such as
hammer, scythe, or spade, are particularly difficult to recog-
nize due to their thin structure, lack of texture, and frequent
occlusions by hands and other human parts.
To address these challenges, we propose a method to
jointly estimate the 3D trajectory of both the person and
the object by visually recognizing contacts in the video
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and modeling the dynamics of the interactions. We focus
on rigid stick-like hand tools (e.g. hammer, barbell, spade,
scythe) with no articulation and approximate them as 3D
line segments. Our key idea is that, when a human joint
is in contact with an object, the object can be integrated as
a constraint on the movement of the human limb. For ex-
ample, the hammer in Figure 1 provides a constraint on the
relative depth between the person’s two hands. Conversely,
3D positions of the hands in contact with the hammer pro-
vide a constraint on the hammer’s depth and 3D rotation.
To deal with contact forces, we integrate physics in the es-
timation by modeling dynamics of the person and the ob-
ject. Inspired by recent progress in humanoid locomotion
research [16], we formulate person-object trajectory estima-
tion as an optimal control problem given the contact state of
each human joint. We show that contact states can be au-
tomatically recognized from the input video using a deep
neural network.
2. Related work
Here we review the key areas of related work in both
computer vision and robotics literature.
Single-view 3D pose estimation aims to recover the 3D
joint configuration of the person from the input image. Re-
cent human 3D pose estimators either attempt to build a
direct mapping from image pixels to the 3D joints of the
human body or break down the task into two stages: es-
timating pixel coordinates of the joints in the input image
and then lifting the 2D skeleton to 3D. Existing direct ap-
proaches either rely on generative models to search the state
space for a plausible 3D skeleton that aligns with the im-
age evidence [58, 26, 25] or, more recently, extract deep
features from images and learn a discriminative regressor
from the 2D image to the 3D pose [37, 48, 52, 61]. Build-
ing on the recent progress in 2D human pose estimation
[50, 49, 34, 14], two-stage methods have been shown to be
very effective [5, 70, 9, 19] and achieve state-of-the-art re-
sults [46] on 3D human pose benchmarks [35]. To deal with
depth ambiguities, these estimators rely on good pose pri-
ors, which are either hand-crafted or learnt from large-scale
MoCap data [70, 9, 37]. However, unlike our work, these
methods do not consider explicit models for 3D person-
object interactions with contacts.
Understanding human-object interactions involves both
recognition of actions and modeling of interactions. In
action recognition, most existing approaches that model
human-object interactions do not consider 3D, instead
model interactions and contacts in the 2D image space [29,
20, 69, 54]. Recent works in scene understanding [36, 24]
consider interactions in 3D but have focused on static
scene elements rather than manipulated objects as we do
in this work. Tracking 3D poses of people interacting with
the environment has been demonstrated for bipedal walk-
ing [12, 13] or in sports scenarios [65]. However, these
works do not consider interactions with objects. Further-
more, [65] requires manual annotation of the input video.
There is also related work on modeling person-object
interactions in robotics [59] and computer animation [10].
Similarly to people, humanoid robots interact with the envi-
ronment by creating and breaking contacts [32], for exam-
ple, during walking. Typically, generating artificial motion
is formulated as an optimal control problem, transcribed
into a high-dimensional numerical optimization problem,
seeking to minimize an objective function under contact
and feasibility constraints [21, 57]. A known difficulty is
handling the non-smoothness of the resulting optimization
problem introduced by the creation and breaking of con-
tacts [66]. Due to this difficulty, the sequence of contacts is
often computed separately and not treated as a decision vari-
able in the optimizer [38, 63]. Recent work has shown that
it may be possible to decide both the continuous movement
and the contact sequence together, either by implicitly for-
mulating the contact constraints [53] or by using invariances
to smooth the resulting optimization problem [47, 67].
In this paper, we take advantage of rigid-body models in-
troduced in robotics and formulate the problem of estimat-
ing 3D person-object interactions from monocular video as
an optimal control problem under contact constraints. We
overcome the difficulty of contact irregularity by first iden-
tifying the contact states from the visual input, and then
localizing the contact points in 3D via our trajectory esti-
mator. This allows us to treat multi-contact sequences (like
walking) without manually annotating the contact phases.
Object 3D pose estimation methods often require depth or
RGB-D data as input [60, 22, 33], which is restrictive since
depth information is not always available (e.g. for outdoor
scenes or specular objects), as is the case of our instructional
videos. Recent work has also attempted to recover object
pose from RGB input only [11, 55, 68, 39, 51, 28, 56].
However, we found that the performance of these methods
is limited for the stick-like objects we consider in this work.
Instead, we recover the 3D pose of the object via localizing
and segmenting the object in 2D, and then jointly recover-
ing the 3D trajectory of both the human limbs and the ob-
ject. As a result, both the object and the human pose help
each other to improve their joint 3D trajectory by leveraging
the contact constraints.
Instructional videos. Our work is also related to recent ef-
forts in learning form Internet instructional videos [45, 6, 6]
that aim to segment input videos into clips containing con-
sistent actions. In contrast, we focus on extracting a de-
tailed representation of the object manipulation in the form
of a 3D person-object trajectory with contacts and underly-
ing manipulation forces.
Input video Human 2D pose 
with contact states
Object 2D endpointsHuman 2D pose Reconstructed 
motion and forces
Recognition stage Estimation stage
Figure 2. Overview of the proposed method. In the recognition stage, the system estimates from the input video the person’s 2D joints, the
hammer’s 2D endpoints and the contact states of the individual joints. The human joints and the object endpoints are visualized as colored
dots in the image. Human joints recognized as in contact are shown in green, joints not in contact in red. In the estimation stage, these
image measurements are fused in a trajectory estimator to recover the human and object 3D motion together with the contact positions and
forces.
3. Approach overview
We are given a video clip of a person manipulating an
object or in another way interacting with the scene. Our ap-
proach, illustrated in Figure 2, receives as input a sequence
of frames and automatically outputs the 3D trajectories of
the human body, the manipulated object, and the ground
plane. At the same time, it localizes the contact points and
recovers the contact forces that actuate the motion of the
person and the object. Our approach proceeds along two
stages. In the first, recognition stage, we extract 2D mea-
surements from the input video. These consist of 2D loca-
tions of human joints, 2D locations of a small number of
predefined object endpoints, and contact states of selected
joints over the course of the video. In the second, estimation
stage, these image measurements are then fused in order to
estimate the 3D motion, 3D contacts, and the controlling
forces of both the person and the object. The person and
object trajectories, contact positions, and contact forces are
constrained jointly by our carefully designed contact mo-
tion model, force model, and dynamics equations. Finally,
the reconstructed object manipulation sequence can be ap-
plied to control a humanoid robot via behavior cloning.
In the following, we start in Section 4 by describing the
estimation stage giving details of the formulation as an op-
timal control problem. Then, in Section 5 we give details of
the recognition stage including 2D human pose estimation,
contact recognition, and object 2D endpoint estimation. Fi-
nally, we describe results in Section 6.
4. Estimating person-object trajectory under
contact and dynamics constraints
We assume that we are provided with a video clip of du-
ration T depicting a human subject manipulating an object.
We encode the 3D poses of the human and the object, in-
cluding joint translations and rotations, in the configuration
vectors qh and qo, for the human and the object respectively.
We define a constant set ofK contact points between the hu-
man body and the object (or the ground plane). Each contact
point corresponds to a human joint, and is activated when-
ever that human joint is recognized as in contact. At each
contact point, we define a contact force fk, whose value is
non-zero whenever the contact point k is active. The state
of the complete dynamical system is then obtained by con-
catenating the human and the object joint configurations q
and velocities q˙ as x :=
(
qh, qo, q˙h, q˙o
)
. Let τhm be the joint
torque vector describing the actuation by human muscles.
This is a nq − 6 dimensional vector where nq is the dimen-
sion of the human body configuration vector. We define
the control variable u as the combination of the joint torque
vector together with contact forces at the K contact joints,
u :=
(
τhm, fk, k = 1, ...,K
)
. To deal with sliding contacts,
we further define a contact state c that consists of the rel-
ative positions of all the contact points with respect to the
object (or ground) in the 3D space.
Our goal is two-fold. We wish to (i) estimate smooth
and consistent human-object and contact trajectories x and
c, while (ii) recovering the control u which gives rise to the
observed motion1. This is achieved by jointly optimizing
the 3D trajectory x, contacts c, and control u given the mea-
surements (2D positions of human joints and object end-
points together with contact states of human joints) obtained
from the input video. The intuition is that the human and
the object’s 3D poses should match their respective projec-
tions in the image while their 3D motion is linked together
by the recognized contact points and the corresponding con-
tact forces. In detail, we formulate person-object interaction
estimation as an optimal control problem with contact and
1In this paper, trajectories are denoted as underlined variables, e.g.
x, u or c.
dynamics constraints:
minimize
x,u,c
∑
e∈{h,o}
∫ T
0
le (x, u, c) dt, (1)
subject to κ(x, c) = 0 (contact motion model), (2)
x˙ = f (x, c, u) (full-body dynamics), (3)
u ∈ U (force model), (4)
where e denotes either ‘h’ (human) or ‘o’ (object), and the
constraints (2)-(4) must hold for all t ∈ [0, T ]. The loss
function le is a weighted sum of multiple costs capturing
(i) the data term measuring the discrepancy between the ob-
served and re-projected 2D joint and object endpoint po-
sitions, (ii) the prior on the estimated 3D poses, (iii) the
physical plausibility of the motion and (iv) the smoothness
of the trajectory. Next, we in turn describe these cost terms
as well as the insights leading to their design choices. For
simplicity, we ignore the superscript e when introducing a
cost term that exists for both the human lh and the object lo
component of the loss. We describe the individual terms us-
ing continuous time notation as used in the overall problem
formulation (1). A discrete version of the problem as well
as the optimization and implementation details are relegated
to Section 4.5.
4.1. Data term: 2D re-projection error
We wish to minimize the re-projection error of the es-
timated 3D human joints and 3D object endpoints with re-
spect to the 2D measurements obtained in each video frame.
In detail, let j = 1, ..., N be human joints or object end-
points and p2Dj their 2D position observed in the image. We
aim to minimize the following data term
ldata =
∑
j
ρ
(
p2Dj − Pcam(pj(q))
)
, (5)
where Pcam is the camera projection matrix and pj the 3D
position of joint or object endpoint j induced by the person-
object configuration vector q. To deal with outliers, we use
the robust Huber loss, denoted by ρ.
4.2. Prior on 3D human poses
A single 2D skeleton can be a projection of multiple 3D
poses, many of which are unnatural or impossible exceeding
the human joint limits. To resolve this, we incorporate into
the human loss function lh a pose prior similar to [9]. The
pose prior is obtained by fitting the SMPL human model
[42] to the CMU MoCap data [1] using MoSh [43] and
fitting a Gaussian Mixture Model (GMM) to the resulting
SMPL 3D poses. We map our human configuration vec-
tor qh to a SMPL pose vector θ and compute the likelihood
under the pre-trained GMM
lhpose = − log
(
p(qh; GMM)
)
. (6)
During optimization, lhpose is minimized in order to fa-
vor more plausible human poses against rare or impossible
ones.
4.3. Physical plausibility of the motion
Human-object interactions involve contacts coupled with
interaction forces, which are not included in the data-driven
cost terms (5) and (6). Modeling contacts and physics is
thus important to reconstruct object manipulation actions
from the input video. Next, we outline models for describ-
ing the motion of the contacts and the forces at the con-
tact points. Finally, the contact motions and forces, together
with the system state x, are linked by the laws of mechan-
ics via the dynamics equations, which constrain the esti-
mated person-object interaction. This full body dynamics
constraint is detailed at the end of this subsection.
Contact motions. In the recognition stage, our contact
recognizer predicts, given a human joint (for example, left
hand, denoted by j), a sequence of contact states δj : t −→
{1, 0}. Similarly to [16], we call a contact phase any time
segment in which j is in contact, i.e., δj = 1. Our key idea
is that the 3D distance between human joint j and the active
contact point on the object (denoted by k) should remain
zero during a contact phase:∥∥phj (qh)− pck(x, c)∥∥ = 0 (point contact), (7)
where phj and p
c
k are the 3D positions of joint j and ob-
ject contact point k, respectively. Note that position of the
object contact point pck(x, c) depends on the state vector x
describing the human-object configuration and the relative
position c of the contact along the object. The position of
contact pck is subject to a feasible range denoted by C. For
stick-like objects such as hammer, C is approximately the
3D line segment representing the handle. For the ground,
the feasible range C is a 3D plane. In practice, we imple-
ment pck ∈ C by putting a constraint on the trajectory of
relative contact positions c.
Equation (7) applies to most common cases where the
contact area can be modeled as a point. Examples in-
clude the hand-handle contact and the knee-ground contact.
To model the planar contact between the human sole and
ground, we approximate each sole surface as a planar poly-
gon with four vertices, and apply the point contact model at
each vertex. In our human model, each sole is attached to
its parent ankle joint, and therefore the four vertex contact
points of the sole are active when δankle = 1.
The resulting overall contact motion function κ in prob-
lem (1) is obtained by unifying the point and the planar con-
tact models:
κ(x, c) =
∑
j
∑
k∈φ(j)
δj
∥∥∥T (kj) (phj (qh))− pck(x, c)∥∥∥ , (8)
where the external sum is over all human joints. The in-
ternal sum is over the set of active object contact points
mapped to their corresponding human joint j by mapping
φ(j). The mapping T (kj) translates the position of an ankle
joint j to its corresponding k-th sole vertex; it is an identity
mapping for non-ankle joints.
Contact forces. During a contact phase of the human
joint j, the environment exerts a contact force fk on each
of the active contact points in φ(j). fk is always expressed
in contact point k’s local coordinate frame. We distinguish
two types of contact forces: (i) 6D spatial forces exerted by
objects and (ii) 3D linear forces due to ground friction. In
the case of object contact, fk is an unconstrained 6D spatial
force with 3D linear force and 3D moment. In the case of
ground friction, fk is constrained to lie inside a 3D friction
cone K3 (also known as the quadratic Lorentz “ice-cream”
cone [16]) characterized by a positive friction coefficient µ.
In practice, we approximate K3 by a 3D pyramid spanned
by a basis of N = 4 generators, which allows us to rep-
resent fk as the convex combination fk =
∑N
n=1 λkng
(3)
n ,
where λkn ≥ 0 and g(3)n with n = 1, 2, 3, 4 are the 3D
generators of the contact force. We sum the contact forces
induced by the four sole-ground contact points and express
a unified contact force in the ankle’s frame:
fj =
4∑
k=1
(
fk
pk × fk
)
=
4∑
k=1
N∑
n=1
λjkng
(6)
kn , (9)
where pk is the position of contact point k expressed in joint
j’s (left/right ankle) frame, × is the cross product operator,
λjkn ≥ 0, and g(6)kn are the 6D generators of fj . Please see
Appendix B for additional details including the expressions
of g(3)n and g
(6)
kn .
Full body dynamics. The full-body movement of the per-
son and the manipulated object is described by the Lagrange
dynamics equation:
M(q)q¨ + b(q, q˙) = g(q) + τ, (10)
where M is the generalized mass matrix, b covers the cen-
trifugal and Coriolis effects, g is the generalized gravity
vector and τ represents the joint torque contributions. q˙
and q¨ are the joint velocities and joint accelerations, respec-
tively. Note that (10) is a unified equation which applies
to both human and object dynamics, hence we drop the su-
perscript e here. Only the expression of the joint torque τ
differs between the human and the object and we give the
two expressions next.
For human, it is the sum of two contributions: the first
one corresponds to the internal joint torques (exerted by the
muscles for instance) and the second one comes from the
contact forces:
τh =
(
06
τhm
)
+
K∑
k=1
(
Jhk
)T
fk, (11)
where τhm is the human joint torque exerted by muscles, fk
is the contact force at contact point k and Jhk is the Jacobian
mapping human joint velocities q˙h to the Cartesian velocity
of contact point k expressed in k’s local frame. Let nhq de-
note the dimension of qh, q˙h and q¨h, then τhm and J
h
k are of
dimension nhq − 6 and 3 × nhq , respectively. We model the
human body and the object as free-floating base systems. In
the case of human body, the six first entries in the configura-
tion vector q correspond to the 6D pose of the free-floating
base (translation + orientation), which is not actuated by any
internal actuators such as human muscles. This constraint
is taken into consideration by adding the zeros in Eq. (11).
In the case of the manipulated object, there is no actu-
ation other than the contact forces exerted by the human.
Therefore, the object torque is expressed as
τo = −
∑
object contact k
(Jok )
T
fk, (12)
where the sum is over the object contact points, fk is the
contact force, and Jok denotes the object Jacobian, which
maps from the object joint velocities q˙o to the Cartesian ve-
locity of the object contact point k expressed in k’s local
frame. Jok is a 3 × noq matrix where noq is the dimension of
object configuration vectors qo, q˙o and q¨o.
We concatenate the dynamics equations of both human
and object to form the overall dynamics in Eq. (3) in prob-
lem (1), and include a muscle torque term lhtorque = ‖τhm‖2
in the overall cost. Minimizing the muscle torque acts as
a regularization over the energy consumption of the human
body.
4.4. Enforcing the trajectory smoothness
Regularizing human and object motion. Taking advan-
tage of the temporal continuity of video, we minimize the
sum of squared 3D joint velocities and accelerations to im-
prove the smoothness of the person and object motion and
to remove incorrect 2D poses. We include the following
motion smoothing term to the human and object loss in (1):
lsmooth =
∑
j
(
‖νj(q, q˙)‖2 + ‖αj(q, q˙, q¨)‖2
)
, (13)
where νj and αj are the spatial velocity and the spatial
acceleration2 of joint j, respectively. In the case of ob-
2Spatial velocities (accelerations) are minimal and unified representa-
tions of linear and angular velocities (accelerations) of a rigid body [23].
They are of dimension 6.
ject, j represents an endpoint on the object. By minimiz-
ing lsmooth, both the linear and angular movements of each
joint/endpoint are smoothed simultaneously.
Regularizing contact motion and forces. In addition to
regularizing the motion of the joints, we also regularize the
contact states and control by minimizing the velocity of
the contact points and the temporal variation of the con-
tact force. This is implemented by including the following
contact smoothing term in the cost function in problem (1):
lcsmooth =
∑
j
∑
k∈φ(j)
δj
(
ωk‖c˙k‖2 + γk‖f˙k‖2
)
dt, (14)
where c˙k and f˙k represent respectively the temporal vari-
ation of the position and the contact force at contact point
k. ωk and γk are scalar weights of the regularization terms
c˙k and f˙k. Note that some contact points, for example the
four contact points of the human sole during the sole-ground
contact, should remain fixed with respect to the object or the
ground during the contact phase. To tackle this, we adjust
ωk to prevent contact point k form sliding while being in
contact.
4.5. Optimization
Conversion to a numerical optimization problem. We
convert the continuous problem (1) into a discrete nonlinear
optimization problem using the collocation approach [8].
All trajectories are discretized and constraints (2), (3), (4)
are only enforced on the “collocation” nodes of a time grid
matching the discrete sequence of video frames. The op-
timization variables are the sequence of human and object
poses [x0...xT ], torque and force controls [u1...uT ], con-
tact locations [c0...cT ], and the scene parameters (ground
plane and camera matrix). The resulting problem is nonlin-
ear, constrained and sparse (due to the sequential structure
of trajectory optimization). We rely on the Ceres solver [4],
which is dedicated to solving sparse estimation problems
(e.g. bundle adjustment [64]), and on the Pinocchio soft-
ware [17, 18] for the efficient computation of kinematic and
dynamic quantities and their derivatives [15]. Additional
details are given in Appendix C.
Initialization. Correctly initializing the solver is key to
escape from poor local minima. We warm-start the opti-
mization by inferring the initial configuration vector qk at
each frame using the human body estimator HMR [37] that
estimates the 3D joint angles from a single RGB image.
5. Extracting 2D measurements from video
In this section, we describe how 2D measurements are
extracted from the input video frames during the first,
recognition stage of our system. In particular, we extract
the 2D human joint positions, the 2D object endpoint posi-
tions and the contact states of human joints.
Estimating 2D positions of human joints. We use the
state-of-the-art Openpose [14] human 2D pose estimator,
which achieved excellent performance on the MPII Multi-
Person benchmark [7]. Taking a pretrained Openpose
model, we do a forward pass on the input video in a frame-
by-frame manner to obtain an estimate of the 2D trajectory
of human joints, ph,2Dj .
Recognizing contacts. We wish to recognize and local-
ize contact points between the person and the manipulated
object or the ground. This is a challenging task due to the
large appearance variation of the contact events in the video.
However, we demonstrate here that a good performance can
be achieved by training a contact recognition CNN mod-
ule from manually annotated contact data that combine both
still images and videos harvested from the Internet. In de-
tail, the contact recognizer operates on the 2D human joints
predicted by Openpose. Given 2D joints at video frame i,
we crop fixed-size image patches around a set of joints of
interest, which may be in contact with an object or ground.
Based on the type of human joint, we feed each image patch
to the corresponding CNN to predict whether the joint ap-
pearing in the patch is in contact or not. The output of the
contact recognizer is a sequence δji encoding the contact
states of human joint j at video frame i, i.e. δji = 1 if joint
j is in contact at frame i and zero otherwise. Note that δji
is the discretized version of the contact state trajectory δj
presented in Sec. 4.
Our contact recognition CNNs are built by replacing the
last layer of an ImageNet pre-trained Resnet model [31]
with a fully connected layer that has a binary output. We
have trained separate models for five types of joints: hands,
knees, foot soles, toes, and neck. To construct the training
data, we collect still images of people manipulating tools
using Google image search. We also collect short video
clips of people manipulating tools from Youtube in order to
also have non-contact examples. We run Openpose pose es-
timator on this data, crop patches around the 2D joints, and
annotate the resulting dataset with contact states.
Estimating 2D object pose. The objective is to estimate
the 2D position of the manipulated object in each video
frame. To achieve this, we build on instance segmentation
obtained by Mask R-CNN [30]. We train the network on
shapes of object models from different viewpoints and ap-
ply the trained network on the test videos. The output masks
and bounding boxes are used to estimate object endpoints in
each frame. The resulting 2D endpoints are used as input to
the trajectory optimizer. Details are given next.
In the case of barbell, hammer and scythe, we created a
single 3D model for each tool, roughly approximating the
shapes of the instances in the videos, and rendered it from
multiple viewpoints using a perspective camera. For spade,
we annotated 2D masks of various instances of the tool in
thirteen different still images. The shapes of the rendered
3D models or 2D masks are used to train Mask R-CNN for
instance segmentation of each tool. The training set is aug-
mented by 2D geometric transformations (translation, rota-
tion, scale) to handle the changes in shapes of tool instances
in the videos. In addition, domain randomization [41, 62]
is applied to handle the variance of instances and changes
in appearance in the videos caused by illumination: the ge-
ometrically transformed shape is filled with pixels from a
random image (foreground) and pasted on another random
image (background). We utilized random images from the
MS COCO dataset [40] for this purpose. We use a Mask
R-CNN (implementation [3]) model pre-trained on the MS
COCO dataset and re-train the head layers for each tool.
At test time, masks and bounding boxes obtained by the
re-trained Mask R-CNN are used to estimate the coordi-
nates of tool endpoints. Proximity to coordinates of esti-
mated wrist joints is used to select the mask and bound-
ing box in case multiple candidates are available in the
frame. To estimate the main axis of the object, a line is
fitted through the output binary mask. The endpoints are
calculated as the intersection of the fitted line and bound-
aries of the bounding box. Using the combination of the
output mask and the bounding box compensates for errors
in the segmentation mask caused by occlusions. The rela-
tive orientation of the tool (i.e. the head vs. the handle of
the tool) is determined by spatial location of endpoints in
the video frames as well as by their proximity to the esti-
mated wrist joints.
6. Experiments
In this section we present quantitative and qualitative
evaluation of the reconstructed 3D person-object interac-
tions. Since we recover not only human poses but also ob-
ject poses and contact forces, evaluating our results is dif-
ficult due to the lack of ground truth forces and 3D object
poses in standard 3D pose benchmarks such as [35]. Conse-
quently, we evaluate our motion and force estimation quan-
titatively on a recent Biomechanics video/MoCap dataset
capturing challenging dynamic parkour motions [44]. In
addition, we report joint errors and show qualitative results
on our newly collected dataset of videos depicting handtool
manipulation actions.
6.1. Parkour dataset
This dataset contains videos capturing human subjects
performing four typical parkour actions: two-hand jump,
moving-up, pull-up and a single-hand hop. These are highly
dynamic motions with rich contact interactions with the en-
vironment. The ground truth 3D motion and contact forces
are captured with a Vicon motion capture system and sev-
eral force plates. The 3D motion and forces are recon-
structed with frame rates of 400Hz and 2200Hz, respec-
tively, whereas the RGB videos are captured in a relatively
Method Jump Move-up Pull-up Hop Avg
SMPLify [9] 121.75 147.41 120.48 169.36 139.69
HMR [37] 111.36 140.16 132.44 149.64 135.65
Ours 98.42 125.21 119.92 138.45 122.11
Table 1. Mean per joint position error (in mm) of the recovered 3D
motion for each action on the Parkour dataset.
L. Sole R. Sole L. Hand R. Hand
Force (N) 144.23 138.21 107.91 113.42
Moment (N·m) 23.71 22.32 131.13 134.21
Table 2. Estimation errors of the contact forces exerted on soles
and hands on the Parkour dataset.
lower rate of 25Hz, making this dataset a challenge for com-
puter vision algorithms due to motion blur.
Evaluation set-up. We evaluate both the estimated hu-
man 3D motion and the contact forces. For evaluating the
accuracy of the recovered 3D human poses, we follow the
common approach of computing the mean per joint posi-
tion error (MPJPE) of the estimated 3D pose with respect
to the ground truth after rigid alignment [27]. We evalu-
ate contact forces without any alignment: we express both
the estimated and the ground truth 6D forces at the position
of the contact aligned with the world coordinate frame pro-
vided in the dataset. We split the 6D forces into linear and
moment components and report the average Euclidean dis-
tance of the linear force and the moment with respect to the
ground truth.
Results. We report joint errors for different actions in Ta-
ble 1 and compare the results with the HMR 3D human pose
estimator [37], which is used to warm-start our method. To
make it a fair comparison, we use the same Openpose 2D
joints as input. In addition, we evaluate the recent SMPLify
[9] 3D pose estimation method. Our method outperforms
both baselines by more than 10mm on average on this chal-
lenging data. Finally, Table 2 summarizes the force esti-
mation results. To estimate the forces we assume a generic
human physical model of mass 74.6 kg for all the subjects.
Despite the systematic error due to the generic human mass
assumption, the results in Table 2 validate the quality of our
force estimation at the soles and the hands during walking
and jumping. We observe higher errors of the estimated mo-
ments at hands, which we believe is due to the challenging
nature of the Parkour sequences where the entire person’s
body is often supported by hands. In this case, the hand
may exert significant force and torque to support the body,
and a minor shift in the force direction may lead to signifi-
cant errors.
6.2. Handtool dataset
In addition to the Parkour data captured in a controlled
set-up, we would like to demonstrate generalization of our
approach to the “in the wild” Internet instructional videos.
For this purpose, we have collected a new dataset of ob-
Figure 3. Example qualitative results on the Handtool dataset. Each example shows the input frame (left) and two different views of the
output 3D pose of the person and the object (middle, right). The yellow and the white arrows in the output show the contact forces and
moments, respectively. Note how the proposed approach recovers from these challenging unconstrained videos the 3D configuration of the
person-object interaction together with the contact forces and moments. For additional video results please see the project webpage [2].
ject manipulation videos, which we refer to as the Handtool
dataset. The dataset contains videos of people manipulat-
ing four types of tools: barbell, hammer, scythe, and spade.
For each type of tool, we chose among the top videos re-
turned by YouTube five videos covering a range of actions.
We then cropped short clips from each video showing the
whole human body and the tool.
Evaluation of 3D human poses. For each video in the
Handtool dataset, we have annotated the 3D positions of
the person’s left and right shoulders, elbows, wrist, hips,
knees, and ankles, for the first, the middle, and the last
frame. We evaluate the accuracy of the recovered 3D hu-
man poses by computing their MPJPE after rigid alignment.
Quantitative evaluation of the recovered 3D poses is shown
table 3. On average, our method outperforms the strong
HMR [37] and SMPLify [9] baselines. However, the dif-
ferences between the methods are reaching the limits of the
accuracy of the manually provided 3D human pose annota-
tions on this dataset. Videos available at project website [2]
demonstrate that our model produces smooth 3D motion,
respecting person-object contacts and capturing the interac-
tion of the person with the tool. This is not the case for the
HMR [37] and SMPLify [9] baselines that are applied to in-
dividual frames and do not model the interaction between
the person and the tool. Example results for our method are
shown in Figure 3. For additional results including exam-
ples of the main failure modes please see Appendix D.
Evaluation of 2D object poses. To evaluate the quality
of estimated object poses, we manually annotated 2D ob-
ject endpoints in every 5th frame of each video in the Hand-
tool dataset and calculated the 2D Euclidean distance (in
pixels) between each manually annotated endpoint and its
estimated 2D location provided by our method. The 2D lo-
cation is obtained by projecting the estimated 3D tool posi-
tion back to the image plane. We compare our results to the
Method Barbell Spade Hammer Scythe Avg
SMPLify [9] 130.69 135.03 93.43 112.93 118.02
HMR [37] 105.04 97.18 96.34 115.42 103.49
Ours 104.23 95.21 95.87 114.22 102.38
Table 3. Mean per joint position error (in mm) of the recovered 3D
human poses for each tool type on the Handtool dataset.
Method Barbell Spade Hammer Scythe
Mask R-CNN [30] 33/42/54 54/79/93 35/44/45 63/72/76
Ours 38/71/98 57/86/99 61/91/99 69/88/98
Table 4. The percentage of endpoints for which the estimated 2D
location lies within 25/50/100 pixels (in 600×400 pixel image)
from the manually annotated ground truth location.
output of the Mask R-CNN instance segmentation baseline
[30] (which provides initialization for our person-object in-
teraction model). In Table 4 we report for both methods the
percentage of endpoints for which the estimated endpoint
location lies within 25, 50, and 100 pixels from the anno-
tated ground truth endpoint location. The results demon-
strate that our approach provides more accurate and stable
object endpoint locations compared to the Mask R-CNN
baseline thanks to modeling the interaction between the ob-
ject and the person.
7. Conclusion
We have developed a visual recognition system that takes
as input video frames together with a simple object model,
and outputs a 3D motion of the person and the object in-
cluding contact forces and torques actuated by the human
limbs.
We have validated our approach on a recent MoCap
dataset with ground truth contact forces. Finally, we
have collected a new dataset of unconstrained instructional
videos depicting people manipulating different objects and
have demonstrated benefits of our approach on this data.
Our work opens up the possibility of large-scale learn-
ing of human-object interactions from Internet instructional
videos [6].
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Outline of the appendices
In these appendices, we provide additional technical de-
tails and qualitative results of the proposed method. In ap-
pendix A, we provide a comprehensive description of the
parametric human and object model we use for the trajec-
tory optimization. Then, in appendix B we give details
of the ground contact force generators mentioned in the
main paper (section 4.3). In appendix C, we present ad-
ditional optimization details concerning the trajectory esti-
mation stage. Finally, in section D, we present additional
qualitative results including several typical failure modes of
our method.
A. Parametric human and object models
Human model. We model the human body as a multi-
body system consisting of a set of rotating joints and rigid
links connecting them. We adopt the joint definition of the
SMPL model [42] and approximate the human skeleton as
a kinematic tree with 24 joints: one free-floating joint and
23 spherical joints. Figure 4 illustrates our human model in
a canonical pose. A free-floating joint consists of a 3-dof
translation in R3 and a 3-dof rotation in SO(3); we model
the pelvis by a free-floating joint to describe the person’s
body orientation and translation in the world coordinate
frame. A spherical joint is a 3-dof rotation; it represents the
relative rotation between two connected links in our model.
In practice, we use unit quaternions to represent 3D rota-
tions and axis-angles to describe angular velocities. As a
result, the configuration vector of our human model qh is a
concatenation of the configuration vectors of the 23 spher-
ical joints (dimension 4) and the free-floating pelvis joint
(dimension 7), hence of dimension 99. The corresponding
human joint velocity q˙h is of dimension 23×3+6 = 75 (by
replacing the quaternions with axis-angles). For simplicity,
in the main paper we do not distinguish this dimension dif-
ference and consider both qh and q˙h to be represented using
axis-angles, hence of the same dimension nhq = 75. In ad-
dition, based on these 24 joints, we define 18 “virtual mark-
ers” (shown as colored spheres in Figure 4) that represent
the 18 Openpose joints. These markers are used instead of
the 24 joints to compute the re-projection errors with respect
to the Openpose 2D detections.
Object models. All four objects, namely barbell, ham-
mer, scythe and spade, are modeled as non-deformable rigid
sticks. The configuration qo represents the 6-dof displace-
ment of the stick handle, as illustrated in Figure 5. In prac-
tice, qo is a 7-dimensional vector containing the 3D transla-
tion and 4D quaternion rotation of the free-floating handle
end. The object joint velocity q˙o is of dimension 6 (by re-
placing the quaternion with an axis-angle). The handtools
that we are modelling have the stick handle as the contact
Figure 4. Our human model in reference posture. The skeleton
consists of 1 free-floating basis joint corresponding to pelvis, and
23 spherical joints. The colored spheres are 18 virtual markers that
correspond to 18 Openpose joints. Each marker is associated to a
semantically corresponding joint in our model.
Figure 5. All four handtools are represented by a single object
model shown in this image. The object model consists of 1 free-
floating basis joint corresponding to the handle end (red sphere),
1 prismatic joint corresponding to the head of the tool (green
sphere), and several prismatic joints corresponding to the location
of the contact points (grey translucent spheres in the middle). The
contact points should lie on the feasible contact area (grey stick)
formed by the two endpoints.
area. We ignore the handle’s thickness and represent the
contact area using the line segment between the two end-
points of the handle. Depending on the number of human
joints in contact with the object, we associate the same num-
ber of contact points to the object’s local coordinate frame.
These contact points can be located at any point along the
feasible contact area. In practice, all object contact points
together with the endpoint corresponding to the head of the
handtool are implemented as “virtual” prismatic joints of
dimension 1.
B. Generators of the ground contact forces
In this section, we describe the generators g(3)n and g
(6)
kn
for computing the contact forces exerted by the ground on
the person. Recall from the main paper that we consider
different contact models depending on the type of the joint.
We model the planar contacts between the human sole and
the ground by fitting the point contact model (given by
eq. (7) in the main paper) at each of the four sole ver-
tices. For other types of ground contacts, e.g. the knee-
ground contact, we apply the point contact model directly
at the human joint. We model the ground as a 2D plane
G = {p ∈ R3|aT p = b} with a normal vector a ∈ R3,
a 6= 0, b ∈ R and a friction coefficient µ. In the following,
we first provide the expression of the 3D generators g(3)n for
modeling point contact forces and then derive the 6D gen-
erators g(6)kn for modeling planar contact forces.
3D generators g(3)n for point contact forces. Let pk be
the position of a contact point k located on the ground sur-
face, i.e. aT pk = b. We define at contact point k a right-
hand coordinate frameC whose xz-plane overlaps the plane
G and whose y-axis points towards the gravity direction,
i.e., the opposite direction to the ground normal a. During
point contact, it is a common assumption that the ground
exerts only linear reaction forces on the contact point c. In
other words, the spatial contact force expressed in the local
frame C can be expressed as
Cφ =
(
f
03×1
)
, (15)
where the linear component f must lie in the second-order
cone K3 = {f = (fx, fy, fz)T |
√
f2x + f
2
z ≤ −fy tanµ},
which can be approximated by the pyramid K3′ = {f =∑4
n=1 λng
(3)
n |λn ≥ 0}, with a set of 3D-generators
g
(3)
1 = (sinµ,− cosµ, 0)T , (16)
g
(3)
2 = (− sinµ,− cosµ, 0)T , (17)
g
(3)
3 = (0,− cosµ, sinµ)T , (18)
g
(3)
4 = (0,− cosµ,− sinµ)T . (19)
More formally, we are approximating the friction cone K3
with the conic hullK3′ spanned by 4 points on the boundary
of K3, namely, g(3)n with n = 1, 2, 3, 4.
6D generators g(6)kn for planar (sole) contact forces.
Here we show how to obtain the 6D generator g(6)kn from
g
(3)
n and the contact point position pk. As described in the
main paper, we approximate human sole as a rectangle area
with 4 contact points. We assume that the sole overlaps the
ground planeG during contact. Similar to the point contact,
we define 5 parallel coordinate framesCk, one at each of the
four sole contact points, plus a frame A at the ankle joint.
Note that the frames Ck and A are parallel to each other,
i.e., there is no rotation but only translation when passing
from one frame to another. We can write the contact force
at contact point k as the 6D spatial force
Ckφk =
4∑
n=1
λkn
(
g
(3)
n
03×1
)
, with λkn ≥ 0. (20)
We denote by Apk the position of contact point ck in the
ankle frame A, and by AX∗Ck the matrix converting spatial
forces from frame Ck to frame A. We can then express the
contact force in frame A:
Aφ =
4∑
k=1
AX∗Ck
Ck
φk (21)
=
4∑
k=1
(
I3
Apk×
03 I3
)−T
Ckφk (22)
=
4∑
k=1
4∑
n=1
λkng
(6)
kn , (23)
where
g
(6)
kn =
(
g
(3)
n
Apk × g(3)n
)
. (24)
C. Optimization details
Discretizing the original problem. As described in the
main paper, we discretize the motion and control trajecto-
ries x, u and c, and enforce the constraints (2), (3), (4) on
the time samples corresponding to the input video frames.
We replace the integral in the objective function by a sum
over video frames, and rewrite the cost and constraint terms
which include derivatives of the state (e.g. joint accelera-
tions) by approximating the derivatives with the backward
finite difference scheme (e.g. at := (vt − vt−1)/∆t, with
∆t the duration between the two video frames).
Problem sparsity. The problem after discretization be-
comes a large, sparse and non-linear optimization problem.
This is because the discretized objective function becomes a
sum of terms that each depend on one time sample (denoted
by i) and a subset of the variables [xi, ui, ci] correspond-
ing to i. Only a few regularization terms, e.g. the motion
smoothing term (13) and the contact smoothing term (14),
may depend on two or three successive frames. The prob-
lem sparsity is important to take into account, as it signifi-
cantly reduces the complexity of computation from O(T 3)
(without sparsity) to O(T ) (using the problem sparsity).
Solving the problem. We solve the problem using the
Levenberg-Marquardt algorithm which is known to be ef-
fective in solving non-linear least squares problems. We
use the Ceres solver [4]. As the solver only allows to de-
fine bound constraints, we further implement our nonlinear
constraints as penalties in the cost function. The bound con-
straints in problem (1) in the main paper, such as the non-
negative coefficients of the force generators λjkn ≥ 0, are
kept as hard constraints in our implementation. The opti-
mization takes 3.2 seconds per frame on average on a com-
mon desktop machine.
Multi-stage optimization. Solving the optimization
problem all at once would lead to poor local minima.
Instead, we solve a cascade of sub-problems composed of
three stages. In the first stage, we solve the problem (1) in
the main paper only for the kinematics variables (q, q˙, q¨) by
ignoring the dynamics constraints given by equations (3)
and (4) in the main paper. In this stage, the torque vec-
tors and the contact forces are not decision variables of
the optimization problem. Note that the location of the
manipulated object varies significantly across the Handtool
dataset. To address this, we try four initialization options
with different pre-defined 3D object orientations. We run
this stage for each initialization and pick among the four
resulting models the one with the lowest cost. In the second
stage, we fix the values of the configuration vectors and
their time derivatives, and optimize only for the torque
control τ input and the contact forces fk. In the last stage,
we solve for the complete set of kinematics and control
variables all at once, starting from the values provided by
the two first stages. It would be then possible to continue
improving the solution by pursing the aforementioned
alternative descent scheme, but we found that a single pass
was already sufficient to obtain good qualitative results.
D. Additional qualitative results
Here we provide additional qualitative results of our
method on the Handtool and Parkour datasets (described
respectively in Sections 6.2 and 6.1). Each row of Fig-
ure 6 shows results at a selected frame from one of the two
datasets. For each sample, we first show the original input
frame (left column), followed by the estimated 3D person-
object interaction shown from the original viewpoint (mid-
dle column), and the same 3D scene from a different view-
point (right column). Note how our method produces realis-
tic 3D human and object poses as well as reasonable contact
forces from a single “in-the-wild” instructional video from
the Internet. The linear forces and moments are visualized
by 3D arrows in yellow and white color, respectively. The
length of the arrow represents the magnitude of the force
normalized by gravity.
Regarding 3D pose estimation, the results show that our
model resolves the depth ambiguity by enforcing the con-
tact motion and force models introduced in Section 4.3.
For example, in the hammering video in the first row, the
person’s hands holding the hammer are restricted to be on
the handle, thus reducing the depth ambiguity. For the bar-
bell and scythe actions where the person-object contacts are
considered fixed, our contact model preserves the distance
between the person’s hands when the person turns around.
The qualitative results also demonstrate that our model
predicts reasonable contact forces. The directions of the
contact forces exerted on the person’s hands are consis-
tent with the object’s motion trajectory and gravity, and the
ground reaction forces generally point towards the direc-
tion opposite to gravity. Specifically, in the video with the
person practicing back squat with barbell (see the second
row of Figure 6), the reconstructed object contact forces and
ground reaction forces are distributed evenly on the person’s
hands, and feet, respectively. Please see video examples on
the project website [2].
Failure modes. Figure 7 illustrates the main failure
modes of the proposed method, which include: (i) unde-
tected or incorrectly detected objects (top row), (ii) contact
recognition errors (middle row) and (iii) incorrectly local-
ized human joints in the image (bottom row).
Figure 6. Additional qualitative results for the Handtool (top three rows) and the Parkour (bottom two rows) datasets at selected frames.
Each row shows the input video frame (left), the output 3D pose of the person and the object from the original viewpoint (middle) and the
same output from a different viewpoint (right). Yellow and white arrows in the output show the contact forces and moments, respectively.
Note that in the Parkour dataset we recognize the contact states of individual limbs but do not recognize and model the pose of the object
(the metal construction) the person is interacting with.
Figure 7. Main failure modes of our method. The main failure
modes are: (i) Incorrectly detected object (top row): the handle of
the sledge-hammer (shown as cyan dot in the image) is incorrectly
detected, which affects the 3D output of our model. (ii) Contact
recognition errors (middle row): the person’s right knee is incor-
rectly recognized as not in contact (red), leading to incorrect force
estimation. (iii) Incorrectly localized human joints (bottom row):
the missing 2D detection of the person’s left foot has lead to errors
in estimating the 3D location of the left leg.
