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Analysis of the electrical double layer at the electrode-water interface for voltages close to the
breakdown point has been carried out based on a static, Monte Carlo approach. It is shown that
strong dipole realignment, ion-ion correlation, and finite-size effects can greatly modify the electric
fields and local permittivity (hence, leading to optical structure) at the electrode interface. Dramatic
enhancements of Schottky injection, providing a source for electronic controlled breakdown, are
possible. It is also shown that large pressures associated with the Maxwell stress tensor would be
created at the electrode boundaries. Our results depend on the ionic density, and are in keeping with
recent observations. A simple, perturbative analysis shows that high field regions with a sharp
variation in permittivity can potentially be critical spots for instability initiation. This suggests that
the use of polished electrodes, or composite materials, or alternative nonpolar liquids might help
enhance high-voltage operation. © 2004 American Institute of Physics. [DOI: 10.1063/1.1789274]
I. INTRODUCTION
There is considerable interest in the study of electrical
breakdown in water (and other liquids) for a variety of
reasons.
1 Practical applications of dielectric liquids include
water-filled gaps for the design of acoustic equipment,2,3 the
insulation of high-voltage devices,4 as the medium in spark
erosion machines,5 and use in energy storage and switching
elements for pulsed power systems. Generally, for high-
voltage pulsed power systems, solids or gases at high pres-
sure have been used as the dielectric material. However, the
use of polar liquids seems to have advantages for energy
storage and as switch media, particularly for nanosecond
pulse generators. Polar liquids not only have a high dielectric
constant but also have a higher breakdown strength than
compressed gases.6 Water, for example, has been used and
found to hold off electrical fields up to 1 MV/cm for dura-
tions up to hundreds of nanoseconds.7 In comparison to sol-
ids, their ability to circulate leads to better thermal manage-
ment and easier removal of debris after breakdown. Liquid
dielectrics are also better suited for applications involving
complex geometries.
Though electrical behavior of dielectric liquids (espe-
cially water) subjected to high electric fields has been inten-
sively studied,8–17 there is still no comprehensive under-
standing of all the inherent physics. Part of the problem is
that liquids lack the long-range order and periodicity that is
inherent in solids. This makes it difficult to obtain exact re-
peatable results since the electrical behavior is inherently sto-
chastic in nature. Examples include random treeing
patterns18–22 and surface discharges with Lichtenberg
figures.18,22 Another complication is that conduction is
strongly influenced by both the liquid-electrode interface and
bulk properties that include a variety of electric-field and
temperature-dependent processes.23–25 The role of heating
and discharges within the thermally generated vapor bubbles
have been advanced as potential mechanisms, since electron
avalanche processes in liquids (e.g., water) are known to be
negligible.26 However, such internal heating can only be pos-
sible if the duration of the applied voltage is sufficiently
long, i.e., at least in 10–100 µs range or larger. In recent
experiments, however, breakdown of water filled switches
has been observed with 200 ns voltage pulses.27 This time
duration is too small for any significant heating. Moreover, a
simple application of the electrostatic image method demon-
strates that charged particles immersed in the high dielectric
water medium cannot penetrate any naturally occurring mi-
crobubbles due to the inherent electrostatic Coulomb repul-
sion. Hence, a separate mechanism, differing from the tradi-
tional viewpoint, has to be considered for the initiation of
breakdown in liquids by short, nanosecond pulses.
Here we argue that strong field enhancement at the
liquid-metal interface, caused by changes in liquid polariz-
ability, is an important universal mechanism that could be a
source of electronic breakdown at high applied voltages. The
presence of large electric fields at the liquid-metal interface
should produce a realignment of the strongly polar water
molecules due to electrostatic interactions. Energy minimiza-
tion would then lead to the formation of an ordered molecu-
lar lattice over a few molecular monolayers of the interface.
As is well known, dipolar ordering reduces the effective
polarization.28,29 This reduction should, therefore, work to
further strengthen the electric field based on considerations
of local continuity for the electric displacement vector. A
potential positive feedback mechanism can thus be initiated
near the electrodes under high-voltage stress.
There is indeed some experimental justification for such
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interesting high electric-field effects in water, based on re-
cent reports in the chemical physics literature. For example,
x-ray reflectivity measurements30,31 have revealed that water
density can be highly inhomogeneous, with the value at the
electrodes being almost twice that of the bulk. This high
density of water near the electrode surface has been postu-
lated to result from electrostriction.32 Similarly, phase transi-
tions into a “solid water layer” close to the electrodes have
been reported at high electric fields.33,34 These collective ex-
perimental observations seem to suggest the following plau-
sible scenario.
(i) Very high electric fields are capable of producing
phase transitions and density variations in water.
Since the fields are expected to be largest at electrodes
and in the vicinity of the electrical double layer, tan-
gible effects would be initiated and become observ-
able at the contacts.
(ii) The density and permittivity variations could lead to
local opaque regions (due to refractive index varia-
tions), as have been reported in water breakdown
experiments.27,35
(iii) The induced changes in dipole moments could pro-
duce strong ponderomotive forces.36,37 In order to bal-
ance the ponderomotive forces, atomic displacements
would then lead to internal stress and electrostrictive
density variations. Pressure buildup is a natural con-
sequence and could become manifested as a shock
wave. Such shock waves have indeed been observed
in high-voltage, water-filled systems.38–41
In this contribution, we analyze the electrical double
layer at the electrode-water interface for high-voltage de-
vices close to the breakdown point, based on a Monte Carlo
approach. This allows for the inclusion of field-dependent
permittivity, and provides a self-consistent spatial distribu-
tion of the dipole structure, orientation, ionic concentrations
and potentials. Dipole realignment effects, ion-ion correla-
tion, finite-size effects, and other enhancements to the tradi-
tional Gouy-Chapman theory42,43 are all comprehensively in-
cluded. Our results show that strong increases in the surface
electric fields with concomitant lowering of the dielectric
constant could lead to dramatic enhancements in Schottky
injection at the contacts. This process could be a source for
initiating electronic controlled breakdown and provide for
carrier multiplication through impact ionization close to the
metal surfaces. The possibility for charge creation through
electron initiated inelastic collisions in water has recently
been demonstrated.44,45 The Monte Carlo based calculations
presented here also show that large pressures associated with
the Maxwell stress tensor would be created at the electrode
boundaries. Our results are shown to depend on the ionic
density, in keeping with recent observations. A simple, per-
turbative analysis shows that high field regions with a sharp
variation in permittivity can potentially be critical spots for
instability initiation.
II. THE LIQUID-METAL INTERFACE
Before getting into the numerical details and results, it is
perhaps helpful to briefly review the metal-liquid interface
physics. This will also facilitate a quick comparative discus-
sion of the various approaches used. The distribution of elec-
trostatic potential at the metal electrode-liquid interface, usu-
ally referred to as the “electrical double-layer problem,” has
been the subject of electrochemical research for several de-
cades. The classical theory of Gouy42 and Chapman,43 which
appeared a decade before the Debye theory of bulk
electrolytes,46 is still the basis of research in this area. This is
a mean-field theory based on the Poisson-Boltzmann equa-
tions, in which an equi-potential metallic surface is taken to
be in contact with the solvent, regarded as a dielectric con-
tinuum. In this “primitive model,” solvent structure is com-
pletely ignored. This theory also takes no account of ion size,
and is thus unable to model charge saturation in the neigh-
borhood of a blocking contact. It is also a poor approxima-
tion in the neighborhood of an ion, or near electrodes where
the high local electric fields can modify the characteristic
macroscopic properties. A significant modification, due to
Stern,47 suggested the use of a thin layer adjacent to the
metal with dielectric properties different from the bulk from
which all ions were excluded. In a sense, this was an attempt
to describe changes in dielectric properties near the metal
surface due to electrostatic interactions. Subsequent model
advances included a position- and field-dependent dielectric
constant for the Stern layer.
Many modern treatments of the double layer have made
use of statistical approaches based on a homogeneous dielec-
tric model with finite-size effects.48,49 These approaches
make use of either the Poisson-Boltzmann approach, the hy-
pernetted chain approximation,50,51 or the Ornstein-Zernike
equation.52,53 However, these schemes are quite complicated
and are not really applicable to either medium-to-high ion
densities or for double-layer potentials significantly larger
than the thermal voltage. They also ignore the dynamical
aspects. Another general drawback of such mean-field theo-
ries is that they ignore ion-correlation effects, which could
become important at high ion concentrations. In order to
overcome the deficiencies, several numerical methods have
been proposed.54–59 In the lattice-gas approach, a structured-
layered model of ions and dipoles is used to include the
finite-size effects and field-dependent dielectric saturation
based on Langevin behavior.59 The primary drawback is the
inability to incorporate local lattice disorder, arising from
thermal fluctuations and/or multi-impurity species.
The most reliable and accurate methods for modeling the
double-layer problem at the electrode-liquid interface have
been through the kinetic, hard-sphere approaches based on
computer-intensive Monte Carlo and molecular dynamics
schemes.54–58 In these schemes, both the ions and the solvent
are treated on an equal footing, in terms of discrete, finite-
size particles. These numerical models capture many impor-
tant features, such as the highly organized layering of ions
near a metallic surface and the possibility of charge inver-
sion. Treating the polar solvent as dipoles allows the self-
consistent incorporation of the solvent structure into the
double layer. The effects of steric repulsion can also be
included.60 Though hydrophobic and hydrophilic interaction
have not yet been treated, it seems possible to incorporate
these aspects through the use of Lennard-Jones potentials
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with finite cutoffs as done in the biophysics area.61 More-
over, such kinetic approaches are simple to implement, easily
provide for a three-dimensional analysis, and can accommo-
date irregular boundaries. Given the accuracy, transparency,
and ease of numerical implementation, the Monte Carlo
scheme will be used in the present analysis of the metal-
liquid interface at high externally applied voltages.
III. MODELING DETAILS
The primary aim here is to analyze the static properties
of the electric double layer at the metal-water interface in the
presence of large externally applied voltages. Details of the
transient development in response to an externally applied
voltage are beyond the present scope. Hence, the static, ca-
nonical Monte Carlo approach62–65 was chosen here, instead
of the dynamic molecular dynamics simulation method.28
The ions (for a given user specified average density) were
modeled as charged Lennard-Jones (LJ) spherical particles.
Here, Na+ and Cl− ions were considered. Water molecules
were treated in terms of the rigid SPC/E model, which con-
sists of three partial charges located on the oxygen and hy-
drogen sites.66 Unlike most previous reports, the dipole-ion
and dipole-dipole interactions were explicitly included in our
calculations, in addition to the usual many-body, ion-ion in-
teractions. The LJ parameters for the ion-ion and ion-water
interactions were taken from reports in the literature.67,68 The
interaction of the electrolyte solution with the metal elec-
trode was assumed to consist of a nonelectrostatic, due to the
externally applied electric field, and an electrostatic image
charge contribution. Surface corrugation effects and interac-
tions between metal-oxygen and metal-hydrogen, as de-
scribed by Spohr,69 were incorporated into the simulation
model. The corrugation attempts to describe the surface in-
homogeneity due to the discrete location of atomic cores. In
this scheme, the metal-oxygen interaction is described by a
Morse function, augmented by a corrugation term. The
metal-hydrogen interaction is modeled by an exponentially
repulsive potential.69 The corrugation is felt only in the re-
pulsive part of the Morse potential function, and was taken to
have a periodicity of 3.6 Å in both directions parallel to the
surface. The metallic nature of the electrode (perfect conduc-
tor) was modeled by the image charge method, with the im-
age plane located at the z=0 boundary, and the solution lying
in the z.0 region. Each charge qj in the system, whether a
partial charge of the water molecule or an ionic charge, was
taken to interact with all other real charges and also the im-
age charges qj
Is=−qjd.
The simulation volume sz.0d consisted of a mixture of
N+ cations with charge q+ of particle diameter d+ and Ne
anions of charge q
−
with particle diameter d
−
, in addition to
Nm dipoles of moment µ and diamater dm. The SPC/E model
was used to assign partial charges to each water dipole clus-
ter. The particles were confined in a rectangular simulation
cell with dimensions of W3W3L. Hard walls were as-
sumed along the boundaries normal to the z axis, and peri-
odic boundary conditions were applied along the lateral di-
rections. The potential energy of the system was obtained by
a pairwise summation of all the two-particle interactions and
the one-particle energies in the externally applied field.
Long-range corrections for the Coulomb interactions were
taken into account by a tabulated version of the Ewald sum
for a slab system with infinite extent along the two transverse
directions.70 The pair interactions acting between the various
species of molecules are the well-known multipole potentials
with the corresponding hard sphere (HS) repulsive cores.
The HS core potential UHSsrij ,dd usually had the form
UHSsrij ,dd=‘ for rij ,d, and UHSsrij ,dd=0 otherwise. The
two-particle energies for the ion-ion sUiid, the ion-dipole
sUimd, and the dipole-dipole sUmmd terms were taken from the
work of Boda, Chan, and Henderson.71 In the overall pro-
cess, many-body interactions and screening are naturally
taken into account.
For the Monte Carlo simulations, the initial configura-
tion was set up by placing the N+ cations, the N− anions, and
Nm water molecules randomly within the simulation volume.
A random orientation of the hydrogen atoms with respect to
the oxygen was assigned as the initial starting condition for
all the water molecules. This yielded the total initial energy
of the system. Subsequently, at each step, a randomly chosen
particle was moved to a new location within the simulation
box. This move was accepted only if it decreased the result-
ing energy of the system. As a result, the system configura-
tion was made to evolve towards a lower energy state
through such random assignments, and it resembles a Mar-
kov process that allows fluctuations in the local density. For
moves involving a water molecule, the position of the oxy-
gen atom was randomly chosen. Of the six remaining coor-
dinates for the two hydrogen atoms, three were assigned ran-
domly, while the remaining three were deterministic in
keeping with the H-O bond lengths and the H-O-H bond
angle. These configurational jumps were repeatedly well
over a million times to evolve the system towards a stable,
final-state configuration. The simulations were carried out for
a constant global density of 103 Kg m−3, and so no additions
or deletion of particles was permitted. Information relating to
the dipole moments and local electric fields could be calcu-
lated as a function of position for each configuration. Values
of the dipole moment yielded the relative permittivity «r
based on the second central moment, as given by the follow-
ing relation:72,73
«r = 1 +
4p
3
kM2l − kMl2
«0VkBT
, s1d
where kMl is the mean dipole moment of the water mol-
ecules, «0 the free-space permittivity, V the volume, kB the
Boltzmann constant, and T the temperature in kelvin.
IV. RESULTS AND DISCUSSION
The Monte Carlo (MC) scheme was applied to analyze
the electric double layer at the electrode-water interface with
consideration of both the ions and water dipoles. Results are
first presented for pure water without any ions for simple
model validation. Figure 1 shows the radial distribution func-
tion (RDF) between oxygen atoms, goosrd, obtained from the
present MC simulations. The RDF represents the probability
of finding a second particle at a separation r from the first,
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and so provides information on the local structure of a mo-
lecular system. Our result for goosrd matches previous experi-
mental reports obtained from neutron diffraction and x-ray
scattering measurements,74,75 and is also in keeping with
other calculations.76 The hydrogen-hydrogen and hydrogen-
oxygen RDFs (not shown) were also in good agreement with
published reports. Results of the dielectric function for pure
water in the absence of any ions or impurities, or external
electrode potential, from the dipole moments [as given in Eq.
(1)], are shown in Fig. 2. The values were obtained as a
function of the MC simulation steps. The overall magnitude
is seen to fluctuate in a range close to the accepted value of
,80 for water and stabilizes at about 77.01 after 30 million
Monte Carlo steps. The curve of Fig. 2 represents the global
average for the entire simulation region. The spatial varia-
tion, obtained from the MC code, is shown in Fig. 3 along a
direction (z axis) normal to the metal electrodes. An average
over the last 1000 time steps was used for smoothening the
data of Fig. 3. The main feature, once again, is the nearly
uniform value of about 77.01 with some fluctuating behavior.
The field dependence of the dielectric function was next
probed by running the MC simulations for pure water, but
with a uniform potential at the electrodes. A negative charge
density of 0.5 C m−2 was assigned at the left wall (the cath-
ode), taken to lie in the z=0 plane. Due to the presence of
this high electric field at the surface, strong orientation of the
water dipoles can be expected that should lead to a decrease
in the value of the dielectric function. Results of «r from the
simulation close (within 20 Å) to the electrode surface are
shown in Fig. 4 as a function of the MC steps. A final value
of roughly 5.0 is obtained, and is indicative of the strong
alignment effect produced by the electric field that signifi-
cantly lowers the local permittivity. As might be expected,
the molecular orientation effect is the strongest near the elec-
trode boundary (at z=0) and gradually weakens with dis-
tance. Figure 5, which shows the spatial dependence of the
FIG. 1. Simulation results showing the radial distribution function goosrd for
pure water.
FIG. 2. Calculations of the global average of the dielectric function for pure
water in the absence of any ions or impurities, or external electrode poten-
tial, as a function of the simulation steps.
FIG. 3. The spatial variation, obtained from the MC in a direction (z axis)
normal to the metal electrodes for pure water without an external field.
FIG. 4. Calculations of the relative permittivity close to the electrode
(within 20 Å) as a function of the MC steps for pure water. A charge density
of 0.5 C m−2 was assigned to the left wall at z=0.
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dielectric function, provides a quantitative picture. Within
about 18 Å, the value is predicted to roughly double, starting
from about 5 at the electrode interface. Such a transition
from a very ordered layer near the surface to a more disori-
ented region farther from the electrode surface had been pre-
dicted by lattice models.59 This dipole ordering and its spa-
tial dependence normal to the electrode surface are better
reflected in the angular distribution of Fig. 6. The dipole
angle u, with respect to the z axis, is a variable between 0
and p. Due to dipole orientation, the values of u are closer to
p as seen in Fig. 6, with a gradual trend towards randomiza-
tion with increasing distance z from the metal surface.
Based on position-dependent evaluations of both the
electric field sEd and relative permittivity from the MC simu-
lations, the relation between «r and E was next obtained.
Varying the initial charge density on the metallic electrode
allowed for changes in the peak electric field. Monte Carlo
data for the relative permittivity thus obtained are shown in
Fig. 7, along with a recent theoretical prediction.77 The MC
calculations were limited to a finite electric-field range due to
the computational burden. In any case, Fig. 7 reveals very
good agreement with a previous analytical calculation and
clearly demonstrates the monotonically decreasing trend in
permittivity with electric field. Position-dependent data
(along the z axis) for both the electric field and permittivity
were then used for calculations of the internal pressure based
on the Maxwell stress tensor. The internal pressure due to the
electric field stress as a function of position is shown in Fig.
8. Combining the pressure Pszd along the z distance with the
electric-field variation along z yielded the pressure versus
electric-field curve. This is indirectly indicative of the elec-
trostrictive effect at high electric fields in water. Figure 9
shows the simulation data for electric fields in the range from
23109 to 6.53109 V m−1. A recent analytical prediction77 is
also shown for comparison. The figure demonstrates that
very large pressures on the order of GPa can be created at the
high electric fields. Under uniform, equilibrium conditions,
atomic forces that arise due to perturbations in the local den-
FIG. 5. The spatial dependence of the dielectric function for the case of
Fig. 4.
FIG. 6. The corresponding angular distribution of the water dipoles as a
function of the normal distance.
FIG. 7. Data points for the field dependent relative permittivity obtained
from the current Monte Carlo and a theoretical curve of Ref. 77.
FIG. 8. Internal pressure due to the applied potential as a function of the z
distance. A charge density of 0.5 C m−2 was assumed at the z=0 electrode.
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sity will balance the electrostatic stress. For a more general
case of spatial nonuniformity, however, as might result from
the discrete positioning of finite-sized ions, or corrugations at
the metallic surface, large lateral stress can also be created.
Dynamic motion of ions could result in potential instabilities
and shock waves as have been observed experimentally.38–41
Having discussed the role of the electric field on the
polarizability and dipole orientation in pure water, simulation
results that include Na+ and Cl− ions are presented next.
Three ion pairs were used for a 18 Å cubical simulation box.
As previously stated, the initial condition for all water mol-
ecules consisted of a random orientation of the two hydrogen
atoms at a fixed distance from each oxygen site. The
z-dependent dielectric constant, near the negative electrode,
obtained from MC simulations, is shown in Fig. 10. A quick
comparison between the previous calculation for pure water
(shown in Fig. 5) and the present result reveals two very
important features.
(i) First, a fairly pronounced local maxima in «r is evi-
dent near the 4 Å point. Physically, this behavior can
be understood in terms of the field perturbation
caused by the Na+ ions. The region close to the elec-
trode surface has a random distribution of Na+ ions,
each with a finite radius of about 1.9 Å. The first layer
of ions is, on an average, at a distance of about 2 Å
from z=0. Due to the interatomic, core repulsion, the
next set of ions is separated by roughly 4 Å. Thus,
near the z,4 Å plane lies approximately midway be-
tween two adjacent sheets of ions and has a lowest
resulting electric field. Consequently, the magnitude
of «r is predicted to be the highest at around this lo-
cation. At large distances (i.e., z.12 Å) the density
of ions is no longer as high, and so the ionic pertur-
bative effects to the overall electric field distribution
become less pronounced. A gradual, monotonic in-
crease in «r is predicted, as orientational effects on the
water dipoles get weaker. In any event, a definite spa-
tial structure in the local permittivity is predicted.
This is in contrast to the usual assumptions of either
uniform or monotonic distributions. Such local fluc-
tuations imply that the refractive index and hence the
optical properties should also have possible striations.
This is qualitatively similar to recent high-voltage ex-
periments on water by our group, which have shown
localized opaque regions near electrodes based on
Schlieren techniques.27 The length scales here, how-
ever, are much smaller. An interesting feature of Fig.
10 is that the slope d«r /dz can take on both negative
and positive values depending on the location. As will
be shown, this can potentially lead to instabilities that
originate near the electrode.
(ii) A second feature of Fig. 10, relative to the previous
curve of Fig. 5, is the much higher value of «r near the
z=0 electrode surface. This again arises from the per-
turbative effects of the ions near the boundary. Strong
Coulomb forces produced by the ions disturb the
near-perfect orientation of water dipoles that could be
set up by the external field. Consequently, the average
dipole moment kMl is not quite as large, and based on
Eq. (1), the resulting permittivity is not as small. Ob-
viously, variations in the ion density can be expected
to influence the degree of perturbation. As a result,
magnitudes of the surface fields, permittivity, and
eventually the breakdown strength can all be expected
to be density dependent. Such an ion-density depen-
dence of the breakdown voltage has recently been ob-
served by our group. Finally, calculations of internal
pressure for the water-ion system are shown in Fig.
11. The nonuniformity is once again evident, and can,
in principle, lead to a locally triggered instability.
A couple of final comments relating to the results pre-
sented are perhaps in order. First, the dramatic lowering of
the permittivity at the electrode surfaces implies that a natu-
ral mechanism for electric-field enhancement exists irrespec-
tive of possible contributions from electrode roughness. The
electron injection current ISE at the cathode due to the
Schottky-emission process is ,K0 expfK1 sE /«rd1/2g, where
FIG. 9. Data points for the pressure vs electric field obtained from the
Monte Carlo simulations and a theoretical curve from Ref. 77.
FIG. 10. Spatial dependence of the dielectric function with Na+ ions in
water.
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E is the electric field and K0,1 are field-independent con-
stants. Consequently, an increase in E with a corresponding
reduction in «r can potentially provide large enhancements in
the Schottky injection current. Since such injection can trig-
ger breakdown, this poses a fundamental limit on the maxi-
mum voltage that can be applied.
Finally, we turn to the instability issue and show that the
above results support the possibility of uncontrolled charge
growth near an electrode. For concreteness, we focus on the
cathode, which is taken to be at the z=0 surface. A one-
dimensional analysis is used to probe time-dependent, per-
turbative effects of a negative charge fluctuation, as might
arise from electron injection. The local electric field Esz , td
and ion density N−sz , td can be expressed in terms of a static
and a small-signal time varying component as
Esz,td = E0szd + E1 expfjskz − vtdg , s2ad
N−sz,td = N 0
−szd + N 1
− expfjskz − vtdg , s2bd
where N 0
−szd and E0szd are the static distributions of the
negative ion density and electric field, respectively, v is the
angular frequency of a possible disturbance, k the corre-
sponding wave number, and E1 and N1 are the magnitudes of
dynamic perturbations in electric field and number density.
In the above, E0szd is negative in value due to the assumed
cathode location at z=0. Fluctuations in the electric field will
produce corresponding dynamic variations in the relative
permittivity, and these can be expressed as
«rfEsz,tdg = «rhuE0szduj + hdf«rsEdg/dEjE1 exphjskz − vtdj .
s3ad
In Eq. (3a), the value of df«rsEdg /dE is negative due to the
monotonic decrease in «r with increasing electric field. Using
the notation K=−df«rsEdg /dE for compactness, the expres-
sion for the displacement vector D=«0 «r E is then given as
Dsz,td = «0 f«rhuE0szduj − KE1 exphjskz − vtdjgfE0szd
+ E1 exphjskz − vtdjg . s3bd
Ignoring higher order terms in the perturbation, Dsz , td be-
comes
Dsz,td , «0«rhuE0szdujE0szd + «0E1 exphjskz − vtdj
3f«rhuE0szdujg − KE0szdg . s3cd
The usual Poisson equation and the constitutive relation for
current density J are
dDsz,td/dz = qfN 0
+szd − N−sz,tdg , s4ad
J , qEsz,tdfN 0
+szdm+ + N−sz,tdm−g + dDsz,td/dt , s4bd
where the diffusion current component has been ignored. In
Eq. (4b), m+ and m− are the positive and negative ion mobili-
ties, respectively. Using expressions for Dsz , td from Eq. (3c)
and for N−sz , td from Eq. (2b) in Eq. (4a), and retaining only
first-order time-dependent terms lead to
qN1 = «0hKE1dE0szd/dz + ikKE1E0 − ik«rfuE0szdugE1j .
s4cd
Finally, the first-order time-dependent terms of Eq. (4b) in
conjunction with Eq. (4c) above, yield the following disper-
sion relation:
v = − km−E0 − ifN 0
−qm− + m−E0KdE0szd/dzg/
f«0«rfhuE0ujg − «0KE0g . s4dd
Unstable behavior requires that the imaginary part of v be
positive. Since K is positive, while E0,0, this implies the
denominator of the imaginary term of Eq. (4d) will be posi-
tive. Hence, instability requires that the numerator fN 0
−qm−
+m−E0KdE0szd /dzg,0. Thus, instability for the liquid water
stressed to high voltages can arise provided dE0szd /dz is
positive and exceeds −qN 0
− / fKE0g in magnitude. The most
favorable conditions for instability then are at electric fields
for which the product KE0=−E0df«rsEdg /dE is large and/or
for low ion density N 0
−
. For water, the decrease in permittiv-
ity with electric field is the largest at about 4.5 MV/cm (e.g.,
as in Ref. 77). This, therefore, represents a potentially critical
operating point. It could signify a natural upper bound on
electric field stressing for stable operation of water at a given
bulk conductivity.
V. SUMMARY AND CONCLUSIONS
In conclusion, we have analyzed the electrical double
layer at the electrode-water interface for high-voltage de-
vices close to the breakdown point, based on a static, Monte
Carlo approach. The primary goal was to attempt a better
understanding of the inherent physics at the water-electrode
interface, and its effects on high-voltage, electrical operation.
The MC calculations carried out here attempt to address
some of the open questions. These include the potential
mechanism for breakdown initiation, assessing the funda-
mental limits on electric-field stressing, and the potential for
instabilities and streamer generation. While these issues re-
main to be studied in detail, our results demonstrate the pos-
FIG. 11. Results for the internal pressure with normal distance from the
negative electrode for water containing Na+ ions.
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sibility of strongly nonlinear field-induced effects near the
electrodes. This is a particularly important region, since a
variety of features such as the appearance of opaque optical
areas, streamer initiation, shock-wave generation, and illumi-
nated spots have all been observed at high applied voltages
near the electrodes.
It has been shown that strong dipole realignment, ion-ion
correlation, and finite-size effects can greatly modify the
electric fields and local permittivity at the electrode interface.
The sharp increase in the surface electric fields with con-
comitant lowering of the dielectric constant could lead to
dramatic enhancements in Schottky injection at the contacts.
This process could, therefore, be a source for initiating elec-
tronic controlled breakdown and provide for carrier multipli-
cation through impact ionization close to the metal surfaces.
Due to electrode corrugation, as well as the finite-size effects
of ions and molecules, a transverse dependence on the
Schottky enhancement should exist. This would then be re-
sponsible for localized charge creation and streamer growth
and propagation.
The Monte Carlo based calculations presented here also
showed that large pressures associated with the Maxwell
stress tensor would be created at the electrode boundaries.
The pressure dependence on the electric field obtained here
matched a previous report that had been based on analytical,
thermodynamic calculations.77 It was demonstrated that the
enhancement would depend on the background conductivity
of liquid water, and is in keeping with observations of break-
down voltages that depend on bulk conductivity. The MC
results also demonstrated that the Coulomb forces due to
ions near the interface modify the dipole arrangement to pro-
duce local structure and striations in local permittivity.
Though the lateral structure was not studied, it is implicit
that some degree of transverse variations is also to be ex-
pected.
A simple, perturbative analysis was carried out to probe
the potential instability at the electrodes. It was shown that a
high field region with the steepest slope for df«rsEdg /dE can
potentially be a critical spot for instability initiation. In order
to avoid such instabilities and extend the operating voltages,
one would need to reduce the possibility of charge injection,
or using liquids with an inherently lower df«rsEdg /dE slope.
The former would require the utilization of smooth electrode
surfaces through careful polishing, and/or the use of compos-
ite materials with large barrier heights at the cathodes. Since
electron injection is not an ongoing mechanism at the anode
(perhaps it would be field ionization instead), an optimized
design might require the use of two different electrode mate-
rials. Finally, nonpolar liquids might also help increase the
high-voltage operation by naturally lowering the
udf«rsEdg /dEu magnitude. For example, reports on the break-
down strength for oils indicate a maximum value of about
4 MV/cm,78 while the highest reports for water are close to
2 MV/cm.27
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