Introduction
Optimistic replication is an effective technique for aaaining high availability in distributed file systms[31. The term ''Optimistic" refers to tbe fact that concumnt updates are allowed in multiple network partitions. A pessimistic scheme, in contrast, allows updates in at most one partition. An optimistic strategy provides higher data availability but cannot guarantee data consistency 8ccoss partitions. Therefore optimistic replication is PrefaaMe when coping with it is less onerous than being denied u p d a t e~~g n c~f~. ThaeissUbs€arltial evidence to suggest that this combination of circumstances is often ptesent in distributed Unix file systems [71.
A key problem in Optimistic replidon is dewting when an object has been updated collcurrently in multiple transparently m q e d without violating semantic constraints. Concumnt updates that can be mexged are called benign. Other updates are called conflicting.
When Closely-spaced seqraential Write-sharing is ran, and
partitions. and deterrmrun * ' g w h c~t h o s e u p d a t e s c a n b e
Without semantic knowledge all concurrent partitioned updates to an object must be treated as conflicting. and meqed manually by the user. Manual resolution is undesirable because it reduces the overall usability of the system.
An extremely important object., with known semantics, in Unix Ne systems is a directory. We refex to the process of examining replicas of a directory, deducing the set of partitioned updates and merging them using Unix semantics as directory resolution. It has two important sideeffects. First, benign updates are propagated to all replicas, thus making them identical. Second, directories with conflicting updates are marked unusable and pregetvedforfufuaaemanualrepair.
In this paper we describe how the Codcl File Systcm [lo, 111 exploits Unix directory semantics to effectively support optimistic re.pliauion. The central result of our work is that logging of directory updates is a simple yet efficient and powerful technique for directory resolution. An imphmtation of k t o r y resolution is complete, and is used on a daily basis by a small user community. M e a " e n t s from our implementation show that the time for resolution is epproxlmate * Clients view Coda as a single, location-transpannt shared Unix file system. The Coda namesp~ce is mapped to individual file s e " at the gnrnularity of subaes called volumes. At each client, a cack manager (Venus) dynamically obtains and caches volume mappings.
Coda uses two distinct, but complementary, mechanisms to achieve high availability. The first m e d " , s e w replication, allows volumes to have &-write replicar at more than one server. This reduces the probability of an object becoming unavailable due to failures. ' 
Replica Control Algorithm
The set of replication sites for a volume is its volume sforuge grow (VSG). A logical extension of this shategy would make clients rather than servers perform resolution. Unfortunately, this would compromk security because the process of resolution may require examination and modification of regions of the file system for which the user at the client performing the resolution has no access privileges. Our assumption that a client is only as trusmaithy as its user requires us to perform such operations on servers.
Coda performs resolution lazily: although there may be many partitioned updates in a volume, the system only resolves those objects needed to satisfy the triggering system call. An aggressive approach to resolution would, in contrast, strive to eliminate all unresolved partitioned updates as soon as partitions reconnect. Our s m g y minimizes the latency of systems calls that trigger resolution. It also reduces the peak deinands made on servers immediately after recovery from a crash or network partition. Its main drawback is that unresolved partitioned updates may persist until a further crash or partition, thus increasing the chances of stale data being used or a conflicting update being made. A compromise would be to perform resolution lazily when triggered by a client, but to conduct aggressive resolution in the background during periods of low server load. Our usage experience so far with Coda has not indicated the need for such a hybrid policy.
The resolution subsystem is responsible for classifying partitioned updates, propagating benign updates, and preserving evidence from conflicting updates. To perform this function, the subsystem maintains data strucmes at each m e r and executes a resolution protocol involving the AV. % of the object being resolved. We describe the design of the data sUuctures, their use during resolution and the resolution protocol in the following sections.
The Resolution Log
Every replica of a volume in Coda is associated with a data structure known as its resolution log. Conceptually, a resolution log contains the entire list of mutating directory operations on a replica since its creation. In practice, of course, logs are of finite length and only the tail is preserved. The size of the log is specified when creating a volume, but can be later adjusted by a system administrator.
Log Storage
Resolution requires log modifications to be made in a faulttolerant manner. Each m&ication should be pmnt as well as urom'c with respect to the directory update it reflects. We achieve this by placing both the resolution log and directory contents in recoverable virtual memory and modifying them within the same transaction. This is implemented using a Consequently, a volume is the smallest encapsulating unit whose log is guaranteed to contain all the infarmation needed to resolve an update. The first two requirements are met by organizing the log physically on a per-volume basis, but logically on a perdirectory basis. The log for a directory is realized as a doubly-linked chain of log entries embedded in the volume log. Recording a directory updateconsists of finding a free entry in the volume log. lmking it to the end of the directory's log. and filling in the fields of the entry. During resolution, it is usually sufficient to examine the log entries of the directory being resolved. Only on rare occasions is it necessary to examine the logs of other directories.
To meet the third requirement, each log entry has to contain the opcode of the corresponding system call, names of new Coda objects created by the call, and the low-level unique identifiers (calledfi) of all Coda objects created, deleted or modified by the call. In addition each enay contains the storeid of the cOrreSpOnding update in Coda. Figure 1 shows the log entry for a simple directory operation in Coda such as file creation.
Log entries for deletions are m m complex. They contain the state of the object when deleted to unambiguously detect removelupdafe conflicts during resolution. For a deleted file, the final state is encoded in its Coda version vector [lo]. For a d e w directory, this infamation consists of a pointer to its resolution log, as shown in Figure 2 a The most complex log entry, shown in Figm 2b. cOrreSpOndS to the rename operation. Such an may is created in each of the logs of the two directories affected by the operation. Since a rename may delete. an existing target, the log entry contains sufficient information to also detect any ensuing remove/update conflicts. 
The Resolution Algorithm
Resolution uses the log from each replica to deduce and propagate the set of partitioned updates to all replicas. For this purpose, each replica's log is made available to every member of the AVSG. In Section 5.1, we focus on the actions at a single server. Next, in Section 5.2, we describe how resolution is coordinated among multiple servers. Finally, in Section 5.3, we idenhfy a number of complications that can arise in resolution and show how they can be handled.
Compensation at One Site
The compensa'on algorithm is executed at each AVSG member after that m e r has received the log of every other member of the AVSG. For the purpose of this discussion, the server at which the algorithm is executing is called the local serveG all other AVSG members are called remote servers. The goal of the compensation algorithm is to use the logs of all replicas to compute the set of partitioned updates missed by the local semr and to apply a sequence of updates to compensate for the missed updates. Detection of conflicts, if any, is a side effect of the algorithm. The algorithm proceeds in three steps as shown in Figure 3 .
In the first step, the set of all partitioned updates is deduced. This is done by scanning each log backwards starting from the last entry and finding the most recent entry that exists in all logs. This is called the latest common enrry (LCE), and repsents the most m n t point when all the replicas were identid Resolution relies on the invariant that entries in each log after the LCE correspond to exactly the set of partitioned updates. This invariant follows from two observations. First, if entries with the same storeid are found in the logs of a set of replicas, it implies that these replicas successfully participated in the same update. Second, the Coda update protocol guarantees that updates succeed only at replicas that are already identical. Entries prior to the LCE are not used and can be discarded for the subsequent steps of this algorithm.
In the second step, the set of updates missed by the local server are deduced from the set of all partitioned updates. The partitioned updates from each replica's log are merged and the duplicate entries removed. Then the log entries corresponding to partitioned updates already performed at the local server are removed. Due to dependencies behveen log entries from one server, the merge must mainrain their order. For example, the enhy for rmdir f oo must follow the entry for mkdir f oo because these operations do not commute. But log entries from different servers can be merged in any order.
In the third step the updates missed by the local server are executed. These updates modify permanent data structures in RVM and are all performed within a single transaction. If a serious failure such as running out of disk space occurs during the transaction, the entire step is aborted and the algorithm fails. Updates that invert each others' effects are not executed at all. Before executing each update, the seavex e n s m that the muking state will not violate any semantic invariant. If this is not the case, it marks the object that was to be modified in conflict As each update is performed, a log record reflecting this mutation is spooled to the resolution log. Once the entire list of updates has been applied. the encapsulating transaction commits and the compensation algorithm at this site is complete. finer granularity would improve concurrency, it would be more complex to implement. Our experience so far suggests that this complexity is not warranted.
The resolution lock is held for the entire duration of the protocol, and times out in the event of a coordinator crash or network failure. The value of this timeout has to be greatex than the longest expected resolution time, and is set conservatively to 10 minutes in our implementation.
Phase 2: Log Collection and Merging
In this phase, the log entries needed for resolution are collected by the coordinator. Each subordinate first extracts the log of the directory being resolved from its volume log. It then scans the extracted log, composes a list of other objects whose logs might also be needed, and extracts those logs recursively. For example, if a subtree is deleted during a partition, the logs of all the directories in the subtree are needed to resolve its parent Therefore, each subordinate's log is of dif€emt size. The coofdinator merges the logs received f " all the subordinates into a linear data structure that preserves the identification of each log.
The need for a sephase just to collect logs is specific to our implementation. It requires the coordinator to allocate buffers before receiving the logs. Since each subordinate's log can be of different length, the maximum size of each log is calculated during phase 1, and the log transferred only in the second phase. Coda keeps log lengths to a minimum by discarding, at the earliest opportunity, portions of logs that will never be needed in future resolutions. Once an update has been reflected at all replicas, its log enuy will become the LCE for any future resolutions. Hence older entries can be discarded resulting in a log with just a single enny.
Phase 3: Log
Confirmation that an update has been propagated to all replicas is available from two sources. In normal operation, the COP2 phase of the update pnxocol distributes this information. During resolution, the coodinator distributes this information in phase 4. Logs grow only when some replicas are inaccessible, as repcxted by either of these sowes.
What does a server do when a log becomes full? One approach would be to disallow updates to that volume until resolution is done. The other approach, used in Coda. is to allow updates to continue by overwriting entries at the head of the log. This causes the LCE to be lost, a condition that will be reported as a conflict by the compensation a l p i t h m of any fume resolution. The Coda strategy enhances update availability and provides an easilyunderstood madeoff between resource usage and usability: the largex a log, the lower the likelihood of having to resort to manual repair. However, it would be a simple matter to make the choice between disallowing updates and overwriting log enuies a volumespecific parameter. Log entries spooled during resolution do not provide the same guarantee as that provided by e n d for clientinitiated updates: if two replicas' logs have the same log entry, the replicas need not have been identical at that point So step 1 of the compensation algorithm that computes the LCE must ignoae log records spooled during resolution. This is achieved by using different families of opcodes for log entries of client-initiated updates and resolution updates.
Resolving

Manual Repairs and Resolution
Manual repairs allow the user to perform arbitrary operations at each replica. Once a replica is repaid, its log is truncated and a log entry reflecting the repair is spooled. The Wark time is the sum of the elapsed rimes for performing the origid set of partitioned updates.
Resolution time is Perceptible to the first user to access a directory after the end of a network failure that resulted in resolvable partitioned updates. The elapsed time for failed reso/ution is less important, since it is swamped by the time
formanualresolution.
An inaease in partitioned activity lengthens phases 2 and 3 of the resolution protocol. The primary conclusion to be drawn from this data is that a log-based strategy for directory resolution is quite efficient, taking no more than 10% of the work time in all our experiments. This holds even up to a load of 10 at a replidon factor of 4, corresponding to over lo00 updates being performed on each of 4 replicas of a directory.
The tables show that phases 1 and 4 contribute very little to the overall resolution time. Since these phases merely do locking and unlocking, the time for them should be independent of load. But, as a sanity check in our current implementation, the coordinatoT collects the replicas to venfy equality before unlocking in Phase 4. This accounts for the dependence of this phase on load and replication factor in our experiments.
Phase 2 consists of extraction and shipping of logs by subordinates. The time for this is dependent on the total lengths of the logs, which is only related to the total amount of work. This is apparent in Table 1 where the time for phase 2 increases with load but is invariant with degree of replication. The times for Phase 2 in Table 2 are significantly higher than in Table 1 . This is a cotlsequence of our parallel RFT implementation. A large log fetch from one site and zero-length log fetches from the others is much more efficient than a number of smaller, equal-sized log fetches from each site.
Phase 3 is typically the dominant contributor to the total time for resolution. This is not surprising, since the bulk of work for resolution occurs here. This includes the shipping of merged logs, computation of compensating operations, and application of these operations. workload unlike work time which grows supra-linearly. This is because of interactions with the RVM package. At higher loads, the time for truncating the RVM log gets included in the worktime but not in the resolution time because the client's RVM log is much smaller than the Servers' RVM log.
Size of Log
Since a log grows linearly with work done during partition, any realistic estimate of log size has to be derived from empirical data. Our analysis is based on about 4GB of file reference traces to AFS and Coda obtained over a peaiod of 10 weeks from 20 Coda workstations. The usage profile captured in these traces is typical of research and educational environments. These traces were used as input to a simulation of the logging component of the resolution subsystem. Like Coda, Ficw preserves i n h " * about deleted objects in cmkx to detect removehpdate conflictr. But the systems differ markedly in their approach to reclaiming space pertaining to these objects. Ficus uses a complex distributed garbage collection algorithm w b s e scalability is open to question. Coda. in contrasf uses the much simpler strategy of allowing each site to unilaterally reclaimreswrcesvialogwraparound Thisprovidesa cleariy-defioed trade-off between usability and resource usage. one we believe is essential in any practical system. Finally, we believe that the presence of an explicit log will make it easier to separate palicy and tnah" * i n resolution, thereby simplifying the implementation of heuristic-based resolution.
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Conclusion
Although mnqmally simple, log-based directory resolution has turned out to be more complex to implaeat than we orighdly expected. One some of complexity is the need to consider many pathological situations during the computing of compensating o p e " .
Anorher some is the need to ensure that all steps of the resolution prowl are robust in the face of failures. We have achieved this by making the protocol idempotent, An alteanative strategy would have been to use distributed transactions. However, that appmach would have required us to xun the risk of blocking in case of coordinatoT failure. It would have also been comm to Coda's gened philosophy of using optimistic strategies whenever possible, to improve aansparency from the user's perspective.
Our experience with log-based resolution has been highly positive. Our initial amcans about excessive space usage for logging have proved baseless. The speed of resolution is excellent, and is rarely noticeable in normal operation. Overall, we believe that a log--strategy is indeed appropriate for directory resolution in a distributed fie system that suppons optimistic replication. University, 1991.
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