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A NONLOCAL FUNCTIONAL PROMOTING
LOW-DISCREPANCY POINT SETS
STEFAN STEINERBERGER
Abstract. Let X = {x1, . . . , xN} ⊂ Td ∼= [0, 1]d be a set of N points in
the d−dimensional torus that we want to arrange as regularly possible. The
purpose of this paper is to introduce the energy functional
E(X) =
∑
1≤m,n≤N
m6=n
d∏
k=1
(1− log (2 sin (pi|xm,k − xn,k|)))
and to suggest that moving a set X into the direction −∇E(X) may have the
effect of increasing regularity of the set in the sense of decreasing discrepancy.
We numerically demonstrate the effect for Halton, Hammersley, Kronecker,
Niederreiter and Sobol sets. Lattices in d = 2 are critical points of the energy
functional, some (possibly all) are strict local minima.
1. Introduction
1.1. Introduction. This paper is partially motivated by earlier results about how
to distribute points on a manifold in a regular way. One idea (from [29, 35]) is
to not construct these points a priori but instead use (local) minimizers of an
energy functional. For example, suppose we want to distribute N points on the
two-dimensional torus T2 in a way that is good for numerical integration. One way
of doing this is by trying to find local minimizers of the energy functional
F (X) =
∑
1≤m,n≤N
m6=n
e−cN
−1‖xi−xj‖2 ,
where c ∼ 1 is a constant. These point configurations are empirically shown [29] to
be better at integrating trigonometric polynomials than commonly used classical
constructions, the reason for that being a connection between the Gaussian and
the heat kernel (which, in itself, can be interpreted as a mollifier in Fourier space
dampening high oscillation). This method is also geometry independent and works
on general compact manifolds (with ‖xi − xj‖ replaced by the geodesic distance).
1.2. The problem. We were curious whether there is any way to proceed similarly
in the problem of finding low-discrepancy sets of points. Suppose X ⊂ [0, 1]2 is a
set {x1, . . . , xN} of N distinct points. A classical question is how would to arrange
them so as to minimize the star discrepancy D∗N (X) defined by
D∗N (X) = max
0≤x,y≤1
∣∣∣∣# {1 ≤ i ≤ N : xi,1 ≤ x ∧ xi,2 ≤ y}N − xy
∣∣∣∣ .
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2A seminal result of Schmidt [32] is
D∗N &
logN
N
.
Many constructions of sets are known that attain this growth, we refer to the clas-
sical textbooks by Dick & Pillichshammer [6], Drmota & Tichy [12] and Kuipers &
Niederreiter [23] for descriptions. Some of the classical configurations are also used
as examples in this paper. The problem is famously unsolved in higher dimensions
where the best known constructions [17, 18, 27, 28, 33] satisfy DN . (logN)d−1N−1
but no matching lower bound exists (see [3, 4, 5]). Indeed, there is not even con-
sensus as to whether the best known constructions attain the optimal growth or
whether there might be more effective constructions in d ≥ 3.
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Figure 1. Left: 50 points of a Niederreiter sequence with D∗N ∼
0.082. Right: gradient flow produces a (similar) set, D∗N ∼ 0.061.
We were interested in whether it is possible to assign a notion of ’energy’ to a set of
points that vaguely corresponds to discrepancy in the sense that moving the points
in such a way that perturbations of the points decreasing the energy also often
decrease discrepancy. What would be of interest is a notion of energy that is
(1) fast to compute
(2) often helpful in improving existing point sets
(3) and may have the potential to lead to new constructions.
We believe this questions to be of some interest. The purpose of this paper is to
derive one functional that seems to work very well in practice. Indeed, it works
strikingly well: when applied to the classical low discrepancy constructions, it al-
ways seems to further decrease discrepancy (though sometimes, when the sets are
already well distributed, only by very little). We provide a heuristic explanation
in §3.3. There might be many other such functionals (possibly related to differ-
ent kinds of mathematics, e.g. [2, 26, 30]) and we believe that constructing and
understanding them could be quite interesting indeed.
Open Problem. Construct other energy functionals whose gradi-
ent flow has a beneficial effect on discrepancy. What can be rigor-
ously proven? Can they be used for numerical integration? How
do they scale in the dimension?
31.3. Related results. We emphasize that this open problem stated in §1.2. is
wide open. In particular, we do not claim that our energy functional is necessarily
the most effective one. Our functional certainly seems natural in light of our deriva-
tion; moreover, the author recently used it [36] to define sequences (xn)
∞
n=1 whose
discrepancy seems to be extremely good when compared to classical sequences (how-
ever, the only known bound for these sequences is currently DN . N−1/2 logN).
Nonetheless, there may be other functionals that are as natural and even more
efficient. As an example of another functional that could be of interest, we mention
Warnock’s formula [24, Lemma 2.14] for the L2−discrepancy
L2(X)2 =
1
3s
− 2
N
N∑
n=1
d∏
i=1
1− x2n,i
2
+
1
N2
N∑
n,m=1
d∏
i=1
min(1− xn,i, 1− xm,i)
This could be used to define a gradient flow (where one has to be a bit careful with
the non-differentiability of the minimum). A similar construction is presumably
possible at a much greater level by using integration formulas in reproducing kernel
Hilbert spaces (see e.g. [7]). We recall that, if we sample in (xj)
n
j=1 with weights
(wj)
n
j=1, then the worst case error in a reproducing kernel Hilbert space is given by
the formula
worst-case error =
n∑
i,j=1
wiwjK(xi, xj)− 2
n∑
j=1
wj
∫
Ω
K(xj , y)dµ(y)
+
∫
Ω
∫
Ω
K(x, y)dµ(x)dµ(y).
Functionals of this flavor might be amenable to a gradient flow approach at a great
level of generality, however, this is outside the scope of this paper.
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Figure 2. Left: the set
{
(
{√
2n
}
, {√pin}) : 1 ≤ n ≤ 100} with
D∗N ∼ 0.04. Right: evolution of the gradient flow leads to a set
with discrepancy D∗N ∼ 0.03.
To the best of our knowledge, the approach outlined in this paper as well as the
associated functional is new. There is a broad literature around the underlying
problem of construction of low-discrepancy sequences by various means. Traditional
results where mainly concerned with asymptotic results (see e.g. [6, 12, 23]). These
constructions often have implicit constants that grow very quickly in the dimension;
4the search for results that are effective for a small number of points initiated a fertile
area of research [1, 10, 19, 20]. Even the mere task of computing discrepancy in
high dimensions is nontrivial [11, 15, 16]. We are not aware of any optimization
algorithms that take an explicit set of points and then induce a gradient flow to try
to decrease the discrepancy.
1.4. Outline of the paper. §2 introduces the energy functional and the main
result. §3 explains how the energy functional was derived, describes the one-
dimensional setting and relates it to Fourier analysis. A proof of the main result
is given in §4. Numerical examples of how the energy functional acts on well-
known constructions are given throughout the paper – these examples are all two-
dimensional (for simplicity of exposition).
Type of Sequences N Discrepancy DN (XN ) DN after Optimization
Niederreiter sequence 50 0.082 0.061
Hammersley (base 3) 50 0.064 0.042
Sobol 50 0.063 0.057
Halton (base 2 and 5) 64 0.064 0.045
random points 100 0.12 0.05
Halton (base 2 and 3) 128 0.032 0.025
Niederreiter in [0, 1]3 50 0.098 0.093
vdc2 × vdc3 × {pin} 100 0.074 0.066
Table 1. Examples shown in this paper.
We emphasize that the examples of point sets are all essentially picked at random,
the functional does seem to work at an overwhelming level of generality and we
invite the reader to try it on their own favorite sets.
2. An energy functional
2.1. The functional. Given a set X = {x1, . . . , xN} ⊂ Td ∼= [0, 1]d of N points in
the d−dimensional torus where each point is given by
xn = (xn,1, . . . , xn,d) ∈ Td,
we introduce the energy function E : ([0, 1]d)N → R via
E(X) =
∑
1≤m,n≤N
m6=n
d∏
k=1
(1− log (2 sin (pi|xm,k − xn,k|))).
We note that, for 0 ≤ x, y ≤ 1 we have that
1− log (2 sinpi|x− y|) ≥ 1− log 2
and so every term in the product is always positive. We also note that if two
different points xi, xj have the same k−th coordinate, then the functional is not
defined and we set E(X) = ∞ in that case. In practice, we can always perturb
points ever so slightly to avoid that scenario. We note that the functional has an
interesting structure: it very much likes to avoid having too many points that have
very similar coordinates. This makes sense since such points can be easily captured
5by a thin (hyper-)rectangle. We now first discuss how to actually minimize it in
practice and then discuss our main result.
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Figure 3. Left: 128 points of the Halton sequence in base 2 and 3
having D∗N ∼ 0.032. Right: evolution of the gradient flow changes
the set a tiny bit to one with discrepancy D∗N ∼ 0.025.
2.2. How to compute things. We are using the standard gradient descent: if
f : Rd → R is a differentiable function, gradient descent is trying to find a (local)
minimum by defining an iterative sequence of points via
xn+1 = xn − α∇f(xn),
were α > 0 is the step-size. This is exactly how we proceed as well. The gradient
∇E can be computed explicitly and
∂E
∂xn,i
=
N∑
m=1
m 6=n
 d∏
k=1
k 6=i
(1− log (2 sin (pi|xm,k − xn,k|)))
h(xn,i − xm,i),
where
h(x) = −pi cot (x)sign(x).
This allows us to compute
∂E
∂xn
=
(
∂E
∂xn,1
,
∂E
∂xn,2
, . . . ,
∂E
∂xn,d
)
which is the infinitesimal direction in which we have to move xn to get the largest
increase in the energy functional. Since we are interested in decreasing it, we replace
xn ← xn − α ∂E
∂xn
.
The algorithm is somewhat sensitive to the choice of α (this is not surprising and
a recurring theme for gradient methods): it has to be chosen so small that the
first order approximation is still somewhat valid, however, if it is chosen too small,
then convergence becomes very slow and one needs more iterations to converge. In
practice, for point sets containing ∼ 100 points, we worked with α ∼ 10−5 which
usually leads to a local minimum within less than a hundred iterations. The cost
6of computing a gradient step is of order O(N2d) when N ≥ d and thus not at all
unreasonable. There are presumably ways of optimizing both the choice of α as
well as the cost of computing the energy (say, by fast multipole techniques) but
this is beyond the scope of this paper.
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Figure 4. Left: 50 points of a Sobol sequence with D∗N ∼ 0.063.
Right: evolution of the flow leads to a set with D∗N ∼ 0.057.
2.3. Lattices. We observe that if the initial point set is already very well dis-
tributed, then minimizing the energy tends to have very little effect on both the
set and the discrepancy. There is one setting where this behavior is especially
pronounced. We will consider lattice rules of the type
XN =
{( n
N
,
{an
N
})
: 0 ≤ n ≤ N − 1
}
,
where a,N ∈ Z are coprime and {x} = x− bxc is the fractional part. Lattice rules
are classical examples of sequences with small discrepancy, we refer to [6, 12, 23]
and refer to [8, 22] for examples of more recent results.
Theorem. Every lattice rule XN is a critical point of the energy functional. More-
over, if a2 ≡ 1 (mod N), then XN is a strict local minimum.
We understand critical point in the following sense: if we fix all but one point and
then move the one point distance ε, then the energy changes by a factor proportional
to ε2. If a2 ≡ 1 (mod N), then the energy changes like ∼ cε2 for some c > 0. Some
restriction like this is clearly necessary since, if we move all the points by the
same fixed vector, the energy remains unchanged. Nonetheless, we expect stronger
statements to be true. We also do not know whether the condition a2 ≡ 1 (mod N)
is necessary, it seems like it should not be; we comment on this at the end of the
paper. Several of the classical point sets (i.e. Sobol sequences) barely move under
the gradient flow – is it maybe true that many classical sequences have a local
minimum nearby?
2.4. Related functionals. One question of obvious interest is whether there are
related functionals. We point out that our functional is part of a natural 1-
parameter family of functionals that are naturally defined via certain fractional
integral operators. This is not how our functional was originally derived (that
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Figure 5. Left: 64 Halton points (base 2, 5) with D∗N ∼ 0.065.
Right: the gradient flow leads to a set with D∗N ∼ 0.045.
derivation can be found in §3 and is based on the Erdo˝s-Turan inequality) but may
provide an interesting avenue for further research. We note that our approach to
the Erdo˝s-Turan inequality involves an application of a Cauchy-Schwarz inequality
that could also be done in a different fashion and this would, somewhat naturally,
lead to the inverse fractional Laplacian. We quickly introduces this fascinating
object here and then mention explicitly in the proof how one could deviate from
the derivation. A full exploration of this case is outside the scope of this paper.
If f : Td → R is sufficiently smooth, then we can differentiate term by term and
obtain, for any s ∈ N,
(−∆)sf =
∑
k∈Zd
f̂(k)e2pii〈k,x〉 =
∑
k∈Zd
k 6=0
(2pi‖k‖)2sf̂(k)e2pii〈k,x〉.
However, as is easily seen, this definition actually makes sense for s ∈ R: if s
is positive, then we require that f̂(k) decays sufficiently quickly for the sum to
be defined. If s is negative, then it suffices to assume that f ∈ L2(Td) since
‖(−∆)sf‖L2 ≤ ‖f‖L2 for all s < 0 (we refer to [31] for an introduction into the
fractional Laplacian on the Torus). We will now compute (−∆)−1/2δ0, where δ0 is
a Dirac measure in 0 in T. We see that
(−∆)− 12 δ0 =
∑
k∈Z
k 6=0
(2pi‖k‖)−1e2piikx = 1
2pi
∑
k∈Z
k 6=0
e2piikx
k
=
1
pi
∞∑
k=1
cos (2pikx)
k
= − 1
pi
log (2 sin |pix|)
This is, up to a factor of pi, exactly the factor arising in our computation. It is
well understood that s = −1/2 is a special scale and that the fractional Laplacian
has different behavior for s < −1/2 and s > −1/2 but it does suggest many other
factors that can be computed in a similar way. It also suggests that it might be
potentially worthwhile to study functionals of the type
E(X) =
∥∥∥∥∥
n∑
k=1
(−∆)sδxk
∥∥∥∥∥
2
L2(Td)
8which can be simplified
E(X) =
〈
n∑
k=1
(−∆)sδxk ,
n∑
k=1
(−∆)sδxk
〉
=
n∑
k,`=1
〈(−∆)sδxk , (−∆)sδx`〉
= n 〈(−∆)sδ0, (−∆)sδ0〉+
n∑
k,`=1
k 6=`
〈(−∆)sδxk , (−∆)sδx`〉
Using self-adjointness of the inverse fractional Laplacian, we can simplify the rele-
vant term as
n∑
k,`=1
k 6=`
〈(−∆)sδxk , (−∆)sδx`〉 =
n∑
k,`=1
k 6=`
〈
(−∆)2sδxk , δx`
〉
=
n∑
k,`=1
k 6=`
(
(−∆)2sδ0
)
(xk − x`)
This, in turn, can be rewritten as
n∑
k,`=1
k 6=`
(
(−∆)2sδ0
)
(xk − x`) = (2pi)2s
n∑
k,`=1
k 6=`
∑
m∈Zd
m6=0
m2se2pii〈m,xk−x`〉
which, obviously, admits a gradient formulation. One could also consider a possible
trunction in frequency followed by a gradient formulation as well as various molli-
fication mechanism. We want to strongly suggest the possibility that the optimal
value of s for these kinds of methods may depend on the dimension.
3. Heuristic Derivation of the Energy Functional
We first give a one-dimensional argument to avoid notational overload and then
derive the analogous quantity for higher dimensions in §3.2.
3.1. One dimension. Our derivation is motivated by the Erdo˝s-Turan inequality
bounding the discrepancy DN of a set {x1, . . . , xN} ⊂ [0, 1] by
DN .
1
N
+
N∑
k=1
1
k
∣∣∣∣∣ 1N
N∑
n=1
e2piikxn
∣∣∣∣∣.
We can bound this from above, using x ≤ (1 + x2)/2 valid for all real x, by
N∑
k=1
1
k
∣∣∣∣∣ 1N
N∑
n=1
e2piikxn
∣∣∣∣∣ ≤ 12
N∑
k=1
1
k
1
N
+
1
k
1
N
∣∣∣∣∣
N∑
n=1
e2piikxn
∣∣∣∣∣
2
.
Using merely this upper bound, we want to make sure that the second term is small.
This second term simplifies to
1
N
N∑
k=1
1
k
∣∣∣∣∣
N∑
n=1
e2piikxn
∣∣∣∣∣
2
 = 1
N
N∑
k=1
1
k
N∑
n,m=1
e2piik(xn−xm)
Ignoring the scaling factor N−1, we decouple into diagonal and off-diagonal terms
and obtain
N∑
k=1
1
k
N∑
n,m=1
e2piik(xn−xm) =
N∑
k=1
N
k
+
N∑
k=1
1
k
N∑
m,n=1
m6=n
cos (2pik(xm − xn)).
9The first term is a fixed constant and thus independent of the actual points, the
second sum can be written as
N∑
k=1
1
k
N∑
m,n=1
m6=n
cos (2pik(xm − xn)) =
N∑
m,n=1
m 6=n
N∑
k=1
cos (2pik(xm − xn))
k
.
The inner sum can now be simplified [25] by letting the limit go to infinity since
∞∑
k=1
cos (2pikx)
k
= − log (2 sin (pi|x|)).
This suggests that we should really try to minimize the functional
E(X) =
N∑
m,n=1
m6=n
− log (2 sin (pi|xm − xn|)).
Remark. There is one step in the derivation where we could have argued somewhat
differently: we could have written, for any 0 < γ < 1,
N∑
k=1
1
k
∣∣∣∣∣ 1N
N∑
n=1
e2piikxn
∣∣∣∣∣ =
N∑
k=1
1
k1−γ
1
kγ
∣∣∣∣∣ 1N
N∑
n=1
e2piikxn
∣∣∣∣∣
≤
(
N∑
k=1
1
k2−2γ
)1/2
1
N
 N∑
k=1
1
k2γ
∣∣∣∣∣
N∑
n=1
e2piikxn
∣∣∣∣∣
2
1/2 .
The first sum simplifies to either to ∼ Nγ−1/2 (for γ > 1/2), to ∼ logN (for
γ = 1/2) or to ∼ 1 (for γ < 1/2). The second term simplifies, after squaring the
inner term and taking the limit of N →∞ over the Fourier series, to the definition
of the fractional Laplacian (−∆)−γ (see §2.4.) applied to the measure ∑Nk=1 δxk .
3.2. Higher dimensions. The general case follows from the Erdo˝s-Turan-Koksma
[13, 14, 21] inequality and the heuristic outlined above for the one-dimensional
case. We recall that the Erdo˝s-Turan-Koksma inequality allows us to bound the
discrepancy of a set {x1, . . . , xN} ⊂ [0, 1]d by
DN .d
1
M + 1
+
∑
‖k‖∞≤M
1
r(k)
1
N
∣∣∣∣∣
N∑
`=1
e2pii〈k,x`〉
∣∣∣∣∣,
where r : Zd → N is given by
r(k) =
d∏
j=1
max {1, |kj |}.
We note that, since r(k) ≤ r(2k) ≤ 2dr(k), we can change r(k) to r(2k) at merely
the cost of a constant depending only on the dimension and thus∑
‖k‖∞≤M
1
r(k)
1
N
∣∣∣∣∣
N∑
`=1
e2pii〈k,x`〉
∣∣∣∣∣ .d ∑‖k‖∞≤M
1
r(2k)
1
N
+
∑
‖k‖∞≤M
1
r(2k)
1
N
∣∣∣∣∣
N∑
`=1
e2pii〈k,x`〉
∣∣∣∣∣
2
.
10
The second sum we can expand into
∑
‖k‖∞≤M
1
r(2k)
1
N
∣∣∣∣∣
N∑
`=1
e2pii〈k,x`〉
∣∣∣∣∣
2
=
1
N
N∑
m,n=1
d∏
j=1
1 + M∑
k=−M
k 6=0
1
2|k|e
2piik(xm,j−xn,j)
 .
Letting M →∞, we can simplify every one of these terms to
∞∑
k∈Z
k 6=0
e2piik(xm,j−xn,j)
2|k| = − log (2 sin (pi|xm,j − xn,j |))
and we obtain the general form of the energy functional.
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Figure 6. Left: 100 random points with D∗N ∼ 0.12. Right:
evolution of the gradient flow leads to a set with D∗N ∼ 0.05.
The Erdo˝s-Turan-Koksma inequality shows
DN .d
1
M + 1
+
∑
‖k‖∞≤M
1
r(k)
1
N
∣∣∣∣∣
N∑
`=1
e2pii〈k,x`〉
∣∣∣∣∣.
We know that the best possible behavior is on the scale of DN . (logN)d−1N−1 (or
possibly even smaller). This suggests that the exponential sums cannot typically
be that large, it should be roughly at scale ∼ 1 most of the time. Understanding
this better could lead to precise estimates comparing how much our energy exceeds
the discrepancy. We conclude by establishing a rigorous bound.
Lemma. We have, for X = {x1, . . . , xN} ⊂ Td,
∑
‖k‖∞≤N
1
r(k)
∣∣∣∣∣
N∑
`=1
e2pii〈k,x`〉
∣∣∣∣∣
2
.d E(X)
Proof. The argument outlined above already establishes the result except for one
missing ingredient: for all 0 < x < 1, there is a uniform bound
max
n∈N
n∑
k=1
cos (2pikx)
k
. 1− log | sin (pix)|.
11
We can assume w.l.o.g. that 0 < x < 1/2. We use Abel summation to write
n∑
k=1
cos (2pikx)
k
= (n+ 1)
cos (2pinx)
n
+
∫ n
1
bk + 1c
(
cos (2pikx)
k2
+
2pix sin (2pikx)
k
)
dk.
The first term is O(1), it remains to treat the integral. The first term has the
structure of an alternating Leibniz series with the first root being at kx = 1/4.
Thus ∫ n
1
bk + 1c cos (2pikx)
k2
dk .
∫ 1/(4x)
1
bk + 1c cos (2pikx)
k2
dk
.
∫ 1/(4x)
1
cos (2pikx)
k
dk . log (1/x).
The second integral simplifies to∫ n
1
bk + 1c 2pix sin (2pikx)
k
dk = 2pix
∫ n
1
bk + 1c sin (2pikx)
k
dk . 1.

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Figure 7. Left: 50 points of the Hammersley sequence in base 3
with D∗N ∼ 0.064. Right: evolution of the flow leads to a set with
D∗N ∼ 0.042.
3.3. The case d = 1. Things are usually simpler in one dimension (though also less
interesting because the optimal constructions are trivial and given by equispaced
points). We have the following basic result.
Proposition. Let (xn) be a sequence in T ∼= [0, 1]. If
lim sup
N→∞
1
N2
∑
1≤m6=n≤N
(1− log (2 sin (pi|xm − xn|))) = 1,
then the sequence is uniformly distributed.
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Proof. The proof is similar in spirit to the main argument in [34], we refer to that
paper for definition of the Jacobi θ−function and the main idea. We define a
one-parameter family of functions via
fN (t, x) =
N∑
k=1
θt(x− xk)
where θt is the Jacobi θ−function. In particular
lim
t→0+
fN (t, x) =
1
N
N∑
k=1
δxk in the sense of weak convergence.
Defining
g(x) = 1− log (2 sin (pi|x|)),
we can define the function
h(t) = 〈g ∗ fN (t, x), fN (t, x)〉
is monotonically decaying in time. This is seen by applying the Plancherel theorem
h(t) =
∑
k∈Z
ĝ(k)| ̂fN (t, x)(k)|2
=
∑
k∈Z
ĝ(k)e−4pi
2k2t
∣∣∣∣∣
N∑
`=1
e−2piikx`
∣∣∣∣∣
2
and using ĝ(k) > 0. We can now take the limit t→∞ and obtain that
h(t) ≥ ĝ(0)N2 = N2.
As for the second part of the argument, suppose that (xn) is not uniformly dis-
tributed. Weyl’s theorem implies that there exist ε > 0, k ∈ N such that∣∣∣∣∣
N∑
`=1
e−2piikx`
∣∣∣∣∣
2
≥ ε for infinitely many n.
Then, however,
h(1) ≥ ĝ(0)N2 + e−4pi2k2 |ĝ(k)|2 ≥ (1 + δ)N2
for some δ > 0 and infinitely many N . 
4. Proof of the Theorem
4.1. An Inequality. We first prove an elementary inequality.
Lemma. Let 0 < x, y < 1. Then
2 |cot (pix) cot (piy)| < (1− log (2 sin (pix))) csc2 (piy) + csc2 (pix)(1− log (2 sin (piy))).
Proof. The right-hand side is always positive, we can thus assume w.l.o.g. that
0 < x, y < 1/2. Multiplying with sin2 (pix) sin2 (piy) on both sides leads to the
equivalent statement A ≤ B, where
A = 2 sin (pix) cos (pix) sin (piy) cos (piy)
and
B = (1− log (2 sin (pix))) sin2 (pix) + sin2 (piy)(1− log (2 sin (piy))).
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We use 2ab ≤ a2 + b2 to argue that
A ≤ sin2 (pix) cos2 (pix) + sin2 (piy) cos2 (piy).
The result then follows from the inequality
cos2 (pix) < 1− log (2 sin (pix)) for all 0 < x ≤ 1
2
which can be easily seen by elementary methods. 
4.2. Proof of the Theorem.
Proof of the Theorem. The symmetries of the sequence and the energy functional
imply that it is sufficient to show that the energy is locally convex around the point
in (0, 0). This means we want to show that
f(ε, δ) =
N−1∑
n=1
(
1− log
(
2 sin
(
pi
∣∣∣ n
N
− ε
∣∣∣)))(1− log (2 sin(pi ∣∣∣{an
N
}
− δ
∣∣∣)))
is strictly positive for all ε, δ sufficiently small. We can assume |ε|, |δ| < N−1,
expand the first term in ε up to second order and note that
1− log (2 sin (pi(x− ε))) = (1− log (2 sin (pix))) + pi cot (xpi)ε
+ pi2 csc2 (pix)
ε2
2
+O(ε3).
This shows that
∂
∂ε
g(ε, 0)
∣∣
ε=0
=
N−1∑
n=1
cot
(npi
N
)(
1− log
(
2 sin
(
pi
{an
N
})))
.
We group the summand n and N−n and observe that cot is odd on (0, pi) while the
second summand is even, therefore the sum evaluates to 0. The other derivative
∂
∂δ
g(0, δ)
∣∣
δ=0
=
N−1∑
n=1
cot
(
pi
{an
N
})(
1− log
(
2 sin
(
pi
n
N
)))
vanishes for exactly the same reason and therefore the lattice is a critical point.
It remains to show that it is a local minimizer which requires an expansion up to
second order. This expansion naturally decouples into three sums, where
(I) =
pi2ε2
2
N−1∑
n=1
csc2
(
pi
n
N
)(
1− log
(
2 sin
(
pi
{an
N
})))
(II) = pi2εδ
N−1∑
n=1
cot
(
pi
n
N
)
cot
({
pi
an
N
})
(III) =
pi2δ2
2
N−1∑
n=1
csc2
(
pi
{an
N
})(
1− log
(
2 sin
(
pi
n
N
)))
14
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
Figure 8. Left: 101 points combined from a Halton sequence
(x ≤ 0.5) and a Sobol sequence (x ≥ 0.5) with D∗N ∼ 0.042. Right:
gradient flow leads to a set with discrepancy D∗N ∼ 0.034. .
We can now argue that (II) is bounded by∣∣∣∣∣
N−1∑
n=1
εδ cot
(
pi
n
N
)
cot
({
pi
an
N
})∣∣∣∣∣ ≤
(
ε2
2
+
δ2
2
) ∣∣∣∣∣
N−1∑
n=1
cot
(
pi
n
N
)
cot
({
pi
an
N
})∣∣∣∣∣
≤ ε
2
2
∣∣∣∣∣
N−1∑
n=1
cot
(
pi
n
N
)
cot
({
pi
an
N
})∣∣∣∣∣
+
δ2
2
∣∣∣∣∣
N−1∑
n=1
cot
(
pi
n
N
)
cot
({
pi
an
N
})∣∣∣∣∣ .
The Lemma implies that we can bound the first term by
N−1∑
n=1
∣∣∣cot(pi n
N
)
cot
({
pi
an
N
})∣∣∣ ≤ 1
2
N−1∑
n=1
csc2
(
pi
n
N
)(
1− log
(
2 sin
(
pi
{an
N
})))
+
1
2
N−1∑
n=1
csc2
(
pi
{an
N
})(
1− log
(
2 sin
(
pi
n
N
)))
We finally use the algebraic structure and argue that if a2 ≡ 1 (mod N), then
n→ a · n is an involution mod N
and that implies that both sums are actually the same sum written in a different
order. The arising sum is actually the term we are given in (I). The argument for
the third sum is identical and altogether we conclude that
(II) ≤ (I) + (III)
which implies the desired result. 
It remains an open question whether the same result (II) ≤ (I) + (III) remains
true in general. Basic numerical experiments suggest that this should be the case.
We can reformulate the problem by writing out the quadratic form and computing
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its determinant. The relevant question is then whether (1)(2) ≥ (3)2, where
(1) =
N−1∑
n=1
csc2
(
pi
n
N
)(
1− log
(
2 sin
(
pi
{an
N
})))
(2) =
N−1∑
n=1
cot
(
pi
n
N
)
cot
({
pi
an
N
})
(3) =
N−1∑
n=1
csc2
(
pi
{an
N
})(
1− log
(
2 sin
(
pi
n
N
)))
.
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