Functional magnetic resonance imaging (fMRI) makes it possible to detect brain activities in order to elucidate cognitive-states. The complex nature of fMRI data requires under-standing of the analyses applied to produce possible avenues for developing models of cognitive state classi¯cation and improving brain activity prediction. While many models of classi¯cation task of fMRI data analysis have been developed, in this paper, we present a novel hybrid technique through combining the best attributes of genetic algorithms (GAs) and ensemble decision tree technique that consistently outperforms all other methods which are being used for cognitivestate classi¯cation. Speci¯cally, this paper illustrates the combined e®ort of decision-trees ensemble and GAs for feature selection through an extensive simulation study and discusses the classi¯cation performance with respect to fMRI data. We have shown that our proposed method exhibits signi¯cant reduction of the number of features with clear edge classi¯cation accuracy over ensemble of decision-trees.
Introduction
Present advances in human neuroimaging techniques have documented the prospects of accurate decoding and detecting the contents of a person's conscious experience on the basis of only non-invasive measurements. Neurodynamic functional brain imaging methods allow for real-time monitoring of human brain functioning. Several experiments have been conceived and designed through functional brain imaging to identify brain regions that re°ect their speci¯c cognitive processes and activities caused by stimuli or motor action (Fan & Li, 2006; Cacha & Poznanski, 2011; Sun et al., 2013; Bandettini, 2009) .
Analyzing each functional magnetic resonance imaging (fMRI) image contains thousands of voxel results in over¯tting the classi¯cation algorithm, i.e., the classi¯er can function properly on the training data, but not on new data (Jin et al., 2009) . In fMRI analysis, the voxels correspond to information about any kind of mental tasks or stimuli that are used as features, and the analysis¯nds the voxels in a particular region of interest (ROI). The feature selection option plays a crucial role in the classi¯cation process by searching for the best-features subset from the original features, based on the evaluation criteria (Kharrat et al., 2010) . Selecting appropriate methods of feature selection may improve the classi¯cation accuracy regardless of the sample size (Chu et al., 2012) . This is vital in cognitive state classi¯cation because it is computationally infeasible to use all of the available features (Kohavi & John, 1997) .
Genetic algorithm (GA) with classi¯er fusion for designing high-performance classi¯er system (Kuncheva & Jain, 2000; Gabrys & Ruta, 2006; Parvin et al., 2011) can also be successfully applied to the analysis of fMRI data. Kuncheva & Rodríguez (2010) applied the ensemble of decision tree (DT) on fMRI data for classi¯cation purpose. Richiardi et al. (2010) showed the e±ciency of ensemble of DT in brain decoding, which results in high-end classi¯cation performance with inter-pretability of results. The e®ectiveness of GA ensemble method as compared to other algorithms yields slightly better performance (for single classi¯er with single objective GA) and e®ectually useful for classi¯cation and feature selection problem. Further, it is comparatively more stable in feature selection with high classi¯cation accuracy (Zhang & Yang, 2008) .
GA-based feature selection techniques have shown consistent successful results in classifying normal or abnormal (Kharrat et al., 2010) states of human brain. Boehm et al. (2011) demonstrated the e®ectiveness of GA as a feature-selection technique for classifying cognitive states of brain activities. Often the classi¯cation accuracy is improved by aggregating a group of classi¯ers, where the DTs are considered as base classi¯ers (Yang et al., 2010) . Plumpton et al. (2012) demonstrated that classi¯ers ensembles are a good approach for fMRI datasets with a large feature-to-instance ratio.
Among di®erent feature selection techniques, GAs are well-established, populationbased stochastic algorithms that solve optimization problem in a high-dimensional feature space (Cordes et al., 2012; Kuncheva & Jain, 2000) . The classi¯cation accuracy is returned as a measure of the quality of transformation matrix, which is used by GA to search transformation that minimizes the dimensionality of the transformed patterns and maximizes the classi¯cation accuracy (Kharrat et al., 2010) .
The DT classi¯cation algorithm is most commonly used due to its easy implementation and understanding as compared to other classi¯cation algorithms (Anyanwu & Shiva, 2009 ). The node of DT contains either a single feature f (monolithic tree) or a function of multiple features f(:) (polythetic trees). When an entropy-based splitting criterion is used, the goal is to¯nd cut points of f which minimizes the conditional entry on class labels c ¼ f1; . . . ; C g attached to the points in the cor-responding sub domains of the discretized variable f 0 . The entropy of the dataset is partitioned by feature f 0 and is represented as follows:
where P j denotes the relative frequency of points in the subset that have value j for feature f 0 and P j;c is the relative frequency of points that belongs to class c and have value j for feature f 0 . The goal of DT growth is to minimize Eq. (1), which involves recursively selecting features (or discriminant functions) and computing the result obtained by applying di®erent cut-o® points. The edge weight (the features correspond to dimensions in the feature vector, which in turn correspond to edge weights in the functional connectivity graph) is put as zero by the feature selection and therefore are never included as a feature. The learning procedure is divided into two phases: growing and pruning. In the growing phase, at each decision node, a single feature of a discriminant function based on linear combination of features is used; in the pruning phase, the functional leaves containing the discriminant functions are replaced by a simple function that predicts the class value (Richiardi et al., 2011) . Multiple component learners are being trained for the same task, and predictions of the component learners are being combined to deal with future instances (Zhou & Tang, 2003) . The classi¯er ensemble has a signi¯cant role in classi¯cation as it has been observed that individually, classi¯ers are not very accurate in classi¯cation and tend to make mistake with di®erent objects, which may form a very accurate ensemble (Kuncheva & Rodríguez, 2010) . The ensemble methodology weighs the individual classi¯ers and combines them to obtain a classi¯er that outperforms any of the individual classi¯ers (Rokach, 2010) .
The ensemble method is divided into two steps:¯rst, to impart training to multiple component learners and then to combine their predictions (Zhou & Tang, 2003 ). An ensemble is constructed using popular techniques such as Bagging and Boosting (Ban¯eld et al., 2007) . In Bagging, each training set is generated by forming a bootstrap replicate of the training set. Given a training set S of m examples, the new training set S 0 is formed by uniformly drawing m examples (with replacement) from S (Dietterich, 2000) . It is e®ective on unstable learning algorithms such as DT, where small changes in the training set results in large changes in the predictions (Maclin & Opitz, 2011) . Boosting creates an ensemble of classi¯ers by re-sampling the training dataset, which is then combined by majority of voting. However, in boosting, re-sampling is directed to provide the most informative training data for each consecutive classi¯er. The AdaBoost (Adaptive Boosting) algorithm constitutes the best known member of boosting family. It generates a sequence of base classi¯ers C 1 ; C 2 ; . . . ; C M by using successive bootstrap samples T 1 ; T 2 ; . . . ; T M that are obtained by weighting the training instances in M iterations. It adjusts the initial equal weights assigned to all the training instance based on the misclassi¯cations made by the resulting base classi¯er during successive iterations (Freund & Schapire, 1996) .
Currently, hybrid approaches have achieved widespread adoption as a way of determining cognitive-state classi¯cation due to the complexities involved in fMRI data analysis and the limitations of an independent classi¯er. Only limited studies have considered DTs and GA as a hybrid technique for cognitive-state classi¯cation. The present study selected a set of relevant attributes via GAs and supplied them to an ensembler based on DT for classi¯cation purpose to achieve low computation time and high interpretability without compromising the accuracy of the classi¯er.
Method
The overall framework of the proposed method is shown in Fig. 1 . In the proposed technique, the design process in fMRI data is supplied as an input to GA for selecting the most promising features from the high-dimensional dataset (2.1). The selected features are used to construct a classi¯er based on an ensemble of DTs for classi¯cation (c.f., 2.2). The classi¯cation accuracy of the constructed classi¯er was evaluated using the confusion matrix based on the classi¯cation result obtained by test data.
fMRI feature selection using GAs
The GA-based feature selection operation in fMRI context is illustrated in Fig. 2 .
The design of population,¯tness function and con¯guration parameters of the genetic-based feature selection is discussed as follows. The initial population is generated by populating a matrix with a dimension of population size (rows) and an independent variable known as the chromosome length (columns). The values in this matrix are integers, which are randomly selected from the processed input data based on ranking, as shown in Fig. 3 .
The¯tness of the population is estimated using the¯tness function (e.g., classication accuracy). We have used the¯tness function provided by the GA Toolbox, which maximizes the separation ability of two classes using a linear combination of the posterior probability and an empirical error rate of linear classi¯er.
We selected the Roulette wheel selection method, in which a circle is divided into N sectors and the width of each sector is proportional to individual's¯tness value. The random selection is made similar to how the roulette wheel is rotated (Sharma et al., 2012) . A crossover point is randomly set, where portions of the two chromosomes beyond this cut-o® point to the right exchanged to form the o®spring. An operation rate P c is used as a probability of crossover (Man et al., 2012) . The two point crossover is selected, where two points to be selected on the parent strings and all between the two points is swapped between the parents to generate the child strings. The mutation genetic operator randomly alters the values of genes in the parent string. At each step of evolution, crossover and mutation were applied stochastically to set their probabilities of occurrence (Scrucca, 2012) . The uniform mutation was selected as the mutation function. The parameters con¯gured for GA are: population size¼25; number of generations¼100; selection function¼ Roulette wheel selection; crossover function¼ Two point crossover; mutation function¼0.02.
Based on the above-listed initial population and the parameter con¯guration, the input passed to GA Toolbox provided GA function, which returns the best features. The GA function runs multiple times to obtain the best set of features that can contribute signi¯cantly less number of features for subsequent DT-ensemble classi¯cation.
Decision tree ensemble
To overcome the issue with over¯tting of learning to use single DT, the ensemble of DTs is popularly adopted (Paul et al., 2012) . The DT ensemble is an extremely popular ensemble because DTs are unstable classi¯ers, wherein the output undergoes signi¯cant changes in response to small changes in the training data. It is often Fig. 2 . Stage 1. GA-based Feature Selection. In the¯rst step, the initial population matrix generated from the fMRI data (the rest conditions are ignored and only selected ROIs are considered). In the second step, the GA parameters (¯tness/crossover/mutation functions) are con¯gured. In the third step, the¯tness value was estimated and checked for the termination conditioned till the su±cient tness (this process continues in a loop as shown in the¯gure) is obtained. In the¯nal step, the best features are selected which are used for classi¯cation subsequently.
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S. PARIDA ET AL. 3 . Structure of the Initial Population Matrix. The initial population matrix as shown in thē gure is populated from the processed fMRI data (StarPlus). To create the matrix, the elements are selected randomly from the input data based on the ranking. The GA is applied on the population matrix to obtain the best features.
A HYBRID METHOD FOR CLASSIFYING COGNITIVE STATES FROM fMRI DATA 361 possible to create synergy within DT ensembles. The ensemble of DT generally performs better in comparison to a single DT due to its representational power. However, it shows poor results on data that contains several irrelevant attributes (Gashler et al., 2008) . We used the ensemble of DTs for classifying the true-class labels. The classi¯cation result was obtained by the voting of the trees. The best features obtained by the GA are input to the DT ensemble. We have used 200 trees for both DT ensembles with and without GA. Figure 4 shows the DTs for the ensemble DT with GA for subject 1. The dataset is divided into (80-20) ratio where 80% samples formed the training dataset and the 20% formed the test dataset. The number of training, test data are 1757 and 439 for both the subjects (04847, and 04799).
The training data was used for learning DTs and the test data was used for predicting the classi¯cation accuracy. This method estimates the out-of-bag classi¯cation error and then compares it with the number of trees grown, as shown in Fig. 5 . Based on the prediction scores, the confusion matrix is created. The classi¯cation accuracy was calculated by using the confusion matrix.
Data Collection
The experiment was performed on a system running on the platform of 32 bit, Intel 2.70 GHz processor, 4.00 GB RAM, and Windows 7 operating system. The programs for the experiment were coded by using the MATLAB R2010a (The Mathworks c). The MATLAB provided GA Toolbox functions, which was used for feature selection. The fMRI dataset was collected from the Carnegie Mellon University (CMU)'s public StarPlus fMRI data repository (Just & Mitchell, 2001) . The data were obtained for two subjects (`04847' and`04799') and were partitioned into trials. The experiment consisted of a set of trials. For some of these intervals, the subject is simply rested, or gazed at a¯xation point on the screen. In other trials, the subjects were shown an image and a sentence, and were instructed to press a button to indicate whether the sentence correctly described the picture, as shown in Fig. 6 . For these trials, the sentence and picture were presented in sequence, half of the trails were shown the picture¯rst, while the other half were shown the sentence¯rst. The images were collected every 500 ms. A total of 54 trials and 2800 snapshots were collected. The data were stored in a [54 Â 1] cell array with one cell per/trial in Fig. 6 . Pictures contained geometric arrangement of the two symbols þ, and *. In half of the trials, the picture was presented¯rst, followed by the sentence. In the remaining trials, the sentence was presented¯rst, followed by the picture. The¯rst stimulus (sentence or picture) was presented at the beginning of the trail (image¼1). After 4 s (image¼9), the stimulus was removed and replaced by a blank screen. After 4 s (image¼17), the second stimulus was presented. This remained on the screen for 4 s or until the subject pressed the mouse button, whichever came¯rst. A rest period of 15 s (30 images) was added after the second stimulus was removed from the screen. Thus, each trial lasted a total of approximately 27 s (approximately 54 images). the experiment. Each element in the cell array is an N Â V array of the observed fMRI activations, where N is the number of snapshots and V is the number of voxels (features). The element data xðt; vÞ denotes the fMRI observation at voxel v, at time t within trial x.
The sample of voxel activity at a particular time-course is shown in Fig. 7 . The GA was applied to reduce the number of features (V ) of each of the N Â V array. During the initial population generation, we ignored the Cond¼0, which indicates data to ignore, and Cond¼1, which indicates, a segment is a rest or¯xation interval. To train the classi¯er to distinguish whether the subject is viewing a picture or sentence and to obtain the best accuracy, we restricted the classi¯er input to 7 ROIs (`CALC'`LIPL' LT'`LTRIA'`LOPER'`LIPS'`LDLPFC') determined by a domain expert to be most relevant. After selecting 7 ROIs, the number of voxels (features) reduced to 1715 for subject 1 (04847) and 1874 for subject 2 (04799). The dataset represented as a pattern and feature matrix of size 2196 and 1715 for subject 1 (04847), and 2196 and 1874 for subject 2 (04799) i.e., D ¼ ð:Þ 2196Â1715 for subject 1 and D ¼ ð:Þ 2196Â1874 for subject 2, where D is denoted as dataset.
Results
The important features for ensemble DT with GA for subject 1 are shown in Fig. 8 . The performance measurement was estimated as percentages: Fig. 9 . The computation graphs in Figs. 9(a) and 9(b) show the Fig. 8 . Important Features. The¯gure shows the important features which have signi¯cant contribution in the GA-based ensemble DT technique for subject 1. The vertical bar represents the important feature (i.e., the important 897 features from the total 1715 number of features). The X-axis shows the OOB feature importance based on mean squared error (MSE). comparison between ensemble DT technique without and with GA-based feature selection for subject 1 and subject 2. The comparison in terms of number of features, classi¯cation accuracy and computation time is shown in separate graphs. The X-axis shows the comparison techniques and the Y -axis shows the number of features, accuracy percentage and the execution time in number of seconds. The comparison graphs shows the e±ciency of the hybrid technique by increase in classi¯cation accuracy (from 91.11% to 94.76% for subject 1 and from 91.57% to 91.79% for subject 2) using reduced number of features (897 out of 1715 for subject 1 and 989 out of 1874) applying the GA-based feature selection technique. It reduced the number of features to 52.30% for subject 1 and 52.77% for subject 2. The reduction in number of features results in fast execution as shown in the comparison graph (computation time).
Discussion
Although many classi¯cation techniques have been developed for fMRI data analysis, none of the techniques could consistently outperform well for all datasets which raised the focus and potential of hybrid ensembled techniques. It is di±cult to construct a single accurate DT during large feature dimensionality. The DT considered in the proposed approach as classi¯er ensembles using DT are very successful.
We have developed a hybrid method that combined the best attributes of GAs and an ensemble of DTs in classifying cognitive states for fMRI data analysis. The key di®erentiators of the proposed method include the signi¯cant reduction in the number of features when compared with the original dataset, hence slightly smoother matrix which is e®ective in fMRI-based data analysis, and the faster execution time emphasizes the importance of such methods to explore further. The directions for future enhancement of the proposed method include continued improvement in the performance in terms of accuracy, analyses of the result for multiple subject and di®erent cognitive tasks, exposing another potential area, creating discriminative graph for the selected features by GA and applying DT ensemble for classi¯cation purpose. The fMRI experiment involves di®erent cognitive activities and various instantaneous states, which presents high-dimensional dataset; therefore, it demands techniques that can reduce the number of features and minimize the computation cost without compromising with prediction accuracy.
