Objective: Interrupted time series (ITS) is a strong quasi-experimental research design, which is increasingly applied to estimate the effects of health services and policy interventions. We describe and illustrate two methods for estimating confidence intervals (CIs) around absolute and relative changes in outcomes calculated from segmented regression parameter estimates.
Introduction
Increasingly, the interrupted time series (ITS) design is used to evaluate the effects of health care interventions. After its introduction to the health services research literature by Gillings et al. [1] , ITS analysis has been widely used in assessing the effects of health services and policy interventions, such as implementation of changes in institutional formularies [2] , payment restrictions for medications in state programs [3] , or educational and administrative interventions to improve prescribing [4] . ITS designs, especially when they involve analysis of comparison series, are the strongest observational designs [1, 5] to evaluate changes caused by interventions because they can account for the pre-intervention level and trend of the outcome measures.
Time series models allow for description, explanation, prediction, and control [6] . Depending on data structures, alternative statistical modeling methods are available. The first method is generalized estimating equations (GEE) with a time series correlation structure [7] , which uses individuallevel data to estimate aggregate intervention effects. This method can be problematic for several reasons: parameter estimates of intervention effects take the form of odds ratios, which are more difficult for a general audience to interpret; assumptions are violated when covariates are missing not at random, which is a frequent occurrence [8] ; and computation is daunting when population size is large. Another method is the autoregressive integrated moving average model (ARIMA) [9, 10] , which uses aggregate outcome estimates at each time to model intervention effects. However, ARIMA models assume a complex error correlation structure and require sample sizes of at least 50 consecutive time points [9] , which is often impossible in health services studies.
This article focuses on segmented linear regression autoregressive error models [1, 11] , which are more commonly used in health services research, because they can be applied to aggregate outcome estimates, tolerate fewer time points than ARIMA models, and are amenable to intuitive graphical presentation of the data and effects, which is appealing to a general audience.
What is new?
In 433 articles referenced in PubMed with the term ''time series'' in the title from 2005 to 2007, only one reported confidence intervals (CIs) for both absolute and relative changes.
The study describes two methods for obtaining CIs for absolute and relative changes in parameter estimates from studies using segmented regression interrupted time series (ITS) designs.
Multivariate delta and bootstrapping methods (BM) enable researchers to estimate CIs around absolute and relative changes.
BM is preferred for calculating CIs of relative changes when parameter estimates are obtained
Example: warfarin alert study
In a health maintenance organization with 15 primary care clinics and 450,000 members, electronic medical record (EMR) alerts were implemented to reduce the coprescribing of interacting medications to warfarin users to guard against potential adverse drug interactions [4] . At the beginning of the study period in January 2000, there were 35 months before the intervention (baseline), 4 months for implementation of the alerts, and 17 months after the intervention.
The total co-prescribing of interacting medications was the primary outcome measured; the authors also measured co-prescribing of several individual medications, including acetaminophen. The effects of the alerts on these outcomes were demonstrated by reporting level and trend changes in the rates of co-prescribing, controlling for pre-intervention level and trend (Fig. 1 ). For example, there was a significant level change of À311.4 (95% CI: À480.3, À142.4) prescriptions of interacting medications per 10,000 warfarin users, which corresponds to a À9.5% relative change (95% CI: À15.6%, À3.6%) after the alert intervention. The absolute change describes a clinically meaningful absolute reduction in co-prescribing; the relative change represents this change as a proportion of the baseline rate, permitting comparison with the effects of similar interventions regardless of the background prescribing rate.
Because P values fail to convey the precision [12] of effect estimates, it is recommended and sometimes required [13] to report confidence intervals (CI) for both absolute and relative change estimates from time series analyses. However, in 433 articles referenced in PubMed with the term ''time series'' in the title from 2005 to 2007, only an early version of the authors' multivariate delta methods (MDMs) [14] reported CIs for both absolute and relative changes. Using two accepted statistical methods, in this article, we developed practical algorithms to calculate CIs for time series estimates from segmented regression models.
Methods

Time series analysis models
The linear segmented regression autoregressive error model is appropriate when the data suggest a linear relationship of time and the outcome under study, and when errors follow an autoregressive pattern. These models can adjust both parameter estimates and variance for autocorrelation in the error terms, which is indicated when sequential error terms are either positively or negatively correlated at a level greater than chance. The segmented linear autoregressive error time series model for the warfarin coprescribing study example allows us to estimate the level (Coef_intervention) and trend (Coef_monthafterinterven-tion) changes attributable to the EMR alerts as follows with autocorrelation error terms [15] :
OutcomeðtÞ 5 Intercept þ Coef month Â monthðtÞ þ Coef intervention Â interventionðtÞ þ Coef month after intervention Â month after interventionðtÞ þ errorðtÞ ð 1Þ
Here, outcome(t) is the rate of co-prescriptions per 10,000 warfarin users in month t; intervention is the indicator for whether month t occurs before (intervention 5 0) or after (intervention 5 1) the implementation of alerts; month and month after intervention are integer variables naturally ordered by month. All models to analyze time series can produce maximum likelihood estimators (MLEs) of the parameters if they exist. As the maximum likelihood method is considered one of the most appropriate approaches to use for small samples with autocorrelated errors [16] , we present CI estimates based on parameters estimated using maximum likelihood methods.
When the modeling process is complete, results from the model can be presented in the form of parameter estimates (and their CIs) that express absolute and relative level and trend changes after the interventions compared with those before the interventions, or in the form of linear combinations of the parameter estimates that express absolute and relative level and trend changes at a given point in time after the intervention.
The regression parameters from the model can be used to derive estimates for baseline level intercept, baseline trend Coef_month, post-intervention level (Intercept þ Coef_ intervention), and post-intervention trend (Coef_month þ Coef_monthafterintervention). The estimates of the absolute changes in level and trend after the intervention are EST(Coef_intervention) and EST(Coef_monthafterinter-vention), respectively, whereas the relative changes in these parameters can be expressed as EST(Coef_intervention)/ EST(Intercept) and EST(Coef_monthafterintervention)/ EST(Coef_month).
However, the overall effect of an intervention, combining level and trend changes into a single estimate, is easier to interpret. Denote EST(outcome_with) and EST(outcome_ without) as estimates of the outcome with and without the intervention, respectively. Absolute change is the difference between EST(outcome_with) and EST(outcome_without), where relative change is {EST(outcome_with) À EST (outcome_without)}/EST(outcome_without). The outcomes, EST(outcome_with) and EST(outcome_without), can be calculated as linear combinations of the parameter estimates from the segmented time series regression model. For example, if we want to consider the intervention effect Â months after the policy, the absolute change would usually be represented as {EST(Coef_intervention) þ x Â EST (Coef_monthafterintervention)}. Relative change because of the intervention would then be equal to the absolute change over {EST(Intercept) þ (x þ number_of_baselinemonths) Â EST(Coef_month)}. Other more complicated functions (e.g., exponential) are also possible and needed when outcome variables have been transformed in the analysis (e.g., converted to logarithms). The method for calculating CIs for each of these estimates of change follows.
Confidence intervals for absolute and relative policy effects
To estimate the 95% CI around an absolute policy effect {EST(outcome_with) À EST(outcome_without)}, we can use {EST(outcome_with) À EST(outcome_without)} 6 1.96 Â standard error of {EST(outcome_with) À EST (outcome_without)}, where {EST(outcome_with) À EST (outcome_without)} can be the absolute level change, the absolute trend change, or the absolute overall policy impact at a specific point in time. The construction of CIs for relative change in this context requires statistical approximation, for which we propose two methods. The MDM [17] is very useful when exact calculation of CIs is numerically impossible. It offers a solution based on Taylor's approximation for the variance of the relative effect using existing parameter estimates and the variance/covariance SAS (SAS Institute Inc., Cary, NC) matrix R (R Development Core Team, Vienna, Austria) from standard statistical software, such as SAS [15] or R [18] . The generic formulas for the expectation and variance of the relative change produced by this method are in the Appendix.
The delta method works well when the sample size is adequate to ensure reasonable normal approximation of the MLEs, a requirement that may not always be met. We propose to use the bootstrapping method (BM) [19] to construct CI to compare with those produced by the delta method. Three steps are required in the bootstrapping process: (1) derive all estimates from the regression model, including mean parameter estimates, variances, and autocorrelation estimates; (2) simulate data based on these estimates with normally distributed error a large number of times (in this case, B 5 10,000); (3) obtain the bootstrap estimates for the parameters of interest from each simulation and use the 2.5 and 97.5 percentiles of these estimates to construct the 95% CI. BMs can be applied to construct CIs around both absolute and relative changes.
Because the delta method is a ''first-order'' approximation based on Taylor series expansion and the bootstrap can often have ''second-order'' accuracy [17] , the bounds of the bootstrap CI are usually closer to the true values, whereas the delta method may sometimes produce CIs that are too narrow [17] . However, when results are similar, the computation time of the delta method is much shorter. We provide the SAS Ò code used to estimate CIs around relative change estimates for our example using both methods at http:// www.dacp.org/zhangwebreferences.html.
Application
We use the warfarin alerts study [4] to compare the results from MDM with those from BM. Following standard practice, we first constructed a saturated model containing parameters for level and trend at baseline and in postintervention segments, as detailed in Equation (1) . We then constructed the most parsimonious model by sequentially eliminating the least significant terms and re-estimating the model. At each iteration, we allowed correction for an autoregressive error structure with up to 12th-order autocorrelations, using a back-step automatic autocorrelation selection procedure. The parsimonious model included the intercept (i.e., baseline level), level changes after alerts, and a trend change after alerts for the total co-prescription rate. Table 1 lists the alert effect estimates and CIs computed using the two methods, expressed in the form of absolute and relative level and trend changes in the coprescription rate of all potential interacting drugs per 10,000 warfarin users per month comparing the periods before and after the alerts.
Compared with the baseline period, the alerts were associated with a level change of À311.4 (95% CI: À480.3, À142.4) per 10,000 warfarin users per month, which corresponds to a À9.5% relative change (95% CI: À14.7%, À4.4% using the MDM and À15.6%, À3.6% using the BM). There were no statistically significant trend changes comparing the period of the alerts with the baseline. A zero baseline trend, as estimated in this model, would result in infinitely large relative trend changes, so that the post-alert relative trend changes are not presented. As expected, we observed slightly wider CIs of the BM compared with those produced by the MDM. Table 1 also lists overall intervention effects as absolute and relative changes of the total co-prescription rate at a specific time (6 months) after the alerts were implemented, compared with those expected if no alert had been implemented. Six months after the alerts, we estimated a change of À439.1 (95% CI: À543.6, À334.6) per 10,000 warfarin users per month, which corresponds to a À13.5% (95% CI: À16.6%, À10.4% [MDM] and À17.8%, À8.6% [BM]) relative change compared with what would have been expected in the absence of the alerts.
The effects of alerts on co-prescribing of acetaminophen were more significant with an additional significant slope change of À22.2 (95% CI: À38.1, À6.3) per 10,000 warfarin users per month, which corresponds to a large relative change of À267.5% (95% CI: À475.7%, À59.3% [MDM] and À650.3%, À80% [BM]). We demonstrate an application of multivariate delta and BMs for estimating CIs around such changes in level and trend, and around overall changes in study outcome at a given point in time. These methods enable researchers to estimate CIs when exact solutions are not available. Using the algorithms provided, investigators can estimate CIs in a similar way for other time series applications. Complete parameter estimates from the linear segmented autoregressive error time series models are required to implement the BM, and the additional varianceecovariance matrix of the main parameters is required to implement the MDM.
Several limitations and precautions should be noted. First, certain functions have boundaries, and the 95% CI should reflect those boundaries. For example, a decrease of a positive outcome, such as the number of prescriptions, should not be represented as more than a 100% relative change, because this is the maximum effect size.
Second, the resulting CIs should not be interpreted as exact CIs when the number of time points in a time series segment is small. The delta method is based on large sample size theory, and small sample sizes are likely to result in CIs that are too narrow, exaggerating precision [17] . BM does not suffer from the small sample size problem if the correct model estimates are used for all relevant parameters because bootstrapping repeated samples achieves unbiased CI estimates [19] . However, problems can occur when estimating variance and autocorrelation parameters for time series with small sample sizes using typical estimation methods, such as MLE, when these parameters are entered into the bootstrapping trial. Park and Mitchell demonstrated underestimation of CIs for small sample sizes which could lead to rejection of a correct null hypothesis up to 20% of the time in simulated examples with very large autocorrelations (0.9) and about 9% of the time in examples with moderate autocorrelations (0.4) for a time series with 50 time points [20] , compared with the desired 5% level.
We conducted simulations using estimates from previously published health services research data sets with sample sizes varying from 20 to 50 time points, assuming a single policy level change only with autocorrelations varying from 0.1 to 0.8, and found a bias in estimating CIs around the level change that varied from 6% to 23%. Because bias depends on multiple factors, for time series with a small number of time points and large autocorrelation, we can conclude that even BM may produce artificially narrow CIs. Thus, reporting a 95% CI using the 99% critical value may be a desirable practice [21] .
Despite the continuing need for exact statistics for estimating CIs in segmented linear autoregressive error time series analysis [22] , the approximate CI estimation methods described in this article are useful in a wide range of evaluations of health interventions. BM is preferred over the delta method for calculating CIs, because it does not require large sample sizes, and it produces conservative CIs. Given the reality of small sample sizes in many studies, further research on sample size and power calculations is needed to clarify the number of data points required for reliable estimation of intervention effects.
