To deal with long-distance dependencies, Applicative Universal Grammar (AUG) proposes a new type of categorial rides, called superposition rules. We compare the AUG rules with the alternative rules of Steedman's Combinatery Categorial Grammar (CCG) (Steedman, 1987 (Steedman, , 1988 (Steedman, , 1990 Szabolcsi, 1987; Ades and Steedman, 1982) . In contrast to Steedtmm's rules, the AUG rules are free from inconsistencies in their semantic interpretation, fi'ee from spurious ambiguity. "lhe superposition rules arc based on the Theory of Type Supetposition, established independently of the problem of long-distance dependencies and having a broad unifying power.
I. Characterization of Applicative Universal Grammar
Applicative Universal Grmnmar (AUG) is a linguistic theory that uses the lormalism of catcgorial g~unmar ,as a means for representing the structure of language. AUG has two levElS: 1) lhe study of the grammatical slructurc in itsclt (genotype grammar), ~md 2) the study of the linear representation of the grammatical structure (phenotype grammar). AUG includes a system of combinators (Curry and Feys, 1958) ,'rod fi)nnulates semiotic concepts, principles, and laws that dctcnninc tile fimctioning of natur~d languages ,as sign systems (for a complete description of AUG, see Shaumyan, , 1977 Shaumyan, , 1987 Dcsci6s, 1990; Scgond, 1990a ; some applications of AI ]G arc discussed in Shaumyan 1989 Shaumyan , 1991 .
AUG is based on the relation operator-operand, which corresponds to the relation fi~nction-argument in categorial grmnmar. We prefer the terms operator-operand for reasons similar to those given by llindley and Seldin (1986, pp. 44-45) . In AI IG categories are generated rccursively by the type-forming operator O, and are called
O-types. AUG recognizes two primitive types--terms
(nouns and noun-phrases) and sentences, denoted by t mid s, respectively. The rule for generating O-types is:
1) The primitive types t and s are O-types.
2) If x and y m'e O-types, then Oxy is an O-lype. (1)
For the sake of brevity, we use the term type in the sense of the O-type. Taking t and s as primitives, wc generate the inductive class of types: t, s, Ott, Oss, Ots, Ost, OtOts, OOtsOts, and so on.
In representing the types we u~ the parentheses-free Polish notation, which is more convenient than Curry's nolation with internal parentheses. 
The applicative tree of (2) has the form:
y (AB)
Oxy A x B
"llm concept of immediate constituents is defined as:
If phrase A is ml operator and phm~ B is its operand, then they ,are inunediate constituenls of file resultant (AB).
The concept of closeness is defined as:
(liven phrases A and B that are immediate constituents of phrase (AB), if A is a complex phrase comprising immcdiate constituents C and D, then the syntactic and semantic connEction between C and D is closer than the syntactic m~d scmanlic connection between A and B.
Under definition (5) various degrees of relative closeness of syntactic and semantic connection between immediate constituents me distinguished depending on the complexity of a phrase.
in phenotype grmnmm" the application operation is constrained by two principles: the Principle of Adjacency of Operators and Their Operands and the Principle of Uniqueness of hmnediate Constituents.
l'rinciple of Adjacency of Operators and Their Operands:
An operator and its operand must be adjacent elements of a sequence, so that tile operator either directly precedes or directly follows its oper,-md.
Under file Adjacency l'rinciplc we have two new rules --the notational wuiants of operator application: one for torward combination mid one for backward combination:
Oxy A x B y (AB) 
x A Olxy B y (AB) (10) llere is an exmnple of applying this notation:
OrtOtts bought t newspapers t John Ods bought newspapers s John bought newspapers
Given file Rule of Phrase Application and Linear Prccedence Rules, we can combine tile two rule formats into one system, as is done with the corresponding rule formats in Generalized Phrase Structure Greanmar (Gazdar et al., 1985: 44-50) .
Principle of Uniqueness of immediate Constituents':
If In terms of "algebra, the Principle of Uniqueness of hnmediate Constituents con'esponds to non-associativity:
AUG is a non-associative system.
To make the AUG notation compact, we introduce recursively defined adjoined symbols (Shaumyan 1987: 199) Subject type raising is a proccss by which a subject of type t acquires the type OOtss, which turns it into an opcmtor over the predicate (51 type Ots.
(l 8)
As ,'mothcr examplc of the ~m;dysis Ihat uses type raising, let us eonsidcr the scntcnce John loves Mary wiMly and Sue madly (Bouma, 1989: 25) . Using typc raising and compositiou, the analysis of this sentence can be presenlcd as follows in |he AI. IG notation:
John Balbus to be something that must combine with a predicate (Steedman, 1990: 22l) . But case endings ~e not reliablc criteria for detc,'mining facts of syntax and selnalllics, lit Russiml and lnally oilier languages thc lIOlllinativc h~Ls no cndings. Scmantic~dly, predicate + subject is an attributivc conncclion just as adjectival modiJier + subject, l¥cdieate and a((jcctival modificr arc determining members, and sul)jcct is thcir determined member.
Accordingly, wc get tile prolx)rtion:
predicate : subject = adjectival modifier : subject (20) This means that if the synlactic categorial system is to confi)rm to the semantic catego,'ial system, predicates must be operators over subjects just as adjee|ives. Type raising transforming sut)jeets inlo operators over predicates conllicts with the scmmllie categorial system. We can formalize the notion ofsuperposition ,as follows:
Let E be an expression of type x, and let E take on type y on type x. Then E shall be said to belong to type z such that z is stratified into y superposed onto x.
Type z is represented by the formula:
where the colon C) indicates the stratification of type z into y superposed on x enclosed into angle brackets. The right part of the formula indicates the primary type of E, and its left part indicates the secondary type of E.
Definition of superposer:
An operator R of type Ox<y:x> shall be called a superposer.
(23)
Rule of Superposition:
Ox<y:x> A x B <y:x> (AB)
Type superposition has important consequenccs both for linguistic theory mid computational linguistics, the discussion of which is beyond the scope of the present paper. We will only focus on the topic of our paper--long-distance dependences. For the lack of space we must confine ourselves to some examples of our approach that conceru topicalization, relative clauses, and gapping (a detailed presentation of the theory of type superposition is given in Shaumyan and Segond, 1993 ).
Long-Distance Dependencies in AUG
We propose a new approach to parsing gapping sentences that allows us to dispense with the concept of type raising. AUG claims that gapping superposes secondary types on primary types of the adjacent syutactic units of a sentence, thereby establishing new relations betwecn them on top of the old ones preserved in superposition.
Here is the AUG alternative analysis of the phrase in (15) 
Principle of Syntactic Assimilation:
Given two phrases A and B belonging to types incompatible under the Rule of Phrase Application, one of these phrases can change its type by superposition so that the types of the two phrases become compatible, if tile relation A:B is analogous to some relation X:Y between phrases of compatible types.
Consider the sentence Apples Harry eats. qtfis sentence is an exmnple of long-distance dependency because the subject intervenes between the direct object and the predicate. ! Iere is tile AUG analysis: 
Apples

Conclusion
We have compared two "alternative methods of compulalion of long-distance dependencies: the CCG and AUG methods. Both methods ,are consistent with respect to their mathematical machinery.
The essential difference between the two methods is that while AUG with its theory of superposition expands its formalism to reflect file linguistic reality, CCG, by abandoning the normal constituency analysis, gets caught up in its formalism to lapse into linguistic unreality.
CCG analysis produces phantoms, as:
This startling analysis does not permit us to correctly describe agreement, government and clitization. These artificial constituent structures are completely divorced from the syntactic and semantic reality.
The CCG's use of type raising iu conjunction with type composition changes the initial natural types assigned to words into artificial types and produces artificial constituents for the convenience of computation. By contrast, supeq)osition, in conj unction with the Principle of Elhnination of Empty Constituents and the Principle of Syntactic Assimilation, changes natund types into natural types and produces syutactically and semantically appropriate constituents without any sacrifice in the consistency of the mathematical formalism or in the convenience of computation.
In support of their departure from the accepted ealalyses of syntactic constituents the proponents of the CCG refer to psychological studies ou speech recognition claiming that hmnan "recognizer" works "from left to right". (Ades and Stcedman, 1982: 517-518) .
~[kvo problems arise here. First, although human speech is linear and the words of a sentence are produced from left to right, so to say, that does not mean that the listener analyzes spccch word by word. It is reasonable to assume that the listener performs the analysis of a sentence first by syntactic blocks and then globally. There is no conchlsive psychological evidence that tile hearer's recognition of tile sentence sUucture corresponds to the CCG method that disposes with the normal constituency analysis.
Second, psychological phenomena are irrelevant to confirmation or refutation of linguistic theories, because fin-guistics is completely independent of psychology. True, linguistic processes involve the psychological processes in the human mind. But logical and mathematical reasoning also involve psychological processes, llowever, nobody tries to b~se logic or mathematics on psychology. Linguistics is part of semiotics--the theory of sign systems. Sign systems, as well as mathematical systems, are in the human mind. But the laws of semiotics and mathematics are different from the laws of psychology.
One may argue that computational linguistics is different from ordinary linguistics ,and therefore any parser will do for computational linguistics as long as it "works". We believe that good computatiolml linguistics must be good linguistics ,'tq well. Both ordinary and computational linguistics must share common theoretical principles characterizing the nature of human language. Computatioual linguistics is not second-rate linguistics where anything goes.The real difference between the two types of linguistics is that compuUltional linguistics exp,'mds ordinary linguistics by rules characterizing its interaction with computers rather than distorts it. Computational linguistics is at the cutting edge of the study of hum,'m lauguage: it must enrich our understauding of all its aspects, rather them fudge the linguistic concepts for the sake of the ease of the implementation.
The irreparable defect of the CCG method is that it produces phantom constituents m~d phautom slructures that prechtde a correct analysis of linguistic processes.
The CCG method is interesting attd important as an experiment in rite application of combiuators in linguistics. The negative results of this experiment ~u'e important in that they reveal the hazards involved in the use of combinators (for use of combiuators in AUG, see Shaumyan, 1987; Descl6s, 1990; Descl6s et al. 1985 Descl6s et al. , 1986 .
As an instrument of cognition mathematics has a specific function--to be a tool of deduction. But deduction is neutral to file value of ideas. It is like a mill: if you put grain into it, you will get flour; ~utd if you put in chaff, you will get processed chaff. Mathematical consistency does uot guarantee a correct description of reality. "Side by side with mathematization of knowledge, mathematization of nonsense also goes on (N~dimov, 1981: 149) ." The use of mathematics as a tool of deduction makes sense only when the initial ideas from which we deduce their consequences have value (on use and abuse of mathematical formalism, see Shaumy,'m 1987: 28-29, 318-321 ).
In conclusion, we would like to say a few words about Ihe computer implementation of AUG, Fr6d6rique Segond has implemented AUG and its theory of superposition to deal with infinitive clauses and gerunds in French (for a complete description of the parser, see Segond, 1990a) . This parser has been implemented in PLNLP (Program~ ruing Language for Natural Language Processing, described in lleidom, 1972) at the IBM Research Center in l'aris. The parser uses a machine dictionary of 50,000 ena'ies ~md was tested on more thm~ one hundred different types of sentences, including constructions such as relative clauses, simple cases of coordinatiou, infinitive clauses, and gerunds, among others. Currently Sebasli~m Shaumyan is working on implementing AUG in functional programming languages (Miranda, I Iaskell).
