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Abstract
This paper proposes a postulate-based analysis of the fusion of possibilistic logic
bases which are made of pieces of information expressing knowledge associated with
certainty degrees. We propose two main sets of postulates: one only focuses on plausible
conclusions, while the other considers both plausible conclusions and the certainty
degrees associated with them. For each rational postulate, the class of operators that it
satisﬁes is identiﬁed. The existence of weights associated with the pieces of information
considerably enriches the postulates-based analysis, and leads to a reﬁned classiﬁcation
of combination operators.
 2003 Elsevier Inc. All rights reserved.
Keywords: Possibilistic logic; Fusion
1. Introduction
The fusion of pieces of information originated from diﬀerent sources can be
considered in various representation frameworks. Ranked propositional logic
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bases oﬀer a reasonably expressive framework for representing pieces of in-
formation with their levels of reliability. Possibilistic logic [7] is a logic of
weighted formulas, equipped with a semantics, where the weights can be un-
derstood as lower bounds of necessity degrees in the sense of possibility theory.
It is well known that priorities are crucial as well to deal with conﬂicting
sources. Even when pieces of information provided by the sources take the
form of propositional bases, (which represent non-stratiﬁed sets of pieces of
knowledge or of goals without explicit certainty levels or priorities), several
authors, e.g. [9,13–18], extract implicit orderings from these propositional
bases.
These priorities can be obtained using Hamming distance, known as Dalals
distance [6], which amounts to counting the number of literals in which two
interpretations of a same language diﬀer.
Possibilistic logic inference associates the smallest weights of the formulas,
involved in a proof, with the consequences. This is well in agreement with the
idea of keeping track of the levels of reliability of the pieces of information
used for deriving a conclusion. Recent works [2,4] have developed syntactic
counterparts of the pointwise combination of possibility distributions ex-
pressing the semantics of possibilistic logic basis, and have shown [2] how the
fusion of propositional logic bases [9,13–15,17,18] can be fully recovered with
possibilistic logic framework. This is obtained by the syntactic association of a
set of weighted formulas to each propositional base, and by providing the
possibilistic counterpart of any classical merging operator. The advantage is
that this process can be iterated in a coherent way, and also provides a syn-
tactic way for computing classical fusion operators which are only semantically
deﬁned generally.
Fusing non-prioritized propositional knowledge bases have also been
studied from postulate point of view. Several authors [9,13] have proposed a set
of natural properties that each propositional fusion operator should satisfy.
The present paper extends these works when pieces of information are
equipped with explicit priorities. It oﬀers a characterization of possibilistic
fusion modes in terms of postulates. Clearly, the presence of the weights raises
new issues. In [3], the authors have proposed an introductory analysis of the
immediate adaptation of propositional postulates to the possibilistic case.
However, this adaptation is not fully satisfactory. Indeed, from the classiﬁca-
tion of operators that they proposed, there is no operator which satisﬁes all
postulates. The reason is that some postulates which are natural in proposi-
tional logic cannot be directly used in the ranked models framework.
The rest of this paper is organized as follows. Section 2 gives a short
background on possibilistic logic. Section 3 introduces fusion of propositional
bases from postulates point of view. Section 4 summarizes the problem of
merging possibilistic knowledge bases. Sections 5 and 6 present two adapta-
tions of propositional postulates according to the consequence operator used,
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which may or may not, associate a weight with the plausible consequence of
knowledge bases.
2. Background on possibilistic logic
This section only recalls main notions of possibilistic knowledge bases and
inference in possibilistic logic framework. For more details on possibilistic
logic, see [4,7].
Let L be a ﬁnite propositional language. X is the set of all possible inter-
pretations. An interpretation is denoted by x. Formulas are denoted by Greek
letters /, w, n, . . . swt is the set of models of w i.e., the set of interpretations
which satisfy w. The notation x  w means that x is a model of w.
The symbol ‘ denotes the consequence relation of classical logic. The
classical equivalence is denoted by . The classical conjunction and disjunction
are denoted respectively by ^ and _. ? and > represent respectively the con-
tradiction and the tautology.
2.1. Possibility distributions
At the semantic level, possibilistic logic is based on the notion of a possi-
bility distribution, denoted by p, which is a mapping from X to ½0; 1	 repre-
senting the available information. The unit interval can be replaced by any
totally ordered scale. pðxÞ represents the degree of compatibility of the inter-
pretation x with the available beliefs about the real world, if we are repre-
senting uncertain pieces of knowledge (or the degree of satisfaction of reaching
a state x if we are modeling preferences). By convention, pðxÞ ¼ 1 means that
it is totally possible for x to be the real world (or that x is fully satisfactory),
1 > pðxÞ > 0 means that x is only somewhat possible (or satisfactory), while
pðxÞ ¼ 0 means that x is certainly not the real world (or not satisfactory at
all). A possibility distribution p is said to be normalized if there exists an in-
terpretation x0 such that pðx0Þ ¼ 1.
Associated with a possibility distribution p is the possibility degree deﬁned
by:
Pð/Þ ¼ maxfpðxÞ : x 2 X and x  /g
which evaluates to what extent / is consistent with information expressed by p.
Another measure which is associated with p is the necessity degree deﬁned
by:
Nð/Þ ¼ 1Pð:/Þ
which evaluates to what extent / is entailed by the available beliefs, and de-
ﬁned by duality from the possibility degree of a formula /.
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Note that the mapping N reverses the scale on which p is ranging, and that
Nð/Þ ¼ 1 means that / is a totally certain piece of knowledge or a compulsory
goal, while Nð/Þ ¼ 0 expresses the complete lack of knowledge or of priority
about /, but does not mean that / is or should be false.
Lastly, the duality equation Nð/Þ ¼ 1Pð:/Þ extends the existing one in
classical logic, where a formula is entailed from a set of propositional formulas
if and only if its negation is inconsistent with this set.
2.2. Possibilitic knowledge bases
Prioritized information are represented in possibilistic logic by means of a
possibilistic knowledge base which is a set of weighted formulas B ¼
fð/i; aiÞ : i ¼ 1; . . . ; ng. /i is a propositional formula and, ai belongs to the
interval ½0; 1	 and represents the level of certainty or priority attached to /i.
Deﬁnition 1. Let B be a possibilistic base, and a 2 ½0; 1	. We call the a-cut (resp.
strict a-cut) of B, denoted by BP a (resp. B>a), the set of propositional for-
mulas in B having a certainty degree at least equal to a (resp. strictly greater
than a).
The expression IncðBÞ ¼ maxfai : BP ai is inconsistentg denotes the incon-
sistency degree of B. When B is consistent, we have IncðBÞ ¼ 0.
Deﬁnition 2. B and B0 are said to be equivalent, denoted by B s B0, iﬀ
8a 2 ½0; 1	; BP a  B0P a:
The following lemma shows that tautologies can be removed from possi-
bilistic bases [4].
Lemma 3. Let ð>; aÞ be a tautological formula in B. Then, B and B0 ¼
B fð>; aÞg are equivalent.
Given B, we can generate a unique possibility distribution, denoted by pB,
such that all the interpretations satisfying all formulas in B will have the
highest possibility degree, namely 1. The other interpretations will be ranked
with respect to the highest weighted formulas that they falsify, namely we get
[7]:
Deﬁnition 4. 8x 2 X,
pBðxÞ ¼
1 if 8ð/i; aiÞ 2 B;x  /i;
1maxfai : ð/i; aiÞ 2 B and x /ig otherwise:

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2.3. Plausible and weighted inferences
There are two possible deﬁnitions of the inference process in possibilistic
logic framework depending on whether we take into account the weights as-
sociated with conclusions or not.
Deﬁnition 5. Plausible and possibilistic inferences.
• A formula / is said to be a plausible consequence of B, denoted by B ‘P /,
iﬀ B>IncðBÞ ‘ /.
• A formula / is said to be a possibilistic consequence of B to a degree a, de-
noted by B ‘p ð/; aÞ, iﬀ
ii(i) BP a is consistent,
i(ii) BP a ‘ /, and
(iii) 8b > a;BP b0/.
When IncðBÞ ¼ 0, namely B is consistent, then a formula / is a
plausible consequence of B if and only if / is a classical logic consequence
of B, where B is a propositional base obtained from B by forgetting weights
in B.
Example 6. Let B ¼ fð/ _ w; :9Þ; ð:/; :8Þ; ð:w; :6Þg be a possibilistic base.
Note ﬁrst that B is inconsistent and the inconsistency degree IncðBÞ is equal
to .6.
We have B ‘P w and B ‘p ðw; :8Þ.
Indeed, we have B>IncðBÞ ¼ B>:6 ¼ f/ _ w;:/g which is equivalent to
f:/;wg. Then, B ‘P w.
Also for a ¼ :8, we have BP :8 ¼ f/ _ w;:/g is consistent. It entails w and
there is no b > :8 such that BP b ‘ w. Then B ‘p ðw; :8Þ.
However, ðw; :9Þ is not a possibilistic consequence of B since BP :9 ¼ f/ _ wg
which does not entail w.
It has been shown in [12] that the plausible inference can be achieved in
log2 n SAT, where n is the number of diﬀerent weights in a possibilistic base
and SAT is the satisﬁability test.
We deﬁne the plausible (resp. possibilistic) closure of B, denoted by CnP ðBÞ
(resp. CnpðBÞ), as follows:
CnP ðBÞ ¼ f/i : B ‘P /ig
(resp. CnpðBÞ ¼ fð/i; aiÞ : B ‘p ð/i; aiÞg).
It can be checked that if we ignore the weights in CnpðBÞ, we simply get
CnP ðBÞ.
We now deﬁne a conﬂict in a possibilistic logic base.
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Deﬁnition 7. A conﬂict C in an inconsistent possibilistic logic base B is a
minimal inconsistent propositional subbase of B. Namely,
• C  B,
• C is inconsistent,
• 8/ 2 C, C f/g is consistent (minimality).
3. Postulates for propositional merging
Before recalling the set of postulates for merging propositional bases given
in [9,15], we brieﬂy introduce main deﬁnitions of merging propositional bases.
Let E ¼ fK1; . . . ;Kng (nP 1) be a multi-set of n propositional bases to be
merged. The bases are supposed to be individually consistent. E is called an
information set.
By ^E (resp. _E) we denote the conjunction (resp. disjunction) of the
propositional bases of E. The symbol t denotes the union on multi-sets.
For the sake of simplicity, if K and K 0 are propositional bases and E is an
information set we simply write E t K and K t K 0 instead of E t fKg and
fKg t fK 0g respectively. We will denote Kn the multi-set fK; . . . ;Kg of size n.
A propositional merging operator D is a function applied on E and returns a
propositional base, denoted by DðEÞ. In the literature [9,10,14,15], DðEÞ is
deﬁned by the three following steps:
(1) Rank-order the set of interpretations X with respect to each propositional
base Ki by computing a local distance, denoted by dðx;KiÞ, between x and
each base Ki.
(2) Rank-order the set of interpretations X globally with respect to all the
propositional bases, based on an overall distance denoted by dDðx;EÞ.
The latter, computed from local distances dðx;KiÞ, deﬁnes an ordering re-
lation between the interpretations deﬁned as follows:
x6 DEx0 iff dDðx;EÞ6 dDðx0;EÞ:
(3) Compute the result of the merging process, DðEÞ, whose models are mini-
mal interpretations with respect to 6 DE , namely
sDðEÞt ¼ minðX; 6 DEÞ:
In [9,14,15], the local distance dðx;KiÞ is based on Hammings distance. The
Hamming distance between an interpretation x and a propositional base Ki is
deﬁned by the least number of atoms on which this interpretation diﬀers from
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where distðx;x0Þ is the number of atoms whose truth valuations diﬀer in the
two interpretations.
Once dðx;KiÞ is deﬁned for each Ki, several methods have been proposed in
order to aggregate the local distances dðx;KiÞ according to whether the bases
have the same importance or not. In particular the majority operator deﬁned
by dPðx;EÞ ¼Pni¼1 dðx;KiÞ has been proposed [15,17].
Example 8. Let us consider the academic example [17] of a teacher who asks his
three students which among the following languages SQL (denoted by s), O2
(denoted by o) and Datalog (denoted by d) they would like to learn. The ﬁrst
student wants to only learn SQL or O2: K1 ¼ ðs _ oÞ ^ :d. The second wants to
only learn either Datalog or O2 but not both: K2 ¼ ð:s ^ d ^ :oÞ _
ð:s ^ :d ^ oÞ. The third wants to learn the three languages: K3 ¼ ðs ^ d ^ oÞ.
Let X¼ fx0 ¼:s:d:o;x1 ¼:s:do;x2 ¼:sd:o;x3 ¼:sdo;x4 ¼ s:d:o;
x5 ¼ s:do;x6 ¼ sd:o;x7 ¼ sdog.
Table 1 gives Hammings distances between each interpretation and the
propositional bases, and also the result of their aggregation using
P
operator.
We have sDPðEÞt ¼ fx1;x5g, or equivalently the result of merging is:
DðEÞ  :d ^ o, namely not teaching Datalog and teaching O2.
The problem of merging of propositional bases has also been studied from
postulates point of view in the same spirit as belief revision [1] or updating [8].
The following set of postulates has been deﬁned in the literature [9,15] that a




If ^ E is consistent then DðEÞ ¼ ^E:
Table 1
Hamming distance-based fusion
x dðx;K1Þ dðx;K2Þ dðx;K3Þ
P
x0 1 1 3 5
x1 0 0 2 2
x2 2 0 2 4
x3 1 1 1 3
x4 0 2 2 4
x5 0 1 1 2
x6 1 1 1 3
x7 1 2 0 3
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A3: Syntax independence
If E1 $ E2 then ‘ DðE1Þ  DðE2Þ;
where E1 $ E2 means that there exists a bijection f from E1 ¼ fK11 ; . . . ;K1ng to
E2 ¼ fK21 ; . . . ;K2ng such that 8K1i 2 E1; 9K2j 2 E2; f ðK1i Þ  K2j .
A4: Cautiousness
If K ^ K 0 is inconsistent then DðK t K 0Þ0K:
K and K 0 are assumed to be individually consistent.
In the case of n bases, A4 can be generalized as follows:
If ^ E is inconsistent then DðEÞ0Ki; 8Ki 2 E:
A5: Conjunction primacy
DðE1Þ ^ DðE2Þ ‘ DðE1 t E2Þ:
A6: Recovering conjunction
If DðE1Þ ^ DðE2Þ is consistent then DðE1 t E2Þ ‘ DðE1Þ ^ DðE2Þ:
The postulate A1 expresses the idea that the result of merging should be con-
sistent. A2 says that when the sources are not conﬂicting, the result of merging
recovers the maximum of information, namely their conjunction. A3 expresses
the syntax independence of the merging process. A4 says that when two
propositional bases are conﬂicting then the result of merging should not give
preference to any of the two bases. It is important to note that in A4, as well as
in other postulates, it is assumed that the knowledge bases to be merged are
individually consistent. Lastly, A5 and A6 express the decomposition of the
merging process.
Two classes of merging operators have been particulary analyzed in the
literature: majority and arbitration operators deﬁned respectively by [9]:
Maj: Majority
8K; 9n; DðE t KnÞ ‘ K:
Arb: Arbitration
8K; 8n; DðE t KnÞ  DðE t KÞ:
Note that the arbitration postulate has been weakened by Konieczny and
Pino Perez [9] into the following one:
8K 0; 9K; K 00K; 8n; DðK 0 t KnÞ  DðK 0 t KÞ:
In Sections 5 and 6, we present two natural adaptations of propositional
postulates in possibilistic logic framework, depending on whether we focus on
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the weights associated with plausible conclusions of the merging process or not.
In both adaptations, it is assumed that the bases do not contain completely
certain formulas representing integrity constraints. But ﬁrst, let us recall basic
ideas of merging possibilistic knowledge bases.
4. Merging possibilistic knowledge bases
A possibilistic merging operator, denoted by , is a function from ½0; 1	n
to ½0; 1	. Intuitively,  will be used to merge the certainty degrees associ-
ated with pieces of information provided by diﬀerent experts. More precisely,
let B ¼ fB1; . . . ;Bng be a set of n consistent possibilistic bases. Our aim is to
merge the bases of B into a new one, denoted by B, using the merging op-
erator .
B is composed of weighted formulas ð/i; aiÞ such that /i is a propositional
formula, and ai is the result of combining the certainty degrees associated with
/i in each base of B. More formally (see also Fig. 1),
B ¼ fð/;ða1; . . . ; anÞÞ : / 2L;Bi ‘p ð/; aiÞg: ð1Þ
Two properties for  are assumed in this equation:
(1) ð0; . . . ; 0Þ ¼ 0.
(2) If 8i ¼ 1; . . . ; n, ai P bi then ða1; . . . ; anÞP  ðb1; . . . ; bnÞ.
The ﬁrst property says that if an information is not an explicit conclusion of
any base, then it should not be an explicit conclusion of the result of merging.
The second property is simply the ‘‘unanimity’’ property (called also mono-
tonicity property) which means that if all the experts say that a formula / is
more plausible than (or preferred to) another formula w, then the result of
merging should conﬁrm this preference.
B
1













Fig. 1. Merging possibilistic bases.
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The following lemma gives a simpliﬁcation of the computation of B.
Lemma 9. Let B1 ¼ fð/i; aiÞ : i ¼ 1; . . . ; ng and B2 ¼ fðwj; bjÞ : j ¼ 1; . . . ;mg be
two possibilistic bases. Let B be the result of merging B1 and B2 using  and
following Eq. (1). Then, B is equivalent to:
fð/i;ðai; 0ÞÞ : ð/i; aiÞ 2 B1g [ fðwj;ð0; bjÞÞ : ðwj; bjÞ 2 B2g
[ fð/i _ wj;ðai; bjÞÞ : ð/i; aiÞ 2 B1 and ðwj; bjÞ 2 B2g:
Example 10. Two agents use possibilistic bases B1 and B2 to express their
knowledge about a cat and a mouse in two-room ﬂat.
Let B1 ¼ fð:mouse in room1 _ :mouse in room2; 1Þ; ð:cat in room1 _
:cat in room2; 1Þ; ð:cat in room1 _ :mouse in room1 _mouse is afraid; 1Þ;
ð:cat in room2 _ :mouse in room2 _mouse is afraid; 1Þ; ðmouse in room1 _
mouse in room2; :9Þ; ðcat in room1 _ cat in room2; :9Þ; ðcat in room1; :7Þ;
ðmouse is afraid; :5Þg; and B2 ¼ fð:mouse in room1 _ :mouse in room2; 1Þ;
ð:cat in room1 _ :cat in room2; 1Þ; ð:cat in room1 _ :mouse in room1 _
mouse is afraid; 1Þ; ð:cat in room2 _ :mouse in room2 _mouse is afraid; 1Þ;
ð:mouse is afraid _ :cat in room1 _mouse in room1; :8Þ; ð:mouse is afraid_
:cat in room2 _mouse in room2; :8Þ; ð:cat in room2; :2Þg.
The two bases share the integrity constraints ð:mouse in room1 _
:mouse in room2; 1Þ and ð:cat in room1 _ :cat in room2; 1Þ which respec-
tively express that the mouse (resp. the cat) cannot be at the same time in both
rooms 1 and 2. They also share the integrity constraints ð:cat in room1 _
:mouse in room1 _mouse is afraid; 1Þ; ð:cat in room2 _ :mouse in room2 _
mouse is afraid; 1Þ which respectively say that if the cat and the mouse are in
room 1 (resp. 2) then the mouse is afraid.
The rest of the ﬁrst agents beliefs says that the agent is highly certain that
the mouse (resp. the cat) is either in room 1 or in room 2. Also, he highly
believes that the cat is in room 1 and moderately believes that the mouse is
afraid. The rest of the second agents beliefs says that the agent highly believes
that when the mouse is afraid and the cat is in room 1 (resp. 2) then the mouse
is in room 1 (resp. 2). He weakly believes that the cat is not in room 2.
Let  be a merging operator deﬁned by ða; bÞ ¼ aþ b ab. Then, B is
equivalent to fð:mouse in room1 _ :mouse in room2; 1Þ; ð:cat in room1 _
:cat in room2; 1Þ; ð:cat in room1 _ :mouse in room1 _mouse is afraid; 1Þ;
ð:cat in room2 _ :mouse in room2 _mouse is afraid; 1Þ; ð:mouse is afraid_
:cat in room1 _mouse in room1 _mouse in room2; :98Þ; ð:mouse is afraid_
:cat in room2 _mouse in room1 _mouse in room2; :98Þ; ð:mouse is afraid_
:cat in room2 _mouse in room2; :94Þ; ðmouse in room1 _mouse in room2 _
:cat in room2; :92Þ; ðmouse in room1 _mouse in room2; :9Þ; ðcat in room1 _
cat in room2; :9Þ; ð:mouse is afraid _ :cat in room2 _mouse in room1; :8Þ;
ð:cat in room2; :76Þ; ðmouse is afraid; :5Þg.
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Note that B1 ‘p ð:cat in room2; :7Þ and B2 ‘p ð:cat in room2; :2Þ and
B ‘p ð:cat in room2; :76Þ. So there is a reinforcement on the certainty of the
cat being not in room 2.
In the rest of this paper,  is also supposed to be associative and commu-
tative.
The choice of  depends on the sources providing the bases to be fused.
Particular cases of  are minimum, maximum, product and Lukasiewicz. The
minimum is appropriate when the sources are consistent and not independent,
the maximum is appropriate when the sources are highly conﬂicting. Lastly, the
product and Lukasiewicz deal with independent sources.
The mean operator deﬁned by ða; bÞ ¼ ðaþ bÞ=2 is meaningful to express a
tradeoﬀ between information to be fused.
We now deﬁne some classes of operators  useful for the rest of the
paper:
Deﬁnition 11.  is said to be
• optimistic if 9ða1; . . . ; anÞ such that
8i ¼ 1; . . . ; n; ai 6¼ 1 and  ða1; . . . ; anÞ ¼ 1:
• pessimistic if 9ða1; . . . ; anÞ such that
8i ¼ 1; . . . ; n; ai 6¼ 0 and  ða1; . . . ; anÞ ¼ 0:
Optimistic operators are such that merging not completely certain formulas
can lead to totally certain formulas. Pessimistic operators mean that merging
somewhat certain information can lead to a completely uncertain formula.
We now deﬁne two other classes of merging operators.  is said to be
• regular if it is neither optimistic nor pessimistic.
• strictly monotonic on ½0; 1Þ if 8ða1; . . . ; anÞ; 8ðb1; . . . ; bnÞ; with ai 6¼ 1; bj 6¼ 1:
if 8i ¼ 1; . . . ; n; ai P bi and 9j; aj > bj; then
 ða1; . . . ; anÞ > ðb1; . . . ; bnÞ:
The following lemma shows that strictly monotonic operators are a subclass
of regular operators:
Lemma 12. If  is a strictly monotonic operator then  is regular.
However regular operators are not necessarily strictly monotonic. For ex-
ample the min operator, deﬁned by ða; bÞ ¼ minða; bÞ, is regular but not
strictly monotonic.
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5. Plausible inference point of view
This section presents the ﬁrst adaptation, of propositional postulates in
possibilistic logic, which only focuses on the set of plausible conclusions
without taking into account the weights of inferences. Namely, given a set of
possibilistic knowledge bases, we are only interested to know if a given prop-
ositional formula is entailed from the result of merging these bases or not. The
counterpart of the propositional postulates Ai will be denoted by Pi (P for
plausible).
Consistency: Possibilistic logic, contrary to propositional logic, does
not entail everything in presence of inconsistency (see Example 6). There-
fore, we do not need to require the resulting base to be consistent since
the conclusions obtained from the fused bases are always consistent. Hence
P1 expressed by CnP ðBÞ is consistent is immediately satisﬁed by all opera-
tors.
Information complementarity: P2 :If B1[[Bn is consistent thenCnP ðBÞ
CnP ðB1 [    [ BnÞ.
P2 says that the result of merging should recover all the information pro-
vided by the sources if they do not conﬂict. Such requirement can be satisﬁed if
the merging operator guarantees that each formula which is entailed from at
least one base, should also be explicitly present in the result of the merging.
This can be captured by conjunctive operators deﬁned by:
Deﬁnition 13.  is called a conjunctive operator if
ða1; . . . ; anÞ > 0 when for some i; ai > 0:
An example of such operators is the max operator deﬁned by ða1; . . . ;
anÞ ¼ maxða1; . . . ; anÞ.
Recall that  is deﬁned at the syntactic level on knowledge bases. Therefore,
it is not surprising to have the maximum operator as a conjunctive operator,
while the minimum operator is used as one of the conjunctive operators in the
literature. If we use ða; bÞ ¼ 1ð1 a; 1 bÞ to merging possibility, then
clearly  ¼ minimum is a conjunctive operator in the usual sense.
Example 14. Let us consider again the bases B1 and B2 of Example 10. We have
B1 ¼ fð:mouse in room1 _ :mouse in room2; 1Þ; ð:cat in room1 _ :cat in
room2; 1Þ; ð:cat in room1 _ :mouse in room1 _mouse is afraid; 1Þ; ð:cat in
room2 _ :mouse in room2 _mouse is afraid; 1Þ; ðmouse in room1 _mouse
in room2; :9), ðcat in room1 _ cat in room2; :9Þ; ðcat in room1; :7Þ; ðmouse
is afraid; :5Þg; and B2 ¼ fð:mouse in room1 _ :mouse in room2; 1Þ; ð:cat in
room1 _ :cat in room2; 1Þ; ð:cat in room1 _ :mouse in room1 _mouse is
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afraid; 1), ð:cat in room2 _ :mouse in room2 _mouse is afraid; 1Þ; ð:mouse
is afraid _ :cat in room1 _mouse in room1; :8Þ; ð:mouse is afraid _ :cat in
room2 _mouse in room2; :8Þ; ð:cat in room2; :2Þg.
Let  ¼ max.
Then, B ¼ ð:mouse in room1 _ :mouse in room2; 1Þ; ð:cat in room1 _
:cat in room2; 1Þ; ð:cat in room1 _ :mouse in room1 _mouse is afraid; 1Þ;
ð:cat in room2 _ :mouse in room2 _mouse is afraid; 1Þ; ðmouse in room1 _
mouse in room2; :9Þ; ðcat in room1 _ cat in room2; :9Þ; ð:mouse is afraid_
:cat in room1 _mouse in room1; :8Þ; ð:mouse is afraid _ :cat in room2 _
mouse in room2; :8Þ; ðcat in room1; :9Þ; ðmouse is afraid; :5Þ; ð:cat in
room2; :2Þg.
We can check that B recovers all elements of B1 and B2.
Note that strictly monotonic operators are necessarily conjunctive. Indeed,
by deﬁnition we have ð0; . . . ; 0Þ ¼ 0. Also, for strictly monotonic operators
we have ða1; . . . ; anÞ > ð0; . . . ; 0Þ when 9aj such that aj > 0. Hence,
ða1; . . . ; anÞ > 0. The converse is false. For example the max operator
deﬁned by ða1; . . . ; anÞ ¼ maxða1; . . . ; anÞ is conjunctive but not strictly
monotonic.
Then, we have the following result.
Proposition 15. A possibilistic merging operator  satisfies P2 iff  is a con-
junctive operator.
Syntax independence: A3 has an immediate counterpart in the possibilistic
logic setting, namely:
P3 : If B() B0 then CnP ðBÞ  CnP ðB0Þ;
where B() B0 is deﬁned as follows:
8Bi 2 B; 9!B0j 2 B0 such that Bi s B0j and 8B0j 2 B0; 9!Bi 2 B such that
B0j s Bi, where 9! means that ‘‘there exists a unique base B0j . . .’’.
Indeed, we have the following result.
Proposition 16. All possibilistic merging operators satisfy P3.
This proof can be easily checked since the bases of B and B0 are equivalent
means that B s B0. Hence, we have CnP ðBÞ  CnP ðB0Þ.
Cautiousness: The idea in the propositional postulate A4 is that when two
bases are conﬂicting, the result of merging should not give preference to any
base. This requirement is natural in propositional logic since formulas are ﬂat
and there is no way to give preference between them. However, this cannot be
right away in a possibilistic logic framework. Indeed,
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Proposition 17. There is no strictly monotonic operator which satisfies the im-
mediate adpatation of A4 (Namely, if B1 and B2 is inconsistent then
CnP ðBÞ0CnP ðB1Þ and CnP ðBÞ0CnP ðB2Þ).
The following counter-example illustrates Proposition 17.
Counter-example 1. Let B ¼ fB1;B2g be such that B1 ¼ fð/; aÞg and
B2 ¼ fð:/; bÞg where a > b and b > 0. Let  be a strictly monotonic operator.
By construction we have B ¼ fð/;ða; 0ÞÞg [ fð:/;ð0; bÞÞg [ fð>;
ða; bÞÞg.
We have ða; 0Þ > 0 and ð0; bÞ > 0 since  is strictly monotonic, since
a > 0, b > 0 and ð0; 0Þ ¼ 0.
We also have ð0; bÞ ¼ ðb; 0Þ since  is assumed to be commutative, and
ða; 0Þ > ðb; 0Þ since a > b and  is strictly monotonic. Hence, CnP ðBÞ ¼
CnP ðf/gÞ from which CnP ðB1Þ is entailed.
There is a class of operators which satisﬁes the immediate adaptation of A4
(however, fails to satisfy P2). They are called disjunctive operators deﬁned as
follows.
Deﬁnition 18.  is called a disjunctive operator if
ða1; . . . ; anÞ ¼ 0 when 9j s:t: aj ¼ 0:
Note that disjunctive operators cannot be strictly monotonic since for in-
stance ða1; . . . ; anÞ ¼ ð0; . . . ; 0Þ for ai > 0 and aj ¼ 0 with i 6¼ j.
Since a direct adaptation of A4 is not desirable, we propose here an ap-
propriate adaptation of A4. It consists to say that if B1 and B2 are conﬂicting
and if they are equally prioritized, then the result of fusion should neither infer
B1 nor B2. The question now is ‘‘how to express in possibilistic logic that two
bases are equally prioritized?’’. We ﬁrst need to introduce the notion of a pri-
ority degree of a subbase.
Deﬁnition 19. Let A be a subbase of B. We deﬁne its priority degree, denoted
by DegBðAÞ, by:
DegBðAÞ ¼ minfa : ð/; aÞ 2A \ Bg;
and DegBðAÞ ¼ 1 if A \ B is empty.
This deﬁnition means that DegBðAÞ is equal to the weight of the least
certain formulas in A. Now, we deﬁne the priority between two bases as fol-
lows.
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Deﬁnition 20. B1 is said to be more prioritized than B2 if for each conﬂict C in
B1 [ B2, we have
DegB1ðCÞ > DegB2ðCÞ:
Namely, B1 is more prioritized than B2 if the least prioritized (i.e., having
minimal weight) formulas in each conﬂict C between B1 and B2 are in B2.
Let LPðCÞ be the set of least prioritized formulas in C.
Two possibilistic knowledge bases B1 and B2 are said to be equally prioritized
if for each conﬂict C in B1 [ B2, there exists at least one formula in LPðCÞ
which belongs to B1, and also at least one formula in LPðCÞ which belongs
to B2.
Example 21. Let B1 and B2 be two possibilistic bases deﬁned as follows:
B1 ¼ fð/ _ w _ n; :9Þ; ð:w; :7Þ; ð:d; :5Þg and
B2 ¼ fð:/; :8Þ; ð:n; :7Þ; ðn _ d; :5Þ; ðr _ w; :4Þg.
There are two conﬂicts in B1 [ B2:
C1 ¼ f/ _ w _ n;:/;:n;:wg and
C2 ¼ f:n; n _ d;:dg.
We have DegB1ðC1Þ ¼ DegB2ðC1Þ ¼ :7 and DegB1ðC2Þ ¼ DegB2ðC2Þ ¼ :5.
Then, B1 and B2 are equally prioritized.
However if we let B2 ¼ fð:/; :8Þ; ð:n; :6Þ; ðn _ d; :4Þ; ðr _ w; :4Þg, then B1 is
prioritized than B2 since DegB1ðC1Þ > DegB2ðC1Þ, and DegB1ðC2Þ > DegB2ðC2Þ.
The appropriate adaptation of A4 in possibilistic logic framework is:
P4: If B1 and B2 is inconsistent and, B1 and B2 are equally prioritized, then
CnP ðBÞ0CnP ðB1Þ and CnP ðBÞ0CnP ðB2Þ:
Then we have:
Proposition 22. All possibilistic merging operators satisfy P4.
1
The remaining postulates have immediate adaptations. Let B ¼ B0 tB00, then:
P5: CnP ðB0Þ [ CnP ðB00Þ ‘ CnP ðBÞ.
P6: If CnP ðB0Þ [ CnP ðB00Þ is consistent then CnP ðBÞ ‘ CnP ðB0Þ [
CnP ðB00Þ.
1 We recall that  is assumed to be commutative and associative.
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Proposition 23
(1) All possibilistic merging operators satisfy P5.
(2)  satisfies P6 iff  is a strictly monotonic operator.
PMaj : 8B0; 9n; CnP ððB t B0nÞÞ ‘ CnP ðB
0 Þ:
Intuitively, majority is related to the idea of reinforcement, namely if a same
formula is believed to a weight a by two agents, it should be believed with a
larger weight in the result of merging. Reinforcement operators are deﬁned as
follows.
Deﬁnition 24.  is said to be a reinforcement operator if
ða1; . . . ; anÞ > maxða1; . . . ; anÞ when 8ai; ai 6¼ 1;
and, ða1; . . . ; anÞ ¼ 1 if for some i, ai ¼ 1.
Note that reinforcement operators are also conjunctive.
Note that reinforcement property is not enough to satisfy PMaj. An example
of a reinforcement operator which does not satisfy PMaj is Lukasiewicz operator
as it is illustrated by the following example:
Example 25. Let B ¼ fB1;B2g such that B1 ¼ fð/; :9Þg, B2 ¼ fð/; :4Þ; ðw; :2Þg.
Let B0 ¼ fð:/; :7Þg.
Let  be Lukasiewicz operator.
Then, it can be checked that ðB t B0Þ is equivalent to fð/; 1Þ; ðw; :9Þ;
ð:/; :7Þg.
We have CnP ððB t B0ÞÞ ¼ f/;wg which does not entail :/ i.e. CnP ðB0Þ.
Let us now compute ðB t B02Þ. We get: ðB t B
02Þ ¼ fð/; 1Þ; ð:/; 1Þg.
Then CnP ððB t B02ÞÞ  > which does not entail CnP ðB0Þ. More generally, for
any nP 1, we have CnP ððB t B0nÞÞ0CnP ðB0Þ.
To satisfy PMaj,  should also be strictly monotonic.
Proposition 26.  satisfies PMaj if and only if  is a strictly monotonic and a
reinforcement operator.
Arbitration
PArb : 8B0; 8n; CnP ððB t B0nÞÞ  CnP ððB t B0ÞÞ:
The arbitration postulate means that  ignores redundancies. This re-
quirement can be obtained by operators called idempotent operators and de-
ﬁned as follows:
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Deﬁnition 27.  is called an idempotent operator if
8a; ða; . . . ; aÞ ¼ a:
Clearly, idempotent operators cannot be reinforcement operators. Indeed,
they cannot satisfy PMaj.
Then, we have the following result.
Proposition 28. If  is an idempotent operator then  satisfies PArb.
To summarize the above results, for associative and commutative operators
we have:
(1)  satisﬁes fP1;P2;P3;P4;P5;P6g if and only if  is a strictly monotonic op-
erator.
An example of such operators is the probabilistic sum deﬁned by
ða; bÞ ¼ aþ b ab.
(2)  satisﬁes fP1;P2;P3;P4;P5;P6;PMajg if and only if  is a strictly mono-
tonic and reinforcement operator.
An example of such operators is the probabilistic sum.
(3) If  is an idempotent operator then  satisﬁes fP1;P3;P4;P5;PArbg.
Examples of such operators are min and max.
Before discussing the second adaptation taking into account the weights
attached with plausible conclusions, let us brieﬂy discuss the properties of the
so-called ‘‘dictature’’ fusion used in social choice theory [11]. In possibilistic
fusion, it is assumed that all experts share the same meaning of the scale (unit
interval). Such assumption, called commensurability assumption, generally
does not hold in social choice theory for merging total pre-orders on the set of
possible situations. Adding the commensurability assumption allows us to
escape to well-known Arrows impossibility theorem. Clearly, refusing the
commensurability assumption restricts considerably the choices of merging
operators.
Let us assume that we have two experts E1, E2 who provide two possibility
distributions p1 and p2. Assume that the two experts do not share the same
meaning of the scale. The idea of the dictature fusion is simply to assume that
one of the two experts, says E1, is a dictature. The result of fusion is to satisfy
as much as possible E1, and only where there are ties between solutions we
consider E2. More formally, the fusion of p1 and p2, is deﬁned as:
• if p1ðxÞ > p1ðx0Þ then pðxÞ > pðx0Þ, and
• if p1ðxÞ ¼ p1ðx0Þ then pðxÞP pðx0Þ iﬀ p2ðxÞP p2ðx0Þ.
Hence, there is a meta-information which gives a ranking between experts.
Clearly the combination result is simply the reﬁnement of p1 (the dictator)
by p2. It consists of taking all conclusions given by p1 and adding as many
conclusions as possible (w.r.t. consistency criterion) from p2.
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Now, we have the following proposition.
Proposition 29. The dictature merging operator satisfies P1, P2, P3, P5, P6 and
PArb, and fails to satisfy P4 and PMaj.
Counter-example 2. Let B1 ¼ fð/; :9Þg and B2 ¼ fð:/; :9Þg.
Let  be a dictature merging operator. The two knowledge bases are equally
prioritized.
Note that the dictature is not commutative (we recall that in this paper  is
assumed to be commutative).
We have CnP ðBÞ ¼ CnP ðf/gÞ which entails CnP ðB1Þ. Then,  does not
satisfy P4.
Also, 8n we have CnP ððB1 t Bn2ÞÞ ¼ CnP ðf/gÞ. Then,  does not satisfy
PMaj, as it is expected.
6. Possibilistic inference point of view
In this section, we give the adaptation of propositional postulates, denoted
by Wi (W for weighted) in possibilistic logic framework when we keep track of
the weights attached to conclusions. Therefore we are interested in analyzing
the possibilistic closure CnpðBÞ. We recall that this set is deﬁned by:
CnpðBÞ ¼ fð/i; aiÞ : B ‘p ð/i; aiÞg:
Again we recall that  is assumed to be commutative and associative.
PostulatesW1,W3 andW4 are direct counterparts of P1, P3 and P4. Namely,
W1: CnpðBÞ is consistent.
W3: If B1 () B2 then CnpðB1Þ s CnpðB2Þ.
W4: If B1 and B2 is inconsistent and, B1 and B2 are equally prioritized, then
CnpðBÞ0pB1 and CnpðBÞ0pB2:
Then, we have the following result.
Proposition 30. All possibilistic merging operators satisfy W1, W3 and W4.
The proof of W1 is immediate. The proofs of W3 and W4 are identical to
those of P3 and P4 respectively.
Information complementarity: The idea in A2 is that the result of merging
should recover classical conjunction when the bases are agreeing. When the
weights attached to formulas are considered, recovering the complementarity
between the bases means that, if a formula ð/; aÞ is entailed from at least one
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base Bi then it should also be entailed from CnpðBÞ, with a weight at least
equal to a. Hence, we have the following adaptation of A2:
W2: If B1 [    [ Bn is consistent, then
8/; if 9i;Bi ‘p ð/; aÞ then B ‘p ð/; bÞ; with bP a:
Clearly, W2 is stronger than P2. We have shown in the ﬁrst adaptation
(when only considering plausible conclusions) that such requirement is ob-
tained by operators called conjunctive operators deﬁned by ða1; . . . ; anÞ > 0
whenever there exists at least an ai strictly positive. However, it may exist
conjunctive operators which do not satisfy A2. Let us consider for example
the following operator deﬁned by 8a; b;ða; bÞ ¼ a. So if we combine
B1 ¼ fð/; :8Þg and B2 ¼ fðw; :5Þg with  and letting a ¼ :2 then
B ¼ fð/; :2Þg [ fðw; :2Þg [ fð/ _ w; :2Þg
which is equivalent to fð/; :2Þ; ðw; :2Þg:
Note that  is a conjunctive operator in the sense of Deﬁnition 13 however
B0p ð/; :8Þ.
Indeed, W2 excludes some conjunctive operators. To satisfy the requirement
expressed byW2, the merging operator  should satisfy the following property
ð0; . . . ; ai; 0; . . . ; 0ÞP ai;
for ai > 0. Following the unanimity property of  we get ða1; . . . ;
anÞP maxða1; . . . ; anÞ. Indeed, we deﬁne a subclass of conjunctive operators
called strongly conjunctive, as follows:
Deﬁnition 31. A merging operator  is called strongly conjunctive if
ða1; . . . ; anÞP maxða1; . . . ; anÞ:
Clearly, reinforcement operators are strongly conjunctive.
Now, we have the following result.
Proposition 32.  is a strongly conjunctive operator iff  satisfies W2.
Conjunction primacy: The adaptation of the propositional postulate A5
needs a discussion. An immediate adaptation would be the following. Let
B ¼ B0 tB00, then:
CnpðB0Þ [ CnpðB00Þ ‘p CnpðBÞ:
This adaptation does not reﬂect faithfully the idea behind A5 when
CnpðB0Þ [ CnpðB00Þ is inconsistent. Indeed, in the propositional setting when
DðE1Þ ^ DðE2Þ is inconsistent then the propositional postulate A5 is trivially
satisﬁed. But the above adaptation is not trivially satisﬁed since possibilistic
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inference does not entail everything in presence of inconsistency. Hence, it is
more natural to restrict to the case of consistency.
Another point is how to ﬁx the deﬁnition of conjunction in A5 used between
CnpðB0Þ and CnpðB00Þ. A stronger reinforcement operator "s, deﬁned below, is
appropriate. Hence, we have:
W5 : If CnpðB0Þ [CnpðB00Þ is consistent then CnpðB0 "sB00Þ ‘p CnpðBÞ;
where "s is defined as follows:
Let a1 ¼ IncðB0Þ and a2 ¼ IncðB00Þ. Then,
"sða; bÞ ¼ 1 if a > a1 or b > a2;maxða; bÞ otherwise:

This operator means that combining two formulas where the certainty de-
gree of at least one of them is above the inconsistency level, gets the maximal
weight.
Indeed, we have the following result.
Proposition 33. All possibilistic merging operators satisfy W5.
Conjunction recovering: Contrary to the propositional postulate A5, the
postulate A6 refers to a decomposition of one group into two subgroups. Then,
an idempotent conjunction (which leads to the union of knowledge bases) is
enough to adapt A6:
W6 : If CnpðB0Þ [ CnpðB00Þ is consistent then
CnpðBÞ ‘p CnpðB0Þ [ CnpðB00Þ:
We have shown in the ﬁrst adaptation that an operator should be strictly
monotonic in order to recover the conjunction. However when we consider the
weights attached to formulas, this is not enough as it is shown by the following
counter-example.
Counter-example 3. Let B0 ¼ fB1;B2g and B00 ¼ fB3;B4g where B1 ¼ fð/; :9Þg,
B2 ¼ fð:w; :5Þg, B3 ¼ fð/ _ w; :8Þg and B4 ¼ fð:w; :2Þg.
Let  be deﬁned by ða; bÞ ¼ ðaþ bÞ=2.
We have B0 ¼ fð/; :45Þ; ð:w; :25Þ; ð/ _ :w; :7Þg and B00 ¼ fð/ _ w; :4Þ;
ð:w; :1Þg.
Then CnpðB0Þ [ CnpðB00Þ, which is equivalent to fð/ _ :w; :7Þ;
ð/; :45Þ; ð:w; :25Þg, is consistent.
Moreover, we have B is equivalent to fð/ _ w; :425Þ; ð/; :4Þ; ð:w; :175Þg.
Then, we have CnpðB0Þ [ CnpðB00Þ ‘p ð/; :45Þ however CnpðBÞ0p ð/; :45Þ.
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Indeed, we have the following result.
Proposition 34.  satisfies W6 iff  is a strongly conjunctive and strictly
monotonic operator.
As a summary of this adaptation, we get the following result.
 satisﬁes fW1;W2;W3;W4;W5;W6g if and only if  is a strongly con-
junctive and strictly monotonic operator.
Note that this adaptation is stronger than the plausible adaptation, which
only requires  to be strictly monotonic to satisfy P1; . . . ;P6.
7. Conclusion
In this paper, two adaptations of propositional fusion postulates to the
possibilistic framework have been given. The ﬁrst adaptation only restricts to
the set of plausible conclusions that can be inferred from the result of fusion,
while the second adaptation also considers the weights associated with plau-
sible conclusions. We have pointed out the existence of several classes of
merging operators. In particular diﬀerent kinds of conjunctive operators have
been deﬁned, due to the information complementarity postulates. Among them
strictly monotonic (and also strongly conjunctive in the second adaptation)
operators are particularly attractive, for knowledge fusion because they indeed
satisfy all the basic postulates. We have also discussed the properties, in
terms of possibilistic postulates, of the so-called ‘‘dictature’’ fusion used in
social choice theory. A ﬁrst future work will be to more explore the connection
between fusion in possibilistic logic framework and fusion in social choice
theory.
The postulate-based study of merging possibilistic knowledge bases is very
important to analyze the behaviour of merging operators. This study can help
in selecting appropriate operators, for example, in the robotics application [5]
where possibilistic fusion is used.
Another future work is to investigate the integration of integrity constraints
and see how postulates given in [10] can be extented to the possibilistic logic
framework. Integrity constraints are requirements that the resulting base
should satisfy. In possibilistic logic, such constraints are represented by means
of fully certain formulas (with weight 1).
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Appendix A
Lemma 9. Let B1 ¼ fð/i; aiÞ : i ¼ 1; . . . ; ng and B2 ¼ fðwj; bjÞ : j ¼ 1; . . . ;mg be
two possibilistic bases. Let B be the result of merging B1 and B2 using  and
following Eq. (1). Then, B is equivalent to:
B0 ¼ fð/i;ðai; 0ÞÞ : ð/i; aiÞ 2 B1g [ fðwj;ð0; bjÞÞ : ðwj; bjÞ 2 B2g
[ fð/i _ wj;ðai; bjÞÞ : ð/i; aiÞ 2 B1 and ðwj; bjÞ 2 B2g:
Proof. To show that B and B
0 are equivalent we will ﬁrst show that B0  B,
and then formulas in the set ðB B0Þ are subsumed 2 in B.
Let us ﬁrst show that B0  B.
(1) We ﬁrst consider a formula ð/i;ðai; 0ÞÞ (resp. ðwj;ð0; bjÞ) in B0.
We have B1 ‘p ð/i; aiÞ. Suppose that B2 ‘p ð/i; bÞ. Then, /i belongs to B
with the weight ðai; bÞ. Following the unanimity property of , we have
ðai; bÞP  ðai; 0Þ. Indeed we can equivalently add ð/i;ðai; 0ÞÞ to B.
(2) Let us now consider a formula ð/i _ wj;ðai; bjÞÞ in B0.
We have B1 ‘p ð/i _ wj; aÞ s.t. aP ai (we have a > ai in the case where
/i _ wj is entailed from formulas of B1 with a weight strictly greater than
ai).
Similarly, B2 ‘p ð/i _ wj; bÞ with bP bj.
Then, ð/i _ wj;ða; bÞÞ 2 B. Following the unanimity property of , we
have ða; bÞP  ðai; bjÞ. Then, we can add ð/i _ wj;ðai; bjÞÞ to B with-
out any damage.
From (1) and (2) we conclude that B0  B.
Let us now show that 8ð/; bÞ, if ð/; bÞ 2 B and ð/; bÞ 62 B0 then ð/; bÞ is
subsumed by B. It is clear that by construction, if ð/; bÞ 2 B0 then / does not
explicitly appear neither in B1 nor in B2.
We have B1 ‘p ð/; a1Þ and B2 ‘p ð/; a2Þ with a1 P 0 and a2 P 0.
(1) Suppose ﬁrst that B1 ‘p ð/; 0Þ and B2 ‘p ð/; 0Þ. Then, / appears inB with
the weight ð0; 0Þ which is equal to 0 following the ﬁrst property of . In-
deed, it is not necessary to consider such formulas in B.
(2) Suppose now that B1 ‘p ð/; a1Þ and B2 ‘p ð/; 0Þ such that a1 > 0. Then, /
belongs to B with the weight ða1; 0Þ.
B1 ‘p ð/; a1Þ means that there exists a minimal subset in B1 which entails /
and the smallest weight in S1 is equal to a1. From the ﬁrst part of the proof,
each formula /i with the weight ai in S1 belongs to B with the weight
ðai; 0Þ. Hence, the formula ð/;ða1; 0ÞÞ is subsumed in B.
2 A formula ð/; aÞ is said to be subsumed by B if BP a ‘ /. Moreover, if ð/; aÞ is subsumed then
B and B fð/; aÞg are semantically equivalent i.e., they generate the same possibility distribution
(see [7]).
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(3) The case where B1 ‘p ð/; 0Þ and B2 ‘p ð/; bÞ with b > 0 is symetric to case
(2).
(4) Lastly, suppose that B1 ‘p ð/; a1Þ and B2 ‘p ð/; a2Þ such that a1 > 0 and
a2 > 0. Then, / belongs to B with the weight ða1; a2Þ. Let S1 and S2
be two minimal subsets of B1 and B2 respectively such that S1 ‘p ð/; a1Þ
and S2 ‘p ð/; a2Þ. Then, the smallest weights in S1 and S2 are a1 and a2 re-
spectively.
Now, the disjunctions between formulas of S1 and S2, which entail /, belong
also to B. From the ﬁrst part of the proof, these disjunctions belong to B
with the weight ðai; ajÞ, where ð/i; aiÞ 2 S1 and ðwj; ajÞ 2 S2. The least weight
of these disjunctions is equal to ða1; a2Þ. Hence, / is subsumed in B. 
Lemma 12. If  is a strictly monotonic operator then  is regular.
Proof. The proof can be easily checked by noticing that ð0; . . . ; 0Þ ¼ 0 by
hypothesis. Since  is strictly monotonic we have ða1; . . . ; anÞ > 0 when
9aj; aj 6¼ 0. Indeed  is not pessimistic.
Suppose now that 9ða1; . . . ; anÞ such that 8i ¼ 1; . . . ; n; ai 6¼ 1 and
ða1; . . . ; anÞ ¼ 1. Since ai 6¼ 1 (i ¼ 1; . . . ; n) then 9ðb1; . . . ; bnÞ such that bi P ai
and 9j; bj > aj. Since  is strictly monotonic we get ðb1; . . . ; bnÞ >
ða1; . . . ; anÞ, then ðb1; . . . ; bnÞ > 1 which is impossible. Hence,  is not op-
timistic. 
Proposition 15. A merging operator  satisfies P2 iff  is a conjunctive operator.
Proof
1. Suppose that  is a conjunctive operator and let us show that it satisﬁes P2.
Since  is a conjunctive operator then each formula ð/; aÞ (a > 0) in
B1 [    [ Bn appears in B with a weight at least equal to ð0; . . . ; 0; a;
0; . . . ; 0Þ.
Since a > 0 then ð0; . . . ; 0; a; 0; . . . ; 0Þ is strictly greater than 0 following
Deﬁnition 13 of conjunctive operators.
Now since B1 [    [ Bn is consistent then B is also consistent. In-
deed, CnP ðBÞ ¼ CnP ðB1 [    [ BnÞ since disjunctions of B are classi-
cally subsumed by propositional formulas of B1 [    [ Bn. Then,  satisﬁes
P2.
2. Suppose now that  satisﬁes P2 and is not a conjunctive operator.
 is not a conjunctive operator means that 9ai > 0 s.t. ða1; . . . ;
ai; . . . ; anÞ ¼ 0. From the unanimity property, this implies ð0;...;ai;...;0Þ¼0.
Let B1 and B2 be two possibilistic knowledge bases s.t. B1 ¼ fðp; aiÞg and
B2 ¼ fðq; bÞg, where p and q are two propositional symbols (logically inde-
pendent). Note that B1 [ B2 is consistent.
We have B1 ‘p ðp; aiÞ and B2 ‘p ðp; 0Þ.
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So, p appears in B with the weight ðai; 0Þ ¼ 0. Then, CnP ðBÞ0p, while
CnP ðB1 [ B2Þ ‘ p which contradicts the fact that  satisﬁes P2. 
Proposition 22. All possibilistic merging operators satisfy P4.
Proof. We recall that  is assumed to be commutative and associative.
Suppose that there exists an operator which does not satisfy P4. This means
that there exist B1 and B2 which are conﬂicting and equally prioritized but
CnP ðBÞ ‘ CnP ðB1Þ or CnP ðBÞ ‘ CnP ðB2Þ.
Suppose that CnP ðBÞ ‘ CnP ðB1Þ.
Let C be a conﬂict in B1 [ B2. Let C ¼ C1 [ A where A contains the least
prioritized formulas in C. We have necessarily at least one formula ð/1; aÞ
which belongs to B1 and at least a formula ð/2; aÞ which belongs to B2 since B1
and B2 are equally prioritized. Indeed, note ﬁrst that C1  B1>a [ B2>a . Let AB1
be the formulas in B1 which are in A. Assume that 8ðwj; ajÞ 2
AB1 ;B1>a [ B2>a ‘ wj (that we write for simplicity B1>a [ B2>a ‘ AB1 ).
Since C is a minimal conﬂict we also have C ‘ :AB1 .
This implies that B1>a [ B2>a [ ðC AB1Þ ‘?. Hence, there exists a conﬂict
C2 such that the least formulas in C2 are all in AB2 , but this contradicts the
hypothesis that B1 and B2 are equally prioritized.
Let ð/1; aÞ and ð/2; bÞ be the least certain formulas in C. This ensures that
there exist B1 and B2, such that /1 and /2 appear in B with the same weight
since  is commutative.
Now, since CnP ðBÞ ‘ CnP ðB1Þ then CnP ðBÞ ‘ /1 and CnP ðBÞ ‘ /2.
Following the unanimity property of , CnP ðBÞ also entails CnðCÞ.
However C is inconsistent which contradicts the fact that CnP ðBÞ is consis-
tent. 
Proposition 23
(1) All possibilistic merging operators satisfy P5.
(2)  satisfies P6 iff  is a strictly monotonic operator.
Proof
1. Let B ¼ B0 tB00.
Let B0 ¼ fð/i; aiÞ : i ¼ 1; . . . ; ng [ fð?; a1Þg and
B00 ¼ fðwj; bjÞ : j ¼ 1; . . . ;mg [ fð?; a2Þg, with a1 > ai and bj > a2 and, a1





If CnP ðB0Þ [ CnP ðB00Þ is inconsistent then P5 is trivially satisﬁed. Suppose
now that CnP ðB0Þ [ CnP ðB00Þ is consistent.
Since  is associative we have:
B ¼ fð/i;ðai; 0ÞÞ : i ¼ 1; . . . ; ng [ fð?;ða1; 0ÞÞg [ fðwj;ð0; bjÞÞ : j ¼
1; . . . ;mg [ fð?;ð0; a2ÞÞg [ fð/i _ wj;ðai; bjÞÞ : i ¼ 1; . . . ; n and j ¼ 1; . . . ;
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mg [ fð/i;ðai; a2ÞÞ : i ¼ 1; . . . ; ng [ fðwj;ða1; bjÞÞ : j ¼ 1; . . . ;mg [ fð?;
ða1; a2ÞÞg.
From the unanimity property of , we have ðai; a2ÞP  ðai; 0Þ,
ða1; bjÞP  ð0; bjÞ, ða1; a2ÞP  ða1; 0Þ and ða1; a2ÞP  ð0; a2Þ.
Then, B is equivalent to
B ¼ fð/i;ðai;a2ÞÞ : i¼ 1; . . . ;ng[ fðwj;ða1;bjÞÞ : j¼ 1; . . . ;mg[ fð/i _wj;
ðai; bjÞÞ : i ¼ 1; . . . ; n and j ¼ 1; . . . ;mg [ fð?;ða1; a2ÞÞg.
Again, from the unanimity property of , we have ðai; a2ÞP  ða1; a2Þ,
ða1; bjÞP  ða1; a2Þ and ðai; bjÞP  ða1; a2Þ. Then, CnP ðBÞ 
CnP ðf/i : ð/i;ðai;a2ÞÞ 2Bg [ fwj : ðwj;ða1;bjÞÞ 2Bg [ f/i _wj : ð/i _wj;
ðai; bjÞÞ 2 BgÞ, which is equivalent to CnP ðBÞ  CnP ðB0Þ [ CnP ðB00Þ.
Then,  satisﬁes P5.
2. Suppose that  is strictly monotonic and let us show that  satisﬁes P6.
We have shown in the point 1 that from the unanimity property of , B is
equivalent to
B ¼ fð/i;ðai;a2ÞÞ : i¼ 1; . . . ;ng[ fðwj;ða1;bjÞÞ : j¼ 1; . . . ;mg[ fð/i _wj;
ðai; bjÞÞ : i ¼ 1; . . . ; n and j ¼ 1; . . . ;mg [ fð?;ða1; a2ÞÞg.
Since  is strictly monotonic we have ðai; a2Þ > ða1; a2Þ, ða1; bjÞ >
ða1; a2Þ and ðai; bjÞ > ða1; a2Þ.
We have CnP ðB0Þ [ CnP ðB00Þ is consistent then CnP ðBÞ is equivalent to
f/i : ð/i;ðai; a2ÞÞ 2 Bg [ fwj : ðwj;ða1; bjÞÞ 2 Bg which is equal to
CnP ðB0Þ [ CnP ðB00Þ. Then,  satisﬁes P6.
Suppose that  satisﬁes P6 and  is not strictly monotonic.
This means that 9ðx1; x2Þ; 9ðy1; y2Þ s.t. x1 P y1; x2 > y2 and ðx1; x2Þ 
ðy1; y2Þ, namely ðx1; x2Þ6  ðy1; y2Þ.
From the unanimity property of  we get ðx1; x2Þ ¼ ðy1; y2Þ.
Let x1 ¼ y1 ¼ a1, x2 ¼ bj and y2 ¼ a2. Then, ða1; bjÞ ¼ ða1; a2Þ.
Indeed we have CnP ðBÞ # ðCnP ðB0Þ [ CnP ðB00ÞÞ since formulas of
CnP ðB00Þ which have the weight ða1; bjÞ in B do not belong to CnP ðBÞ. So
CnP ðBÞ0CnP ðB0Þ [ CnP ðB00Þ.
Then,  does not satisfy P6 which contradicts the hypothesis. 
Proposition 26.  satisfies PMaj if and only if  is a strictly monotonic and a
reinforcement operator.
Proof. Suppose that  is strictly monotonic and a reinforcement operator and
let us show that it satisﬁes PMaj.
Let B0 ¼ fðwj; bjÞ : j ¼ 1; . . . ;mg. Then, B0n ¼ fðwj;ðbj; . . . ; bjÞ|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
n
Þ : j ¼
1; . . . ;mg.
This can be easily checked. Indeed, we have B
0n ¼ fðwj;ð0; bjÞÞ;
ðwj;ðbj; 0ÞÞ; ðwj;ðbj; bjÞÞ; . . . ; ðwj;ðbj; . . . ; bjÞ|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
n
Þg.
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Since  is strictly monotonic we have ðbj; bjÞ > ð0; bjÞ and ðbj; bjÞ >
ðbj; 0Þ. Then, ðwj;ð0; bjÞÞ and ðwj;ðbj; 0ÞÞ can be removed.
Now since  is a reinforcement operator we have ðbj; 0Þ > bj. Then,
ðbj; bjÞ > bj.
Also by associativity of  we have ðbj; bj; bjÞ ¼ ðbj;ðbj; bjÞÞ.
We have ðbj; bjÞ > bj then ðbj; bj; bjÞ > ðbj; bjÞ since  is a reinforce-
ment operator.
When we repeat these simpliﬁcations, B
0n
 becomes equivalent to
fðwj;ðbj; . . . ; bjÞ|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
n
Þ : j ¼ 1; . . . ;mg.
Let B ¼ fð/i; aiÞ : i ¼ 1; . . . ; ng.
We have ðBtB0nÞ ¼ fð/i;ðai;0ÞÞ : i¼ 1; . . . ;ng[ fðwj;ð0;ðbj; . . . ;bjÞÞÞ :
j ¼ 1; . . . ;mg [ fð/i _ wj;ðai;ðbj; . . . ; bjÞÞ : i ¼ 1; . . . ; n and j ¼ 1; . . . ;mg.
Since  is a reinforcement operator then ð0;ðbj; . . . ; bjÞÞ > ðbj; . . . ; bjÞ
and ðbj; bjÞ > bj.
By associativity we have ðbj; bj; bjÞ ¼ ððbj; bjÞ; bjÞ > maxððbj; bjÞ; bjÞ
then ðbj; bj; bjÞ > ðbj; bjÞ. Indeed, ðbj; . . . ; bj|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
n
Þ increases with n.
Since  is strictly monotonic and ðbj; . . . ; bj|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
n
Þ is increasing w.r.t. n then all
the weights of B are strictly smaller than 1.
Indeed when n is suﬃciently large, the weights of formulas of B0 in B will
increase to be greater than IncððB t B0nÞÞ. Then,  satisﬁes PMaj.
Suppose that  satisﬁes PMaj and  is not strictly monotonic or  is not a
reinforcement operator.
• Suppose that  is not strictly monotonic. This means that there exist
x1; x2; y1 and y2 s.t. x1 P y1, x2 > y2 and ðx1; x2Þ  ðy1; y2Þ.
From the unanimity property of , we get ðx1; x2Þ ¼ ðy1; y2Þ.











Let B ¼ fð/; aÞg and B0 ¼ fð:/; bjÞg.
Then, ðB t B0nÞ ¼ fð/; aÞg [ fð:/; 0Þg [ fð>;ða;ðbj; . . . ; bjÞÞg which is
equivalent to fð/; aÞg. Then, ðB t B0nÞ does not entail B0.
• Suppose now that  is not a reinforcement operator.
Let n be a very large number, and  be a merging operator (to merge nþ 1
bases) which is not a reinforcement operator.
This means that 9ða1; . . . ; anþ1Þ such that 8ai 6¼ 1; and ða1; . . . ; anþ1Þ6
maxða1; . . . ; anþ1Þ.
Let ai ¼ minða1; . . . ; anþ1Þ and aj ¼ maxða1; . . . ; anþ1Þ.
From the unanimity property, we also have ðai; . . . ; ai|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
nþ1
Þ6 aj.
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Now consider B1 ¼ fð/; ajÞg and B2 ¼ fð:/; aiÞg.
We have ðB1 t Bn2Þ ¼ fð/;ðaj; 0ÞÞg [ fð:/;ð0;ðai; . . . ; aiÞÞÞg [
fð>;ðaj;ðai; . . . ; aiÞÞÞg which is equivalent to fð/;ðaj; 0ÞÞg [ fð:/;
ð0;ðai; . . . ; aiÞÞÞg.
Since  is commutative, we have ð0;ðai; . . . ; aiÞÞ ¼ ððai; . . . ; aiÞ; 0Þ.
Also, we have ðai; . . . ; aiÞ6 aj. Then again from the unanimity property,
we get ððai; . . . ; aiÞ; 0Þ6  ðaj; 0Þ.
Clearly, ðB1 t Bn2Þ0pB2 and this contradicts the fact that  satisﬁes
PMaj. 
Proposition 28. If  is an idempotent operator then  satisfies PArb.
Proof. Suppose that  is an idempotent operator and let us show that  sat-
isﬁes PArb.
Let us compute ðB t B0nÞ.
Let B ¼ fð/i; aiÞ : i ¼ 1; . . . ; ng and B0 ¼ fðwj; bjÞ : j ¼ 1; . . . ;mg.
First, we have B
0n
 ¼ fðwj;ðbj; . . . ; bjÞÞ : j ¼ 1; . . . ;mg. Then,
ðBtB0nÞ¼fð/i;ðai;0ÞÞ : i¼1;...;ng[fðwj;ð0;ðbj;...;bjÞÞ : j¼1;...;mg[
fð/i _ wj;ðai; ðbj; . . . ; bjÞÞ : i ¼ 1; . . . ; n and j ¼ 1; . . . ;mg.
Since  is idempotent then ðbj; . . . ; bjÞ ¼ bj. Indeed, ðB t B0nÞ is equiv-
alent to fð/i;ðai; 0ÞÞ : i ¼ 1; . . . ; ng [ fðwj;ð0; bjÞÞ : j ¼ 1; . . . ;mg [ fð/i_
wj;ðai; bjÞÞ : i ¼ 1; . . . ; n and j ¼ 1; . . . ;mg which is simply ðB t B0Þ. Then,
 satisﬁes PArb. 
Proposition 29. The dictature merging operator satisfies P1;P2;P3;P5;P6 and
PArb.
Proof. Note that we have already shown that a general possibilistic merging
operator  satisﬁes P1;P3 and P5 (the satisfaction of these postulates do not
require the commutativity property). Indeed, it is enough to show that it sat-
isﬁes P2;P6 and PArb. To show this, we use the result given in [4] on the syn-
tactic counterpart of the dictature merging operator.
Let B1 ¼ fð/i; aiÞ : i ¼ 1; . . . ; ng and B2 ¼ fðwj; bjÞ : j ¼ 1; . . . ;mg such that
ai > aiþ1 for 16 i6 n, and bj > bjþ1 for 16 j6m. Then the syntactic coun-
terpart of p is:
B ¼fð/1 _ w1; x11Þ; . . . ; ð/1 _ wm; x1mÞ; . . . ð/n _ w1; xn1Þ; . . . ;
ð/n _ wm; xnmÞ; ð/1; y1Þ; . . . ; ð/n; ynÞ; ðw1; z1Þ; . . . ; ðwm; zmÞg;
where the xij, yk, zl deﬁne any numerical assignment obeying the following
constraints:
xij > xik (resp. yj > yk and zj > zk) for j < k, and for any i
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xij > xkl for i < k, and for any j; l and
xij > yk > zl for any i; j; k; l.
Then, the plausible base associated with B (i.e., CnP ðBÞ) is composed of
classical formulas of B1, and all classical prioritized formulas of B2 consistent
with B1.
Indeed, since  is associative, in the case of B ¼ fB1; . . . ;Bng, CnP ðBÞ is
composed of formulas of B1 and as much as classical formulas from each base
Bi (i ¼ 2; . . . ; n) while keeping consistency.
• Let us show that  satisﬁes P2.
Indeed, since B1; . . . ;Bn is consistent then B is consistent, and all dis-
junctions in B between formulas of B1; . . . ;Bn are classically subsumed in
CnP ðBÞ. Indeed, we have CnP ðBÞ  CnP ðB1 [    [ BnÞ.
• Let us now show that  satisﬁes P6.
Let B0 ¼ fB01; . . . ;B0ng, B00 ¼ fB001; . . . ;B00mg and B ¼ fB01; . . . ;B0n;B001; . . . ;B00mg.
Suppose that CnP ðB0Þ [ CnP ðB00Þ is consistent.
By construction, CnP ðB0Þ is composed of classical formulas of B01 and as
much as classical formulas from B02; . . . ;B
0
n (in this order) while keeping
consistency.
CnP ðB00Þ is constructed in a similar way. Since  is associative, then
CnP ðBÞ is composed of CnP ðB0Þ and as much as classical formulas from
B001; . . . ;B
00
m while keeping consistency.
Since CnP ðB0Þ [ CnP ðB00Þ is consistent, then CnP ðBÞ is simply
CnP ðB0Þ [ CnP ðB00Þ. Hence,  satisﬁes P6.
• Lastly,  also satisﬁes PArb since  only relies on the ordering of B1; . . . ;Bn
and not on occurrences of formulas. 
Proposition 32.  is a strongly conjunctive operator iff  satisfies W2.
Proof
• Suppose that  is strongly conjunctive and let us show that it satisﬁes W2.
Let ð/; aÞ be a formula s.t. Bi ‘p ð/; aÞ. Then we can add explicitly ð/; aÞ to
Bi (and we can check that this leads to an equivalent base).
This means that / appears in B with a weight at least equal to
ð0; . . . ; 0; a; 0; . . . ; 0Þ.
Since B1 [    [ Bn is consistent we have IncðBÞ ¼ 0.
By deﬁnition of strongly conjunctive operators we get ð0; . . . ; 0;
a; 0; . . . ; 0ÞP a. Then, B ‘p ð/; bÞ with bP a. Indeed,  satisﬁes W2.
• Suppose now that  satisﬁes W2 but it is not strongly conjunctive.
This means that there exists ða1; . . . ; anÞ s.t. ða1; . . . ; anÞ < maxða1; . . . ; anÞ.
Let B1; . . . ;Bn be n possibilistic knowledge bases and / be a formula s.t.
Bi ‘p ð/; aiÞ for i ¼ 1; . . . ; n.
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Let aj ¼ maxfai : Bi ‘p ð/; aiÞ; i ¼ 1; . . . ; ng.
Suppose that / is not entailed from the complementarity between formulas
of Bi (i ¼ 1; . . . ; n) having a weight higher than aj.
Such bases and formula always exist.
Then, B ‘p ð/;ða1; . . . ; anÞÞ. However ða1; . . . ; anÞ < aj which contra-
dicts the hypothesis that  satisﬁes W2. 
Proposition 33. All possibilistic merging operators satisfy W5.
Proof. Let B0 ¼ fð/i; aiÞ : i ¼ 1; . . . ; ng [ fð?; a1Þg and B00 ¼ fðwj; bjÞ : j ¼
1; . . . ;mg [ fð?; a2Þg.
Let us compute B0 "s B00. We get:
B0 "s B00 ¼ fð/i; 1Þ : i ¼ 1; . . . ; ng [ fð?; a1Þg [ fðwj; 1Þ :
j ¼ 1; . . . ;mg [ fð?; a2Þg [ fð?;maxða1; a2ÞÞg
which is equivalent to
fð/i; 1Þ : i ¼ 1; . . . ; ng [ fðwj; 1Þ : j ¼ 1; . . . ;mg [ fð?;maxða1; a2ÞÞg:
Since CnpðB0Þ [ CnpðB00Þ is consistent, we have:
CnpðB0 "s B00Þ ¼ fð/i; 1Þ : i ¼ 1; . . . ; ng [ fðwj; 1Þ : j ¼ 1; . . . ;mg.
We also have CnpðB0Þ [ CnpðB00Þ ¼ fð/i; aiÞ : i ¼ 1; . . . ; ng [ fðwj; bjÞ :
j ¼ 1; . . . ;mg. Then, CnpðB0 "s B00Þ ‘p CnpðB0Þ [ CnpðB00Þ. Hence  satisﬁes
W5. 
Proposition 34.  satisfies W6 iff  is a strongly conjunctive and strictly
monotonic operator.
Proof
• Suppose that  is strongly conjunctive and strictly monotonic and let us
show that it satisﬁes W6.
Let us compute B. We get:
B ¼fð/i;ðai; 0ÞÞ : i ¼ 1; . . . ; ng [ fð?;ða1; 0ÞÞg
[ fðwj;ð0; bjÞÞ : j ¼ 1; . . . ;mg [ fð?;ð0; a2ÞÞg
[ fð/i _ wj;ðai; bjÞÞ : i ¼ 1; . . . ; n and j ¼ 1; . . . ;mg
[ fð/i;ðai; a2ÞÞ : i ¼ 1; . . . ; ng [ fðwj;ða1; bjÞÞ : j ¼ 1; . . . ;mg
[ fð?;ða1; a2ÞÞg
which is equivalent to fð/i;ðai; a2ÞÞ : i ¼ 1; . . . ; ng [ fðwj;ða1; bjÞÞ : j ¼
1; . . . ;mg [ fð/i _wj;ðai;bjÞÞ : i¼ 1; . . . ;n and j¼ 1; . . . ;mg [ fð?;ða1;a2ÞÞg.
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Since  is strictly monotonic, we have ðai; a2Þ > ða1; a2Þ, ða1; bjÞ >
ða1; a2Þ and ðai; bjÞ > ða1; a2Þ.
CnpðB0Þ [ CnpðB00Þ is consistent then
CnpðBÞ ¼ fð/i;ðai; a2ÞÞ : i ¼ 1; . . . ; ng [ fðwj;ða1; bjÞÞ : j ¼ 1; . . . ;mg [
fð/i_ wj;ðai; bjÞÞ : i ¼ 1; . . . ; n and j ¼ 1; . . . ;mg.
Since  is strongly conjunctive we have ðai; a2ÞP ai and ða1; bjÞP bj.
Then CnpðBÞ ‘p CnpðB0Þ [ CnpðB00Þ. Indeed,  satisﬁes W6.
• Suppose now that  satisﬁes W6 and  is not strictly monotonic or not
strongly conjunctive.
Let us ﬁrst suppose that  is not strictly monotonic. This means that there
exist ðx1; x2Þ, ðy1; y2Þ such that x1 P y1, x2 > y2 and ðx1; x2Þ  ðy1; y2Þ. Then,
ðx1; x2Þ6  ðy1; y2Þ.
Since  satisﬁes the unanimity property we get ðx1; x2Þ ¼ ðy1; y2Þ.
Let x1 ¼ y1 ¼ a1, x2 ¼ bj and y2 ¼ a2. Then, ðwj;ða1; bjÞÞ 62 CnpðBÞ. So
CnpðBÞ0pCnpðB0Þ [ CnpðB00Þ.
Then,  does not satisfy W6 which contradicts the hypothesis.
Suppose now that  is not strongly conjunctive i.e., 9ða1; . . . ; anÞ s.t.
ða1; . . . ; anÞ < maxða1; . . . ; anÞ.
Let ai; a2 be such that ðai; a2Þ < maxðai; a2Þ i.e., ðai; a2Þ < ai. Then, if /i
(where ð/i;ðai; a2ÞÞ 2 B) is not entailed from the complementarity between
formulas of B with a weight higher than ai then CnpðBÞ0p
CnpðB0Þ [ CnpðB00Þ which also contradicts the hypothesis that  satisﬁes
W6. 
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