Introduction
============

At the dawn of 2019 the World Health Organization (WHO) was notified by the Chinese authorities on novel coronavirus (2019-nCoV) causing severe respiratory illness emerging from Hubei Providence of China and particularly linked to the seafood market of Wuhan city ([@b1-etm-0-0-8797]). The clinical characteristics of the disease are non-specific and comprise fever, cough, fatigue and shortness of breath in the majority of cases ([@b2-etm-0-0-8797]). Other factors that contribute to the lethality and severity of the cases include obesity ([@b3-etm-0-0-8797]), chronic cardiovascular diseases ([@b4-etm-0-0-8797]) and smoking habits ([@b5-etm-0-0-8797]). Many attempts for an effective vaccine are currently under development ([@b6-etm-0-0-8797]) and traditional antiviral antibacterial and anti-inflammatory agents such as zinc ([@b7-etm-0-0-8797]) has been used to reduce the risk of co-infections. Imaging investigation, in the context of chest X-rays or computed tomography (CT) has a vital role in disease management. Bilateral airspace opacities showing a peripheral and lower-zone predominance represent the most frequent findings on both modalities ([@b1-etm-0-0-8797],[@b8-etm-0-0-8797]). Additionally, it has been reported that chest X-ray screening for asymptomatic carriers of COVID-19 may serve as a viable substitute for the available reverse transcription-quantitative polymerase chain reaction (RT-qPCR) tests ([@b11-etm-0-0-8797],[@b12-etm-0-0-8797]). The high infection rate of COVID-19 caused, in a short period of time, an unprecedented burden on the healthcare systems, pushing intensive care units (ICU) treating multimorbid or other high-risk patients to the limits. Therefore, as recently reported, given the shortages and delays in PCR tests, chest X-rays have become one of the fastest and most affordable ways for doctors to triage patients ([@b13-etm-0-0-8797]). As a result, faced with staff shortages and overwhelming patient loads, a growing number of hospitals are turning to automated tools to support them manage the pandemic. In such a context artificial intelligence (AI) COVID-19 classification systems based on chest X-rays represent a cost-beneficial solution for the early detection/diagnosis of infection and timely risk stratifications of patients.

The recent COVID-19 pandemic initiated an abundance of unpublished preprints available on open databases claiming accuracy (ACC) scores up to 99% ([@b14-etm-0-0-8797]) for COVID-19 screening on chest X-rays. These deep learning models incorporate a variety of architectures such as Generative Adversarial Networks (GANs) for data augmentation, capsule networks and transfer learning techniques. Most notably, SqueezeNet was used with Bayesian hyperparameter optimization achieving an ACC of 98.3% ([@b21-etm-0-0-8797]). Transfer learning techniques are crucial for deep learning model convergence on limited data, since there is a scarcity of a large and widely available COVID-19 imaging repository. Many transfer learning models have been tested on small X-ray datasets with ACC up to 98.75% for binary (COVID and normal) and among three classes, with pneumonia being the third, up to 93.48% ([@b22-etm-0-0-8797]). Moreover, GANs have been used jointly with transfer learning ([@b23-etm-0-0-8797]) to further augment the limited COVID X-ray pool improving the prediction performance with an ACC of 99.9%. Additionally, CT semantic features related to COVID-19 were similarly observed ([@b9-etm-0-0-8797]) and a significant detection sensitivity (SEN) of the disease of 88% was reported ([@b10-etm-0-0-8797]).

A self-supervised encoder deep learning architecture was deployed on raw CT slices achieving an area under the curve (AUC) of 94% ([@b24-etm-0-0-8797]). This impressive performance was challenged by the poor results of Grad-CAM attention maps mainly denoting regions with high contrast but irrelevant to the lung parenchyma. This effect can be attributed to the lack of a proper preprocessing protocol including image resolution normalization and lung segmentation, as well as limitations in the proposed interpretable framework. Zhao *et al* ([@b25-etm-0-0-8797]) composed a COVID-19 CT dataset with selected lesion slices achieving an AUC of 82.9%. On the other hand, deep models trained with similar data but evaluated on external testing sets reported AUC up to 90% ([@b26-etm-0-0-8797],[@b27-etm-0-0-8797]). Current scientific evidence suggests that AI can provide the necessary tools for a fast, accessible and accurate screening process based on imaging data such as X-rays or CT examinations, although a robust interpretability framework, which is also evaluated by clinical experts with years of experience, remains an unmet need.

This study proposes a deep learning-based COVID-19 classification system based on X-rays. The main novelty of our proposed model lies in the classification of COVID-19 against common pneumonia cases and not normal (healthy) ones. The discrimination between COVID-19 and other, especially those of viral origin, pneumonias is intuitively more complex given the non-specific clinical signs and symptoms ([@b2-etm-0-0-8797]). Another advantage of our proposed pipeline relies on the evaluation of the attention maps that are created for each prediction, which represents a basic interpretability step aiming to increase trust in the final decision. The proposed method outperforms the state of the art with respect to the binary and quaternary classification tasks of Pneumonia vs COVID-19, achieving an average AUC=1, ACC=100%, SEN=99%, specificity (SPC)=100% for the binary classification and AUC=93, ACC=76%, SEN=93%, SPC=87% for the quaternary classification, across 5 folds. The model also performs close to the state of the art with respect to the ternary classification task (i.e., normal, pneumonia, COVID-19). To assess the relevance of the generated attention maps, they were rated by expert radiologists in order to evaluate whether the proposed solution could evolve into an interpretable diagnostic framework.

Materials and methods
=====================

### Dataset

In this study, we used two fully anonymized chest X-ray datasets of COVID-19 cases. The first one is the publicly available dataset shared by Cohen *et al* ([@b28-etm-0-0-8797]), which is continually updated with new cases. It consists of chest X-ray and CT images of several syndromes, such as acute respiratory distress syndrome (ARDS), COVID-19, Middle East respiratory syndrome (MERS), pneumonia, and severe acute respiratory syndrome (SARS). The X-ray dataset was accessed on the 11th of April 2020, when it included 216 COVID-19 positive cases. For this study, 115 postero-anterior (PA) X-ray views were extracted. We have chosen only the PA view, because as it represents the most commonly used radiological investigation in the emergency department ([@b29-etm-0-0-8797]), it is available in the corresponding pneumonia dataset. The second COVID-19 dataset originated from the QUIBIM imagingcovid19 platform database and various public repositories, including RSNA, IEEE, RadioGyan and the British Society of Thorathic Imaging. All these sources provided data mostly from Italy, Argentina, Mexico, and India, and consist of 22 PA X-ray views of patients with determined COVID-19 pneumonia. These two datasets were subsequently combined into one set, effectively forming the final COVID-19 dataset of 137 images used in this study. In addition, we used a publicly available X-ray dataset of patients with pneumonia ([@b30-etm-0-0-8797],[@b31-etm-0-0-8797]), since our ultimate objective was to perform a multiclass classification between normal, COVID-19 and pneumonia subjects utilizing sole X-ray data. The pneumonia dataset consisted of 5,856 X-ray images categorized into 3 classes, i.e., 1,583 normal (healthy) cases, 2,780 and 1,493 pneumonia positive cases caused by bacteria and viruses (other viruses apart from COVID-19), respectively. In order to ensure balance in sample size across datasets ([Table I](#tI-etm-0-0-8797){ref-type="table"}), we randomly selected 150 images from each class, for the purposes of our study.

### Preprocessing and augmentation

The images were resized to 512 by 512 pixels, and were sample-wise normalized to zero mean and unit variance. A real-time image augmentation technique was used during training, in order to enhance the size and quality of the training dataset. Specifically, we utilized the ImageDataGenerator class of Keras (<https://keras.io>). The augmentation options included geometrical distortions such as small rotations, shearing and zooming up to a factor of 20%.

### Model architecture

Hyperparameter optimization was used to identify the highest performing pretrained model (Inception V3) for differentiating the examined COVID-19 X-rays. The proposed model\'s pipeline includes two main deep learning components. The first one is a convolutional neural network (CNN) backbone network without its fully connected layers, namely the Inception-V3([@b32-etm-0-0-8797]). The Inception-V3 was trained on the ImageNet database ([@b33-etm-0-0-8797]), which consists of approximately 14 million images divided into a thousand classes. It is worth stating that transfer learning has been successfully utilized in numerous medical imaging problems, such as diabetic retinopathy detection from fundus images ([@b34-etm-0-0-8797]). The second component of the model\'s pipeline is a standard deep neural network classifier ([Fig. 1](#f1-etm-0-0-8797){ref-type="fig"}). It consists of a global average pooling (GAP) layer, 3 fully-connected layers of 256, 128 and 64 neurons, respectively, each activated by a ReLU function, and followed by a Dropout layer with 25% dropout rate. The GAP layer computes the mean value of each feature map, effectively downscaling and flattening the output of InceptionV3. A final n-neuron layer follows, which includes 2-neurons for binary classification, 3-neurons for ternary classification and 4-neurons for quaternary classification, with softmax activation function being applied.

### Evaluation of transfer learning methods

The trained models were evaluated in the unseen testing sets across 5 folds. The metrics used are prediction ACC, SEN, precision (PRE), AUC score for the binary, AUC one versus rest (AUC OvR) and AUC one versus one (AUC OvO) for the multiclass classification:
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### Interpretability

In order to enhance the model\'s interpretability, we applied the GradCAM ([@b35-etm-0-0-8797]) algorithm to visualize the importance of each pixel on the final decision. GradCAM examines the gradient information flowing from the input layer up to the last convolutional layer, for a given class label, providing a qualitative attention map for assessing the performance of the network. In particular, in order to generate the class-discriminative localization map Grad-CAM computes the gradients of the score for class c before the softmax, *y^c^*, with respect to the last set of feature maps of the CNN *A^k^* (i.e., the output of the last convolutional block, exactly before the FCN), i.e., *∂y^c^* / *∂A^k^*. To obtain the weights of the neurons importance, the new gradients are computed by the global average pooling layer over the dimensions of the image *a~k~^c^*. Finally, a linear combination of the weights and the feature maps is applied, followed by a ReLU function, to produce the heatmap. The heatmap was subsequently resized to the initial dimension of the image and overlaid on it. It should be noted that these visualizations are based on the output of the convolutional part of the network but not on the classification part. Thus, the fully connected layers of the classification network may further process these features, effectively applying a selection strategy on them, in order to predict the final outcome. As a result, caution is required when interpreting the visualizations, as they are simply indications of where the Deep Learning System is 'looking at' in order to make its decision.

In order to validate the interpretability of the generated attention maps, we asked two experienced radiologists to rate these attention maps, based on how close they are with respect to the actual region of diagnostic interest. For each image they provided two grades, one for each hemithorax (lung). The grading scale ranged from 0 to 4. Details regarding the utilized grading scale are provided in [Table II](#tII-etm-0-0-8797){ref-type="table"}. Any difference between the grading of each expert was resolved via consensus between both experts.

Results
=======

### Model convergence

Our model was trained for 20 epochs, using the categorical cross-entropy loss function (equation 1) and Adam optimizer ([@b36-etm-0-0-8797]) with a batch size of 8.
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where C is the total number of classes, *t~i~* is the one-hot-encoded ground truth and *f(s~i~)* is the prediction probability for a given sample *s*.

Also, we used an exponentially decaying learning rate with an initial value of 0.001 and a decay rate of 0.96. The CNN InceptionV3 backbone\'s layers were 'frozen', so that only our custom classifier would be trained. The model was trained on a stratified 5-fold cross validation schema, utilizing one fold for the independent testing and the rest for training and validation purposes. The validation set was used for early-stopping during the training phase. The k-fold separation schema ensured that we can iteratively test the trained models on the whole dataset providing a clearer insight on its performance, while at the same time the training, validation and testing sets do not overlap amongst themselves on the one hand, and across all folds on the other. The validation set was randomly selected as a 10% subset of the training/validation folds, while 90% was used for training. The model was trained on a server with an AMD EPYC 7251 8-core 2.9GHz CPU, RTX 2080Ti 11GB GPU and 64GB RAM, and it was implemented on Tensorflow 2.1, utilizing the Keras module. The source code is available at the following GitHub repository (<https://github.com/tsikup/COVID-19-xray-cnn>).

### Binary classification

We initially trained the model for detecting pneumonia and COVID-19 cases. Given that our COVID-19 dataset has a size of 137 and since our pneumonia dataset consisted of 300 cases (150 of each subclass i.e., bacteria and virus), we randomly sampled 75 images from each pneumonia subclass, so that we generated balanced datasets. As a result, the dataset for binary classification consisted of 150 pneumonia (75 of each pneumonia subclass) and 137 COVID-19 X-ray images. [Table III](#tIII-etm-0-0-8797){ref-type="table"} (Binary row) provides information regarding the average performance of the models trained and tested on their respective folds. Our method consistently achieves 100% in all metrics for every fold except the third one, in which the model displayed only one false negative and no false positive results, achieving a SEN of 99%, SPC of 100%, PRE of 100%, an ACC of 100% and an AUC of 1. It is evident from these results that the model can successfully distinguish and correctly detect the two classes, i.e., pneumonia versus COVID-19. [Fig. 2](#f2-etm-0-0-8797){ref-type="fig"} illustrates the average confusion matrix across the 5 folds. The confusion matrix of each individual fold can be found in the supplementary document ([Fig. S1](#SD1-etm-0-0-8797){ref-type="supplementary-material"}). It should be noted that, although the SEN is 99% due to the one false-negative prediction, the ACC and AUC are reported as 100% and 1, respectively, due to the 2nd floating point rounding procedure of the metrics.

### Ternary classification

Subsequently, we trained the model for detecting normal, pneumonia and COVID-19 cases. We also utilized the subsampled pneumonia dataset, as previously explained in the Binary classification section. [Fig. 3](#f3-etm-0-0-8797){ref-type="fig"} illustrates the average confusion matrix across the 5 folds. The proposed model performs very well in terms of the AUC metric in the One-vs-Rest testing schema, achieving a mean value of 96% across all testing folds ([Table III](#tIII-etm-0-0-8797){ref-type="table"} - Ternary row). However, the mean ACC across all folds and classes is 85%, which is lower than that observed in the Binary classification task. In order to better understand the performance of the model, we present the per-class analysis across all folds in supplementary [Tables SI-SIII](#SD4-etm-0-0-8797 SD5-etm-0-0-8797 SD6-etm-0-0-8797){ref-type="supplementary-material"}. It becomes evident that the model performs better when it comes to predicting the COVID-19 cases instead of the Pneumonia cases, since the COVID-19 SEN has a mean value of 94% as compared to the Pneumonia one of only 72%, as reported in supplementary [Tables SII](#SD5-etm-0-0-8797){ref-type="supplementary-material"} and [SIII](#SD6-etm-0-0-8797){ref-type="supplementary-material"}. However, the false positives and the SPC values are worse for the COVID-19 class than those of the pneumonia. Thus, although the model performs well on predicting the true COVID-19 cases, it is possible that it can misclassify some normal and pneumonia cases as COVID-19 ones. Such false positives need to be eliminated, since in real deployment they could potentially lead to exposing healthy or non-COVID-19 pneumonia patients, to COVID-19 patients risking infection expansion. As a result, the presented ternary classification requires further improvement before it can be safely used in clinical routine.

Nonetheless, the model performs quite well regarding the COVID-19 class, achieving an SPC of 92%, SEN of 94%, PRE of 86% and ACC of 92% ([Table SII](#SD5-etm-0-0-8797){ref-type="supplementary-material"}). As seen in the confusion matrices of each fold ([Fig. S2](#SD2-etm-0-0-8797){ref-type="supplementary-material"}), the COVID-19 false positives for the first fold (a) are 18, which is much higher than the other 4 folds, in which the false positives are 0 (folds 2 and 5) and 5 (folds 3 and 4). It is our view that in order to properly verify the model and explain such an inconsistency, a much larger training and testing datasets are needed.

### Quaternary classification

The final experiment regards the quaternary classification between all classes of the dataset, i.e., normal, COVID-19, bacterial pneumonia and viral pneumonia cases. The overall performance of the model for the quaternary classification is worse than any of the previous tasks, with a mean ACC of 76% and an AUC of 93%. [Fig. 4](#f4-etm-0-0-8797){ref-type="fig"} illustrates the average confusion matrix across the 5 folds.

However, as shown in the per-class performance tables ([Tables SIV-SVII](#SD7-etm-0-0-8797 SD8-etm-0-0-8797 SD9-etm-0-0-8797 SD10-etm-0-0-8797){ref-type="supplementary-material"}), the model performs far better regarding the COVID-19 class with less false positives than the one in the ternary classification task, which leads to higher SPC (99%). In addition, the performance of the model regarding the normal class is approximately the same as the one in the ternary classification.

The model\'s performance degrades in the last two classes, i.e., bacterial and viral pneumonia cases. Especially in the viral pneumonia, the SEN of the model is far worse than any other class, reaching a mean value of 44% and a median value of 48%. By looking at the relevant confusion matrices, [Fig. S3](#SD3-etm-0-0-8797){ref-type="supplementary-material"}, the viral pneumonia cases are misclassified as either bacteria pneumonia or normal healthy cases. In addition, in fold 3 many bacterial pneumonia cases are misclassified as viral pneumonia. Overall, splitting the pneumonia cases in two separate subclasses, i.e., bacterial or viral, has helped the model to better predict the COVID-19 cases against all other, which is the desired task in this preliminary study.

### Attention maps

In this section we report some of the exported attention maps, which visualize the convolutional part of the network as previously discussed in the Interpretability section. [Figs. 5](#f5-etm-0-0-8797){ref-type="fig"} and [6](#f6-etm-0-0-8797){ref-type="fig"} visualize the attention maps of two COVID-19 patients regarding the binary classification model, while [Figs. 7-10](#f7-etm-0-0-8797 f8-etm-0-0-8797 f9-etm-0-0-8797 f10-etm-0-0-8797){ref-type="fig"} present the results for the ternary classification task. In order to accelerate the clinical acceptance of AI classification systems there is an ongoing effort to assess the interpretability potential of the proposed solutions. In our case, we hypothesize that 'attention' to diagnostically irrelevant regions in the image is an indication of randomness and reduced generalizability.

The evaluation of the attention maps from two expert radiologists is presented here. Rating was done on two randomly selected testing sets of positively COVID-19 classified images from the binary and the ternary classification tasks. The model had predicted all of the images as COVID-19 correctly for the binary classification and all but 4 for the ternary classification task. Regarding the ternary classification the model had misclassified 2 images as pneumonia and 2 as normal.

The evaluation results can be found in [Tables IV](#tIV-etm-0-0-8797){ref-type="table"} and [V](#tV-etm-0-0-8797){ref-type="table"}, while [Tables VI](#tVI-etm-0-0-8797){ref-type="table"} and [VII](#tVII-etm-0-0-8797){ref-type="table"} report the disagreements of the experts on the first and second testing set, respectively. Regarding the binary classification testing set, the model focuses on relevant regions mostly inside the lung for half of the samples (grade 3). The fact that the model 'looks' at these regions is very promising because they may be relevant to diagnosing COVID-19. The fact that the model also focuses on other regions outside the lungs (grade 2) for the other half of samples indicates that training on a much larger dataset is needed, so that the model exhibits a more robust performance in that respect.

On the other hand, regarding the second testing set, there are a few cases that the model does not focus on a specific region of the X-ray image for predicting COVID-19 (grade 0 - e.g., patient\'s left lung, [Fig. 7](#f7-etm-0-0-8797){ref-type="fig"}), while there are also some perfectly focused attention maps (grade 4). However, most of the gradings are reported, similarly to those in the binary classification, to be grades 2 and 3, indicating yet again the need for further training. The model misclassified the COVID-19 patients 8 and 15 as 'pneumonia'. The experts graded the attention map as 3 and 4 for the left and right lung of patient 8 ([Fig. 8](#f8-etm-0-0-8797){ref-type="fig"}) and 2 and 4 for patient 15 ([Fig. 9](#f9-etm-0-0-8797){ref-type="fig"}), respectively. This in our view is interesting, because although the model focuses correctly at the relevant lung regions (amongst others such as the occlusion due to the heart), it does not manage to take the proper decision and to correctly classify these two images. Also, the model misclassified the COVID-19 patients 10 and 23 as healthy/normal. The experts graded the attention maps as grade 2 for each lung of both patients. Given the fact that the model does not focus on the proper lung regions (as seen in [Figs. 10](#f10-etm-0-0-8797){ref-type="fig"} and [11](#f11-etm-0-0-8797){ref-type="fig"}), this misclassification can be partly attributed to this lack of focus.

Discussion
==========

The present study focused on COVID-19 classification from routine X-ray examinations without any segmentation pre-processing step. The AI framework was evaluated in terms of quantitative metrics but also in a qualitative fashion by expert radiologists, who rated the diagnostic relevance of the attention maps of the model\'s convolutional part on unseen testing sets. The examined attention maps constitute an important tool in deep learning analysis, highlighting a highly probable region of deep feature extraction. Thus, according to the evaluation (criteria in [Table II](#tII-etm-0-0-8797){ref-type="table"}) by radiologists as presented in [Tables IV](#tIV-etm-0-0-8797){ref-type="table"} and [V](#tV-etm-0-0-8797){ref-type="table"}, the proposed architecture mostly focuses in the lung region despite the presence of high intensity extrapulmonary areas across the X-ray images. In both binary and ternary classification around half of the cases received grade equal to 2, with the remaining half receiving grades 3-4 ([Tables IV](#tIV-etm-0-0-8797){ref-type="table"} and [V](#tV-etm-0-0-8797){ref-type="table"}). No outliers (grade 0 or 1) were found in pneumonia versus COVID but three zero-graded cases were identified in ternary classification, a result that was rather expected due to the slightly lower performance achieved by those models. Despite the limited dataset in this study, the proposed framework has the potential to enhance the decision-making process by providing trustworthy predictions in terms of prediction confidence and visual cues representative of the deep learning analysis.

The results of each experiment are presented and compared to the current literature in [Table III](#tIII-etm-0-0-8797){ref-type="table"}. In particular, the pre-trained Inception-v3 models achieved an AUC performance of 100% in pneumonia versus COVID-19, 96% in normal versus pneumonia versus COVID-19 and 93% for quaternary classification. It is worth mentioning that the transfer learning technique provided a strong baseline for the examined lesion, in addition to data augmentation mitigating the limited set of COVID-19 X-rays. The proposed fine-tuning scheme achieved better model adaptation for the neural and classification layers reaching state-of-the-art performance in binary classification (pneumonia versus COVID-19). Despite these encouraging results, efforts should be put into building a much larger public database of COVID-19 X-ray images, on which the research community will train and evaluate the performance of their proposed models.

Following this study, an extensive examination of modelling other imaging modalities will be explored, particularly deep learning analysis on available datasets with selected tomographic data ([@b23-etm-0-0-8797]) and on open databases with no data curation (<https://radiopaedia.org/>). For instance, He *et al* ([@b24-etm-0-0-8797]) developed a CT decision support system with attention map interpretation. The results of the study are similar to ours, at least in terms of classification performance (AUC 94%) but in their Grad-CAM attention maps a qualitative discrepancy was observed as the majority of the presented maps include regions (other high contrast tissue) outside the lung parenchyma. This issue is probably due to the lack of lung segmentation or detection prior to training leading the model to learn redundant information unrelated to the lung and COVID-19 infected area. These current limitations call for more advanced and interpretable deep learning and preprocessing techniques applied in large datasets in order to provide AI empowered clinical tools that can significantly contribute in the fight against COVID-19.
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![Attention map of patient 23 - Binary classification - True positive COVID-19 with a certainty of 100% - Evaluated as grade 2 and 3 (left and right lungs, respectively) by the experts.](etm-20-02-0727-g04){#f5-etm-0-0-8797}

![Attention map of patient 28 - Binary classification - True positive COVID-19 with a certainty of 100% - Evaluated as grade 3 (both left and right lungs) by the experts.](etm-20-02-0727-g05){#f6-etm-0-0-8797}

![Attention map of patient 27 - Ternary classification - True positive COVID19 (predicted as COVID-19 with a certainty of 100%) - Evaluated as grade 0 and 4 (left and right lungs, respectively) by the experts.](etm-20-02-0727-g06){#f7-etm-0-0-8797}

![Attention map of patient 8 - Ternary classification - False negative COVID-19 (predicted as pneumonia with a certainty of 73%) - Evaluated as grade 3 and 4 (left and right lungs, respectively) by the experts.](etm-20-02-0727-g07){#f8-etm-0-0-8797}

![Attention map of patient 15 - Ternary classification - False Negative COVID-19 (predicted as pneumonia with a certainty of 53%) - Evaluated as grade 2 and 4 (left and right lungs, respectively) by the experts.](etm-20-02-0727-g08){#f9-etm-0-0-8797}

![Attention map of patient 10 - Ternary classification - False negative COVID-19 (predicted as normal with a certainty of 95%) - Evaluated as grade 2 and 2 (left and right lungs, respectively) by the experts.](etm-20-02-0727-g09){#f10-etm-0-0-8797}

![Attention map of patient 23 - Ternary classification - False negative COVID-19 (predicted as normal with a certainty of 98%) - Evaluated as grade 2 and 2 (left and right lungs, respectively) by the experts.](etm-20-02-0727-g10){#f11-etm-0-0-8797}

###### 

Dataset examined patient cohort.

  Examined classes               
  ------------------ ----- ----- -----
  150                122   150   150

###### 

Evaluation grading system of Attention maps.

  Grades    
  -------- -------------------------------------------------------------------------------------------------------------------------------------------
  0        The attention map is mostly homogeneous across the entire image^[a](#tfn1-etm-0-0-8797){ref-type="table-fn"}^
  1        The attention map is focusing on totally irrelevant areas outside the lung^[b](#tfn2-etm-0-0-8797){ref-type="table-fn"}^
  2        The attention map is focusing on the lung areas but also on other extrapulmonary structures^[c](#tfn3-etm-0-0-8797){ref-type="table-fn"}^
  3        The attention map is focusing mostly on the lung areas^[d](#tfn4-etm-0-0-8797){ref-type="table-fn"}^
  4        The attention map is focusing exclusively on the lung areas^[e](#tfn5-etm-0-0-8797){ref-type="table-fn"}^

^a^Purple color is dominating the image.

^b^All areas (100%) of blue, green and yellow exist only outside the lungs.

^c^Up to 50% of areas of blue, green and yellow are located within the lungs.

^d^Almost all areas (50-99%) of blue, green and yellow exist within the lungs.

^e^All areas (100%) of blue, green and yellow are located only within the lungs.

###### 

Performance evaluation of the current literature and the proposed transfer learning model in terms of binary (COVID vs. pnemonia), ternary (normal, COVID, pnemonia), quaternary (normal, COVID, bacterial pnemonia, viral pnemonia) classification.^[a](#tfn6-etm-0-0-8797){ref-type="table-fn"}^

  Type %                                              ACC           SEN          SPC            AUC
  --------------------------------------------------- ------------- ------------ -------------- -------------
  Binary                                                                                        
       Proposed                                       **100±1.0**   **99±2.0**   **100±0.0**    **100±0.0**
       Zhang *et al* ([@b14-etm-0-0-8797])            \-            up to 96     70.6           95.1
       Narin *et al* ([@b15-etm-0-0-8797])            98.0          96.0         **100.0**      \-
       Afshar *et al* ([@b17-etm-0-0-8797])           98.3          80.0         98.6           \-
       Khalifa *et al* ([@b19-etm-0-0-8797])          98.7          98.7         98.7           \-
       Apostolopoulos *et al* ([@b22-etm-0-0-8797])   96.7          98.6         96.46          \-
       Chowdhury *et al* ([@b37-etm-0-0-8797])        98.3          96.7         **100.0**      99.8
  Ternary                                                                                       
       Proposed                                       85±7.0        94±6         92.7±7.6       96±2.0
       Wang *et al* ([@b16-etm-0-0-8797])             92.6          91.3         \-             \-
       Abbas *et al* ([@b18-etm-0-0-8797])            95.1          **97.9**     91.8           \-
       Ucar *et al* ([@b21-etm-0-0-8797])             98.2          \-           **99.1**       \-
       Apostolopoulos *et al* ([@b22-etm-0-0-8797])   94.7          \-           \-             \-
       Chowdhury *et al* ([@b37-etm-0-0-8797])        **98.3**      96.7         99.0           **99.0**
  Quaternary                                                                                    
       Proposed                                       **76±8.0**    **93±9**     **91.8±7.6**   **93±3.0**

^a^The metrics are presented in mean ± standard deviation format, regarding the COVID-19 class for each case. The best performance is presented in bold. ACC, accuracy; SEN, sensitivity; SPC, specificity; AUC, area under the curve.

###### 

Evaluation of Attention maps by 2 radiologists regarding the Binary classification.

              Grades                                 
  ----------- -------- --- --- ---------- ---------- ---
  Expert 1    Left     0   0   16         12         0
              Right    0   0   9          18         1
  Expert 2    Left     0   0   14         14         0
              Right    0   0   9          19         0
  Consensus   Left     0   0   17 (60%)   11 (40%)   0
              Right    0   0   9 (32%)    19 (68%)   0

###### 

Evaluation of Attention maps by 2 radiologists regarding the Ternary classification.

              Grades                                      
  ----------- -------- -------- --- ---------- ---------- ---------
  Expert 1    Left     2        0   14         11         0
              Right    1        0   5          17         4
  Expert 2    Left     2        0   15         10         0
              Right    2        0   7          16         2
  Consensus   Left     2 (7%)   0   14 (52%)   11 (41%)   0
              Right    1 (4%)   0   6 (22%)    16 (59%)   4 (15%)

###### 

Evaluation of Attention map disagreements regarding the Binary classification.

  Disagreement no.              Expert 1 grade   Expert 2 grade   Consensus grade
  ----------------------------- ---------------- ---------------- -----------------
  1 (left lung of patient 2)    2                3                2
  2 (left lung of patient 16)   2                2                2
  3 (left lung of patient 18)   2                3                2
  4 (left lung of patient 24)   2                3                2
  5 (left lung of patient 27)   3                2                2
  6 (right lung of patient 4)   4                3                3

###### 

Evaluation of Attention map disagreements regarding the Ternary classification.

  Disagreement no.               Expert 1 grade   Expert 2 grade   Consensus grade
  ------------------------------ ---------------- ---------------- -----------------
  1 (left lung of patient 6)     3                2                3
  2 (right lung of patient 7)    3                2                3
  3 (right lung of patient 14)   3                2                2
  4 (right lung of patient 27)   4                0                4
