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Ground Penetrating Radar (GPR) is an active and non-invasive 
exploration technique based on the propagation of electromagnetic waves in the 
subsurface. Modeling of GPR data is important because it helps us with data 
interpretation and forms the basis (solution to the forward problem) for most 
iterative inversion techniques. Conversely, migration (or imaging) is a type of 
inversion technique (backward propagation) that creates an image related to the 
subsurface reflectivity and can be used to estimate the model parameters of the 
media that affect the propagation of the waves. However, for practical 
applications, modeling and migration techniques must be fast, accurate and 
efficient. 
I have developed a fast, efficient and accurate GPR modeling technique 
for stratified media (isotropic and laterally homogeneous layers) based on the 
invariant imbedding or reflectivity technique. To test the results obtained with this 
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technique, and have a general tool for modeling of GPR data in heterogeneous, 
dispersive and isotropic media, I have implemented a 3D explicit Finite 
Difference Time Domain (FDTD) technique. The FDTD formalism is presented 
in conjunction with a discussion of the electromagnetic dispersion mechanisms 
that affect the GPR signal in most geologic media. I show that the results obtained 
with the reflectivity and FDTD techniques are nearly identical for laterally 
homogeneous media. Real GPR data is used to study the capabilities and practical 
aspects that affect the accuracy of the reflectivity technique. 
I have developed a new technique for migration of GPR data in 
heterogeneous and lossy media. I have implemented the technique in 2D media 
and presented the formalism for its extension to 3D media. The new technique, 
based on the Split Step Fourier migration technique, allows us to efficiently 
include the dispersion and attenuation effects in the media. An approximation of 
homogeneous plane waves, which do not add new restrictions to the Split Step 
Fourier technique, gives greater stability to the imaging technique allowing us to 
migrate the data through thicknesses up to three times the characteristic skin 
depths of the media computed at the dominant frequency of the GPR signal. 
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Chapter I:  Introduction 
The importance of Ground Penetrating Radar (GPR) has increased in the 
last decades extending its application to different areas of research, engineering 
and subsurface exploration. This increasing use of the GPR technique can be 
attributed to several factors: improvement in the instrumentation coupled with a 
reduction of the equipment cost, improved surveying efficiency and costs, and 
better portability of the equipment. However, processing of GPR data has not 
evolved accordingly and has relied on existing processing techniques developed 
for seismic data. In this chapter, I give a brief description of the GPR technique, 
explain the similarities with and differences from the seismic techniques and 
present the motivations for this dissertation. 
 
1.1 GROUND PENETRATING RADAR TECHNIQUE 
1.1.1 Origin and general description 
Ground Penetrating Radar (GPR) is a subsurface imaging technique based 
on the detection of transmitted and reflected electromagnetic waves that propagate 
through the subsurface. The technique can be applied in any media where the skin 
depth (depth of penetration) for the dominant frequency of the radar signal is, at 




The origin of the GPR technique goes back to the second quarter of the 
last century, when the RADAR technology was developed (Stern, 1930). Due to 
the lack of very short time instrumentation (intervals in the order of nanoseconds), 
the application of this technique was restricted to resolve the thickness of ocean 
ice sheets and glaciers. Since then, the improvement of technology for signal 
generation, acquisition and processing have broadened the application spectrum 
of this technique. The technique has been referenced with different names in the 
literature (e.g., Ground Probing Radar, Ground Penetrating Radar, Georadar) and 
has been widely used in the last two decades. Regardless of the shallow 
penetration of the technique in common soil (due to its conductivity, which 
produces a strong attenuation of the electromagnetic waves), the technique has 
been successful in areas such as civil engineering (e.g., Fruhwirth and Mueller, 
1994), hydrology (e.g., Gloaguen, et. al., 2001), mining and placer exploration 
(e.g., Davis, et. al., 1984), fracture mapping (e.g., Grandjean and Gourry, 1996; 
Tsoflias, 2004), shallow stratigraphy (Dominic, et. al., 1995) and archeology (e.g., 
Sternberg and McGill, 1995). 
 
In the GPR technique, an antenna (generally, an electric dipole whose 
length is about one half of the dominant wavelength of the radar signal) generates 
electromagnetic waves that propagate through the media. Then, the same antenna 
(mono-static mode) or another antenna (bi-static mode) receives the transmitted or 
reflected waves that propagate through, or reflect from, the media. In the multi-
antenna configuration, more than one receiver (or transmitted) antenna can be 
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used. However, these types of acquisition systems are not commonly used in the 
GPR technique because of cross talk problems among the antennas and the 
increased cost of the equipment. 
 
The current at the transmitter antenna can be a short pulse (pulse radar) or 
a chirp signal (continuous wave radar). These two modes are the analog to 
explosions and Vibroseis used in seismic techniques. Pulse radars are the most 
commonly used because they do not require preprocessing and contain a broader 
frequency spectrum. Pulse radars have a dominant frequency of oscillation (peak 
of the spectrum), and the duration of the pulse determines the width of the 
spectrum. Commonly, the voltage (or current) applied to the transmitter antenna is 
designed in such a way that the half-width of the spectrum of the generated signal 
is approximately equal to half the dominant frequency (e.g., Davis and Annan, 
1989). Figure 1.1 shows experimental data for a typical pulsed GPR signal 
(Bernabini, et. al., 1995). 
 
At the receiver antenna, the incident electromagnetic waves generate a 
voltage (on the order of microvolts) that is recorded as a function of time for each 
position of the receiver and the transmitter. Then, the data is converted to digital 
format and stored. Commonly, for a given position of the receiver and transmitter 
antennas, the source is fired several times and the signal, acquired at the receiver, 
is stacked to increase the S/N ratio, and then, it is stored. 
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Figure 1.1. (a) Example of a GPR trace and (b) corresponding power spectrum. 
The power spectrum was estimated using the data within the window 
“P1” (Bernabini, et. al., 1995). 
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1.1.2 Acquisition modes and surveys 
The GPR technique can be classified in two general categories: 
transmission or reflection techniques.  
 
In the transmission techniques, the forward scattered wave field 
(transmitted waves) is recorded by placing the transmitter and receiver antenna on 
opposite sides of the system under study. These techniques are mostly based on 
the measurement of the traveltime and amplitude of the first arrival signals, 
corresponding to the so-called Traveltime Tomography (i.e., inversion of the 
transmitter-receiver traveltimes) and Amplitude Tomography (i.e., inversion of 
the amplitude variations due to absorption in the media), respectively. These 
techniques are based on the same principles as their seismic counterparts, and 
most applications have been found in areas such as Civil Engineering (e.g., 
Carlsten, et. al., 1995) or in cross hole tomography in Hydrology and mineral 
exploration (e.g., Zhou and Fullagar, 2001). 
 
In the reflection techniques, the backward scattered wave field (reflected 
waves) is recorded by placing the transmitter and receiver antennas on the same 
side of the system or target under study. In this case, migration of the complete 
record allows us to obtain an image of the reflector (surfaces of contrasting 
impedances) present in the system. Inversion techniques based on the Born 
approximation have also been implemented for electric permittivity and 
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conductivity anomalies with some degree of success (e.g., Hansen and Johansen, 
2000). 
 
Because electromagnetic waves are transverse, they have polarization 
properties. The state of polarization and intensity of the radiated waves depend on 
the orientation and form of the transmitter antenna. On the other hand, the 
receiver antenna also has a directivity that affects its own sensitivity; therefore, 
depending on the relative orientation of the transmitter and receiver antennas 
different responses are possible from the same medium. The classification of the 
different acquisition modes, according to the relative orientation of the transmitter 
and receiver antennas, and the survey line is shown in Figure 1.2. The orientation 
of the antennas is very important because the radar sections of the anomalies 
(reflectors) not only depend on their geometry, but also on their orientation 
relative to the direction of polarization of the incident wave. An interesting 
application of this characteristic of the GPR technique, has been presented by Van 
Gestel et. al. (2001). They have proposed a technique to recognize the orientation 
of scattering anomalies and also improve the resulting image by using Alford 
rotation in the migration algorithm. 
 
In the acquisition modes shown in Figure 1.2 only one receiver antenna is 
used. However, it is possible to use two or three receiver antennas at the same 
receiver position oriented perpendicularly to each other, so that we can record the 
three components of the electric field at the receiver position. These are called 
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multi-component GPR data (e.g., Lehmann, et. al., 2000, and Kruk, et. al., 2003). 
However, this type of survey is not very common and, when they are 
implemented, it is usual to record only the horizontal components of the electric 
field (i.e., parallel to the surface). This configuration of the receiver antennas is 
related to the polarization and radiation pattern generated by the transmitter 
antenna, which is generally placed parallel and very close to the surface in order 
to maximize the energy transmitted into the ground (e.g., Carcione, 1998; and 
Lampe, et. al., 2003). 
 
 
                 
Figure 1.2  Acquisition modes in accordance to the relative deployment of the 




Systems with multiple transmitter and/or receiver antennas placed at 
different positions are also possible. However, the necessary instrumentation for 
the short pulses and sampling intervals used in the GPR technique (nanoseconds 
and fractions of nanoseconds, respectively) makes these multi-antenna 
configurations very expensive and they have not been in common use. If these 
practical difficulties are overcome, we will be able to acquire multi-component 
and multi-channel GPR data, which are necessary for a correct 3D imaging of 
GPR data in heterogeneous media (this point is discussed in more detail in chapter 
4). 
 
Commonly, GPR acquisition equipments include a transmitter and a 
receiver antenna, which allows the acquisition modes presented in Figure 1.1. 
With only two antennas, the GPR surveys are normally carried out along lines. 
Several lines can be gathered to form a pseudo-3D survey (common offset or 
multi offset data). They are not complete 3D surveys because out of plane 
reflected waves are not properly recorded and the character of the wavelet can 
change during the survey. 
 
There are two different types of field procedures for acquisition along 
survey lines: 
• Common offset: the receiver and transmitter antennas are moved along 
the line, and the distance (offset) between them is kept constant; 
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• Wide Angle Reflection and Refraction (WARR): in this case, the 
transmitter and receiver antenna are moved along a line in such a way that 
the distance between them is changed (normally, increased). Three field 
procedures are usually employed: the transmitter (or receiver) antenna is 
fixed at a given position and the receiver (or transmitter) antenna is moved 
away (along the line), or the receiver and transmitter antennas are moved 
along the line in such a way that the middle point is always at a fixed 
position. This last procedure is also called Common Mid-Point (CMP) 
profiling. 
 
The trace gathers obtained directly from these field procedures are called, 
common offset and WARR (common transmitter, common receiver, and common 
mid-point) gathers, respectively. If full coverage is acquired (with one of these 
field procedures), the traces can be resorted from one type of gather to the others. 
As we can see, the gather nomenclature is essentially the same as that used in 
seismic techniques (e.g., Yilmaz, 2001). Figure 1.3 shows a cartoon explaining 
these types of acquisition procedures. 
 
Common offset gathers are usually acquired to obtain a fast profile 
(image) of the subsurface, whereas CMP gathers are acquired at selected locations 
to make an analysis of the wave velocity in the media. If full coverage is recorded 
(e.g., CMP gathers are collected at close and uniformly spaced mid-points along 
the line), then a full pre-stack processing sequence can be applied to the data 
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(including pre-stack residual velocity analysis). Pipan, et. al. (2003) show an 
example where seismic processing software was used to carry out a complete pre-




                   
 
Figure 1.3. Different WARR acquisition procedures. (a) Transmitter (or receiver) 
acquisition, and (b) CMP acquisition. 
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1.2 ELECTROMAGNETIC PROPERTIES OF GEOLOGIC MEDIA 
The properties of the media that affect the propagation of electromagnetic 
waves are the electric permittivity, electric conductivity and magnetic 
permeability. Depending on the frequency of the electromagnetic signal, each of 
these properties can have a greater or smaller effect on the propagation of the 
signal. These electromagnetic properties are, in general, independent of the 
mechanical (elastic) properties of the media. However, the electric permittivity 
and conductivity are strongly affected by fluid content in the media, and therefore, 
by the porosity, fractures and type of fluids in the media. Because these factors 
also affect the mechanical properties of the media, a correlation between 
electromagnetic and mechanical parameters can be observed in some particular 
cases, especially when the porosity and fluid saturation are moderate to high. 
 
Most geologic media are non-magnetic (i.e., their relative magnetic 
permeability are practically equal to 1; e.g., Telford, et. al., 1976), and so, the 
electric permittivity and conductivity have, in most cases, greater importance for 
the GPR technique. Water content affects strongly the electric permittivity of 
rocks. This can be understood by the larger permittivity of water relative to the 
host material of most rocks. Water content also affects the electric conductivity of 
rocks since available ions can enter in solution, increasing the conductivity of the 
fluid, and therefore, of the whole rock. Table 1.1 shows some typical values of 
electric permittivity and conductivity for some typical rocks. Notice the influence 
of water content on the electric permittivity and conductivity. When clays are 
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present in the media, the increase of conductivity with the addition of water in the 
system is significant. In practice, this is the main factor that affects the penetration 
of the GPR signal in the subsurface. 
 
 
Table 1.1. Electromagnetic parameters of some geologic media (after Davis and 
Annan, 1989) 
 
1.3 DISPERSION AND ATTENUATION OF ELECTROMAGNETIC WAVES IN 
GEOLOGIC MEDIA 
Dispersion and attenuation of electromagnetic waves are inherently 
related. The Kramers-Kronig relations (e.g., Jackson, 1975) ensure that absorption 
and dispersion take place simultaneously to preserve causality, and so, there is a 
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dependency between the complex and real part of the slowness in the frequency 
domain for any absorptive medium. Dielectric and magnetic absorptions, as well 
as conductivity losses, produce attenuation and dispersion of electromagnetic 
waves. These effects are important and must be simultaneously taken into account 




              
 
Figure 1.4. General behavior of a two component material. Interfacial and dipole 
relaxation are the main mechanisms for dielectric dispersion in most 
rocks. σ ′  is the effective conductivity in S/m of the composed 




Sherman (1988) presented a model for the frequency dependence of the 
dielectric permittivity observed in sandstone and limestone in the frequency band 
between 96 and 1300 MHz, and also a general review of the dielectric dispersion 
mechanisms in rocks. Figure 1.4 shows the main mechanisms for dielectric 
dispersion in rocks. The variable σ ′  in Figure 1.4 is the effective conductivity of 
the material and represents the imaginary part of the dielectric permittivity plus 
the contribution of the DC conductivity (related to Joule’s effect). As we will see, 
interfacial and dipole relaxations are the main mechanisms of dielectric dispersion 
in the frequency band of the GPR technique. 
 
Interfacial mechanisms are related to the so-called Double-layer effect. It 
is responsible for the increase of dielectric permittivity observed at intermediate 
and low frequencies in moist rocks (e.g., Scott, et. al., 1967), and at tens of 
megahertz in moist soils that contain pollutant substances (Blacic and 
Arulanandan, 1999) or clays (e.g., Olhoeft and Capron, 1994).  
 
The dipole mechanism is related to molecular relaxation. The molecular 
relaxation of water is the most significant for the GPR technique. The peak of this 
relaxation mechanism for pure water is around 8 GHz (e.g., Eisenberg and 
Kauzmann, 1969) but, in moist soils, the peak is shifted downward to a frequency 
of 1.5 GHz approximately (Hoekstra and Delaney, 1974). This absorption is so 
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strong that it represents an upper limit for the frequencies that are useful for the 
GPR technique in most geologic media. 
 
Most geologic media are non-magnetic and do not present magnetic 
dispersion. Olhoeft and Capron (1994) have reported some degree of magnetic 
dispersion on a dry iron-silica powder mixture. The relative difference between 
the Debye’s low and high frequency permeabilities was not higher than 20%, 
even for a 40% composition of iron, making this type of dispersion less important 
than dielectric dispersion, which can reach relative differences between the 
Debye’s low and high frequency permittivities larger than 300 % (Olhoeft and 
Capron, 1994). 
 
1.4 PREVIOUS WORK ON MODELING AND IMAGING OF GPR DATA 
1.4.1 Modeling 
During the last few years many papers on modeling of GPR data have 
been published. Most have been on finite difference time domain (FDTD) 
techniques (e.g., Roberts and Daniels, 1997; Xu and McMechan, 1997; and 
Teixeira, et. al., 1998). Luebbers (1992) presented a FDTD technique for 
modeling of electromagnetic waves in Nth-order dispersive media, and Carcione 
(1996) and Carcione and Schoenberg (2000) applied a similar formalism for 
modeling GPR data in anisotropic and dispersive media. The FDTD technique has 
also been used for modeling the radiation pattern of antennas with different 
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geometries including the effect of the air-soil interface (e.g., Carcione 1998, and 
Lampe, et. al., 2003). 
 
The FDTD modeling technique has the advantages of relatively simple 
implementation and allows us to obtain a better interpretation of the physical 
phenomenon. However, the required computational resources and computational 
time are, in many cases, prohibitive. This has lead to the investigation of more 
efficient modeling techniques. Zeng, et. al (1995) presented a comparison of ray 
and Fourier methods for modeling mono-static GPR data. Baumgartner, et. al. 
(2001) presented a geometric (ray) modeling technique to compute the 
electromagnetic scattering of cylinders, and Xiong and Tripp (1997) used a 3D 
integral equation modeling technique to compute the electromagnetic response of 
near surface scatterers (targets). Even though these techniques are 
computationally more efficient than FDTD techniques, they are based on 
approximations (e.g., the high frequency approximation for ray theory) and do not 
include all orders of interaction (multiples), even for the case of 1D media. 
 
Modeling in 1D media is important because many geologic systems are 
horizontally stratified and these models are very good approximation for these 
stratified systems. The modeling techniques aforementioned are computationally 
too expensive to be used in formal inversions for these systems. In the 
electromagnetic literature, modeling of electromagnetic data in horizontally 
homogeneous media have been traditionally carried out by computation of 
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reflection coefficients in the wave-number and frequency domain using a 
continues fraction scheme, as originally presented by Wait (1953). Pervago, et. al. 
(2003), have extended this technique for electric field modeling in arbitrary 
anisotropic layered media. However, this technique is not efficient for forward 
modeling (in inversion techniques) because a change in only one of the layers 
requires that the whole computation, from the bottom to the top layer, be carried 
out in order to obtain the new reflection coefficients. 
 
An alternative to the continuous fraction technique is the so-called 
invariant imbedding or reflectivity technique originally developed by Thomson 
(1950) and Haskell (1953) for seismic data modeling. Kennett (1974) improved 
this technique by introducing recursion equations that allow us to combine the 
response of the layered subsystems and obtain the total response of the whole 
system. These recursion equations not only allow us to obtain, more efficiently, 
the new response of the whole system if only one (or a few) layers of the model 
are changed, but also makes the reflectivity technique unconditionally stable since 
in the computation of the reflection and transmission matrices of the subsystems, 
the presence of growing exponential terms can be avoided. Ursin (1983) made a 
theoretical review of this technique for elastic and electromagnetic waves; 
however, he did not develop, in detail, the specific case for electromagnetic 
waves. After Ursin’s work, there has not been more work published on this 
technique for modeling electromagnetic waves in layered media, particularly for 
modeling of GPR data. The development and implementation of this technique, 
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for modeling GPR data in layered isotropic media, is one of the main objectives 
of this dissertation. 
 
1.4.2 Imaging 
Due to the similarities between GPR and the seismic techniques, most 
GPR data processing has been carried out using seismic data processing software 
(e.g., Davis and Annan, 1989; and Grasmueck and Horstmeyer, 1994) and little 
effort has been directed toward developing specific algorithms for processing of 
GPR data, and take into account the particular characteristics of this technique. 
The most interesting advances have been in imaging algorithms that take into 
account the polarization characteristics of the GPR techniques and also the air-soil 
interface effects. For example, Van der Kruk, et. al. (2003) presented a three-
dimensional and multi-component imaging algorithm for GPR data in 
homogeneous subsurface media; Van Gestel and Stoffa (2001) used Alford 
rotation in multi-component GPR data to improve the imaging of elongate 
scattering objects immersed in an homogeneous subsurface medium, the rotation 
for optimal coherence superposition of the multi-component data gives 
information about the orientation of the scattering objects; Tsoflias et. al. (2004) 
have shown a multi-component GPR interpretation technique to detect vertical 
fractures (and their orientations) in horizontally stratified media; and Meincke 
(2001) has presented a linear inversion algorithm for GPR data. However, these 
algorithms have been developed supposing that the subsurface is homogeneous 
(they are based on the Green’s function for a system of two semi-infinite 
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homogeneous media) and therefore, do not take into account the lateral variations 
of the electromagnetic properties in the subsurface. 
 
There have also been some seismic or general inversion and mapping 
techniques that have been adapted for inversion or imaging of GPR data. For 
example, Wang and Oristaglio (2000) presented an inversion technique that used 
the generalized Radon transform. No simultaneous inversion for electric 
permittivity and conductivity of the medium is possible and it supposes that the 
background medium is homogeneous. Most of the imaging techniques for GPR 
data suppose that the subsurface is homogeneous, which in many cases does not 
represent correctly the subsurface and introduces considerable errors in the final 
image. Recently, Di and Wang (2004) implemented a finite-element reverse-time 
migration technique for GPR data that takes into account the lateral variations and 
conductivity of the media; the computational resources required by this technique 
are smaller than finite difference methods, but the results presented by Di and 
Wang are not encouraging because of loss of resolution and deterioration of the 
S/N ratio. These effects are probably generated by numerical dispersion and are 
increased when the conductivity of the media is included in their migration 
algorithm. 
 
1.5 MOTIVATION AND OBJECTIVES 
The first objective of this work is to develop and implement the 
reflectivity or invariant imbedding technique for modeling of GPR data in 
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isotropic and laterally homogeneous media. This technique will allow us to do a 
quantitative interpretation of multi-offset GPR data in stratified media and could 
be used to generate the GPR response (forward problem) in future inversion 
techniques for GPR data. The importance of the reflectivity technique can be 
appreciated, for example, from the work presented by Sen and Stoffa (1991) and 
Stoffa and Sen (1991) on stochastic inversion of seismic data, or Sen and Roy 
(2002), which uses a gradient descent inversion algorithm. In these cases, the 
reflectivity technique is chosen to compute the seismic response of a given model, 
which changes at each iteration of the inversion technique (in Sen and Roy’s 
paper, even the Frechet derivatives are computed based on the reflectivity 
technique). Therefore, the reflectivity technique is very efficient for these 
computationally intensive algorithms. 
 
The second objective of this dissertation is to develop an imaging 
technique for GPR data that takes into account the heterogeneities, absorption and 
dispersion effects of the media. The technique that I have developed is based on 
the Split step Fourier migration technique (Stoffa et. al., 1990), which is a wave 
field extrapolation technique that takes into account (in a first order 
approximation) the lateral variation of the media. Because this technique is 
completely implemented in the frequency domain, it allows us to correctly 
compensate for dispersion and attenuation in an efficient way. The importance of 
this new migration technique is that it will increase the resolution, coherence and 
effective depth of penetration of the GPR technique, and so, increase the 
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usefulness and areas of application for the method. In addition, when we correctly 
take into account the dispersion and attenuation effect produced by dielectric and 
magnetic absorption, and electric conductivity of the media, we are creating the 
basis for future inversion techniques based on the imaging algorithm (e.g., Valera 
et. al., 1998) that will allow us to estimate the electromagnetic parameters of the 
media, and therefore, improve the interpretation of the GPR data. 
 
The proposed modeling and imaging techniques share something in 
common: they are based on a full Fourier transform (in space and time) and the 
extrapolation of the wave field in a homogeneous medium is carried out by a 
simple phase shift operator. However, each technique has a property that the other 
lacks. On one side, the reflectivity technique includes the dynamic response of the 
system, but the technique is strictly valid only for laterally homogeneous media. 
On the other side, the Split step Fourier technique can manage lateral variation of 
the media but it does not include the dynamic response of the system (i.e., it does 
not include changes of the wave field due to reflection and transmission 
coefficients at contrasting impedance interfaces). The development of these two 
techniques sets the basis for a hybrid technique to model GPR data that will be 
more efficient than other modeling techniques and will be able to take into 
account lateral variations of the media. 
 
The third objective of this dissertation is to implement an explicit FDTD 
modeling technique for GPR data in 3D heterogeneous, dispersive and anisotropic 
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media. This modeling technique can help us to interpret real GPR data in complex 
areas, and allows us to test the aforementioned reflectivity and imaging 
techniques. 
 
Because the FDTD technique will be used to generate synthetic data for 
testing the new modeling and imaging techniques, I first present the FDTD 
technique in chapter 2. In chapter 3, I develop the theory of the reflectivity 
modeling technique and compare the results with synthetic data, generated with 
the FDTD technique, and show an application of this technique for the 
interpretation of real GPR data. In chapter 4, I develop the new GPR imaging 
technique and explain what I call the “plane wave approximation”, which gives 
more stability to the migration technique. Then, I give some examples, with 
synthetic and real data, that show the benefits of the new migration technique. 



















Chapter 2:  Finite Difference Time Domain technique 
In this chapter, I present the details of implementation of an explicit 
staggered FDTD technique to model GPR data in heterogeneous, anisotropic and 
dispersive media. Numerical results are presented to show its capabilities and 
validity. This technique will allow us to improve our interpretation of real GPR 
data, compare the results obtained with other modeling techniques and test new 
migration techniques for GPR data in complex geologic media. 
 
2.1 INTRODUCTION 
Finite Difference Time Domain (FDTD) techniques belong to the group of 
numerical methods used to solve differential equations based on a discrete 
approximation of the derivative operators. Finite difference techniques to model 
GPR data are important because they allow us to solve the wave equation in 
heterogeneous, dispersive and anisotropic media without making any extra 
approximation other than the discrete approximation of the differential operators. 
In this way, we obtain a solution to the wave equation that includes all the 
phenomena observed in real GPR data, i.e., diffractions, reflections and 
refractions. 
 
The advantage of the time domain techniques is that we directly obtain the 
response of the system at each time step, and therefore, we gain physical insight 
for the phenomenon under study. FDTD techniques can be implemented using 
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two different schemes: implicit or explicit. In the implicit schemes, the new 
values of the functions, at each time step, are obtained by solving a system of 
simultaneous equations, whereas in the explicit schemes the new values of the 
functions are directly obtained by using explicit equations (i.e., formulas), making 
the amount of computation required, in each time step, smaller than in implicit 
schemes. However, to avoid numerical instability, explicit schemes require 
smaller grid sizes and time intervals than implicit schemes, and therefore, the total 
amount of computation required to solve a given problem is comparable in both 
the schemes (e.g., Isaacson and Keller, 1966). The main advantage of explicit 
techniques is their simple implementation, which in fact allows us to include, 
without extra difficulty, characteristics of the media such as dispersion and 
anisotropy. For this reason, I have chosen the explicit technique in the 
implementation presented in this chapter. However, implicit schemes may have 
some advantages over the explicit schemes, specifically for modeling very low 
frequencies (including zero frequency) and improving the stability of the FDTD 
technique. 
 
Yee (1966) was the first to propose a staggered grid scheme for modeling 
electromagnetic waves using finite differences. The staggered grid allows us to 
directly express the spatial derivatives of the magnetic and electric fields using 
second order finite difference operators and, by computing the fields in alternate 
instants, second order finite difference operators can also be used to express the 
temporal derivatives of the fields. In this way, Maxwell’s equations can directly 
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be used to model the propagation of electromagnetic waves using second order 
finite difference operators in space and time. 
 
Roberts and Daniels (1997) used Yee’s technique to model 3D GPR data 
in conductive media. They incorporated important parameters such as the shape of 
the antennas, feeding cables and height of the antennas above the ground. They 
also compared real measurements with model data, obtaining very good 
agreement. Correctly modeling the radiation pattern of a finite antenna is a 3D 
problem. However, as pointed out by Roberts and Daniels, solving such a 
problem using finite differences is computationally very expensive. Xu and 
McMechan (1997) proposed a 2.5 D technique for modeling of GPR data in 2D 
media that incorporates the characteristics of the radiation pattern of the antenna. 
Their approach consists of applying a Fourier transform in the invariant direction 
of the media, solving the resulting equation using Yee’s technique in 2D media 
for a subset of wave numbers, and finally applying an inverse Fourier transform to 
obtain the 3D modeled data. In addition to the radiation pattern of the antenna, 
they also included dielectric absorption in their FDTD technique via memory 
variables (Debye’s mechanisms). Carcione (1996) developed a modeling 
technique for GPR data that included anisotropy and intrinsic dispersion of the 
electric permittivity and conductivity. He implemented the algorithm for TM 
mode in 2D media and used a hypothetical infinite magnetic current as the source. 
Wang and Oristaglio (2000) implemented a perfect matching layer (PML) 
 26
absorbing boundary condition for modeling 3D GPR data in dielectric dispersive 
media using the PML technique developed by Berenger (1994). 
 
Lampe et. al. (2003), presented a detailed study of the radiation pattern of 
different antennas used in the GPR technique. They used an explicit FDTD 
technique and a PML absorbing boundary condition, but no anisotropy or 
dispersion was considered. They showed how the radiation pattern changes for 
different antennas and different conditions of the soil as well as the effect of 
shielded or unshielded antennas. They concluded that the asymptotic far-field 
equations commonly used to model the radiation pattern of GPR antennas 
(Engheta, 1982, and Smith 1984) may be a poor representation at intermediate-
field zones. 
 
The explicit FDTD technique has been the more commonly used 
technique to accurately model GPR data. In this chapter, I present the 
implementation and some test results for this technique. Then, in the next 
chapters, this technique will be used to verify the results obtained with the 
reflectivity technique (Chapter 3) and generate the synthetic data used for testing 
the new technique for migration of GPR data in heterogeneous, conductive and 
dispersive media (Chapter 4). I have implemented the FDTD technique for 
modeling GPR data in 3D media. However, because of the high computational 
cost of the 3D algorithm, I also implemented the technique for 2D media. In this 
case, the source is modeled as an infinite electric current and I also incorporate 
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electric dispersion in the media. This allows me to efficiently generate the 
response of many different 1D and 2D models in order to test the reflectivity and 
new migration techniques. 
 
2.2 MAXWELL’S EQUATIONS AND CONSTITUTIVE RELATIONS 
2.2.1 Maxwell’s equations 









∂  ,                                                                   (2.2) 
D ρ∇ ⋅ =  ,                                                                             (2.3) 
0B∇ ⋅ =  ,                                                                               (2.4) 
 
where E  is the electric field, H  is the magnetic field, D  is the electric 
displacement, B  is the magnetic flux density, J  is the current density and ρ  is 
the electric charge density.  
 
It is important to mention that equation (2.3) is a consequence of equation 




ρ∂∇ ⋅ + =
∂  ,                                                         (2.5) 
 28
whereas equation (2.4) establishes the experimental (and fundamental) 
observation that magnetic monopoles do not exist. Notice that equation (2.4) can 
be obtained from equation (2.1) when the magnetic and electric fields vary with 
time, but it cannot if the fields are static (i.e., if the fields do not vary with time). 
 
2.2.2 Constitutive relations and geologic media 
Equations 2.1 to 2.4 are not complete; they require two more vectorial 
equations that relate the magnetic and electric fields. Such equations are called 
constitutive relations and describe how the response of the media affects the 
electromagnetic fields. In the literature, it is common to represent the fields D  
and B as a function of E  and H , i.e., 
 
  ( , )D D E H=  ,                                                          (2.6) 
  ( , )B B E H=  .                                                           (2.7) 
 
Another important quantity in Maxwell’s equations is the current density 
J , which has two contributions, i.e., 
 
  s indJ J J= +  ,                                                              (2.8) 
 
where sJ  is due to external sources and indJ  is the induced current density 
consisting in the movement of free (or mobile) charges in the media. Since the 
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magnetic field does not do any effective work on electric charges, the induced 
current can, in general, be represented as a function of the electric field, i.e., 
 
  ( )ind indJ J E=  .                                                         (2.9) 
 
The specific form of the functions in equations (2.6), (2.7) and (2.9) 
characterize the electric and magnetic properties of the media. For example, the 
vacuum is completely linear, isotropic and non magneto-electric (i.e., the 
magnetic field does not generate electric displacement, and the electric field does 
not generate magnetic flux). Therefore, the constitutive equations are, 
 
  0D Eε=  ,                                                                     (2.10) 
  0B Hµ=  ,                                                                   (2.11) 
  0indJ =  ,                                                                      (2.12) 
 
where 120 8.854 10xε
−=  F/m and 70 4 10xµ π
−= H/m are the electric permittivity 
and magnetic permeability of the vacuum. 
  
For small intensities of the electromagnetic fields (which is the case in the 
GPR technique), most materials behave linearly, i.e., the vectors D , B  and indJ  
will be linearly dependent on E  and H . General constitutive relations for 
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 
′ ′ ′ ′ ′ ′= + Φ − + + ϒ − 
 
∫ ∫ ,    (2.13) 
 
  
0 ( ) ( ) ( ) ( )
t t
m e eB H t t H t dt E t t E t dtµ µ κ∞
−∞ −∞
 
′ ′ ′ ′ ′ ′= + Ψ − + + Κ − 
 
∫ ∫ ,   (2.14) 
and, 
( ) ( )
t
i eJ E t t E t dtσ∞
−∞
′ ′ ′= + Θ −∫  .                                                               (2.15) 
 
However, most geologic media are not chiral or magneto-electric, i.e., the 
magneto-electric tensors mγ  and eκ  (time independent) and mϒ  and eΚ  (time 
dependent) are very small and can be neglected. Additionally, since the relative 
magnetic permeability in most geologic media is very small (a few units), the 
magnetic losses can usually be neglected (i.e., 0mΨ ≈ ). This is due to the fact 
that the area of the hysteresis curve, which defines the magnetic losses, is very 
small if the magnetic permeability is very small. Another important aspect of 
geologic media is that their conductivity does not change appreciably with 
frequency (e.g., Scott,et. al., 1967). This is due to the small inertia of the free 
charges (ions and electrons), allowing them to respond to oscillating electric fields 
even at the high frequencies of the GPR technique. The lag between the induced 
current density and the electric field, produced by the inertia of the free charges, 
begins to be important at frequencies above hundreds of GHz, reducing the 
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effective conductivity of the media and modifying also its phase velocity (e.g., 
Jackson, 1975). This means that the time-dependent tensors eΘ can be neglected 
for most geologic media at least for frequencies up to (and including) the 
frequency band of the GPR technique. In this way, equations 2.13 to 2.15 can be 
reduced to, 
 
 0 0 ( ) ( )
t
eD E t t E t dtε ε ε∞
−∞
′ ′ ′= + Φ −∫  ,                                 (2.17) 
 0 rB Hµ µ=  ,                                                                          (2.18) 
 indJ Eσ=  ,                                                                             (2.19) 
 
where I have renamed the instantaneous response permeability tensor µ∞  as the 
relative tensor rµ  and the instantaneous response conductivity tensor σ∞  simply 
as the conductivity σ  (even though the symbol “ ∞ ”denotes “infinite frequency” 
response, physically it represents the instantaneous response of the media 
observed in the frequency band of interest). 
  
2.2.3 Debye’s mechanisms of dispersion 
 Dispersion is introduced in equations 2.13 to 2.15 through the time 
dependent tensors eΦ , mϒ , mΨ , eΚ and eΘ . Physically, we expect that the 
response of the media will depend more strongly on the present and recent values 
of the magnetic and electric fields and less on their past values. This means, 
mathematically, that these tensors should be decaying functions of time. In 
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general, any decaying function of time can be expressed as a superposition of 
decaying time exponentials. This are called Debye’s functions and each one 
represents a Debye’s relaxation mechanism. Even though Debye developed his 
original work on dielectric dispersion (Debye, 1925), analogous results have been 
obtained for magnetic and elastic dispersion (Cole and Cole, 1945). Debye’s 
functions, in addition to being physically plausible, are mathematically 
advantageous since by introducing new auxiliary vectors (called “memory” 
variables), associated with each Debye’s mechanism, the convolution involved in 
equations 2.13 to 2.15 are circumvented, improving the numerical efficiency 
when modeling (in the time domain) dispersion effects in the media. 
 
Theoretically, a continuous superposition (distribution) of Debye’s 
mechanisms can generate any observed dispersion (e.g., Cole and Cole, 1945). 
However, for numerical purposes, we must select a finite number of Debye’s 
mechanisms to represent the dispersion effects in the media. Such a finite 
representation is always possible in a limited frequency band, which can be 
selected according to the spectrum of the signal. Since we are interested in 
modeling dispersion effects in geologic media, let’s focus on equation 2.17. Then, 
the tensor eΦ can be represented as, 
 
1






Φ = Φ∑  ,                                                             (2.20) 
with 
( ) ltl l lt a e ωω −Φ =  ,                                                              (2.21) 
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where 1l lω τ=  is the relaxation frequency, and ll sa ε ε∞= −  is a relative 
permittivity weighting tensor associated with each Debye’s mechanism with 
relaxation time lτ , and low frequency electric permittivity tensor 
l
sε . These 
expressions are generalizations of the representations presented by Xu and 
McMechan (1997). Now, for each Debye’s mechanism, we define a memory 
variable lξ  given by, 
 
  ( ) ( ) ( )
t
l lt t t E t dtξ
−∞







D Eε ε ξ∞
=
 = +  
∑  ,                                          (2.23) 
 Differentiating equation 2.22 with respect to t , and using the 
definition of lΦ , we obtain, 
  
l





∂  ,            for  1, 2,....,l L=        (2.24) 
 






l l l l
l l
D E a E
t t
ε ε ω ωξ∞
= =
 ∂ ∂  = + −  ∂ ∂   
∑ ∑  ,                 (2.25) 
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Substituting this equation and equations 2.8, 2.18 and 2.19 in the 




µ ∂∇ = −




l l l l s
l l
ExH a E J
t
ε ε ω σ ε ω ξ
= =
∂  ∇ = + + − + ∂  
∑ ∑  ,          (2.27) 
 
where 0 rµ µ µ=  and 0ε ε ε∞=  are the instantaneous (high frequency) magnetic 
permeability and electric permittivity tensors. These two equations together with 
equation 2.24 form the basis for FDTD modeling of GPR data in anisotropic and 
dielectrically dispersive media. 
 
2.3 DISCRETIZATION OF MAXWELL’S EQUATIONS 
2.3.1 Staggered grid and the spatial and temporal finite difference operators 
Yee (1966) first proposed the staggered grid to model electromagnetic 
waves. The technique takes advantage that Maxwell’s equations already describe 
the electromagnetic waves as a system of first order differential equations. By 
staggering the spatial positions and instants for the electric and magnetic fields, 
mid-point second order difference operators can be used to write, in discrete form, 
the spatial and temporal first order derivatives of the fields. Figure 2.1 shows the 
spatial unit cell used in Yee’s staggered grid technique. The electric field is 
defined at instants t n t= ∆ , whereas the magnetic field is defined at instants 
( )1 2t n t= + ∆ . 
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Figure 2.1. Spatial unit cell used in Yee’s staggered grid technique (modified 
from Roberts and Daniels, 1997). 
 
The parameters of the media are defined at some particular position of the 
unit cell. However, an interpolation of the parameters will be, in general, 
necessary to find their values at the positions where they are required (i.e., where 
the components of the fields or their derivatives are defined). In the case of 
dispersive media, the components of the memory variables lξ will be placed at the 
same position of the components of the electric field, but they will be defined at 
the instants ( )1 2t n t= + ∆ . 
Using super indices to denote the discrete time instant, the first order 
derivatives of the fields and memory variables can be written as, 
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=  .                              (2.31) 
 
Now, substituting these expressions in the equations 2.24, 2.26 and 2.27, 
and writing the new values as a function of the previous ones, we get the 
following finite difference equations, 
 
1/ 2 1/ 21
0(2 ) (2 )
n n n
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+ − − = + ∆ − ∆ + ∆   ,                 (2.32) 
 
1/ 2 1/ 2 1 ( )n n nH H t xEµ+ − −= − ∆ ⋅ ∇  ,                                                       (2.33) 
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aσ σ ε ω
=
′ = + ∑  .                                                                              (2.35) 
 
Notice that 1/ 2nH +  and 1/ 2nlξ
+  appear in the expression for 1nE + , therefore, 
they must be computed (or updated) first. The curls of the fields, appearing in 
these equations, are computed using mid-point difference operators. For example, 
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The other derivatives, needed to compute the curls, are obtained with 
analogous mid-point operators. Finally, the current density sJ , which is the 
source of the electromagnetic fields, is injected into the model in accordance with 
the spatial distribution and temporal dependence of the density current in the 
transmitter antenna. 
 
2.3.2 Convergence and stability conditions 
An important aspect of finite difference schemes is to determine under 
which conditions they are stable and convergent. In this section, I discuss briefly 
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the convergence and stability conditions for the finite difference technique 
presented. 
 
Taflove and Brodwin (1975) showed that for non-lossy media, the stability 





1 1 1 1
( ) ( ) ( )
t
V x y z
−
 
∆ ≤ + + ∆ ∆ ∆ 
 ,                                                (2.36) 
 
where maxV  is the maximum velocity of the waves in the model. The existence of 
this stability condition for this finite difference scheme guarantees its convergence 
(e.g., Ritchmyer & Morton, 1967), and therefore, a convergent approximate 
solution exists (Issacson and Keller, 1966). However, since we are considering 
lossy media, extra considerations must be taken into account.  
 
For simplicity, let us suppose that the media, in our model, are isotropic. 
Then, from equation 2.34 we can see that, to avoid numerical oscillations of the 
electric field at each time step, the coefficient of the electric field must be 





∆  ,                                                             (2.37) 





′>  ,                                                           (2.38) 
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Notice that equation 2.38 is similar to the physical condition ωε σ> , 
characteristic of the so-called propagation regime. This suggests that by satisfying 
equation 2.38 we guarantee that the finite difference scheme will still represent 
the numerical solution of a wave equation. If there are no losses in the media, this 
condition is immaterial since it implies that t∆ < ∞ . Equations 2.36 and 2.37 
define upper bounds for t∆ , but only one (the smaller) will effectively define the 
maximum value allowed for t∆ . Since we are interested in modeling propagating 
waves, the losses in the media will generally be moderate to low, and therefore, 
we expect that the condition expressed by equation 2.36 will, in general, set the 
effective upper bound for t∆ . 
 
In GPR applications, the medium with maximum phase velocity will be 
the air, and so maxV  in equation 2.36 will be the velocity of the electromagnetic 
waves in the air. Since the losses in the air are very small for the frequency band 
of the GPR technique (i.e., 0airσ ′ ≈ ), maxV will be independent of the frequency. 
On the other hand, the spatial grid size ( x∆ , y∆  and z∆ ) determines the accuracy 
of the technique, and therefore, these values must be smaller than the minimum 
wavelength of the GPR signal in the media. Taflove and Umashankar (1989) have 
indicated that, to obtain a reasonable accuracy, the grid size should be chosen 
smaller than 1/10 of the minimum wavelength of the signal in the media. 
Choosing an even smaller grid size will increase the accuracy and decrease the 
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effect of numerical dispersion, but also will increase the total computing time. In 
non-lossy media, the minimum wavelength corresponds to the maximum 
frequency of the GPR spectrum. However, in lossy media, we must take into 
account the variation of the phase velocity with frequency. If we suppose that the 
frequency band of the GPR technique is finite, then the following expression can 
be used to estimate a lower limit “ mλ ” for the minimum wavelength of the signal 
in the media, 
 
 [ ] [ ]m maxmin min( , ) ( , )V r V rλ ν ν ν ν≡ ≤
r r
 ,                              (2.39) 
 
where [ ]min( , )V rν
r  is the minimum phase velocity of the media in the frequency 
band of the GPR signal, and maxν  is the maximum frequency of the signal (i.e., 
the upper limit of the GPR frequency band). In isotropic and dielectrically 
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 ′= + +   ,              (2.40) 
 
where σ ′  is given by a scalar version of equation 2.35. If the medium is 
anisotropic, the analysis is, in general, more complicated. However, for simple 
anisotropic media (e.g., uniaxial media), equation 2.40 can still help us to estimate 
the minimum phase velocity by using the properties of the media for different 
directions of propagation and polarizations. 
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2.4 MODELING RESULTS 
2.4.1 Radiation pattern of a finite electric dipole antenna  
I present two examples of 3D modeling. The first is the radiation pattern 
of a finite electric dipole in a homogeneous and isotropic medium; and the second 
is the radiation pattern of a dipole antenna in a system of two semi-infinite 
isotropic media. The intention of the first example is to compare the results with 
existing analytical solutions. The second example is more interesting since it 
corresponds to the common case of an air-soil interface. In this case we can also 
verify if the radiation pattern obtained with the finite difference technique agrees 
with the analytical far-field solution for this case (Engheta, et. al., 1982) and, at 
the same time, study the characteristics of the air and ground direct waves that are 
commonly observed in GPR data. I do not consider anisotropic media in these 3D 
examples because they are computationally very expensive. However, to show 
some effects that anisotropy can produce on GPR data, in the next section I 
present an example of anisotropic media using a 2D modeling scheme. 
 
Figure 2.2(a) shows the orientation of the electric dipole antenna and 
Figure 2.2 (b), (c) and (d) show its radiation pattern (snapshot) in a homogeneous 
and isotropic medium. Notice that the intensity and form of the wave front 


























































































































































































































































dipole (e.g., Jackson, 1975). For example, the xE  component is symmetric around 
the axis of the antenna and becomes zero on the axis. On the other hand, the yE  
and zE  components show the change of phase expected at the plane 
perpendicular to the axis of the antenna and pass through the middle of it. In 
conclusion, these results coincide with the theoretical characteristics expected for 
the radiation pattern of an electric dipole in an isotropic and homogeneous 
medium. 
 
Figure 2.3 shows a snapshot of the “x” component of the electric field 
(i.e., xE ) for a two media model, simulating an air-soil interface. The upper media 
has 1.0rε =  and the lower media has . 8.0rε =  ( 1rµ =  and 0σ =  for both the 
media). The antenna is placed at 5 cm above the surface (horizontal plane in the 
figure) and oriented along the “x” axis. Some interesting features can be noticed 
in this figure. First, the amplitude of xE  has a maximum in the vertical direction 
of propagation and reduces toward the horizontal direction of propagation (both 
along the “x” and “y” axis). This happens for the air direct wave as well for the 
ground direct wave. However, the focusing of the ground wave in the vertical 
direction is more pronounced (this is in agreement with Engetha’s equations for 
the radiation pattern). Second, notice that the air wave is not totally equal to zero 
on the soil surface and is refracted at a critical angle inside the soil (indicated as 
A). Third, notice that the evanescent waves (indicated as C and C’) are generated 
in the air by the direct ground wave. These waves (C and C’) are the ones that we 
will detect on the surface as “ground waves”. Finally, indicated as B is a point 
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where xE  becomes minimum in the “zy” plane (also called “E” plane) and 
indicates a direction (from the center of the antenna) that is approximately 




Figure 2.3. Snapshot of the “x” component of the electric field produce by a 
dipole antenna placed very close to the air-soil interface. The 
synthetic data was generated with the implemented 3D explicit 
FDTD technique. The air-soil interface is located at the same level 
than the shown horizontal plane and the snapshot corresponds to the 
instant t= 10 ns. The antenna is in the center of the volume, and is 
oriented in the “x” direction. See main text for the explanation of the 
pointed features. 
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in the ground, i.e., in the direction of the critical angle. However, this minimum is 
not very well defined in the internal part of the ground wave, where there is a 
reduction of amplitude, but it does not show any appreciable maximum between 
this direction (of minimum amplitude) and the horizontal direction. The observed 
reduction of amplitude at the critical angle (“zx” plane) is related to the 
destructive interference between the ground wave and the refracted wave in the 
subsurface, while the maximum observed at the critical angle in the “zy” plane 
(also called “H” plane) corresponds to a constructive interference between these 
two waves (note the polarity of the waves at the points where they join). 
 
To see the interference in more detail and compare these results with 
previous work on modeling the radiation pattern with the FDTD technique, Figure 
2.4 shows the snapshots of the “zx” and “zy” planes, separately. The first aspect 
to notice in these figures is the focusing of the radiation pattern into the soil. 
These results are in very good agreement with those presented by Lampe et. al. 
(2003) and confirm that the Engheta’s (1982) or Smith’s (1984) far field 
approximations do not describe accurately the near field radiation pattern of a 
antenna placed very close to the air-soil interface. The second aspect to notice is 
the different characteristics of the refracted waves, i.e., the way that the refracted 
wave in the subsurface and generated by the air wave is different (in the “zx” 
plane the refracted wave appears to be associated with the tailing part of the wave 
front in the air, whereas in the “zy” plane the refracted wave appears to be 
associated with the frontal part of the air wave front). Secondly, in the “zx” plane 
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the refracted wave has opposite phase relative to the ground wave at the point 
where they merge, producing a destructive interference between them, whereas in 
the “zy” plane these waves have the same phase at the point where they merge, 
producing a constructive interference between them. In both the cases, the angle 
defined by the contiguous points where the merging occurs corresponds to the so 
called critical angle. These results are qualitatively in agreement with Engheta and 
Smith’s equations, but the exact variation of the amplitude is not completely in 
agreement as already pointed out in Lampe et. al. (2003). For reference, Figure 
2.5 shows the results (FDTD and Engheta’s radiation pattern) presented by Lampe 
et. al. (2003) for a small dipole. Compare the snapshots in this figure with those 
presented in Figure 2.4. 
 
In Figure 2.6, I present a radargram that shows what an experiment will 
look like if we record the xE  component along the “y” axis and at the same height 
as the source above the air-soil interface. In this case, I modified the size of the 
volume to make the “y” dimension larger (10 m), the “x” and “z” dimensions 
shorter (5 and 3.25 m, respectively), and placed the air-soil interface at 0.5 m 
from the bottom boundary of the model. Additionally, I didn’t used absorbing 
boundary conditions so that we can observe the reflection coming from the 
bottom and walls of the model. The other parameters of the model are the same as 
in the previous experiment. The data were normalized and clipped (clipping level 
equal to 0.015) to be able to observe (at far offsets) the signals related to the  
 
 47
       
Figure 2.4. Detail of the snapshot shown in Figure 2.3. (a) Snapshot in the “E” 
plane (“zx” plane), and (b) snapshot in the “H” plane (“zy” plane). 





Figure 2.5. Results presented by Lampe et. al. (2003) (Figure 6, page 976) for the 
radiation pattern of an infinitesimal electric dipole placed above the 
air-soil interface. “ (Top) E plane (left) and H plane (right) snapshots 
of the electric field xE  component radiated from an infinitesimal 
dipole located one grid cell above an interface between air and 
lossless soil ( 05ε ε= , 0µ µ= , 0σ = mS/m). The dipole is oriented 
parallel to the x-axis. Spherical waves in the upper (1) and lower (2) 
half-space and head waves (3) in the lower half-space are visible. 
(Bottom) Amplitude radiation patterns (blue) for the tangential 
components of the electric field, Eθ  (left) and Eφ  (right) in the E 
and H planes, respectively. Recording distance is 1 m. Red lines 
show corresponding asymptotic radiation patters for far-field 
[equations (46a)-(46d) in Smith, 1984]. Data are normalized with 






Figure 2.6. Shot record of the Ex component received at the same level of the 
antenna (above the air-soil interface). The configuration is analogous 
to the one used in Figure 2.4, but in this case the dimensions of the 
numerical volume are different ( x=5m, y=10m and z=3.25m). The 
soil occupies the lower 0.75 m of the model. See main text for 
details. 
 
direct air wave and the so called direct ground wave signals. The latter are 
produced,  in  reality,  by  the evanescent waves (C and C’ in Figure 2.3) that are 
generated in the air by the direct ground wave. Notice that very close to the 
antenna the direct air wave (indicated as A) is so strong that it is completely 
clipped. The signal reflected from the bottom boundary of the model (indicated as 
C) has also been clipped, but its maximum peak value is about 0.04 times the 
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amplitude of the direct air wave close to the antenna. The reflection indicated as 
D is a direct air wave reflected at the “zy” walls of the model and has very small 
amplitude because of the radiation pattern of the antenna (see Figure 2.3). Notice 
that the reflection from the bottom of the model (indicated as C) has the velocity 
of the radar signal in the soil, i.e., it approaches asymptotically the direct ground 
wave signal (indicated as B), whereas the reflection from the “yz” walls has the 
velocity of the radar signal in the air. If the recording time were longer, all other 
reflections coming from the different boundaries of the model could be seen. 
 
2.4.2 Example of GPR data in anisotropic media  
The most common anisotropy found in geologic media is transverse 
isotropy (TI), i.e., uniaxial media with its axis of symmetry oriented in the vertical 
direction (“z” axis). If the axis of symmetry is tilted, then the medium is called 
tilted transverse isotropic (TTI). In this section, I present an example of GPR data 
in TI homogeneous media, for which I have implemented a simplification of the 
technique for 2D media and transverse electric (TE) mode. In this modification, 
the source is a hypothetical infinite line current on the horizontal direction (“y” 
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and therefore, the components of the electric field are decoupled from each other. 
This means that the “y” component of the electric field (generated by the infinite 
line current) will not produce any electric field in the “x” or “z” directions, i.e., 
the transverse electric (TE) and magnetic (TM) modes are still decoupled, and 
therefore, the transverse electric (TE) mode, which has only the components yE , 
xH  and zH  different from zero, can exist independently, and for this particular 
source and media, only the magnetic anisotropy will affect the propagation of the 
electromagnetic waves (i.e., ||ε  and ||σ  do not affect the propagation because xE  
and zE  are zero). 
 
Figure 2.7 shows the models used in this example. Each model consists of 
two non-conductive layers with the same electric permittivities but different 
magnetic permeabilities. Three different cases are considered to observe the 
different propagation behavior and character of the reflection at the interface. The 
current (source) used in this example was a squared hanning window with 
duration equal to 5 ns. Notice that only the ε⊥  component is given since ||ε does 
not affect the propagation of the waves in the TE mode.  
 
To see the temporal evolution of the propagating wave, Figure 2.8 shows 
three snapshots of the electrical field corresponding to 10 ns, 20 ns and 30 ns for 
model I. We can clearly see the elliptical form of the wave front in the upper 
medium (anisotropic) with its major axis along the vertical direction [in this 
direction of propagation, the magnetic field only has horizontal component ( xH ) 
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and therefore the velocity of the wave in that direction is defined by xxµ  ( µ⊥=  in 
VTI media)], whereas in the lower medium (isotropic) the wave front of the 
transmitted wave is symmetric (i.e., circular). It is also very interesting to notice 
that for normal incidence there is no reflection at the interface between the two 




Figure 2.7. Models and geometry used to show the results of the FDTD modeling 
algorithm in anisotropic media. The permittivity and conductivity are 
uniform through the models. The magnetic permeability of the lower 
medium is the same for all the model. Only the magnetic 
permeability in the upper media is different in each model. The 
dashed line is the location of the receiver antennas in the experiment. 
the reflection. Again, this is explained by the fact that, for the vertical direction of 
propagation the magnetic field of the wave has only a horizontal component, 
therefore the contrast of impedance affecting the wave will depend in the 
variation of xxµ . Since xxµ  is equal in both the media (as well as the electric 
permittivity and conductivity) the wave does not encounter any change of 
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impedance for normal incidence. As soon as the angle of incidence begins to 
increase, the zH component increases and the change of zzµ ( ||µ=  in VTI media), 
and therefore of impedance, affects the incident wave generating the 
corresponding reflection. This result implies that anisotropy can affect 
considerably the AVO behavior of the reflection at the interface, and therefore, if 
there is any indication of anisotropy in the media, it should be taken into account 
for interpretation and inversion. 
 
 
Figure 2.8. Three consecutive snapshots of a wave, originating at the source 
position, propagates through the layers of model I (see Figure 2.7). 
Notice the elliptical form of the wave front in the upper media due to 





Figure 2.9. Snapshots at t=30 ns for the three different models presented in Figure 





   
Figure 2.10. Traces recorded at the same level of the source in each model. In 
addition to the difference in velocity and non hyperbolic character of 
the reflection in the anisotropic models (a) and (b), notice the 
different AVO of each of these reflections. (a), (b) and (c) 
correspond to the models I, II and III presented in Figure 2.7, 
respectively. 
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Magnetic anisotropy is not often encountered in shallow exploration, but a 
similar effect will be observed if anisotropy of the electric permittivity or 
conductivity of the media are present (as for example, in fractured aquifers, fine 
stratification or anisotropic radar cross sections (RSC) due, for example, to the 
geometry of the scatterers). However, if the contrast with the encasing rock of all 
the elements of the conductivity tensor (in the reflector or scatterer target) is too 
high, the AVO anisotropic effect will be overcome by the almost unitary 
reflection coefficient obtained for all incidence directions. 
 
Figure 2.9 shows the snapshots at 30 ns for the three models explained in 
Figure 2.6. Notice the difference between the forms of the wave fronts in the three 
cases. Model I and II have inverted values of the anisotropic magnetic 
permeability values, and therefore the wave front has inverted forms (the major 
axis of the ellipses are rotated from the “x” to the “z” axis), whereas Model III is 
isotropic and therefore the wave front is circular in both the media. Notice also 
how for model II the reflection coefficient at normal incidence in not zero (in 
contrast to model I). This is due to the fact that for model II the value of xxµ  
changes from the upper to the lower media. 
 
Finally, Figure 2.10 shows the shot records obtained with the receiver 
antennas located at the same “z” level of the source. Notice the difference in the 
phase of the reflections and their amplitude variations with offset (AVO), as well 
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as the geometry of the reflections, which are non hyperbolic for the anisotropic 
media (one of the main criteria to recognize anisotropy in the media). 
 
2.4.3 Example of GPR data in heterogeneous and conductive media 
In most geologic media, heterogeneity and conductivity is usually more 
common and important than anisotropy. The conductivity of the media attenuates 
the GPR signal and can produce important dispersion effects, especially at low 
frequencies (see Chapter 4, section 4.3.1). In this section, I present an example of 
GPR signal propagation in heterogeneous and conductive 2D media. Again, the 
TE mode (described in the preceding section) is used to model the GPR data. 
 
Figure 2.11 shows the model used in this simulation. The conductivity 
zone has a thickness equivalent to one skin depth computed at the dominant 
frequency of the GPR signal. Figure 2.12 shows six snapshots at 5, 25, 45, 55, 70 
and 80 ns. Three important features can be noted in these snapshots. The first one 
is the amplitude reduction of the wave front when it travels through the 
conductive medium. The second one is not so evident, it is a small but perceptible 
refraction effect that can be noticed in the snapshot corresponding to 45 ns where 
a slight deflection of the wave front is observed at the bottom of the conductivity 
zone, which means that the conductivity produces a small but perceptible change 
of the velocity in the media. Third, notice the very small amplitude of the 
reflections that travel through the conductivity zone, in particular, the reflection 
coming from the dipping reflector whose amplitude will be almost negligible 
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compared to the other reflections. This means that the attenuation produced by a 
conductivity zone whose thickness is equal to one skin depth (computed at the 
dominant frequency of the GPR signal) is already very strong. A set of models 
analogous to this one is used in Chapter 4 to test the migration algorithm for 
different thicknesses of the conductivity region. 
 
                   
Figure 2.11. Model with a conductive region. It is used to show how 
electromagnetic waves are affected by conductivity losses in the 
media (especially with lateral variations). The thickness of the 
conductive region (2 m) is approximately equal to the equivalent 
skin depth of the region computed at the dominant frequency of the 





    
Figure 2.12. Consecutive snapshots of a GPR signal generated at the upper left 
side of the model. The contours represent the boundaries among the 
three different media in the model (see Figure 2.11) and are overlaid 
on the snapshots for reference. 
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2.4.4 Example of GPR data in heterogeneous and dielectrically dispersive 
media 
Dielectric dispersion (and its related absorption) has been observed at 
different ranges of frequencies in soils and rocks (e.g., Sherman, 1988). In 
particular, Olhoeft and Capron (1994) and Hoekstra and Delaney (1974) have 
reported on dielectric dispersion for the frequency range of the GPR technique 
(MHz to GHz), and indicated that the dispersion mechanisms are probably related 
to interfacial (double layer) and molecular relaxations.  
 
To demonstrate the effects of dispersion in GPR data, 2D modeling in 
dielectrically dispersive media is presented in this section. I used the so-called 
exploding reflection model (e.g., Yilmaz, 2001) in conjunction with the FDTD 
algorithm to generate a GPR zero offset section. The implementation of the 
exploding reflector model is important because it allows us to generate efficiently 
this type of section, making the FDTD modeling technique practical for testing 
migration algorithms of zero offset sections or for qualitative interpretation of real 
data. 
 
To select the parameters of the dispersive medium in our model, I used the 
results of Olhoeft and Capron (1994). They analyzed different soil mixtures of 
clay and silica with different percentages of water content. The Cole-Cole 
parameters that they obtained for one of the samples are shown in Table 2.1. 
Notice that when the water content increases the resistivity decreases abruptly 
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making the conductivity losses to rapidly overcome the dielectric absorption. For 
this sample no anisotropy was reported. 
 
 
Water content (weight %)         εl                   ε∞               τε (µsec)              αε              σ -1 (ohm-m)        
_______________________________________________________________________________ 
            0.0                          3.46            2.65               0.0134              0.38               > 104 
          15.77                      29.43            8.30               0.0183              0.66               56.0 
          30.18                      43.04          20.73               0.0089              0.70               23.5 
        *  2.5                          8.34            2.99               0.0152              0.44            5.65x103          
__________________________________________________________________ 
* Interpolated data. 
Table 2.1. Cole-Cole parameters for an engineering size-fraction clay soil 
(Olhoeft and Capron, 1994). 
 
To estimate the Cole-Cole parameters at different water contents, I 
interpolated these data using quadratic functions, except for the resistivity, which 
I interpolated using an exponential function. In Table 2.1, the line with 
interpolated set of parameters is indicated with an asterisk. 
 
 Olhoeft and Capron obtained these parameters by fitting the 
















)( 00  , 
 
where  lε   and ∞ε  are the relative electric permittivities for low and very 
high frequencies, respectively; 0ε  is the electric permittivity of the vacuum, σ  is 
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the electric conductivity of the medium, εα is the relaxation exponent, and τω  is 
the relaxation frequency, which is related to the characteristic relaxation time ετ  
by εε τω /1= . 
 
To use these parameters, the Cole-Cole equation is approximated by a 
discrete superposition of Debye’s mechanisms (e.g., Xu and McMechan, 1997), 
 
  








σε ω ε ε ε
ω ω ω∞ =
= + −
+∑  , 
 
where lω  are the relaxation frequencies of the Debye’s mechanisms related to the 
characteristic relaxation time lτ  by ll τω /1= , and 
l
l sa ε ε∞= −  are the relative 
permittivity weighting factors associated with each mechanism (see equation 
2.21). 
 
In practice, most of the energy of the radar signal is contained within a 
determined frequency band and three Debye’s mechanisms constitute a very good 
approximation of the dispersion curve in such a frequency band (see Figure 2.13). 
Adding more Debye’s mechanisms will improve the representation of the 
dispersion curve but has the drawback of increasing the number of memory 
variables (and related parameters) in the modeling algorithm. Table 2.2 shows the 
Debye’s relaxation frequencies and weighting factors corresponding to the fitting 
of the Cole-Cole curve shown in Figure 2.13. 
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1 /a ε∞  2 /a ε∞  3 /a ε∞  1ω  (Hz) 2ω  (Hz) 3ω  (Hz) 
0.5899 0.6112 0.3164 1.3 x 107 2.47 x 108 7.15 x 109 
Table 2.2. Debye’s parameters corresponding to the fitting of the dispersion curve 
shown in Figure 2.13. 
 
Figure 2.13(a) shows the magnitude of the real and imaginary parts of the 
complex wave number, i.e., the product of angular frequency and the slowness, 
computed with the Cole-Cole equation and corresponding to a soil with 2.5% 
water content (see Table 2.1). I also show the curves obtained with three Debye’s 
mechanisms (Table 2.2), and the curves corresponding to a conductive media 
without dielectric dispersion and relative electrical permittivity equal to 5 and 
resistivity equal to 213 ohm-m. The imaginary part of the complex wave number 
corresponds to the so-called attenuation factor “α ” (the inverse of “α ” is the so-
called skin depth “δ ”). The real part of the complex wave number is related to 
the propagation of the waves and, for non-dispersive media, the slope of this 
curve (in log-log scale) should be equal to one. Notice how the superposition of 
three Debye mechanisms approximates the Cole-Cole curve in this frequency 
band, and also how for frequencies above 30 MHz, the attenuation factor of the 
media without dielectric dispersion does not change appreciably with frequency 
and the slope of the real part of the product approaches  one  asymptotically when 
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Figure 2.13. (a) Magnitude of the real and imaginary parts of the product of the 
angular frequency by the slowness as a function of frequency for a 
medium with dielectric dispersion and another medium without 
dielectric dispersion. (b) Phase velocity as a function of frequency 
for the same media shown in (a). 
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the frequency increases. On the other hand, for the dielectric dispersive medium 
the attenuation factor changes by one order of magnitude when the frequency 
increases from 20 MHz to 300 MHz; in addition, the slope of the real part of the 
product does not approach one asymptotically when the frequency increases. 
Figure 2.13(b) shows the corresponding phase velocities computed for the cases 
presented in Figure 2.13(a). Notice how the phase velocity changes in the entire 
frequency band for the medium with dielectric dispersion, whereas for the 
medium without dielectric dispersion, the phase velocity reduces appreciably for 
frequencies below about 60 MHz. In this way, the dispersion effect due to the 
conductivity of the media is important when the dominant frequency of the radar 
signal approaches the limit between the diffusion and propagation regimes. 
 
      
Figure 2.14. Model with dispersion, conductivity and lateral variation. It is used to 
generate the synthetic shown in Figure 2.15. Medium I is slightly 
conductor and has dielectric dispersion. The lines overlapped in the 




Figure 2.14 shows the model used to generate the synthetic data. The 
model is composed of two homogeneous media with an interface that is not 
horizontal. The medium (I) corresponds to the soil with 2.5% water content 
(discussed above) and Debye’s parameters shown in table 2.2. On the other hand, 
medium II is non-dispersive and non-conductive, and has a relative electric 
permittivity equal to 4. The lines shown on Figure 2.14 are exploding reflectors 
introduced in the model. One of the reflectors coincides with the real interface 
between the two media. The wavelet is the derivative of a squared hanning 






Figure 2.15. Synthetic zero offset section obtained for the model shown in Figure 
2.14. Notice the effects that dielectric dispersion  can produce on the 
GPR signal. 
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Finally, Figure 2.15 shows the zero offset section obtained for the model 
in Figure 2.14. Notice how the amplitude, travel time and wave form of the GPR 
data are affected by the dispersion mechanisms in the medium. For example, the 
width (of the wavelet) and amplitude of the reflection coming from the deeper 
reflector changes appreciably along the section, showing the effects produced by 
the dielectric dispersion and different thickness of the upper medium. In Chapter 
4, I use this synthetic result to test the new migration technique and show how it 




I have presented an explicit finite difference time domain (FDTD) 
technique for modeling GPR data in dispersive, heterogeneous and anisotropic 
media. In most geologic media, dispersion effects are produced by dielectric 
absorption and conductivity in the media. The dispersion effects produced by 
dielectric absorption are introduced in the FDTD modeling technique using 
memory variables, which are associated with the so-called Debye’s mechanisms. 
The electric conductivity in most geologic media does not change with frequency 
(up to and including the band of frequencies used for the GPR technique). 
Therefore, the dispersion related to this parameter is only associated with Joule’s 
effect. This dispersion is important because it defines, in practice, the lower 
frequency limit for the GPR technique (the so-called limit between the 
propagation and diffusion regimes). 
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In dispersive and conductive media, the stability condition is defined by 
the electric permittivity, the conductivity and dielectric absorption in the media 
(equations 2.36 and 2.38). The upper limit for the time step interval, defined by 
equation 2.38, is necessary to avoid numerical oscillation of the electric field at 
each time step. If the losses in the media are very small, the limit defined by 
equation 2.38 is irrelevant and equation 2.36 effectively defines the limit for t∆ . 
However, as the dominant frequency of the GPR signal approaches the limit 
between the diffusion and propagation regimes (ωε σ′≈ ), equation 2.38 becomes 
more important, and care must be taken to guarantee that this condition is also 
satisfied. On the other hand, to compute the minimum value of the phase velocity 
in the media, we must be take into account the equivalent conductivity “σ ′ ”of the 
media, which is produced by Joule’s losses and dielectric absorption in the media. 
 
I presented two simple 3D modeling examples of GPR data. They were 
used to test the validity of the technique. However, the explicit FDTD technique 
for 3D modeling is numerically very expensive, especially when increasing values 
of the electric permittivity are used. Implementing the FDTD technique for 2D 
media and transverse electric (TE) mode, allow us to obtain an approximate GPR 
response for the commonly used broadside perpendicular acquisition mode. I have 
also implemented the exploding reflector model to be able to obtain, more 
efficiently, synthetic zero offset sections, which can be used to test new migration 
algorithms or for the qualitative interpretation of real GPR data. 
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The anisotropic examples shown in this chapter indicate that not only the 
geometrical locus of the reflections can be used as a criterion to detect anisotropy, 
but also the amplitude versus offset (AVO) behavior for different polarizations 
can be used with this purpose. A similar AVO behavior can also be expected from 
scatterers that have anisotropic radar cross section (RCS), and so, this information 
can be used to determine their geometry and orientation (supposing that these are 
the causes of the anisotropic RCS behavior). In particular, such AVO criteria 
could be used in conjunction with the Alford rotation technique to improve the 
accuracy on the estimation of the orientation of elongated targets. 
 
Finally, the explicit FDTD technique will be used to compare the results 
of the reflectivity technique that I have developed for modeling GPR data in 1D 




Chapter 3:  The Reflectivity Modeling technique 
Horizontally layered media are often encountered in shallow exploration 
geophysics. Modeling of GPR data in these environments can be implemented by 
techniques that can be faster than a Finite Difference scheme because the lateral 
homogeneity of the media allows us to reduce the dependence on the horizontal 
spatial variables through Fourier transforms on those coordinates. The 
transformed system of equations will depend only on the vertical coordinate 
(depth) and, under the assumption of homogeneous layers, the system of 
differential equations can be solved analytically. I adapted the invariant 
embedding or reflectivity technique, originally developed by Kennett to model 
elastic waves in layered media, to model GPR data in layered isotropic media. 
This technique is useful not only for fast modeling of GPR data (which allows us 
to obtain a faster and quantitative interpretation of the GPR data), but also for 
model-based inversion of estimating rock properties that require a fast forward 
modeling technique. It can also be the basis for a hybrid modeling technique that 
can incorporate lateral heterogeneities of the media. 
 
3.1 INTRODUCTION 
Numerical modeling of GPR data is very important for interpretation and 
inversion. In chapter 2, I have shown that finite difference techniques allow us to 
obtain the response of general 3D heterogeneous and anisotropic media. However, 
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finite difference techniques are computationally very expensive and require 
considerable computing resources (dynamic memory and CPU speed).  
 
In stratified media, Fourier transforms of Maxwell’s equations from the 
time to the frequency domain and from the horizontal coordinates to the wave 
number domains reduce them to a system of first order, ordinary differential 
equations whose solution can be obtained more efficiently than using a finite 
difference technique. This reduction of the wave propagation problem in layered 
media has been employed in many other areas, for example in acoustic and elastic 
wave propagation, electromagnetism and quantum mechanics (e.g., Chew, 1995). 
In order to solve the resulting system of first order, ordinary differential equations 
many particular schemes have been proposed. However, they all can be classified 
into two general categories: continued fractions or propagator matrix schemes. 
 
Crook (1948) and Abeles (1950 presented a matrix formalism for 
modeling of electromagnetic waves, and Thomson (1950) presented a similar 
approach for modeling elastic waves in stratified media. Then, Haskell (1953) 
showed an application of this technique to obtain the dispersion equations of 
elastic surface waves and Wait (1953) developed a continued fractions technique 
to compute the transmission and reflection response of electromagnetic waves in 
layered media. These pioneering techniques were used during the subsequent 
years to model the elastic and electromagnetic responses of layered media. 
However, numerical instabilities associated with the propagator matrices 
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algorithm (e.g., Gilbert and Backus, 1966), as well as the impractical aspects of 
the continued fractions approach, stimulated extensive investigation in this area. 
Fuchs and Müller (1971), and Kennett (1974) presented a new recursive technique 
for modeling elastic waves in stratified media that is unconditionally stable and, 
physically, more intuitive. In this technique, the wave field is decomposed into 
up-going and down-going waves, the response of the sub-systems is represented 
by up and down reflection and transmission matrices and recursive relations allow 
us to obtain the total transmission and reflection matrices of the whole system 
from its partial responses.  
 
Ursin (1983) presented a general review of this technique for elastic and 
electromagnetic waves. However, he did not develop, in detail, the case 
corresponding to electromagnetic waves and small errors are present in the 
expressions of the eigenvector matrices given in the appendix. 
 
In this chapter, I develop in detail the Fuchs and Kennett formalism 
applied to electromagnetic waves in layered isotropic media. Then, the results 
obtained with this technique are compared with the classical results of Fresnel’s 
equations and the finite difference time domain algorithm presented in chapter 2. 
Finally, an application of this technique for interpretation of real GPR data (CMP 




3.2.1 The propagator matrix equation 
In developing the invariant imbedding or reflectivity technique for 
electromagnetic waves in laterally homogeneous and isotropic media, I will 
follow a procedure analogous to that presented by Kennett and Kerry (1979) for 
elastic waves. The model to be considered is shown in Figure. 3.1. It is composed 
of a stack of homogeneous and isotropic layers, each one characterized by an 
electric permittivity “ε ”, an electric conductivity “σ ” and a magnetic 
permeability “ µ ”. 
                         
Figure 3.1. Layered system supposed in the reflectivity technique. 
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Then, Maxwell’s equations in each layer can be written as, 
   
HxE
t
µ ∂∇ = −
∂
 ,                                               (3.1) 
   
ExH E J
t
σ ε ∂∇ = + +
∂  , 
where E  is the electric field, H  is the magnetic field, and J is the current density 
(source). In these equations we have considered that the free charge density “ ρ ”, 
in each layer, is zero. 
 
Developing the curl operator and applying the following temporal and 
spatial (2D) Fourier transforms, 
dtdxdyezyxtfzkkF ykxktiyx yx
).(.),,,(),,,( −−∫∫∫= ωω , 



































P =  are the horizontal slowness; and from the second 
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Now, eliminating “ zE ” and “ zH ” from these equations, defining ω
σεγ i+=  




































































































This system of equations can be written as, 
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b i Ab S
z
ω∂ = − +
∂ ,                                                      (3.2) 
where, , , ,
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By solving the eigenvalue problem, the matrix “ A ” can be represented in the 
following form, 
      1A L L−= Λ                                                                  (3.3) 









Λ =  − 
 , with   1 0
0 1




 )( 220 yx PP +−= µγλ   is the so-called “vertical slowness”. 
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I have not rescaled the eigenvectors to impose the symmetry relation 
1
1 2
TL L−=  as suggested by Ursin (1983) because my interest is in the response of a 
stack of homogeneous layers (such symmetry condition is useful when vertically 
heterogeneous layers are considered). 
 
Defining the wave vector 1w L b−= , substituting in equation (3.2) and using 
equation (3.3) we get, 
1 1Lw i L w L S
z z
ω − −
∂ ∂ = − Λ − + ∂ ∂ 
.                          (3.4) 
In the absence of sources ( 0S = ), we obtain the following homogeneous 
equation, 
   
1 Lw i L w
z z
ω −
∂ ∂ = − Λ − ∂ ∂ 
 .                                     (3.5) 
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The general solution of this equation, when the operator in parenthesis is 
continuous, can be written as (e.g., Gilbert and Backus, 1966 and references there 
in), 
       0 0( ) ( , ) ( )w z Q z z w z= ,                                             (3.6) 
where the matrix 0( , )Q z z is called the “wave vector propagator”, which is also a 
solution of the differential equation. In fact, the column vectors of the matrix 
0( , )Q z z are independent wave vector solutions of equation (3.5). Depending on 
the vertical variation of the properties in the layer, the wave vector propagator can 
be obtained analytically or by numerical integration. 
 
An important property of the wave vector propagator is intrinsically established in 
equation (3.6) and can be shown as follows. Let’s suppose that we know the wave 
vector at an initial depth 0z , then, the wave vector at a depth 1z  will be given by, 
1 1 0 0( ) ( , ) ( )w z Q z z w z=  . 
Analogously, the wave vector at 2z  can be written as, 
   2 2 1 1 2 0 0( ) ( , ) ( ) ( , ) ( )w z Q z z w z Q z z w z= =  , 
therefore, 
          2 0 2 1 1 0( , ) ( , ) ( , )Q z z Q z z Q z z=  , 
and, by induction, the last equation can be generalized to, 
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=∏  .                                             (3.7) 
This equation establishes that the wave vector propagator from 0z to Nz  can be 
computed by successive multiplication of the intermediate propagators. 
 
3.2.2 Wave vector propagator in a homogeneous layer 
In a homogeneous layer, the spatial derivative of the eigenvector matrix 






), and equation (3.5) reduces to, 
w i w
z
ω∂ = − Λ
∂
  ,                                                  (3.8) 
and the eigenvalues matrix Λ  is constant inside the layer. The solution of this 
























= =   
 
  ,             (3.9) 
where I  is the 2x2 identity matrix. 
 
 We can see from this equation, that the propagation of the wave vector is 
composed of two opposite phase shifts operators. Suppose that 0z < z , then the 
upper diagonal operator corresponds to a phase shift applied to an up-going wave 
that travels “backward” from 0z  to z , whereas the lower diagonal operator 
corresponds to a phase shift applied to a down-going wave that travels “forward” 
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from 0z  to z . Figure 3.2 illustrates the physical meaning of this operator. Even 
though this result has been deduced from this particular case, the meaning of the 
action of the wave vector propagator has a general validity. In fact, it can be 
shown (see Appendix A) that the wave vector w  is a decomposition of the wave 
field b  into up-going and down-going waves, 
          1 [ , ]Tp ww L b u d
−= =  ,                                       (3.10) 
and therefore, the operator 0( , )Q z z propagates the up-going and down-
going waves from the depth 0z  to z , which is the reason why it is call wave 
vector “propagator”. 
     
Figure 3.2. Physical meaning of the propagator operator 0( , )Q z z  in a 
homogeneous media (equation 3.9). 
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3.2.3 Wave vector propagator at an interface 
At an interface (between two different homogeneous layers) the matrix 
L is in general discontinuous, and therefore, its vertical spatial derivative does not 
exist at that particular depth. However, the tangential components of the electric 
and magnetic fields must be continuous at the interface implying that the wave 
field b  must also be continuous. Then, if there is an interface at a depth z , the 
continuity of the wave field b  implies that, 
        ( ) ( ) ( ) ( )L z w z L z w z+ + − −=  ,                                (3.11) 
where z+  and z−  are the vertical coordinate just below and above the interface, 
respectively. Comparing this equation with equation (3.6), we can conclude that 
the wave vector propagator across an interface is given by, 
        1( , ) ( ) ( )Q z z L z L z+ − − + −= .                                (3.12) 
3.2.4 Reflection and transmission matrices 
The fact that the wave vector w  is composed of up-going and down-going 
waves, suggests that the wave vector propagator 0( , )Q z z  could be written as a 
combination of reflection and transmission matrices that represent the propagation 
of the up-going and down-going waves through the homogeneous layers and their 
reflections and transmissions at the interfaces. 
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Figure 3.3 shows two cases that help us to obtain the general expression of 
the wave propagator as a function of reflection and transmission matrices. In the 
regions z < 1z  and z > 2z  the media are homogeneous, whereas between the 
depths 1z  and 2z  there is a stack of laterally homogeneous layers (i.e., a vertically 
heterogeneous medium). 
 
Figure 3.3. (a) Up-going wave impinging from below and (b) down-going wave 
impinging from above of a vertically heterogeneous region. 
 
Figure 3.3 (a) shows the case when an up-going wave, originated below 
2z , impinges the vertically heterogeneous region, generating a reflected down-
going waves in the region z > 2z  and an up-going wave in the region z < 1z . In 










w zz z z
Q Qu u
d Q Q −+
+ −
     =         
 ,                          (3.13) 
where the ijQ ’s are 2x2 sub-matrices of 2 1( , )Q z z
+ − , and I have expressed the wave 
vector w  as function of up-going and down-going waves. From this equation we 
have, 
   
2 12 1
11( , )( ) ( )p pz zz zu Q u+ −+ −=  ,                                            (3.14) 
   
2 12 1
21( , )( ) ( )w pz zz zd Q u+ −+ −=  ,                                           (3.15) 
equation (3.14) implies that, 
  
2 1 2 11 2 2
1
11 ( , ) ( , )( ) ( ) ( )p p U pz z z zz z zu Q u T u+ − + −− + +




11 ( , )( , )U z zz zT Q + −+ −
−=  ,                                       (3.17) 
is identified as the transmission matrix for up-going waves. Substituting 
1
( )p zu −  
into equation (3.15) we get, 
  
2 1 2 1 2 12 2 2
1
21 11( , ) ( , ) ( , )( ) ( ) ( )w p U pz z z z z zz z zd Q Q u R u+ − + − + −+ + +
−= =  ,            (3.18) 
where, 
2 1 2 12 1
1
21 11( , ) ( , )( , )U z z z zz zR Q Q+ − + −+ −
−=  ,                                     (3.19) 
is identified as the reflection matrix for up-going waves. 
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 Figure 3.3 (b) shows the case when a down-going wave, originated above 
1z , impinges the vertically heterogeneous region, generating a reflected up-going 
wave in the region z < 1z  and a down-going wave in the region z > 2z . In this 
case, we can write, 







w wz zz z
Q Q u
d dQ Q+ −
+ −
     =        
 .                         (3.20) 
Proceeding analogously to the previous case, we obtain the following equations, 
  
2 1 2 1 2 11 1 1
1
11 12( , ) ( , ) ( , )( ) ( ) ( )p w D wz z z z z zz z zu Q Q d R d+ − + − + −− − −
−= − =  ,          (3.21) 
and 
 
2 1 2 1 2 1 2 1 2 12 1 1
1
22 21 11 12( , ) ( , ) ( , ) ( , ) ( , )( ) [ ]( ) ( )w w D wz z z z z z z z z zz z zd Q Q Q Q d T d+ − + − + − + − + −+ − −
−= − =  , (3.22) 
where  
   
2 1 2 1 2 1
1
11 12( , ) ( , ) ( , )D z z z z z zR Q Q+ − + − + −
−= −  ,                                   (3.23) 
and  
  
2 1 2 1 2 1 2 1 2 1
1
22 21 11 12( , ) ( , ) ( , ) ( , ) ( , )D z z z z z z z z z zT Q Q Q Q+ − + − + − + − + −
−= −  ,                  (3.24) 




Finally, the equations (3.17), (3.19), (3.23) and (3.24) can be inverted to obtain 
the matrices ijQ  as a function of the reflection and transmission matrices for up-
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 .                        (3.25) 
 
3.3 RECURSION EQUATIONS 
Based on the fundamental property of the wave vector propagator 
(equation 3.7) and its representation as a function of transmission and reflection 
matrices (equation 3.25), recursive relations can be obtained to compute the 
resulting transmission and reflection matrices for a system composed of layered 
sub-systems. Figure 3.4 shows a graphical interpretation of the recursive 
equations. We are interested to obtain algebraic relations between the reflection 
and transmission matrices from 1z  to 3z  based on the reflection and transmission 
matrices from 1z  to 2z , and 2z  to 3z . From equation (3.7) we can write, 
 
  3 1 3 2 2 1( , ) ( , ) ( , )Q z z Q z z Q z z=   ,                                      (3.26) 
 
then, substituting the wave vector propagators by their representations as a 
function of transmission and reflection matrices (equation 3.25) and equating the 
sub-matrices elements we obtain, 
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31 21 32 21 32
1( )U U D U UT T I R R T
−= −   ,   
31 32 32 21 32 21 32
1( )U U D U D U UR R T R I R R T
−= + −   ,                                           (3.27) 
31 21 21 32 21 32 21
1( )D D U D U D DR R T I R R R T
−= + −   ,   
31 32 21 32 21 32 21 32 21
1( )D D D D U D U D DT T T T R I R R R T
−= + − . 
  
              
Figure 3.4. Schematic representation of one of the recursive relations. Only the 




1( )D UI R R
−− , which appear in all these equations, 
introduces all the reverberations that occur between 1z  and 3z . To see this, the 
operator can be expanded in an infinite series as, 
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 ( ) ( )32 21 32 21 32 21 32 21
2 31( ) I .....D U D U D U D UI R R R R R R R R
−− = + + + +   .   
The convergence of this series requires that the spectral radii ( )32 21 1D UR Rρ <  
(e.g., Varga, 1962). This condition is always satisfied because the only case when 
the spectral radii of a reflection matrix become equal to one is when the contrast 
of impedances is infinite, which is not possible physically. However, the 
reflectivity at the interface of a given layer can be very close to one. If the 
difference (to one) were less than the numerical precision used, an artificial 
divergence would be generated. The presence of a layer (in our model) that 
produces such artificial divergence is of no practical interest because no waves 
would be transmitted at such an interface, and therefore, no reflections would be 
observed from underneath it. However, to avoid the accidental occurrence of such 
cases, the determinant of ( )32 21D UI R R−  is computed and checked to be different 
from zero. 
 
3.4 SYNTHESIS OF RADARGRAMS 
3.4.1 Plane-wave domain and offset-time domain 
Common midpoint (CMP) and wide angle reflection and refraction 
(WARR) gathers give us information about the reflectivity of the system at 
different angles of incidence (e.g., Zeng, et. al., 2000) and are the equivalent of 
CMP and wide angle reflection gathers in seismic reflection techniques (David 
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and Annan, 1989). In a WARR gather, the source is located at a fixed position and 
the receivers are placed (along a line) at varying distances (offsets) from the 
source. On the other hand, in a CMP gathers the source and receiver are separated 
(also along a line) symmetrically from a fixed point (called midpoint). These two 
types of gathers are, in general, different in laterally heterogeneous media. 
However, in laterally homogeneous media, these two types of gathers are 
identical and I will refer them as CMP gathers. 
 
The reflectivity technique gives us the transmission and reflection 
matrices for each value of frequency and horizontal slowness, and therefore, these 
matrices represent the physical responses of the system to harmonic plane waves 
each one characterized by a given frequency and angle of incidence (horizontal 
slowness). The plane wave domain is not the same as the domain in which the 
data is normally acquired (CMP gather). However, a plane wave decomposition 
of the data can be made via a Radon or tau-p transform (e.g., Stoffa, et. al., 1981; 
Chapman, 1981). In this case, the data is transformed to the intercept time –
slowness domain (also call “tau-p” (τ - p ) domain) and a consecutive Fourier 
transform (from the intercept time to the frequency domain) will give us the 
harmonic plane wave representation of the data (i.e., in the same domain that we 




When generating synthetic CMP data using the reflectivity technique, we 
must transform the data from the plane wave domain to the offset-time domain. 
This process implies two different transforms: one from the frequency to the time 
domain, and other from the slowness to the space domain. If the frequency to time 
transform is made first, the modeling technique is called “slowness reflectivity 
method” (because the intermediate domain is in the slowness space), whereas if 
the slowness to space transform is made first, the technique is called “spectral 
reflectivity method” (e.g., Chapman, 1978). The slowness reflectivity method is 
essentially the inverse process of plane wave decomposition aforementioned. This 
method is more intuitive and the intermediate results are tau-p seismograms (or 
radargrams) that can be directly interpreted and, if necessary, compared with the 
real data that has already been transformed to the tau-p domain. Additionally, the 
technique is operationally easier to implement since it involves an inverse Fourier 
transform followed by an inverse tau-p transform (if we want to obtain the final 
data in the offset-time domain). 
 
3.4.2 The source term and the generation of radargrams 
In a GPR survey, the antennas are placed in the air and very close to the 
surface. Therefore, there is not reflection condition from above the antennas (as 
usually happen with the free surface reflections in seismic techniques). Then, 
following the source response formalism of the reflectivity technique (Kennett, 
1983), the relation between the source term (the source is placed at depth sz ) and 
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R is the down-going waves reflection matrix for the whole system (seen 




T  are the up-going and down-going 
transmission matrices from the source to the receiver positions, respectively, and 
dξ  is the down-going wave component of the source term, i.e., 
 









=   
 
 .                                           (3.29) 
 
It is interesting to remember that all these quantities depend on the 
slowness components ( xp  and yp ) and frequency. For a given spatial distribution 
of the current density, we will obtain a particular source term “ S ”. The 
application of the operator 1L−  will give us a representation (up-going and down-
going waves) of this source term, which contains the radiation pattern of the 
source. 
 
In equation (3.28) we recognize an up-going wave 1
rs sU D d
T R ξ−  and a down-
going wave 
rsD d
T ξ . The transmission matrices compensate for the difference in 
depth between the source and receiver positions. We can see that the up-going 
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wave is the reflection of the source down-going wave by the stack of layer, 
whereas the down-going wave is the continuation of the down-going wave 
coming from the source (the direct wave). The eigenvector matrix ( )rL z  operate 
on the up-going and down-going waves to recombine them and give us the final 
wave field b  whose components are the electric and magnetic fields at the 
receiver position. Physically we see that the reflectivity technique is giving us the 
response expected theoretically (i.e., the response at the receiver should be the 
superposition of the reflected and the direct waves). 
 
3.5 RESULTS FROM THE REFLECTIVITY TECHNIQUE 
3.5.1 Reflection at an interface: comparison of the reflectivity technique with 
Fresnel's equations 
In this section, I present a comparison between the reflection and 
transmission coefficients at an interface obtained from the classic Fresnel’s 
equations with those from the propagator matrix technique. 
 
Even though it can be shown that both the results are identical analytically 
(see Appendix A), in Figures 3.5 and 3.6, I show a comparison of the numerical 
results obtained with Fresnel’s equations and those obtained with the propagator 
matrix algorithm. The left side of Figure 3.5 shows the reflection coefficients for 
the  “x” and “y” components of the electric field (of a down-going plane wave) 
when the lower medium is non-conductive, whereas on the right side, the lower 
medium is conductive (the parameters of the media are also shown in the figure). 
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Figure 3.6 shows the transmission coefficient for the same components and cases 
as Figure 3.5. These figures show that the results obtained with the reflectivity 
matrices technique and Fresnel’s equations are in excellent agreement, as 
expected. 
           
Figure 3.5. Comparison between the down-going reflection coefficients computed 
with Fresnel’s equations and the reflectivity technique: on the left 
and on the right are the results corresponding to a non-conductive 
and conductive lower media, respectively. The coefficients have 
been computed at a frequency of 100 MHz, and 1rµ = . 
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Figure 3.6. Comparison between the down-going transmission coefficients 
computed the Fresnel’s equations and the reflectivity technique. On 
the left and on the right are the results corresponding to a non-
conductive and conductive lower media, respectively. The 
coefficients have been computed at a frequency of 100 MHz, and 
1rµ = . 
Notice that, in the case of the lower conductive media, the reflection and 
transmission coefficients have, in general, a non-null imaginary part. This 
imaginary part, which is frequency dependent, introduces an additional phase shift 
during reflection and transmission of the waves. Therefore, we expect that the 
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shape and phase of the wavelet will be affected by this additional factor, being an 
important aspect that differentiates the reflections produced by a contrast in 
electric conductivity from that produced by a contrast in electric permittivity. 
 
3.5.2 Comparison of the results obtained with the Reflectivity and FDTD 
techniques 
3.5.2.1 Multiple layers 
In this section I present a comparison between the results generated with 
the FDTD algorithm and the propagator matrix technique for a system of laterally 
homogeneous layers. For simplicity, the 2D FDTD algorithm has been used (see 
chapter 2). Figure 3.7 shows the models (layered media) employed and the 
relative orientation of the electric and magnetic fields, as well as the relative 
orientation of slowness vector. The intention of using these two models is that, 
due to the duality of the electric and magnetic fields, by interchanging the 
magnetic and electric properties we can obtain some interesting cases (such as the 
Brewster’s angle) using the 2D FDTD technique and make a better comparison of 
the results. The source is an infinite line with a current function equal to a squared 
hanning window, i.e., ( )2( ) 0.5 0.5cos(2 / )j t t Tπ= − . 
 
Figures 3.8 shows the tau-p radargrams ( yE  component) obtained with the 
propagator matrix technique. They were generated using the equation (3.32) 
without including the direct wave term, i.e., convolving the current function only 
with the total downward reflection matrix of the system. Notice the Brewster’s 
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angles that appear in the radargram that correspond to model II. These radargrams 
show the qualitative and quantitative behavior expected theoretically. For 
example, the Brewster’s angle observed in model II corresponds to the angle 
where the reflection coefficient of the “y” component of the magnetic field 
becomes zero. We also observe that for model I, the amplitude of the first 
reflection increases with offset, this is equivalent to the case shown on the right 
side of figure 3.5.  
 
                   
Figure 3.7. Models used to compare the results obtained with the reflectivity and 
FDTD techniques. 
 
Finally, an important observation is the different wavelet character of the 
reflection produced at the interface between the non-conducting and the 
conducting layers. Notice that this wavelet is different from those reflected at the 
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interfaces where only a contrast in electric permittivity is present. This indicates 
that the phase introduced by the complex part of the reflection coefficient 
effectively changes the form of the wavelet during reflection. 
 
              
Figure 3.8. Tau-p radargrams ( yE  component) generated with the reflectivity 




In order to compare these results with those from the FDTD, I transform 
the tau-p radargrams to the offset-time domain. Figures 3.9 and 3.10 show the 
results obtained for models I and II, respectively.  
 
              
Figure 3.9. Comparison, in the x-t domain, between the radargrams obtained with 
(a) FDTD and (b) reflectivity technique for model I shown in Figure 
3.7. 
The agreement between these results is excellent except for the artifacts 
introduced by the inverse tau-p transform. A tapering at the borders of the tau-p 
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data can reduce these artifacts, but also affects the amplitude of the reflection in 
the radargram, especially at the far offset. This effect can be seen in Figure 3.11 
where the tau-p radargrams were tapered before transformation to the offset-time 
domain. 
 
                
Figure 3.10. Comparison, in the x-t domain, between the radargrams obtained 




              
Figure 3.11. Radargrams obtained with the reflectivity technique. The tau-p data 
(Figure 3.8) were tapered at the lateral borders before transformation 
to the x-t domain. 
 
3.5.2.2 Air-soil interface 
In the last section, I presented an example for multiple layers where the 
source was placed at a considerable distance (greater than the wavelength) from 
the reflectors. In that case, I only included the reflection response and not the 
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direct wave since, under such conditions, the interference between the direct wave 
and the reflected waves is not important for the offsets considered. However, in 
real CMP GPR data, the antenna is placed very close to the soil (a distance 
smaller than the wavelength), and therefore, the interaction between the direct 
wave and the reflected wave at the air-soil interface, is important for all practical 
offsets. This interaction produces a partial cancellation of the waves in the air, 
increasing the amount of energy that effectively penetrates into the soil, and also 
generates a modification of the radiation pattern in the subsurface that is 
important for the GPR technique. Engheta (1982) and Smith (1984) analytically 
computed the resulting radiation pattern using a plane wave (far-field) 
approximation. Since the reflectivity technique is also based on a plane wave 
representation of the wave field, we expect that the results obtained with the 
reflectivity technique should be comparable to those of Engheta and Smith. The 
main objective of this section is to compare these results. 
 
Figure 3.12 shows the model used for this comparison. A line source is 
placed very close to the air-soil interface (2 cm above) and the characteristics of 
the current pulse are the same as those in the previous section. It is evident that 
with this small separation between the source and the air-soil interface, small 
offsets imply wide angles of incidence on this interface; therefore, the slowness 
used to generate the tau-p section must reach the maximum slowness in the air. 
Furthermore, it must include even higher values of slowness that are possible in 
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the soil and are associated to the waves propagating in the ground (in this way, the 
direct ground wave is included in the generation of the synthetic data). 
 
      
Figure 3.12. Model used to compare the reflectivity and FDTD responses for a 
line source placed very close to the air-soil interface. The bottom 
layer of the model has a very high conductivity so that the reflection 
coefficient at the interface with the soil layer (green line) is 
practically equal to –1 for all angles of incidence. 
 
Figure 3.13 shows the tau-p radargram obtained with the reflectivity 
technique. Notice how after passing the maximum slowness in the air several 
orders of reverberation are observed in the tau-p radargram, and the character of 
the wavelet has changed. The maximum magnitude of the signal is also reached at 
this value of slowness ( maxP  in the air). This behavior is expected theoretically 
(see Appendix B). Notice that the soil layer (limited by the air on the top and a 
high conductivity layer at the bottom) acts as a wave guide and most of the energy 
that penetrates into the soil reverberates inside this layer. This energy partially 
leaks out from the layer or is dissipated by resistivity losses. 
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Figure 3.13. Tau-p response generated with the reflectivity technique for the 
model shown in Figure 3.12. Notice that the horizontal slowness 
used in the modeling goes beyond the maximum slowness in the air 
and that, for those higher values of slowness (corresponding to  an 
evanescent wave in the air but propagating waves in the ground), a 
complex pattern of multiples is observed. The maximum slowness in 
the soil corresponds to about 11.5 ns/m. 
Figure 3.14 (a) shows the offset-time domain radargram obtained with the 
FDTD technique, and Figure 3.14 (b) shows the offset-time domain radargram 
obtained by inverse transform of the tau-p radargram obtained with reflectivity 
technique. “A” and “B” are the so called direct air and ground wave, respectively. 
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Figure 3.14. (a) FDTD and (b) reflectivity offset-time responses computed for the 
model shown in Figure 3.12. See main text for the explanation of the 
events (A, B, C and D) indicated in the figure. 
 104
Indicated as “C” is the first reflection coming from the interface between the soil 
layer and the high conductivity layer below it (see Figure 3.12), and “D” is the 
refracted air wave associated with this reflection. The following reflections are 
multiples (reverberations). Notice how, in both the plots, there is a maximum of 
amplitude for the reflection “C” just at the offset position where the refracted 
wave “D” merges with the reflection. This offset corresponds to the so called 
critical angle. This maximum is more accentuated in the reflectivity than in the 
FDTD data. Since the conductivity of the bottom layer is very high, the reflection 
coefficient at its interface with the soil layer is practically constant for all the 
angles of incidence. Therefore, the amplitude of the reflection is essentially 
proportional to the amplitude of the incident wave. Even though the received 
reflected wave is affected by the transmission coefficient when going from the 
soil to the air, we see that the amplitude of the reflection is still maximum at the 
critical angle. Comparing qualitatively these results with those presented by 
Lampe (see Figure 2.5, Chapter 2), we see that the results obtained with the 
reflectivity technique are in good agreement with those of the analytical solution 
given by Engheta (1982) and Smith (1984), indicating that the reflectivity 
technique also represents a far field approximation. 
 
3.5.3 Comparison between real and reflectivity GPR data 
One of the most important applications of modeling techniques is to help 
with the interpretation of real data. In this regard, the reflectivity technique can 
help us to make a quantitative interpretation of the GPR data. In general, CMP 
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gathers are commonly used for velocity analysis. However, this type of data can 
also give us information about the electromagnetic impedance of the layers whose 
contrast produces the observed reflections. The reflectivity technique can help us 
estimate these impedances by matching the characters of the reflections observed 
in the real GPR data with those obtained by this modeling technique. For a more 
accurate estimation of these parameters an inversion technique have to be 
implemented. In this case, the reflectivity method can be used as a very efficient 
forward modeling technique, as has been shown in inversion of seismic data (e.g., 
Sen and Stoffa (1991), and Stoffa and Sen (1991)). 
 
In this section, I make a quantitative interpretation of a real GPR-CMP 
gather by matching these data with the synthetic gathers generated using the 
reflectivity technique. 
 
An initial model is estimated by a stack velocity analysis. Because the 
velocity of the radar signal mostly depends on the electric permittivity of the 
media, only the initial thicknesses and permittivities are estimated by this 
analysis. Then, I change the model until the best observable match between the 
real and the synthetic data is obtained. In changing the model, the attenuation and 





                     
Figure 3.15. (a) Relative electric permittivity models obtained by velocity analysis 
and matching the real data with the synthetic reflectivity data. (b) 
Electric conductivity model obtained by matching the real data with 
the synthetic reflectivity data. See main text for the explanation of 
the curve indicated as “minimum value”. 
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Figure 3.15 (a) and (b) show the initial model obtained with the velocity 
analysis and the final model obtained by matching the reflectivity synthetic data 
with the real data. Figure 3.15 (a) shows the relative electric permittivity as a 
function of depth. As we can see, both the models are similar except at the 
deepest part, where the velocity analysis gives a reduction of the electric 
permittivity. However, the synthetic data obtained with the velocity analysis 
model (see figures 3.16 and 3.17), do not match correctly the reflection 
characteristics of the real data. Additionally, the error of the velocity analysis 
technique could generate uncertainties, in the estimated permittivity values, of the 
same order of magnitude than the differences obtained between the two models. 
These observations allow us to conclude that the reflectivity modeling can give us 
a more accurate inversion of the data by matching not only the kinematics of the 
data (hyperbolic events), but also their dynamic characteristics (amplitude and 
phase of the reflections).  
 
Figure 3.15 (b) shows the conductivity models. Because the velocity 
analysis does not strongly depend on the conductivity of the model, we have 
supposed a minimum value of conductivity to generate the corresponding 
synthetic data (curve indicated as “minimum value”). On the other hand, the 
conductivity obtained from the matching the real data with the reflectivity 
technique shows some correlation with the electric permittivity model. However, 
the sensitivity of the model response to the conductivity is smaller than to the 
permittivity parameter, therefore, the uncertainty for this parameter is expected to 
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be greater than for the permittivity and could be of the order of magnitude of the 
oscillations or changes of the conductivity observed in the model. Nevertheless, 
the order of magnitude of the conductivity values must be correct since they 
explain the attenuation of the radar signal and improve the match between the real 
and synthetic data for some particular reflections (as for example, the very 
shallow and deepest ones). 
 
Figure 3.16 (a) shows the real CMP data used in this section (this CMP 
corresponds to the acquired at the location X=14m, in the line shown in figure 
4.17, chapter 4). A gain proportional to the square root of time has been applied to 
partially compensate for divergence (i.e., the natural spherical divergence is 
approximately reduced to cylindrical, and therefore, we can compare the real data 
with the synthetic 2D tau-p inverse transformed reflectivity data). Figure 3.16 (b) 
show the synthetic data generated with the initial model obtained by velocity 
analysis (see Figure 3.15); Figure 3.16 (c) show the synthetic data generated with 
the final model obtained by matching the real and synthetic data; and Figure 3.16 
(d) show the synthetic data generated for the same permittivity model than Figure 
3.16 (c) but with a lower conductivity (“minimum value” shown in Figure 
3.15(b)). The use of a minimum conductivity is to avoid the effects of tuning in 










































































































































































































































Notice that the amplitude of the direct air and ground waves are greater 
than the subsurface reflections in both the real and the synthetic data. In the 
synthetic data (Figures 3.16 (b), (c) and (d)) the event pointed out as “A” (see 
Figure 3.16 (c)) is an artifact generated by the inverse tau-p transform and is 
associated with the high amplitude of the source at zero offset. This artifact 
affects the character of the direct wave (pointed out as “B”) at small offsets, but 
for far offset we can see that the direct wave of the synthetic data is comparable to 
the observed in the real data. Comparing the figures 3.16 (a) and (c), we see that 
the direct ground wave (pointed out as “C”) agrees in the shape, velocity and 
decay of amplitude with offset. However, at very small offset the wavelet does 
not agree very well. This discrepancy may indicate that the soil has a gradient in 
the shallow part that has not been included in the model or the presence of other 
factors such as, the roughness of the soil surface, vegetation (grass) and lateral 
heterogeneities of the soil which are not considered in the modeling technique. 
The last but more important characteristic to be considered is the matching of the 
subsurface reflections. To be able to compare these reflections, I muted the air 
and ground waves (as well as the artifact indicated as “A”) and  plotted the results 
in Figure 3.17. Comparing these plots we can see that the final model generates 
the synthetic response that is closest to the real CMP data. The reflections shown 
in Figure 3.17 (b) do not have the same character as the real data and the 
amplitude of the reflections increases appreciably with the offset. In Figure 3.17 
(d) the character of the reflections do not change appreciably at small offset 




























































the character (waveform), of the reflections, changes and the amplitude also 
increases. Therefore, we see that the conductivity parameter in the model is very 
important to obtain a closer modeling response to the real data. 
 
Finally, another aspect that can be observed in Figure 3.17 (c) compared to 
(a), is the slightly higher amplitude of the reflections in the synthetic data for 
intermediate offsets. This difference with the real data can be due to the following 
factors: First, the fact that the reflectivity technique accentuates the radiation 
pattern at intermediate offsets (corresponding to the critical angle) as has been 
shown in the synthetic example of the air-soil interface (previous section), and 
second, the surface roughness, vegetation and soil lateral heterogeneities of the 
real system can produce a differential penetration of the energy in the subsurface, 
altering the intensity of the reflection with offset. Nevertheless, the good 
agreement between the real and synthetic data demonstrates the capabilities of the 
reflectivity technique to reproduce real CMP GPR data and is encouraging for 
future applications on inversion techniques. 
 
3.6 SUMMARY 
Modeling of GPR data in laterally homogeneous media is very important 
because horizontally layered media are often encountered in shallow exploration 
geophysics, or such a model can represent the simplest approximation to the 
subsurface, which allows an initial interpretation of the data (as is the case when 
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CMP velocity analysis is carried out, which assumes a horizontally layered 
media). In laterally homogeneous media Fourier transforms in the horizontal 
coordinates reduce the electromagnetic equations to a system of ordinary first 
order differential equations in the vertical direction. I have considered the case of 
isotropic laterally homogeneous media and developed the slowness reflectivity 
technique, initially proposed by Kennett to model elastic waves. This technique is 
unconditionally stable and has the following additional advantages: it is 
numerically efficient (for example, it requires hundreds of times less resources, 
and computational time, than finite difference modeling techniques), it includes 
all the orders of reverberation (multiples) in the media and the technique allow us 
also to limit the order of reverberation if desired, the dynamic and kinematics 
responses of the media are generated simultaneously and, since the wavelet 
character of the source is introduced at the end of the computation by convolution 
with the data generated by the reflectivity matrices (in the plane wave domain), it 
is possible to change the response for different wavelet or sources signatures 
without having to compute again the reflectivity matrices. All these characteristics 
make this modeling technique an excellent tool for model-based inversion of GPR 
data.  
 
I have compared the results obtained with the developed reflectivity and 
FDTD techniques, and the agreement is excellent in the far field and reasonably 
good for the near field, indicating that the reflectivity technique, which is based 
on a plane wave representation of the wave field, is a far field approximation and 
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generates equivalent results to the approximate analytical solutions for the 
radiation pattern of antennas in a air-soil interface as presented by Engheta (1982) 
and Smith (1984). I have also compared the results between real data and 
synthetic data obtained with the reflectivity technique. In this case, I changed the 
model manually still obtaining a good match between the real and the synthetic 
data. These results show that the reflectivity technique reproduces the main 
characteristics of the real data (direct air wave and ground wave, and the deeper 
reflections), and therefore, an improvement of the match is possible using 
inversion techniques. For intermediate offsets (corresponding to the so called 
critical angle) the reflectivity technique produces a slightly higher amplitude for 
the reflections. As has been pointed out in the air-soil example comparing the 
FDTD and reflectivity results, this may be due to the fact that the plane wave 
representation of the wave field is a far field approximation or also to effects not 
considered in the modeling technique such as surface roughness, vegetation, and 
lateral heterogeneities in the soil. However, if necessary, a correction for these 
effects could be introduced in the modeling technique to compensate for these 
effects. Finally, I have shown that the conductivity of the subsurface is an 
important factor that affects the intensity of the GPR data and the character of the 
reflections (i.e., the wavelet form and phase). Therefore, it must be taken into 





Chapter 4: Migration of GPR data 
Migration of Ground Penetrating Radar data has traditionally been 
implemented assuming homogeneous, non-conductive and non-dispersive media. 
However, in many real applications, the effects of heterogeneities, conduction 
and/or dispersion can be important and it is necessary to take into account these 
effects to image the data correctly. I implement the split step Fourier technique for 
migration of GPR data in 2D media (TE or TM propagation modes) and present 
the formalism for its extension to 3D heterogeneous media. I demonstrate how 
this technique takes into account, in a natural and efficient way, the effects of 
dispersion and attenuation, as well as the heterogeneities of the media. Using 
synthetic and real data, to evaluate the new technique, I have obtained very good 
results for low to medium lossy media, improving the resulting images and 
restoring the correct reflection amplitudes. 
 
4.1 INTRODUCTION 
The similarity between GPR and seismic reflection has led to the 
application of processing techniques used in seismic data processing to process 
GPR data (e.g., Davis and Annan, 1989; and Grasmueck and Horstmeyer, 1994). 
However, these migration techniques do not take into account the dispersion and 
attenuation effects that are commonly produced on electromagnetic waves in 
shallow subsurface applications and, in many cases, the heterogeneities of the 
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media are not considered even though the influence of these effects on migration 
of GPR data can be important.  
 
Dispersion and attenuation effects define the applicable bandwidth of the 
GPR technique. For example, dispersion effects related to the conductivity of the 
media are important for frequencies below a few MHz (in typical soil 
conductivities); at these low frequencies a mixed regime of diffusion and 
propagation is present, making the traditional interpretation of radargrams very 
difficult. Conversely, the strong attenuation at high frequencies (above ~1 GHz), 
due to conduction or dielectric absorption, defines a high frequency limit for the 
GPR technique in geological applications. As a consequence of these effects, 
there is a compromise between penetration and resolution, and the usual depth of 
penetration of the GPR technique ranges between a few centimeters to tens or 
hundreds of meters, depending on the main frequency employed and the 
characteristics of the medium. 
 
The conductive and dispersive characteristics of soils and rocks have been 
extensively studied in the literature (e.g., Hoekstra and Delaney, 1974; Scott et. 
al., 1963; and Sherman, 1988). Most soils and rocks are conductive, and therefore, 
attenuation of the GPR signal is almost ubiquitous of this technique. The 
magnitude of the conductivity can vary widely and depend on diverse factors such 
as water and clay content, porosity, concentration of electrolytes, temperature, etc. 
Most of these factors may also induce dispersion of the electric permittivity of the 
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soil and rocks, making the phase velocity dependent on frequency and causing 
dielectric absorption. The dispersion of the electromagnetic waves is important 
because it produces a broadening of the radar pulse that degrades the resolution of 
the resulting GPR image. 
 
In the split step Fourier technique (Stoffa, et al., 1990), a heterogeneous 
medium is decomposed into a vertical stack of horizontal layers. In each layer, the 
slowness is represented by an average value and a perturbation term that depends 
only on the lateral coordinates. Under this model, a phase shift is computed based 
on the average slowness and applied in the frequency-wave number domain to 
extrapolate the wave field through each depth interval “dz” corresponding to the 
thickness of a layer. Subsequently, a phase shift correction is applied in the 
frequency-space domain to take into account (first order approximation) the 
effects of the lateral variation of the slowness during the extrapolation of the wave 
field through the layer. In the present work, I implement this technique for 
migration of GPR data and demonstrate the benefits of introducing, in a natural 
and efficient way, the effects of dispersion and attenuation in the media. These 
effects are represented by a complex slowness whose imaginary part appears as a 
consequence of absorption in the media (conductive, dielectric or magnetic 
losses). Even in the case that the electromagnetic properties of the media do not 
depend on frequency, the presence of conductivity in the media makes the 
imaginary part of the complex electric permittivity dependent on frequency, 
changing the phase velocity (dispersion) and attenuating the waves. Therefore, by 
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introducing a complex slowness in the wave field extrapolation, each plane wave 
is propagated and amplified depending on its frequency and wave number 
component. The approximation of homogeneous plane waves is introduced to 
enhance the stability of the migration algorithm, allowing migration through 
thicknesses equivalent to two or three times the characteristic skin depth of the 
media computed at the dominant frequency of the GPR signal. Of course, 
introducing the attenuation and dispersion effects into the migration algorithm is 
only useful for media where the conductivity or losses are small enough to allow 
the propagation of energy through them and back to the surface (i.e., media with 
absorption zones whose thicknesses are comparable to their characteristic skin 
depths computed at the dominant frequency of the radar signal), and therefore, the 
range of stability obtained with the developed migration algorithm is 
approximately equal to the physical depth of observation that can be expected. 
 
To show the improvement obtained by using the split step Fourier 
technique for imaging GPR data in dispersive and conductive media, examples of 
real and synthetic data are presented. I use an explicit Finite Difference Time 
Domain (FDTD) algorithm (presented in chapter 2) to generate the synthetic data 
in dispersive and heterogeneous media. Even though the examples shown in this 
work are migration of zero (or common) offset sections, the extension for 2D pre-
stack migration can follow the simpler seismic analog of Tanis (1998). In the 3D 
case, the split step Fourier technique will lead to a coupling between the different 
components of the electric field. This coupling is induced by the gradient of the 
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electromagnetic properties in the media and the split step Fourier technique will 
lead to a coupled extrapolation operator. 
 
4.2 SPLIT STEP FOURIER MIGRATION OF GPR DATA 
4.2.1 Electromagnetic vector wave equations 




µ ∂∇ = −




σ ε ∂∇ = + +
∂  , 
 
where E  is the electric field, H  is the induction magnetic field, µ  is the 
magnetic permeability, ε  is the electric permittivity, σ  is the electric 
conductivity and sJ  is the current density (source). 
 
Applying a Fourier transform from time to frequency domain, we obtain, 
 
xE i Hωµ∇ = −  ,                                                                              (4.2) 
sxH E i E Jσ ωε∇ = + +  . 
 
In these equations, we can now suppose that µ , ε  and σ  depend on the 
angular frequency ω  to account for dispersion in the media (e.g., Jackson, 1975). 
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In the absence of sources ( 0sJ = ), applying the curl operator to both 
equations in (4.2) and using them to eliminate the curl of the fields on the right 
sides of the resulting equations, we obtain the following electromagnetic vector 
wave equations, 
 
2( )E i E i Hµ ω ε ωσ ω µ∇×∇× = − − ∇ ×  ,                            (4.3) 
 
2( ) ( )H i H i Eµ ω ε ωσ ω ε σ∇ × ∇ × = − + ∇ + ∇ ×  ,    (4.4) 
 
Note that the gradient of the electromagnetic properties introduce a 
coupling between the two fields and modify the relative values of their 
components during propagation, changing the direction, intensity and phase of the 
fields, and the double curl operator on the left side of these equations introduces a 
self-coupling among the three components of each field separately, also due to 
heterogeneities in the media. 
 
If we consider a 2D medium and the plane of incidence perpendicular to 
the strike direction of the medium, the propagation problem can be decomposed 
into the so called transverse electric (TE) and transverse magnetic (TM) modes 
(e.g., Jackson, 1975); furthermore, if the lateral heterogeneities of the media are 
very small, the horizontal gradient of the properties can be neglected without 
changing appreciably the physical description of the system because the main 
component of each mode will only change its amplitude and phase but will not 
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change its direction. In contrast, for the general 3D case, the gradients of the 
properties must be retained to allow the interaction between the components of 
the fields, and so, the electric and magnetic fields can change their directions 
when the direction of propagation changes. 
 
In the next section, I will develop the migration technique in 2D laterally 
weak heterogeneous media. Then, in the section that follows, I will establish the 
basis for Split step Fourier migration of GPR data in 3D laterally weak 
heterogeneous media. 
 
4.2.2 Migration in 2D heterogeneous media 
In practice, GPR data are acquired in lines that are generally perpendicular 
to the strike of the geological structures or the main axis (greater length) of 
specific targets (as for example, pipes, cavities or buried structures). Additionally, 
the perpendicular broadside mode (see Figure 1.1) is commonly used to maximize 
the response of the targets that are below the survey line. Under these conditions, 
we can see that the transversal electric (TE) mode is the best representation of the 
propagation of the radar signal, and therefore, I used this mode to develop the 
migration technique in 2D media. 
 
Neglecting the terms containing the gradients of the properties in equation 
(4.3) and choosing the “y” axis in the direction perpendicular to the plane of 
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incidence that contains the survey line, the propagation problem is reduced to the 
following scalar (stationary wave) equation, 
 
2 2 2 0E u Eω∇ + =  ,                                                  (4.5) 
 
where E  is the transverse component of the electric field (in our reference 
system, it is the “y” component of the electric field), and the complex slowness 
“u ” is given by, 
                    ∗= µγu  ,  
and ωσεγ i−=∗  is the conjugate of the complex permittivity (see the 
definition of the complex permittivity in Chapter 2). The sign of the Fourier 
transform applied to equation 4.1 is opposite to that used in Chapter 2, but it is in 
accordance with the sign convention used by Stoffa et. al. (1990) on the 
development of the split step Fourier technique. I have made this choice because, 
in addition to being consistent with the sign convention of Stoffa et. al. (1990), 
the complex slowness defined in this way will automatically compensate for the 
attenuation of the GPR signal produced by absorption or conductive losses in the 
media. 
 
Now, following the development of the split step Fourier technique 
(Stoffa, et. al., 1990), we divide the medium into horizontal layers of small 
thickness “dz” such that we consider only lateral variation of the electrical and 
magnetic properties inside each layer (see Figure 4.1); then, we can write, 
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                                          )(),( xxz µµµ ∆+= ,   
                                          )(),( xxz εεε ∆+= , and                                (4.6) 
                              )(),( xxz σσσ ∆+= , 
where µ , ε  and σ  are the mean values of the properties in each layer, and 
( )xµ∆ , ( )xε∆  and ( )xσ∆  are their lateral variations. Note that we have chosen 
the “x” direction as the lateral coordinate, the “z” direction (pointing downward) 
as the vertical coordinate and, as commented before, the transversal electric field 
is oriented in the “y” direction. 
 
                       
Figure 4.1. Model representation of the subsurface in the Split step Fourier 
technique. The subsurface is considered as a stack of layers, each 
one thin enough to suppose that the electromagnetic properties inside 
each layer only vary in the lateral direction. 
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Now, substituting the equations (4.6) in the wave equation (4.5), we get: 
           [ ]EiiEuE )()(22022 ωσεµωσεµωω ∆−∆+−∆−=+∇  ,  (4.7) 
where we can identify 
uuii ∆≡∆−∆+−∆ 02)()( ωσεµωσεµ  ,                             (4.8) 
with the mean slowness “ 0u ” given by 
      
∗=−= γµωσεµ )(0 iu  .                                     (4.9) 
It is interesting to note that, in this case, there is no quadratic term ( 2u∆ ) 
in the source term of equation (4.9) and so, the split step approximation is more 
accurate when it is directly expressed in terms of the electromagnetic properties 
than the slowness itself. 
 
With these definitions of u∆  and 0u , given by equations (4.8) and (4.9) 
respectively, and taking into account the approximation of homogeneous waves 
(see next section), the application of the split step technique follows naturally. 
Figure 4.2 shows a schematic diagram of the split step Fourier algorithm. Initially 
the electric field at the surface ),0,( tzxE =  is transformed into the frequency-
wave number domain to downward extrapolate the field through each “dz” 
interval. For each “dz”, u∆ and 0u  are defined for all the frequencies used and all 
the positions in the layer. This part of the computation is an important feature of 
the algorithm because it allows us to introduce, in a natural and efficient manner, 
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the dispersion and attenuation effects as represented by the complex slowness. 
When these effects are important, the additional but small computational cost can 





Figure 4.2. Flowchart of the Split step Fourier technique in lossy, dispersive and 
heterogeneous 2D media. 
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4.2.2.1 Homogeneous, inhomogeneous and evanescent waves 
In lossy media, attenuation is represented by the imaginary part of the 
slowness, and the dispersion effects are generated by the dependence of the 
slowness on frequency. Taking into account these effects during migration 
implies that we must compute the slowness for each frequency and apply a gain to 
the wave field during its extrapolation. In the split step Fourier technique, these 
effects are applied through operators that include the vertical slowness and the 
slowness perturbations. 
 
In general, soils are lossy media for electromagnetic waves. If we suppose 
that they are laterally homogeneous then any plane wave impinging from the air 
will generate a transmitted heterogeneous wave with its plane of constant 
amplitude parallel to the soil surface and its plane of constant phase forming an 
angle with the soil surface that depends on the angle of incidence of the impinging 
plane wave and the properties of the soil; only for normal incidence will the 
transmitted wave be homogeneous (e.g., Chen, 1983). If we implement the 
migration algorithm under this supposition, good results can be obtained till 
depths approximately equal to the corresponding skin depth of the conductive 
zones (Sena, et. al., 2003). However, if we want to migrate the data to depths 
greater than the corresponding skin depth, the algorithm becomes unstable 
(especially when the medium is laterally heterogeneous). We have observed that 
this instability is produced by the invalidity of the assumption of laterally 
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homogeneous media and the erroneous amplification of near horizontally 
propagating waves. 
 
If the medium is conductive and laterally heterogeneous, the 
approximation of plane waves can still be used but a more general and plausible 
approximation about the direction between the constant amplitude and constant 
phase planes of each plane wave must be made. Since the interfaces between the 
different zones in a laterally heterogeneous medium are not horizontal or uniform, 
a reasonable approximation would be to suppose that the propagating waves are 
homogeneous (i.e., that their planes of constant amplitude are parallel to their 
planes of constant phase). Under this approximation, the vertical slowness will be 
given by (see Appendix C), 
 
                         
2 2
0 1 /zz x
kq u k a
ω
= = −      ,                                      (4.10) 
 
where     0Re( )a uω= . 
Notice that / aω  is effectively the phase velocity in the medium. If 
0 0Re( ) Im( )u u>>  the value of a  could be approximated by 0a uω≅  or 
neglecting the imaginary part of  20u  by 
2 1/ 2
0(Re( ))a uω≅ . 
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Physically, the approximation of homogeneous waves implies that the 
amplification of the waves, during extrapolation, is along their direction of 
propagation and depends on the path length traversed by each wave when they are 
extrapolated through each layer. This approximation is physically more 
reasonable and introduces stability to the migration algorithm, avoiding the 
excessive amplification of near horizontally propagating waves and making it 
possible to extrapolate the wave field through depths greater than the 
corresponding skin depth of the conductive zones. 
                               
Figure 4.3. Locations of the vertical slowness zk  in lossy and non-lossy media. 
The values of zk  located in the line parallel to the slowness direction 
correspond to homogeneous waves whereas those located in the line 




An important consideration when computing the vertical slowness is the 
presence of evanescent waves. They correspond to angles of incidence greater 
than the critical angle, for which the quantity inside the square root in equation 
(4.10) becomes negative (this is analogous to the case obtained for real slowness 
media). Figure 4.3 shows a diagram of the location paths of zk  in the complex 
plane for lossy and non-lossy media. For 0xk =  (vertical incidence) 0zk uω= . 
When the value of xk  increases, the square root of equation (4.10) approaches 
zero and the value of zk  approaches the origin moving in a line parallel to 0u . 
Note that for these values of zk  (with a negative imaginary part), the 
extrapolation operator will amplify these waves (propagating waves). On the 
other hand, when the square root becomes complex, the values of zk  follow a new 
path whose direction is perpendicular to the direction of 0u  (rotated 90
o counter 
clock wise). In this new path, the imaginary part of zk  is positive, and therefore, 
the extrapolation operator will attenuate these (evanescent) waves. 
 
4.2.2.2 Limited gain modifications for high lossy media 
For highly lossy media, the gain introduced by the imaginary part of the 
complex slowness can lead to enormous values of total gain and make the 
migration algorithm unstable. This instability is inherently related to the 
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approximate nature of the technique and the attempt to amplify the wave field 
beyond the real limit of physical detection. I explore the possibility of limiting 
this gain by two different modifications to the algorithm. 
 
In the first modification, a limit to the natural gain is applied in both, the 
frequency-wave number and the frequency-space domain. Accumulated gain 
matrices (in each domain) are stored, updated and used to compute the effective 
gains to be applied to each frequency-wave number and frequency-space 
component in order to keep the cumulative gain limited to a specified maximum 
value. In the second modification, no gain is allowed in the frequency-wave 
number domain and a limited gain is applied only in the frequency-space domain; 
therefore, in this modification, the gain is applied only in the vertical direction 
and its magnitude is defined by the whole imaginary part of the slowness. In this 
way, the following effg  operators substitute the pure exponential operators of the 
split step technique, 
 
  ( ) ( )[ ] ( )φigggggg abscccceff exp1.1 maxmax −+−+=  ,        (4.11) 
where  ( )φigabs exp=   ,  
with   zik z ∆=φ    for the frequency-wave number domain, and 
          i zφ ωη= ∆   for the frequency-space domain;  
.cc cc absg g g= ; maxg are the maximum gains specified and η  takes the 
value Re( ) Im( )u i u∆ + ∆  in the first modification and Re( ) Im( )u i u∆ +  in the 
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second one. The matrices ccg  (one depending on the frequency and wave number, 
and the other on the frequency and horizontal space coordinate) are updated and 
stored after effg  is computed. The effective gain algorithms are applied only when 
1≥absg . There are two ccg  matrices in the first modified algorithm, whereas in 
the second, only one ccg  matrix is needed. The initial values of the elements of 
the ccg matrices are set to 1. Comparisons of the two modified algorithms are 
presented in the results section for heterogeneous and conductive media.  
 
4.2.3 Migration in 3D heterogeneous media 
In this section, I present the basis for a possible extension of the split step 
Fourier technique for migration of 3D multi-component GPR data. Even though 
multi-component GPR data is not commonly acquired in practice at the present 
time, some theoretical studies have been already published on migration of this 
type of data (e.g., van der Kruk, et. al., 2003). However, these migration or 
imaging techniques assume that the subsurface is homogeneous, and therefore, 
they can give us a low quality final image if the heterogeneities of the subsurface 
are important (i.e., if the relative variations of the subsurface properties affect 
considerably the accuracy and resolution of the final image). 
 
It has been a common practice in the GPR technique that if a 3D GPR 
image of the subsurface is needed, then a pseudo 3D GPR data set is acquired 
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(i.e., a set of parallel common offset GPR lines using, in general, the broadside-
perpendicular mode). This pseudo 3D GPR data is then migrated using seismic 
software that have been developed for migration of acoustic waves. As we see, 
this procedure not only fails to take advantage of the extra information associated 
to the vectorial character of the GPR data, but also can produce unreliable results 
if the heterogeneities (and, in some exceptional but possible cases, the anisotropy) 
of the media are not taken into account. In the following lines, I will briefly 
present the basis to a possible extension of the Split step Fourier migration 
technique in 3D media.  
 
First, we extend equations 4.6 so that the parameters inside each layer can 
also vary in the “y” direction, i.e., 
 
                                          ( , , ) ( , )z x y x yµ µ µ= + ∆ ,   
                                          ( , , ) ( , )z x y x yε ε ε= + ∆ , and                     (4.12) 
                               ( , , ) ( , )z x y x yσ σ σ= + ∆ . 
 
Then, in the absence of sources, the wave vector equations (4.3 and 4.4) 
can be written as, 
 
  
2 2 ( )( ) E mE i E J J E
εµ ω ε ωσ
ε
 ∇ ∆  ∇ + − = − + + ∇ ⋅    
,         (4.13) 
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2 2 ( )( ) H eH i H J J H
µµ ω ε ωσ
µ
  ∇ ∆∇ + − = − + + ∇ ⋅  
  
 ,          (4.14) 
where 
                  
2
02EJ u uEω= ∆  , 
                  
2
02HJ u uHω= ∆  , 
and 
                  ( )mJ i Hω µ= − ∇ ∆ ×  , 
                  ( ( ) ( ))eJ i Eω ε σ= ∇ ∆ + ∇ ∆ ×  . 
 
Notice that the gradient of the variation of the electromagnetic parameters 
are responsible for the coupling terms, but these gradients only have horizontal 
components inside each layer of our model. The definition of 0u  and u∆ are the 
same as in equations 4.8 and 4.9. 
 
First, let us consider the possibilities about the spatial variation of the 
magnetic permeability. Since most geologic media are not magnetic, the gradient 
of the magnetic permeability can, in most cases, be neglected (i.e., if 
( ) 0µ∇ ∆ ≈ ); then, the vector equation (4.13) will depend only on the electric 
field (i.e., the explicit coupling term on the magnetic field is neglected), and 
therefore, this condition simplifies the description of the electromagnetic waves in 
the subsurface. On the other hand, if the gradient of the magnetic permeability 
cannot be neglected, then we can use the first equation of 4.2 to express the 
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magnetic field as function of the electric field, and so, the problem can be again 
reduced to only one wave vector equation on the electric field. 
 
Let us now consider the last term on the right side of equation 4.13. This 
term depends on the spatial variation of the electric permittivity and is important 
because it is the responsible to produce a coupling between the components of the 
electric field in a media where only the electric permittivity is not uniform, 
changing the magnitude of the components of the electric field when the direction 
of propagation of the wave changes. Since most geologic media are, essentially, 
non-magnetic, we expect that this coupling term will be more important than the 
coupling due to the variation of the magnetic permeability. However, as we will 
see (and can be intuitively inferred from its form), this coupling term will depend 
on first and second order derivatives of the electric permittivity making this 
coupling term very small for smooth heterogeneous media. 
 
Now, taking into account that the variation of the electric permittivity 
inside each layer (of our model) is only in the horizontal direction, this coupling 
term can be reduced to, 
 
( ) 1 ( ) ( )
x yE E Ex y
ε ε ε
ε ε ε
  ∇ ∆ ∂ ∆ ∂ ∆ ∇ ⋅ = ∇ +    + ∆ ∂ ∂    
,            (4.15) 
 
then, developing the fraction of the electric permittivity in a Taylor’s series 
(dropping quadratic and higher terms of the expansion), we get, 
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( ) 1 ( ) ( )
x yE E Ex y
ε ε ε
ε ε
 ∇ ∆ ∂ ∆ ∂ ∆ ∇ ⋅ ≅ ∇ +   ∂ ∂   
 
                






 ∂ ∆ ∂ ∆− +  ∂ ∂ 
,    (4.16) 
 
and finally, I neglect the quadratic terms in ε∆  to obtain, 
 
( ) 1 ( ) ( )
x yE E Ex y
ε ε ε
ε ε
  ∇ ∆ ∂ ∆ ∂ ∆ ∇ ⋅ ≅ ∇ +    ∂ ∂    
 .                     (4.17) 
 
Notice that this coupling term includes up to second order derivatives of 
the electric permittivity, as well as first order derivatives (including, in the “z” 
direction) of the xE  and yE components. 
 
Now, in equation 4.13, we can substitute the magnetic field as a function 
of the electric field (using equation 4.2), substitute the source term of equation 
4.17, and write the equations for each component separately to obtain, 
 
2 2 2 2
0 0
1 ( )2 y xx x x




 ∂  ∂∂ ∆∇ + = − ∆ − −  ∂ ∂ ∂  
 
           
1 ( ) ( )
x yE Ex x y
ε ε
ε
 ∂ ∂ ∆ ∂ ∆− + ∂ ∂ ∂ 
 ,           (4.18) 
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2 2 2 2
0 0
1 ( )2 y xy y y




 ∂  ∂∂ ∆∇ + = − ∆ + −  ∂ ∂ ∂  
 
            
1 ( ) ( )
x yE Ey x y
ε ε
ε
 ∂ ∂ ∆ ∂ ∆− + ∂ ∂ ∂ 
 ,           (4.19) 
and 
 
2 2 2 2
0 0
1 ( ) ( )2 yx z zz z z
EE E EE u E u uE
x z x y y z
µ µω ω
µ
 ∂  ∂∂ ∆ ∂ ∂ ∆ ∂ ∇ + = − ∆ − − − −   ∂ ∂ ∂ ∂ ∂ ∂    
 
           
1 ( ) ( ) yx EE
x z y z
ε ε
ε
∂ ∂∂ ∆ ∂ ∆− + ∂ ∂ ∂ ∂ 
 .          (4.20) 
  
In these equations, I have also made the approximation 1/( ) 1/µ µ µ+ ∆ ≈ , 
which neglects the higher order terms on µ∆  (i.e., the same approximation made 
for 1/( )ε ε+ ∆ and described in equations 4.16 and 4.17). 
 
Notice that in the first two equations (4.18 and 4.19) only the xE  and 
yE components appear, and no derivatives (in the vertical direction) appear on the 
right side. As we can see, these two equations are coupled between each other but 
they can be solved separately from the third equation. After a solution is obtained 
for the xE  and yE  components, the third equation can be solved to obtain the zE  
component (the presence of the vertical derivatives of xE  and yE  in the third 
equation make not possible to solve this equation simultaneously since a Fourier 
transform, in the horizontal coordinates, do not eliminate these derivatives). 
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Applying a Fourier transform in the horizontal coordinates, the first two 
equations can be solved using the approximation of small angle of incidence that 
is used in the split step Fourier technique. This approximation simplifies the 
integrals involving the Green’s function and recast the integrals as convolutions 
that transform to the space domain as multiplications. The solution of these two 
equations will lead to a matrix operator that correct, in the space domain, the two 
components simultaneously. An important aspect of this procedure is that it will 
require the first and second order derivatives of the parameters (magnetic 
permeability and electric permittivity) in the horizontal directions. These 
derivatives can be computed in the wave number domain and transformed to the 
space domain where they can be used for the solution of these equations (notice 
that we can make a further approximation by neglecting the terms that includes 
the second order derivatives, and therefore, only the first order derivatives would 
have to be computed). 
 
The procedure for split step Fourier migration of GPR data in 3D 
heterogeneous media can be sketched as follows: 
 
1. The multi-component GPR data (i.e., xE , yE  and zE components) are 
Fourier transformed to the frequency and horizontal wave number 
domains. 
2. The phase shift operator, identical to the one used in the 2D case (which 
includes the imaginary part of the slowness, and therefore also changes the 
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amplitude of the field), is applied to downward extrapolate the plane 
waves through the layer (which has mean value properties µ , ε  and σ ). 
3. The components are transformed back to the horizontal coordinates 
domain, and a correction (matrix operator) is applied to the xE  and yE  
components at each horizontal position in the layer. Then, these values at 
the bottom of the layer together with the previous values at the top of the 
layer are used to compute the local vertical derivative of these components 
that must be used to apply the correction for the zE  component (in this 
regard, a normalization by zE  of these derivatives, will linearize the 
equation for this component, making the correction a multiplication 
process). 
4. The imaging condition is applied to obtain the image at the bottom of the 
layer. 
5. Finally, the components are transformed to the wave number domain and 
the process is repeated again for the next layer. This loop is carry out until 
the last layer is reached (bottom of the migration volume). 
 
Some important observations about this technique can be made: 
 
• In general, it is not necessary to acquire the “z” component of the electric 
field. If we suppose that the recorded xE  and yE  components are 
associated to homogeneous plane waves that arrive to the receiver 
antennas, then we can use the fact that the wave vector k  must be 
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perpendicular to the electric field (i.e., 0k E⋅ = ) for such plane waves in 
the air (whose electromagnetic properties we know). In this way, a 
decomposition in the plane wave domain of the xE  and yE  components 
and the application of the above conditions can give us the desired zE  
component. 
 
• In the development of this extension of the split step Fourier technique, no 
correction has been considered to account for the change of the 
components at the interface between two layers. As I have commented 
before, when the direction of propagation changes then the relative 
magnitude of the components of the electric and magnetic fields must also 
change. At the interfaces, the transmission coefficients give us not only 
the modification of the components due to the change of direction of 
propagation, but also the modification of their amplitudes due to the 
contrast of impedance. The reflectivity technique (chapter 3) can be used 
to accomplish this correction. The transmission matrices at an interface 
can be used to correct for the changes of the horizontal components of the 
electric field. If no correction of the amplitude due to the contrast of 
impedance wants to be done, the transmission matrices can be normalized 
to make their determinants equal to 1. Since the application of this 
correction will be made in the plane wave domain, it will not affect 
significantly the efficiency of the technique. Notice that this correction is 
approximated since it assumes that the two layers are homogeneous. 
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• The fact that equations 4.18 and 4.19 do not depend on zE  and the 
correction aforementioned does not requires this component, implies that 
the migration technique can be implemented without it. This is a very 
important aspect because it reduces the amount of necessary data as well 
as the computational cost. Notice that not using this component, in the 
migration technique, has a limitation: it implies that the propagation of the 
waves should be, preferentially, in the vertical direction since that the 
component of the electric field parallel to the plane of incidence for a 
electromagnetic wave that travel almost horizontally is, essentially 
represented by the zE  component. Nevertheless, this simplification does 
not restrict more the technique, since this approximation is already made 
in the split step Fourier technique. 
 
• Finally, if the terms that include the derivative of the electric permittivity 
and magnetic permeability are neglected, then equations 4.18 to 4.20 
reduce to the same form of equation 4.7. This means that, under this 
coarser approximation, each component can be migrated independently 
using the technique developed for 2D media (section 4.2.2) and, as 
expected, the computational cost can be further reduced. 
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4.2.4 Pre-stack and Post-stack migration 
The migration techniques presented in the precedent sections were 
developed for stack or zero offset GPR sections. However, they can be extended 
for migration of prestack data using the reflector mapping principle (Claerbout, 
1971). Tanis (1998) have shown that the split step Fourier technique is 
particularly efficient for parallel implementation of prestack migration. 
 
The mathematical expression of the reflector mapping principle is given 
by (adapted from Claerbout, 1971), 
 
( , , ) ( , , , ) ( , , , )M x y z U x y z D x y z dω ω ω= ∫  ,                       (4.21) 
 
where ( , , , )U x y z ω  and ( , , , )D x y z ω  are the up-going (receiver) and 
down-going (source) wave fields, respectively, which have been downward 
extrapolated to the depth “z” where the image (or map) ( , , )M x y z  is obtained. To 
avoid the divergence that can occur if ( , , , )D x y z ω  becomes very small or equal 
to zero, the integrand can be substituted by * *( )UD DDζ + , where ζ  is a small 
positive constant and *D  is the complex conjugate of D . If the spectrum of D  is 
approximately constant, we can suppose that the denominator is constant, and 
only keep the numerator, reducing the equation 4.21 to, 
 
*( , , ) ( , , , ) ( , , , )M x y z U x y z D x y z dω ω ω= ∫  .                        (4.22) 
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This equation represents the imaging condition for prestack migration and 
requires the downward propagation of the up-going (reflected) and down-going 
(incident) wave fields. In migration of shot gathers, the incident wave field is 
generated by the source at the shot point position (with its characteristic radiation 
pattern), whereas the up-going wave field is recorded at the receiver array on the 
surface. These wave fields are extrapolated independently and cross-correlated at 
each depth (equation 4.22) to generate the migrated data at that depth. The final 
migrated section (or volume) is obtained by superposition of all the independently 
migrated shot records.  
 
Due to practical reasons, multi-offset reflection data are normally recorded 
as shot gathers. Prestack migration of these gathers (i.e., in the source-offset 
coordinates) is more natural because the wave equation that describe the 
phenomenon is originally expressed in that system of coordinates, thus facilitating 
the theoretical development of migration techniques; in addition, the data do not 
have to be reordered. An example of prestack migration of seismic data in the 
source-offset coordinate system, using the split step Fourier technique, has been 
presented by Tanis, et. al. (1998). However, diverse reasons such as 
computational efficiency, reduction of border effects, etc, prestack migration has 
also be implemented in others coordinate systems, such as receiver-offset or 
midpoint-offset (e.g., Ottolini and Claerbout, 1984; Purnell, et. al., 2002; and Jin, 
et. al., 2002), as well as in the tau-p domain (e.g., Akbar, et. al., 1996). 
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Finally, the correlation between the different components of the incident 
(source) and reflected (receivers) wave field at each extrapolated level should 
give us quantitative information about the radar scattering section of the 
anomalies that generate the reflections. An example of this type of application 
have been presented by Van Gestel, et. al. (2001) to obtain the orientation of 
scatterers in the subsurface by using Alford rotation. 
 
4.3 MIGRATION RESULTS IN HETEROGENEOUS AND CONDUCTIVE MEDIA 
4.3.1 Effects of the conductivity on the propagation of electromagnetic waves 
and migration of GPR data 
Before I present some results on migration of GPR data in heterogeneous 
and conductive media, in this section I briefly discuss the effects produce by the 
conductivity of the media in the propagation of electromagnetic waves and 
migration of GPR data. To show the importance off these effects, I have plotted 
the phase velocity, power attenuation by unit distance and gain factor per unit 
distance as a function of the loss tangent for different frequencies. These curves 
are shown in Figures 4.4(a), 4.4(b) and 4.4(c), respectively. The loss tangent 
represents, in general, the ratio between the imaginary and real parts of the square 
of the slowness and it may include the losses due to conductive, dielectric or 
magnetic absorption. To generate these curves, we used a constant value for the 
relative electric permittivity ( 3=rε ) and varied the electric conductivity from 
1x10-3 S/m to 9x10-2 S/m. 
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Note that for these frequencies, which are within the bandwidth of the 
GPR technique, and typical values of electrical conductivity and permittivity, the 
loss tangent can be smaller, equal to or even greater than one. Therefore, the 
approximation that the loss tangent is much smaller than one depends on 
frequency, and therefore, it is not valid in general. In this respect, it is interesting 
to mention that a pulsed radar with a center frequency of about 300 MHz, can  
 
 
Figure 4.4. Effects of the electric conductivity on the propagation of electro-
magnetic waves and migration of GPR data. (a) Phase velocity, (b) 
Power attenuation and (c) Gain factor per unit distance (1 m), in 
function of the loss tangent. Curves a, b, c, d, e and f correspond to 
500, 200, 100, 60, 10 and 1 MHz, respectively. 
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have frequency components that range from tens of MHz to about 600 MHz (e.g., 
Bernabini, et al., 1995). Thus, if the high frequencies are rapidly attenuated during 
propagation, the spectrum of the wavelet will change and the effects of dispersion 
may become more important (this can be inferred from the different plots in 
Figure 4.4). 
 
Figure 4.4(c) shows the gain factor per unit distance by which the 
amplitude of the electric field must be multiplied in order to compensate for the 
losses due to attenuation. We can see that the slopes of the curves increase with 
frequency and the gain can change several orders of magnitude for a relatively 
small change in the loss tangent, making compensation of attenuation naturally 
unstable. However, for relatively small loss tangent, this problem does not occur 
and the inclusion of the conductivity can help to improve the resulting image. 
Synthetic and real data presented in the following sections demonstrate some of 
these benefits. 
 
4.3.2 Airborne radar data 
In this section, I present a portion of a 2D air-borne radar line acquired in 
Antarctica. It is used to show the importance of applying an algorithm that allows 
us to take into account the lateral variation of the velocity (no conductivity or 
dispersion is considered in this example). Figure 4.5(a) shows the raw airborne 








































































both the models only two homogeneous media (air and ice) are considered and the 
difference between the two models is restricted to the form of the air-ice interface. 
The intention of this example is to demonstrate the effect that the lateral change in 
velocity (due to the ice topography) produces in the migrated section; the smaller 
heterogeneities within the ice are ignored. Figures 4.5(c) and 4.5(d) show the 
migrated sections obtained by using a planar interface (model I) and a non-planar 
interface (model II), respectively. Note how the air-ice interface imaged with the 
model II is placed at a different position and how the topographic details are 
improved.  Similarly, note the improved image for  the  ice-bedrock  interface and 
internal reflections inside the ice layer, especially in the middle of the section 
where slope of the ice topography is high. In summary, an improved image of the 
reflectors, due to increased resolution and focusing of the diffractions, is obtained 
when the lateral variations of the velocity are taken into account. 
 
4.3.3 Synthetic data: examples of migration in conductive media 
In this section, a set of synthetic data (2D case) is used to show how, by 
taking into account the conductivity of the media in the migration algorithm, we 
can improve the image and recover the reflectivity values in the migrated section. 
 
Figure 4.6 shows the models used to generate the synthetic data. The main 
difference between the models shown in Figure 4.6 (a) with those in Figure 4.6 
(b) is the smoothness of the lateral borders of the conductivity zones (rectangles). 
In Figure 4.6 (a) the lateral change of the conductivity is abrupt whereas in Figure  
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Figure 4.6. Models used to generate the synthetic data used to compare the 
migration algorithm for different thicknesses of the conductivity 
zones and the effect of its lateral variation. The models in figures (a) 
and (b) are essentially the same except that in (b) the lateral borders 
of the conductivity zones are smoothed by adding transition zones 
(semi-hanning windows) of length 2 m. The relative magnetic 
permeability is equal to 1 in all the media. 
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4.6 (b) the change is gradual (semi-hanning window). In both the figures the 
dashed lines represent rectangular conductivity zones with different thicknesses 
(one and two skin depths in Figure 4.6 (a), and one, two and three skin depths in 
Figure 4.6 (b)). Each rectangle represents a different model used in the synthesis 
of the data. The electrical and magnetic properties inside the different media of 
each model are uniform except in Figure 4.6 (b) where the conductivity zones are 
smoothed at their lateral borders. Note that the tops of the rectangles are common 
for all the models. Now, we can compare the effects produced by different lateral 
variation and thicknesses of the conductivity zones. 
 
To generate the synthetic data, I used a 2D time domain finite difference 
technique (TE mode, see chapter II). The source consisted of a line current 
(perpendicular to the plane of the page in Figure 4.6) placed on the upper 
boundary of the model. I generated zero offset sections by placing the source in 
each horizontal position and recording the electric field at the same position; in 
this way, we naturally generate the data (as recorded in practice) and avoid any 
possible artifact that could be introduced by using an exploding reflector 
modeling technique. This aspect is important because we are interested in both, 
the qualitative and quantitative aspects of the resulting image. The form of the 
current pulse used to generate the fields was a squared hanning window with a 
duration of 5 ns. This makes the principal frequency of the radar equal to 200 
MHz. At this frequency, the skin depth in the conductivity zones (6.155 mS/m) is  
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Figure 4.7. Zero offset sections obtained for the models whose conductivity zones 
have a thickness equal to two times the skin depth. (a) Corresponds 
to the model with abrupt lateral change of the conductivity (Figure 
4.6(a)). (b) Corresponds to the model with smooth lateral change of 
the conductivity (Figure 4.6(b)). On the left are the unmigrated 
sections without AGC and on the right, the same sections with AGC. 
The length of the window used for the AGC operator is equal to the 
length of the wavelet. See main text for comments on the signals 
marked as “A” and “B”. 
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equal to 1.5 m. An absorbing boundary condition was used to minimize the 
reflections coming from the boundary of the model. 
 
Figure 4.7 shows the zero offset sections obtained for the models whose 
conductivity zones have a thickness equal to two times the skin depth. The signal 
has been compensated for cylindrical divergence and their plots, with and without 
AGC, are shown. Note how the conductivity strongly reduces the amplitude of the 
underlying reflectors, in such a way that even with an optimal AGC  (with a 
window length equal to the duration of the wavelet) they are hardly observed. For 
example, the reflected energy (pointed as “B”) coming from the dipping reflector 
of the lower interface is hardly recognized. In the same way, note the incomplete 
hyperbolas (pointed as “A”) that appear below the horizontal reflector. These 
diffraction-like signals are generated by the reflection of the waves in the vertical 
walls of the conductivity zones or by diffraction around these borders. 
 
Figures 4.8 and 4.9 show the migrated sections (without and with AGC 
applied, respectively) corresponding to the models of figure 4.6(a), and figures 
4.10 and 4.11 show the migrated sections corresponding to the models of figure 
4.6 (b) (one and two skin depths, only). The panels on the left are the migrated 
sections obtained without taking into account the conductivity of the media, 















































































































































































































































































































































































































































































































































conductivity. The direct arrival has not been suppressed in any of the sections; so, 
in the plots without AGC (Figures 4.8 and 4.10) a maximum deflection equal to 8 
and a clip level equal to 1 has been used to allow observation of the reflections. In 
the sections with AGC applied, the length of the window used for the AGC 
operator was 0.63 m, which is slightly smaller than the main wavelength of the 
radar signal in the upper media, 0.86mainλ ≅ m, and no clipping was used. 
Additionally, all the migrated sections where filtered with a band pass filter 
( min 0.16λ = m  to  max 3.15λ = m).  The effect of this filter on the sections without 
AGC is not significant, but it is particularly important for the sections with AGC 
because of the amplification that the AGC does to the relatively small noise. 
 
Comparing these results, we see that even with AGC applied, the quality of the 
migrated sections is improved when the conductivity of the media is taken into 
account, not only in defining the form of the reflector but also in recovering the 
reflectivity values (plots without AGC). When the thickness of the conductivity 
zone increases, the reflectivity data from the dipping reflector begins to 
deteriorate. This deterioration of the reflectivity data from the dipping reflector, 
with increasing thickness of the conductivity zones, is related to the 
approximation of the homogeneous waves. For the particular form of the 
conductivity zones used in these models, the approximation of homogeneous 
waves is most satisfactory for those waves that travel vertically, making possible 
to completely recover the reflectivity data from the horizontal reflectors. 
Nonetheless, we have seen that very good results can be obtained for cases where 
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the thickness of the conductivity zones are on the order of two times the skin 
depth and that, for slightly larger thicknesses (of the conductivity zones), the 
approximation of homogeneous waves still allows the migration to be numerically 
stable. When the lateral change of conductivity is smooth, the quality of the 
migration is still preserved for conductivity zones even thicker than two times the 
skin  depth.   Figure  4.12(a)  and  4.12(b)  show  the  migrated  sections  obtained 
without taking and by taking into account, respectively, the conductivity during 
migration of the section that correspond to the model with a thickness equivalent 
to three skin depths shown in Figure 4.6(b). On the left are the migrated sections 
without AGC applied, and on the right the same sections with AGC applied. 
Notice that even in this case, including the conductivity in the migration process 
improves the quality of the final image, recovering correctly the reflectivity of the 
horizontal reflectors and still revealing the dipping reflector whose presence can 
not be inferred from the migrated section obtained without taking into account the 
conductivity of the media. 
 
In Figures 4.8 through 4.12 we can notice that there are some smile-like 
signals centered below the lateral borders of the conductivity zones. This energy 
is related to the reflections and diffractions indicated by arrows (A) in Figure 4.7. 
The amplification of this energy causes degradation of the quality of the migrated 

































































































































































































conductivity zones. We see that these signals become appreciable when the 
thickness of the conductivity zone is about two times the skin depth in the case of 
laterally abrupt conductivity zones (Figures 4.8 and 4.9) and about three times the 
skin depth in the case of laterally smoothed conductivity zones (Figure 4.12). 
Therefore, we can conclude that greater stability and better results are obtained 
when the lateral changes of the model are smooth. This observation is expected 
based on the fundamental assumption of the split step Fourier technique. 
 
To test the modifications of the migration algorithm for higher 
conductivities, we use the model shown in Figure 4.13. In this model, the upper 
medium has a uniform conductivity so that the bottom reflector (interface 
between upper and lower media) is at a depth approximately equal to one skin 
depth. Embedded in the upper medium is a small zone of high conductivity 40 
mS/m (with smoothed lateral boundaries). Inside this high conductivity zone, the 
radar signal has a skin depth of about 26 cm, i.e., about a quarter the thickness of 
the zone. Figures 4.14 and 4.15 show the results of the migrated sections without 
and with AGC, respectively. No filtering was applied to the sections shown in 
Figure 4.14.  A special case is shown in Figures 4.14(b) and 4.15(b) 
corresponding to the migration obtained by considering the upper medium as 
homogeneous (i.e., without the high conductivity zone) with a uniform 
conductivity of 1 mS/m and no gain limitation was used during migration.  
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Comparing these results (Figures 4.14 and 4.15), we see that the first modification 
of the migration algorithm, using a total limiting gain equal to the compensation 
that should be applied in a two-way pass through a two skin depths length (total 
limiting gain equal to 54.6) yields the best results for imaging the bottom of the 
high  conductivity  zone  while  still  preserving  the  quality of the lower reflector 
               
Figure 4.13. Model used to test the limited gain modifications of the migration 
algorithm implemented for high conductivity (or highly lossy) 
media. 
 
(interface between the upper and lower media). In Figure 4.14(b) the image of the 
lower interface (which includes the dipping reflector) is good. However, in this 
migrated section, the reflection from the bottom of the high conductivity zone is 
not very well distinguished, even with the application of AGC.  
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Figure 4.14. Migrated sections for high conductivity media (model shown in 
Figure 4.13). (a) Migrated section obtained without including the 
conductivity. (b) Migrated section obtained with a uniform 
conductivity in the upper medium equal to 1 mS/m (ignoring the 
high conductivity zone). (c) and (d) show the migrated sections 
obtained with the first modification of the migration algorithm using 
a total limited gain equal to 54.6 and 403.4, respectively. (e) and (f) 
show the migrated sections obtained with the second modification of 
the algorithm using a total limited gain equal to 54.6 and 403.4, 
respectively. No filter and no AGC have been applied to these 
sections in order to compare, quantitatively, the results of these 
algorithms. Note the deterioration and distortion produced by the 
second modification of the migration algorithm. 
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Figure 4.15. Same as Figure 4.14 but with AGC applied. 
 
It is also interesting to note that the high conductivity zone not only 
strongly attenuates the higher frequency components of the radar signal but also 
the dispersion effects are expected to be appreciable (the loss tangent in this 
media, at a frequency of 200 MHz, is equal to 1.2). In Figures 4.15(a) and 4.15(b) 
we see that the image of the dipping reflector and part of the horizontal interface 
directly below the high conductivity zone are migrated incorrectly. The image 
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observed at these positions is affected by dispersion and strong attenuation caused 
by the high conductivity zone. However, in Figures (c) and (d) of Figure 4.14 (or 
4.15), the image at these positions begins to form at the right location, and with 
the right phase, when the total limiting gain is increased. Unfortunately, the high 
conductivity zone produces reflections on their lateral border that are also 
amplified by the migration algorithm (smile or semi-circle like signals) and they 
begin to deteriorate the image. Because of their origin, these reflected (or 
scattered) waves are imaged very close to the interface of interest and interfere 
with the formation of the image at these critical areas. This situation makes it very 
difficult to evaluate how much of this improvement is due to the compensation of 
the dispersion effects and how much could be attributed to this interference. In 
any case, we have seen that the improvement obtained with the first modification 
of the migration algorithm is appreciable, even when we use a total limiting gain 
equal to 403.4 (compensation gain corresponding to three skin depths). Finally, 
the results obtained with the second modification of the method (gain applied only 
in the frequency-space domain) are shown in (e) and (f) of Figures 4.14 and 4.15. 
These results indicate that a compensation of the attenuation applied only in the 
vertical direction is not adequate, altering and deteriorating considerably the 
reflectivity data, in particular the low frequency component. 
 
4.3.4 Cave site GPR data 
In this section, I present the results obtained for a GPR data set acquired at 
a cave site located 5 km south of Georgetown, Texas (a paleo-karst system 
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developed in the Edwards Formation and overlaid by the Georgetown Formation). 
A common offset 2D line and four CMP gathers (at selected locations in the line) 
were acquired using the perpendicular broadside mode. Figure 4.16 shows the 
location of the line relative to the underlying cave and filled paleo-sink structures. 
Figure 4.17 shows the raw data (common offset section), indicating the selected 
location where the CMP gathers were acquired. The dominant frequency of the 
radar signal was 50 MHz. In the acquisition of the common offset section, the 
separation between the transmitter and receiver antennas was 1.6 m, the 
displacement (or distance) between mid-points 0.2 m, and the time sampling 
interval 0.8 ns. In the acquisition of the CMP data the same frequency and time 
sampling interval were used, but the offset between transmitter and receiver was 
increased in step of 0.5 m. The number of shots stacked per location was 128 for 
all the data.  
Figure 4.18 (a) shows an example of the CMP data collected at the mid-
point location x=14 m (AGC has been applied, and only the interval where 
coherent reflections are observed is shown in the figure). The data were converted 
to SEG-Y format and a velocity analysis was carried out using seismic processing 
software. Figure 4.18 (b) shows the CMP after NMO using the velocities shown 
on the right side. The velocities obtained from this analysis are used to compute 
the electric permittivity of the media supposing that 1rµ ≅  (this is generally the 
case for carbonate rocks, the type of rocks present in this area). At the dominant 
frequency of the radar signal and with the estimated mean value of the electric 
conductivity (see discussion below), the correction due to the conductivity of the 
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media on the computation of the electric permittivity using the velocity values is 





Figure 4.16. Cave site location. The white dashed straight line indicates the 
location of the GPR line. A partial map of the Inner Space Cavern is 
sketched on this aerial photo to indicate the relative position of the 
GPR line respect to the cavern. The shadowed zones indicate filled 
paleo-sinks. The areas between open lines represent the passages of 
the cavern (Fieseler, et. al., 1978). The mean depth to the ceiling of 
the cavern, near to the GPR line, is about 18 m. 
 
From the observed attenuation of the radar signal (through the overlying 
carbonate layers of the Georgetown Formation), the conductivity of the layers is 
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estimated to be on the order of 3 or 4 mS/m. This result could be expected from 
the observation (in the subsurface, North West Texas) that the Georgetown 
Formation has a low permeability and constitutes an effective seal of the Edwards 
formation (Galloway, et. al, 1983). Reviewing the literature, I could not find 
specific information on the conductivity of the Georgetown Formation. However, 
the Ellenberger Group (Ordovician) has a similar depositional environment to the 
Georgetown Formation (Cretaceous) and also has a low permeability. McMechan, 
et. al. (2002) made a study of the properties of the Ellenberger rocks and their 
response to the GPR signal. They found that, for very low water saturation 
(ambient humidity), the conductivity of these carbonate rocks are of the order of  
1 or 2 mS/m. In general, the conductivity of carbonate rocks can be increased if 
they have intermediate to high porosity and are filled with a conductive fluid. In 
the case of the Ellenberger Group and the Georgetown Formation, a high 
saturation of fresh water could increase its conductivity, but due to the low 
conductivity of fresh water and low permeability of these formations, we expect 
that the conductivity will remain in the same order of magnitude, in agreement 
with the estimation obtained from the observed attenuation of the GPR signal. 
 
To obtain a better estimate of the local conductivity in the medium, I used two 
empirical relationships: Archie’s law and a general correlation between water 
content and electric permittivity (of soils) as reported by Topp (1980); a brief 
explanation of this computation procedure is given in Appendix D. The values of 
permittivity and conductivity obtained at the CMP locations are then interpolated 
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and smoothed to build the models shown in Figure 4.19. The high correlation 
between these two models is expected from the observation that the pore fluid, in 




Figure 4.17. Unmigrated GPR line (common offset section) at the cave site. The 
arrows indicate the position where CMPs where acquired. A 
spherical gain correction has been applied to these data but neither 
AGC nor clipping has been used. Note the attenuation of the radar 
signal. The zone where nearly no signal is observed (below 100 ns 
and between 20 and 55 m) corresponds to a filled paleo-sink (see 
Figure 4.16). This absence of signal could be due to the lack of 
contrasting electromagnetic impedances or/and a higher attenuation 






Figure 4.18. Velocity analysis of the GPR CMP gather acquired at the location 
x=14 m (see Figure 4.17). (a) CMP gather and (b) NMO corrected 




Figure 4.19. Estimated subsurface models for the electric permittivity (a) and 
conductivity (b) at the location of the GPR line in the cave site. 
 
rocks. Even though these models where estimated at the main frequency of the 
radar signal, we suppose that the electric permittivity and conductivity do not 
change within the bandwidth of the radar signal (the variation of these parameters 
could be included in the migration process if this information were available). It 
must be mentioned that the conductivity of the filled paleo-sink zones (areas of 
reduced amplitude for the radar signal in Figure 4.18) might be greater than the 
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values estimated in Figure 4.19. This is due to its lithology (probably 
carbonaceous claylike sediments) that can make the contribution of the grain 
surface conductivity in Archie’s law important. Using the conductivity model of 
Figure 4.19(b), under the supposition that the conductivity of the filled paleo-
sinks are underestimated, would yield results equivalent to the case shown on 
Figure 4.14(b). However, if necessary, we still could use the first modification of 
the migration algorithm to obtain good results. More important than this is the fact 
that, for this conductivity model (Figure 4.19(b)), the mean skin depth value (at 
50 MHz) is about 5.2 m. This means that I have been able to obtain a stable 
migration (without limiting the applied gain) to a depth greater than three times 
the skin depth, as shown in Figure 4.20(b). We can see that noise and diffractions 
from scatterers on the surface are the main deteriorating factors at the bottom of 
the migrated section. 
 
Comparing Figures 4.20(a) and 4.20(b), we can see that including the 
conductivity of the media allowed us to recover a better estimate of the 
reflectivity. Even though the conductivity model has been estimated from 
empirical laws that relate the electric permittivity and conductivity in these rocks, 
the conductivity of the media could be estimated by other geophysical techniques 
(DC resistivity, TDEM or FDEM) giving us a better conductivity model in order 
to migrate, more accurately, the GPR data. In any case, the results obtained by 





Figure 4.20. Migration of the GPR data shown in Figure 4.17. Migrated sections 
obtained without taking into account (a) and by taking into account 
(b) the conductivity of the media. No filtering has been applied and 
neither AGC nor clipping has been used to plot these sections. 
Notice the overall improvement of the image and recovering of the 
reflectivity values in (b). The diffractions (wide hyperbolas) on the 
middle and bottom of the section (pointed by arrows in Figure 
4.21(a)) correspond to scatterers on the surface. The amplification of 
these diffractions, as well as the noise present in the data, reduces the 
quality of the image in the deeper part of the section. 
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To compare the migrated (and unmigrated) sections as they might be 
displayed for interpretation, I plot in Figure 4.21 the sections of Figure 4.18, 
4.20(a) and 4.20(b) with AGC applied. However, no frequency filtering was used 
so that we can compare the final resolution of the sections. The first point to be 
noticed is that migration of these data definitely improves its interpretation 
because of the complex structures that are present in this area. Another important 
observation is that, even though both the migrated sections appear very similar 
when an AGC is applied, we can notice some areas (indicated by ellipses) where 
the resolution of the section has been slightly improved by including the 
conductivity of the media in the migration process. Therefore, including the 
dispersion and attenuation effects in the migration process produced an overall 
improvement of the resulting image and allowed us to better recover the 
reflectivity.  
 
The diffractions coming from scatterers on the surface are an important 
drawback of the GPR technique (shielded antennas can reduce these unwanted 
signals). Their presence, as well as that of noise, is noticed in all the sections 
when an AGC filter is applied (see arrows). These unwanted signals significantly 
affect the reflectivity data that can be recovered by compensating the attenuation 
and dispersion during migration (Figure 4.20(b)). This noise has been amplified to 
an appreciable level only at the bottom of the section. Therefore, the deterioration 
of the reflectivity data due to its presence is only important in a very small part of 
the section, allowing a better quantitative interpretation of the reflectivity data in  
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Figure 4.21. Unmigrated and migrated sections with AGC applied;                      
(a) corresponds to Figure 4.17; (b) and (c) correspond to Figures 
4.20(a) and 4.20(b), respectively. The arrows indicate diffractions 
generated from scatterers on the surface. The ellipses indicate two 
areas where higher resolution of the migrated section is observed in 
Figure (c) respect to (b). The length of the AGC window is 16 ns in 
(a), and 0.68 m in (b) and (c). 
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the shallower parts of the section. This is very important since the reflectivity data 
is related to the electromagnetic properties of the scatterers and help us to identify 
their nature during interpretation or even through the application of inversion 
techniques. 
 
 To observe the improvement in the frequency content of the resulting 
image by taking into account the effects of the conductivity during migration, I 
have computed the mean frequency of the migrated signal using a short Fourier 
analysis technique with a Hamming window. The window is moved along each 
trace and the power spectrum of the sampled window is obtained (using an FFT). 
Then, the mean frequency of the spectrum is computed and the value is assigned 
to the position (in the trace) that is at the center of the window. The mean 
frequency value computed in this way could be considered as a semi-
instantaneous attribute. Figure 4.22 shows the mean frequency obtained for the 
sections presented in Figure 4.20. Even though the differences between these two 
plots are subtle, they can be identified if we observe the plots in detail (most of 
these differences can be identified by comparing the areas indicated by circles). 
For example, a better focusing (collapsing) of the peaks in both the vertical and 
horizontal directions, indicating that a better focusing of the reflections (in the 
real data) has been achieved. Other features that can be observed (see the area 
indicated by the left circle) are the improved contrast between the zones of lower 
and  higher  mean frequencies, the  reallocation  of  some  mean  frequency  peaks  
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Figure 4.22. Semi-instantaneous mean frequency of the migrated sections shown 
in Figure 4.20. (a) and (b) corresponds to the cases (a) and (b) of 
Figure 4.20. The circles point out some areas where the differences 
between both plots are representative. The arrows point out the 
location of the trace whose frequency spectrum is shown in Figure 
4.23. See main text for details and analysis of these plots. 
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improving the definition of the reflectors (see upper right area of the left circle) 
and the increase of the mean frequency in some areas. Even though the noise 
present in the bottom of the section looks similar on both the plots, the low 
frequency areas appear more clear in Figure 4.22 (b) than in Figure 4.22 (a), 
which means that the introduction of the conductivity in the migration algorithm 
not only amplifies the lower frequency components of the data but also 
compensate for the dispersion effect associated with the conductivity, which is 
more important for the low frequency components of the radar signal, improving 
the focusing of the signal, and therefore, contributing to the increase in the 
effective depth of penetration of the technique. 
 
In order to compare the changes generated in the frequency content, 
Figure 4.23 shows the semi-instantaneous power spectrum for a given trace 
(located at x=13.2 m). Some important features can be observed in this figure. 
First, there is an increase of the amplitude of the power spectrum with depth 
(associated to the amplitude recovery of the signal); second, the higher frequency 
components of the signal have also been amplified and, for depths greater than     
9 m (approximately), the shape of the spectrum at some particular depths (see 




   
Figure 4.23. Power spectrum for the trace located at x=13.2 m (see Figure 4.22). 
(a) and (b) corresponds to the cases (a) and (b) in Figure 4.20. Notice 
the power recovery of the signal with depth and the differential 
increase of the frequency components (for example, at the depths 




4.4 MIGRATION RESULTS IN HETEROGENEOUS AND DIELECTRICALLY 
DISPERSIVE MEDIA 
In this section, I present a synthetic example of migration in media with 
dielectric absorption, and therefore, dispersion. The data generated and shown in 
chapter 2, for media with dielectric absorption, are used in this section. Figure 
4.24(a) shows the model with one of the medium having dielectric absorption, and 
Figure 4.24(b) shows the corresponding zero offset section generated with this 
model (see Chapter 2, Figure 2.15, for an explanation on the generation of these 
data). 
 
Figure 4.25(a) shows the migrated sections obtained when the conductivity and 
dispersion of the media are not taken into account, whereas Figure 4.25(b) shows 
the resulting migration when the conductivity and dispersion of the media are 
taken into account. In both the cases, the lateral variations  of  the model have 
been taken into account.  Notice how the resolution, amplitude and position of the 
reflector are improved by introducing the attenuation and dispersion effects of the 
media. For example, the deepest reflections on the left side of the profile are 
clearly separated when the dispersion of the media is taken into account, also the 
intensity of the reflections have been correctly recovered and their position have 
been corrected (moved upward). Therefore, including the dispersion, attenuation 
and lateral heterogeneities of the media can considerably improve the quantitative 






      
Figure 4.24. (a) Subsurface model used to generate the synthetic data. (b) Zero 







      
Figure 4.25. Migration of the synthetic data shown in the Figure 4.24(b).             
(a) Without taking into account the dispersion and conductivity 
effects in the medium I (see Figure 4.24(a)). (b) Taking into accounts 
those effects; note the overall improvement of the image, and the 





Figure 4.26 show the semi-instantaneous mean frequency (see last section 
for an explanation of this attribute) of the radar sections presented in Figure 4.25. 
An important feature to notice in this figure is the high frequency observed at the 
onset of the signal in both the Figures 4.26 (a) and (b). This high frequency is also 
observed at the termination of the reflections in Figure 4.26 (b) but not in Figure 
4.26 (a), indicating that the reflections has a well defined end in radar section 
obtained by taking into account the dispersion effects. Another interesting feature 
is observed in the area within the circle where there is a higher frequency content 
of the signal, indicating an improvement of resolution in that location. These 
figures indicate that not only the amplitude has been recovered, but also the 
frequency content and therefore, the resolution of the resulting image is increased 
when the dispersion effects are taking into account during migration of the GPR 
data. 
 
Finally, to show the effects produced on the power spectrum of the signal, 
Figure 4.27 shows the semi-instantaneous power spectrum for a trace located at 
x= 1.82 m (see Figure 4.26). These plots show clearly that taking into account the 
dispersion (absorptions) in the media not only recovers the correct amplitude of 
the reflections, but also produces an increase in the high frequency components 
(compare the spectrums in Figures 4.27 (a) and (b) at the depths z= 2 m or z=3 m, 
for example). Another feature interesting is the definition of termination of the 
reflection obtained in Figure 4.27 (b) where no tail (low frequency energy 
components) is observed after a depth of approximately 3.5 m. 
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Figure 4.26. Semi-instantaneous mean frequency of the radar sections presented 
in Figure 4.25. Notice the higher frequency content of the radar 
section obtained by taking into account the dispersion effects during 
migration (in (b)). The noise-like signals and multiples have very 
small amplitudes in the migrated sections (see Figure 4.25), and 
therefore, are not relevant for this comparison. 
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Figure 4.27. Power spectrum for the trace located at x=1.8 m (see Figure 4.26). 
(a) and (b) corresponds to the cases (a) and (b) in Figure 4.25. Notice 
the differences in the power spectrums. In particular, how the long 
tail related to the last reflection (see (a)) is collapsed vertically by 




I have shown how the split step Fourier migration technique can be 
applied directly for migration of GPR in 2D media and presented the basis for the 
extension of the technique to 3D media. In the latter case, I have shown that 
multi-component GPR data is necessary to account for the lateral variations, 
allowing the change of direction of the electric field when the direction of 
propagation changes. The terms that give us these corrections depend, at least, of 
the first order derivatives in the horizontal directions of the property of the media. 
If these derivatives are ignored, the components of the field are decoupled and 
each component can be migrated independently (using an analogous scheme to 
that employed for TE mode in 2D media). 
 
An important aspect of the split step Fourier technique is that it naturally 
incorporates the effects of dispersion and attenuation in the migration algorithm 
because the phase shift operator and the phase corrector operator are both applied 
in the frequency domain. I have shown, using synthetic and real data, that for low 
to intermediate conductive or dispersive media, the incorporation of the 
attenuation and dispersion effects in the migration algorithm can effectively 
improve the quality of the resulting image and restore the correct reflectivity data. 
The reasonable approximation of homogeneous waves allows the migration 
algorithm to be stable even for extrapolation through depths greater than two or 
three times the characteristic skin depth of the media computed at the dominant 
frequency of the radar signal. 
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For highly lossy media, I have proposed and tested two modifications of 
the migration algorithm that limit the gain applied during the wave field 
extrapolation. The first modification, which allows the gain to be applied in both 
the frequency-wave number and frequency-space domains, is more stable and 
does not deteriorate the final image and reflectivity data. Furthermore, the results 
obtained with this modification converge continuously to both extremes: when no 
gain is allowed (total gain equal to 1) and when no limiting gain is specified 
(original algorithm). This modification improves the stability of the migration 
algorithm when small zones of very high conductivity are present in the media. 
The second modification of the algorithm, which allows the gain to be applied 
only in the frequency-space domain (equivalent to a gain applied locally in space 
but only in the vertical direction), was shown to be unstable, deteriorates the 
quality of the final image, and does not converge to the result obtained with the 
original algorithm when no limitation to the gain is specified. This means that a 
simple gain applied in the vertical direction cannot correctly compensate for the 
effects produced by attenuation and dispersion. 
 
I also have presented an example that shows how the new migration 
technique can, without any additional modification, take into account the effects 
of dielectric dispersion in the media. Dispersion effects due to magnetic 
absorption and variation of the conductivity with frequency can similarly be taken 
into account (even though these dispersion effects are not common in geologic 
media) by the new migration technique. 
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Finally, we have seen that diffractions coming from scatterers on the 
surface represent an important drawback of the GPR technique. Shielding the 
antennas is a possible solution. However, for low frequency GPR antennas (10 to 
100 MHz) that solution is not practical since it makes the antennas too heavy, 
therefore reducing the efficiency of data acquisition. Therefore, other solutions 
must be developed to eliminate or reduce these diffractions. In Chapter 5, I 
propose two possible techniques to accomplish this objective, and therefore, 













Chapter 5: Summary and future work 
5.1 SUMMARY 
Two main aspects associated with the Ground Penetrating Radar (GPR) 
technique have been addressed in this dissertation: modeling (forward problem) 
and imaging (reflectivity inverse problem).  
 
For the first problem, I have developed a modeling technique for stratified 
media based on the invariant embedding formalism and Kennett’s (1983) 
technique analogous to modeling elastic waves in stratified media. I adapted 
Kennett’s seismic modeling approach to model electromagnetic waves in layered 
media and obtained a very fast, accurate, and unconditionally stable GPR 
modeling technique. This method has the capability to model all the waves that 
are observed in GPR data, i.e., the so called direct air waves, direct “ground 
waves”, reflected waves, reverberations, air waves refracted into the ground, and 
ground waves refracted into the air. Comparison with the results obtained with a 
finite difference time domain (FDTD) modeling technique confirms that the 
reflectivity modeling technique, which is based on the plane wave decomposition 
of the wave field, is a far field approximation that is very accurate in this region. 
The results obtained for the radiation pattern generated in the subsurface when the 
antenna is placed very close to the air-soil interface are in agreement with 
previous analytical results that are also based on the plane wave approximation, 
but show a small difference with the results obtained with the FDTD technique. 
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Real GPR data were used to verify the capabilities of the reflectivity technique to 
generate synthetic response that matches the real data. In this regard, I have 
observed that for the specific real data set used, good agreement (amplitude, phase 
and velocity) was obtained for the reflections produced from the subsurface, 
except for a small difference in the amplitude of the reflection at intermediate 
offsets. This difference is in part expected from the fact that the reflectivity 
technique is a far field approximation (producing slightly greater amplitudes at 
intermediate offsets, which correspond to the critical angle in the soil) This also 
could be due to additional factors (in the real system) that are not considered in 
the modeling technique such as lateral heterogeneities in the subsurface, or effects 
produced by the vegetation or the soil roughness. Nevertheless, the comparison 
shows that for a stratified medium the reflections observed in the radargram can 
be simulated with the reflectivity technique, and the electromagnetic properties of 
the subsurface, obtained by matching the synthetic and real radargrams (dynamics 
response), will in general be different and more accurate than those obtained by a 
simple velocity analysis (kinematics response). I have also noticed that the 
conductivity of the media is constrained by the attenuation characteristic of the 
radargram and phase of the reflections. This indicates that a successful inversion 
of the permittivity and conductivity of a stratified media is possible by using the 
reflectivity technique as a forward modeling tool. 
 
Even though the developed reflectivity technique is shown to be very fast, 
stable and accurate, it is only valid for layered media. Therefore, we still need 
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other techniques to model GPR data in laterally heterogeneous media. With this in 
mind, I have implemented an explicit finite difference time domain (FDTD) 
technique for modeling GPR data in 2D and 3D media. Dispersion and anisotropy 
have also been incorporated in the modeling technique, and a description of the 
most common dispersion mechanisms in geologic media as well as its 
representation (insertion) in the finite difference scheme has been presented from 
a physical point of view, i.e., beginning with the general representation of the 
dispersion mechanisms (through the so called constitutive relations) and reducing 
them to simpler expressions that can describe most geologic media. I have 
presented and discussed several synthetic examples obtained with the FDTD 
technique. In particular, the results obtained for the radiation pattern of the 
antenna in the air-soil interface allow us to understand the origin and interaction 
between the different waves that are generated. This has been particularly 
interesting because in the reviewed literature on this topic the origin of such 
effects have not been pointed out or commented on, as for example, the origin of 
the increase (in the H plane) or decrease (in the E plane) of the intensity of the 
ground wave at the critical angle. Another interesting point observed in these 
examples are the effects that anisotropy can produce on the reflections at an 
interface. Even though such strong anisotropy (of electromagnetic parameters) is 
not commonly observed in geologic media (bulk rocks), it is important to 
understand that such effects could be present and, if the quality of the real data is 
improved, it could be possible to obtain the anisotropy parameters for such 
reflector media or scatterers. 
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Finally, in relation to the reflectivity inverse problem (so called imaging or 
migration), I have developed a new migration technique for heterogeneous, 
dispersive, and lossy media. The new GPR imaging technique is based on the 
Split step migration technique (well known in the seismic literature), because it 
takes into account (first order approximation) the lateral variation in the media as 
well as the refraction and diffraction effects during propagation since it is a wave 
equation migration technique (in fact, a one-way wave equation migration 
technique since no interactions between up-going and down-going waves are 
considered). The Split step Fourier migration is ideal in taking into account the 
effects of dispersion and attenuation during migration because the technique is 
completely implemented in the frequency domain, allowing me to directly 
introduce the frequency dependence of the electromagnetic parameters in the 
slowness equation. Compensation of the attenuation produced by Joule’s effect, 
dielectric, or magnetic absorption is taken into account by the complex part of the 
vertical slowness. However, if the losses in the media are too high (i.e., so that the 
equivalent skin depth in the media, computed at the dominant frequency of the 
GPR signal, is smaller than the desired depth of migration) the technique becomes 
unstable. To circumvent this problem, I have proposed and developed an 
approximation of homogeneous plane waves that introduces greater stability to 
the migration technique. Migration of synthetic and real data indicate that the new 
migration technique is stable for depths of migration up to three times the 
equivalent skin depth of the medium, and that taking into account the dispersion 
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and attenuation effects effectively allows us to recover the correct amplitude of 
the reflections, improve their location, shape and continuity, and increase the 
resolution of the final image. 
 
5.2 FUTURE WORK 
A first and direct application of the new reflectivity technique is its 
utilization as a forward modeling solver for an iterative or stochastic inversion 
technique to estimate electromagnetic properties of the subsurface. The 
comparison between real and synthetic data generated with the reflectivity 
technique not only indicates the feasibility of its used in such inversion 
techniques, but also that the constraints in the conductivity should be good 
enough to obtain the simultaneous inversion of the electric permittivity and 
conductivity of the media. The magnetic permeability could also be considered 
for inversion. However, for most geologic materials, its value is essentially 
constant and unaffected by environmental changes, as contrarily happens with the 
electric permittivity and conductivity which are strongly affected by 
environmental variables. 
In this dissertation, the developed GPR migration technique has been 
implemented only for 2D media, but the theory and guidelines for its extension to 
3D media have been presented. The follow up work is to implement the migration 
technique in 3D media. Initially, synthetic data can be used to test the capabilities 
of the technique. Then, its application on real data must be tested. We must 
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remember that for a true 3D GPR migration, at least the two horizontal 
components of the electric or magnetic field must be recorded. 
An interesting aspect to consider in GPR data processing is the elimination 
of the diffractions coming from scatterers that are on the surface. Such 
elimination will be especially important for low frequency GPR surveys for which 
shielded antennas are impractical. Two possibilities could be considered. The first 
one is entirely based on processing and does not require extra data or acquisition 
instruments. It consists of predicting the position of the scatterers that are on the 
surface by migrating the data using the air velocity. Then we can estimate (in an 
optimal sense) the response of such scatterer and subtract it from the real data. 
The second possibility is to obtain the response of the scatterers (located on the 
surface) by using a dual frequency GPR instrument: a high frequency signal (with 
almost no penetration in the subsurface) will be used to record the signal 
diffracted from objects on the surface, then a filtering process can convert the 
“wavelet” of the high frequency radar to the “wavelet” of the low frequency radar 
and finally both radargrams can be subtracted (notice that this technique is based 
on the supposition that the RCS of the scatterers on the surface do not change 
appreciably with frequency). The second option will probably have a higher 
effectiveness but will require the extra cost of recording twice the amount of data, 
spending more time and energy during acquisition, and will increase the cost of 
the equipment. For these reasons it is important to first explore the effectiveness 
of the former technique. 
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One of the most interesting aspects of developing the reflectivity 
technique for GPR modeling is the possibility to combine it with the Split step 
Fourier technique in order to obtain a fast GPR modeling technique for smoothly 
laterally varying media. The method will be similar to one that has been in 
development for elastic waves, and is based on the so called complex screen 
method. Such development is very important because lateral variations of the 
electromagnetic properties in the shallow subsurface are very common and, in 
such cases, the reflectivity technique, which is very fast and efficient, will not 
work correctly, and the finite difference techniques (more accurate for such 
media) are still too inefficient to be routinely used. 
Finally, an experiment to study the waves generated by the antenna when 
it is placed on the air-soil interface should be carried out in a test site with 
controlled and known subsurface properties in order to obtain a better comparison 







Reflection and transmission matrices at an interface 
The field vector  “ b ” must be continuous in any place where no free 
charges or current densities are present, even if such a region is the interface 
between two different media. Therefore, at such an interface the continuity of b  
implies: 
 
( ) ( )b z b z+ −=                                                                           (A-1) 
 
where “ z+ ” and “ z− ” denote the vertical position just below and above of the 
interface, respectively.  
 
The above equation can be written as (see Chapter 3 for the definition of 
the eigenvector matrix “ L ”): 
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and using the definition of L  the above expression can be written  as, 
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and       2xx P−= γµη ,             
2
yy P−= γµη ,       and       yx PPm = . 
 
In the above expressions 0λ  is the vertical slowness, γ  the complex electric 
permittivity and µ  the magnetic permeability. xP  and yP  are the horizontal 
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Decomposition in up-going and down-going waves 
 
To have a physical interpretation of how the eigenvector matrix L  
decomposes the wave field b  in up-going and down-going waves, I suppose 
without loss of generality (due to the azimuthally symmetry of the layered 
system) that the plane of incidence is parallel to the “zx” plane (this means that 
0yP = ). Using this condition and the definition of the eigenvector matrix L  
(Chapter 3, pages 7 and 8), we obtain, 
 





































                                               (A-9) 
 
where all the quantities are evaluated at a common depth “z”. 
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For simplicity, let’s suppose that the media is non lossy and that the plane 
waves are homogeneous. Then, for the up-going waves, the components of the 
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The angle “θ ” is the shorter angle with respect to the “z” axis, and is the 
same for up-going and down-going waves because they have the same horizontal 
slowness xP . Using these expressions and recalling that, 
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which shows that the resulting wave vector w  is composed by two separated 
vectors whose components are proportional to the horizontal components of the 
electric field associated to up-going  and down-going plane waves. 
 
Reflectivity and classical Fresnel’s equations 
In this section I show how the reflection and transmission matrices 
associated to an interface contain the classical Fresnel’s equations. Again, for 
simplicity, I choose the plane of incidence parallel to the “zx” plane (i.e., 0yP = ). 
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which can be reduced further by noticing that, for 0yP =  the expression of the 
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where the definition of the auxiliary variables  “α ”  and  “ β ”  is clear. 
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 Substituting these matrices in the equations A-8 we obtain the reflection 
and transmission matrices whose elements are the transmission and reflection 
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is equivalent to the reflection coefficient for a plane wave with its electric field 




Source term in the GPR reflectivity technique 
In the reflectivity technique the source introduces a discontinuity of the 
wave field in a horizontal plane located at the level of the source. Following the 
description of Kennett (1983), I will obtain how the source is introduced in the 
reflectivity GPR modeling technique. 
 
Figure B.1 shows a schematic picture of the problem. The vertical position 
of the source and the receiver are “ Sz ” and “ Rz ”, respectively. The region 
between “ 1z ” and “ 2z ” is a stack of laterally homogeneous layers, and the regions 
above and below it are homogeneous media. In general, GPR is carried out on the 
surface, and so the source and receivers are immersed in the air. For the GPR 
technique, in contrast with seismic, at the surface of the earth it is not required 
that any component of the electromagnetic field be zero (as happens, for example, 
with some components of the stress tensor in the case of seismic waves), even 
though for non penetrating radar applications, the earth could be approximated as 
a perfect conductor. Therefore, for the modeling GPR data, no boundary 
conditions are required for the electromagnetic waves, except that of divergent 
waves propagating out from the source and the model. 
 
Using the definition of the wave propagator matrix (equation 3.6) we can 
write the following equation that relates the wave vector at the levels just below 
the source and the stack of layers, 
 201
 
2 2( ) ( , ) ( )S Sw z Q z z w z
+ + + +=  .                                                  (B-1) 
 
                           
Figure B-1. Common boundary conditions in the GPR technique and applied to 
obtain the corresponding source term in the reflectivity technique. 
Above z1 and below z2 the media are homogeneous. The wave vector 
( )w z  is discontinuous at Sz z=  where the source is located. Above 
Sz only up-going waves exist, whereas below 2z  only down-going 
waves exist. 
 
 The discontinuity of the wave vector at the source position can be written 
as (Kennett, 1983): 
 
  
1( ) ( ) ( ) ( , , )S S S x yw z w z L z S p pω
+ − −− =  ,                           (B-2) 
 
where S  is the plane wave representation of the source in the frequency domain 
and I have indicate explicitly this dependency in this equation, but I will not 
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indicate it in the next equation (notice that all the quantities in equations B-1 and 
B-2 are in fact represented in these domain and therefore all they depend on this 
variables). 
 
 Combining B-2 and B-1 we obtain, 
 
 ( )12 2( ) ( , ) ( ) ( )S S Sw z Q z z w z L z S+ + + − −= +  .                                     (B-3) 
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and noticing that above the source there will only be up-going waves, and below 
the layered system there will only be down-going waves, i.e., 
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equation B-3, after substitution of Q  by its expression as function of transmission 









p uU U D
w dU U D U U D z z
uT T R






+ −   
=       −      
 ,                   (B-6) 
 203
finally, solving this system of equations I obtain, 
 
  2( ) ( , )p S u D S du z R z zξ ξ
− + += − +                                                       (B-7) 
and 
  2 2( ) ( , )w D S dd z T z z ξ
+ + +=  .                                                              (B-8) 
 
 The equation B-7 is the equation that will give us the GPR reflection 
response of the layered system (as a function of the source S ), whereas equation 
B-8 will give us the transmission response. To obtain the response at a receiver 
plane below the source plane (i.e., it is located at rz z= , with r Sz z> ), we can use 
the equations B-3, but changing 2z
+  by rz , in this way, 
 
 ( )1( ) ( , ) ( ) ( )r r S S Sw z Q z z w z L z S+ − −= +  .                                      (B-9) 
 
 If the receiver plane is above the layered system (i.e., 1S rz z z< < ), then 
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then, using the expression of ( )sw z
−  (equation B-5), the expressions for 
1( )sL z S
−
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− + + 
=   
 
 .                                          (B-11) 
 
 If we call 2( , )SD D sR R z z
+ +=  and use the definition of the wave vector 
(i.e., 1w L b−= ), then we obtain the equation 3.28 presented in Chapter 3. 
 
Notice that the reflection and transmission matrices are independent of the 
source term, therefore, they have to be computed only once for a given system, 
and can be used with different source terms. This property makes the reflectivity 
technique also attractive for source inversion problems in stratified media. 
 
Tau-p response of an infinite current line 
To show an example of the use of the above equations to compute a 
synthetic radargram using the reflectivity technique, I obtain the algebraic 
expressions for the electric and magnetic fields generated by a hypothetical 
infinite and uniform current line (this hypothetical source is the same used in the 
2D FDTD modeling technique). 
 
Let’s first suppose that the current line is parallel to the “y” axis and 
placed below the origin at Szz = . For this configuration, the current density can 
be written as, 
 
 0 ˆ( , , , ) ( ) ( ) ( ) ( )SJ x y z t J t G y z z x yδ δ= −                                   (B-12) 
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If the current is uniform, then 1)( =yG , which corresponds to the 
fundamental source type in 2D FDTD modeling technique. However, if we want 
to compute the response of an infinitesimal electric dipole, then )()( yyG δ= , and 
for a general electric dipole )(yG  can have any form. As I have mentioned, I will 
solve the case for a uniform current. In this case, the source term in the 
reflectivity technique will be given by (see equation 3.2 on page 76, Chapter 3), 
 
 [ ]TyS kzzJS )()()(,0,0,0 0 δδω −=  ,                                          (B-13) 
 
where I have used the identity ∫
∞
∞−
− ≡ )( y
yik kdye y δ . The )( szz −δ , which generates 
the discontinuity of the wave vector at szz = , is already taken into account by the 
equation B-2 and does not have to be included when substituting (this result) in 
any equation obtained from equation B-2 (as, for example, equation B-11). 
 
 Now, using the definition of L  (see page 77, Chapter 3) and substituting 

























ξ  .                               (B-14) 
 
 Substituting this expression in equation 3.28 (Chapter 3), dropping 
)( 0zz −δ  (as mentioned above), and using the fact that 
1−=
rsrs UD
TT , we get,  
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and                                                                                                                   (B-15) 







































 Now, we must substitute )(
1 s
zL  and )(
2 s
zL  (see page 77, Chapter 3), and 
transform these expressions from the “ yk ” domain to the “y” domain. In doing so, 
we must recall that ω/ii kP = , use the properties of )( ykδ  and notice that for 
0=yk  the reflection matrix 
sD


















 ,                                                                 (B-16) 
where 
xxd
r  and 
yyd
r are the reflection coefficients for the “x” and “y” components 
of the electric field associated with the down-going wave field. 
 
In this way, the final expressions for the electric and magnetic fields (in 
the plane wave domain (ω , xP ) ) for the infinite and uniform current line are, 
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 The factor )1(
yyd
r+  in the expression of yE  indicates that this component 
is a superposition of the direct and reflected down-going waves (as expected). The 
opposite sign of “
yyd
r ” in the expression of xH  is associated to the change of 
direction of propagation of the reflected wave. Notice that for a lossless media 
(e.g., the air in GPR applications), when )()( ssx zzP γµ=  (maximum slowness 
of the medium), the vertical slowness 2)()( xss Pzzq −= γµ  becomes zero and 
then yE  diverges. To understand the meaning of this result, let’s suppose that the 
layered system does not exist (i.e., 0=
yyd
r ) and make 0)( →− sr zz , then we 
expect to observe only the direct wave, which in the tau-p domain will be a strong 
pulse at zero lag and exactly at the maximum slowness of the media, which is the 
result obtained for yE  according to the above equation (it becomes equivalent to a 
delta function at that position). In the numerical implementation of this equation, 
a small imaginary part can be added to the slowness of the medium where the 
source is located, in order to avoid this divergence. Finally, notice that for greater 
values of xP , the vertical slowness becomes purely imaginary (in lossless media) 
or mostly imaginary (in slightly lossy media). Therefore, these waves will decay 
exponentially in the medium where the source is located (supposing that 
0)( >− sr zz ), and have a phase shift of -90
o, changing the character of the 





Vertical slowness for homogeneous plane waves 
In general, the complex wave number of a plane wave can be expressed as  
                          R Ik k ik= +
r r r










 define the directions of propagation and attenuation (or 
amplification) of the plane wave, respectively. The planes of constant phase and 




, respectively.  In the 
particular case that these two vectors are parallel, the plane wave is called 
“homogeneous”, otherwise it is called “heterogeneous” (e.g., Chen, 1983). 
Therefore, for homogeneous plane waves, the direction of propagation and 
attenuation (or amplification) is the same and the planes of constant phase and 
constant amplitude are parallel. 
 
In isotropic media, the slowness “ u ” is, in general, a complex number. 
We express the square of the slowness as, 
                          
2
R Iw u w iw= = +      ,                                          (C-2) 
where Rw    and   Iw  are real numbers and represent the real and imaginary 
parts of the square of the slowness. 
 
Substituting the equations C-1 and C-2 in the dispersion relation that 
corresponds to plane waves in isotropic and homogeneous media, we obtain 
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    2 ( ) ( ) ( )R I R I R Iw iw k ik k ikω + = + ⋅ +
r r r r
   ,                                  (C-3) 
 
where the “ ⋅ ” denotes inner product. 
 
For homogeneous plane waves, we can express I Rk kβ=
r r
, where β  is a 
real number. In this way, the equation A-3 becomes 
 
                2 2( ) (1 )R I R Rw iw i k kω β+ = + ⋅
r r
    .                               (C-4) 
 
Equating the real and imaginary parts yields to the following equation 
                          




β β+ − =   .                                             (C-5) 
Now, the real vector Rk
r
 can be written as   
 
                           ˆ ˆ ˆR x y zx y zk k k k+= +
r
    ,                                         (C-6) 
substituting this expression in equation C-4 yields 
 
2 2 2 2 2 2 2( ) (1 ) (1 ) (1 )R I x y zw iw i k i k i kω β β β+ = + + + + +  .              (C-7) 
 
In wave field Fourier extrapolation techniques, the real values xk  and yk  
are the variables of the Fourier transform in the horizontal directions. We see that 
these variables are related to the components of the complex wave number 
through the factor 1 iβ+ . On the other hand, the extrapolation of the wave field in 
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the vertical direction depends on the “z” component of the complex wave number, 
i.e.,  
                                 ' (1 )z zk i kβ= +     ,                                             (C-8) 
and so, the vertical slowness is given by 
 





( ) (1 ) x yzz R I
k kkq w iw iβ
ω ω
 +
= = + − + 
  
 .                (C-9) 
 
To obtain the final expression, we have to substitute the solution of β  
derived from equation A-5. Since there are two solutions, the one with the same 
sign as Iw  has to be chosen (as required by equation C-4). Nevertheless, the final 
algebraic result, for equation C-9, is independent of the sign Iw  (if operating 
accordingly). I suppose a positive sign for Iw  and obtain, 
 
                      




β  = + −   .                                (C-10) 
 
Substituting this expression in equation C-9 and simplifying,  
 
                     
' 1/ 22 2 21 ( ) /zz x y
kq u k k a
ω
 = = − +   ,                        (C-11) 
 
where                 
1/ 2
22 ( 1 ( / ) 1)I R I Ra w w w wω  = + −       . 
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which shows that / aω  is the phase velocity in the medium. 
 





Estimation of the electric permittivity and conductivity at the cave site 
In order to estimate the models of electrical permittivity and conductivity 
used to migrate the GPR data acquired at the cave site, we used the velocities 
obtained from the stacking analysis of the CMP data, Archie’s law and an 
empirical relationship between water content in soils and their electrical 
permittivities (Topp, et. al., 1980). 
 
The results obtained from the stacking velocity analysis can be considered 
as related to the properties of the media at the main frequency of the radar signal. 
We suppose that the media are non magnetic and the electric permittivity and 
conductivity are real and do not change in the bandwidth of the radar signal. 
Then, I use an iteration procedure to estimate these parameters. 
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The velocity of the electromagnetic waves is related to the properties of 
the media through the real part of the slowness, i.e., 
 




21/ Re( ) 1 1 ( / )V u σ ωε
µ ε
−
 = = + +    ,                           (D-1) 
where 70 4 10xµ π
−= H/m, ε  is the electric permittivity and σ is the 
electric conductivity. 
 
On the other hand, the conductivity of the media is estimated using 
Archie’s law,  
                                    0 ( )
m n
w w ca Sσ σ φ σ= +                               (D-2) 
 
where 0a  is a constant (usually between 0.5 and 2 ), wσ  is the conductivity of 
the water present into the pore spaces, φ is the porosity of the media, m  is the 
cementation exponent, wS  is the water saturation into the pore spaces, n  is the 
saturation exponent and cσ  is the grain surface conductivity.  
 
In carbonate rocks, the saturation exponent “ n ” can vary appreciably, 
especially when different porosities are present (macro and micro-porosities) and 
two or more immiscible fluids (of different conductivities) are contained inside 
the pore spaces. However, if only water is present in the pore spaces and it has a 
medium saturation, the saturation exponents take values very close to 2 
(Anderson, 1986). Also, the cementation exponent “ m ” of carbonate rocks has 
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been observed to be very close to 2 (Carothers, 1968), thus, we assume a value 
equal 2 for both the exponents. We also suppose that the main contribution to the 
conductivity is due to the pore fluid in the media, neglecting in this way the grain 
surface conductivity term. Then, the Archie’s law reduces to the following 
expression, 
                                      
2
0 ( )w waσ σ η=   ,                                         (D-3) 
 
where   w wSη φ=  is the water content. 
 
In order to estimated the water content, we use the following empirical 
relationship between water content and electric permittivity of soils (Topp et. al., 
1980), 
 
 2 2 4 2 6 35.3 10 2.92 10 ( ) 5.5 10 ( ) 4.3 10 ( )w r r rη ε ε ε
− − − −= + − +x x x x  ,            (D-4) 
 
where 0/rε ε ε=  is the electric permittivity of the soil relative to the vacuum. 
The constant 0 wa σ  in equation D-3 is obtained by requiring that the 
estimated mean value of the conductivity of the media (3.5 mS/m) be obtained 
when the mean value of the water content in the media is substituted. The mean 
value of the water content is computed by using equation D-4 and an estimated 
mean value of the electric permittivity of the media equal to 101.1 10x − F/m  
( 12.51rε = ). 
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Now, from equation B-1 we obtain the following recursive expression for 
the electrical permittivity, 
 










 = + +     ,                (D-5) 
 
Using the mean values of the electrical permittivity and conductivity as 
initial values for this recursive equation, we compute the values of permittivity 
corresponding to the velocities obtained from the staking analysis. These values 
of permittivity are substitute in equation D-4 and the obtained values of water 
content are substituted in equation D-3  to compute the corresponding 
conductivity values. Then, these new values of permittivity and conductivity are 
used to begin the next iteration. The iteration process is stopped when the 
difference between the old and new values of conductivity and permittivity are 
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