Progressive image transmission is difficult in the presence of a noisy channel, mainly due to the propagation of errors during the decoding of a progressive bitstream. Excellent results for this problem are made possible through combined source-channel codinga method that matches the channel code to the source operational rate-distortion as well as channel conditions. This paper focuses on the key component of combined source-channel coding: rate allocation. We develop a parametric methodology for rate allocation in progressive source-channel coding. The key to this technique is an empirical model of decoded bit error rate (BER) as a function of the channel code rate. We investigate several scenarios. In the case of the memoryless channel, we present closed form expressions. For the fading channel and channels with feedback, where closed form results are elusive, our analysis leads to low-complexity algorithms. The results presented in this paper are applicable to any progressive source code, and any family of channel codes.
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I. INTRODUCTION A progressive bitstream can be decoded as it arrives, providing a continually improving approximation to the decoded signal. Progressive modes have been included, to various extents, in several image and video standards such as JPEG, JPEG-2000, MPEG-2 and MPEG-4. However, progressive bitstreams suffer from high sensitivity to channel errors due to error propagation at the receiver. This sensitivity arises from predictive coding and adaptive forms of variable length coding, where the meaning of subsequent bits depend on the decoding of previous bits. Thus, a single bit error may render the remainder of the bitstream useless.
Combined source-channel coding has emerged as an effective way to address this problem. In this method, the channel code rate is carefully chosen to match the properties of source coder as well as the conditions of the channel. Sherwood and Zeger [1] , [2] demonstrated a successful application of this principle to progressive image transmission. They used the SPIHT compression algorithm of Said and Pearlman [3] , combined with CRC codes to limit error propagation and rate compatible punctured convolutional codes (RCPC) [4] for error correction. Even though Sherwood and Zeger used pre-existing coding methodologies, their careful construction improved on previously reported results by a large margin (see [1] for list of previous works). Rate allocation is a pivotal component of combined source-channel coding. To demonstrate, we use an experiment with a system similar to [1] (Figure 1 ). In this experiment, we fix the channel bandwidth, thus the bit budget must be divided between the source bits and error protection. It is easy to see that achieving the right balance is critical. Too many parity bits (to the left of the peak) will leave insufficient bitrate to describe the source, while too few parity bits (to the right of the peak) will cause a catastrophic breakdown of decoding, due to uncorrected channel errors. The results reported in [1] correspond to the peak in Figure 1 , but the calculation of rate allocation (location of the peak) was left open for subsequent research.
Rate allocation for the source-channel problem has been addressed in several contexts. Qian et al. [5] proposed a gradient-based optimization technique for bit allocation in wireless video transmission. Chande and Farvardin [6] used dynamic programming for progressive image transmission over noisy channels. The dynamic programming approach was extended in [7] to jointly optimize block length and channel code rate.
In this paper, we develop a parametric approach for the progressive source-channel rate allocation problem. The key to this work is an accurate empirical model of decoded BER in terms of the channel code rate. This model-based approach allows simplified expressions for the relationship of the overall bitrate and distortion. Our parametric bit allocation is generally less complex than comparable nonparametric methods; thus we believe one of the contributions of this paper is to enable the practical implementation of progressive source-channel coding. Our formulation of the problem is applicable to any progressive source code and any family of channel codes. For example, unlike [6] , the use of punctured codes is not strictly required in our approach, although it is certainly possible (in fact our examples use rate compatible punctured codes).
We consider four different classes of binary symmetric channels (BSC): channels with and without feedback, with and without fading.
In the case of memoryless BSC without feedback, we use a Lagrangian analysis to arrive at closed form expressions for rate allocation.
In the case of fading channels without feedback, the channel state is unknown at the encoder, and progressive transmission precludes the use of an interleaver. Under these restrictions, we consider the pragmatic approach of allocating rate according to the worst-case conditions in the channel. This may seem an unglamorous solution, but interestingly our simulations show that this minimax approach is also near-optimal in terms of average distortion.
In the case of memoryless BSC with feedback, we find a rate allocation defined by the minimum of a one-dimensional integral of a scalar variable. Although this in itself is not a closed form solution, its calculation via one-dimensional optimization is much simpler than a nonparametric solution. Finally, we consider the case of fading channels with feedback. In fading channels, ARQ feedback is doubly useful: not only does it enable retransmission of corrupted data, it also provides (partial) channel state information for the encoder. We show that, through an approximation, rate allocation in fading/ARQ channels can be solved via a simplified set of one-dimensional optimizations over fading states.
In general, the presence of feedback changes the optimal rate allocation, resulting in higher code rates for error correcting codes and smaller overall distortion. Simulations on memoryless and fading channels show that in our framework, feedback provides up to 1 dB improvement in PSNR.
A. Preliminaries
A typical setup for our problem is shown in Figure 2 . The progressive bitstream is characterized by its operational ratedistortion curve. This curve is available at the encoder for each transmitted image. The channel encoder is assumed to be capable of generating a family of error correcting codes with varying rates. We do not assume that this family is rate compatible (embedded). Given the source rate-distortion curve and the statistical properties of the channel, we aim to determine the channel coding rate that will give the best end-to-end image quality, according to a distortion criterion.
In our examples throughout this paper, we use a popular wavelet image compression algorithm known as SPIHT [3] , rate compatible punctured convolutional codes [4] for error correction, CRC error detection, and list Viterbi decoding [8] . Note however that these codes serve only as examples. The methodology of the paper is general and applicable to any progressive source, and any family of channel error correcting codes.
As mentioned earlier, the progressive bitstream ceases to be useful past the first unrecoverable error. In fact the decoded image quality will likely decrease after a bit error, since the decoder will interpret the post-error bitstream incorrectly. Therefore, roughly speaking, the task of a progressive transmission system over a noisy channel is two-fold: (1) to push back the location of the first unrecoverable error as far as possible 1 , and (2) ensure that this error is discovered at the decoder, so that the decoding is stopped at that point. Rate allocation addresses the former task. To achieve the latter, the source bitstream is divided into packets, and each packet is equipped with error detection.
We consider the case of time-invariant as well as time-varying rate allocation. Fixed rate allocation has the advantage of simplicity, while time-varying rate allocation has better performance. To ensure accurate decoding in the case of time-varying rate allocation, the instantaneous rates must be transmitted to the decoder as side information. The rate required for this overhead is small; related details are discussed in Section II-B.
Strictly speaking, the motivation to push back the location of the first error applies only to channels without feedback. In a channel with feedback, error detection does not stop the decoding, but triggers a re-transmission. This continues as long as the bit budget is not exhausted and the delay is within a tolerance limit. We will address the case of channels with feedback in Section III.
II. CHANNELS WITHOUT FEEDBACK

A. Memoryless BSC
The packetization scheme is as follows. The progressive source bitstream is divided into blocks of length , and each source block is supplemented before channel coding (see Figure 3) . The bits denoted "CRC" are error detection parity bits. Also, whenever convolutional codes are used, the encoder/decoder memory must be flushed at the end of each block, requiring a number of zeros to be inserted. The total number of bits spent for CRC and zero padding is denoted b
To be precise, maximizing the average number of bits until first error only approximately minimizes distortion. This is due to the curvature of In a memoryless binary symmetric channel (BSC), we denote the crossover probability (BER) by # and the block error rate by § . As is customary, § is defined as the probability of at least one bit error in the © -th block after decoding. Given that H ¢ is fixed, the channel code rate is inversely proportional to the § . Thus, the block error rate is determined by § and # . We assume a log-affine model for the relationship of the probability of block errors and the length of the channel packets, depending on the value of
where
are parameters acquired through offline simulations and stored in a lookup table at the encoder. Thus, the calculation of
has no bearing on the computational complexity of the encoder. Figure 4 illustrates the match between the actual and model-based values for the RCPC codes used in our experiments.
After successfully decoding all blocks up to (and including) block
). This probability is equal to § W § a F D
. Keeping in mind that the first and last block need special treatment, the total expected distortion for a memoryless channel is
where " is the total number of channel blocks in the transmitted stream. We need to minimize the distortion, subject to a constraint on the total bitrate, namely
are obtained from the operational rate-distortion curve of the source coder. These curves are easily available when the images are encoded. Assume ! bits are available for transmission of the image. This total bandwidth must be divided between the source coder and the channel coder, leading to an optimization over p § q and "
. We have assumed that the number of source bits per packet is fixed, therefore " determines the overall tradeoff between source coding bits and channel protection bits, and p § q determines how the total available channel protection is spread over different blocks. For fixed "
, the solution lies at the equilibrium of the Lagrangian, which yields the recursive expression
A proof is provided in the Appendix. The analysis presented for memoryless channels is completely general, and can be applied with any progressive source code and any family of channel codes.
To summarize, the rate allocation algorithm for the memoryless BSC is as follows: 
, go to step 2, repeat until % in (2) no longer decreases.
B. Rate Overhead
In general, the solution for § from the preceding analysis is not constant over © , i.e., different codes may be used for different packets. Therefore, the decoder must know the code used for each packet. This requires the transmission of some overhead information to the decoder. To limit the impact of this overhead, we take advantage of the following facts: (a) there are a finite number of channel codes (b) there are at most " different rates, one per each packet, and (c) the channel error protection is monotonically non-increasing, so we only need to convey the position of rate changes in the packet stream.
The header string starts with the number of blocks, followed by the index of the first code rate, and the location of transitions to higher rates (see Figure 5 ). Transition . This overhead is protected strongly, with error probability better than F Q
. The header is relatively small even though it is strongly protected, so its impact on bit rate is negligible.
C. Numerical Results
In the following simulations, the system specified in Section I-A is used. The "Lenna" image is transmitted through a memoryless BSC with BER V u F
. We obtained block error rate probabilities and calculated the parameters & and ( in equation (1) . This enables us to solve Equation (3) using the iterative algorithm given in Section II-A. Figure 6 shows the optimal error protection profile at BER V u F and transmission rate 0.2 bpp. Because channel codes are not available at arbitrary rates, the optimal values for the rate must be quantized. The two staircase characteristics represent rounding to the nearest rate and the nearest lower rate. For performance comparison, we also present the fixed code rate solution (equal error protection). The final end-to-end distortion of the system is tested through Monte Carlo simulations, and presented in Table I . The impact of overhead on bit rate is approximately 0.001 bpp (262 bits for a F l E F Q image). Our experiments indicate up to 0.3 dB gain for a variable-rate strategy, compared to fixed-rate (see Table I ). Most of this gain is at lower transmission rates. Loosely speaking, the variable-rate strategy will save some bitrate while maintaining the overall level of error protection. The saved bits are then used for a better description of the source. This effect is important primarily at lower source bitrates, where the rate-distortion curve is steep, so that additional bits make a big difference.
D. Fading Channels without Feedback
In the case where no feedback is available, the encoder cannot have any information about the instantaneous state of the channel. At best, it can know about the statistics of the states of the channel. These statistics, at the bit level, are often characterized through the Gilbert-Elliott model [9] , [10] , [11] (Figure 7 ).
It is possible to restrict the analysis to a special case of equal error protection and avoid the complication of the overhead. In that case, all preceding developments will repeat, except for replacing with . In this model, the channel alternates between two states known as the "good" and "bad" states. It is assumed that we know the BER of the channel in each state, as well as the transition probabilities of the Markov model, but the encoder does not know the actual time-varying state of the channel. The prudent engineering choice in this situation is to design for the worst case of the channel. We demonstrate that this minimax approach is also near-optimal in the average sense for cellular wireless channels where "good" and "bad" states are very different.
Because the instantaneous variable bit error rate (BER) is not known at the encoder, we devise a parameter called the "design BER"
. We find the value for this that maximizes the performance of the system. A detailed set of simulations for the fading channel are presented in [12] , where a variety of cases are considered. Here, we present a summary of these simulation results in Figure 8 . The channel conditions for these experiments are given in Table II . We simulated two channels, both of which have BER=F l W for the "good" state, and BER=0.12 for the "bad" state. In Channel 1, the "bad" state dominates, whereas in Channel 2, the "good" state is dominant. Figure 8 shows that in both cases, the average distortion is optimal or near-optimal when the design BER is selected to be V #
. Furthermore, the standard deviation of the end-to-end PSNR, a measure of the reliability of the individual transmission, is best when V # .
III. CHANNELS WITH FEEDBACK The existence of feedback is helpful in two ways. First, the feedback information can be used to retransmit a subset of the erroneously received information, therefore one can relax the forward error protection. This releases some portion of the bitrate, which can then be used to transmit more source symbols. Secondly, the feedback information can be used to estimate the state of the time-varying channel. Matching the channel code to the current channel condition provides another way to improve performance.
We saw earlier that rate allocation is critically important in channels without feedback; the same is true for channels with feedback. Prior work on the computation of rate for source and channel coding includes empirical studies, e.g. [13] , [14] , [15] , as well as the more systematic works of Chande et al. [16] , [17] , [18] . The latter algorithms use only the channel BER, and have no need for the source parameters (aside from assuming embeddedness).
A. Memoryless Channels with Feedback
Our study of rate allocation in feedback channels uses an extension of our technique for channels without feedback. The packetization for this case is similar to the feed-forward case. The progressive source stream is divided into blocks of length , there are ¡ header bits per packet, and after error protection, the length of the channel packets is , which we assume to be fixed (equal error protection for all packets). The goal is to minimize the end-to-end distortion subject to a given overall bit budget ! . At this point we do not consider transmission delay. . Similar to (1), for a given crossover probability # , the relation between block-error rate and inverse of code rate has a log-affine characteristic,
are channel parameters that depend on 6 V 6
for simplicity. We model the operational distortion-rate characteristics of the source encoder with an exponential function: 
¤ £
. This approximation is reasonable because we generally only need to match part of the distortion-rate curve of an image. Experiments show that a very good match can be achieved for a wide variety of images. In adopting this approximation, it is also reassuring to know that asymptotically, the distortion 3 of a wide class of sources decays exponentially with rate [20] , [21] .
Under this model,
% 6
has a log-normal distribution, i.e.
It is not difficult then to calculate the average end-to-end distortion
Therefore, under a given transmission rate and channel BER # , the optimal bit allocation problem for a BSC can be formulated as
Note that in (8), V Å and V ¶ are related to ¦ through (20) , (21) and (5) . Problem (9) can be solved numerically to yield the optimal ¦ , the rate of the channel error correction code. The problem (9) does not admit a closed form solution, however, the cost function is merely a one-dimensional integral of a scalar variable, whose minimization is much easier than the multi-dimensional optimization problems arising from a nonparametric treatment of the rate allocation problem. 
B. Fading Channels with Feedback
We characterize the fading channel with the Gilbert-Elliott model (Figure 7 are, respectively, the number of distinct channel codes and distinct channel states. This optimization is prohibitively expensive.
To perform the optimization we make an approximation: we assume that maximizing the number of successfully decoded source bits (equivalently throughput of the ARQ system) is approximately the same as minimizing the distortion. Because the source bitstream is progressive, the more the decoded bits, the smaller the distortion:
This is equivalent to a local first-order (linear) Taylor approximation to 
. Under slow fading, the
one-dimensional problems each corresponding to one channel state. A proof is given in the Appendix. Our confidence in channel state estimation, and thus the validity of decoupled optimization, is justified in the following: when a channel packet is successfully decoded, the channel state is estimated by computing the average BER within that packet. Since the typical BER of the bad state in our examples is around 0.1 or better, and the channel packet length is around . After classification, the computed code rate can be sent back to the transmitter via the feedback channel.
If the receiver experiences an unrecoverable error in a packet, the encoder and decoder assume a bad channel state for the next transmission, regardless of the code used in the last transmission. This strategy is reasonable, since the probability of unsuccessful reception in the good state is very small with either of the two designated codes.
C. Feedback Scheme and Retransmission Delay
The effects of delay depend largely on the feedback strategy. Two widely used schemes are stop-and-wait and selective repeat [22] . The stop-and-wait scheme is easy to implement, however it has longer average delay before any one packet is successfully decoded. Selective repeat is more efficient in terms of overall delay when the transmission/propagation delay of packets is dominant and there is no strict delay jitter constraint. However, that is not true in progressive image transmissions.
In fact, in a progressive image transmission system with relatively high channel bit error rate, the stop-and-wait scheme is more appropriate. Suppose that the encoding/decoding of one packet takes much longer than the transmission and propagation of that packet. This is a practical assumption. In the wireless channel with feedback, for example, the decoding time easily dominates the transmission time for each packet. Further assume that encoding is © times faster than decoding. This is another practical assumption which is true when advanced error protection decoding, such as list decoding or turbo decoding, is in place. At each unsuccessful reception the decoder sends back a repeat-request signal (NAK). When selective repeat is used, the Ç -th retransmission packet arrives â Ç packets after the corresponding NAK was sent, where
is on the order of © . Due to the progressive nature of the source code, each packet needs to be decoded successfully before the decoder can start working on subsequent packets, so the number of retransmissions during each failure cannot be very large. In this case, the characteristics of selective repeat strategy clearly do not fit our purposes. Therefore we use the stop-and-wait scheme in our proposed system and evaluate the retransmission delay accordingly.
If a channel realization incurs no unrecoverable packet error, there will be no repeat requests and the overall delay is identical to that of a system without feedback. Since the existence of feedback allows higher channel code rates, the encoding/decoding is actually faster than in a system without feedback, even in the presence of occasional retransmission.
To verify this comment, we simulated the system specified in Section I-A on a BSC with BER V u F
. The optimal code rate for that system is 8/19, at which the block error rate is V u x ae Á ae x . Therefore, the probability of retransmission is approximately 0.1 and the average number of transmissions for successfully transmitting one channel packet is 1.1.
Although on average it takes 1.1 transmissions to successfully transmit one packet in feedback channels, the transmission time is in fact less than that used in systems without feedback. In wireless communication systems, where a mobile station is usually within several miles of a base station, the encoding/decoding time is dominant, so the delay in transmission and propagation can be ignored. In the previous example, the optimal code rate for a ARQ system is 8/19. The average decoding time for one packet is 0.8 of the time for decoding in a system without feedback, whose optimal code rate is 8/28. Considering the average number of transmissions for each packet is 1.1, theoretically the ARQ system will have smaller average delay than the system without feedback.
Using list decoding [8] in fading channels further complicates the delay analysis, because searching down into the trellis path generates an unpredictable decoding delay. An exact delay analysis in this case is difficult; instead we present a comparative study based on simulations. Assume we desire a feedback system with average delays comparable to the optimal system without feedback. Because the channel state estimation selects the correct channel code with high probability, and the selected trellis path is often the first one in the list, allowing a maximum of 3-4 retransmissions per failure seems reasonable.
Thus, to maintain an average delay comparable to the scheme without feedback, one can allow a certain number of retransmissions, after which the connection is aborted. To see how restrictive such a termination policy will be, we compute the probability of repeated retransmissions. Simulations are performed in two different channels (see Table III -C). The typical number of retransmissions is zero, and each failure requires two retransmissions or less with probability better than 0.99. Therefore, if the number of retransmissions is limited to 2 or less, the resulting impact on the average end-to-end distortion is negligible. 
D. Numerical Results
In all experiments, the system specified in Section I-A is used. The source packet length, including CRC and zero padding, is
. The forward channel is either memoryless or fading, and the feedback channel is assumed error-free. The transmission system uses the stop-and-wait feedback scheme.
The first simulation is on a feedback memoryless BSC with
. The optimal channel code rate as a result of (9) is
. The PSNR of the received image is listed in Table IV . In the same table, we also list the results of the system given in Section II-C. The coding system performance in Table IV confirms our analysis and indicates a u Ù to F u dB PSNR improvement. The second simulation is performed on two feedback fading channels. The Gilbert-Elliott model is used for the simulation (see Figure 7 ). The channel parameters are listed in Table II, Table V . Again, for comparison, we also list the results of a comparable scheme without feedback [12] in the same table. Results in Table V show about 1 dB PSNR gain. Understandably, there is more gain in the slow fading channel (Channel 2).
IV. DISCUSSION
This paper concentrates on the transmission of images over noisy channels, but our methodology is not limited to images. The identical approach may be used for progressive transmission of any source over a noisy channel, under an end-to-end distortion criterion.
The success of the proposed algorithms depends critically on a reliable knowledge of channel bit error rates. It is possible to increase robustness to channel estimation via robust packetization [23] , [24] , pseudo fixed-length entropy coding [25] , or regrouping of the source bits according to sensitivity to errors [26] , as well as a number of other approaches. In general, however, robustness comes with a price -sometimes with the loss of progressive transmission, and often with lower performance at the ideal operating point. The desirability of this tradeoff depends largely on the application. Finding suitable measures and tradeoffs for performance versus robustness remains an important open problem in joint source-channel coding.
V. CONCLUSION
This paper develops bitrate allocation algorithms for progressive joint source-channel coding of images. Our results are applicable to any progressive source code, and any family of channel codes. It is noteworthy that we do not require rate-compatibility of the channel codes. Our parametric approach is constructed using a log-affine empirical model for the decoded block-error rate probability of the channel codes. We used this method to study image transmission in binary symmetric channels with and without feedback, under both memoryless and fading conditions.
APPENDIX
A. Recursive Equation for
To solve (3), we need to write § in terms of § . Using (1), we rewrite the constraint:
Therefore, the Lagrangian of problem (3) is
Taking the derivative of ë with respect to r , we have
Setting the derivative to zero yields
Dividing both side of (12) by F ' D r we will have s r
Inverting and subtracting (13) from (14), we geẗ
Notice that when
, equation (12) , from [19] ,
then it is easy to compute the mean as
Similarly we can show that the second moment is
Substituting (18) and (19) into (16) and (17) 
C. Maximizing the Effective Transmission Number
We intend to show that maximizing the effective transmission number is equivalent to maximizing the information bits successfully received. From the previous result we know that if a total of 
D. Decoupling the Optimization for Fading Channels with Feedback
