In this paper, a new quantity called symmetric information potential (SIP) is proposed to measure the reflection symmetry and to estimate the location parameter of probability density functions. SIP is defined as an inner product in the probability density function space and has a close relation to information theoretic learning. A simple nonparametric estimator directly from data exists. Experiments demonstrate that this concept can be very useful dealing with impulsive data distributions, in particular, c-stable distributions.
INTRODUCTION
A fundamental task in statistical analysis is to characterize the location and variability of a data set. Further characterization of the data includes skewness and kurtosis. In this paper, we mainly address two of these important issues: location and skewness.
The estimation of a location parameter is to find a typical or central value that best describes the data. For univariate data, mean, median, and mode are three common methods [9] . However, if the data is Cauchy distributed, the mean becomes useless, because collecting more data does not provide a more accurate estimate [9] .
Another important characteristic of a data distribution is skewness, which is a measure of symmetry. A distribution is symmetric if it looks the same to the left and right of the center point. For the data set {xi }IN, , the skewness is defined as (1) where x-and s are the mean and the standard deviation of the data. By definition, the skewness measures symmetry with respect to the mean. If the mean estimate is meaningless as in the Cauchy distribution, the skewness is also meaningless although the Cauchy distribution is obviously symmetric. In this paper, we try to solve this dilemma by defining a new concept of center and a new This work was partially supported by NSF grant ECS-0601271. GQ (x -xi ) = exp(-(x _ xi)2 /2U2) 1/r2 T (3) Renyi's quadratic entropy of a random variable X with PDF fx (x) is defined by Hj (X) = -log fx2(x)dx (4) The argument of the log function in (4) is called information potential (IP) since the PDF estimated with Parzen kernels can be thought to define an information potential field over the space of the samples [3] . A non-parametric estimator of the IP (and thus of quadratic Renyi's entropy) directly from samples is obtained through (2) 
Comparing (7) Therefore,
This completes the proof. With only the data available by using (2) in (10) (1) 0 < SED< 2IP(X)); (7) to IP etric, (2) 
SED is called the Euclidean Symmetry measure. Another way to define 'distance' in a vector space is to measure the angle between two vectors. Therefore, the Cauchy-Schwartz symmetry measure Scs is
This is a normalized version of SIP and it denotes the cosine value of the angle between fx (x) and fx (-x). Scs has the following properties: (8) (1) 0< scs < ;
(2) Scs = 1 iff fx (x) = fx (-x) SED and Scs are almost equivalent. Most importantly, some they possess nice non-parametric estimators directly from data whereas other forms of divergence such as Kullback- (9) Leibler are computationally expensive. Practically SCS is more appropriate than SED since it removes the effect of the -X2, 'norm' of the PDF. In the previous definitions, we set the reflection point at the 'is origin by default. However, it would be appealing in some (10) cases to have the symmetry as an internal property of the data distribution and independent of the external coordinate system. As defined in (1), the skewness measures symmetry (11) with respect to the data mean, and is therefore shiftand invariant. By analogy, the center of the data can be first estimated with a subsequent shift to the origin. However, this means our definition of symmetry depends on the (12) particular choice of which point is the center and in practice depends on what kind of method is used to estimate it. 
APPLICATIONS

Measuring Symmetry of data distributions
In the first example, we compare our method with skewness in assessing symmetry of data drawn from Cauchy, Laplacian and exponential distributions (Table I) . 
For each distribution, 1000 points are drawn to estimate the mean, skewness, Rp and Scs . 100 Monte Carlo realizations are run for each distribution. After that, we calculate the average and the standard deviation of these estimates. All distributions and their parameters used in the simulation are listed in Table I . The kernel size is chosen by the Silverman's rule [5] . The results are summarized in Table   II . Scs has much smaller estimation variance than the skewness. In the case of symmetric, heavy-tailed distributions like Cauchy and Laplacian, Rp also provides a much more accurate estimate of the center than the mean. In most cases, the skewness has such a large variance that its estimate is uninformative. The reason why Scs is very suitable to describe impulsive distributions is beyond the scope of this paper (see [8] ). The a-stable distributions are a family of heavy-tailed distributions widely used in financial analysis [6] . The astable distribution requires four parameters for complete description: an index of stability a e (0,2] , a skewness parameter f e [-1,1], a scale parameter o-> 0 and a location parameter p , denoted as S, (u,,6 , p) When a=2 , the Gaussian distribution results. The Cauchy distribution is a special case when a=1 and /= 0 . When a<2 , the variance is infinite and the tails are asymptotically equivalent to a Pareto Law. The estimation of stable law parameters is in general severely hampered by the lack of known closed-form density functions. As far as we know, simple descriptors for u-stable distributions are still lacking due to the flat tails and asymmetry. In this example, we show that the newly defined Scs can be used to characterize the skewness of these distributions. In this example, we fix three parameters a = 0.8, o-1, p = 0 and vary / from 0 to 0.9. For each 6, 2000 data are generated to estimate the skewness and Scs. 100 Monte Carlo simulations are run so that the average and the standard deviation are calculated for both estimates (Fig. 1) . The skewness is estimated by two ways: one is with entire data and the other with 500 data trimmed off. As we see, a smooth monotonic curve is obtained between Scs and 6 whereas the skewness is almost uninformative. Table I ) are used in this simulation. The signal-noise-ratio (SNR) is simply controlled by scaling the noise. When an interval of signal is observed, T samples are obtained, based on which a decision is made whether the transmission is 0 or 1. The mean square error criterion is commonly used while M-estimation is more effective in impulsive noises [7] . Assume the sampled received signal is {t}{=r I. For the Rp detection method, the following criterion is used II-531 The noise power and trimmed MSE 5°0 trimmed data. As we see in Fig.3 , fails in the case of 2-Cauchy mixture because there is a dip in the noise PDF at the center.
CONCLUSIONS
In this paper, a new quantity Symmetric Information Potential (SIP) is proposed. Its mathematical meaning, probabilistic interpretation and relation to the information potential are presented. Based on this understanding, descriptors SED, S, and Rp are defined to quantify the reflection symmetry and to estimate the location parameter of data distributions. All these methods are non-parametric and robust so they are very useful to characterize impulsive data distributions. Examples demonstrate the newly proposed methods outperform the conventional mean and skewness in estimating the location parameter and quantifying symmetry in Laplacian, u-stable and other mixture models. Future work includes the bias and variance analysis of the SIP, detailed parameter estimation methods for a-stable distributions and its possible application in supervised learnig. 
