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ABSTRACT
Numerous techniques exist for measuring temperature using passive devices such as SAW
filters. However, SAW filters have a significant limitation regarding high temperature
environments exceeding 1000⁰C [1]. There are several applications for a high temperature
sensor in this range, most notably heat flux or temperature in turbine engines. For these
environments, an alternative to SAW filters is to use a passive resonator. The resonate
frequency will vary depending on the environment temperature. Understanding how the
frequency changes with temperature will allow us to determine the environmental
temperature. In order for this approach to work, it is necessary to induce resonance in the
device and measure the resonance frequency. However, the extreme high temperature makes
wired connections impractical, therefore wireless interrogation is necessary. To be practical a
system of wireless interrogation of up to 20cm is desired.
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INTRODUCTION

Extremely high temperature sensing is at the forefront of nearly every major industry, to
include energy production, automotive, military aviation, and commercial aviation. These
industries have a necessity for temperature sensing in harsh environments, exceeding 1000°C
while performing real-time monitoring of conditions. There are many applications within the
industrial and automotive applications, high temperature furnaces and commercial and military
jet engines [2] where real-time high temperature sensing would have such benefits as:
determining fuel efficiency, generating clean "greener" emissions, controlling safe operation
with real-time monitoring of conditions, and creating more reliable turbines. More efficient
engines and turbines means a reduction in such attributes as jet engine noise and hydrocarbon
emissions [2]. Some of the next generation engines designs, such as scramjets, would benefit
greatly from a real-time high temperature sensing capability because the on-board computer
would be able to make automated decisions based on real-time temperature data to adjust
engine efficiency for peak performance. Additionally, better efficiency via real-time
temperature sensing would greatly impact the energy industry in areas such as Nuclear power
generation. Nuclear power contributed 19.4% of all US domestic energy generation in 2010 [3],
accounting for over 800 billion KWh of energy generation. Real-time high temperature sensing
would allow for improved efficiency and safer operations, thereby making nuclear energy
production cheaper and helping to avert potential disaster scenarios.
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High-temperature sensing has some significant technical challenges. These challenges include:
developing stable and functional materials at extreme temperatures, micro-machining those
materials and developing methods for wireless sensing, especially if the materials are moving or
rotating. Additionally, any temperature sensor design has to be robust enough to withstand a
harsh environment for a practical period of time while still providing a reliable temperature
measurement throughout the sensor lifetime. At temperatures exceeding 1000°C, typical
devices such as Bipolar Junction transistors are completely impractical due to physical
limitations of most semi-conductor materials and excessive leakage current for those materials.
An alternative is to use bulk resonators that can withstand these extreme temperatures. One
such material is Silicon Carbon Nitride (SiCN). This material is corrosion-resistant as well as
stable at temperatures up to 1500°C [20-22]. Resonators using this materials have already
been demonstrated to withstand temperatures up to and exceeding 1000°C.
The high temperature range often makes wired connections difficult and impractical. It is often
necessary for these environments to be hermetically sealed, creating another challenge for
wired applications [7]. Therefore, it is necessary to develop a technique for wireless
interrogation of a sensor that can survive such an environment. The sensor will be split into
two portions, the temperature sensor itself and associated conditioning electronics. The sensor
itself will be placed in the harsh (in this case high temperature) environment. The remainder of
the electronics will be kept in a safe zone outside of the harsh environment. A method of
interrogating the sensor wirelessly will be used to determine the sensor response [7].
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Several methods exist to wirelessly measure temperatures in harsh environments. There has
been significant work performed with SAW devices coupled with antennas for passive wireless
temperature sensing. However, there are several practical limitations to the effectiveness of
SAW devices, most notably extreme temperatures above 1000°C. Other methods have been
suggested for high temperature sensing in harsh environments to include: Resontators (MEMS,
ceramics and electromagnetic), and several optical micro sensors (such as Bragg Grating
Waveguides).
Resonators present one of the most reasonable approaches to temperature sensing. The
concept of temperature sensing is that the resonance frequency of the device changes in a
predictable, repeatable manner with increased or decreased temperature. This is illustrated in
the flow chart below[8]. The method of measuring temperature is tied to being able to measure
the resonance frequency of the device.
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Figure 1 - Temperature Sensing Flowchart

As mentioned previously, one of the promising materials for stable, high temperature
measurements is SiCN. The dielectric properties of SiCN, coupled with the necessary
dimensions to make a reasonable resonator design, require that the resonator function at Xband. SAW devices have not been characterized up to X-band, and an alternative device must
be employed. This paper will detail the theory behind each of these devices, methods of
wireless interrogation, and analyze the pros and cons of each. Finally, a method of passive
interrogation of a resonator is proposed. This method uses a bulk resonator that responds to
temperature changes that can be measured using an interrogation pulse. This method has
been demonstrated at X-band for both high-Q and low-Q resonator designs using patch
antennas.
4

Current State of the Art for Passive Wireless Temperature Sensing
Numerous types of resonators exist that could be used for Temperature Sensing, but they all
function in much the same method. The resonate frequency of the device varies in a premeasured, predictable pattern based on the environmental conditions of the sensor. Even
though there are a multitude of resonators available, there are only a few types of resonators
that can survive in high temperature environments, and even fewer that can address
environments exceeding 1000°C. Traditional electromagnetic resonators (LC circuits) present
are not possible to manufacture at high temperatures. Conventional semiconductor devices
and electronic sensing devices are generally limited <400°C operating temperatures. This is
due primarily to their packaging technology and material properties [2].
Therefore, alternate resonators must be investigated for high temperature applications. The
type of resonator selected is based on several attributes, in addition to temperature response,
to include: frequency, bandwidth, and Quality Factor. Temperature sensors using resonator
devices has been researched for many years, and there are now numerous commercially
available products. However, most of these resonator designs have been based on lower
frequency applications, focusing on Surface Acoustic Wave (SAW) or Bulk Acoustic Wave (BAW)
resonators. Many of these resonators are limited in their application by their frequency range
of operation and effective bandwidth. For instance, SAW devices are generally held to
frequency rangers between 50 MHz and 2 GHz [9] (although some SAW devices have been
manufactured up to 3GHz [1]. BAW resonators are generally sub 100MHz, Stripline resonators
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are generally 500 MHz to 50 GHz, Dielectric Resonators operate from 800 MHz to >100 GHz and
Waveguide resonators operate from 5 GHz to >100 GHz [9]. For the High-Temperature sensing
(with SiCN materials for example), a dielectric resonator design is necessary due to the
frequency of operation (>10GHz). Waveguide and Stripline resonators can also be
implemented in this frequency range, but designs based on these resonators would not
function at temperatures exceeding 1000°C. However, these designs can be implemented at
low temperature to study the wireless interrogation theory involved in a passive wireless
resonator temperature sensor.

Cavity Resonators
There are many kinds of resonators, the most simple of which is the cavity resonator. A
resonator can be developed using closed sections of waveguides. Electric and magnetic energy
can be stored within the cavity created by the walls of the waveguide, and it is also dissipated
into the metal walls, as well as the cavity dielectric material [11]. It is necessary to short circuit
the ends of the waveguide in order to form a closed box. Cavity resonators can be both
rectangular and circular (or cylindrical). For reference, the cavity resonator used in the test
setup was a rectangular air-filled cavity created by mounting two N-type to waveguide
transitions together with cut center pins.
For cavity resonators, the three most important characteristic are: dimensions, material
construction (both walls and dielectric) and the mode of propagation. The dimensions and
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material construction directly affect the mode of propagation in the resonator, which in turn
directly affects the Q value of the resonator.
The following equations [11] illustrate how the resonator Q value is determined from the
dimensions and material construction of the resonator.
𝜆𝜆𝑜𝑜 =

2

(1)

𝑚𝑚 2
𝑛𝑛 2
𝑝𝑝 2
√𝜀𝜀 𝑟𝑟 𝜇𝜇 𝑟𝑟 ��� 𝑎𝑎 � +�𝑏𝑏 � +� 𝑐𝑐 � �

where a,b,c correspond to the length, width and depth of the cavity and m,n,p correspond to
the TEmnp mode of operation.
3

�𝑘𝑘10𝑞𝑞 𝑎𝑎𝑎𝑎� 𝑏𝑏𝑏𝑏
1
𝑄𝑄𝑢𝑢 =
2
2
3
3
(2𝑞𝑞 𝑎𝑎 𝑏𝑏 + 2𝑏𝑏𝑑𝑑 + 𝑞𝑞 2 𝑎𝑎3 𝑑𝑑 + 𝑎𝑎𝑑𝑑 3 )
2𝜋𝜋 𝑅𝑅𝑠𝑠
𝜋𝜋 2

1

𝑞𝑞𝑞𝑞 2 2

(2)

𝜇𝜇

where 𝑘𝑘10𝑞𝑞 = �� � + � � � , 𝜂𝜂 = � for air, and cavity dimensions a,b and mode TE10q.
𝑎𝑎
𝑏𝑏
𝜀𝜀
Piezoelectric Resonators
Piezoelectric materials are very useful for developing resonators. The material exhibits what is
called the " Piezoelectric effect" in which a crystalline material shows a linear electromechanical
interaction which occurs between the electrical and mechanical states. This means that
mechanical strain can be translated into electric charge, and vice-versa. These materials are
often useful in sound detection, high voltage generation, and electronic frequency generation,
as well as sensor applications (to include high temperature sensors). Types of piezoelectric
resonators include Surface Acoustic Wave (SAW) and Bulk Acoustic Wave (BAW) resonators.
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Surface Acoustic Wave Devices
The most common Piezoelectric resonator is the Surface Acoustic Wave (SAW) resonator. A
SAW device works by converting an electrical signal into a mechanical wave on a substrate
typically constructed of a piezoelectric crystal or ceramic. This gives the SAW device the unique
ability of "storing" the wave for a short delay time. This effect will be important later on in the
Wireless Interrogation section this paper. The delay time of the mechanical wave is directly
affected by the properties of the substrate material. The two most important characteristics
that affect propagation of the mechanical wave within the device are temperature and
geometry [12]. This, coupled with the aforementioned delay capability, means that the SAW
filter is uniquely suited as a temperature sensor. When coupled with a matched antenna pair,
the SAW device can be interrogated wirelessly. The interrogation pulse is transmitted between
the antennas, converted into a mechanical pulse within the SAW device, the return pulse will
be delayed based on the temperature environment the SAW device resides in (with known
delay versus temperature characteristics), converted back into electrical pulses and
retransmitted back through the antenna pair for detection.
SAW devices function because of the properties of piezoelectric materials. Sensors using
acoustic waves have been developed since World War II [13]. Piezoelectric substrates are very
effective for SAW devices because of their ability to efficiently convert electrical energy into
mechanical energy [13]. Quartz has been the most common piezoelectric substrate for SAW
devices due to low cost and high availability, but its piezoelectric properties dissipate above its
Curie temperature of 573°C. It is possible to develop a higher temperature sensor, using SAW
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devices, by using newer materials with higher Curie temperatures. Several materials have been
used in the application, to include quartz (SiO2), lithium-niobate (LiNbO3), lithiumtantalate
(LiTaO3), berlinite (AlPO4) lithium tetraborate (Li2B4O7), langasite (LA3Ga5SiO14) and
galiumnorthophosphate (GaPO4); the later four of which are good for high temperature
environments, possibly up to 1000°C [12]. It is very important that the temperature
characteristics of the material be well characterized for detection purposes.
SAW devices are heavily limited by their operational frequency. SAW devices have not been
mass developed for frequencies above 2GHz. There have been recent developments in the
mobile phone and other markets to push the operational frequencies of SAW devices away
from UHF and into X-band [14]. This has been demonstrated previously using an AlN/diamond
layered structure [14]. Polycrystalline diamond has become a good SAW substrate, despite not
being piezoelectric. Diamond has the highest elastic content of most available materials,
resulting in a high SAW velocity. However, development of Polycrystalline diamond can be
significant, requiring a Plasma Enhanced Chemical Vapor Deposit process and e-beam
lithography.
The Q of the SAW resonator is a very important factor. It represents the following ratio [12]:
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑖𝑖𝑖𝑖 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑖𝑖𝑖𝑖 𝑎𝑎 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

The energy stored in the resonator, often referred to as Wr, is an exponential function based on
a decay with a time constant τ [12] and 𝑊𝑊0 is the energy stored in the resonator at time t=0.
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−𝑡𝑡

𝑊𝑊𝑊𝑊 = 𝑊𝑊0 𝑒𝑒 𝜏𝜏

(3)

Therefore, the most important design element for developing a high Q resonator is the decay
time of the resonator. This becomes critical for resonators that do not use acoustic coupling,
when the resonator response signal does not impact the interrogation signal.
Saw devices exhibit a considerable delay time, which is due to the acoustic velocity of the wave
in the material. The time is
𝜏𝜏 =

𝐿𝐿

(4)

𝑣𝑣

where L is the center to center transducer spacing, and v is the velocity of the acoustic wave. A
small change in a measured quantity (like temperature) will result in a change to the time delay.
The sensitivity of the SAW device, is based on changes in the velocity or in the delay time. This
time delay function is what makes SAW devices desirable for wireless interrogation, since the
return pulse is delayed by a time that is several orders of magnitude greater than the
interrogation pulse width, and eliminating interference between the two.

Bulk Acoustic Wave (BAW)
Bulk Acoustic Wave Resonators work by propagating acoustic waves through its active structure
bulk. BAW resonators offer some significant advantages over SAW devices for temperature
sensing, but they are considerably more expensive with complex development processes [15].
However, BAW devices were originally designed with high performance consideration, BAW
10

offers improvement over SAW, especially regarding loss and selectivity. BAW intrinsically offer
higher -Q values, which allows for longer resonance times. BAW devices have higher operating
frequencies (>2GHz), which allows a much wider range of integration with newer sensing
technologies [15]. Lastly, BAW devices are capable of higher power handling, resulting in
longer lifetimes for many applications [15].
SAW has an advantage over BAW (aside from processing complexity and cost) in that it has
higher temperature coefficient of frequency (TCF). TCF represents how much the resonant
frequency of the devices responds to fluctuations in temperature. For RF filter, high TCF is not
desirable, but for temperature sensor design, a high TCF allows for more accurate temperature
measurements by spreading the temperature fluctuation over a broader frequency bandwidth.
TCF is highly dependent on the material used. For instance, a SAW filter using LiTaO3 has a TCF
of -38 ppm/K to -44 ppm/K. LiTaO3 has a curie temperature of 607°C - meaning this is not a
candidate material for sensing above 1000°C, but it does illustrate that SAW has significant
temperature drift. BAW devices have natural temperature compensation, often dependant on
the material used for the uppermost reflector layer [15]. This means detection of the change in
resonance frequency will be more complicated with BAW devices.
There are two types of BAW devices, thin-film bulk acoustic wave resonators (FBAR) and solidly
mounted resonators (SMR)[16]. Both operate on the same basic principles, with the primary
difference being the fabrication technology. FBAR and SMR use metal-piezoelectric-metal
material stacks. FBAR uses a micromachined airgap, which reduces electromechanical coupling
and SMR uses an array of reflecting materials (such as a Bragg reflector)[16]. All resonators
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have properties that are subject to their material selection, however SMR devices that use
BRAG reflective coatings are often subject to temperature limitations. Often these gratings
exhibit poor temperature stability at higher temperatures, and can be completely erased at
temperatures over 700°C [17].

Magnetostatic Surface Waves
Magnetostatic Surface Wave resonators (MSSW) are not piezoelectric resonators, but they
behave similarly in that both involve surface waves that propagate several orders of magnitude
slower than electromagnetic waves. They are also detected by a transducer, just like a SAW
device. These devices work by transmitting a magnetostatic wave across the substrate surface,
which is usually an epitaxially grown, ferromagnetic thin film over a sapphire or alumina
substrate [18]. MSSW resonators have a low propagation loss (on the order of 20dB/μs) and
have wave velocities that allow operation up to 30GHz. However, this technology has not yet
been commercially developed because of the difficulties and costs associated with developing
high-quality thin-film ferrimagnetic materials [18].

Electromechanical Resonators
MicroElelectroMechanical Systems (MEMS) devices offer a unique alternative to SAW devices
for high temperature sensing. While BAW resonators are general considered to MEMS devices,
this section deals primarily with electromechanical resonators. They are developed using
12

standard lithography approaches, and depending on the materials used, can easily sense
temperatures exceeding 600 °C. The most common type of temperature sensor is the MEMS
resonator. The temperature sensor fashioned around this type of device would perform very
similar to the ceramic resonator outlined later. Depending on the operational use, the device
could either be interrogated wirelessly or using a direct connection. Either way, the frequency
of the response signal indicates the environmental temperature.
There have been numerous types of MEMS resonators developed. One of the most prevalent is
the electrostatic actuated cantilever beam. The beam is fabricated using either standard
lithography approaches (with a "lift-off" step) or using surface micromachining. For application
as a high temperature sensor, the MEMS resonator needs to have as high a Q as possible, to
ensure long resonance time. The Q of the devices is actually dependant on several factors, such
as the following (dependant on geometry and application) [16]
1

𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄

=

1

𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄

+

1

𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄

+

1

𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄

+

1

𝑄𝑄𝑄𝑄ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

(5)

Air damping is a function of several damping factors, such as Stoke's damping, squeezed-film
damping and acoustic damping (damping due to acoustic radiation caused by the resonator
exciting the air around it). Support damping is caused by when a fraction of the vibration
energy dissipates into the substrate due to the anchor location of the beam. The Qsurface can
be a result of the surface-effect damping (due to the surface to volume ratio of the design) as
well as surface losses such as structural dissipation. Lastly, the thermoelastic damping is the
intrinsic damping caused by the thermoelasticity present in the material selection caused by
irreversible heat flow [16]. For these reasons, design of the MEMS resonator is extremely
13

critical when used as a temperature sensor. Trade-off must occur between material selection,
geometry, anchor points, and other design considerations when choosing a design.
The effective temperature sensing capability of MEMS devices is highly dependent on the
materials used in the resonator. One of the most prevalent materials for harsh environments
has been Silicon Carbide (SiC)[13]. Temperature dependant MEMS devices have been
manufactured using SiC, but there have not been any devices developed that exceed 400°C.

Dielectric Resonators
A low-loss, high dielectric constant material can also function as a resonator. Often a small disc
or cube of this material is used (referred to as a "puck"). These perform similarly to a cavity
resonator in that the high dielectric constant of the material contains most of the magnetic
fields with the dielectric. The primary difference between a dielectric resonator and a metallic
cavity resonator is that the dielectric resonator can have leakage out of the sides [11]. Room
temperature Q of a dielectric resonator is (in the TE01 mode) is: 𝑄𝑄 =

1

tan 
(𝛿𝛿)

where δ is the

dielectric loss tangent [11]. Given this, Q is totally dependent on the material selection for
design consideration.

For extreme high temperature applications, an alternative to using a SAW device is to use an
Dielectric Resonator, such as a ceramic puck. Ceramic materials can achieve extremely high
temperatures with excellent thermal stability. They also have improved oxidation resistance
[19]. There have been many materials developed for ceramic resonators, such as Silicon
Carbide (SiC) and Silicon Nitride (Si3N4). However, these materials have not been shown to be
14

effective at temperatures exceeding 1000°C, they are also limited by high cost and fabrication
methods [19]. Some newer materials that are being developed include Amorphous Silicon
Carbonitride (SiCN), and AlPO4-mullite composites [19]. This paper will focus on developing a
wireless interrogation technique for use with an SiCN resonator.
Based on the dielectric properties of the SiCN and the dimensions required to develop a
dielectric resonator based on SiCN, the operational frequency of the resonator will be at X-band
(near 10GHz). Therefore, it is necessary to develop a wireless interrogation technique that
works at X-band. The concept is to interrogate the resonator using the same pulsed
interrogation scheme as the SAW device. However, the Electromagnetic Resonator has a
significant design challenge over the SAW device, there is essentially no delay capability. The
low propagation velocities within SAW devices make delay times on the order of microseconds
possible [1]. This allows time for any environmental echoes cause by EM multipath propagation
to fade away [1]. Therefore, any wireless interrogation method for sensing with resonators is
going to have to account for the interference between the transmit and receive interrogation
pulses. This can be accomplished via time-domain gating of the receive signal, however this will
result in reduced signal energy [1].
As stated previously, the Q of a dielectric resonator is dependent on the dielectric loss tangent.
At 6.225 GHz, the dielectric loss tangent of SiCN is .00541, therefore the Q is approximately
185. For AlP04, the loss tangent is .00427 at 6.305GHz, equating to a Q of close to 235.
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Wireless Interrogation Theory
Wireless interrogation of the passive temperature sensor can be accomplished in one of four
methods: time domain sampling using pulse radar, time domain sampling using a chirp radar,
frequency domain sampling using a network analyzer or frequency domain sampling using a
Frequency-Modulated Continuous-Wave (FMCW) design. Of these four, the first one, time
domain sampling using a pulse radar offers the best performance using the least expensive or
complicated design. It offers high dynamic resolution for fast moving objects and requires a
relatively simple switching device and transceiver unit. The only drawbacks to pulsed radar are
the requirements for significant post-processing, requiring fast sampling and fast signal
processing capabilities. It also suffers from decreased range due to the relatively low duty
cycles. The time domain sampling using a chirp radar can result in increased range due to the
increased duty cycle associated with this type of radar. However, only modest gains are
possible due to bandwidth restrictions and initial delays associated with the sensor
transponders.
The frequency domain sampling techniques have some significant challenges and benefits as
well. For the most part, these techniques rely on low cost and low speed components with a
decreased demand on signal processing. They also have increased range due to the increased
duty cycle. However, they are only good for quasi-stationary objects, making them less than
ideal for the application within high temperature moving turbines. The measurements for
frequency domain sampling have to be done on either a Vector Network Analyzer (VNA) which
would be impractical for anything but a laboratory environment.
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Wireless interrogation of the sensor is accomplished using the time domain sampling using a
pulse radar technique. This technique is subject to many of the same limitations of a radar
system. However, unlike radar, the system uses a pair of matched antennas, as opposed to a
single transmit/receive antenna. Both antennas will act as both transmit and receive antennas
simultaneously, with the initial transmit pulse from the antenna in the safe environment, and
the receive antenna in the harsh environment. Additionally, the receive antenna is directly
attached to the sensor (or resonator for this application). The power of the received pulse is
approximately governed by the radar range equation [1]:
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(5)

For the above equation, Po is the power of the transmitter, λ is the wavelength, Gr and Gs are
the transmit and receive antenna gains (respectively), A is the sensor attenuation, and kToBF is
the thermal noise equation (To is the temperature, B is the system bandwidth and F is the
system noise figure). Lastly, the SNR is the minimum Signal-to-noise ratio that is necessary to
for signal detection. Note that this equation differs from the normal radar equation in one
significant difference, the inclusion of the sensor attenuation (including the sensor itself and
any system losses between the antennas and the sensor).
This application of the radar theory has a significant issue, the time delay between the transmit
and receive pulse is significantly less than the burst pulse width that can be practically
developed. For SAW devices, the long delay times mean that the receive signal does not
interfere with the transmit pulse. At 10GHz, transmission across 8 inches and back occurs in
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1.35ns. While burst widths less than 1.35ns are possible, it exceeds the switching times of most
commercially available relays or PIN diodes. Because the transmission time is less than the
burst width, there is overlap between the receive pulse and the transmission pulse. When
determining the resonant frequency, time-domain gating must be used to remove the
transmission pulse, thereby only measuring the receive pulse [1]. The remaining portion of the
receive pulse after gating is the decaying response of the resonator. Depending on the Q of the
resonator, the decay portion can not only be very short, but also very steep. High Q resonators
have a long decay time, making them advantageous for this time-gated wireless interrogation.
Low Q resonators fall off quickly, meaning the time – domain gating is very short and difficult to
measure repeatedly. This makes determining peak power output, and therefore peak range of
the system, extremely difficult. It is important to develop a repeatable method to easily
determine the optimum time-domain gating to ensure measurement of peak power output.
Additionally, since the time-domain gate is very short for Low Q resonators, the amount of data
collected is very short, and the Fourier transform of that data results in half the number of data
points spread across a wide frequency band. Therefore, the number of data points in the
frequency of interest will be incredibly small. Often resonators have a temperature fluctuation
of X°/Y MHz where "Y" is often on the order of 1 to 2 MHz. This means to be accurate to X°, we
need to have a frequency domain accuracy of at least 1 to 2 MHz. For this reason, it is
necessary to use Matlab (or some other computer software) to perform the time-gating and
FFT. The method is described in the test methodology section.
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Additionally, the long delay times mean that environmental echoes from multipath propagation
fade away before the receive signal is sent [1]. For short distances of a few inches, the
multipath interference should be very small, but for larger distances (8 inches and greater) the
multipath interference can become significant. To overcome this, a method of coherent
integration of pulses can be employed to help improve the SNR.
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METHODS AND MATERIALS
It is necessary to develop a test methodology to determine if the resonant frequency of a
resonator is detectable at distances up to 8 inches. It is easier to base a test methodology on a
High Q resonator since it has a longer resonance and easier to measure. However, most hightemperature resonator designs are Low Q designs. Therefore, It is necessary to test both Low Q
and High Q resonators. The Q function has a considerable effect on the ability to analyze the
data, especially at distances upto 8 inches. Additionally, a method of repeatable analysis of the
shift in resonate frequency is necessary. The oscilloscope is capable of internal spectral analysis
(a Fast Fourier Transform function), but requires manual entry would be unacceptable for a
multiple test configuration as well as for any future commercialized version of the resonator
sensor. Therefore, a method of data collection using Matlab is proposed and developed.
Development of Resonator - Antenna System and Test Platform
In order to prove the wireless interrogation method of a high temperature resonator, the
following components needed to be determined and/or designed and tested: the passive
resonator itself, the wireless interrogation method, wireless interrogation antennas, and the
test platform necessary to test the wireless system. Finally, a method to collect and analyze all
of data needed to be developed.
Passive Resonator Selection
The intended purpose of the passive resonator is for high temperature sensing exceeding
1000°C. This limits the material selection of the resonator to materials such as SiCN.

Resonators have been developed using these materials, but for the purposes of developing a
wireless interrogation technique, an easy to develop resonator that functions at room
temperature with a similar response function was desired. The ceramic materials intended for
use in the high-temperature sensor function at X-band, therefore an X-band resonator was
necessary. For initial testing, a simple waveguide resonator was constructed by putting
together two X-band coaxial to rectangular waveguides together to form a basic metal
structure air-filled cavity resonator. A cavity resonator works by storing all of the
electromagnetic energy within the space bounded by the walls of the cavity. The cavity
effectively works by creating two parallel plates that are spaced sufficiently apart (L = nλ/2)
such that reflected electromagnetic waves interfere with their incident wave and create a
standing wave pattern at the desired frequency.

E-field Incident
E-field Return

Figure 2 - Cavity Resonator TE103 Mode
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Figure 3 - High Q Resonator S11

This type of cavity resonator was chosen because it is easy to construct, simple to measure and
of sufficiently high-Q. A high-Q factor is desirable for ease of measurements - since the higher
Q results in a lower damping ratio and a longer resonance decay function. Since the desired
outcome is to measure the output of the resonator, it is easier to do so if the resonator decay
function is longer allowing more time for data measurements and more datapoints.
Based on the dimensions of the cavity resonator (22.78mmx10.08mmx53.71mm), and equation
(1) above, the cavity resonator operates in the TE103 mode. This mode is illustrated in figure 2,
above. The corresponding resonant frequency, 𝜆𝜆𝑜𝑜 , was calculated to be 28.25mm, or 10.62

GHz and verified on the Vector Network Analyzer (VNA), with S11 parameters shown in figure 3,
above. The unloaded Q of the resonator can either be measured with the VNA (using the S21
parameter) or it can be calculated from the equation (2) above.
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Rs is the surface resistivity or 𝑅𝑅𝑠𝑠 =

1

where δ is the skin depth of the cavity material (.8μm for

𝜎𝜎𝜎𝜎

Aluminum at 10.62GHz) and σ is the conductivity of aluminum. The unloaded Q of the cavity
resonator was calculated to be 1523.4.

Antenna Selection
To wirelessly interrogate the cavity resonator, it was necessary to design a pair of matched
antennas. This resonator was never intended to be used in a high temperature environment therefore it was not necessary to limit the desired antenna for temperature measurements.
Therefore, antennas there were considered were chosen because of their ease of fabrication
with microwave PCB materials (Rogers 3003, etc). Two antenna designs were selected, a
Coplanar Waveguide Antennas (CPW) and a patch antenna.
It was important that the antenna have sufficient directivity and gain to ensure sufficient signal
strength remained after the double propagation between the two antennas. Even though the
antenna built was not intended for high temperature environment, it was desirable to choose a
design that could be easily tailored for a high temperature environment. For these reasons, a
pair of matched patch antennas was ideal. Three interrogation bandwidths were chosen,
100MHz, 50MHz and 33MHz, corresponding to a pulse width of 10ns, 20ns and 30ns
respectively. The patch antennas were designed with a center frequency of 10.62GHz and a
bandwidth of approximately 100 MHz. The antennas were made out of Rogers 3003
PTFE/Ceramic laminate material that had a dielectric constant (εr) of 3 and a height (h) of
60mils. The length (L) was calculated to be 7.33mm and the width (W) to be 10mm, with an
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edge impedance of 180Ω. The design uses a 1/4λ microstrip transformer to impedance match
the edge impedance to a 50Ω transmission line.

50Ω Microstrip
Line

1/4 λ Transformer
Patch

W

L
h
Ground Plane

Figure 4 - Patch Antenna Design

Pictures and S-parameters for the patch antennas are shown in the figures 5 and 6 below.

Figure 5 - Pictures of Patch Antennas
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Figure 6- Transmit (top) and Receive (bottom) Antenna S11
Using an Anadoic chamber, the two patch antennas were characterized for E-plane and H-plane
responses at 10.62GHz. Each antenna was attached to a rotating fixture that was a known
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distance inside the anadoic chamber. On the other side of the anadoic chamber, an X-band
horn antenna, attached to the a Vector Network Analyzer, was used to broadcast a
characterized transmission signal. The resultant E-plane and H-plane measurements were
made, the plots for both planes are shown below:

Figure 7 - Transmit Antenna E-field (Left) and H-Field (Right) Propagation Patterns
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Figure 8 - Receive Antenna E-field (Left) and H-Field (Right) Propagation Patterns

Lastly, the gain was calculated based on the above characterization using Mathcad. The gain of
the horn antenna and transmitted signal from the VNA were both known quanities, the
distance bewteen the antennas was precisely measured and the signal losses associated with all
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of the system except for the patch antennas were well characterized. Using this data and the
data collected from the VNA The gain was calculated to be 7.4dB and 6.74dB for the two patch
antennas, respectively. A plot of the gain response is shown below.

Gain Patch 1
Gain Patch 2

Figure 9 - Transmit and Receive Antenna Gain

Testbed Design
In order to accomplish the time domain sampling using a pulsed radar technique, it was
necessary to develop an RF front-end that would work in a laboratory environment. Most
pulsed radar reader units would be similar to the following block diagram schematic [20]:
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Figure 10 - Prototype Instrument System [20]

Other reader units have been developed for time-domain sampling using a mixture of mixers
and A/D's, all of which become more expensive as you move into the X-band range of
operation. For the laboratory environment, a more simple technique was developed to create
the instrument system, using an oscilloscope and a function generator coupled with a PC for
post-transmission processing.
In order to test the sensor-antenna system, it was necessary to develop a test platform that
could produce the proper interrogation pulse, receive the return pulse and output the data in a
method that could be manipulated by Matlab. Therefore, two primary devices were necessary,
a signal generator and an oscilloscope that could save digital waveforms.
In order to excite the resonator it was necessary to interrogate the sensor with a pulse at or
near the resonant frequency. However, as previously mentioned, the return pulse interferres
with the incident pulse such that accurate measurement of the return pulse is impractical.
Since the resonator will conitnue to resonate for a period of time, dependant on the resonator
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time constant, after the interrogation pulse is removed, a method of modulating the
interrogation pulse was necessary. A simple modulation waveform was employed that turn on
the interrogation signal for a predetermined time period (10, 20 or 30 ns). A plot of the
modulated waveform is shown below:

Carrier waveform
Pulse
Width
Interrogation Pulse
(near resonant frequency)

Modulated Pulse

Figure 11 - Modulated Interrogation Signal Waveform

The signal generator chosen was an Agilent E8257D, 250kHz - 50 GHz PSG Analog Signal
Generator. This signal generator is capable of outputing pulse modulated waveforms at X-band
and power output upto 25dBm. The system is also capable of pulse widths down to 10ns.
The pulse width of the carrier waveform directly affects the bandwidth of the interrogation
pulse. The bandwidth is 1/n where n is the pulse width. Therefore, pulse widths of 10, 20 and
30ns correspond to a pulse bandwidth of 100, 50 and 33 MHz respectively. The bandwidth of
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the interrogation pulse as comparied to the bandwidth of the antennas is critical. If the
bandwidth of the interrogation pusle is contained entirely within the bandwidth of the antenna
pair, then the full energy of the interrogation pulse will impact the resonator. If not, and the
antenna bandwidth is shorter than the interrogation pulse, than only the fraction of energy
contained within the antenna pair bandwidth will impact the resonator, resulting in a lower
resonate freuqency response. This concept is detailed in the image below:

Modulated Interrogation
Pulse Bandwidth

Antenna Bandwidth

t
Transmitted Energy

Figure 12 - Antenna/Pulse Bandwidth Overlap

The intention is to use time-gating analysis to remove the incident pulse and measure only the
decaying resonant response. Many digital oscilloscope have an internal Fast Fourier Transform
(FFT) function that can be used to measure the spectrum of a time-domain waveform. In
addition, many digital oscilloscopes can perform a time-gating function where the FFT is only
performed on a specific subset of the data. Many such oscilloscopes have a very cumbersome
method of controling the time gating function (either via knob control or some other human
interface), and even if the control can be accomplished via an external autmoated system, it is
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very difficult to account for necessary changes in the gating function. For applications of hightemperature sensing, where the resonant frequency is not necessarily known and the length
and position of the time-gating function will change dependant on resonant frequency sensor.
Therefore, it was necessary to use an oscilloscope that could easily download a dataset for use
in an external program, such as Matlab. Another concern is that the number of datapoints that
will be necessary for calculation. The nyquist critera for fourier analysis already cuts the
number of datapoints in half, and then the time-gating reduces the number considerably more
(dependant on the gate length). This means a very high resolution oscilloscope will be
necessary. The oscilloscope chosen for this task was the DPO-71604 series by Tektronix. This
oscilloscope has a high data resolution (50Gs/s) and can download directly to a data file for
easy matlab manipulation.
In order to characterize the R4 reliance of the matched antenna pair, it was necessary to
measure the interrogation (incident) pulse as well as the return pulse. To achive this, a
directional coupler was employed with a -10dB coupled output. In order to separate the return
pulse from the incident pulse, a circulator was used post-antenna transmisson. I full schematic
and pictures of the test setup is shown below.
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Figure 13 - Experimental Test Setup

Figure 14 - Experimental Test Setup
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Oscilloscope FFT function
The Tektronix DPO-71604 oscilloscope is capable of performing a digital FFT of any received
signal. Additionally, the oscilloscope is capable of performing the time-gating of the signal.
However, this capability is cumbersom since it has to be configured manually for each received
signal - making automated application impractical. However, it is very useful for verifying
performance of the Matlab produced results. A comparison of the Matlab results versus
oscilloscope internal time-gated FFT is in the results section.

Interrogation Signal to Resonator Bandwidth Relationship
Additionally, just at the relationship between the interrogation pulse bandwidth and the
antenna bandwidth is critical, the relationship betwen the interrogation pulse bandwidth and
resonator bandwidth is equally critical. There are three cases that can exist: no overlap, partial
overlap and full overlap. When there is no overlap, all that is measured is the interrogation
pulse bouncing off the impediance mismatch of the resonator, with no energy absorption. As
the overlap of the two bandwidths increase, the portion of the response due to the resonator
becomes greater. This is because more energy is being absorbed by the resonator, and
therefore more energy is being returned when the resonator response begins to decay. When
there is full overlap, all of the energy from the interrogation pulse is being absorbed by the
resonator, and all that is measured is the resultant resonator energy as it decays over time. A
graphic image of the overlap and resultant theoretical frequency response of the system is
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show in the figures below (ƒIP = Interrogation Pulse Frequency, ƒRes = Resonator Center
Frequency).

Signal BW

Signal BW

Resonator BW

Resonator BW

t
No Significant Overlap

ƒIP

Signal BW

Resonator
BW

t

t

Overlap

ƒIP ƒRes

Overlap

ƒIP

ƒRes

Figure 15 - Resonator - Interrogation Pulse Relationship

Matlab Code Development
The code for the Matlab m-file is contained in Appendix A. The Matlab code is setup to plot the
frequency response of the return signal across each frequency in the manually run frequency
sweep. There are four subroutines in the code in order to accomplish this. The first subroutine
calls a commercially available m-file that reads the data from the proprietary .tds file format
that the Tektronix oscilloscope outputs. The next subroutine sets up the conditions of the
program (pulse width, power, desired frequency sweep, etc) and analyzes the incident signal to
determine the appropriate start-time for the time gating widow. Since the resonator decay
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response starts as soon as the interrogation pulse is removed, the optimal start time for the
window is when the interrogation pulse is removed. However, the fall-time of the modulated
pulse is still significant, therefore gating is started when the interrogation pulse falls to 10% of
its peak value. A diagram of this is illustrated in the figure below. The end point of the timedomain gating is determined based on the number of datapoints included in the windowing.
Therefore, the user can adjust the window width at will. The longer the width, the higher the
resolution of the FFT performed (more datapoints), but the FFT also returns the time-average
response of the decaying resonator function, thereby reducing the amplitude of the return as
the windowing increases. In order to determine the maximum amplitude of the resonator
response, the windowing must ideally approach zero width.

Interrogation Pulse

10% IPeak
IPeak
t
Return Pulse

t=0

tfall Time Gating

Figure 16 - Time Domain Gating Technique
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The resolution of the Matlab program is highly dependent on test configuration, most notably
the settings used for taking data from the oscilloscope. The number of data points used will
directly impact the resolution of the Fast Fourier Transform. For a high-Q application, the
number of data points can be on the order of 5000, after time gate. However, for low-Q
applications, it may only be 500 points (since the gate may only be 1ns). After the nyquist
criteria is met, the FFT will result in n/2 or 250 to 2500 points (depending on the gating), which
covers a frequency range of 0-40GHz. This means a resolution of 160 MHz to 16 MHz per
datapoint. In order to achieve a higher resolution, it is necessary to increase the number of
datapoints, which can drive complexity and processing time. The oscilloscope used was able to
accommodate 200,000 data points (or 2,000 to 2,0000 after gating) resulting in a frequency
resolution of 40 Mhz to 4 MHz depending on the gate lengths.
This leads to the second test condition - determine maximum sensor output in order to verify R4
dependance by adjusting the gate width to be near zero. For this, the time gating was reduced
to as few points as possible. The principle is to measure the resonator response at a single
point in time, as soon as the interrogation pulse ends and the resonantor response alone
begins. Computing this output power should assist in the determination of whether the system
meets the conditions of the equation outlined in the wireless interrogation theory section.
The third subroutine of the Matlab code performs an FFT on the windowed data, and the 4th
subroutine scales the data and plots it. The code is automatically repeated for each frequency
in the frequency sweep and the resultant plot is repeatedly super-imposed.
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The Importance of Q Factor for Time-Gating
An FFT of the full resonant response can identify the resonant frequency, but it will not reflect
the maximum power of the system since the resonator response is decaying. Therefore, the
time gating length is critical to determining system performance. The length of the gate is
dependent on the resonator time constant, τ = Q/ω°. For the High Q cavity resonator (unloaded
Q of 1523), τ is approximately 23 ns. Therefore, the optimal gating is less than 23 ns. For a Low
Q resonator (unloaded Q of 135) τ is approximately 2 ns. The loaded Q would be even less, due
to external coupling factors, resulting in even shorter τ. The gating becomes extremely critical
and difficult to implement using the gating function within the digital oscilloscope. Matlab is the
optimal solution since only the desired data points were fed into the FFT providing effectively
an ideal gating. A significant challenge with time-domain gating is achieving sufficient resolution
to determine the frequency shift of the resonator with temperature. Shorter gates times of less
than 2 ns already constrain the number of data points collected, and the Nyquist criteria cuts
the resolution in half in the frequency domain. It is necessary to have a high resolution system
to ensure a sufficient number of data points.
However, if the objective of the time gating is to measure the resonant frequency only,
regardless of the magnitude of the pulse, then the time-gating window can be extended
throughout the period between pulses of the pulse modulation waveform. This will allow
higher resolution of the resonant frequency, since the interrogation pulse is switched off.
However, the magnitude will decrease significantly because the resonance has decayed
considerably.
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Low-Q Resonator Design
A high-Q resonator is useful for characterizing the whole system, but is not practical considering
the designs for high-temperature sensors. Most resonators designed for high temperature
sensing have Q values approaching 100. This means the resonator decay function is
considerably shorter, making the time-domain gating even more critical. in order to develop an
easily fabricated resonator with Q factors similar to the high temperature (SiCN) resonators, a
PCB U-shaped resonator was designed and fabricated. This resonator is a half wavelength
microwave resonator with a targeted QL between 100 and 200. The performance is similar to a
Hairpin Resonator Filter. The resonator was measured using a VNA to have a loaded Q of 135.
The unloaded Q measurement for this resonator was more challenging than the high-Q
resonator, since this resonator is inherently a single port resonator. The high-Q resonator has
two ports, making the calculation of the Qu simple via the S21 measurement. A simple two-port
version of this resonator was fabricated (image below), but this did not prove to have the same
Q values due to coupling factors between the two ports. The Unloaded Q can be found using
the equations Qu = QL (1+k) and S11(min) = 20Log|ΓRES | = 20Log|(k-1)/(k+1)|. The unloaded Q
was calculated to be 132.
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Low Q Resonator S11
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Figure 17 - Low Q Resonator S11

Figure 18 -Low Q Resonator
Test Methodology
In order to determine if the system is actually detecting the resonance of the resonator and not
just the interrogation pulse is to sweep the interrogation pulse through a series of frequencies
around the expected resonator response. Since time-gating is employed to remove the
spectrum of the interrogation pulse, the return pulse should stay fixed at the resonate
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frequency. The magnitude of the return pulse is dependant on several factors: the width of the
time-gating employed, the point in the resonator decay function that the FFT is performed on,
and the amount of energy from the incident pulse that is transmitted through the antennas.
The data collection was done manually because of issues with the automtic triggering on the
oscilloscope occassionally slipping due to the pulsed modulation - basically the trigger would
adjust every couple seconds. If an automated system were employed using the current
modulation scheme, every couple data points would have a shifted response that could afffect
the Matlab program. Manual sweeps of the frequency was employed, but an automatic sweep
of the frequencies using a better modulation scheme could be employed at a future time. After
the data sweep was saved, the Matlab program was used to apply the time-gating and FFT. The
response for each frequency in the sweep was plotted on-top of each other to show the center
frequency of the return signal for each interrogation pulse.
In order to characterize the system, the following variables were identified and tested:
interrogation pulse power, interrogation pulse bandwidth, antenna separate distance and the
frequency sweep. Manual runs were performed to characterize the system based on the
following data matrix:
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Test Power

Bandwidth Distance

Frequency

Resonator

1

25dBm 100MHz

27.5mm-186mm 10.55 - 10.66 GHz High Q

2

25dBm 50MHz

27.5mm-186mm 10.55 - 10.66 GHz High Q

3

25dBm 33MHz

27.5mm-186mm 10.55 - 10.66 GHz High Q

4

20dBm 100MHz

25mm-205mm

10.57 - 10.68 GHz High Q

5

20dBm 50MHz

25mm-205mm

10.57 - 10.68 GHz High Q

6

20dBm 33MHz

25mm-205mm

10.57 - 10.68 GHz High Q

7

15dBm 100MHz

25mm-205mm

10.57 - 10.68 GHz High Q

8

15dBm 50MHz

25mm-205mm

10.57 - 10.68 GHz High Q

9

15dBm 33MHz

25mm-205mm

10.57 - 10.68 GHz High Q

10

25dBm 100MHz

25mm-205mm

10.60 - 10.80 GHz Low Q

11

25dBm 50MHz

25mm-205mm

10.60 - 10.80 GHz Low Q

12

25dBm 33MHz

25mm-205mm

10.60 - 10.80 GHz Low Q

13

20dBm 100MHz

25mm-205mm

10.60 - 10.80 GHz Low Q

14

20dBm 50MHz

25mm-205mm

10.60 - 10.80 GHz Low Q

15

20dBm 33MHz

25mm-205mm

10.60 - 10.80 GHz Low Q

16

15dBm 100MHz

25mm-205mm

10.60 - 10.80 GHz Low Q

17

15dBm 50MHz

25mm-205mm

10.60 - 10.80 GHz Low Q

18

15dBm 33MHz

25mm-205mm

10.60 - 10.80 GHz Low Q

19

25dBm 50MHz

25mm

10.57-10.70 GHz

Table 1 - List of Experimental Test Runs
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High Q/High Temp

For the distances shown in the test matrix, the patch antennas are mostly operating in the
reactive near field conditions. The far field for a patch antennas is generally described as >4λ or
113mm at 10.62GHz (although some sources say the far field is closer to 10λ for D< λ, where D
is the greatest diameter of the antenna). The chart below, from the Field Service Memo,
Electromagnetic Radiation, OSHA [21], details the near-field and far-field demarcations for
typical antennas.

Figure 19 - Near Field and Far Field Distances

Therefore, much of the analysis done was conducted in the near field for the antennas. In the
reactive near field, the E-field and H-field relationships are often very complex. The
instantaneous power needs to include a factor that accounts for the phase difference between
the E-field and H-field. It is also very difficult to measure the E-field and H-field using the
experimental setup. A method to measure the peak power output without having to analyze
the E-field and H-field interaction can be done by taking measurements at integer intervals of
λ/2. At each integer interval of λ/2, fields are interacting such that the maximum power
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transmission to the resonator occurs. For the resonance frequency of 10.62 GHz, λ = 28.25mm,
and λ/2 = 14.125mm. However, most likely due to design and fabrication of the patch
antennas, the actual peak power was measured at slightly less than 28mm. Peak power was
determined by assembling the setup, and manually adjusting the distance between the
antennas until the maximum power transmission (and subsequent maximum resonance)
occurred. This could be observed as a decrease in amplitude of the incident portion of the
pulse waveform - because the increased amplitude due to resonance of the return pulse is
destructively interfering with the incident pulse. Using this technique, the test methodology
was altered to take measurements at 27.5mm, 42mm, 58mm, 72mm, 86.5mm, 101mm,
130mm, 158mm and 186mm. These represent increments of λ/2 (or λ after 100mm). Power
was kept at 25dBm. The data for this portion of the testing will be used not only to determine
maximum range, but also to prove the governing system equation.
The remainder of the tests were conducted at standard intervals using varying power levels and
bandwidths. Since this portion was not going to be used to verify the governing system
equation, it was not necessary to ensure peak power transmission - the important data was
whether the resonance could be measured at independent distances of λ.
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RESULTS

Oscilloscope versus Matlab
It is important to verify that the Matlab code is providing the correct FFT analysis of the
resonator data. The DPO-7000 series oscilloscope is capable of performing a similar TimeGating analysis of waveforms. This system is cumbersome to use for repeated trials, since it
requires manual entry of the gate position, and gate length, and cannot automatically adjust
the gate start time based on the incident waveform like Matlab can. However, the oscilloscope
does provide a reasonable experimental control for the Matlab code output comparison. For
this experiment, a 20ns pulse was applied to the High-Q resonator. The return pulse was
measured via the 3rd output on a circulator placed in-line with the resonator. Both 15dBm and
10dBm signal strengths were compared. A screen shot of the oscilloscope output for both
conditions is shown below.

Figure 20 - Oscilloscope Time Gating Analysis - 10 dBm Input Power

Figure 21 - Oscilloscope Time Gating Analysis - 15 dBm Input Power
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The time gating applied was a 10ns gate length, positioned at 24.5ns (to coincide with the start
of the decaying resonator response). The spectral response of the Time-Gating analysis is
shown as the orange line the above figures, labeled "M1." As the plot shows, for the 10dBm
input power case, the spectral response at the resonant frequency is approximately 60mV. For
the 15dBm case, the spectral response is approximately 160mV.
The same Matlab code that is used to analyze the resonator response for the full system was
applied to just the resonator-circulator combination discussed above. The code was altered
only to accommodate a single waveform - the basic FFT engine of the code remained the same.
This was the simplest way to ensure that the Matlab code is working properly for all test cases.
The gate length of 10ns corresponds to 50,000 data points in the Matlab code (the record
length of the scope is 200,000 data points across 40ns). The gate position was centered at the
data point equivalent of 24.5ns (122,500 data points), exactly the same way the oscilloscope
centers it's time-gating function. The outputs of the Matlab code for both the 10dBm and
15dBm input power cases are shown below. Since the oscilloscope FFT function outputs in mV,
and the remainder of the analysis for this project are presented in dBm, the output of the
Matlab code is shown in both mV and dBm. The plots indicate a similarity of frequency
response with the same 60mV and 160mV spectral response as the oscilloscope output.
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Figure 22 - Matlab Time Gating Analysis 10 dBm Input Power (in mV)

Figure 23 - Matlab Time Gating Analysis 10 dBm Input Power (in dBm)

48

Figure 24 - Matlab Time Gating Analysis 15 dBm Input Power (in mV)

Figure 25 - Matlab Time Gating Analysis 15 dBm Input Power (in dBm)
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High Q Matlab Analysis
As discussed in the methods and materials section, the resonant frequency response of the
system should not change as the input frequency changes. As the input frequency is altered
from 10.56 to 10.66 GHz, the output resonant frequency remains fixed at 10.6144GHz, the
resonant response of the cavity resonator.. Data was measured at 10 MHz increments, but only
20 MHz increments are shown for ease of visualization. The bandwidth of the resonator is
40MHz, therefore data shifts of 10MHz are sufficient to maintain overlap of the signal
bandwidth to resonator bandwidth, as discussed in the methods and materials section. The
bandwidths of the modulation pulse (100MHz, 50MHz and 33MHz) will affect the response of
the resonator. The 33MHz bandwidth corresponding to the 30ns pulse width is smaller than
the bandwidth of the resonator - therefore as the frequency is swept beyond ±16.5MHz to each
side (±20MHz since measurements were taken in 10MHz increments), the resonant frequency
response will shift towards the center frequency of the pulse waveform. This is because
insufficient energy is being absorbed by the resonator and therefore the output response is
dominated by the interrogation pulse instead of the resonator response signal. For all of the
output Matlab graphs below, the the top graph is the FFT of the interrogation pulse (before
transmission) and the bottom graph is the output (post transmission). Black bullets have been
added to each output response peak for illustration purposes. The legend shows the frequency
in 20 MHz increments
Additionally, the frequency response decreases as the interrogation frequency deviates from
the center frequency of the resonator. This is because less of the pulse bandwidth is exciting
the resonator. A narrow pulse width ensures the largest magnitude frequency response, since
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the entire pulse bandwidth is contained within the bandwidth of the resonator. However, for
temperature sensing applications, a wider bandwidth interrogation pulse is desired to ensure
excitation of the resonator as the center frequency shifts with temperature.

Figure 26 - Frequency Response for 100 MHz Bandwidth at D = λ
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Figure 27 - Frequency Response for 50 MHz bandwidth at D = λ

Figure 28 - Frequency Response for 33 MHz bandwidth at D = λ
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As the charts above indicate, the frequency did not shift when contained within the bandwidths
of the resonator and pulse modulated waveform. The only shifts were evident in the extreme
frequency measurements of the 50MHz and 33MHz pulse bandwidth plots, when the
interrogation signal frequency fell outside the bandwidth of the resonator and there was no
energy transfer. This was evident in the 10.56GHz line (green) in figures 27 and 28.
It is important to determine at what range the resonance can be detected. Matlab coding is
used to perform an FFT and compare the outputs across all measured distances. The results are
shown in Fig. 29 below. As before, the resonant response is centered at 10.6144 GHz, and you
can see that the response is able to be measured up to 185 mm at 25 dB input power. At this
distance, the higher and lower frequencies in the sweep do not have sufficient power and
bandwidth overlap to sufficiently excite the resonator, which is why not all of the peaks line up
on the center frequency of the resonator. However, there is still 40 MHz bandwidth on either
side of the resonator center frequency, which is sufficient for high-temperature measurements.
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Figure 29 - Frequency Response for 50 MHz bandwidth at 186mm
Additional measurements are varying distance in increments of λ are shown in Appendix B.

Low Q Matlab Analysis
The low Q response represented a significantly greater challenge because the resonance decays
quickly, making the gating measurement challenging. For low Q resonators, a measurement
distance of 5 cm is achieved, and the potential for longer measurement distances can be
achieved with design optimizations. Because of the short gating length requirement, the FFT
resolution is approximately 10 MHz. For the target SiCN resonators, which have a temperature
resolution on the order of 1 MHz/°C, this would be sufficient to detect approximately 10°C
temperature changes. The low Q resonator was measured at 25 dB, using a 30-ns pulse width
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and frequency sweep from 10.66 to 10.74 GHz (resonator center frequency of 10.69 GHz). The
results for 22.5 mm and 50 mm distance are shown in Figs. 30 and 31. The driver for the
distance of 50mm for the low-Q resonator sensing is not the distance, but the resolution of the
equipment take the measurement. The low-Q of the resonator

Figure 30 - Frequency response for 33 MHz bandwidth at 22.5mm
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Figure 31 - Frequency Response for 33MHz bandwidth at 50mm

Temperature Response
The purpose of this sensor is to eventually act as a high temperature sensor. In order to
demonstrate the temperature sensing capabilities of the system, the high Q resonator was
heated to approximately 125°C using a heat gun. The sensor connectors on the high Q
resonator were shielded from the heat to ensure they do not exceed their temperature
threshold. A high-temperature thermocouple was attached to the casing of the resonator with
kapton tape. The heat gun was held approximately 4-6" from the sensor and heat was applied
for 10-15 seconds. After 15 seconds, the thermocouple showed a temperature near or
exceeding 125°C. Due to the nature of this setup, maintaining a temperature of 125°C for a
sufficient time to take a measurement was difficult. Therefore, to obtain the measurement the
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gun was waived across the sensor after the temperature reached 125°C to keep the resonator
temperature from increasing.
The high Q resonator used was not designed to be temperature sensitive, but at 125°C, the
resonance frequency shifted by ~100 MHz. The system is capable of detecting this 100 MHz
shift, as shown in Fig. 32. The room temperature resonate frequency is 10.6144 GHz, as shown
in the figure below. Even though the system was unable to achieve a stable temperature
balance, the data was still sufficient to show proof of concept that temperature sensing using
the Matlab software can be achieved.

Figure 32 - Temperature Measurement Using High Q Resonator
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The maximum resolution of the frequency shift that can be detected is dependant on the width
of the time-gating signal applied. The longer the width, the more datapoints for the FFT and
the higher the frequncy resolution. However, since the resonator is time-decaying, this means
the amplitude of the frequncy pulse is decreased - so a trade-off is necessary to optimize the
length of the time-gating and to achieve a high enough temperature resolution versus FFT
power output. The above example was capable of detecting a 100 MHz shift in the resonant
frequency of the high-Q resonator. This represented a temperature change of 105°C, or a
frequency-temperature resolution of 1°C/MHz. Resonator designs using SiCN or other similar
materials have temperature senstivites on the order of 1.8°C - 2°C /MHz [8]. Therefore, this
system is more than adequate to detect sub 1°C temperature changes, upto 1000°C.

Overal System Equation Analysis
The equation that governs the performance of the wireless interrogation system as a whole is:

−
−
GA
λ 4
⋅(
) ⋅ (1 − e τ ) ⋅ e τ
a Re s ⋅ a BW 4π ⋅ d
2

PE = PS ⋅

T

t

(6)

PE is the instantaneous power received at time t, after interrogation and re-transmission
through the patch antennas. PS is the Source Power, GA is the combined gain of the two patch
antennas, and aRes is the passive sensor attenuation. The term aBW is a quantity that represents
the total overlap of the interrogation signal bandwidth versus the sensor bandwidth and
−

T

represents the total amount of power delivered to the resonator itself. The term (1 − e τ )
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represents the charging of the resonator system, with T being the total charging time of the
modulated pulse waveform, and τ is the resonator time constant. Therefore, for the
experimental waveforms, charging times are ideally 10ns, 20ns and 30ns, although in reality
charging times are slightly less because the factor PS does not achieve it's maximum level
instantaneously, and there is a rise/fall time associated with the equipment used to generate
the signal. Typical rise times for the equipment used in the experimental setup were between 3
and 5ns, depending on the amplitude of PS. For the Low Q resonator, with a time constant of
2ns, this term is effectively "1" because the resonator charges very quickly. For the High Q
resonator, the time constant is 23ns, meaning for only the 30ns pulse duration does the
resonator charge fully. The term e

−

t

τ

represents the discharge of the resonator, with t being

the amount of time since the resonator began discharging, and τ is the resonator time constant.
This term is a "1" only if the measurement is taking with an ideal zero time domain gate length
at the instant the resonator begins to discharge.
This equation only works properly when the antennas are broadcasting in the far field.
However, as discussed earlier, the patch antennas are operating in the near field condition for
most of the analysis. Therefore, either a scaling factor to accommodate the decrease in signal
power due to interference between the E-field and H-fields need to be included, or the power
can be measured at increments of λ/2 when max power transmission occurs. Since the Matlab
code is performing a time-gate on a time-decaying resonator response, the peak power of the
code output decreases as the windowing is expanded. Therefore, it is best to use as few points
as possible to ensure measuring peak power output. However, the equation factors in the
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time-decay response of the resonator, meaning the windowing can be increased to marginalize
spurious data from the resonator response. Using a 30ns pulse width, a short window of 6ns,
the peak response at 10.62GHz was measured and compared to the theoretical response using
the above system equation. Because 10.62GHz was used, the term aBW was estimated to be 1.
Additionally, the term aRes was adjusted to encompass all system losses by comparing directly
to the measured value at a distance of 2λ (24.2dB for the 30ns test case). A chart of the of
simulated peak power response (red) versus the measured response (blue) is shown in the plot
below. Microsoft excel also extrapolated an fourth order polynomial trend line (in black) to
highlight the R4 dependence of the system. The measured value does not deviate more than
1.2dB from the simulated value, with the exception of the D=λ condition. At this distance
(28mm), the delta was 3.73dBm. Significant difficulties exist when trying to take measurement
data in the near field, especially with millimeter wave frequencies and distances close to λ.
Very small errors in the setup, such as the vertical or horizontal alignment of the antennas, can
create large differences in the measured values.
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Figure 33 - 1/R4 Dependence Comparison

In addition to the R4 dependency, there is a distinct dependence on the overlap of the
resonator bandwidth with the interrogation signal bandwidth. In a similar fashion to the
antenna bandwidth - interrogation pulse bandwidth discussed in the Methods and Materials
section, the amount of power delivered to the resonator is maximized when the interrogation
pulse bandwidth is contained entirely within the resonator bandwidth. As the interrogation
bandwidth exceeds the resonator bandwidth, or shifts away from the resonator bandwidth, less
power will be transferred to the resonator. This is reflected in the system equation as a loss,
aRES = (1 - X) where X is the amount of overlap between the bandwidth of the interrogation
pulse and the bandwidth of the resonator. The figure below shows the sensor response at
42mm to varying input frequencies (10.55 to 10.65 GHz, in 10MHz steps). As expected, the
response decreases as the interrogation pulse frequency shifts off of the center frequency of
the resonator, 10.62GHz. Additionally, as the interrogation pulse shifts frequency, the amount
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loss increases. This is because the functions defining the interrogation and resonator
bandwidths are Gaussian (much like the antenna bandwidth and interrogation pulse bandwidth
detailed in figure 12) - meaning the overlap of the two functions increases exponentially as the
overlap increases, eventually obtaining 100% overlap and no power loss (ideally). Reversely, as
the interrogation pulse shifts away from the center frequency of the resonator, the power
decreases exponentially. This also is reflected in the Matlab analysis shown in the figure below.

Figure 34 - Bandwidth Dependence Comparison

Therefore, the two primary components of the system level equation, aRes and the 1/R4
dependency, have been shown to match the theory and are measureable. The response of the
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system to the amount of charging and discharge time is straightforward and related to the
setup of the test conditions. For the conditions outlined in this paper, charge times of 10,20
and 30ns were used. The discharge time is governed by the amount of time-domain gating
employed. The time, t, is indicative of the time the measurement is taken at, and therefore is
the same as the end of the time-domain gating window.
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CONCLUSION
This report has been demonstrated that wireless interrogation of high Q passive resonators is
possible up to and potentially exceeding 18-cm separation using simple patch antennas. A highQ resonator was designed and characterized, and two patch antennas were designed and
characterized to form a passive wireless sensor. The necessary test equipment was determined
and a test methodology developed to characterize the wireless interrogation theory behind a high
temperature passive resonator sensor system. The system used Matlab code to perform postinterrogation signal processing involving time-gating, an FFT and signal smoothing. It has been
shown that when varying the input frequency across the bandwidth of the resonator the system
response is a fixed resonance at the resonate frequency. It has also been demonstrated that the
system response decreases as the antennas are separated in a predicted R4 method. It has also
been demonstrated that the relationship between the resonator bandwidth and interrogation pulse
bandwidth is key in determining the amount of power absorbed by the resonator and the
subsequent resonant response. Additionally, a Low Q resonator design was developed and
characterized and also interrogated in a method similar to the method used for the High Q
measurement. The Low Q response has been measured at distances up to 5 cm. This
measurement was more practical than the High Q measurement because most of the resonator
designs involving high temperature ceramics, such as SiCN, have Q values near 100 instead of
the >1500 for the air-filled cavity resonator. Lastly, it has been shown that the interrogation
method presented by this paper was able to successfully detect a change in temperature for a
High Q resonator. The temperature change for the U shaped Low Q resonator was insufficient
over the temperature range practically producible using a heat gun, but has been shown that for

Low Q resonators using ceramic materials (such as SiCN) the temperature change will be
detectable based on the MHz/°C resolution of the ceramic resonator designs.
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APPENDIX A
MATLAB CODE
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Figure 35 - Matlab Code Flowchart
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Load Data Code
%------------------------------------------------------------------------% LoadData.m
% Version 1.0
% Author: Mathew Lukacs
% Date: 8 Mar 2011
%
% This program sets the conditions for which dataset to load and loads the
% appopriate dataset into memory via the commercially available tekread.m
%
% Inputs: User defined and dataset from Tektronix Oscilloscope
% Outputs: Matlab compatible data array
%------------------------------------------------------------------------% Set Data Conditions
P=25;
W=20; %W=10, 20, 30
D=186; %D=27.5, 42, 58, 72, 86.5, 101, 130, 158, 186
n=1;
Window=300000;
DeltaT=0;
freqstart=59;
freqend=65;
freqrange=1;
% Load Appropriate Dataset
freq=freqstart;
dash='-';
ext='.wfm';
while freq<=freqend
freqname=num2str(freq);
Wname=num2str(W);
Dname=num2str(D);
filename=strcat('D:\Test Data
7\',Dname,'mm\',Wname,'ns\',freqname,'_Ch1','.wfm');
i(1,n)=freq;
[i(5:500004,n),ti(1:500000,n)]=tekread(filename);
filename=strcat('D:\Test Data
7\',Dname,'mm\',Wname,'ns\',freqname,'_Ch2','.wfm');
r(1,n)=freq;
[r(5:500004,n),tr(1:500000,n)]=tekread(filename);
fclose('all');
freq=freq+freqrange;
n=n+1;
end %Repeat for all frequencies swept
clear freq dash ext filename freqname Wname Dname n;
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Plot Data Code
%------------------------------------------------------------------------% PlotData.m
% Version 2.0
% Author: Mathew Lukacs
% Date: 8 Mar 2011
%
% This program performs time gating and FFT analysis on the datasets
% loaded into memory via program LoadData.m. It uses the commercially
% available m-file varycolor to change the color of each frequency response
% function in the output plot. It implements three subroutines - one to
% run the FFT (FFTTest.m) and two to find the start and end conditions of
% the Time-Domain windowing for the incident and received waveform
% respectively, (FindStari.m and FintStartr.m)
%
% Inputs: Data from LoadData.m
% Outputs: Plot of FFT analysis
%------------------------------------------------------------------------% Setup varycolor function
ColorSet = varycolor(freqend-freqstart+1);
% Repeat across frequency sweep
freq=freqstart;
lg2=1;
% Begin Frequency Sweep
while freq<=freqend
n=1;
[x,y]=size(r);
while n<=y
if r(1,n)==freq
%Load Incident frequency data into array for FFT analysis
Data=i(5:500004,n);
%Find Start of incidient waveform
FindStarti
End=Endi;
Start=Starti;
%Run FFT analysis
FFTTest
%Load FFT analysis into data array
NFETi=NFET;
fi=f;
Z=smooth(Z);
Zi(1:length(Z),freq)=Z;
[Zimax(1,freq),Zimax(2,freq)]=max(Z(1:700));
Zimax(3,freq)=f(Zimax(2,freq));
clear f Z;
%Load Received frequency data into array for FFT analysis
Data=r(5:500004,n);
%Find Start of incidient waveform
FindStartr
Start=Endi+Startr-Starti+DeltaT;
%Set end condition incase window exceeds dataset
End=Start+Window;
if End > 500000
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End=500000;
end
FFTTest
%Load FFT analysis into data array
NFETr=NFET;
fr=f;
Z=smooth(Z);
Zr(1:length(Z),freq)=Z;
[Zrmax(1,freq),Zrmax(2,freq)]=max(Z(1:Window/2));
Zrmax(3,freq)=f(Zrmax(2,freq));
clear f Z;
n=n+1;
else
n=n+1;
end
end
freq=freq+1;
end
% Plot Incident and Received FFT analysis
freq=freqstart;
while freq<=freqend
hold on;
ax(1)=subplot(2,1,2);
format short;
str2=num2str(Zrmax(3,freq)/1000000000);
str2=strcat('\bullet\leftarrow',str2);
subplot(2,1,2);plot(fr,(Zr(1:NFETr/2+1,freq)), 'Color', ColorSet(freqfreqstart+1,:));
if freq==61
text(Zrmax(3,freq),Zrmax(1,freq),str2);
elseif freq==62
text(Zrmax(3,freq),Zrmax(1,freq),str2);
else
text(Zrmax(3,freq),Zrmax(1,freq),'\bullet');
end
hold on;
ax(2)=subplot(2,1,1);
subplot(2,1,1);plot(fi,(Zi(1:NFETi/2+1,freq)), 'Color', ColorSet(freqfreqstart+1,:));
freqname=num2str(freq);
freqname=strcat('10.',freqname);
lg(lg2,1:5)=freqname;
freq=freq+freqrange;
lg2=lg2+1;
end
linkaxes(ax,'x');
axis([1.0e10 1.1e10 -50 0]);
%axis([1.0615e10 1.0625e10 -50 0])
llg=size(lg);
title(['System Response W=',num2str(W),'ns, P=',num2str(P),'dB,
D=',num2str(D),'mm, Freq=',lg(1,1:5),' to ',lg(llg(1),1:5),' GHz, ',
'Window=',num2str(Window)]);
xlabel('Freq (Hz)');
ylabel('Power (dB)');
legend(lg);
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FFT Code
%------------------------------------------------------------------------% FFTTest.m
% Version 1.0
% Author: Mathew Lukacs
% Date: 8 Mar 2011
%
% This program runs an FFT on the Data loaded into array "Data".
%
% Inputs: Array "Data" from PlotData.m
% Outputs: FFT of array into array "Z"
%------------------------------------------------------------------------Data2(1:length(Data(Start:End,1)),1)=(Data(Start:End,1));
L=length(Data2);
Data2(L+1:2^nextpow2(2^nextpow2(L)+1))=0;
L=length(Data2);
Ts=200*1e-15;
Fs=1/Ts;
NFET = 2^nextpow2(L);
q=1;
Data2=fft(Data2,NFET)/L;
Z=2*abs(Data2);
while q<=length(Data2)
Z(q)=30+10*log10((Z(q)^2)/50);
q=q+1;
end
f=Fs/2*linspace(0,1,NFET/2+1);
clear q Length Fs Data2 L;
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Find Start Received Pulse Code
%------------------------------------------------------------------------% FindStartr.m
% Version 1.0
% Author: Mathew Lukacs
% Date: 8 Mar 2011
%
% It sets the data condition to start when the dataset achieves 75% of
% its maximum value for the second time. The end condition is set within the
% PlotData.m function.
%
% Inputs: Data array from program PlotData.m
% Ouptuts Start condition to start time-domain gating window the received
% data pulse.
%------------------------------------------------------------------------tx=tr(1:500000,1);
rx=r(5:500004,n);
I=20000;
ind=find(diff(sign(diff(rx)))==+2)+1;
val=interp1(tx(ind),rx(ind),tx,'spline');
val2=val(I:length(val)/4);
C=min(val2);
TC=val(I,1);
while TC>C*.75
I=I+1;
TC=val(I,1);
end
Startr=I;
clear tx rx ind val val2 C I TC
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Find Start Incident Pulse Code
%------------------------------------------------------------------------% FindStarti.m
% Version 1.0
% Author: Mathew Lukacs
% Date: 8 Mar 2011
%
% This program sets up the time-domain gating start and end times for the
% incident pulse waveform. It sets the data condition to start when the
% dataset first achieves 50% of its maximum value. It sets the FFT to end
% when the dataset reaches 50% of its maximum value for a second time.
%
% Inputs: Data array from program PlotData.m
% Ouptuts Start condition to start time-domain gating window the incident
% data pulse.
%------------------------------------------------------------------------tx=ti(1:500000,1);
rx=i(5:500004,n);
ind=find(diff(sign(diff(rx)))==+2)+1;
val=interp1(tx(ind),rx(ind),tx,'spline');
[C,II]=min(val(1:length(val)/2));
TC=0;
I=0;
while TC>C*.5
I=I+1;
TC=val(I,1);
end
Starti=I;
TC=C;
while TC<C*.5
II=II+1;
TC=val(II,1);
end
Endi=II;
clear tx rx ind val C I II TC
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APPENDIX B
ADDITIONAL DISTANCE MEASUREMENTS
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Figure 36 - Frequency Response for 100 MHz bandwidth at 42mm

Figure 37 - Frequency Response for 50 MHz bandwidth at 42mm
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Figure 38 - Frequency Response for100 MHz bandwidth at 58mm

Figure 39 - Frequency Response for 50 MHz bandwidth at 58mm
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Figure 40 - Frequency Response for 100 MHz bandwidth at 72mm

Figure 41 - Frequency Response for 50 MHz bandwidth at 72mm
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Figure 42 - Frequency Response for 100 MHz bandwidth at 101mm

Figure 43 - Frequency Response for 50 MHz bandwidth at 101mm
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Figure 44 - Frequency Response for 100 MHz bandwidth at 186mm

Figure 45 - Frequency Response for 50 MHz bandwidth at 186mm

79

REFERENCES
[1] W. Bulst, G. Fischerauer, "State of the Art in Wireless Sensing with Surface Acoustic Waves,"
IEEE Transactions on Industrial Electronics, vol. 48, no. 2, pp. 267-271, Apr. 2001.
[2] R.S. Okojie, P. Nguyen, E.Savrun, D. Lukco, J. Buehler, T. McCue, "Failure Mechanisms in
MEMS Based Silicon Carbide High Temperature Pressure Sensors," IEEE International Reliability
physics symposium, 2007. proceedings, 45th annual, pp 429-432, June 2007
[3] Department of Energy, "Nuclear Energy Review," US Energy Information Administration,
June 26, 2009
[4] L. An, Y. Wang, L. Bharadwaj, Y. Fan, L. Zhang, D. Jiang, Y. Sohn, V. Desai, J. Kapat and L.
Chow, “Silicoaluminum carbonitride with anomalously high resistance to oxidation and hot
corrosion,” Adv. Eng. Mater., vol. 6, no. 5, pp. 337-340, 2004.
[5] Y. Wang, Y. Fan, L. Zhang, W. Zhang, and L. An, “Polymer-derived SiAlCN ceramics resist to
oxidation at 1400 oC,” Scripta Mater., vol. 55, pp. 295-297, 2006.
[6] Y. Wang, W. Fei, Y. Fan, L. Zhang, W. Zhang, and L. An, “A silicoaluminum carbonitride
ceramic resist oxidation/corrosion in water vapour,” J. Mater. Res., vol. 21, no. 7, pp. 16251628, 2006.
[7] D. Marioli, E. Sardini, M. Serpelloni, B. Ando, S. Baglio, N. Savalli, C. Trigona, "Hybrid
telemetric MEMS for high temperature measurements into harsh industrial environments,"
Instrumentation and Measurement Technology Conference, 2009. I2MTC '09. IEEE , vol., no.,
pp.1423-1428, 5-7 May 2009
[8] X. Ren, S. Ebadi, Y. Chen, L. An, and X. Gong, “High-Temperature Characterization of SiCN
Ceramics for Wireless Passive Sensing Applications Up to 500°C,” 12th IEEE Wireless and
Microwave Technology Conference, Clear Water, FL, April 2011, submitted.
[9] M. Makimoto, S. Yamashita, "Microwave Resonators and Filters for Wireless
Communication," Springer-Verlag Berlin Heidelberg, 2001
[10] R. Cameron, R. Mansour, C. Kudsia, "Microwave Filters For Communication Systems:
Fundamentals, Design, and Applications," Wiley-Interscience, 2007
[11] D. Pozar, "Microwave Engineering," Wiley and Sons, 1998

80

[12] A. Pohl, G. Ostermayer, F. Seifert, "Wireless Sensing Using Oscillator Circuits Locked to
Remote High-Q SAW Resonators," IEEE Transactions on Ultrasonics, Ferroelectrics, and
Frequency Control, vol. 45, no. 5, pp. 1161-1168, Sep. 1998.
[13] V. Avramescu, C. Bostan, B. Serban, I. Georgescu, S. Costea, N. Varachiu, C. Cobianu,
"Surface Acoustic Wave devices and their sensing capabilities," Semiconductor Conference,
2009. CAS 2009. International , vol.1, no., pp.27-36, 12-14 Oct. 2009
[14] M. Assouar, O. Elmazria, P. Kirsch, P. Alnot, V. Mortet , "4E-5 Study of Temperature
Coefficient of Frequency and Electromechanical Coupling Coefficient of X Band Frequency SAW
Devices Based on AlN/Diamond Layered Structure," Ultrasonics Symposium, 2007. IEEE , vol.,
no., pp.284-287, 28-31 Oct. 2007
[15] R. Aigner, "SAW and BAW Technologies for RF Filter Applications. A review of the Relative
Strengths and Weaknesses", IEEE International Ultrasonics Symposium Proceedings, 2008.
[16] H.Cmpanella, "Acoustic Wave and Electromechanical Resonators, Concept to Key
Applications" Artech House, 2010.
[17] B. Zhang, M. Kahrizi, "High-temperature Bragg grating waveguide sensor," MEMS, NANO
and Smart Systems, 2003. Proceedings. International Conference on MEMS, NANO and Smart
Systems (ICMENS'03), pp. 400-404, 20-23 July 2003.
[18] J. Webster (ed.), "Wiley Encyclopedia of Electrical and Electronics Engineering," John Wiley
& Sons, Inc, 1999.
[19] X. Ren, T. Jiang, Y. Wang, L. An, X. Gong, "Characterization of High-Temperature Ceramic
Materials at Microwave Frequencies for MEMS Appliatons," IEEE, 2009.
[20] Y. Wen, P. Li, J. Yang, and M. Zheng, "Detecting and Evaluating the Signals of Wirelessly
Interrogational Passive SAW Resonator Sensors," IEEE Sensors Journal, vol. 4, no. 6, 2004
[21] OSHA, "Field Service Memo, Electromagnetic Radiation and How It Affects Your
Instruments," OSHA Cincinnati Laboratory, May 1990.
[22] A. Pohl, "A Review of Wireless SAW Sensors," IEEE Transactions on Ultrasonics,
Ferroelectrics, and Frequency Control, vol. 47, no. 2, pp. 317-332, Mar. 2000.

81

