A Simple Proof of Optimal Approximations by Csikós, Mónika & Mustafa, Nabil H.
ar
X
iv
:2
00
8.
08
97
0v
1 
 [c
s.L
G]
  2
0 A
ug
 20
20
A Simple Proof of Optimal Approximations
Mo´nika Csiko´s∗ Nabil H. Mustafa†
Universite´ Paris-Est, LIGM, Equipe A3SI, ESIEE Paris,
Cite´ Descartes, 2 boulevard Blaise Pascal, 93162 Noisy-le-Grand Cedex, France.
Abstract
The fundamental result of Li, Long, and Srinivasan [LLS01] on approximations of set sys-
tems has become a key tool across several communities such as learning theory, algorithms,
combinatorics and data analysis (described as ‘the pinnacle of a long sequence of papers’
in [HP11, Section 7.4]).
The goal of this paper is to give a simpler, self-contained, modular proof of this result for
finite set systems. The only ingredient we assume is the standard Chernoff’s concentration
bound.
This makes the proof accessible to a wider audience, readers not familiar with techniques
from statistical learning theory, and makes it possible to be covered in a single self-contained
lecture in an algorithms course.
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1
1 Introduction
Given a finite set system (X,F), our goal is to construct a small set A ⊆ X such that each
set of F is ‘well-approximated’ by A. Research on such approximations started in the 1950s,
with random sampling being the key tool for showing their existence as well as for construction
algorithms. Since then, the notion of approximations became a fundamental structure across
several communities—learning theory, statistics, combinatorics, algorithms and data analysis.
This work addresses two of the milestones in this area—the original work of Vapnik and Chervo-
nenkis [VC71] on the basic notion of ǫ-approximations, and then its generalization by Li, Long,
and Srinivasan [LLS01].
ǫ-approximations. Given (X,F) with n = |X| and a parameter ǫ > 0, a set A ⊆ X of size t
is called an ǫ-approximation for F if for all S ∈ F ,∣∣∣∣ |S|n − |A ∩ S|t
∣∣∣∣ ≤ ǫ, or equivalently, |A ∩ S| ∈
[
|S| t
n
− ǫt,
|S| t
n
+ ǫt
]
.
A basic upper-bound on sizes of ǫ-approximations follows immediately from Chernoff’s
bound, which we first recall (see [AS12]).
Theorem A (Chernoff’s bound). Let X be a set of n elements and A be a uniform
random sample of X of size t. Then for any S ⊆ X and η > 0,
Pr
[
|A ∩ S| /∈
(
|S|t
n
− η,
|S|t
n
+ η
)]
≤ 2 exp
(
−
η2n
2|S|t+ ηn
)
.
Setting η = ǫt, Chernoff’s bound implies that a uniform random sample A of size t fails
to be an ǫ-approximation for a fixed S ∈ F with probability at most 2 exp
(
− ǫ
2 t
3
)
. This
fact together with the union bound gives the following trivial bound on ǫ-approximation
sizes for any set system.
Theorem B. Let (X,F) be a finite set system and ǫ, γ > 0 be given parameters. Then
a uniform random sample A ⊆ X of size 3ǫ2 ln
2|F|
γ is an ǫ-approximation for F with
probability at least 1− γ.
A breakthrough in the study of ǫ-approximations dates back to 1971 when Vapnik and
Chervonenkis studied set systems with finite VC-dimension [VC71]. The VC-dimension
of (X,F), denoted by VC-dim(X,F), is the size of the largest Y ⊆ X for which F|Y = 2
Y ,
where F|Y = {Y ∩ S : S ∈ F}.
Theorem 1 ([VC71]). There exists an absolute constant c1 such that the following holds.
Given a set system (X,F) such that |F|Y | ≤ (e|Y |/d)
d
for all Y ⊆ X, |Y | ≥ d, and
parameters 0 ≤ ǫ, γ ≤ 1, a uniform random sample A ⊆ X of size
c1
ǫ2
·
(
d ln
1
ǫ
+ ln
1
γ
)
is an ǫ-approximation for F with probability at least 1− γ.
As VC-dim (X,F) ≤ d implies that |F|Y | ≤ (e|Y |/d)
d for any Y ⊆ X [Sau72, She72],
Theorem 1 also applies to set systems with VC-dim (X,F) ≤ d. Theorem 1 immediately
implies a bound of O
(
d
ǫ log
1
ǫ
)
on the sizes of ǫ-nets for set systems with VC-dim (X,F) ≤ d
(see [Cha00, Chapter 4]).
Relative (ǫ, δ)-approximations. The notion of relative approximations unifies and extends
several previous notions. Given a set system (X,F) with n = |X| and parameters 0 <
ǫ, δ < 1, a set A of size t is a relative (ǫ, δ)-approximation for (X,F) if for all S ∈ F ,∣∣∣∣ |S|n − |A ∩ S|t
∣∣∣∣ ≤ δ ·max
{
|S|
n
, ǫ
}
, or equivalently, |A ∩ S| =
|S| t
n
± δtmax
{
|S|
n
, ǫ
}
.
Then the influential result of Li, Long, and Srinivasan [LLS01] can be stated as follows1.
Theorem 2 ([LLS01]). There exists an absolute constant c2 such that the following holds.
Let (X,F) be a set system such that |F|Y | ≤ (e|Y |/d)
d
for all Y ⊆ X, |Y | ≥ d, and let
0 < δ, ǫ, γ < 1 be given parameters. Then a uniform random sample A ⊆ X of size
c2
ǫδ2
·
(
d ln
1
ǫ
+ ln
1
γ
)
is a relative (ǫ, δ)-approximation for (X,F) with probability at least 1− γ.
Note that this bound is asymptotically tight. Again, Theorem 2 applies to set systems
of VC-dimension d. Note also that a relative
(
1
2 , δ
)
-approximation is a δ-approximation,
and we recover an improved version of Theorem 1 from Theorem 2 (the bound for this
special case was proved earlier by Talagrand [Tal94]).
Our Results.
The proof of Theorem 1 uses symmetrization, a technique from statistics: to prove that a
uniform random sample A satisfies the required properties, one takes another random sample
G, sometimes called a ‘ghost sample’. Properties of A are then proven by comparing it with G.
Note that G is not used in the algorithm or its construction—it is solely a method of analysis,
a ‘thought experiment’ of sorts. The symmetrization proof is the one given in nearly all texts2
[KV94, AS12, AB09, DGL96, Cha00, Mat99, Mat02, HP11] often with the caveat that the
idea is ingenious but difficult to understand intuitively (e.g., “one might be tempted to believe
that it works by some magic” [Mat02, Section 10.2]). The other known proof—for a statement
with sub-optimal dependency on the success probability—uses discrepancy theory and leads to
efficient deterministic algorithms for computing approximations (see [Cha00, Mat99]).
The proof of Theorem 2 uses, in addition to symmetrization, the technique of chaining. Chaining
here is essentially the idea of doing the analysis by partitioning each S ∈ F into a logarithmic
number of smaller sets, each belonging to a distinct ‘level’. The number of sets increase with
increasing level while the size of each set decreases. The overall sum turns out to be a geometric
series, which then gives the optimal bounds. What makes the proof of Theorem 2 in the original
paper [LLS01] difficult is that it combines chaining and symmetrization intricately. All the tail
bounds are stated in their ‘symmetrized’ forms and symmetrization is carried through the entire
proof. It is not an easy proof to explain to undergraduate or even graduate students in computer
science.
In this paper we give short proofs of Theorems 1 and 2 based on the following two independent,
intuitive and easy-to-explain ideas.
1The original result was stated using the notion of (ǫ, δ)-samples. As shown in [HS11], these two notions are
asymptotically equivalent: an (ǫ, δ)-sample is a relative (ǫ, 4δ)-approximation and a relative (ǫ, δ)-approximation
is an (ǫ, δ)-sample.
2Also used in teaching; to pick two arbitrary examples, see here for an example from the perspective of
statistics/learning and here from the algorithmic side.
Theorem 2 (Section 3). The idea is to first do a ‘pre-processing’ step of taking a uniform
random sample A′ ⊆ X that is an
(
ǫδ
3
)
-approximation of F with probability 1 − γ2 . By
using Theorem 1, we can take A′ of size
|A′| = Θ
(
1
ǫ2δ2
(
d ln
1
ǫδ
+ ln
1
γ
))
.
This removes the dependence on |X| and with it, the need for symmetrization. The rest is
then a simple application of chaining, similar in this aspect to the original proof in [LLS01].
Theorem 1 (Section 2). While we have decoupled symmetrization and chaining in the proof
of Theorem 2, it now uses Theorem 1 as a black-box. For the case where (X,F) is a
finite set system3, we present a short elementary proof of Theorem 1 without any need
of symmetrization. It can be viewed as a simplified and ‘compressed’ version of the
discrepancy-based argument of [MWW93], but with optimal dependency on the success
probability.
To see the intuition, observe that since |F| ≤ (e|X|/d)d , the bound of Theorem B de-
pends only on |X| —in particular that a random sample A1 ⊆ X of size O
(
1
ǫ2 ln |X|
d
)
=
O
(
d
ǫ2 ln |X|
)
is an ǫ-approximation. The size of A1 is much smaller than that of X and
so applying Theorem B again to F|A1 gives an ǫ-approximation A2 ⊆ A1 for F|A1 , with
|A2| = O
(
1
ǫ2
ln |A1|
d
)
= O
(
d
ǫ2
ln
(
d
ǫ2
ln |X|
))
= O
(
d
ǫ2
ln
d
ǫ2
+
d
ǫ2
ln ln |X|
)
.
The size of A2 is again much smaller than that of A1 and furthermore, it follows imme-
diately from the definition of ǫ-approximations that A2 is a (2ǫ)-approximation for F .
Repeating this gives the proof of Theorem 1.
For chaining we will need the following immediate consequence of Theorem 1 (better bounds
exist [Hau95]; however the one derived below suffices for our needs).
Lemma 3. Let α ≥ 2 and let (X,P) be an α-packing; that is, for any pair S, S′ ∈ P, the
symmetric difference of S and S′, denoted by ∆(S, S′), has size at least α. Then if |P|Y | ≤
(e|Y |/d)d for all Y ⊆ X with |Y | ≥ d, we have |P| ≤
(
4c1|X|
α
)3d
, where c1 is the constant from
Theorem 1.
Proof. Let G = {∆(S, S′) : S, S′ ∈ P}. For any Y ⊆ X, we have |G|Y | ≤ |P|Y |
2 ≤ (e|Y |/d)2d
and so Theorem 1 applied to G gives the existence of an α−1|X| -approximation A for G of size at
most 8c1d|X|
3
α3
. This implies that A ∩ S 6= A ∩ S′ for any S, S′ ∈ P since
∣∣∆ (S, S′) ∩A∣∣ ≥ |∆(S, S′)| |A|
|X|
−
(α− 1) |A|
|X|
≥
α |A|
|X|
−
(α− 1) |A|
|X|
> 0,
and so |P| = |P|A| ≤
(
e8c1|X|3
α3
)d
≤
(
4c1|X|
α
)3d
.
2 Proof of Theorem 1
Let T (ǫ, γ) be such that a uniform random sample of size T (ǫ, γ) from X is an ǫ-approximation
for F with probability at least 1 − γ. Our goal is to show that T (ǫ, γ) ≤ c1ǫ2 ·
(
d ln 1ǫ + ln
1
γ
)
,
where c1 ≥ 1 is an absolute constant.
3This is typically the case in its use in algorithms, computational geometry, etc. The infinite case can usually
be reduced to the finite case by a sufficiently fine grid, see [MWW93].
When ǫ ≤ 1/
√
|X|, we have |X| ≤ 1
ǫ2
≤ T (ǫ, γ). By induction on ǫ, a random sample A′ ⊆ X
of size T
(
ǫ
2 ,
γ
2
)
is an ǫ2 -approximation for F with probability at least 1−
γ
2 . By Theorem B let
A be a random sample of A′ that is a ǫ2 -approximation for F|A′ with probability 1 −
γ
2 . Thus
A is a uniform random sample of X that is an ǫ-approximation for F with probability at least
1− γ, implying the recurrence
T (ǫ, γ) ≤ |A| =
3
(ǫ/2)2
ln
2 |F|A′ |
(γ/2)
≤
12
ǫ2
ln

4
γ
(
e T
(
ǫ
2 ,
γ
2
)
d
)d .
The required bound on T (ǫ, γ) follows inductively: using
(
1 + 1d ln
2
γ
)d
≤ 2γ ,
12
ǫ2
ln

4
γ

e 4 c1ǫ2
(
d ln 2ǫ + ln
2
γ
)
d


d

 ≤ 12
ǫ2
ln
(
4
γ
(
e 8 c1
ǫ3
)d(
1 +
1
d
ln
2
γ
)d)
≤
1
ǫ2
ln
(
1
ǫdγ
)c1
,
for a large-enough c1.
3 Proof of Theorem 2
W.l.o.g. we assume that ǫ, δ, γ ≤ 14 . Set c2 = 10 c1, k =
⌈
log 1δ
⌉
and ǫi =
√
(i+ 1)/2i ǫ.
Passing from X to A′. By Theorem 1, let A′ ⊆ X be a random sample that is an ǫδ3 -
approximation of F with probability 1 − γ2 . We will show that a random sample A ⊆ A
′ of
the required size t = c2
ǫδ2
ln 1
ǫdγ
is a relative
(
ǫ, δ3
)
-approximation of F|A′ with probability 1−
γ
2 .
This would complete the proof, since then for any S ∈ F ,∣∣∣∣ |S||X| − |A ∩ S||A|
∣∣∣∣ ≤
∣∣∣∣ |S||X| − |A
′ ∩ S|
|A′|
∣∣∣∣+
∣∣∣∣ |A′ ∩ S||A′| − |A ∩ S||A|
∣∣∣∣ ≤ ǫδ3 + δ3 max
{
|A′ ∩ S|
|A′|
, ǫ
}
≤
ǫδ
3
+
δ
3
max
{
|S|
|X|
+
ǫδ
3
, ǫ
}
≤ δmax
{
|S|
|X|
, ǫ
}
.
To avoid additional variables, we will simply assume that X = A′, and so by Theorem 1,
n = |X| ≤
9 c1
ǫ2δ2
(
d ln
3
ǫδ
+ ln
2
γ
)
≤
27 c1 d
ǫ3δ3
(
1 +
1
d
ln
1
γ
)
≤
27 c1 d
ǫ3δ3
exp
(
1
d
ln
1
γ
)
,
|F| ≤
(
e|X|
d
)d
≤
(
e 27 c1
ǫ3δ3
)d 1
γ
.
Levels and their approximations. For i ∈ [0, k], let Pi be a maximal
ǫn
2i
-packing of (X,F)
such that Pi ⊆ Pi+1 and set Pk+1 = F . Note that for any S ∈ Pi+1 \ Pi there exists a set
FS ∈ Pi such that |∆(S,FS)| <
ǫn
2i
. Define
Ai = {S \ FS : S ∈ Pi+1 \ Pi} and Bi = {FS \ S : S ∈ Pi+1 \ Pi} , with
|Ai|, |Bi| ≤ |Pi+1| ≤
(
8c1 · 2
i
ǫ
)3d (
by Lemma 3
)
and |S| <
ǫn
2i
for all S ∈ Ai ∪ Bi.
Claim 4. With probability 1 − γ2 , A is simultaneously (i) a relative (ǫ, δ)-approximation for
Ak ∪ Bk, and (ii) a relative (ǫi, δ)-approximation for Ai ∪ Bi for all i ∈ [0, k − 1], and (iii) a
relative (ǫ, δ)-approximation for P0.
Proof. (i) Each set in Ak ∪ Bk has size at most
ǫn
2k
= ǫnδ ≤ ǫn and so by Theorem A with
η = δtǫ, A fails to be a relative (ǫ, δ)-approximation for Ak ∪ Bk with probability at most
|F| · 2 exp
(
−
δ2t2ǫ2 · n
2ǫnδ · t+ δtǫ · n
)
= |F| · 2 exp
(
−
c2 ln
1
ǫdγ
3δ
)
≤
(
e 27 c1
ǫ3δ3
)d 1
γ
· 2
(
ǫdγ
)c2/3δ
≤
γ
6
.
(ii) Each set S ∈ Ai ∪ Bi has size at most
ǫn
2i
≤ ǫin and so by Theorem A with η = δtǫi,
Pr
[
A is not (ǫi, δ)-approx. for S
]
≤ 2 exp
(
−
δ2tǫ2in
2|S|+δǫin
)
≤ 2 exp
(
−
δ2tǫ2(i+1)/2i
2ǫ/2i+δǫ
√
(i+1)/2i
)
= 2exp
(
−
δ2t(i+1)ǫ
2+δ
√
(i+1) · 2i
)
≤ 2 exp
(
−
δ2t(i+ 1)ǫ
2+δ
√
log(1/δ) · 1/δ
)
≤ 2 exp
(
−
c2 (i+1) ln
1
ǫd γ
3
)
.
The probability that A fails to be a relative (ǫi, δ)-approximation for a set of Ai ∪Bi is at most
k−1∑
i=0
|Ai ∪ Bi| · 2 exp
(
−
c2 (i+1) ln
1
ǫd γ
3
)
≤ 4
k−1∑
i=0
(
8 c12
i
ǫ
)3d (
ǫdγ
) c2(i+1)
3
≤
γ
12
k−1∑
i=0
(2ǫ)3id ≤
γ
6
.
(iii) The probability of failure for any set S ∈ P0, by Theorem A with η = δtmax
{
|S|
n , ǫ
}
is at
most
∑
S∈P0
2 exp

− δ2t2
(
max
{
|S|
n , ǫ
})2
· n
2|S|t+ δtmax
{
|S|
n , ǫ
}
· n

 ≤ |P0| · 2 exp
(
−
ǫδ2t
3
)
≤ 4
(
4 c1
ǫ
)3d (
ǫdγ
) c2
3
≤
γ
6
.
Chaining. Let S ∈ F . There exists a set Sk ∈ Pk with Ak = S \Sk ∈ Ak and Bk = Sk \S ∈ Bk
such that S = (Sk \Bk)∪Ak. Similarly one can write Sk in terms of Sk−1 ∈ Pk−1, Ak−1 ∈ Ak−1,
Bk−1 ∈ Bk−1 and so on until we reach S0 ∈ P0. Thus using Claim 4 (i), (ii) and (iii), we get
that with probability at least 1− γ/2,∣∣∣∣ |S|n −|A ∩ S|t
∣∣∣∣ =
∣∣∣∣ |Sk|n −|Bk|n + |Ak|n −
(
|A ∩ Sk|
t
−
|A ∩Bk|
t
+
|A ∩Ak|
t
)∣∣∣∣
(i)
≤
∣∣∣∣ |Sk|n −|A ∩ Sk|t
∣∣∣∣+δmax
{
ǫ,
|Ak|
n
}
+δmax
{
ǫ,
|Bk|
n
}
=
∣∣∣∣ |Sk|n −|A ∩ Sk|t
∣∣∣∣+2 δǫ ≤ · · ·
(ii)
≤
∣∣∣∣ |S0|n −|A ∩ S0|t
∣∣∣∣+2δ
k−1∑
j=0
ǫj+2δǫ
(iii)
≤ δmax
{
ǫ,
|S0|
n
}
+14δǫ ≤ δ
|S|
n
+16δǫ ≤ 2δmax
{
|S|
n
, 16ǫ
}
where the second-last step uses the fact that |S0| ≤ |S| +
k∑
j=0
|Bi| ≤ |S| +
∞∑
j=0
ǫn
2j
≤ |S| + 2ǫn.
Therefore A is a relative (2δ, 16ǫ)-approximation of F|A′ . Repeating the same arguments with
δ′ = δ/6 and ǫ′ = ǫ/16 we get a relative
(
ǫ, δ3
)
-approximation of F|A′ , as required.
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