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ABSTRACT
MODELING MATERIAL TRANSFORMATIONS IN
BIO-REFINEMENT
SEPTEMBER 2012
VISHAL AGARWAL
B.Tech., PANJAB UNIVERSITY, INDIA
M.Tech., INDIAN INSTITUTE OF TECHNOLOGY BOMBAY, INDIA
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Prof. Scott M. Auerbach, Prof. George W. Huber and Prof. W. Curtis
Conner, Jr.
Lignocellulosic biomass is a significant pool of energy resource, which can be har-
nessed to supplement or replace the dwindling fossil fuel reserves. This requires devel-
opment of economically viable means to efficiently convert biomass to biofuels. A major
requirement in biofuel industry is to develop highly active, selective and stable catalysts.
Zeolites are an important class of micro-porous crystalline solids, and have proven to be
effective and stable acid catalysts for a variety of petrochemical and fine-chemical pro-
cesses. Nitrided zeolites – i.e., those with Si-O-Si and Si-OH-Al groups substituted by
Si-NH-Si and Si-NH2-Al – have shown promise as shape-selective basic catalysts, and are
potential candidates for biofuel production catalysts. In the first part of this dissertation, the
stability and base characteristics of nitrided zeolites have been explored. The nitridation
mechanism in HY and silicate type zeolites is computed by first time implementation of
viii
embedded-cluster procedure with nudged-elastic-band method of finding elusive transition
states. The stability of nitrided sites is investigated by modeling the kinetics of nitridation
in reverse, going back to untreated zeolite plus ammonia. Our calculations suggest that
nitrided silicalite and HY zeolites require high temperatures to form, but once formed, they
remain relatively stable, auguring well for their use as shape-selective base catalysts. In
addition, a systematic study of base strength versus aluminium content or alkali cation of
nitrided zeolites is also performed. Our studies suggest that K-N-Y (Si:Al = 11) optimizes
the balance of activity, stability and cost.
Pyrolysis of lignocellulosic biomass is a burgeoning technology to obtain renewable fu-
els. Commercializing pyrolysis would require efficient process design, especially reactors
as they are one of the most energy intensive units in the whole process. This would in turn
require detailed understanding of complex pyrolysis chemistries. Biomass is mainly com-
posed of the biopolymer cellulose; therefore, understanding cellulose pyrolysis chemistries
is important for efficiently modeling and optimizing pyrolysis reactors. In the second part
of this dissertation, the mechanism(s) of conversion of crystalline cellulose to precursors
of major products in cellulose pyrolysis have been explored. As the first step, the trans-
formation of cellulose Iβ to a high-temperature (550 K) structure is modeled by comput-
ing infrared (IR) spectra as a probe of hydrogen bonding using constant-pressure classical
molecular-dynamics simulations. To assist in the analysis of IR spectra, a novel synthe-
sis of normal mode analysis and power spectrum methods is developed to assign the O-H
stretches. Simulated IR spectra at elevated temperatures suggests a structural transforma-
tion above 450 K, a result in agreement with experimental IR results. The low-temperature
(300-400 K) structure is found to be dominated by intrachain hydrogen bonds, whereas
in the high-temperature structure (450- 550 K), many of these intrachain hydrogen bonds
transform to longer, weaker interchain hydrogen bonds. Next, the subsequent decomposi-
tion of cellulose is modeled at 600 and 873 K using Car-Parrinello molecular- dynamics
simulations and the metadynamics method. The computed nascent processes can explain
ix
the formation of precursors to major products observed during cellulose pyrolysis such as
levoglucosan (LGA), hydroxy-methylfurfurral (HMF) and fragmentation products such as
formic acid. LGA is found to be kinetically and thermodynamically favorable in com-
parison to other products, which explains why LGA is the major product observed during
cellulose pyrolysis. The molecular insights presented in this part of the study will be helpful
in developing detailed kinetic models for optimizing pyrolysis reactors.
x
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CHAPTER 1
GENERAL INTRODUCTION
“If you can’t explain something simply, you don’t understand it well enough.”
–Albert Einstein
With continuous growth and industrialization, especially in countries like China and
India, the world’s energy demand is rising, and is likely to rise by more than 35% by the
year 2030 compared to what it was in 2010.3 More than 80% of this demand today is
effectuated by burning fossil-fuels. Since fossil fuels are formed typically in millions of
years by decomposition of buried dead organisms, they are limited. Also, burning of fossil
fuels leads to environmental problems such as greenhouse gas accumulation, acidification,
air pollution, water pollution, damage to land surface and ground-level ozone.4
The depleting fossil fuel reserves and environmental problems have attracted the atten-
tion of a lot of researchers to develop efficient methods to extract energy from environ-
mental friendly alternate sources of energy.54,79,80 Lignocellulosic biomass is a huge pool
of energy source that can be harnessed in this respect. In contrast to fossil fuels, biofuels
offer certain environmental advantages. Plant growth needed to generate biomass feed-
stocks removes atmospheric carbon dioxide equalizing the increase in atmospheric carbon
dioxide resulting from biofuel combustion. Since lignocellulosic biomass is the only sus-
tainable source of liquid fuels, given that more than 35% of the world energy requirement
is quenched by liquid fuels,3 the need of the hour is to develop efficient and economically
viable means to convert lignocellulosic biomass to biofuels.143 Keeping these considera-
tions in mind, the purpose of this dissertation is two-folds: first to study a potential basic,
shape-selective catalyst for biofuel industry, and second to study the atomic and molecular
transformations of biomass to biofuel via thermal degradation.
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1.1 Shape Selective Base Catalyst
A major requirement in biofuel industry is to develop highly active, selective and sta-
ble catalysts to efficiently convert biomass to fuels. Porous solids have found great utility
as catalysts since they not only provide large surface area for the reaction but also with
the presence of voids of controllable dimensions they can be used to carry out selective
reactions. Thus, these materials can be engineered to carry out particular reactions while
inhibiting the unwanted side reactions in turn increasing yield towards the desired prod-
uct. According to the IUPAC definition, porous materials can be divided into 3 groups –
microporous (pore size < 2 nm), mesoporous (2-50 nm) and macroporous (> 50 nm).263
Zeolites fall in the class of micro-porous crystalline materials having a primary building
unit of TO4 tetrahedra (T= Si, Al). These primary units join via oxygen to give cage-like
structures.28 More than 200 zeolites are known to exist; of which about 40 of them are
naturally occurring.2 Zeolite frameworks are recognized by a three-letter mnemonic code
such as MFI, FAU etc.30 These mnemonic codes only describe the network of the corner
sharing tetrahedrally coordinated framework atoms (T-atoms) and actual materials come
under these classes.2 A list of three-letter codes of zeolite framework types can be found
in the database of International Zeolite Association (IZA).2 Industrially important X and Y
type zeolites comes under mnemonic code FAU, and ZSM5 come under mnemonic code
MFI zeolites.
Because of the cage-like structures, zeolites have high surface area, large adsorption
capacities and can be exploited to carry out shape-selective reactions. Shape selectivity
in zeolites can be because of the reactant selectivity, the transition-state selectivity or the
product selectivity.28 A classic example of shape selectivity in zeolites is methylation of
toluene using methanol in H-ZSM5 type zeolite.41 This reaction becomes para- selective
in the presence of H-ZSM5 due to the steric hindrance experienced by ortho- and meta-
isomers from the zeolite pore. Because of the huge surface area and shape selective prop-
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erties, zeolites find huge applications in industry as catalysts and adsorbents. A summary
of commercial applications of zeolites can be found in Auerbach et al.28
All-silica zeolites are uncharged solids, however, the presence of trivalent ion at the
tetrahedral (T) site in zeolite puts negative charge in the framework. Having protons
as charge compensating ions makes zeolites as strong Brønsted acids. Acidic zeolites
have long been backbone of petroleum industry, effectively catalysing carbon-carbon bond
breaking reactions such as cracking. However, biomass is composed of heavily oxygenated
compounds that will likely be more effectively activated by basic catalysts. Examples of
base-catalyzed reactions important to biofuel processing include condensation reactions
that form carbon-carbon bonds, trans-esterification of triglycerides giving bio-diesel, and
esterification of organic acids making gasoline additives.144 Standard zeolites show very lit-
tle basic activity, however, weak basic catalyst can be obtained by having alkali ion as the
charge compensating ion.33 These weak basic zeolites have shown to selectively catalyze
many reactions.35 For example CsX produces styrene from alkylation of toluene whereas
acidic zeolites give xylenes.125 Bridging framework oxygen close to the cation plays the
role of the basic site in these cases. Weak basicity in zeolites can be converted to high ba-
sicity by substituting oxygen with an isoelectronic ‘-NH-’ group.23 The distinct advantage
is that the pore structure of zeolite is conserved after the substitution,119 which is important
for shape selectivity. The zeolites with Si–NH–Si and Si–NH2–Al linkages are, hereafter,
referred to as nitrided or nitrogen-substituted zeolites in this dissertation.
The first report of nitrided zeolites appeared in 1968 by Kerr and Shipman,157 who ex-
posed HY to ammonia at elevated temperatures (>500◦C). Since then various groups have
applied ammono-thermal treatments to zeolites.85,94,95,102,117–119,209,252–254,308 Some studies
have reported that the resulting materials are active catalysts for reactions typically cat-
alyzed by bases,94,209,254 such as the Knovenagel condensation of benzaldehyde with mal-
ononitrile, suggesting that new basic sites have been formed by ammono-thermal treatment.
All the previous studies point out to the very promising nature of nitrided zeolites, still the
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mechanism of nitridation and nature of active sites are largely unknown. Discovering the
mechanism(s) may explain observed nitridation rates, provide predictions of base catalyst
stability, and shed light on the fundamental aspects of functionalizing zeolites. Ernst et al.
found that the presence of water can influence the activity of nitrided zeolites.94 In order
for nitrided zeolites to be useful catalysts, their stabilities to heat and humidity must also
be investigated and understood.
Also, missing is a systematic study of base strength versus aluminium content or alkali
cation of nitrided zeolites. A conventional wisdom in zeolite science suggests that increas-
ing aluminium content will increase zeolite base strength, because isomorphic substitution
of aluminium for silicon increases framework negative charge, hence facilitating base ac-
tivity through Lewis and/or Brønsted mechanisms. Various experimental studies have been
performed to support this fact,33,35,140–142,309,310 however, most of these studies have been
performed using standard X (Si:Al = 1.2) and Y (Si:Al = 2.4) type zeolites. For higher
Si/Al ratios Barthomeuf33 and Okamoto et al.219 have used different zeolites, making com-
parisons with X and Y inappropriate. As such, it is not clear whether this trend continues
for zeolites with Si:Al ratios much above 2.4. The strength of basicity also depends on the
nature of charge compensating cation.34 For standard zeolites of alkali cations, the base
strength has been shown to increase in the order of Li<Na<K<Rb<Cs33,35,202 suggesting
that ion exchange of nitrided zeolites should produce the strongest possible basic sites. The
expense of ion exchange warrants the question of how much base strength is gained by
such a process.
All the above discussion raises following important questions on the stability and ba-
sicity of nitrided zeolites:
• What is the mechanism of nitrogen substitution in zeolites?
• How does the framework and presence of Al atom affect the mechanism of nitrogen
substitution?
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• How does heat and humidity affect the nitridation yields?
• What are the temperatures and water concentrations at which nitrided zeolites can be
used as catalysts?
• What probe molecule can be used to capture the base strength of basic sites in zeolites
and nitrided zeolites?
• How does the base strength varies with aluminium content and charge compensating
cation?
• How can one optimize the base strength with respect to aluminium content and the
charge compensating cation?
We have used density functional theory calculations to answer all the above questions. The
results and methodology of these studies are explained in Chapters 3, 4 and 5.
1.2 Cellulose Pyrolysis
Biomass can be converted to energy by physical, biological and thermochemical pro-
cesses; of which pyrolysis is one of the most promising routes to obtain liquid fuels.80
Biomass pyrolysis is thermal decomposition occurring usually in the absence of oxygen
converting organics to solid, liquid and gases.52,53,61 The yields and products of pyrolysis
depend markedly on the process variables such as residence time and temperature. Lower
temperatures and longer residence times favour the production of char, whereas high tem-
peratures and longer residence times increase biomass conversion to gas. Moderate tem-
peratures and short residence times are optimum for producing liquids.52 Fast pyrolysis is
a term classifying processes carried out at moderate temperatures (400-600 ◦C) with short
residence times (0.5 - 2 s); and is a rapidly developing route to biomass-derived liquid
fuels.178 Any attempt to commercialize this process would require optimal reactor design,
which is one of the most energy intensive unit in the whole process.145 This would in turn
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require detailed understanding of pyrolysis chemistries and elementary kinetics. Although
pyrolysis has been under study for more than six-decades, still the reactions at a molec-
ular level are not well understood.178 More than 50% of the plant material comprises of
cellulose,223 therefore, understanding cellulose pyrolysis is the key to developing efficient
technologies for the conversion of biomass.
Cellulose is synthesized in the plasma membrane of the plant cell during biogenesis in
the form of highly crystalline microfibrils.250 The primary structure of cellulose is a lin-
ear homopolymer of glucose residues having the D-configuration and connected by β-(1-4)
glycosidic linkages as shown in Figure 1.1.223 Hydroxyl groups present in cellulose are
involved in various possible intra-molecular and inter-molecular hydrogen bonds giving
rise to different crystalline arrangements of cellulose. Cellulose has four principal allo-
morphs: I, II, III, IV.223 Naturally occurring or native cellulose (cellulose I) is the most
abundant form of cellulose and has been found to be a mixture of two crystalline forms,
Iα and Iβ, present in statistically different proportions.26 Both these structures consist of
cellulose chains with alternate glucose units facing in opposite directions. These chains are
arranged in parallel fashion and are linked through inter-chain OH· · ·H hydrogen bonding.
The sheets of polymeric chains are stacked over one another, stabilized by weak CH· · ·O
hydrogen bonds and van der Waals forces.150,213,214
C1'
O5'C5'
C4
C5 O5
O4
C6
O6H
OH
*
HO
O
*
OH
OH
HO
n
Figure 1.1. Schematic representation of cellulose repeat unit.
The structure of cellulose I has been under debate since 1928, when it was first pro-
posed as a monoclinic unit cell [ a = 8.35 Å, b = 7.0 Å, and c = 10.3 Å; γ = 84◦ ] from
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the X-ray diffraction pattern of cellulose from Ramie.199 It was only after the discovery of
dimorphism in cellulose I26 that significant progress has been made in the determination of
the structure of cellulose I. Since then various experimental studies including X-ray,170,191
FTIR,97,162,164,187,200,201,259 electron diffraction,259,260 neutron diffraction,170, Raman spec-
troscopic studies,25,305 and 13C NMR studies26,37,257,282 have been performed to elucidate
structure of cellulose I. It was only recently that a complete crystal structure and hydrogen
bonding system of cellulose Iβ and Iα has been elucidated using synchrotron X-ray and
neutron fiber diffraction studies.213,214 Because cellulose Iβ is the dominant form present
in most higher plant material, we have used this structure to model the thermo-physical
properties of cellulose.
Cellulose pyrolysis is a complicated process involving a lot of convoluted reaction path-
ways, due to which most of the published literature82,204,227,228,276 concentrates on the sim-
plified kinetic models based on weight loss. The experimental data is fitted to these simpli-
fied models to compute kinetic parameters. One of the most widely used model in literature
is Broido-Shafizadeh model,50,55,244 which assumes that cellulose first converts to “active
cellulose” and then further degrades via parallel pathways either to volatiles, or to char
and gases. Many variations to this model exist in literature;12,15,19,31,65,70,71,83,158,178,184,256,285
of which many researchers believe that there is no such intermediate stage and cellulose
directly convert to products.11,15,19,183
Recently, Lin et al.178 suggested that cellulose to active cellulose is a reversible change
observed below 550 K, while other suggests that active cellulose is formed irreversibly
above 550 K due to depolymerization of cellulose.49,50,172,182 As such there is no clear un-
derstanding of what this active cellulose intermediate is. The product distribution from
thermochemical conversion of cellulose also varies considerably with reaction conditions.
Although, levoglucosan (LGA) is understood to be the major product of cellulose fast py-
rolysis, it it not clear how it is formed and why it is the major product observed. The
mechanism of formation of furans and fragmentation products (such as formic acid), which
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are observed in appreciable quantities, are also in debate. While some researchers believe
them to be formed from anyhdro-sugars,178,226 others believe them to be directly formed
from cellulose via parallel pathways.12,184,232,245 The above discussion raises following im-
portant questions on chemical and physical transformations of cellulose with temperature:
• What are the transformations that govern the formation of active-cellulose at temper-
atures below 550 K?
• What are the nascent decomposition pathways of cellulose at temperatures above 550
K?
• What is the mechanism of formation of LGA and why it is the major product ob-
served during fast pyrolysis of cellulose?
We have used molecular dynamics simulations to answer all the above questions. The
results and methodology of these studies are explained in Chapters 6 and 7.
1.3 Dissertation Overview
This dissertation is divided into eight chapters. The present chapter provides a brief
background, motivation and objectives of the work done in this dissertation. Chapter 2 pro-
vides a brief introduction to computational methods used in this work; reviewing computa-
tional representation of a real system, quantum mechanical calculations, the nudged elastic
band method, classical and ab initio molecular dynamics simulations, infrared spectrum
calculations, and the metadynamics method to enhance probabilities of barrier-crossing
events. More specific simulation methodology and parameters are presented in the subse-
quent chapters.
The first part of this dissertation, i.e., to understand the stability and base characteristics
of nitrided zeolites is presented in Chapters 3, 4 and 5. Chapter 3 provides detailed density
functional theory calculations revealing nitridation mechanisms in all-silica MFI zeolite
(silicalite) and in acidic HY zeolite. This chapter also provide details about the first time
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implementation of the nudged elastic band method with the embedded-cluster approach.
Chapter 4 presents the modeling of experimental reactors to predict nitridation yields with
temperature and water concentrations. This is followed by computing the stabilities of
nitrided sites by modeling the kinetics of nitridation in reverse, going back to untreated
zeolite plus ammonia. Chapter 5 explores the strength of basic sites in FAU and nitrided
FAU using simple probe molecules like BF3 and BH3. The effect of aluminium content
and the size of the charge compensating cation on the basicity of FAU and nitrided FAU is
investigated.
The second part of this dissertation, i.e., to understand the chemistries of cellulose py-
rolysis, is presented in Chapters 6 and 7. Chapter 6 employs classical NPT molecular dy-
namics simulations to compute the IR spectra of cellulose Iβ as a probe of hydrogen bond-
ing to understand the structural changes in cellulose at elevated temperatures (< 550 K).
Chapter 7 explores nascent decomposition pathways of cellulose using ab initio molecular
dynamics with probabilities of barrier-crossing events enhanced by using the metadynam-
ics method. Finally, the work done in this dissertation is summarized in Chapter 8 along
with possible future directions. The findings of this dissertation have appeared/submitted
as following articles:
1. Karl D. Hammond, Fulya Dogan, Geoffrey A. Tompsett, Vishal Agarwal, W. Cur-
tis Conner, Jr., Clare P. Grey and Scott M. Auerbach, “Spectroscopic Signatures of
Nitrogen-Substituted Zeolites,” J. Am. Chem. Soc. 130, 2008, 14912-14913.
2. Vishal Agarwal, George W. Huber, W. Curtis Conner, Jr. and Scott M. Auerbach, “DFT
Study of Nitrided Zeolites: Mechanism of Substitution in HY and Silicalite,” J. Catal.
269, 2009, 53-63.
3. Vishal Agarwal, George W. Huber, W. Curtis Conner, Jr. and Scott M. Auerbach, “Ki-
netic Stability of Nitrogen-substituted sites in HY and Silicalite from First Principles,”
J. Catal. 270, 2010, 249-255.
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4. Vishal Agarwal, W. Curtis Conner, Jr. and Scott M. Auerbach, “DFT Study of Nitrogen
Substituted Zeolites: Effect of Ion Exchange and Aluninum Content inside FAU,” J.
Phys. Chem C 115(1), 2011, 188-194.
5. Vishal Agarwal, George W. Huber, W. Curtis Conner, Jr. and Scott M. Auerbach, “Sim-
ulating IR Spectra and Hydrogen Bonding in Cellulose Iβ at Elevated Temperatures,”
J.Chem. Phys 135, 2011, 134506.
6. Vishal Agarwal, Paul J. Dauenhauer, George W. Huber and Scott M. Auerbach, “Ab
initio Modeling of Cellulose Pyrolysis: Nascent Decomposition Pathways of Cellu-
lose at 600 and 873 K.” Submitted.
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CHAPTER 2
COMPUTATIONAL METHODS
“Give me a lever long enough and a fulcrum on which to place it, and I shall move the world.”
–Archimedes
2.1 Introduction
Computational modeling has provided great insights into structures, properties and
chemistries at a molecular level.237 Atomistic simulations have been traditionally used
and developed to model various physical phenomena at a length scale where it is hard
for physical experiments to reach. A broad range of such methods exists in the literature
to capture different time and length scales. The purpose of this chapter is to succinctly
introduce the reader to the main methods used in this dissertation. This chapter first dis-
cusses representation of a real system computationally. This is followed by an introduction
to quantum mechanics and electronic structure methods. The next section briefly discusses
the chain-of-state method for locating transition states and finding minimum energy paths.
This is followed by an introduction to molecular dynamics (MD) simulations. Finally,
this chapter presents the metadynamics method designed to enhance the probabilities of
barrier-crossing events.
2.2 System Representation
A real system consists of huge number of atoms. Simulating such a large number of
atoms is not feasible due to limitations of computational resources. Thus, modeling peri-
odic systems (sometimes non-periodic) is mainly based on two fundamental approaches.
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The first approach involves modeling of a 3D-periodic structure through periodic bound-
ary conditions (PBCs). PBCs on a repeating simulation cell mimics an infinite isolated
system. PBSs are imposed by “minimum-image” convention in which each atom interacts
only with the closest image of the remaining atoms in the system. When ab initio meth-
ods are used for simulation, this approach is computationally feasible when the repeating
simulation cell is small (< 250 atoms). When repeating simulation cell is large, the second
approach based on truncating a 3D solid into a cluster is used. Small clusters neglect the
long range forces and they are truly not representative of the solid. However, the long range
forces tend to cancel out when comparing reaction barriers, and hence cluster approach can
be used to model material transformation. Both cluster approach and PBCs are used in this
dissertation for modeling material transformation. The cluster approach used is described
briefly below.
2.2.1 Cluster Approach
In a constrained cluster approach, a piece of solid structure containing only a few atoms
is cropped and the dangling bonds are passivated (usually by hydrogen atoms). In order
that the structure emulates the modeled solid (for example zeolite), the outer atoms are
constrained along the vector of the next bonded atom in a true solid. The new X-H bond
is rescaled according to the identity of X (for example O-H bond = 0.9–1.0 Å, Si-H bond
= 1.4–1.45 Å). However, performing quantum chemical calculations with progressively
larger cluster and larger basis set and theory to get the desired convergence becomes too
computationally expensive and time consuming.98 These problems can be overcome by
using embedded cluster approach. In an embedded cluster approach, the total system (T)
is divided into two or more layers. The inner region (I) is the region of interest (where
main process is going on like breaking or forming of bond). This region is treated with
high accuracy (hi) (for example B3LYP36,173/6-311g(d,p)167), whereas the outer region (O)
is treated with less accurate methods (lo) (for example UFF234, AM181). One such method
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is known as ONIOM (Our N-layered Integrated molecular Orbital + molecular mechanics)
developed by Morokuma and coworkers.76,206–208 For covalently bonded systems like zeo-
lites, the dangling atoms of the inner layer are saturated with hydrogen yielding a cluster
(C). The energy of the total system is calculated from three independent calculations as:206
EONIOM = Ehi(C) + Elo(T) − Elo(C), (2.1)
ONIOM has been implemented in commercial software like the GAUSSIAN pack-
age.106 Geometry optimization in ONIOM as implemented in the GAUSSIAN is a two
step process. In the first step, the MM region or the lower level is fixed and the displace-
ment is made only in the QM region or the high level region, known as the macro-iteration
step. In the second step, the MM region is fully optimized, while the QM region is fixed,
known as the micro-iteration step.296,298 The drawback of this type of method is that the
large displacements in the MM region may incorporate numerical instability and also there
is no direct coupling between the MM and QM region, which deteriorates the quality of
the QM step increasing the number of steps involved for iteration. To overcome this dif-
ficulty, “quadratic coupling” has been implemented in GAUSSIAN,297 which couples the
embedding in a numerically stable fashion.
Embedding can be done in two possible ways. It the polarization of the inner atoms is
not allowed by the outer atoms then in that case the embedding is “mechanical.” Mechanical
embedding has the disadvantage of neglecting the changes in the QM wavefunction in
response to the electrostatic field produced by the environment. In the second approach, the
electrostatic potential of the outer region can polarize the inner atoms then the embedding
is called “electronic embedding.” However, electronic embedding can be sensitive to the
treatment of the point charges at the boundary between the QM and MM atoms.154 The
link atoms saturating the inner region for QM step are placed on the vector joining the next
covalently bonded atom. The distance of the placement is determined by a factor, which
can be explicitly defined within the program.76
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2.3 Quantum Chemical Calculations
Quantum chemical calculations are based on postulates and theorems of quantum me-
chanics that form the rigorous foundation for predicting the observable chemical proper-
ties. It is based on the fundamental postulate that microscopic systems can be described by
“wave functions” that can completely characterize all the physical properties of the system.
Mathematically, this can be written in the form of Schro¨dinger’s equation. For N elec-
trons and M nuclei molecular system in the non-relativistic approximation, time-dependent
Schro¨dinger equation in position representation is
i~
∂
∂t
Ψ({ri}, {RI}; t) = ˆHΨ({ri}, {RI}; t), (2.2)
where ~ is the reduced Plank’s constant, Ψ({ri},RI; t) is the wave function and ˆH is the
Hamiltonian operator, which characterizes the total energy of the system. The Hamiltonian
operator is given by
ˆH = −
M∑
I=1
1
2MI
~∇2I −
N∑
i=1
1
2
~∇2i +
M∑
I=1
M∑
J>I
ZIZJ
RIJ
+
N∑
i=1
N∑
j>i
1
ri j
−
M∑
I=1
N∑
i=1
ZI
|~RI − ~ri|
(2.3)
for the electronic {ri} and nuclear {RI} degrees of freedom. Note this equation is written
in units based on Hartree atomic units. Hartree atomic units are summarized in Table 2.1.
The first and the second terms in the Eqn. (2.3) represent the kinetic energy of nuclei
and electrons, respectively. The third, fourth and fifth terms represent the nuclear-nuclear,
electron-electron and nuclear-electron Coulombic interactions, respectively. When the po-
tential energy is independent of time, which is often the case, the Schro¨dinger equation can
be separated into spatial and time variations of wave function as:27,196
Ψ({ri}, {RI}; t) = ψ({ri}, {RI}) · Θ(t), (2.4)
ˆHψ({ri}, {RI}) = Eψ({ri}, {RI}), (2.5)
i~
∂
∂t
Θ(t) = EΘ(t). (2.6)
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Table 2.1. Hartree atomic units and their SI equivalent.27,196
Dimension Definition Value in SI Units
Mass Mass of an electron, me 9.10938291× 10−31 kg
Charge Electronic charge, e 1.602176565× 10−19 C
Angular momentum Reduced plank’s constant, ~ = h2π 1.054571726× 10−34 Js
Length Bohr radius, a0 = 4πε0~
2
mee2
5.2917720859× 10−11 m
Energy Hartree, Eh = mee
4
16π2ε20~2
4.35974417× 10−18 J
Time ~/Eh 2.418884326505× 10−17 s
An exact solution to Schro¨dinger equation for many particle system is not possible.
Therefore, certain simplifications and approximations are made to solve these equations.
The first approximation in this regard is to decouple the motion of nuclei and electrons
(as electrons move much faster compared to nuclei). This approximation comes from the
fact that the atomic mass of nucleus (mp) is much greater than the mass of electron (me)
i.e. mp/me ≥ 1836. This approximation is known as Born-Oppenheimer approximation.196
The many-particle system under this approximation can thus be represented by a prob-
lem in which the atomic nuclei are considered to be fixed in space and only electrons are
considered to be moving. This leads to further simplification of the Schro¨dinger equa-
tion, in which the electronic wave function can be separately solved and the nuclei are
assumed to move in an average field of the electrons. Even with this simplification, the
Schro¨dinger equation can only be solved exactly for H+2 ion.68,69 Further approximations
are required to solve any system bigger than H+2 ion. Two approaches are mainly used in
solving Schro¨dinger equation; wave-function based approach and the density-functional
approach.105 The reader is directed to refs. 27, 73 and 196 for more details on these ap-
proaches. Only Hartree-Fock method (wave-function approach) and density functional the-
ory (DFT) are discussed briefly below. Although we have not used Hartree-Fock method
in this work, it is discussed to introduce some simple concepts used while performing elec-
tronic structure calculations.
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2.3.1 Hartree-Fock Method
One of the biggest hurdles in solving Schro¨dinger’s equation is dealing with the electron-
electron repulsion term, as it depends on the electron-electron separation, and hence does
not allow separation of the total Hamiltonian into each electronic Hamiltonian. In Hartree-
Fock (HF) approximation, electron-electron repulsions are treated in an ‘average’ way,
where each electron is considered to be moving in the electrostatic field of the nuclei and
average field of the N −1 electrons.262 The total wave function in the HF approximation, to
satisfy the principle of Pauli exclulsion principle (because electrons are fermions, the wave
function must be antisymmetric upon exchange), is represented by the Slater determinant
as:
ψ =
1√
N!
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
χ1(~r1;ω1) χ2(~r1;ω1) · · · χN(~r1;ω1)
χ1(~r2;ω2) χ2(~r2;ω2) · · · χN(~r2;ω2)
...
...
. . .
...
χ1(~rN;ωN) χ2(~rN;ωN) · · · χN(~rN;ωN)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (2.7)
where χi(~ri;ωi) = χi(~xi) are the spin orbitals given by
χi(~ri;ωi) = φi(~ri)αi(ωi) ∀ωi ∈ (↑, ↓). (2.8)
In Eqn. (2.8), φi(~ri) are the molecular orbitals and αi(ωi) represents the spin. The expecta-
tion of energy in HF approximation, 〈ψ| ˆH|ψ〉, is given by:221
E = 〈ψ| ˆH|ψ〉 =
N∑
i=1
Ii +
1
2
N∑
i, j=1
(Ji j − Ki j), (2.9)
where
Ii =
∫
ψi(~x)∗
−12~∇2i −
M∑
I=1
ZI
|~RI − ~ri|
ψ(~x)d~x (2.10)
Ji j =
"
ψi(~x1)ψi(~x1)∗ 1
r12
ψ j(~x2)∗ψ j(~x2)d~x1d~x2, (2.11)
Ki j =
"
ψi(~x1)∗ψ j(~x1) 1
r12
ψ j(~x2)∗ψi(~x2)d~x1d~x2. (2.12)
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The Ji j are referred to as “Coulomb integrals” and Ki j are the “exchange integrals”. Ji j is
the average repulsive potential, which arises due to the interaction of electrons in the ψi
and ψ j orbitals, whereas, Ki j arises from the non-classical exchange of an electron i and
an electron j. The energy given by Eqn. (2.9) can be minimized variationally under the
orthonormality constraint, 〈ψ|ψ〉 = δi j, to yield Hartree-Fock equations given as:221
ˆFiψi(~x1) =
−12~∇2i −
M∑
I=1
ZI
|~RI − ~ri|
+
N∑
j,i
( ˆJ j − ˆK j)
ψi = εiψi(~x1), (2.13)
ˆJ jψi(~x1) =
(∫
ψ j(~x2)∗ 1
r12
ψ j(~x2)d ~x2
)
ψi(~x1), (2.14)
ˆK jψi(~x1) =
(∫
ψ j(~x2)∗ 1
r12
ψi(~x2)d ~x2
)
ψ j(~x1), (2.15)
where ˆFi is the Fock operator.
∑N
j,i( ˆJ j − ˆK j) is the average potential experienced by the
ith electron due to the presence of other electrons. These equations form a set of non-
linear differential equations. To solve these equations, an initial guess of spin orbitals
is made, which is used to calculate the average potential or field. Eqn. (2.13) is then
solved to obtain a new guess of spin orbitals, which are again used to estimate average
electron field. This procedure is repeated until fields no longer change (also known as
“self consistency”). This procedure is, therefore, known as “self consistent field” method.
Molecular orbitals are constructed from basis functions discussed later in this chapter. The
solutions of the electronic problem can be systematically improved by using perturbation
theory (Møller-Plesset methods205) or a multi-determinant approach (Coupled Clusters or
Configuration Interaction).73 For more details about these methods see refs. 27, 73 and
196. Møller-Plesset second order perturbation method (MP2) was employed in Chapter 7
for benchmarking ab initio molecular dynamics simulations.
2.3.2 Density Functional Theory
DFT is one of the most popular method for solving Schro¨dinger equation due to its
computational advantages over other ab intio methods.73 In DFT, the N electron wave
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function ψ(~x1, ~x2, . . . , ~xN) is replaced with a much simpler electron density function ρ(~r).221
The concept of formulating energy as a density functional is based on an approximate
model introduced by Thomas and Fermi in 1920s to statistically estimate the distribution
of electrons around the atom.267 In a landmark achievement, Hohenberg and Kohn provided
fundamental theorems proving that a ground state energy can be uniquely determined by
electron density.135 A year later, Kohn and Sham derived the one-electron equations to get
electron density,161 which forms the basis of all density functional theory calculations. For
a N electron system, the ground state energy in density functional form can be written
as:27,161,221
E[ρ] = −1
2
N∑
i=1
∫
ψ(~x1)∗~∇2ψ(~x1)d~x1−
M∑
I=1
ZI
|~RI − ~r1|
ρ(~r1)d~r1+12
∫
ρ(~r1)ρ(~r2)
r12
d~r1d~r2+EXC[ρ]
(2.16)
where ψi are Kohn-Sham (KS) orbitals, solutions to one-electron KS equations are given
below. ρ(~r) is the ground state electronic density given as:
ρ(~r) =
N∑
i=1
∑
ω
∣∣∣ψi(~r;ω)∣∣∣ . (2.17)
The last term in Eqn. (2.16) arises from the non-classical electron-electron interaction and
is known as exchange-correlation energy. One-electron KS equations can be obtained by
variationally minimizing the energy E[ρ] using charge density from Eqn. (2.17), and are
given by:160
−
1
2
~∇21 −
M∑
I=1
ZI
|~RI − ~r1|
+
∫
ρ(~r2)
r12
d~r2 +
δEXC[ρ]
δρ
ψi = εiψi. (2.18)
The KS orbitals ψi are constructed using basis functions as discussed in next section. By
using an approximate form of EXC[ρ], KS equations are then solved self-consistently to get
the electronic energy.
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A construction of an accurate exchange-correlational functional EXC[ρ] is one of the
greatest challenges for both chemists and physicists.221 Numerous schemes have been de-
veloped to estimate EXC[ρ] and the search for more accurate schemes is still an active
area of research.27 The simplest approximation is the local-density approximation (LDA)
proposed by Kohn and Sham in 1965.161 In LDA, the exchange-correlation energy is ap-
proximated as:161
ELDAXC [ρ] =
∫
ρ(~r)ǫXC(ρ)d~r, (2.19)
where ǫXC represents the electron and correlation energy per particle in an uniform electron
gas density ρ (ref. 221), which can be approximated by assuming it to be a sum of the
exchange energy ǫx(ρ) and the correlation energy ǫc(ρ). The exchange part is obtained from
the Dirac exchange-energy functional as:84
ǫx(ρ) = −
(
81
64π
) 1
3
ρ(~r) 13 . (2.20)
The correlation functional has been calculated accurately by Ceperley and Alder62 and has
been parameterized into analytical form by several authors.222,291
The simplistic LDA approximation is computationally convenient and surprisingly ac-
curate for predicting structural properties. However, its accuracy decreases with varying
electron density in the system.27 The non-homogeneity of the electron density is often
accounted for by adding a non-local correction to exchange-correlation energies using gra-
dient of ρ. A number of different functionals have been proposed with gradient correction;
and in general known as “generalized gradient approximation” (GGA). A variety of differ-
ent exchange-correlation functionals have been developed and used in literature (for details
see ref. 221). Gradient corrected BLYP pure functional36,173 and B3LYP hybrid func-
tional36,173 are employed in this work. BLYP is a combination of gradient-corrected ex-
change functional developed by Becke36 and the correlation functional developed by Lee,
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Yang and Parr;173 hence the name BLYP. B3LYP is a three parameter hybrid functional,
which uses HF exchange in conjunction with DFT.27
2.3.3 Basis Set
As discussed before, all the methods for solving Schro¨dinger equation require an initial
guess of a wave function. A basis-set is a group of functions, the linear combination of
which is used to approximate a wave function. Many possible functions can be used to
obtain a basis set, however, Slater-type functions and Gaussian-type functions are the most
common ones.262 The 1s Slater-type orbital (STO) has the form
φS F1s (ζ,~r) = φS F0 e−ζ |~r|, (2.21)
where φS F0 is the normalization constant and ζ is the Slater orbital exponent. Since the
STO are distance dependent (e−ζ |~r|), the evaluation of many two-electron integrals becomes
impractical.27 As a result, Gaussian-type functions which overcome this problem are com-
monly used. The 1s Gaussian-type orbital (STO) has the form
φGF1s (α,~r) = φGF0 e−α|~r|
2
, (2.22)
where φGF0 is the normalization constant and α is the Gaussian orbital exponent. The orbital
exponents determine how diffuse the function is; a larger value implies a small diffuse
function and a smaller value implies a larger diffuse function.262 Gaussian functions are
not optimum to represent a behaviour of a molecular orbital, hence a linear combination
(also called “contraction”) of Gaussian functions is often used to represent a molecular
orbital.262 Contraction parameters are often obtained by fitting the linear combination of
Gaussian functions to Slater-type orbitals.
The minimum contracted Gaussian functions (CGFs) used to construct a basis set are
known as minimal basis sets. The most common minimal basis sets used are the STO-nG
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basis set, where n is the number of Gaussian primitive functions used. These basis sets
can be improved by using more than one basis function to represent an orbital. One of the
most popular basis sets are the Pople split valence basis sets.123,126,167 6-31G is an example
of Pople double-ζ split valence basis set, which is an acronym that implies inner shells are
represented by contraction of six primitive Gaussians and the valence basis functions are
contraction of three primitive Gaussians and one primitive Gaussian. Since valence basis
functions are constructed by two CGFs, they are called double-ζ.
The basis sets can be further improved by adding polarization functions. The polymer-
ization effect comes from the fact that when an atom forms a bond, the atomic orbitals gets
distorted. This distortions (or polarization effect) can be taken into account by adding a
higher orbital function, i.e., adding p-type functions to H atom and d-type functions to first
row atoms Li-F. When a basis set does not have the flexibility to represent electron density
far away from the nucleus, e.g. in case of ions, the basis sets are augmented with diffuse
functions. In Pople notation, diffuse functions are added by a plus sign; and in Dunning’s
type, “aug-” is added in front. 6-31G(d) and 6-311G(d,p) Pople type basis sets123,126,167 are
employed in this work. Other basis sets employed in this work are the Dunning correlation
consistent types (cc-pvqz, aug-cc-pvqz).88,156,307
When periodic boundary conditions are applied for solving a system, periodic basis sets
(e.g. plane waves) are required for constructing the molecular orbitals. Plane waves are of
the form159
φPWG =
1√
V
e(i ~G.~r), (2.23)
where ~G are the reciprocal lattice vectors and V is the volume of the unit cell.The Kohn-
Sham orbitals of the periodic systems can be written using the Bloch theorem159:
Ψ(~r,~k) = exp(i~k.~r) 1√
V
∑
G
ci(~(G),~k)e(i ~G.~r), (2.24)
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where ~k is a vector in the first Brillouin zone. In actual implementation, the number of
plane waves (denoted as NPW) have to be truncated to a finite value due to computational
limitations. This is accomplished by defining an energy cutoff (as |~k+ ~G|22 ≤ Ecut).190 Prac-
tically, huge number of plane waves are required to capture the localized nature of core
electrons. Core electrons are mostly inactive and are therefore, replaced by an effective
potential known as pseudopotential.242 Several different forms of pseudopotential exists in
the literature; the curious reader is directed to ref. 242 for different types of pseudopoten-
tials. In this work, normconserving Goedecker-Teter-Hutter pseudopotentials111 are used
to represent the core electrons.
2.4 Locating Transition State
A common problem in theoretical chemistry is the identification of the lowest energy
path referred to as “minimum energy path” (MEP) between the energy minimas. The po-
tential energy maximum along the MEP is the saddle point, also referred to as “transition
state” (TS), is of central importance for predicting the reaction rates.96,288 The transition
state is characterized by one imaginary frequency (implying a negative force constant) in
the vibration spectrum, which means that in one direction in the nuclear configuration space
the energy has a maximum, while in all the other (orthogonal) directions the energy is a
minimum. Development of methods for locating TS for complex reaction systems remains
an active area of research for computational chemists.13 Various different methods are de-
scribed in literature for finding TS and reaction pathways (for review see refs. 130, 13 and
194).
Mainly two different approaches are taken for this purpose, single-ended methods and
the double-ended methods. Single-ended methods are the ones requiring only one start-
ing geometry. Eigenmode following method is an example of such an approach, which is
widely used for locating TS.133,194 In one such method, the system is forced to move in the
negative value of the eigenvector using a steepest descent step.239 This method is imple-
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mented in GAUSSIAN package and one of the method used in this dissertation. Single-
ended methods may result in TS, which is often not connecting the reactants or products.
Double-ended approach overcome this drawback, however, such an approach do not usu-
ally give a converged TS.268 Often researchers use a single-ended approach to refine the
TS structure obtained from double-ended approaches.301 In recent years, the double-ended
nudged elastic band (NEB) approach131,132,153 has turned out to be a popular algorithm for
mapping the reaction energy pathway. In this work, we have combined the NEB method
with ONIOM methodology to obtain elusive TSs and intermediates. NEB method is dis-
cussed briefly below.
2.4.1 Nudged Elastic Band Method
NEB is a method for mapping out the minimum energy path (MEP) between a pair of
stable minima on a potential energy surface, without any prior knowledge of the location of
transition state or the nature of the reaction coordinate.153 NEB is a chain-of-states method
in which adjacent system replicas are joined together with springs to represent the reaction
pathway. Minimizing the NEB force (see below) converges the chain to the MEP. At each
step in the optimization, the chain represents the present best guess to the MEP. The NEB
force is the sum of the component of the true force locally perpendicular to the chain, and
the component of the spring force parallel to the chain. The NEB force on the ith image is
thus given by:
~Fi = ~F si‖ + ~F
t
i⊥. (2.25)
The parallel component of the spring force prevents the images from running downhill
away from the transition state, while the perpendicular component of the true force pulls
the images towards the MEP. The parallel component of the spring force is estimated as:
~F si‖ =
(
k[(~Pi+1 − ~Pi) − (~Pi − ~Pi−1)] · τˆi
)
τˆi, (2.26)
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while the perpendicular component of the true force is computed as:
~F ti⊥ = −∇V(~Pi) −
(
−∇V(~Pi) · τˆi
)
τˆi. (2.27)
In the above expressions, ~Pi is the 3N-dimensional position vector of the ith image, k is the
spring constant, and τˆi is the unit tangent vector on the ith image.
The simplest estimate of the ith unit tangent vector is obtained from the normalized line
segment joining the adjacent images according to:
τˆi =
~Pi+1 − ~Pi−1
|~Pi+1 − ~Pi−1|
. (2.28)
Using this approximate tangent, it has been found that kinks in the path may develop when
the force parallel to the MEP is large compared to the force perpendicular to the MEP,
and when many images are used.131 To overcome this difficulty, an “improved tangent”
(IT-NEB) method has been developed.131 In this method the image with the highest en-
ergy between neighbouring images is used to estimate the tangent. The new tangent then
becomes:
τi =

τ+i if Vi+1 > Vi > Vi−1
τ−i if Vi+1 < Vi < Vi−1 ,
(2.29)
where τ+i = ~Pi+1 − ~Pi, τ−i = ~Pi − ~Pi−1 and Vi is the energy of the image i. When neither
of these conditions is satisfied, i.e., when both the neighbouring images are either lower
or higher than the image i, the tangent is estimated using the weighting average based on
relative energy. The functional form of tangent used in this case is:
τi =

τ+i ∆Vmaxi + τ−i ∆Vmini if Vi+1 > Vi−1
τ+i ∆Vmini + τ−i ∆Vmaxi if Vi+1 < Vi−1 ,
(2.30)
where ∆Vmaxi = max(|Vi+1 − Vi|, |Vi−1 − Vi|) and ∆Vmini = min(|Vi+1 − Vi|, |Vi−1 − Vi|).
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To converge to the saddle point, “climbing image” NEB (CI-NEB) has been formulated.
The force on the highest-energy image in this approach becomes:
Fmaxi = −∇E(~Pmaxi ) + 2∇E(~Pmaxi )|‖. (2.31)
In this approach the springs to the highest-energy image are released, and this image is
made to climb in the direction opposite to the parallel component of the true force, leading
the image to the saddle point.132
2.5 Molecular Dynamics
Molecular dynamics (MD) is the time development of N interacting particle system by
numerically solving Newton’s equation of motion:
mi
δ2ri
δt2
= Fi, i = 1, 2...N. (2.32)
The forces on the particles are derived from the potential as:
Fi = −
δV
δri
. (2.33)
These equations are solved using numerical integration with small time steps. The
numerical technique used should maintain long-time energy conservation and short-time
reversibility.104 Long-time energy conservation ensures that the system stays close to the
hyper-energy surface and the short-time reversibility means that the equations still ex-
hibit the time reversible symmetry of the original equations. The general choice of the
method to maintain both the above properties is velocity-Verlet algorithm.261 After initial
changes, the system reaches an equilibrium state and by averaging over an equilibrium tra-
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jectory, macroscopic properties can be derived using statistical thermodynamics.104,195 The
velocity-Verlet algorithm has the form261
r(t + δt) = r(t) + v(t)δt + a(t)δt
2
2
+ O(δ3), (2.34)
v(t + δt) = v(t) + (a(t) + a(t + δt))δt
2
+ O(δ3), (2.35)
where r(t), v(t) and a(t) represents positions, velocities and accelerations at time t, respec-
tively.
The conventional MD simulations performed using Eqn. (2.32) maps out the time evo-
lution of N particles in a volume V where the total energy E of the system remains con-
stant. According to the Ergodic hypothesis,63 the long-time averages during conventional
MD runs is equivalent to the ensemble averages in a micro-canonical ensemble (NVE).
In actual practice, it is often desirable to carry out simulations in other ensembles, such
as canonical ensemble (NVT ) or isobaric-isothermal ensemble (NPT ), emulating an ac-
tual experimental environment. Performing MD simulations in other ensembles requires
keeping at least one of the intensive quantity constant. Typically, soft boundary conditions
(meaning the intensive quantity is allowed to fluctuate, however, the mean value is equal
to the macroscopic value) are applied to achieve this.146,272 Several methods are available
in literature to apply soft restraints and can be found in standard text books (see refs. 104
and 14). In this work, soft restraints on temperature are applied by Nose´-Hoover136,216,217
thermostat and Nose´-Hoover chain-thermostat189, whereas, soft restraints on pressure are
applied using Berendsen barostat.38
In Nose´-Hoover thermostat, the real system is extended by adding an artificial variable s
associated with mass “Q”, which acts as a time scaling factor.216 This leads to the scaling of
velocities of the real system. The Lagrangian equations of motion for the physical variables
in Nose´-Hoover formulation are:146
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~ai =
~Fi
mi
− γ~vi, (2.36)
γ˙ = −τ−2NH
(
1 − T
T0
)
, (2.37)
where γ is a factor which comes as a result of dynamics of an artificial variable. τNH is the
effective time coupling factor, T is the temperature of the real system and T0 is the targeted
temperature. The presence of velocity-dependent force implies that the system will absorb
or release energy to maintain system’s temperature. Too small values of τNH means tight
coupling, and hence would lead to large oscillations in temperature. However, too large
values of τNH means weak coupling, and hence large simulation times would be required
to achieve canonical distribution.146
In Berendsen barostat, the pressure control is achieved by adding an extra term to the
equations of motion that affects a pressure change38
dP
dt =
P0 − P
τp
, (2.38)
where P is the actual pressure, P0 is the targeted pressure and τp is the pressure time
coupling factor. If the coordinates are scaled by a factor µ in a time-step of ∆t, in a first-
order approximation, the scaling factor was shown to be38
µ = 1 − β∆t
τp
(P0 − P), (2.39)
where β is the isothermal compressibility factor. β is usually taken to the experimental de-
termined quantity for the system in study. Inaccuracy in the value of β has no consequence
as it is accounted for in the value of parameter τp, which needs to be optimized for the
simulation.38 The time coupling parameters used in this work for thermostat and barostat
are mentioned in the following chapters.
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2.5.1 Force-Field Methods
The potential (V) provides a description of inter-particle interaction in the system. The
quality of results depend on how accurate is this description. One approach to approximate
V is using a model “force-field”. In force-field methods, an atom is considered as a single
particle without treating electrons explicitly. The interactions between the atoms are based
on spring models and other classical potentials. A classical force-field mainly consists
of three parts – bonded interactions, non-bonded interactions and the restraints. The non-
bonded interactions contains a repulsion, a dispersion, and a Couloumbic term. The bonded
interactions include covalent bond stretching, angle bending and torsions (improper and
proper dihedrals). Numerous force-fields have been developed and used in the literature.
In this work, GROMOS force-field280 has been used to model the cellulose structure, and
the functional form used is discussed below.
The stretching bond potential in GROMOS has the functional form280
Vstr( ~ri j) = 14k
i j
str
(
~r2i j − b20
)2
, (2.40)
where kstr is the quartic force constant, b0 is the equilibrium bond length, and ~ri j is the
distance vector between the ith and jth atoms. This function is applied to all the unique
bonding pairs in the system. The quartic force constant is related to the harmonic force
constant (denoted as “kharmstr ”) according to:280
kstr =
kharmstr
2b20
. (2.41)
The functional form of potential energy term associated with bending mode in GROMOS
is given by280
Vbend(θi jk) = 12k
i jk
bend
(
cosθi jk − cosθ0
)2
, (2.42)
where θi jk is the angle between the selected pairs, θ0 is the reference value and kbend is the
corresponding bending (cosine-harmonic) force constant. This potential function is applied
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to all the unique pairs of bond angles in the system. The improper dihedral potential energy
in GROMOS has the functional form280
Vimpd(ζi jkl) = 12k
i jkl
impd
(
ζi jkl − ζ0
)2
, (2.43)
where ζi jkl is the improper dihedral angle, ζ0 is the reference value and kimpd is the corre-
sponding force constant. The functional form associated with torsion around proper dihe-
dral is given by
Vpd(φi jkl) = ki jklpd
(
1 + cosδi jklcos(ni jklφi jkl)
)2
, (2.44)
where φi jkl is the improper dihedral angle, δi jkl is the associated phase shift, ni jkl is the
multiplicity number and kpd is the corresponding force constant.
A disadvantage of classical force-fields is that the system is restricted to single molec-
ular connectivity, which prohibits it to model chemical processes involving bond breaking
and formation.273 A solution to this problem is using reactive forcefields.64,218,279 Reactive
forcefields allows bond formation and bond breaking, however, they are still approximate
and the result depends on how accurately the forcefield parameters describe the process.
Alternatively, mixed classical-quantum approach (also known as “ab initio MD”), where
nucleus is treated classically and electrons quantum mechanically, can be used.
2.5.2 Ab Intio Molecular Dynamics
In AIMD, the forces on nuclei are computed ‘on-the-fly’ by solving Schro¨dinger equa-
tion.17,18,269 AIMD has the predictive power to find many interesting phenomena, which
may not be evident before starting the simulation, during the dynamical evolution of the
system.190 The price to pay for this is to solve Schro¨dinger equation making these cal-
culations highly computational expensive. Various different ways of accomplishing AIMD
include Classical, Ehrenfest, Born-Oppenhiemer and Car-Parinello (CP) molecular dynam-
ics.190 All these approaches can be derived using time-dependent-mean-field approach.274
Due to computational advantage of CPMD approach over other ab intio methods, it is used
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in this dissertation to understand decomposition of cellulose pyrolysis and is discussed in
this section here.
The Car-Parrinello approach is designed to exploit the quantum-mechanical adiabatic
time-scale separation of nuclei and electrons.190 In order to achieve this, Car-Parrinello
assigned “fictitious-masses” to the orbital degrees of freedom to propagate the electronic
wave function. The postulated Lagrangian in CPMD takes the form:60
LCPMD =
∑
I
1
2
MI ˙R
2
I +
∑
i
1
2
µi〈 ˙ψi| ˙ψi〉 − 〈Ψ0| ˆHe|Ψ0〉 + constraints, (2.45)
where µi are the “fictitious masses” assigned to orbital degrees of freedom having the units
of energy times squared time. The constraints in Eqn. (2.45) arise from the orthonormality
of wave functions. In Eqn. (2.45), ˆHe represents the electronic hamiltonian obtained by
separating the nuclear and electronic degrees of freedom as a result of Born-Oppenheimer
approximation. Because electronic wave function is propagated in time, the Schro¨dinger
equation is not solved at every time step offering computational advantage over other AIMD
methods.
2.6 Infrared Spectrum
The infrared (IR) spectrum for a system in equilibrium can be computed using lin-
ear response theory63,195 by Fourier transforming the total dipole moment autocorrelation
function112,215 as:
I(ω)cl = 12π
∫ ∞
−∞
dt e−iωt〈δ ~M(0) · δ ~M(t)〉 = 1
2π
∫ ∞
−∞
dt e−iωt
{
〈 ~M(0) · ~M(t)〉 − |〈 ~M〉|2
}
,
(2.46)
where I(ω)cl is the classical spectral density or the classical absorption lineshape and ω
is the angular frequency of the IR radiation. Using periodic boundary conditions during
MD simulations causes discontinuities in position due to leaving and entering of atoms
30
inside the simulation box.47 By using Parseval’s theorem195, the Wiener-Khintchine theo-
rem195 and properties of Fourier transforms166, several authors have shown that I(ω)cl can
be converted to a mathematically equivalent form47,48,229
I(ω)cl = 12πω2
∫ ∞
−∞
dt e−iωt
〈
d ~M(0)
dt ·
d ~M(t)
dt
〉
=
1
2πω2
∫ ∞
−∞
dt e−iωt
〈
n∑
i=1
qi~vi(0)
 ·

n∑
j=1
q j~v j(t)

〉
,
(2.47)
where~vi(t) is the velocity of ith particle at time t. The quantity
〈(∑n
i=1 qi~vi(0)
) · (∑nj=1 q j~v j(t))〉
is referred to as the electrical flux-flux correlation function. Casting the spectrum in terms
of velocities avoids the problem with periodic boundary conditions.
2.7 Metadynamics
The time-step in MD simulations requires resolving the dynamics of fastest degrees of
freedom, which is usually of the order-of femtoseconds for classical forcefields; and even
lesser for reactive forcefields and AIMD. Due to the inherent sequential integration step in
MD, direct parallelization is not of much help, limiting the time scale of simulation to a
order-of nanoseconds with empirical forcefields and order-of picoseconds with AIMD.91,295
Most of the interesting phenomena occur at much higher time scales, and hence termed as
rare-events.78 In these time scales, processes with barriers of the order-of thermal energy
(kBT ∼ 1.8 kcal/mol at 900K) are sampled. Since pyrolysis reactions are highly endother-
mic, it has barriers of orders of magnitude higher than kBT , and hence would require much
higher simulation time. One possible solution to this problem is to accelerate the dynamics
using methods like parallel-replica dynamics,294 hyperdynamics,292,293 or the temperature
accelerated dynamics.251 The other possible solution to this problem is to use methods such
as metadynamics169 to increase the sampling of the configurational space. In this work, we
have used the metadynamics method in conjugation with CPMD to model the nascent de-
composition pathways of cellulose pyrolysis.
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Metadynamics is a method designed to estimate the free-energy landscape of a reaction
or process by enhancing the probabilities of the barrier-crossing event.32,92,168,169 The sys-
tem is pushed along n collective variables (e.g., bond lengths, bond angles, coordination
numbers etc.), where n << 3N with N being the number of atoms. Collective variables
(CVs) are chosen in such a way to enclose the essential modes associated with the transi-
tions in the analysed system. In the metadynamics method, the system is discouraged to
visit the same point in the CV space by adding a bias potential to the regions of CV space
already visited. In the actual implementation within CPMD, for each CV in the real system
(here ith CV is denoted as “S i”), an auxiliary particle si with fictitious mass mi is coupled
harmonically with the actual CV S i with a spring constant ki. The extended Lagrangian
(denoted as “L”) of the system is:147
L = LCPMD +
∑
i
1
2
µi s˙
2
i −
∑
i
1
2
ki(S i(~r) − si)2 − V(t, {si}), (2.48)
where LCPMD is Lagrangian of the original CPMD formulation,
∑
i
1
2µi s˙
2
i represents the
kinetic energy of the auxiliary variables and V(t, {si}) is the history dependent bias potential.
The dynamics of auxiliary variables is controlled by the values of coupling constant ki
and masses mi. The value of coupling constant was chosen so that the real and auxiliary
CVs move close to each other. The accumulated bias potential slowly fills the free-energy
well and drives the system towards other minima. After the transition, V(t, {si}) can be used
to determine the free-energy barriers. After a sufficiently long time, V(t, {si}) provides an
estimate of the underlying free-energy surface:147
F(s) = −V(t, {si}) + constant. (2.49)
If all the collective variables are properly chosen such as to include all the transition mo-
tions along the reaction coordinate, metadynamics provides an unbiased estimate to true
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free-energy surface, provided small enough Gaussian’s are used to overcome the local
roughness of the free-energy surface.
2.8 Summary
Computational methods used in this dissertation are laconically presented in this chap-
ter. More specific parameters for these methods and simulation methodology are presented
in the following chapters. In Chapter 3, all-electronic structure calculations using com-
bination of ONIOM and NEB methods are employed to obtain the compute the mech-
anisms of nitridation in zeolites. In Chapter 6, classical NPT MD simulations are em-
ployed to compute the IR spectra of cellulose Iβ at elevated temperatures. In Chapter 7,
CPMD/metadynamics simulations are performed to compute the highly complex cellulose
decomposition pathways.
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CHAPTER 3
MECHANISM OF NITROGEN SUBSTITUTION IN HY AND
SILICALITE
“Imagination is more important than knowledge.”
–Albert Einstein
As discussed in Chapter 1, acidic zeolite catalysts have long been the backbone of
the petroleum industry because of their high surface area, large adsorption capacities, and
shape-selective properties. All these properties make them promising candidates for biofuel
production catalysts. However, biomass is composed of heavily oxygenated compounds
that will likely be more effectively activated by basic catalysts. Unfortunately, because
zeolites form strong acid sites, their base sites tend to be relatively weak. As such, a
fundamental need in heterogeneous catalysis is the development of strong, shape-selective
solid base catalysts. As mentioned in Chapter 1, efforts have been recently intensified
in making strongly basic zeolites by nitridation, i.e., substituting Si–O–Si and Si–OH–
Al linkages with Si–NH–Si and Si–NH2–Al, respectively.117 Although clear spectroscopic
evidence of nitridation is just now emerging118 after 40 years of research,157 the mechanism
of nitridation has yet to be reported. In the present chapter, we describe detailed density
functional theory calculations revealing nitridation mechanisms in all-silica MFI zeolite
(silicalite) and in acidic HY zeolite. In the next chapter, we use the mechanistic information
reported below to model nitridation rates and catalyst stabilities.
As elaborated in Chapter 1, experiments point out to the very promising nature of ni-
trided zeolites. Quantum calculations on nitrided zeolites have been performed to investi-
gate amine site stability,23,72 amine site base strength,23 and bifunctional acid-base prop-
erties.129,174,175 Corma et al. performed quantum calculations on small clusters, and found
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that substituting Si–O–Si with Si–NH–Si is endothermic by ∼100 kJ/mol, suggesting that
high temperatures are needed for nitridation.72 Astala and Auerbach performed periodic
DFT calculations on zeolites with small unit cells (SOD and LTA); they found that nitrida-
tion in all-silica zeolites introduces minimal strain because of the flexibility of surrounding
Si–O–Si angles.23 Their calculations also predict that the base strength of Si–NH–Si is
nearly twice that of Si–O–Si; this was later confirmed by the CO2 TPD studies of Han
et al.121 Lesthaeghe et al. performed cluster calculations to investigate the properties of
bifunctional acidic/basic zeolites with traditional Brønsted acid sites proximal to nitrided
basic sites.129,174,175 They found novel catalytic activity in such systems but only when the
acid/base moieties are sufficiently removed to avoid auto-neutralization. All these calcu-
lations also point to the very promising nature of nitrided zeolites, but still leave unclear
what actually gets made by ammono-thermal treatment of zeolites, prompting intensified
efforts at characterizing these materials.
Han et al. applied IR, Raman and 29Si MAS NMR to zeolites exposed to alkylamines
and heat, finding evidence of strong framework-amine interactions.114,120,121 Recent 29Si
NMR of nitrided zeolites coupled with quantum chemical shift calculations provide unam-
biguous evidence, for the first time, that ammono-thermal treatment of HY zeolite yields
resonances associated with Si–NH2–Al linkages.118 This finding underscores the ability of
NMR—over other spectroscopies such as IR—to provide “smoking gun” evidence of ni-
tridation in zeolites. This study also featured the use of quantum calculations to extract
nitridation yields from the NMR spectra. Despite the promise of this breakthrough, the
mechanism of such nitridation is still unclear. In the present chapter, we investigate nitri-
dation mechanisms using a novel synthesis of computational methods.
In siliceous zeolites, a reasonable nitridation mechanism involves the following two
steps:
≡Si–O–Si≡ + NH3 → ≡Si–OH + H2N–Si≡ (ammonolysis)
≡Si–OH + H2N–Si≡ → ≡Si–NH–Si≡ + H2O (water condensation)
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Our calculations reported below for nitridation in silicalite do actually find this mechanism,
but it turns out not to be the primary pathway, hence the value of the ab initio study. Nitri-
dation in HY is even more complicated involving many more degrees of freedom, defying
any initial intuition we may bring.
Modeling nitridation pathways in zeolites such as HY and silicalite is a daunting com-
putational task because of the large unit cells involved, and the many degrees of freedom
that likely participate during nitridation. Systems with large unit cells (>250 atoms) make
periodic DFT calculations extremely slow;24 such systems can, however, be treated with
embedded cluster methods such as ONIOM.100 Although such cluster calculations do not
include true long-range interactions present in real materials, the contributions from such
interactions cancel when computing reaction barriers in sufficiently large clusters.100 In the
calculations reported below, we have used ONIOM as implemented in Gaussian codes with
quantum clusters containing ∼30 heavy atoms and total systems with as many as 485 heavy
atoms.
The challenge then becomes finding transition states involving cooperative motions of
these many degrees of freedom. The nudged elastic band (NEB) approach has emerged as
the method of choice for finding elusive transition states.153 This “chain-of-states” method
has been applied to many surface science problems, especially those involving metal sur-
faces, and has been efficiently implemented in the VASP periodic DFT code.5 We report
below the first combined application of ONIOM and NEB, routinely using 15 system repli-
cas in the NEB chain-of-states. Because this amounts to a total of 485×3×15 = 21,825
degrees of freedom, we pay special attention below to the use of optimization algorithms
that scale gently for both memory and CPU time.
We find below markedly different mechanisms for nitridation of ≡Si–O–Si≡ and ≡Si–
OH–Al≡ sites, including pentavalent Si in the former case. In both cases, however, we find
overall barriers on the order of 350 kJ/mol, indicating that high temperatures are generally
needed for zeolite nitridation. Because these barriers are well in excess of the reaction en-
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dothermicity (∼100 kJ/mol), barriers for the reverse process are also quite high, indicating
that nitrided zeolites should remain relatively stable up to reasonably high temperatures.
This qualitative prediction is supported by calculations of nitridation rates and lifetimes of
nitrided zeolites, presented in the next chapter.
The remainder of this chapter is organized as follows: in Sec. 3.1 we provide computa-
tional details of both ONIOM and NEB calculations; in Sec. 3.2 we discuss the results of
reaction pathway calculations for nitridation in both HY and silicalite zeolites; and in Sec.
3.3 we offer concluding remarks. In the next chapter we apply the mechanistic information
reported below to solve rate equations for the formation and stability of nitrided zeolites.
3.1 Computational Details
3.1.1 Zeolite Models
All calculations in this work were performed using an assumption of a finite cluster. As
shown by Fermann et al.,100 calculating energy differences between nearby configurations,
such as a reaction barrier, cancels the effect of long-range slowly-varying interactions, leav-
ing reaction energies controlled only by local electronic interactions.
We have studied silicalite and HY zeolites in this work. Silicalite (MFI-type) ex-
hibits orthorhombic symmetry above 340 K and monoclinic symmetry below that tem-
perature.284 Since the substitution reaction takes place at high temperatures, the clusters
have been built assuming orthorhombic symmetry.283,284 The space group of orthorhombic
silicalite is PNMA with 12 crystallographically distinct silicon atoms and 26 distinct oxy-
gens. To investigate how nitrogen substitution reaction energies vary with oxygen location
in silicalite, we computed nitridation reaction energies from clusters built around O(8) and
O(13). These oxygens are representative in that O(8) has the lowest Si-O-Si angle in sili-
calite (145◦), while O(13) has the highest (176◦).220 Because the Si-O-Si angle is found to
correlate with chemical properties such as Brønsted acid strength and 29Si NMR chemical
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shift,28 computing nitridation energies at O(8) and O(13) will reveal the extent of variation
among oxygen sites in silicalite.
Clusters with the silicalite structure were centered on either O(8) or O(13), contain-
ing 143 total silicon (tetrahedral or “T”) atoms and 342 oxygen atoms, hereafter denoted
143T clusters. Using computational methods described in detail below, we have found that
nitridation energies at these sites differ by only 5 kJ/mol, less than 4% of the nitridation
energy, indicating that nitridation thermodynamics is fairly insensitive to oxygen location
in silicalite. It remains possible that the nitridation mechanism at O(8) may differ from that
at O(13). However, because of the computationally intensive nature of these calculations,
we have focused on modeling substitution at oxygen O(13) (between silicons Si(2) and
Si(8)),220 which is catalytically relevant because of its direct access to the silicalite chan-
nel intersection. Mechanistic calculations were performed on the 143T cluster centered at
O(13). All cluster models (including those of HY) were terminated with oxygen atoms
fixed at their crystallographically-determined locations.
HY zeolite (FAU-type) exhibits space group FD¯3M, with a single crystallographically
distinct silicon site and four distinct oxygens.139 Of these oxygens, O(1) and O(4) are the
most accessible, being in the 12T-ring window separating adjacent supercages. To inves-
tigate how nitrogen substitution energy varies with oxygen location in HY, we computed
nitridation energies from 91T clusters built around O(1) and O(4), with a zeolite Brønsted
acid strength (Si–OH–Al) at the center of each cluster. The remainder of each HY cluster is
composed of silica. Oxygens O(1) and O(4) are representative by the following argument.
Of the accessible locations O(1), O(2) and O(4) (O(3) is buried in the double 6-ring), O(1)
and O(4) have the lowest and highest proton sitting energies, separated by 15-20 kJ/mol.100
We have found that nitridation energies at these sites differ by only 3 kJ/mol, indicating that
nitridation thermodynamics is relatively insensitive to location in HY, as it is in silicalite.
We thus focused on computing nitridation mechanisms in HY with a 91T cluster centered
at O(1).
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3.1.2 Computational Details
The embedded cluster approach via 2-layer ONIOM,76,207,208,298 as discussed in Chapter
2, was used for obtaining optimized geometries and energies in this chapter. The quantum
layer of the silicalite cluster centered on O(13) contained 11T sites, and the outer layer
contained 132T sites, for a total of 143T sites in the total system (denoted “S”). (The
silicalite cluster centered on O(8) was 8T quantum/143T total system.) For the HY cluster
centered on O(1), the sizes are 10T quantum cluster plus 81T outer layer giving a total
system size of 91T. (The HY cluster centered on O(4) was 12T quantum/84T total system.)
It was shown previously that such cluster sizes converge reaction energies of acid-base
reactions in zeolites with respect to system size.100 These particular sizes depend on the
crystal structures of the two materials, and are based on building chemically reasonable
cluster models (no dangling rings) that are sufficiently large to capture local electronic
interactions, but small enough to be tractable for all-electron calculations.
No electrostatic interaction between the inner and outer layer was considered, i.e., the
calculations were performed using “mechanical embedding” but not “electronic embed-
ding”. The inner layers were terminated at oxygen atoms, with dangling bonds saturated
by adding hydrogen atoms placed along O-Si vectors to form the quantum clusters (denoted
“C”). In general, we apply ONIOM to zeolites by allowing all atoms to move except for
the atoms that terminate the total system. However, for silicalite, this procedure was found
to cause unacceptable distortions of the quantum cluster geometry because of mechanical
instability of the cluster representation. We solved this problem by keeping the outer-layer
atoms fixed at their crystallographic positions, hence providing a rigid mechanical embed-
ding. The silicalite quantum cluster was made large enough to keep the rigid constraints
sufficiently far from the nitridation site. This mechanical instability did not arise in our
studies of HY.
The total system electronic energy is approximated within ONIOM from three differ-
ent calculations according to given by eqn.eqn:ONIOM. For the high level of theory, we
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used B3LYP/6-311G(d,p),36,167,173 which we have found to reproduce zeolite geometries
and vibrational frequencies (with appropriate scaling factors16), and captures ∼90% of the
barrier for proton transfer in HY.99 We found that capturing the remaining 10% of the bar-
rier requires MP2/MP4 calculations,99 which are beyond the scope of our computational
resources for the quantum clusters considered herein.
For the low level of theory, we applied the “universal force field” (UFF)234 with oxygen
and nitrogen atom types specified as O 3 z and N 3, respectively. We chose UFF as the low
level of theory because of its broad applicability, avoiding the need to reparameterize for
new elements such as nitrogen. UFF also has a zeolite-specific oxygen (O 3 z). Although
UFF is not a reactive force field, we have shown in previous work that accurate reaction
energies can nonetheless be obtained.100 The downside of using UFF within ONIOM, as
stated above, is that its inaccuracies cause distortions to the silicalite structure, which we
have dealt with by keeping outer-layer atoms fixed. The QM-Pot method of Sauer and
Sierka238 would address this through its use of carefully optimized forcefields, requiring
reparameterization for novel compositions. For HY, which has a flexible outer layer, ge-
ometry optimizations were performed using the “quadratic coupling” method of Vreven
et al.,296,297 which couples forces between the layers in a numerically stable fashion, as
discussed in Chapter 2. In general, the clusters were optimized without any symmetry
constraint.
Transition state calculations were performed using the Berny optimization algorithm.239
The intial configuration of a transition state search was either guessed or generated by
using the nudged elastic band (NEB) method.153 We were reasonably successful at guessing
for silicalite; however, for HY the NEB method was crucial for finding transition states.
The implementation of NEB along with ONIOM is discussed below. In general, we have
followed the following strategy for finding transition states:
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• Geometry optimizations were performed to find local potential minima (reactants,
products and intermediates) using ONIOM: B3LYP/6-311G(d,p)//UFF. All minima
were confirmed with frequency analysis.
• Using all combinations of the potential minima, initial reaction pathways were gen-
erated using linear interpolation including 15 images between the two endpoints.
• The NEB forces were then calculated using an external script, with “true” forces
obtained by ONIOM calculations as described above. Because of computational ex-
pense, these NEB calculations were performed using the BLYP pure functional36,173
and the 6-31g(d) basis set123,126 for the quantum cluster. The tangent was obtained
using the Improved Tangent NEB approach,131 and the saddle point obtained by the
Climbing Image NEB method.132 These methods are briefly discussed in Chapter 2.
• The NEB elastic band was optimized until the NEB forces are less than 0.1eV/Å.
• The highest energy image in a given NEB chain was then taken as the initial guess
for a transition state search using Berny optimization (using B3LYP/6-311g(d,p)).
The validity of each transition state was confirmed by computing normal modes at the
saddle point, then performing geometry optimizations along both directions of the reac-
tion coordinate to confirm that these optimizations relax to the desired local minima. For
silicalite clusters, we generally obtain several imaginary frequencies because of the con-
strained outer layer. In these cases, we recalculated normal modes using artificially high
masses for constrained atoms (104 amu), which shrink the moduli of the spurious imagi-
nary frequencies, helping to identify the physically correct reaction coordinate. This helped
to eliminate many but not all spurious imaginary frequencies. The correct reaction coor-
dinates that lead to the desired reactants and products were then identified by inspection
of the remaining relevant normal modes. All calculations were performed using Gaussian
Development Version (Release D.02)106 on Linux workstations.
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No zero-point, thermal or entropic corrections were taken into account; these are likely
to be small compared to nitridation barriers. Reaction paths are labelled below with bare
electronic energies. As such, all energy differences (∆V) shown below are between elec-
tronic energies at critical points on the nitridation potential surface.
3.1.3 Implementation of NEB with ONIOM
As discussed in Chaper 2, NEB is a method for mapping out the minimum energy path
(MEP) between a pair of stable minima on a potential energy surface, without any prior
knowledge of the location of the transition state or the nature of the reaction coordinate.153
We have implemented a parallel NEB object-oriented program interfacing with G03 and
GDV106 (used for force and energy calculation via ONIOM calculation). To the best of our
knowledge, this is the first implementation of NEB with ONIOM (using the Gaussian quan-
tum chemistry package). Although there is a previous implementation of NEB with G98
by Alfonso and Jordan,13 this does not include interfacing with ONIOM. Since the systems
we are treating involve many degrees of freedom—in particular, Ntotal = 3×Natoms ×Nimages
as high as 21,825—we we have implemented optimizers that scale gently with system size
for memory and CPU time, including the Newton damped dynamics (NDD) method,13,165
and the modified Broyden method (Srivastava’s formulation for large systems).255
The most expensive step in this algorithm is the energy/force calculation using ONIOM
(e.g., ∼42 mins per ONIOM energy/force calculation for HY on two Xeon 3.00 GHz pro-
cessors). The NEB force/energy calculation constitutes an “embarrassingly” parallel prob-
lem because of the independence of the replicas, meaning we should expect to obtain nearly
linear speed-ups by using multiple processors. Indeed, in the calculations reported below,
when using 5 processors the calculations speed up by approximately a factor of 5.0. A flow
chart of the implementation of NEB/ONIOM scheme is shown in Figure 3.1.
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Calculate Energies and Forces of 
Call Gaussian
reactant & product
Calculate NEB forces
i = 1 to integer(N/M)
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Forces on each image
Obtain Energies &
Relax Forces
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Max F > 0.03 eV/Angs
(Linear Interpolation)
Obtain initial guess of N images
Images i+M−1
Calculate Energies and Forces of
Call Gaussian on M processors
Figure 3.1. Flow chart of the implementation of NEB/ONIOM scheme
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3.2 Results and Discussion
Here we discuss the results of our nitridation pathway calculations for silicalite and
HY. All nitridation pathways begin with adsorbed ammonia. Snapshots of adsorbed NH3
in silicalite and HY are shown in Figures 3.2 and 3.3, respectively. Also, snapshots of the
nitridation products—adsorbed water in nitrogen-substituted silicalite and HY—are shown
in Figures 3.4 and 3.5, respectively. We discuss below the adsorption energies of these
species in the context of their respective nitridation pathways. [!h]
Figure 3.2. Snapshot of adsorbed ammonia (AA) inside 11T cluster embedded in 143T
total system of silicalite zeolite.
Figure 3.3. Snapshot of strongly adsorbed (SA) ammonia inside 10T cluster embedded in
91T total system of HY zeolite.
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Figure 3.4. Snapshot of adsorbed water (AW) inside 11T cluster embedded in 143T total
system of nitrogen substituted silicalite zeolite.
Figure 3.5. Snapshot of adsorbed water (AW2) inside 10T cluster embedded in 91T total
system of nitrogen substituted HY zeolite.
3.2.1 Reaction Pathway of Nitridation in Silicalite
The nitridation mechanism in silicalite was computed without the aid of NEB. Instead,
we studied the two-step mechanism discussed in the Introduction– ammonolysis followed
by water condensation. In the first step, adsorbed ammonia (AA) attacks the framework
from the channel to form an intermediate, which reacts further to give the nitrided zeolite
and adsorbed water (AW) in the pentasil cage.
We begin by discussing our results for the adsorption and reaction energies in silicalite.
We note that there are two different reaction energies, and each deserves mention. The first
reaction energy (∆Vrxn(ads)) is from adsorbed ammonia in untreated zeolite to adsorbed wa-
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ter in nitrided zeolite; this is important for computing reaction pathways which begin with
ammonia-zeolite complexes, and end with water-zeolite products. The second reaction en-
ergy (∆Vrxn(gas)) is from gas-phase ammonia and untreated zeolite to gas-phase water and
nitrided zeolite; this is important for establishing overall nitridation yields when constrain-
ing gas-phase ammonia and water concentrations in kinetic equation and discussed in the
next chapter. The two reaction energies are related by:
∆Vrxn(gas) = ∆Vrxn(ads) + ∆Vads(amm/zeo) − ∆Vads(wat/Nzeo), (3.1)
where ∆Vads(amm/zeo) is the (negative) adsorption energy of ammonia in the untreated
zeolite, and ∆Vads(wat/Nzeo) is the (negative) adsorption energy of water in the nitrided
zeolite.
Using the DFT/ONIOM methods as described above, the computed reaction and ad-
sorption energies at O(13) in silicalite are ∆Vrxn(ads) = 158 kJ/mol, ∆Vads(amm/zeo) = −41
kJ/mol and ∆Vads(wat/Nzeo) = −15 kJ/mol, giving ∆Vrxn(gas) = 132 kJ/mol. Repeating
these energy calculations at O(8) in silicalite gives virtually identical adsorption energies,
and the nitridation energy ∆Vrxn(ads) = 153 kJ/mol, indicating very little dependence on
siting inside the silicalite lattice.
The computed desorption energy for ammonia in silicalite at O(13) is 41 kJ/mol, while
experiments report 57-65 kJ/mol.46 The computed desorption energy for water in the pen-
tasil cage of the nitrided zeolite is 15 kJ/mol, while experiments on water in silicalite give
25-32 kJ/mol.103,110 These discrepancies arise from the following, in order of likely de-
creasing importance: (i) the use of the B3LYP functional which does not capture van der
Waals forces, (ii) the finite cluster approximation, (iii) the fact that no experimental data
exists for water adsorbed in nitrided zeolites, and (iv) the fact that we computed local min-
ima and did not thermally average over the silicalite adsorption-energy landscape. We are
nonetheless encouraged that our calculations capture the fact that ammonia is more strongly
adsorbed in silicalite than is water. As discussed above, these approximations are most se-
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vere for adsorption energy calculations; our computed intermediate energies and barriers
are essentially converged with respect to system size,100 and are much less sensitive to
contributions from van der Waals forces.
We then performed geometry optimizations to search for plausible reaction intermedi-
ates, finding four different likely intermediates. The structures of two of these intermediates
are shown in Figure 3.6. In the intermediates shown in Figure 3.6, the –NH2 group points
towards the straight channel while the –OH group points towards the pentasil cage. The
other two intermediates are mirror images of the ones shown in Figure 3.6.
In Int1, a planar four-atom ring is formed with connectivity ≡Si<NO>Si≡, involving
pentavalent Si atoms. The coordination structure around Si is nearly trigonal bipyramidal
indicating sp3d hybridization, with nitrogen in an axial position. The computed Si-N bond
length (1.9 Å) is higher than the usual Si-N bond length (1.75 Å). Similarly, the 4-ring
oxygen has a Si-O bond length of about 1.8 Å, which is longer than typical Si-O bonds
(1.6 Å). This finding is qualitatively consistent with Gutmann’s rule, which states that short
intermolecular (Si–N) bonds cause lengthening of intramolecular (Si–O) bonds.116 The
bonding around pentavalent Si in this system can be understood by recalling that, besides
forming σ bonds, the vacant d-orbitals of silicon can form pπ−dπ bonds with π systems
or with atoms containing unshared p electrons (halogens, oxygen, nitrogen, etc.), yielding
five- and six-coordinated silicon complexes.163,290
In Int3, the zeolite framework becomes interrupted by ammonolysis yielding ≡Si–OH
+ H2N–Si≡ groups. The energies of Int1 and Int3 relative to adsorbed ammonia—199
and 220. kJ/mol, respectively—indicate that while both are high in energy, the 4-ring in
Int1 is significantly favored over the interrupted framework in Int3, a surprising result. We
have carried out transition state searches using Int1 as the intermediate structure. Important
geometrical parameters for Int1 are listed in Table 3.1 using the numbering scheme shown
in Figure B.3.
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Figure 3.6. Possible reaction intermediates inside silicalite and energy comparison to ad-
sorbed NH3 (AA).
Figure 3.7. Numbering scheme for ammonia in silicalite and HY.
The transition state for the first step (TS1) connecting AA to Int1 is shown in Figure
3.8. The energy of TS1 relative to AA is 314 kJ/mol; important geometrical parameters
are listed in Table3.1. In TS1, nitrogen forms a bond with Sia as indicated by the N-Sia
distance decreasing from 3.22 Å in AA to 1.78 Å in TS1. At the same time, the Sia-O
bond weakens as indicated by the Sia-O bond lengthening from 1.62 Å to 1.96 Å. Also, an
ammonia hydrogen, Hc, breaks away from nitrogen to form a bond with oxygen.
Moving through TS1 towards Int1 involves completing the transfer of Hc from nitro-
gen to oxygen, while forming a new N-Sib bond to complete the 4-ring ≡Si<NO>Si≡. To
complete the nitridation, an additional hydrogen (Ha) must be transferred from nitrogen to
oxygen, while breaking the two Si-O bonds. This is partially accomplished in TS2 shown in
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Table 3.1. Important geometrical parameter of various steps of nitridation in silicalite
(distances in Å, angles in ◦)
Adsorbed NH3(AA) TS1
Sia-N 3.22 N-Ha(Hb or Hc) 1.02 Sia-N 1.78 O-Hc 0.98
Sib-N 3.31 O-Ha 3.68 Sib-N 3.39 N-Ha(Hb) 1.01
O-N 3.22 O-Hb 3.78 O-N 2.5 N-Hc 2.24
Sia-O 1.62 O-Hc 3.63 Sia-O 1.96 Sia-O-Sib 128
Sib-O 1.62 Sia-O-Sib 154 Sib-O 1.70 N-Hc-O 93
O-Ha 2.89 Sib-O-Hc 105
O-Hb 3.34
4-ring Intermediate (Int1) TS2
Sia-N 1.93 N-Ha(Hb) 1.02 Sia-N 1.84 N-Ha 1.2
Sib-N 1.93 Sia-N-Sib 101 Sib-N 1.75 N-Hb 1.02
Sia-O 1.81 Sia-O-Sib 110 Sia-O 2.11 Sia-N-Sib 132
Sib-O 1.83 Ha-N-Hb 107 Sib-O 3.06 Sia-O-Sib 77
O-Ha 2.69 Sia-O-Hc 124 O-Ha 1.32 Ha-N-Hb 121
O-Hb 3.12 Sib-O-Hc 124 O-Hb 3.14 Sia-O-Hc 115
O-Hc 0.96 N-Sia-O 73 O-Hc 0.96 N-Ha-O 130
N-O 2.22 N-Sib-O 72 N-O 2.29 N-Sia-O 73
Adsorbed Water (AW)
Sia-N 1.71 N-O 2.96
Sib-N 1.7 N-Hb 1.02
Sia-O 2.76 Sia-N-Sib 140
Sib-O 3.02 Sia(Sib)-N-Hb 110
O-Ha(Hc) 0.97 Ha-O-Hc 104
O-Hb 3.86
Figure 3.8 (ETS2 = 343 kJ/mol), in which the Sib-O bond has broken, replaced by a nascent
O-Ha bond. The N-Sib bond length in TS2 is 1.75 Å, characteristic of a fully formed N-Si
bond.
In the product configuration, water is adsorbed in a nitrided pentasil cage. The Si-
N bond lengths are ∼1.7 Å and Si-N-Si bond angle is 140◦, values that match the Si-N
bond length (1.68-1.70 Å) and Si-N-Si angle (135-138◦) obtained from our periodic DFT
calculations on nitrided sodalite.23 The full silicalite nitridation energy diagram is shown in
Figure 3.9. Snapshots of each step are shown in Figure 3.10. The predicted barrier for the
first step is 314 kJ/mol while that for the second step is 143 kJ/mol, with an overall barrier
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Figure 3.8. Structutres of transiton states connecting adsorbed ammonia (AA) to nitrided
silicalite with adsorbed water (AW).
of 343 kJ/mol. Beyond the numbers, the hallmark of this two-step process is the formation
of a 4-ring ≡Si<NO>Si≡ intermediate with pentavalent Si.
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Figure 3.9. Energy Profile for reaction pathway of nitridation of silicalite.
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Figure 3.10. Reaction pathway connecting adsorbed ammonia (AA) to nitrided silicalite
with adsorbed water (AW).
3.2.2 Reaction Pathway of Nitridation in HY
To determine nitridation pathways in HY, we used NEB which requires specification of
pathway endpoints, i.e., structures of reactant and product. The reactant for nitridation in
HY is a strongly adsorbed (SA) ammonia species that results from the acid-base reaction of
ammonia with the zeolite Brønsted acid site ≡Si–OH–Al≡. The structure of SA, shown in
Figure 3.3, is NH+4 in a bidentate complex with O(1) and O(4) (O(1)-Ha = 1.57 Å, O(4)-Hd
= 1.69 Å). The presumed product of HY nitridation at O(1) is adsorbed water (AW2) in the
HY hexagonal prism, interacting with the newly formed ≡Si–NH2–Al≡ group at the O(1)
site.
The computed reaction and adsorption energies at O(1) in HY are ∆Vrxn(ads) = 98
kJ/mol,∆Vads(amm/zeo)= −111 kJ/mol and∆Vads(wat/Nzeo)=−42 kJ/mol, giving∆Vrxn(gas)
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= 29 kJ/mol. We note that while still endothermic, the value of ∆Vrxn(gas) for HY nitrida-
tion is quite a bit lower than that in silicalite, suggesting the possibility of higher nitridation
yields in HY as discussed in the next chapter. Repeating the nitridation energy calculation
at O(4) in HY gives ∆Vrxn(ads) = 95 kJ/mol, once again indicating very little dependence
on siting inside the zeolite. (The adsorption energies are identical because of the bidentate
nature of ammonia-HY complexation.) Because protonation at O(1) is more favorable than
that at O(4) by 15–20 kJ/mol,100 we focus below on computing nitridation pathways at O(1)
in HY.
Our computed desorption energy for ammonia in HY is 111 kJ/mol, which agrees
broadly with experimental values in the range 100-130 kJ/mol.29,203,271 The shorter O(1)-
Ha bond follows from the fact that O(4) is more acidic than is O(1).289 These results are
in excellent agreement with previous calculations on ammonia adsorption in acidic zeo-
lites,51,113,265,266 which generally find ammonium ion in bidentate or even tridentate coor-
dination with the anionic framework. We note that these previous calculations involved
embedded quantum clusters as small as 3T, while we are using 10T quantum clusters, in-
dicating that the structure and energy of SA is reasonably well-converged with respect to
system size. Our predicted desorption energy for AW2 is 42 kJ/mol, indicating that water
is more strongly bound in the hexagonal prism of nitrided HY than in the pentasil cage of
nitrided silicalite.
We identified two pathways for nitridation of HY. The first pathway is a simple two-
step mechanism whereas the second pathway is a much more complicated 5-step process.
Snapshots of the the two reaction pathways are shown in Figures 3.11 and 3.12; and the
energy profiles for the two pathways are shown in Figures 3.13 and 3.14. The overall barrier
for pathway I is 359 kJ/mol while that for pathway II is 400. kJ/mol. The relative simplicity
and lower overall barrier of pathway I suggest that it is the more likely mechanism of
the two. We have thus used pathway I for further studies. The important geometrical
parameters are given in Table 3.3. We do not provide further discussion of pathway II.
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Figure 3.11. Reaction pathway I connecting strongly adsorbed ammonia (SA) to nitrided
HY with adsorbed water (AW2).
The energy profile for HY nitridation is shown in Figure 3.13, and important geomet-
rical parameters are given in Table 3.3. The Hd atom leaves O(4) (Hd-O(4) increases from
1.69 Å in SA to 3.64 Å in TS1) and Ha leaves nitrogen to form TS1. Nitrogen starts to form
a weak bond with Sia (Sia-N = 2.49 Å). The Sia-N bond further strengthens in Int1 (Sia-N
= 2.17 Å). The structures of Int1 and TS1 are quite similar with a slightly stronger Sia-N
bond in Int1. This is also clear from the difference in energies of Int1 and TS1, which is
only 2.2 kJ/mol. The energy barrier for the first step is predicted to be 118 kJ/mol, compa-
rable to the desorption energy of ammonia in HY (SA structure). As such, the first step of
HY nitridation is activation of ammonia to form a more free and reactive form of ammonia.
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Figure 3.12. Reaction pathway II connecting strongly adsorbed ammonia (SA) to nitrided
HY with adsorbed water (AW2).
54
Reaction Coordinate
0
100
200
300
400
En
er
gy
 (k
J/m
ol)
116
117
118 TS1
Int1
SA
TS2
AW2Zeo + NH3
NH-Zeo
+H2O
111
0
118
116
359
98
140.
Figure 3.13. Energy profile for reaction pathway I of HY nitridation.
The transition state for the second step (TS2) is shown in Figure 3.15. In TS2, nitrogen
forms a bond with Sia (Sia-N = 1.78 Å) while the O(1)-Sia bond breaks (Sia-O(1) = 2.82
Å). The Hd atom starts leaving nitrogen (N-Hd = 1.27 Å) and starts to form a bond with
O(1) (O(1)-Hd = 1.6 Å). Hd lies collinear and midway between Sia and Al (Sia-Hd-Al =
170◦), also collinear between nitrogen and O(1) (N-Hd-O(1) = 169◦).
In the final product (AW2), water forms a physisorbed state inside the hexagonal prism
(double 6-Ring) of HY. The energy barrier for the second step is 244 kJ/mol. Nitrogen
forms a bond with four atoms; as such the Sia-N (1.81Å) and Al-N (2.11Å) bond lengths
are larger than usual. The energy barrier for the opposite step, i.e., AW2 to Int1 is 262
kJ/mol, indicating that the nitrided HY is kinetically relatively stable.
3.2.3 Summary and Comparison of Mechanisms
Nitridation of both HY and silicalite is predicted to be two-step processes, wherein
adsorbed NH3 reacts with the zeolite frame to form an intermediate that reacts further to
give the nitrided zeolite and adsorbed water. The overall barrier for nitridation of silicalite is
55
Reaction Coordinate
0
100
200
300
400
En
er
gy
 (k
J/m
ol)
218
220
222
224
115
116
117
118
119
SA
TS1
Int1
TS3
Int2
TS4
Int3
TS5 (400.)
AW1
TS6
AW2
TS5’ (411)
0
118
116
330. 219
222
194
215
292
98
Figure 3.14. Energy profile for reaction pathway II of HY nitridation.
Figure 3.15. Transiton state converting Int1 to AW2 for reaction pathway I.
343 kJ/mol while that for HY is 359 kJ/mol, suggesting why high temperatures are required
in nitridation experiments. The key intermediate predicted for the process in silicalite is a
surprising “4-ring” structure with pentavalent silicon. The key intermediate in pathway I
of HY nitridation (Int1) does not exhibit this 4-ring structure. In the more complex and
higher-energy pathway II of HY nitridation, a similar 4-ring intermediate (denoted as Int2
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Table 3.2. Important geometrical parameters of various steps of nitridation in HY, reaction
pathway II(distances in Å, angles in ◦)
TS3 Int2
Sia-O(1) 1.87 N-Hb(Hc) 1.02 Sia-O(1) 1.97 N-Hb(Hc) 1.02
Al-O(1) 1.82 N-Sia 1.95 Al-O(1) 1.84 Sia-O(1)-Al 104
Al-O(4) 1.89 N-Al 2.88 Al-O(4) 2.20 Al-O(4)-Sib 135
Sib-O(4) 1.71 Sia-O(1)-Al 134 Sib-O(4) 1.69 Sia-O(1)-Ha 122
O(1)-Ha 0.96 Al-O(4)-Sib 125 O(1)-Ha 0.96 Al-O(1)-Ha 134
O(4)-Hd 1.13 O(1)-Al-O(4) 120 O(4)-Hd 0.97 Sia-N-Al 102
N-Ha 3.39 Sia-N-Hd 136 Al-N 1.98 Al-O(4)-Hd 94
N-Hd 1.55 Al-O(4)-Hd 90 N-Sia 1.86 Sib-O(4)-Hd 109
TS4 Int3
Sia-O(1) 2.23 N-Hb(Hc) 1.02 Sia-O(1) 3.22 N-Hb(Hc) 1.02
Al-O(1) 1.79 Sia-O(1)-Al 98 Al-O(1) 1.73 Sia-O(1)-Al 70
Al-O(4) 2.43 Al-O(4)-Sib 133 Al-O(4) 3.21 Al-O(4)-Sib 124
Sib-O(4) 1.67 Sia-O(1)-Ha 127 Sib-O(4) 1.64 Sia-O(1)-Ha 75
O(1)-Ha 0.96 Al-O(1)-Ha 134 O(1)-Ha 0.96 Al-O(1)-Ha 126
O(4)-Hd 0.97 Sia-N-Al 105 O(4)-Hd 0.97 Sia-N-Al 109
Al-N 1.98 Al-O(4)-Hd 87 Al-N 2.04 Al-O(4)-Hd 54
N-Sia 1.83 Sib-O(4)-Hd 110 N-Sia 1.77 Sib-O(4)-Hd 113
TS5 TS5´
Al-O(1) 1.94 N-Hb 1.02 Al-O(1) 1.93 N-Hc 1.02
Al-O(4) 2.12 O(1)-Hc 1.27 Al-O(4) 2.11 O(1)-Hb 1.28
Sib-O(4) 1.70 Al-O(4)-Sib 132 Sib-O(4) 1.70 Al-O(4)-Sib 132
O(1)-Ha 0.96 Al-O(1)-Hc 66 O(1)-Ha 0.96 Al-O(1)-Hb 69
O(4)-Hd 0.97 N-Hc-O(1) 139 O(4)-Hd 0.97 N-Hb-O(1) 146
Al-N 1.95 Sia-N-Al 139 Al-N 1.97 Sia-N-Al 137
N-Sia 1.74 Al-O(4)-Hd 100 N-Sia 1.74 Al-O(4)-Hd 96
N-Hc 1.27 Sib-O(4)-Hd 111 N-Hb 1.25 Sib-O(4)-Hd 109
AW1 TS6
Al-O(1) 3.53 Ha-O(1)-Sic 106 Al-O(1) 3.49 N-Hd 1.47
Al-O(4) 1.96 Al-O(4)-Sib 137 Al-O(4) 1.86 Ha-O(1)-Sic 106
Sib-O(4) 1.70 Sia-N-Hb 109 Sib-O(4) 1.68 Al-O(4)-Sib 133
O(1)-Ha(Hc) 0.96 Al-N-Hb 116 O(1)-Ha(Hc) 0.96 Sia-N-Hb 104
O(4)-Hd 0.97 Sia-N-Al 122 O(4)-Hd 1.22 Al-N-Hb 108
Al-N 1.82 Al-O(4)-Hd 106 Al-N 1.91 Sia-N-Al 117
N-Sia 1.71 Sib-O(4)-Hd 113 N-Sia 1.78 Al-O(4)-Hd 74
N-Hb 1.02
in Figure 3.14) has been discovered by our NEB/ONIOM calculations. This 4-ring lies
higher in energy than the 4-ring in silicalite. This may be because O(1) in HY lies in the
hexagonal prism, which is more constrained than the pentasil cage of silicalite. The 4-ring
intermediate may be preferred for nitridation of HY at O(4) or O(2), since these oxygens
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Table 3.3. Important geometrical parameters of various steps of nitridation in HY (dis-
tances in Å, angles in ◦)
Strongly Adsorbed NH3(SA) TS1
Sia-O(1) 1.64 N-Hd 1.06 Sia-O(1) 1.75 N-Hb(Hc or Hd) 1.02
Al-O(1) 1.83 N-Hb(Hc) 1.02 Al-O(1) 1.94 N-Sia 2.49
Al-O(4) 1.81 N-Al 3.34 Al-O(4) 1.73 Sia-O(1)-Al 132
Sib-O(4) 1.63 Sia-O(1)-Al 129 Sib-O(4) 1.61 Al-O(4)-Sib 138
O(1)-Ha 1.57 Al-O(4)-Sib 137 O(1)-Ha 0.97 Sia-O(1)-Ha 109
O(4)-Hd 1.69 O(1)-Al-O(4) 103 O(4)-Hd 3.64 Al-O(1)-Ha 101
N-Ha 1.08 Ha-N-Hd 100 N-Ha 3.41
Int1 TS2
Sia-O(1) 1.77 N-Hb(Hc or Hd) 1.02 Sia-O(1) 2.82 N-Hb(Hc) 1.02
Al-O(1) 1.93 N-Sia 2.17 Al-O(1) 1.85 Sia-Hd 2.14
Al-O(4) 1.73 Sia-O(1)-Al 131 Al-N 3.23 Al-Hd 2.24
Sib-O(4) 1.61 Al-O(4)-Sib 136 Sia-N 1.78 Al-O(1)-Ha 112
O(1)-Ha 0.97 Sia-O(1)-Ha 109 O(1)-Ha 0.97 Sia-Hd-Al 170
O(1)-Hd 2.75 Al-O(1)-Ha 99 O(1)-Hd 1.16 Al-O(1)-Hd 93
N-Ha 3.38 N-Ha 2.96 Sia-N-Hd 88
N-Hd 1.27 N-Hd-O(1) 169
Adsorbed Water(AW2)
Sia-O(1) 3.7 N-Hb(Hc) 1.01
Al-O(1) 3.71 Ha-O(1)-Hd 105
Al-N 2.11 Al-N-Sia 122
Sia-N 1.81 Hb-N-Hc 105
O(1)-Ha(Hd) 0.96
lie towards the more spacious sodalite cage. The results of the nitridation mechanism in an
all-silica FAU is presented in Appendix B.
Also a surprise is the prediction in HY pathway I that the Si-O bond breaks before the
Al-O bond. For the Al-O bond to break and a new Al-N bond to form, the ammonia would
have to approach the framework aluminum. However, when that happens, the bidentate
NH+4 complex spontaneously forms, bringing the system back to its reactant state (denoted
SA). As such, pathway I for HY nitridation involves breaking the Si-O bond first, keeping
ammonia sufficiently far from aluminum.
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3.3 Concluding Remarks
In summary, we have performed embedded-cluster calculations using density functional
theory to investigate mechanisms of nitrogen substitution (nitridation) in HY and silicalite
zeolites. We consider nitridation as replacing Si–O–Si and Si–OH–Al linkages with Si–
NH–Si and Si–NH2–Al, respectively. From gas-phase ammonia and untreated zeolite, to
gas-phase water and nitrided zeolite, we predict that nitridation is much less endothermic in
HY (29 kJ/mol) than in silicalite (132 kJ/mol), indicating the possbility of higher nitridation
yields in HY.
To reveal mechanistic details, we have combined for the first time the nudged elastic
band (NEB) method of finding elusive transition states, with the ONIOM method of treat-
ing embedded quantum clusters. We have considered quantum clusters with ∼30 heavy
atoms, total system sizes with as many as 485 atoms, and total degrees of freedom as many
as 21,825 in NEB calculations. We predict that nitridation of silicalite proceeds via a planar
intermediate involving a ≡Si<NO>Si≡ ring with pentavalent Si, whereas nitridation of HY is
found to proceed via an intermediate similar to physisorbed ammonia. We also discovered
an unlikely 5-step mechanism for HY nitridation, which has a higher barrier than that for
the two-step pathway. B3LYP/6-311G(d,p) calculations give an overall barrier for silicalite
nitridation of 343 kJ/mol, while that in HY is 359 kJ/mol. Although the overall nitridation
barriers are relatively high, requiring high temperatures for substitution, the overall barriers
for the reverse processes are also high. As such, we predict that once these catalysts are
made, they remain relatively stable. For nitrided zeolites to be useful catalysts, their sta-
bilities to heat and humidity must be investigated and understood. In the next chapter, we
apply these mechanisms to develop rate equations describing nitridation yields. We have
also studied the reverse processes to investigate the stability of these nitrided materials to
heat and humidity.
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CHAPTER 4
KINETIC STABILITY OF NITROGEN-SUBSTITUTED SITES IN
HY AND SILICALITE
”Happy is he who gets to know the reasons for things.”
–Virgil
4.1 Introduction
As introduced in Chapter 1, acidic zeolites have proven to be effective and stable cat-
alysts for a variety of petrochemical and fine-chemical processes.28 Nitrided zeolites —
i.e., those with Si–O–Si and Si–OH–Al groups substituted by Si–NH–Si and Si–NH2–Al
— show promise as shape-selective basic catalysts.94,118,209,254 However, for nitrided zeo-
lites to be useful catalysts, their stabilities to heat and humidity must be investigated and
understood. To shed light on this, in this chapter we have applied molecular modeling to
understand the formation and decomposition kinetics of nitrided zeolites HY and silicalite.
In the previous chapter, we used DFT to compute pathways and energetics of nitridation in
these zeolites. In the present chapter, we apply these mechanisms to develop rate equations
describing nitridation rates and yields. We also study the reverse processes to investigate
the stability of these nitrided materials to heat and humidity.
Our kinetic model is inspired by experimental nitridation, which is typically carried
out under high flow rates of dried ammonia at high temperatures (> 500 ◦C).85,95,118,157
Recent experimental work has shown that high ammonia flow rates are crucial for generat-
ing high quality nitrided zeolites, with significant nitrogen substitution, good crystallinity
and microporosity.85 The effect of high ammonia flow rates is to keep the concentration
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of ammonia in zeolite pores high, and the concentration of water low, hence pulling the
endothermic equilibrium to nitrided products by LeChatelier’s principle.
The combination of high pressure and temperature means that pores are filled with very
weakly adsorbed ammonia, which we model as a kind of gas-phase or “free” ammonia at
fixed concentration in zeolite pores. This “free” intrapore ammonia can evolve to a more
bound species of ammonia, ready to engage in nitridation chemistry as described in the pre-
vious chapter, involving intermediates, transition states, and eventually products, consisting
of the nitrided zeolite plus bound intrapore water. At the temperatures and ammonia flow
rates used in nitridation, this bound species of intrapore water will itself evolve to a more
“free” form of intrapore water, whose concentration we will model in our kinetic equations
as being fixed to various low values. Because the concentrations of these “free” ammonia
and water species inside zeolite pores are not known during nitridation, we will investigate
below how varying these concentrations influences rates and yields of nitridation. We will
also determine how varying the concentration of “free” water impacts stabilities of nitrided
zeolites.
By modeling nitridation at fixed concentrations of free ammonia and water, we consider
the process at steady state with respect to these weakly adsorbed species. To implement
such a model, we require rate constants describing the bimolecular process of binding
free ammonia at zeolite Brønsted sites, and free water at zeolite nitrided sites. Such rate
constants can be estimated using gas-phase collision theory, but such a simple approach
ignores the nature of intrapore dynamics and diffusion. Molecular dynamics simulations
can in principle account for these effects, but such a treatment is beyond the scope of the
present work. We have also developed a simple, order-of-magnitude correction to the gas-
phase bimolecular rate constant that accounts qualitatively for pore size and guest loading,
which is presented in the Appendix A, but not applied in this chapter and needs to be
developed further.
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Below we find that nitridation yields are sensitive to free water concentration, especially
for silicalite where nitridation is more strongly endothermic. Our calculations also suggest
that nitrided silicalite and HY zeolites require high temperatures to form, but once formed,
they remain relatively stable, auguring well for their use as shape-selective base catalysts.
The remainder of this chapter is organized as follows: in Sec. 4.2 we set up the kinetic
equations and give computational details regarding their parameterization and solution; in
Sec. 4.3 we give results and discussion of both nitridation kinetics and product stability; in
Sec. 4.4 we offer concluding remarks.
4.2 Calculation Details
Here we describe the kinetic equations used to model zeolite nitridation and stability.
Then we discuss the computation of temperature-dependent parameters for these kinetic
equations.
4.2.1 Kinetic Equations
As discussed above, zeolite nitridation is best carried out by passing dried ammonia at
high pressures in a fixed bed of zeolite at high temperatures.85 The ammonia flow rate is
kept high to maintain high concentrations of ammonia and to remove water formed during
nitridation. As such, the reactor can be modeled as a semi-batch-reactive separator, analo-
gous to a batch reactive-distillation system.10 acting as a multifunctional reactor where one
of the products (water) is selectively removed.
For nitridation of both HY and silicalite, we posit the presence of both “free” and
“bound” species of reactant ammonia and product water, as discussed in the Introduction.
Also, for both HY and silicalite as discussed in Chapter 3, nitridation was found to proceed
via two-step mechanisms, starting from bound ammonia and leading to bound water.9 As
such, the full process beginning with free ammonia and ending with free water is given by
the following four-step mechanism:
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Zeo + NH3
k1
GGGGGB
F GG
k−1
[Zeo · · ·NH3]
k2
GGGGGGB
F GG
k−2
Int
k3
GGGGGGB
F GG
k−3
[NH-Zeo · · ·H2O]
k4
GGGGGB
F GG
k−4
NH-Zeo + H2O.
(4.1)
In mechanism (4.1), “Zeo” represents a possible nitridation site. As discussed in the previ-
ous chapter, we have investigated kinetics at the following possible nitridation sites: ≡Si-
O-Si≡ at oxygen O(13) in silicalite, and ≡Si-OH-Al≡ at O(1) in HY. The designation “NH-
Zeo” in mechanism (4.1) indicates the corresponding nitrided sites, i.e., ≡Si-NH-Si≡ in
silicalite and ≡Si-NH2-Al≡ in HY. NH3 signifies extremely weakly adsorbed ammonia in
silicalite and HY pores, while Zeo· · ·NH3 indicates ammonia bound to sites in silicalite
and HY that we have considered for nitridation discussed in previous chapter. Likewise,
H2O signifies extremely weakly adsorbed water in nitrided silicalite and HY pores, while
NH-Zeo· · ·H2O indicates water bound to nitrided sites in silicalite and HY. Finally, Int
labels the nitridation intermediates discussed in the previous chapter; these are activated
molecular ammonia in HY, and a 4-ring ≡Si<NO>Si≡ with pentavalent Si in silicalite.
The complete micro-kinetic model of mechanism (4.1) would involve rate equations for
7 species: Zeo, Zeo· · ·NH3, Int, NH-Zeo· · ·H2O, NH-Zeo, NH3 and H2O. However, the
experiments we are modeling effectively keep [NH3] and [H2O] at constant levels because
of high ammonia flow rates involved. This kind of steady state reactor condition is denoted
a semi-batch-reactive separator, because the zeolite remains in the reactor (semi-batch),
while the H2O is removed under NH3 flow (separator). The equations for this reactor are
as follows:
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d[Zeo]
dt = −k1[Zeo][NH3] + k−1[Zeo · · ·NH3] (4.2)
d[Zeo · · ·NH3]
dt = k1[Zeo][NH3] − (k−1 + k2)[Zeo · · ·NH3] + k−2[Int] (4.3)
d[Int]
dt = k2[Zeo · · ·NH3] − (k−2 + k3)[Int] + k−3[NH-Zeo · · ·H2O] (4.4)
d[NH-Zeo · · ·H2O]
dt = k3[Int] − (k−3 + k4)[NH-Zeo · · ·H2O] + k−4[NH-Zeo][H2O]
(4.5)
d[NH-Zeo]
dt = k4[NH-Zeo · · ·H2O] − k−4[NH-Zeo][H2O] (4.6)
Concentration units are numbers of molecules (ammonia or water) or sites (Zeo or NH-
Zeo) per unit cell volume. The sum of the rates above vanishes, enforcing conservation of
zeolite mass. We solve these rate equations forward to model nitridation (denoted “forma-
tion”) and backwards to model catalyst “stability”. This micro-kinetic model leads to a set
of “stiff” differential equations, because some concentrations vary much more rapidly than
others. To increase efficiency, we have used a variable step-size algorithm,115 solving the
equations to an absolute tolerance of 10−6 molecules/cm3.
In the coupled differential rate equations, we use concentration units of numbers of
molecules or sites per unit cell volume. We note that rate equations for free ammonia and
water are not present because we hold these concentrations fixed, hence making a steady-
state approximation for these species. We also note that the sum of rate equations vanishes,
enforcing conservation of mass of the zeolite during nitridation. We solve these rate equa-
tions with two different initial conditions to model two distinct experiments. In the first
case, we model the nitridation process (denoted “formation”) by starting with a certain
concentration of Zeo, a fixed-high concentration of free ammonia, and various fixed con-
centrations of free water. In the second case, we model the stability of nitrided catalyst
(denoted “stability”) by starting with a certain concentration of NH-Zeo, various fixed con-
centrations of free water, and no free ammonia. This second case investigates the use of
nitrided zeolites as catalysts in the presence of various amounts of water.
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For formation calculations, we report saturated free ammonia concentrations in mmol
per gram zeolite, the typical units of experimental adsorption measurements. For all calcu-
lations, we report free water concentrations in molecules per unit cell to indicate whether
the system is near water saturation or is relatively dilute. For silicalite nitridation at O(13),
we assume an initial Zeo concentration of 7.4 sites per unit cell, obtained by dividing the
192 oxygens per MFI unit cell into the 26 crystallographically distinct oxygen locations.283
The free ammonia concentration in silicalite was fixed at its saturation value of 1.5 mmol
per gram silicalite (16 molecules per unit cell).46 As a point of reference, we note that am-
monia becomes saturated at a pressure of 9.8 atm at 25 ◦C. Free water concentrations for
nitridation of silicalite were fixed at values in the range 10−6–10−4 molecule per unit cell.
As a reference point, these loadings correspond at 800 ◦C to equilibrium water partial pres-
sures of 4× 10−7 and 4× 10−5 atm, respectively. These values were obtained by calculating
Henry’s law coeffecient at 300 ◦C in the Henry’s law regime,103 and extrapolating to 800
◦C using the van’t Hoff equation. Although drying zeolites so thoroughly is generally dif-
ficult, the conditions studied herein of very high temperatures coupled with high flow rates
of ammonia make these water concentrations relevant. Nitridation of silicalite was studied
at temperatures in the range 700–1000 ◦C. For both silicalite and HY, calculated nitridation
yields are reported as % substitution= ([NH-Zeo]t/[Zeo]0)×100%, for consistency with our
recent experimental studies.85,118
For HY nitridation at O(1), we assume an initial Zeo concentration of 13.5 sites per
unit cell, derived as follows. Our recent nitridation experiments on HY involved a Si:Al
ratio of 6.1,118 corresponding to 27 Brønsted sites (Si-OH-Al) per unit cell. Preferential
siting of Brønsted sites in HY at O(1) and O(3) as determined by neutron diffraction75 and
calculations100 suggests spreading these 27 sites evenly at O(1) and O(3), giving 13.5 sites
per unit cell at O(1) before nitridation. The free ammonia concentration in HY was fixed at
its saturation value of 2.5 mmol per gram HY (35 molecules per unit cell, ammonia partial
pressure unknown).203 Free water concentrations for nitridation of HY were fixed at values
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in the range 10−5–10−3 molecule per unit cell. The partial pressures of equilibrium water
could not be determined due to difficulty in resolving the adsorption isotherm of water in
HY in the Henry’s law regime. The best estimate of these loadings correspond at 800 ◦C to
equilibrium water partial pressures of 3×10−4 and 3×10−2 atm, respectively.87 Nitridation
of HY was studied at temperatures in the range 700–1000 ◦C. As stated above, such low
concentrations are relevant at high temperatures and high ammonia flow rates.
Stability calculations for nitrided silicalite and HY were initiated with NH-Zeo concen-
trations of 5% and 30% substitution, respectively. The stability of nitrided silicalite was
modeled with temperatures in the range 250–325 ◦C, and free water concentrations fixed
at values in the range 1–15 molecules per unit cell, the upper limit corresponding to water
saturation in silicalite.103 The stability of nitrided HY was modeled at temperatures in the
range 450–550 ◦C, and with free water concentrations fixed at values in the range 1–200
molecules per unit cell, the upper limit in this case corresponding to water saturation in
HY.87 As a point of reference, we note that water vapor becomes saturated at a pressure of
0.031 atm at 25 ◦C.103
4.2.2 Kinetic Parameters
All the rate constants in mechanism (4.1) are unimolecular except for k1 and k−4, which
are bimolecular because of the independent concentrations of Zeo/NH-Zeo and NH3/H2O.
In general, we assumed that the rate constants obey the Arrhenius temperature dependence:
k = Ae−∆V/RT , (4.7)
where A is a pre-exponential factor, ∆V is the activation energy and T is the absolute
temperature of the reaction. In the previous chapter, we computed the activation energies
for all the unimolecular processes in mechanism (4.1); these are listed below in Table B.2.
The unimolecular pre-exponential factors are attempt frequencies that can be computed
using, e.g., classical-harmonic transition state theory (TST)288 if the frequencies are known.
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(Classical TST was applied because of the high temperatures studied.) The TST attempt
frequency calculation was possible for HY, but not for silicalite, because of computational
details discussed in previous chapter.9 In particular, the electronic structure calculations
on HY were essentially unconstrained, leading to the correct number of real frequencies
at the reactant and transition states. In contrast, the DFT calculations on silicalite had to
be constrained to maintain the correct pore structure, leading to incommensurate numbers
of real frequencies at reactant and transition states, precluding the application of TST. As
such, for the unimolecular processes in silicalite, we made the standard assumption of A =
1013 s−1.66 For the same processes in HY, we applied TST to compute A according to:
ATST =
ω1
2π
F∏
n=2
ωreacn
ω‡n
, (4.8)
where {ω} are vibrational frequencies, F is the number of degrees of freedom in the cluster
model of HY, “reac” represents the reactant state, and ‡ represents the transition state. The
TST-computed pre-exponentials for HY are listed in Table B.2; we note that they take
values of order 1013 s−1 as was assumed for silicalite nitridation.
To complete the parameterization of the kinetic equations, we need to specify the rate
constants controlling the zeolite binding of free water and ammonia (k1 and k−4), and those
controlling the release of bound water and ammonia (k−1 and k4). The release processes are
analogous to desorption, with rate constants that are also unimolecular. Here we assume
pre-exponential factors equal to 1013 s−1, and barriers given by the desorption energies
computed in the previous chapter, and tabulated below in Table B.2.
The binding processes of free water and ammonia are analogous to adsorption, with bi-
molecular rate constants describing collisions between very weakly adsorbed guest molecules
and intrapore zeolite binding sites. We assumed these processes to be barrierless (∆V = 0)
as is typical for adsorption. In general, a rate constant describing adsorption from the gas
phase to an adsorbed site requires an entropy correction due to translational and rotational
degrees of freedom.74,155,186 However, in our case the weakly adsorbed molecules have
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Table 4.1. Kinetic parameters for various steps of nitridation in HY and silicalite zeolite.
Rate Constanta Silicalite HYAb ∆V (kJ/mol) Aa ∆V (kJ/mol)
Unimolecular
k−1(s−1) 1013 41 1013 111
k2(s−1) 1013 314 6.2 × 1013 118
k−2(s−1) 1013 114 4.0 × 1013 2
k3(s−1) 1013 143 0.49 × 1013 244
k−3(s−1) 1013 185 1.0 × 1013 262
k4(s−1) 1013 15 1013 43
Bimolecular Formation
k1(cm3/s) 1.0 × 10−11
√
T 0 1.0 × 10−11
√
T 0
k−4(cm3/s) 9.8 × 10−11
√
T 0 1.6 × 10−11
√
T 0
Bimolecular Stability
k1(cm3/s) 9.8 × 10−11
√
T 0 1.6 × 10−11
√
T 0
k−4(cm3/s) 1.0 × 10−11
√
T 0 1.0 × 10−11
√
T 0
ak = Ae−∆V/RT
bThe units of A are same as the corresponding kinetic constant
already lost their translational and rotational degrees of freedom by virtue of being in a
densely filled pore.
The bimolecular pre-exponential factors have units of volume per time (cm3 s−1). Us-
ing gas-phase collision theory,101 one can estimate the bimolecular pre-exponential factor
according to:
A = 〈vσ〉 ≈ 〈v〉 · 〈σ〉, (4.9)
where 〈v〉 is the average thermal speed = √8RT/πM, M is the molecular mass of ammo-
nia (formation) or water (stability), and 〈σ〉 is a binding cross section. If one assumes a
“sticking probability” of unity, the binding cross section is simply the geometrical area
presented by a zeolite oxygen or nitrogen binding site, denoted σsite. We estimated σsite as
πd2 where d is the Si-Si distance in zeolites, of order 3 Å. One thus obtains a gas-phase
pre-exponential factor of order 10−10 cm3 s−1 at 298 K (25 ◦C). In what follows we pre-
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fer to indicate the temperature dependence explicitly; the gas-phase pre-exponential factor
thus becomes 1.0×10−11
√
T cm3 s−1, where the units of absolute temperature are already
included in cm3 s−1. This is our reference expression for further discussion.
This base-case treatment ignores the intrapore dynamics of mixtures. For example, we
consider the effect of ammonia loading on the back reaction: decomposition of nitrided
sites. The back reaction begins with unbound intrapore water binding to a nitrided site
in the presence of high ammonia loading. Our present rate expression for this process
is independent of ammonia loading, which is our base-case approximation. Although the
presence of ammonia may inhibit binding of water to a nitrided site, the same ammonia may
inhibit the dissociation of a water-nitrided-site complex. Assuming that these effects cancel
is our base-case model. The model properly describes the fact that the rate of bimolecular
association of a particular guest is proportional to guest loading and to the fraction of active
zeolite surface area. Going beyond this approximation will require molecular dynamics
simulations, the subject beyond the scope of this work.
4.3 Results and Discussion
Here we discuss the results of modeling nitridation kinetics in HY and silicalite. We
also present the results of modeling the stabilities of nitrided sites in HY and silicalite.
4.3.1 Kinetics of Formation
We studied the effect of water concentration and temperature on nitridation yields in HY
first, to compare with experimental data on this system.85,118 We then used this approach to
predict nitridation yields in silicalite.
Figure 4.1 shows the effect of water concentration on nitridation yields in HY. We have
modeled the effect of water concentration at 800 ◦C and for 24 hr reaction time, typical
values for nitridation chemistry.85,94,95,102,114,118,120–122,209,254 The yields are plotted as the
percentage of O(1) sites present initially, which we have taken as 13.5 sites per unit cell.
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For a water concentration of 10−3 molecules per unit cell, a steady-state yield of 5% is
obtained, which grows to ∼50% for 5 × 10−4 waters per unit cell. This yield can be pushed
to 100% for a concentration less than 5 × 10−6 waters per unit cell (data not shown). This
suggests that nitridation yields are sensitive to water concentration, in qualitative agreement
with experiments which require ultrapure ammonia.85
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Figure 4.1. Effect of water concentration on nitridation yield in HY at T=800 ◦C and
[NH3]=2.5 mmol/gm-zeolite.
Our recent experiments and modeling of nitridation yields using NMR has shown that,
at this temperature for HY (Si:Al = 15.0), all the acid sites are nitrided and even non-
acid sites participate in nitridation.85 Our present modeling results suggest that this will
happen for water concentrations as low as 5 × 10−6 molecules per unit cell, indicating that
only a trace amount of water was present during the nitridation syntheses.85 Although such
low concentrations of water are very difficult to achieve experimentally in a zeolite under
typical conditions, at very high temperatures and high ammonia flow rates these low water
concentrations become relevant.
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Figure 4.2 shows the effect of water concentration on nitridation in silicalite at 800 ◦C.
Yields are plotted as the percentage of O(13) sites present initially (7.4 sites per unit cell).
We observe that for 10−3 waters per unit cell, only 0.5% sites are substituted. This yield
can be pushed to 5% for 10−5 waters per unit cell, and to 10% for 5 × 10−6 waters per unit
cell. Figure 4.2 shows that even a trace amount of water can inhibit nitridation in silicalite.
This can be explained by the fact that nitridation in silicalite is more endothermic (132
kJ/mol) than it is in HY (29 kJ/mol), as shown in previous chapter. This also accounts for
the fact that nitridation yields computed for silicalite are generally lower than those for HY.
In principle, silicalite nitridation can be driven to completion by removing all the water;
however, this is difficult to achieve in practice, even for a hydrophobic material such as
silicalite.
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Figure 4.2. Effect of water concentration on nitridation yield in silicalite at T=800 ◦C and
[NH3]=1.5 mmol/gm-zeolite.
Now comparing the kinetics of nitridation in silicalite and HY, we find that steady
states in silicalite are generally attained much more rapidly than those in HY, for the same
water concentration and temperature. This is because, as discussed in previous chapter,
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the overall barrier for nitridation in silicalite (343 kJ/mol) is lower than that for HY (359
kJ/mol). This difference, 16 kJ/mol, is still significant at 800 ◦C, which corresponds to
thermal energy (RT ) of 8.9 kJ/mol.
The effect of temperature on nitridation yields in HY at 10−4 waters per unit cell and
silicalite at 10−5 waters per unit cell are shown in Figures 4.3 and 4.4, respectively. We find
that temperatures above 650 ◦C for HY, and above 600 ◦C for silicalite, are required to form
nitrided zeolites, a result in broad agreement with nitridation experiments on Y85,95,118,254
and silicalite.114,120–122 We find that increasing temperature, increases the nitridation yields
for the same water concentration during the simulation. Increasing the temperature in HY
from 700 ◦C to 900 ◦C, increases the nitridation yields from 1% to 85% for the period
of 24 hrs. For silicalite, increasing the temperature from 700 ◦C to 900 ◦C increases the
nitridation yields from 1% to 20% for a 2 hr period.
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Figure 4.3. Effect of temperature on nitridation yield in HY at [H2O] = 10−4 molecules/UC
and [NH3]=2.5 mmol/gm-zeolite.
To summarize, high nitridation yields are predicted by our micro-kinetic model at suffi-
ciently high temperatures and low water concentrations. Although such high temperatures
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Figure 4.4. Effect of temperature on nitridation yield in silicalite at [H2O] = 10−5
molecules/UC and [NH3]=1.5 mmol/gm-zeolite.
can cause significant damage to zeolite frameworks, our combined theoretical and exper-
imental studies have shown that nitrided zeolites can still show well-ordered framework
structure.85,118 Nonetheless, finding effective nitridation processes that operate at lower
temperatures is desirable because of the need to reduce both framework damage and energy
costs.
4.3.2 Kinetics of Stability
We modeled the stability of nitrided zeolites by integrating the kinetic equations with
relatively high water loadings, and with essentially no free ammonia, to simulate the use of
nitrided zeolites as catalysts in contact with various concentrations of water.
We begin by discussing the effects of temperature and water concentration on the sta-
bility of nitrided sites in HY, as shown in Figures 4.5 and 4.6, respectively. The decompo-
sition of nitrided sites is plotted as %NH sites present relative to the initial number of O(1)
Brønsted sites in HY (taken as 13.5 sites per unit cell). For the temperature study in Fig-
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ure 4.5, we fixed water concentration at 200 molecules per unit cell, which corresponds to
saturation water loadings in HY.87 Figure 4.5 shows that for a period of 10 hr, the nitrided
sites in HY are quite stable for temperatures less than 450 ◦C, even for saturation water
loadings. The nitrided sites completely decompose in this time period at 550 ◦C or higher,
indicating that stability is very sensitive to temperature above a threshold temperature. Ten
hours is predicted to be the half-life of nitrided HY at 500 ◦C.
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Figure 4.5. Effect of temperature on the stability of nitrided sites in HY at
[H2O]=200 molecules/UC, PS=0.0313 atm @25 ◦C.
Such threshold temperatures can be increased by lowering water concentration, as
shown in Figure 4.6 for a fixed temperature of 525 ◦C. We found that nitrided sites de-
compose from 30% to 2.4% in a period of 10 hr for a water concentration of 200 molecules
per unit cell. At one water per unit cell the stability improves, falling only to 7.5% after 10
hr. Such stabilization also arises at 515 ◦C and saturation water loadings.
In Figures 4.7 and 4.8 we show the effects of temperature and water concentration,
respectively, on the decomposition of nitrided sites plotted as %NH sites present relative
to the initial number of O(13) sites in silicalite (taken as 7.4 sites per unit cell). For the
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Figure 4.6. Effect of water concentration on the stability of nitrided sites in HY at T=525
◦C.
temperature study in Figure 4.7, we fixed water concentration at 15 molecules per unit cell,
which corresponds to saturation water loadings in silicalite.103
We found that for a period of 10 hr, the nitrided sites in silicalite are quite stable for
temperatures of less than 250 ◦C, even for saturation water loadings. The nitrided sites
completely decompose in this time period for temperatures of 300 ◦C or higher, again
indicating sensitivity to heat. For comparison, we note that higher temperatures (>525 ◦C)
are required for decomposing nitrided sites in HY as compared to those in silicalite (>300
◦C), within our standard 10 hr time frame. One can explain this on the basis that the reaction
barrier for decomposition of nitrided sites is lower for silicalite (185 kJ/mol) as compared
to HY (262 kJ/mol), as discussed in the previous chapter.
As with HY, we find again with silicalite that decreasing water concentrations pushes
stability temperatures to higher values, as shown in Figure 4.8 at 300 ◦C. For example,
nitrided sites that were decomposed almost completely within 10 hr at water saturation are
decomposed only halfway for a water concentration of 2 molecules per unit cell.
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Figure 4.7. Effect of temperature on the stability of nitrided sites in silicalite at
[H2O]=15 molecules/UC, PS=0.0313 atm @25 ◦C.
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To summarize, both heat and humidity are detrimental to nitrided sites in HY and sili-
calite. We find that site stability is very sensitive to temperature above threshold tempera-
tures ( > 500◦C for HY and > 275◦C for silicalite).
4.4 Concluding Remarks
We have modeled the formation kinetics of nitrogen-substituted (nitrided) zeolites HY
and silicalite; we have also modeled the stability of nitrided sites to heat and humidity. The
kinetic calculations performed in this chapter are on the basis of mechanisms from DFT-
computed pathways reported in the previous chapter. In order to mimic continuous flow
reactors used for nitridation, reactant ammonia and product water concentrations were fixed
at various levels. We have found that zeolite nitridation proceeds only at high temperatures
(>600 ◦C for silicalite and >650 ◦C for HY) due to the presence of large overall barriers
computed in the previous chapter. These threshold temperatures are in broad agreement
with experiments.
Nitridation yields were found to be sensitive to water concentration, especially for sili-
calite where nitridation is more strongly endothermic. As a result, overall nitridation yields
in silicalite are predicted to be lower than those in HY. The stability of nitrided sites was
investigated by modeling the kinetics of nitridation in reverse, going back to untreated ze-
olite plus ammonia. Using 10 hr as a benchmark catalyst lifetime, nitrided silicalite and
HY half-lives exceed 10 hr for temperatures below 275 and 500 ◦C, respectively, even at
saturation water loadings. As such, our calculations suggest that nitrided silicalite and HY
zeolites require high temperatures to form, but once formed, they remain relatively stable,
suggesting that these materials may be useful as shape-selective base catalysts.
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CHAPTER 5
EFFECTS OF ION EXCHANGE AND ALUMINUM CONTENT ON
BASE STRENGTH OF NITROGEN SUBSTITUTED FAU FROM
FIRST PRINCIPLES
“After climbing a great hill, one only finds that there are many more hills to climb.”
–Nelson Mandela
5.1 Introduction
As discussed in Chapters 1, 3 and 4 zeolites are typically weak bases. Classes of ze-
olites that have base character include ion-exchanged zeolites,125,304 zeolites with grafted
organic bases,125,304 nitrided zeolites,157 and other classes such as nickel phosphate VSB-5.
We recently showed that nitridation, replacing zeolite bridging oxygens with isoelectronic
amine groups (-NH-), can nearly double base strength in zeolites.23 A variety of studies
have demonstrated the use of nitrogen-substituted zeolites as base catalysts.95,209 As dis-
cussed in Chapter 1, there has been no systematic study of base strength versus aluminum
content or alkali cation in these systems. In this chapter, we report density functional the-
ory calculations of adsorption energies for probe molecules on embedded zeolite clusters
to reveal basicity trends in nitrogen-substituted zeolites.
Nitrided zeolites have been under study for over 40 years117 since the initial report by
Kerr and Shipman in 1968.157 Although recent work on nitrided zeolites has revealed inter-
esting base catalytic activities,95,209 the structures of nitrided zeolites and their active sites
have remained only ambiguously identified.95,102,114,118,121,122,157,209,254 By combining 29Si
solid-state NMR and quantum calculations of chemical shifts, it was recently shown that
nitridation in high-silica H-Y (Si:Al=15) is consistent with an intact zeolite framework, and
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occurs first at Brnsted sites (Si-OH-Al) and subsequently at siliceous sites (Si-O-Si).118 The
story is qualitatively similar for nitridation of Na-Y (Si:Al=2.4), although the diversity of
nitrided sites in Na-Y is much higher because of the higher Al content.118 Furthermore,
through a combination of X-ray diffraction, 29Si solid-state NMR, and high-resolution
adsorption studies, it was recently reported an optimal synthesis approach for nitrided zeo-
lites, emphasizing the importance of high ammonia flow rates during heating and reacting
steps.118 Finally, DFT calculations of the nitridation mechanisms in H-Y and silicalite zeo-
lites have been used to predict that nitrided zeolites remain stable at high temperatures even
at saturation water loadings. The question still remains how the Si:Al ratio and nature of
the charge compensating cation impact strengths of basic sites in nitrided zeolites.
As discussed in Chapter 1, it is an important question how does the base strength in-
creases with aluminium and it is not clear whether this trend continues for zeolites with
Si:Al ratios much above 2.4. This is an important question because decreasing the alu-
minum content of zeolites (increasing Si:Al ratio) makes them more stable to the kinds
of hydrothermal treatments used to regenerate catalysts. Our calculations thus serve as a
guide for balancing material stability and catalytic activity. A challenge in implementing
such calculations is dealing with long-range aluminum/cation distributions, which we han-
dle using embedded clusters within the ONIOM formulation.100 Also, an important ques-
tion is how much base strength is gained by such a process. We investigate this below by
calculating energies of embedded clusters using atomic basis sets such as the split-valence,
triple-zeta basis set 6-311G(d,p).167 This basis set is, however, unavailable for heavier ele-
ments such as Rb and Cs, forcing a mixed basis set approach as we describe below.
Various methods are described in the literature for characterizing the basicity of zeo-
lites. Experimental methods include the use of probe molecules such as pyrrole,33,140–142
chloroform,309,310 and but-1-yne,171 along with techniques such as XPS140,141,310 and FTIR.142
Theoretical methods include analyzing charge densities using the electronegativity equal-
ization method (EEM)127 and the molecular electrostatic potential (MEP) method,202 as
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well as the use of acidic probe molecules such as BF3.23 In our initial study on nitrided
zeolites, we quantified base strength by computing adsorption energies of BF3 in sodalite
zeolites with Si-O-Si and Si-NH-Si sites, finding -0.5 and -0.8 eV, respectively.23 For con-
sistency, we continue below with BF3 as a probe molecule for studying base strengths in
various standard and nitrided FAU-type zeolites. However, we find below that BH3 is a
better probe of base strength because trends in adsorption energy are not obscured by com-
peting metal-fluorine interactions. We find below that nitridation increases base strengths
for all zeolites studied, but surprisingly, we also find a non-monotonic trend in base strength
versus Al content, with high-silica Na-Y showing remarkably strong base sites.
The remainder of this chapter is organized as follows: in Sec. 2 we describe the zeolites
studied and detail the computational methods of the ONIOM calculations; in Sec. 3 we
discuss the resulting adsorption energies using BF3 and BH3 as probe molecules; and in
Sec. 4 we offer concluding remarks.
5.2 Methods
We have studied various FAU-type zeolites by calculating BH3 and BF3 (generally BX3)
sorption energies to gauge zeolite base strength. To determine the role of aluminum content,
we have studied standard and nitrided FAU-type zeolites with silicon-to-aluminum ratios
(Si:Al) of 1, 3, 5 and 11, all with Na as the charge-compensating cation. We note that the
material with Si:Al = 1 is commonly referred to as Na-LSX (Low Silica X), while those
with Si:Al > 1.5 are denoted Na-Y zeolites. For notational convenience, we refer to all
these standard and nitrided zeolites as Na-Y and Na-N-Y, respectively in this chapter. To
investigate the effect of changing the charge-compensating cation, we have studied standard
zeolites M-Y (Si:Al = 11) and nitrided analogs M-N-Y (Si:Al = 11) with alkali metals M
= Li, Na, K, Rb and Cs.
Base strength was gauged by the magnitude of sorption energies, calculated according
to:
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∆Vads = VZG − VZ − VG , (5.1)
where Vi is the optimized electronic energy of zeolite-guest (ZG), zeolite (Z) and guest
(G), respectively. Assuming that the zeolite, guest and zeolite-guest complex act as multi-
dimensional harmonic oscillators, the molar internal energy of adsorption at absolute tem-
perature T is given by ∆Uads = ∆Vads + 3RT ; where the second term (3RT) is the average
harmonic potential energy of hindered translations and rotations for the guest sorbed in
the zeolite. This harmonic approximation is good because BX3 sorption produces rela-
tively tightly bound zeolite-BX3 structures, due to the strong Lewis acidity of BH3 and
BF3. Furthermore, assuming that the external BX3 gas phase is ideal, the molar enthalpy
of adsorption is given by ∆Hads = ∆Uads = ∆Vads + 2RT ; this ideal gas approximation
is also supported by the large sorption energies reported below. Thus, calculating ∆Vads
reveals trends in sorption heats, and hence base strengths, for the zeolites studied herein.
By convention, we report all sorption energies below as positive quantities.
The acid-base interaction that controls sorption energies in these systems is of a strongly
chemical nature, requiring quantum calculations to capture trends in base strength. All cal-
culations in this work were performed using a finite zeolite cluster model. Although this
approach lacks true long-range forces, it captures local interactions quite well, such as
acid-base binding in silica-based materials. Indeed, in Chapter 3, we computed the sorp-
tion energy of ammonia in H-Y as 111 kJ/mol, which compares well with the range of
experimental values: 100-130 kJ/mol. The calculations below used the same total-system
cluster size as in the previous chapter. The FAU zeolite framework topology exhibits four
crystallographically-distinct oxygens139 of which O(1) and O(4) are the most accessible,
being in the window separating adjacent FAU supercages, making these oxygen sites rel-
evant for catalysis. Moreover, previous simulations have found that O(1) and O(4) are
the most basic oxygens in FAU-type zeolites.127 In this work we have performed sorption
studies on the O(1) oxygen site, while for nitrided zeolites we have modeled sorption at
the nitrided O(1) site. In Chapter 3, we found substantially similar nitridation energies at
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O(1) and O(4) in HY, indicating little sensitivity to nitridation site. This indicates that other
clusters of the same size, but centered on a different oxygen in the FAU structure, will give
substantially similar results.
We have used the embedded cluster approach via 2-layer ONIOM76,207,298 for comput-
ing optimized geometries and energies in this work. Here we describe the construction
of clusters, followed by details of the ONIOM calculations. BH3 and BF3 adsorption was
studied on the same clusters. We built 92T clusters centered at O(1), containing 92 to-
tal silicon and aluminum (tetrahedral or T) atoms, consistent with our cluster calculations
presented in Chapter 3. All clusters were terminated with oxygen atoms fixed at their
crystallographically-determined locations (vide infra). At the core of each 92T cluster,
a 12T quantum cluster was extracted and its dangling bonds passivated as discussed be-
low. This quantum cluster size has proven sufficient to converge acid-base energetic in
zeolites.100 To study the effect of ion exchange, we built 12T quantum clusters with an iso-
lated aluminum substitution adjacent to O(1) balanced by one alkali metal, giving a Si:Al
ratio of 11 in the quantum cluster. The outside layer for this system was taken as purely
siliceous from the X-ray crystal structure of zero-defect de-aluminated Y zeolite139 (ZD-
DAY or siliceous FAU, fcc with a 24.3 lattice parameter). As such, this represents an
isolated basic site with various charge compensating cations, which were initialized near
site II close to the supercage 6-ring.58,148
To study the effect on basicity of varying aluminum content, we built 12T quantum
clusters with 1, 2, 3 and 6 aluminum substitutions balanced by equal numbers of Na atoms,
giving Si:Al ratios of 11, 5, 3 and 1, respectively. Each outside layer was built to match the
Si:Al ratio of the inside quantum layer. This was achieved by using forcefield-based sim-
ulations to generate initial conditions for ONIOM optimizations. For Si:Al = 1, we began
with the alternating aluminum distribution dictated by Lwensteins rule,28 and optimized
the Na distribution using the forcefield of Jaramillo.148 From this optimized 192T unit cell
of Na-LSX (24.9 lattice parameter), we extracted a 92T total cluster and from this a 12T
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quantum cluster, both centered at O(1). For each higher Si:Al ratio, we began with the
Na-LSX structure and converted the appropriate number of aluminums back to silicons to
achieve the target Si:Al ratio. Each aluminum switch was chosen at random and the closest
Na atom was deleted. Special care was taken to maintain a homogeneous distribution of Na
atoms for each Si:Al ratio. As above, 92T total system clusters centered at O(1) were then
extracted, and from these 12T quantum clusters were built. This approach does not guar-
antee that the resulting 12T quantum cluster contains the desired number of Al/Na atoms;
several iterations were performed until acceptable initial structures were obtained.
In 2-layer ONIOM76,207,298 the 92T total system cluster while the passivated 12T quan-
tum cluster. A snapshot of the cluster NaY with adsorbed BH3 is shown in Figure 5.1. No
electrostatic interaction between the quantum cluster and the rest of the total system was
considered, i.e., the calculations were performed using “mechanical embedding” but not
“electronic embedding”. All 12T quantum clusters consisted of one 6-ring and three 4-
rings as shown in Figure 1; these were terminated via Si-H and Al-H groups with hydrogen
atoms placed along Si-O or Al-O vectors for each omitted oxygen. Although terminating
with Si-OH and Al-OH groups is preferable, the Si-H/Al-H terminations were used to mit-
igate the computational expense of including (as many as six) Na atoms in the quantum
clusters. Nonetheless, we have found that such terminations are acceptable for modeling
acid-base chemistry with such large (12T) quantum clusters.100
The total system electronic energy is approximated within ONIOM discussed in Chap-
ter 2. For the high level of theory, we used the B3LYP hybrid density functional36,173
and the 6-311G(d,p) triple-zeta basis set167 when studying aluminum content. This model
chemistry has proven effective at capturing acid-base energetic in zeolites. In contrast,
when studying ion exchange, we used a mixed basis set: the SDD basis set108 for alkali
atoms and 6-311G(d,p) for all other elements. This mixed basis set approach is necessi-
tated by the fact that 6-311G(d,p) is not available for the heavier alkali metals Rb or Cs.
We determined the error from this mixed basis set by computing BF3 sorption energies at
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Figure 5.1. Structure of BH3 in 12T quantum cluster embedded in 92T cluster model of
Na-Y.
Table 5.1. Test of Mixed Basis Set Using BF3 Sorption Energies (Si:Al = 11)
Structure (Si:Al) Adsorption Energy (kJ/mol)1 difference (kJ/mol) % difference
Li-Fau(11) -70.9 (-73.9) 3.0 4.2
Li-NH-Fau(11) -115.2 (-119.0) 3.8 3.3
Na-Fau (11) -77.9 (-79.7) 1.8 2.3
Na-NH-Fau (11) -121.4 (-123.6) 2.2 1.8
K-Fau(11) -90.3 (-90.9) 0.6 0.7
K-NH-Fau (11) -135.9 (-136.6) 0.7 0.5
isolated basic sites in 12T/92T clusters with Li, Na or K, comparing results from SDD and
6-311G(d,p) descriptions of the alkali metals. As shown in Table 5.1, the SDD basis set
slightly underestimates sorption energies by 1-4% (maximum error 3.8 kJ/mol), with error
decreasing as metal size increases. This mixed basis set approach thus appears to be an
effective way for treating heavier metals in zeolites.
For the low level of theory, we applied the “universal force field” (UFF) with hydrogen,
oxygen, nitrogen and boron atom types specified as H, O 3 z, N 3 and B 2, respectively.
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The use of B3LYP/6-311G(d,p)//UFF with these ONIOM cluster sizes has previously been
shown to give converged energies for proton transfer in zeolites.100 For each system with
Na atoms in the outer layer, we fixed outer-layer Na positions since UFF was not found to
reproduce Na distributions in zeolites satisfactorily. However, all inner layer Na atoms were
allowed to relax fully. Geometry optimizations were performed without symmetry and us-
ing the “quadratic coupling” method,296,297 which couples forces between ONIOM layers
in a numerically stable fashion. All calculations were performed using Gaussian Develop-
ment Version (Release D.02)106 on Linux workstations. To understand trends in sorption
energies, we computed atomic charges using two methods. When studying the effect of
aluminum content on basicity with 6-311G(d,p), we computed charges fitted to the electro-
static potential (ESP charges) at points selected by the Merz-Singh-Kollman scheme.42,246
Unfortunately, using this approach with the mixed basis set treatment of ion exchange pre-
sented numerical difficulties. As such, in this case we used Mulliken population analysis
for computing atomic charges. Although ESP charges offer a more robust representation of
charge distributions (less basis set dependence), Mulliken charges offer qualitative trends
for a given basis set.
5.3 Results and Discussion
Here we present our predictions on the effect of aluminum content and ion exchange
on the base strength of faujasites (M-Y) and nitrided faujasites (M-N-Y), by comparing
sorption energies of probe molecules BF3 and BH3. Following our earlier study23 we begin
by investigating the effect of ion exchange with BF3 as the probe; we then consider BH3 as
a better probe, using this to study ion exchange first and Al content second.
5.3.1 BF3 as Probe Molecule
We begin by reporting calculated sorption energies of BF3 in M-Y and M-N-Y zeolites
for alkali metals M = Li, Na, K, Rb and Cs. Sorption energies of BF3 are shown in Figure
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Table 5.2. Selected Binding Distances () from BF3 Sorption in M-Y and M-N-Y Zeolites.
M-Y M-N-Y
O(1)-B F-M N-B F-M
Li 1.62 1.92 1.64 1.87
Na 1.62 2.33 1.65 2.27
K 1.61 2.56 1.64 2.55
Rb 1.61 2.68 1.64 2.67
Cs 1.61 2.84 1.63 2.84
5.2 for M-Y and M-N-Y, while binding distances and Mulliken charges on selected atoms
are given in Tables 5.2 and 5.3. Figure 5.2 shows considerable increases in base strength
upon nitridation for all alkali metals, from about 80 kJ/mol in M-Y to 120 kJ/mol in M-
N-Y. This increase is consistent with our earlier study of basicity in silica sodalite, where
BF3 binding increases from about 50 kJ/mol to 80 kJ/mol upon nitridation.23 Figure 5.2
also shows that sorption energies follow the trend Li<Na<K>Rb>Cs for both M-Y and
M-N-Y zeolites. In contrast, experiments find that basicity increases monotonically in the
order Li<N<K<Rb<Cs.33,35 To address this discrepancy, we analyze binding distances and
atomic charges in Tables 5.2 and 5.3.
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Figure 5.2. Base strength in standard (M-Y) and nitrided (M-N-Y) zeolites (Si:Al=11)
probed by BF3 sorption energies as a function of ion exchange.
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Table 5.3. Mulliken Charges on selected atoms (au) for adsorption of BF3 for the cluster
type M-Y
O(1) (N) a Ba Fa M a
Li -0.861 (-0.943) 0.698 (0.687) -0.362 (-0.380) 0.474 (0.479)
Na -0.860 (-0.944) 0.685 (0.676) -0.346 (-0.366) 0.625 (0.632)
K -0.854 (-0.909) 0.676 (0.664) -0.357 (-0.372) 0.813 (0.818)
Rb -0.852 (-0.930) 0.679 (0.659) -0.351 (-0.362) 0.834 (0.841)
Cs -0.849 (-0.920) 0.685 (0.647) -0.342 (-0.354) 0.870 (0.876)
aThe values in the parenthesis are corresponding to the nitrogen substituted
zeolite
Table 5.2 indicates that the B-O/N binding distance decreases slightly as the size of
the alkali metal increases from Li to Cs, suggesting that the fundamental Lewis acid-base
interaction strengthens slightly. Table 5.3 shows increased negative charge from O to N
in all cases studied, consistent with stronger sorption in nitrided zeolites as seen in Figure
5.2. Ion exchange from Li to Cs shows increasing positive charge on the alkali atom,
while fluorine charges exhibit a non-monotonic trend mirroring the sorption energies in
Figure 5.2. These fluorine charges suggest that the sorption energies in Figure 5.2 may be
influenced by metal-fluorine Coulomb interactions.
To test this idea, we calculated metal-fluorine Coulomb interactions, QMQF/RMF, us-
ing metal-fluorine distances (RMF) from Table 5.2 and charges (QM , QF) from Table 5.3.
In this analysis of BF3-M interactions we consider only the closest metal-fluorine con-
tact, whose distance is given in Table 5.2. As seen in Figure 5.2 (dashed line), these
Coulomb interactions exhibit the same trend as the BF3 sorption energies, indicating that
competing metal-fluorine interactions obfuscate inherent trends in base strength upon ion
exchange. The presence of metal-fluorine electrostatic interactions between the adsorbed
molecule with fluorine and the zeolitic Na ion have also been shown previously by Mellot
and Cheetham,197 who performed canonical Monte Carlo simulations on the adsorption of
fluorinated molecules in zeolites. To eliminate such interactions we have pursued BH3 as a
probe in our work below.
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5.3.2 BH3 as Probe Molecule: Effect of Ion Exchange
The effect of ion exchange on BH3 sorption energies is plotted in Figure 5.3, showing a
monotonic increase in base strength from Li to Cs. Figure 5.3 shows the same ∼ 40 kJ/mol
boost in sorption energy upon nitridation as seen in Figure 5.2. Furthermore, Figure 5.3
shows that BH3 sorption energies increase only mildly from K to Cs (by ∼5 kJ/mol). This
is explained by the Mulliken charges on alkali atoms (dashed line in Figure 5.3), which
exhibit the same plateau from K to Cs. This plateau in alkali charges indicates that K,
Rb and Cs donate approximately the same amount of charge density to the framework,
producing basic sites of roughly the same strength. The same trend was also observed for
Si:Al = 5.0. We determined this by randomly substituting Al (following Lo¨wenstein’s rule)
and placing a cation nearby. This structure was then fully optimized and probe molecule
adsorption calculations were performed. Because ion exchange with Rb and Cs can be
expensive, the results in Figure 5.3 suggest that K-N-Y may be optimal for base catalytic
applications, balancing base strength and catalyst cost.
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Figure 5.3. Base strength in standard (M-Y) and nitrided (M-N-Y) zeolites (Si:Al=11)
probed by BH3 sorption energies as a function of ion exchange.
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5.3.3 BH3 as Probe Molecule: Effect of Aluminum Content
A conventional wisdom in zeolite science is that increasing aluminum content (decreas-
ing Si:Al ratio) increases base strength by adding negative charge density to framework
oxygens.34 To test this notion in Na-Y and nitrided Na-N-Y zeolites, we computed BH3
sorption energies as a function of aluminum content, shown in Figure 5.4. This shows
the now-standard 35-40 kJ/mol boost in sorption energy upon nitridation. Figure 5.4 also
shows that BH3 sorption energies decrease with increasing Si:Al ratio from 1 to 3, beyond
which base strength was found to increase again. The initial regime (1 < Si:Al < 3) is
consistent with the conventional understanding discussed above, while the latter regime
(Si:Al > 3) involves the surprising prediction that base strength can be relatively high for
high-silica zeolites. In particular, Figure 5.4 predicts that BH3 sorption in Na-N-Y (Si:Al =
11, one Al atom) is nearly as strong as in (Si:Al = 1, six Al atoms). Although these results
seem to contradict experimental findings,34 measurements of FAU-type base strengths have
been performed on the standard Si:Al ratios of 1.2 (Na-X) and 2.4 (Na-Y). Our calculations
prompt new experiments on base strengths of de-aluminated Y zeolites with Si:Al ratios
much above 3. Because high-silica zeolites are typically more stable to the kinds of hy-
drothermal treatments used to regenerate catalysts, these results suggest that K-N-Y (Si:Al
= 11) may optimize the balance between base strength and catalyst cost/stability.
To understand these computational findings, we computed charges fitted to electrostatic
potential (ESP) values at points selected by the Merz-Singh-Kollman scheme.42,246 As seen
in Figure 5.5, these ESP charges show substantially more negative charge on nitrogen than
on oxygen for each Si:Al ratio, in qualitative agreement with the Mulliken charges in Table
5.3. Figure 5.5 also shows non-monotonic trends in N/O charges as a function of Si:Al ratio.
For 1 < Si:Al < 3, N/O charges become less negative with increasing Si:Al as expected
by conventional wisdom. However, for Si:Al > 3, these charges become more strongly
negative for reasons we do not presently understand.
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Figure 5.4. Base strength in Na-Y and nitrided Na-N-Y zeolites probed by BH3 sorption
energies as a function of aluminum content.
To go beyond the point-charge analysis in Figure 5.5, we computed electrostatic poten-
tial maps for Si:Al = 11 and 5 (one and two Al atoms in the quantum cluster); these are
shown in Figure 6 and 7, respectively. As seen from Figure 6 and 7, the additional frame-
work electron density from increased Al content is localized around the bridging atoms (O
or NH) near the substituted Al atom, and is not delocalized throughout the framework. This
localized effect suggests that, for a single adsorbed BH3 molecule, increasing Al content
increases the number of strong basic sites, but not the strength of already strong base sites.
As such, we find the non-monotonic trend to be essentially flat.
5.4 Conclusions
We have applied quantum chemistry to model base strengths of standard and nitrogen-
substituted (nitrided) FAU-type zeolites, denoted M-Y and M-N-Y, respectively. We cal-
culated sorption energies of probe molecules BF3 and BH3 using density functional theory
with mixed basis sets applied to embedded clusters. Mixed basis sets were required because
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Figure 5.5. Electrostatic potential (ESP) charges on O/N atoms in Na-Y and nitrided Na-
N-Y zeolites, respectively, as a function of aluminum content.
the 6-311G(d,p) basis set is not available for all alkali metals, namely Rb and Cs. BH3 was
found to be a better probe of base strength because it does not introduce competing metal-
fluorine interactions that obfuscate trends. In all cases the base strengths of M-N-Y were
found to exceed those of the corresponding M-Y zeolites by roughly 40 kJ/mol, where M =
Li, Na, K, Rb or Cs charge compensating cations. We have found for Si:Al = 11 that BH3
sorption energies vary in the order Li < Na < K ∼ Rb ∼ Cs. Sorption energy and hence
base strength was found to decrease with increasing Si:Al ratio from 1 to 3, beyond which
base strength was found to increase again. The initial regime (1 < Si:Al < 3) is consistent
with the prevailing understanding that base strength increases with Al content, while the
latter regime (Si:Al > 3) involves the surprising prediction that base strength can be rel-
atively high for the more stable, high-silica zeolites. Taken together these results suggest
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Figure 5.6. Electrostatic potential map for Si:Al=11.0 (one Al atom), charge scale on top
with red being most negative and blue being most positive.
Figure 5.7. Electrostatic potential map for Si:Al=5.0 (two Al atoms), charge scale on top
with red being most negative and blue being most positive.
that K-N-Y (Si:Al = 11) optimizes the balance of catalyst activity, stability and cost. Our
calculations prompt new experiments on base strength in standard and nitrided zeolites,
especially for Na-Y and K-Y with Si:Al ratios above 3.
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CHAPTER 6
SIMULATING IR SPECTRA AND HYDROGEN BONDING IN
CELLULOSE Iβ AT ELEVATED TEMPERATURES
The most important questions of life are indeed, for the most part, really only problems of
probability.
–Pierre Simon Laplace
6.1 Introduction
As introduced in Chapter 1, pyrolysis is one of the promising routes to convert biomass
to biofuels. Although pyrolysis has been studied for over 60 years, the reaction mech-
anism(s) at the molecular level are still not well understood. Cellulose comprises more
than half of plant material and thus is the most abundant biomolecule on earth.223 As such,
molecular understanding of cellulose pyrolysis is important in developing efficient tech-
nologies for the conversion of biomass. In this chapter, we apply molecular dynamics to
investigate structures and vibrational signatures of cellulose at elevated temperatures.
There are two broad sets of understanding in the literature about the mechanism of cel-
lulose pyrolysis. Several reports assert that cellulose pyrolyses to solid, liquid and gaseous
products through an “active cellulose” intermediate,50,65,70,83,178,226,244 while other reports
assume that no such intermediate exists.11,12,15,19,184 Of the mechanisms that include active
cellulose, some postulate that active cellulose arises from irreversible depolymerization
yielding a liquid above 550 K;49,50,172,182 while others suggest active cellulose forms re-
versibly below 550 K from conformational changes in the solid.65,178 Because of this level
of controversy, we have studied the molecular structure and dynamics of cellulose at el-
evated temperatures to search for structural transitions. In particular, we have modeled
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cellulose Iβ up to 550 K using classical molecular dynamics to compute the IR spectrum
as a probe of hydrogen bonding.
In their study of cellulose pyrolysis, Lin et al.178 found a reversible heat gain without
mass loss at 475 K, suggestive of forming active cellulose. Wada studied structural changes
in cellulose Iβ upon heating using X-ray diffraction,299,300 finding an increase in the a pa-
rameter and a sudden decrease in the b parameter above 490 K, suggesting formation of a
high temperature phase above 490 K. Watanabe et al.302,303 reported IR spectra that support
the conclusions above. They interpreted the temperature-dependence of their IR spectra by
positing a gradual disruption of intrachain hydrogen bonds between 300-470 K, followed
by a sudden collapse of intrachain hydrogen bonds and formation of a new structure with
weaker hydrogen bonds around 490 K.
Molecular modeling studies performed by Bergenstråhle et al.40 have also suggested
a structural change above 450 K. In a more recent study, Matthews et al.192 have studied
the structural changes in cellulose mircrofibrils at high temperatures in a hydrated environ-
ment. They found that twisting between neighboring sheets ceases due to the changes in
hydrogen bonding at high temperatures. However, no study has been performed to com-
pute the IR spectrum of cellulose as a probe of hydrogen bonding for comparison with
experiment. Moreover, the interpretation suggested by Watanabe et al.302,303 is based on
the spectral assignments postulated by Mare´chal and Chanzy,187 which need to be tested
by computer simulations. Using molecular dynamics to compute the dipole moment cor-
relation function, one can obtain the IR spectrum taking into account anharmonicity and
mode coupling present in many hydrogen-bonded systems. The challenge then becomes
assigning peaks in the computed IR spectra. The presence of anharmonicity limits the
use of normal mode analysis (NMA)112,233 for assigning peaks, because the results depend
too much on the configuration used for calculating second derivatives. Van Houteghem et
al.281 have recently proposed a new method for interpreting vibrational spectra by project-
ing atomic velocities on selected directions of internal modes. However, the formulation
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of this method has been closely tied to vibrations in zeolite systems, and hence may be of
limited utility for our present study. Other approaches such as effective normal mode anal-
ysis188 and principle mode analysis240 have been reported for interpreting condensed-phase
vibrational spectra, but these methods are largely relegated to analyzing liquids. To assign
the IR spectra of cellulose Iβ at various temperatures, we report below a novel synthesis
of NMA and power spectrum methods,247 combined with constant-pressure simulations to
account for anharmonicity.
Cael et al.59 have previously applied NMA to cellulose I using a valence forcefield, but
could not reproduce the various OH stretching modes that arise from different hydrogen
bonding patterns in cellulose. In addition, these authors did not test the forcefield by com-
puting cellulose structure and other thermophysical properties. Moreover, this work was
performed before the discovery of dimorphism (Iα and Iβ) in native cellulose. To address
these issues, we have performed classical molecular dynamics simulations to compute IR
spectra of cellulose Iβ as a probe of hydrogen bonding to understand effects from elevated
temperature. We have used the GROMOS forcefield,243 which includes a quartic function
to describe bond stretches. Our approach for assigning IR peaks takes into account the
anharmonicity present in the forcefield.
We find below that most of our assignments in the OH stretching region agree well with
previous results. However, we have found that some assignments need to be revisited. We
find a structural transition of cellulose above 450 K due to disruption of intrachain hydrogen
bonds, leading to formation of weaker interchain hydrogen bonds. We find a featureless
IR spectrum above 450 K in agreement with experiment. However, in contrast to previous
results which explain this featureless spectrum by positing disruption of OH3· · ·O5 hydro-
gen bonds, we find no such disruption in our simulations. We elaborate on this and other
new findings below.
The remainder of this chapter is organized as follows: in Section 6.2 we describe the
methodos for computing physical properties and IR spectra of cellulose Iβ, followed by
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the new approach for assigning peaks in the IR spectra, In Section 6.3 we give results
and discussion of the IR spectra and hydrogen bonding patterns of cellulose at various
temperatures, and in Section 6.4 we offer concluding remarks.
6.2 Methodology
6.2.1 Model
Cellulose Iβ has a monoclinic unit cell [a = 7.784 Å, b = 8.201 Å, and c = 10.38 Å;
γ = 96.5◦] with a space group of P21.213 This structure has two parallel chains (origin
and center chains) having slightly different configurations, organized in sheets which are
stacked in ”parallel-up” fashion (same order of 1-4 linkage in the parallel chains and same
order of O5 and C5 atoms along the chain axis in the unit cell) with all the hydroxymethyl
groups adopting tg (trans-gauche) configuration.213 The hydrogen bonding network derived
from combined X-ray and neutron diffraction studies is shown in Figure 6.1. This study has
shown that hydrogen atom involved in intrachain O3H3· · ·O5 hydrogen bonds have well-
defined positions, however, those involved in interchain (but intrasheet) O2H2 and O6H6
hydrogen atoms have multiple geometry with partial occupancy. Figure 6.1 shows two
different sets (right and left) of hydrogen bonding possible in center and the origin chains.
The initial coordinates were obtained from previous experimentally determined X-ray and
neutron diffraction studies corresponding to the major conformation present in cellulose.213
The simulation box used in this study consisted of 4×4×4 primitive unit cells (5888
total atoms, 3584 united atoms) of cellulose Iβ; a total of 256 glucose residues arranged in
32 chains of length 8 glucose residues. A detailed picture of the simulation cell is shown
in Fig. 6.4. We observed no change in the average thermophysical properties as well as the
peaks of the computed IR spectrum upon increasing the system size to 5×5×5 unit cells
as shown in Figure 6.2. For computational efficiency, only polar hydrogens were treated
explicitly, with non-polar hydrogens treated as united atoms with the corresponding bonded
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Figure 6.1. Schematic representation of hydrogen bonding in cellulose Iβ (Nishiyama et
al., 2002)
atom. As such, CH and CH2 groups were treated as united atoms with distinct atom types,
masses, and interaction parameters. We also performed vibrational analysis of glucose
to see whether coupling is present between the high frequency C-H and O-H stretching
modes (using B3LYP/6-311G(d,p) level of theory in Gaussian03.106 We found no coupling
between the C-H and O-H stretching modes, likely because of the 500 cm−1 mismatch.
Hence, the use of this united atom model does not affect the O-H stretching modes, which
are the focus of our work.
6.2.2 MD Simulations
Atomistic molecular dynamics (MD) simulations were performed using the GROMACS
4.07 simulation package.277 The united atom force-field GROMOS 45a4179, developed
for hexapyranose-based carbohydrates, was used for this study of cellulose structure and
dynamics. A previous study comparing 18 different force-fields has shown that GRO-
MOS, GLYCAM06, and MM3 are the best choices for studying disacchrides such as cel-
lobiose.258 It was also shown previously that the GROMOS 45a4 force-field reproduces the
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Figure 6.2. Comparison of IR spectrum of cellulose with different system sizes at 300 K.
crystal structure of cellulose Iβ at room temperature.40 We have used the GROMOS force-
field since it allows a computationally balanced approach by representing the OH groups
explicitly, and the CH groups as united atoms. GROMOS 45a4 estimates bond-stretch po-
tential energies using an anharmonic quartic potential as discussed in Chapter 2. Since the
harmonic force constant is proportional to the square of the wavenumber, Eqn. 2.41 sug-
gests that the quartic force constant is also proportional to the square of the wavenumber.
To fit the experimentally measured O6-H6 vibrational frequency,187 the H-OA quartic force
constant was adjusted from 1570 to 1750 kJ/mol/Å4.
Periodic boundary conditions were applied in all directions according to the minimum
image convention14,104 to mimic an infinite crystal. Short range interactions were computed
using a Lennard-Jones potential, with a dispersion correction of both energy and pressure
using a cutoff of 12 Å. Neighbor lists for non-bonded interactions were generated every
time step using the cutoff radius of 12 Å. Coulombic interactions were calculated with an
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electrostatic cutoff of 12 Å using the Particle-mesh Ewald method77 with a Fourier grid
spacing of 1.2 Å and an interpolation order of 4. The leap frog algorithm104 was used to
integrate Newton’s equations of motion using a timestep of 1.0 fs.
IR spectra were computed by performing constant-volume (NVT ) MD simulations
with target temperatures of 300, 350, 400, 450, 500, and 550 K. To generate an initial
equilibrated structure at each temperature, constant-pressure (NPT ) MD simulations were
performed for 5 ns at each temperature with a target pressure of 1 bar. We observed no
structural change for the next 5 ns. The data collected during this run was used to com-
pute the thermophysical properties such as cell parameters, density, and thermal expansion
coefficients. In general, velocities were randomly initialized using a Maxwellian distribu-
tion at the target temperature. The temperature of the system was kept constant using the
Nose´-Hoover136,146,216 thermostat with a time coupling parameter of 0.1 ps. We found that
increasing this time coupling parameter had no significant effect on IR peak positions nor in
the average temperature. NVT MD simulations were performed for 350 ps and the average
properties were computed for the last 250 ps with data collected at every 4 fs (see Sec. 6.2.5
for more details on the IR spectra calculations). The electrical flux-flux correlation func-
tion used to calculate the IR spectrum was found to decay in a time scale of picoseconds
as shown in Figure 6.3 for the 300 K correlation function. This suggests a simulation time
of 250 ps is enough to the calculate IR spectrum. For NPT simulations, the pressure was
controlled using an anisotropic Berendsen barostat38 with a coupling parameter of 1 ps.
The target pressure was set to 1 bar along the diagonal xx, yy and zz directions, and to 0
bar along the off-diagonal xy/yx, xz/zx, and yz/zy directions. The compressibility was set
to 10−6 bar−1 in all directions, and the reference coordinates were scaled with the scaling
matrix of the pressure coupling.277
Hydrogen bonds were counted using a cutoff distance of 2.5 Å between a hydrogen and
its acceptor oxygen. We found no change in the trends of hydrogen bonding upon changing
the cutoff distance by ±0.1Å.
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Figure 6.3. Normalized Electrical Flux-Flux Correlation Function with time. Linear fit
applied to Ln(|C(t)|) vs time giving 1/τ = 0.5279 or τ = 1.89 ps.
6.2.3 Thermal Expansion Coefficient
Thermal expansion coefficients were calculated for the unit cell dimensions a and b at
300 and 500 K. The cell parameters were obtained by performing NPT simulations for
10 ns and the average lattice parameters were obtained from the last 5 ns. The average
lattice parameters were computed for the temperature ranges of 280-320 K and 480-520
K. Two linear least square fits were performed separately in these temperature ranges. The
slopes obtained from these fits were used to calculate the thermal expansion coefficients as
follows:
α =
1
lT=273
· dldT , (6.1)
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where α is the thermal expansion coefficient, l is the unit cell length in a or b directions,
and T is the temperature of the system.
6.2.4 Dipole Moment and Dielectric Constant
The total dipole moment [denoted as M(t)] of the cellulose simulation cell at any time
t was obtained by summing the product of charges and position vectors of the individual
atoms as:
M(t) =
N∑
i=1
qi~ri, (6.2)
where N is the total number of atoms, and qi is the charge and ~ri is the position vector of
the ith atom. The (relative) dielectric constant (denoted as ε) of a material can be written in
terms of real and imaginary parts according to:195
ε(ω) = ε′(ω) − iε′′(ω), (6.3)
where ε′(ω) is the frequency-dependent dielectric constant associated with polarization,
ε′′(ω) is the frequency-dependent dielectric constant associated with heating (“loss”), and
ω is the angular frequency. In the limit ω → 0, one finds that ε′′ → 0 and ε′ becomes
the static dielectric constant (e.g., ∼80 for water at STP). We calculated the static dielectric
constant of cellulose Iβ using the Debye dielectric theory,195 which assumes exponential
decay of the total dipole moment correlation function with time constant τ, hence giving
the following equations for ε′(ω) and ε′′(ω):
ε′(ω) = 1 + 4πβσ2M
(
1
1 + ω2τ2
)
, (6.4)
ε′(0) = 1 + 4πβσ2M, (6.5)
ε′′(ω) = 4πβσ2M
(
ωτ
1 + ω2τ2
)
, (6.6)
where σ2M = 〈δ ~M(0) · δ ~M(0)〉 is the variance of the total dipole moment because of thermal
fluctuations.
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6.2.5 Infrared Spectrum
The infrared (IR) spectrum was obtained by Fourier transforming the electrical-electrical
flux correlation functions as discussed in Chapter 2. To prevent spectral leakage due to non-
periodic data, the Blackman window39,124,149 was applied as a data filter before applying the
Fourier transfrom. The resulting IR spectra were smoothed using a 9-point moving aver-
age filter249 to reduce spectral noise. To correct the spectral density obtained from the
classical correlation function, several quantum correction factors have been suggested in
the literature.89,233 The quantum correction factor based on the “harmonic approximation”
(HA)89,233 was applied in this study; this factor has previously been shown to work best
for hydrogen bonded systems.233 The corrections based on HA become significant at high
frequencies and low temperatures (for T = 300 K and ν¯ = 3500 cm−1, HA = 16.8; for T =
300 K and ν¯ = 500 cm−1, HA = 2.7; at T = 550 K and ν¯ = 3500 cm−1, HA = 9.2). The final
spectral density is obtained as follows:
I(ω) = QHA · I(ω)cl =
(
βℏω
1 − exp(−βℏω)
)
· 1
2πω2
∫ ∞
−∞
dt e−iωt
〈
d ~M(0)
dt ·
d ~M(t)
dt
〉
. (6.7)
6.2.6 Assignment of Peaks
The following approach was used for assigning peaks in the IR spectrum, with a focus
on the OH stretching region:
• IR spectra at various temperatures were computed.
• For a particular temperature, the normal mode spectrum was obtained as outlined
below. The normal mode frequencies correspond to all the vibrational modes of the
system, some of which are IR inactive.
• For each normal mode in the OH stretching region of the normal mode spectrum, the
atom exhibiting the maximum displacement in the corresponding eigenvector was
identified.
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• The power spectrum for this atom was then computed as outlined below at the ap-
propriate temperature. This allows a local assignment of the IR spectrum, while
incorporating anharmonicity from the quartic forcefield in the power spectrum.
• The peak in the IR spectrum with maximal overlap with the main peak in the power
spectrum was thus assigned to the motion of the corresponding atom (or OH bond).
6.2.7 Normal Mode Analysis
In normal mode analysis (NMA), cellulose Iβ is considered to be a 3N-dimensional
harmonic oscillator, where N = 3584 atoms in the simulation cell under periodic boundary
conditions. The instantaneous configuration of cellulose in Cartesian space is denoted by
the 3N-dimensional vector ~rN = (~r1, ~r2, ~r3, ..., ~rN), where ~ri is the three-dimensional po-
sition vector of the ith atom. Similarly, the ground-state configuration in Cartesian space
is denoted by ~rN0 = (~r(0)1 , ~r(0)2 , ~r(0)3 ,...,~r(0)N ). This ground state depends on the lattice parame-
ters (a, b, c), which in turn depend on temperature because of anharmonicity (see Fig. 2).
Furthermore, a Cartesian displacement in the ground state is denoted by ∆~rN = ~rN − ~rN0 =
(∆~r1, ∆~r2, ∆~r3, . . ., ∆~rN). Finally, the displacement in mass-weighted Cartesian space is ~qN
= (√m1∆~r1, √m2∆~r2, √m3∆~r3, ..., √mN∆~rN) = (~q1, ~q2, ~q3, ..., ~qN). Using these definitions,
the harmonic approximation for the potential energy in Cartesian space is given by:
V
(
∆~rN
)
 V(~0) + 1
2
N∑
i=1
N∑
j=1
(
∂2V
∂(∆~ri)∂(∆~r j)
)
~0
: ∆~r j∆~ri, (6.8)
and in mass-weighted Cartesian space is given by:
V
(
~qN
)
 V(~0) + 1
2
N∑
i=1
N∑
j=1
(
~∇i~∇ jV
)
~0
: ~q j~qi. (6.9)
In Eqn. 6.9,
(
~∇i~∇ jV
)
~0
is a 3 × 3 mass-weighted force constant matrix275 evaluated at a
temperature-dependent ground state configuration of cellulose. For each temperature, av-
erage cell parameters were computed by performing NPT equilibration runs as mentioned
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in Sec. 6.2.2. These cell parameters were then fixed to their average values for a given
temperature, and the system potential energy was minimized using the conjugate gradient
method115,230 until the root mean square forces were less than 0.001 eV/Å. The resulting
structure was used to obtain the force constant matrix. Normal modes were computed by
calculating the eigenvalues and eigenvectors of the 3N × 3N mass-weighted force constant
matrix [Ai j]N×N (where Ai j =
(
~∇i~∇ jV
)
~0
),306 using standard routines implemented in GRO-
MACS utilities.277 Of the 3N eigenvalues (ki) so obtained, the first six equal zero corre-
sponding to the three translational and three rotational motions, while the remaining 3N−6
eigenvalues correspond to all the vibrational modes which may or may not be IR active.
The wavenumber corresponding to the ith normal mode is given by ν¯i =
√
ki/4π2c2, where
c is the speed of light. The normal mode spectrum was obtained by plotting Lorentzian
functions centered on the NMA wavenumbers (ν¯i) according to:
I(ν¯) =
∑
i
Γ(
Γ2 + (ν¯ − ν¯i)2) , (6.10)
where Γ is a Lorentzian linewidth taken to be 1 cm−1, and the normal mode spectrum was
plotted using a binwidth in ν¯ of 1 cm−1.
To assist in the IR assignments, we generated visualizations of various normal mode
vibrations of cellulose Iβ. The eigenvectors ( ~Ui) obtained represent displacement directions
of the normal modes in mass-weighted Cartesian space. The normal mode directional
vectors (~ui) in Cartesian space can be obtained from ~Ui by dividing with the square root
of mass of the ith atom and then re-normalizing the resulting vector. Motion in Cartesian
space along a given normal mode is obtained by:
~rN = ~rN0 ± λ~ui, (6.11)
where λ is the fractional displacement along the normal mode vector.
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6.2.8 Power Spectrum
Because of the anharmonicity in the GROMOS 45a4 forcefield (see Eqn. 2.40), normal
mode frequencies are often shifted from IR peak positions. To link the normal mode results
with the computed IR spectra, we computed power spectra of selected atoms using the
selection algorithm described above. Power spectra were obtained by computing Fourier
transforms of atomic velocity autocorrelation functions according to:188
I(ω)pw = 12π
∫ ∞
−∞
dt e−iωt〈δ~vi(0) · δ~vi(t)〉, (6.12)
where vi is the velocity vector of the ith atom.
6.3 Results and Discussion
We begin by presenting calculations of thermophysical properties to test the perfor-
mance of the GROMOS 45a4 forcefield. We then present the IR spectrum of cellulose Iβ
at room temperature, and our assignment of its peaks with special focus on the OH stretch-
ing region. Finally, we present the temperature dependence of the IR spectrum and the
hydrogen bonding pattern of cellulose.
6.3.1 Thermal Expansion of Cellulose at Standard Pressure
We calculated the density variation with temperature and thermal expansion coefficients
at 300 and 500 K. Figures 6.4 and 6.5 show various aspects of low- and high-temperature
structures of cellulose Iβ, respectively. Here we focus on Figures 6.4c and 6.5c, which
show the intersheet spacing increase from 4.2 to 4.4 Å, from 300 to 500 K. This accounts
for the change in density discussed below. We reference Figures 6.4 and 6.5 in the analysis
and discussion throughout the rest of the paper. We performed these simulations to bench-
mark our study with the results reported previously by Bergenstrahle et al.40 The average
density of cellulose Iβ at 300±4 K was obtained as 1498±0.5 kg/m3, which is 3% less than
that estimated from the experimental studies performed on cellulose Iβ.213,260,264 This is
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because the GROMOS 45a4 forcefield overestimates the unit cell a parameter (by 8%), the
direction perpendicular to the cellulose sheets. As mentioned previously by Bergenstrahle
et al.,40 the overestimation of the a parameter may be due to the incomplete treatment of
intermolecular forces arising from the united atom model, which underestimates carbon
negative charges in CH and CH2 groups, thereby underestimating Coulombic interactions.
Figure 6.4. Equilibrated structure of cellulose Iβ at 300 K: a) Representation of different
hydrogen bonds in the bc plane; b) View along unit cell a; c) View along unit cell c; d) 3-D
dimensional view of the unit cell.
The computed and experimental300 variations of density with temperature are given in
Figure 6.6, which shows simulation results for 64 and 125 unit cells. The simulated and
experimental densities show the same trends, though as mentioned above, our simulations
underestimate the density due to overestimation of the a parameter. As expected, the den-
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Figure 6.5. Equilibrated structure of cellulose Iβ at 500 K: a) Representation of different
hydrogen bonds in the bc plane; b) View along unit cell a; c) View along unit cell c; d) 3-D
dimensional view of the unit cell.
sity decreases with increasing temperature. There is a sudden decrease in density between
400-450 K in simulations, and around 500 K in experiments, suggesting a marked struc-
tural change. Is this structural change were a first-order phase transition, we would see
the simulated density change with temperature become more precipitous for larger system
sizes. This is not the case, as shown in Figure 6.6, suggesting that this structural change is
indeed not a first-order phase transition.
The computed variations with temperature of the unit cell parameters a and b are plotted
in Figure 6.7 along with experimentally obtained unit cell parameters from X-ray diffrac-
tion studies performed by Wada et al.300 As mentioned before we observe an overestimation
by simulations of the a parameter by ∼8%. The experimental results exhibit a monotonic
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Figure 6.6. Computed and experimental (Wada et al., 2010) variation of density with
temperature.
increase in the a parameter and a monotonic decrease in the b parameter with a possible
structural change observed in the temperature range 500-530 K. In contrast, the simulated
values do not exhibit monotonic trends. Indeed, the a parameter shows a reproducible max-
imum at 450 K that was also found in the previous study by Bergenstråhle et al.40 This max-
imum occurs with an approximately balancing minimum in the unit cell angle γ, thereby
eliminating a cusp in the density. This effect may have been masked by experimental X-ray
results because the sample contained a mixture of major and minor conformations.193,212,213
More research is needed to determine if this effect is real, and if so, how it can be revealed
experimentally.
The simulated thermal expansion coefficients for a and b cell dimensions are 10.8×10−5
and 1.3×10−5 K−1, respectively. The corresponding experimental values are 9.8×10−5 and
1.2×10−5 K−1, respectively.300 Our calculations overestimate these thermal expansion co-
efficients by only 12% and 9% for a and b cell dimensions, respectively, indicating ex-
cellent agreement with experimental results at 300 K. At elevated temperatures (>500 K)
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Figure 6.7. Variation of cell parameters a and b with temperature. The experimental values
were obtained from Wada et al.
Wada et al.300 estimated thermal expansion coefficients for unit cell parameters a and b as
19.8×10−5 and −1.6×10−5 K−1, respectively. Our simulated thermal expansion coefficients
at 500 K are 31.5×10−5 and −4.1×10−5 K−1, respectively, again showing excellent agree-
ment with experiment in both sign and order of magnitude. The negative thermal expansion
coefficient along the y-axis at 500 K was found to arise in our simulations from tilting of
cellulose chains as shown in Figure 6.5. Comparing the equilibrated structures at 300 K
(Figure 6.4) and 500 K (Figure 6.5) perpendicular to the xy plane, it can be seen that the
high-temperature structure has tilted chains. This effect of tilting of chains has also been
reported previously.128,192 We found that at low temperatures (< 450 K), most of the O5-
C5-C6-O6 torsional angles assume a trans-gauche (an angle of 180◦) conformation. These
convert to gauche-gauche (an angle of 300◦) and gauche-trans (an angle of 60◦) conforma-
tions at high temperatures (data not shown) similar to the finding previously reported by
Bergenstråhle et al.40
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Figure 6.8. Least square fits to unit cell parameter at 300 K.
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Figure 6.9. Least square fits to unit cell parameter at 500 K.
6.3.2 Dipole Moment and Dielectric Constant
The total dipole moment of cellulose as a function of time obtained from MD simula-
tions is plotted in Figure 6.10. This shows that the major contribution to the overall dipole
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Figure 6.10. Total dipole moment of cellulose Iβ simulated at 300 K. The mean compo-
nents are 〈Mx〉 = −37 D, 〈My〉 = −0.2 D, 〈Mz〉 = −562.6 D, and the variance is σ2M = 176
D2.
moment is along the z-axis which is parallel to the cellulose chains. The average dipole
moment along the y-axis is found to be 0±0.05D, which is expected since the cellulose
polymer consists of alternating glucose units with 180◦ flips along the y-axis. The aver-
age magnitude of celluloses dipole moment obtained from our calculations is 4.4 D per
cellobiose unit. Since cellulose is soluble only under extreme conditions, an experimental
value of the total dipole moment of cellulose is not available.43 Thus, direct comparison to
our simulations is not possible. However, dipole moments of cellobiose and derivatives of
cellulose have been measured. The dipole moment of cellobiose with a nitrogen content of
12.3% has been reported to be 6.0 D from the dielectric data of Jatkar and Sastry.151,152 The
dipole moment of glucose monomer has been measured for cellulose diacetate in dioxane as
2.8 D (ref. 20) or 5.6 D per cellobiose unit. Cocinero et al. have reported a dipole moment
for O-phenyl cellobiose of 5.2 and 7.0 D for trans and cis conformers, respectively, from
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ab initio calculations.67 Comparing to these values suggests that our simulations provide a
reasonable (if somewhat low) estimate of the total dipole moment.
The experimental value of the (relative) static dielectric constant [ε′(0)] of cellulose
at 303 K is 2.1 (ref. 90). We found from simulation the static dielectric constant to be
1.89±0.01 at 300±4 K, underestimating the experimental value by 10.2%. This low value
is consistent with the low dipole discussed above, and may be reflect forcefield error. Al-
ternatively, this may suggest that 90% of the static dielectric response in cellulose arises
from reorientation of dipoles (mostly OH groups) with fixed point charges, and that the
remainder comes from fluctuating atomic charges (not treated in our model).
The reasonable agreement between our simulations and experiments for the density,
thermal expansion coefficients, dipole moment, and dielectric constant at 300K suggests
that the GROMOS45a4 forcefield provides an adequate representation of the bulk structure
and dynamics of cellulose Iβ. Armed with this agreement, we now turn to a study of the IR
spectrum at 300 K.
6.3.3 IR Spectrum of Cellulose at 300 K
We show in Figure 6.11 the computed IR spectrum of cellulose Iβ at 300 K, alongside
the experimental IR spectrum obtained from Mare´chal and Chanzy.187 Before making the
comparison, we first summarize the gross assignments of this IR spectrum proposed for
cellulose I.44,45,176,177,187,270 Peaks in the 3000-3600 cm−1 band are assigned as O-H stretch-
ing modes of the alcoholic groups. The bands located around 2900 cm−1 are attributed to
the C-H stretching modes; the bands in the 1250-1450 cm−1 region are assigned to C-O-H
and C-H bending modes; and the bands in the region 950-1250 cm−1 are associated with
C-O stretching modes.
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Figure 6.11. Computed and experimental (Mare´chal and Chanzy, 2000) IR spectrum of cellulose Iβ at 300 K.
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We now compare the experimental and computed IR spectra of cellulose Iβ. In the
region 3000-3600 cm−1 we find a good qualitative match in the shape of the IR spectrum,
although the computed spectrum is quite a bit more narrow than experiment. This could
be because we are using a homogeneous model of cellulose Iβ with only the major con-
formation,213 whereas the actual experimental sample contained both conformations and
hence exhibited heterogeneity in hydrogen bonding.193,212,213 Moreover, the presence of
amorphous regions and moisture in the experimental sample can broaden the IR spectrum
in the O-H stretching region.187 Using NMA and visualizations of the normal modes, we
assigned peaks in this region (3000-3600 cm−1) as O-H stretches in agreement with previ-
ous interpretations. More detailed assignments of these peaks are provided below in this
section.
We observe no computed peak around 2900 cm−1, the putative C-H stretching region, as
compared to the experimental spectrum. This is because CH and CH2 groups are considered
as united atoms in the model we have used. This also means that the computed IR spectrum
is devoid of other IR-active modes involving CH and/or CH2 motion, e.g., the CH2 bend
assigned to the experimental peak at 1428 cm−1. Comparing the rest of the IR spectrum
with experiment, we observe acceptable agreement in the overall locations of bands, but
relatively poor agreement in their intensities. This is likely because of the united atom
model, which modifies dipole fluctuations by lumping charges into united atoms.
Mare´chal and Chanzy187 assigned IR peaks in the region 1300-1450 cm−1 to C-O-H
bending modes. By visualizing normal modes, we have assigned peaks in the 1250-1400
cm−1 region to C-O-H bends, suggesting good agreement with experiment with a simula-
tion error (redshift) of 50 cm−1. We were unable to assign the rest of the spectrum below
1250 cm−1, due to the delocalized nature of these low-frequency normal modes in cellulose.
Because the structure of cellulose is largely controlled by hydrogen bonding mediated by
OH groups, the remainder of this paper focuses on the assignment and temperature depen-
dence of the high-frequency O-H stretch region of the IR spectrum.
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In the computed O-H stretching region, we find three peaks at 3409, 3366 and 3356
cm−1. A pictorial representation of different types of hydrogen bonds observed at room
temperature is given in Figure 6.4. We observed no intersheet hydrogen bond at this tem-
perature, giving hydrogen-bonding pattern that is two-dimensional as shown in Figure 6.4.
The methodology for assignment of these peaks is depicted in Figure 6.12. We first com-
puted the NMA spectrum, shown on the x-axis in Figure 6.12. We observe an overall
blueshift in the IR spectrum in comparison to the NMA spectrum; this shift arises from
anharmonicity in the GROMOS 45a4 forcefield. We then analyzed the normal modes cor-
responding to the peaks in this NMA spectrum, by identifying the atom with maximum
displacement for each of the normal mode eigenvectors represented in this spectrum. For
example, the NMA spectral peak at 3370 cm−1 corresponds to atom number 3174, a hy-
drogen bound to oxygen O6; this H6 atom represents 78% of the normal mode displace-
ment. We then computed the power spectrum of this atom at the relevant temperature. The
wavenumber corresponding to the maximum-intensity peak in the power spectrum of atom
3174 is plotted in Figure 6.12 as a dot labeled O6H63174(78). The x-coordinate of this point
is the wavenumber from NMA, while the y-coordinate is the wavenumber from the power
spectrum; they differ because of anharmonicity in the forcefield. We see from Figure 6.12
that the IR peak at 3409 cm−1 (y-axis) can be assigned as an O6-H6 stretching mode, which
agrees well with the assignment made by Mare´chal and Chanzy.187
We also see from Figure 6.12 that the assignments of peaks at 3366 and 3356 cm−1
are not straightforward because of overlapping O3-H3 and O2-H2 stretching modes. We
can, however, gain insight into the relative intensities of these IR peaks by considering
hydrogen bonding. In general, stronger hydrogen bonding produces more intense and more
redshifted IR peaks, due to flattening of the O-H stretch potential and increased vibrational
amplitude.225 We observe in the simulated IR spectrum more intense peaks at 3356 and
3366 cm−1, redshifted from the less intense peak at 3409 cm−1. Our assignment approach
depicted in Figure 6.12 suggests that these more intense, redshifted IR peaks involve O2H2
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Figure 6.12. Normal mode spectrum (x-axis) vs. the computed IR spectrum (y-axis), both
in OH stretching region. Dots are locations of main power spectrum peaks, which link
normal modes to IR features. Subscripts label hydrogens, and numbers in parentheses give
the % displacement in corresponding normal modes.
and O3H3 groups. This is consistent with the fact that O2H2 and O3H3 participate in
intrachain hydrogen bonding, which is typically stronger in cellulose than the interchain
hydrogen bonding of O6H6.
Mare´chal and Chanzy187 have assigned the peak at 3341 cm−1 to the O3-H3 stretching
mode and the peak at 3273 cm−1 to the O2-H2 stretching mode. Our computational results
in Figure 6.12 suggest, however, that such a clean assignment misses the overlapping nature
of O2-H2 and O3-H3 vibrations. Mare´chal and Chanzy also argued that only 30% of
O2H2 atoms are involved in strong intramolecular hydrogen bonds with O6 atoms, thereby
suggesting that only 30% of the O5-C5-C6-O6 torsional angles assume a trans-gauche
conformation (an angle of 180◦). This contradicts results from X-ray diffraction213 and
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solid state 13C NMR spectroscopy,137 which have found that most of the O5-C5-C6-O6
angles are indeed present in trans-gauche conformations. This analysis taken together with
our modeling results suggest that there is room for new understanding in the assignment of
the cellulose Iβ IR spectrum.
6.3.4 IR Spectrum of Cellulose with Heating
In Figures 6.13 and 6.14 we show the high-frequency regions of simulated IR spectra of
cellulose Iβ in the ranges of 300-400 K and 450-550 K, respectively. We see distinct peaks
in the IR spectrum at and below 400 K, while at and above 450 K the spectrum is much
more diffuse without discernible features. Such a transition is also seen in the experimental
spectra reported by Watanabe et al.,303 where a featureless IR spectrum was observed upon
heating. Our simulations suggest two distinct causes of this broadening: redistribution of
hydrogen bonds upon heating from 400 K to 450 K, and inhomogeneous broadening even
for hydrogen bonds that persist upon heating. Detailed analyses of both these effects are
given in the next section. Pictorial representations of the different hydrogen bonds present
in the low-temperature and high-temperature structures are also shown in Figures 6.4 and
6.5, respectively.
In Figure 6.13 we find that increasing temperature decreases the intensities of most
of the OH peaks. This is because heating weakens hydrogen bonds which tighten OH
vibrations, thereby reducing vibrational amplitudes and hence oscillator strengths. As tem-
perature increases, the experimental IR peaks in the OH region mostly shift to the blue, in
some cases by as much as 1.5%, but mostly by much less.303 In contrast, our simulations
predict very light redshifts upon heating, which remains to be understood.
6.3.5 Hydrogen Bonding Analysis
We show in Figure 6.15 how hydrogen bonding changes with increasing temperature.
Although a hydrogen bonding analysis was presented previously by Bergenstrahle et al.,40
their analysis is incomplete, focusing on only a subset of all intrachain and interchain hy-
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Figure 6.13. Computed IR spectrum of cellulose Iβ in temperature range 300-400K.
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Figure 6.14. Computed IR spectrum of cellulose Iβ in temperature range 450-550K.
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drogen bonds, and lacking comparison with experiment. In Figure 6.15 we see that in-
creasing temperature from 300 K to 550 K decreases the total number of hydrogen bonds
by only 20%. This is surprising given the substantial change in the IR spectrum over this
temperature range. To understand this persistence of hydrogen bonding, we have tracked
the numbers of intrachain and interchain hydrogen bonds, shown also in Figure 6.15. Intra-
chain hydrogen bonds are responsible for chain conformation stability, whereas interchain
hydrogen bonds are responsible for sheet stability.150 We find in Figure 6.15 with the in-
crease in temperature there is substantial rupture of intrachain hydrogen bonds by 450 K,
approximately balanced by formation of new interchain hydrogen bonds. Thus, many of
the OH groups involved in intrachain hydrogen bonding at low temperature form interchain
hydrogen bonds at higher temperatures, producing a high temperature structure with more
stable sheets. The presence of such a high temperature crystalline structure is supported by
XRD experiments,299,300 which observe a sudden change in the cell parameters (see Fig-
ure 6.7). This additional sheet stability attributed to the formation of a three-dimensional
hydrogen bonding pattern may explain why cellulose does not melt below 550 K.
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Figure 6.15. Gross changes in hydrogen bonding with temperature, plotted as the percent-
age of total hydrogen bonds present at 300 K.
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We show in Figure 6.16 how heating changes the numbers of specific hydrogen bonds.
We see from Figure 6.16 that there are dramatic changes in the numbers of all the hydrogen
bonds around 400-450 K except for O3H3· · ·O5 intrachain bonds, which show only a grad-
ual decrease with temperature. We observe essentially complete breaking of O2H2· · ·O6
intrachain bonds by 450 K, leading to the formation of O2H2· · ·O6 and O2H2· · ·O3 inter-
chain hydrogen bonds. Watanabe et al.303 have shown through two-dimensional correlation
IR spectroscopy that O2H2· · ·O6 intrachain hydrogen bonds completely break around 490
K, matching reasonably well with our modeling results. Our underestimation of this transi-
tion temperature suggests our simulation slightly underestimates the strengths of cellulose
hydrogen bonds, consistent with our slight underestimation of the total dipole moment and
the static dielectric constant.
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Figure 6.16. Detailed changes in hydrogen bonding with temperature, plotted as the per-
centage of total hydrogen bonds present at 300 K.
Watanabe et al.303 have reported that O3H3· · ·O5 intrachain hydrogen bonds also rup-
ture suddenly around 490 K. In contrast, we find only a slight (∼20%) decrease in the
number of O3H3· · ·O5 hydrogen bonds in our simulations from 300-550 K. An impor-
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tant thing to note here is that the conclusion of Watanabe et al.303 regarding the rupture of
O3H3· · ·O5 bonds is based on assignments made by Mare´chal and Chanzy.187 In particular,
Watanabe et al.303 drew this conclusion because of the disappearance upon heating of the
main OH-stretching IR peak at 3341 cm−1, which Mare´chal and Chanzy187 assigned solely
to the O3H3 stretch. Our results ( Figure 6.12) show that this main peak receives contribu-
tions from both O3H3 and O2H2 vibrations, indicating that a revision to the assignments
of Mare´chal and Chanzy is warranted.
Focusing now just on the O3H3 vibrations upon heating, we find inhomogeneous broad-
ening to contribute to the disappearance of the sharp feature in the high-temperature IR
spectrum of cellulose. To illustrate this point, we show in Figure 6.17 the average power
spectrum over all H3 atoms at 350.±5.9 K, as well as individual power spectra for six se-
lected H3 as representations of all H3 atoms at 500.±8.4 K. The power spectrum at 350 K
shows the same distinct feature present in the IR spectrum at that temperature. The power
spectra at 500 K tell a different story. Although each of these spectra is relatively localized
with widths around 20 cm−1, an average over all these as occurs in the IR spectrum washes
out the distinct features, producing an inhomogeneously broadened spectrum with a width
around 80 cm−1. Thus, we suggest that the loss upon heating of the main OH-stretching IR
peak is not due to breaking O3H3· · ·O5 hydrogen bonds, but rather from thermal fluctua-
tions that produce several distinct O3H3 environments.
6.4 Conclusions
We performed molecular dynamics simulations using a united-atom forcefield to in-
vestigate the physical effects of heating cellulose Iβ. The GROMOS 45a4 forcefield was
tested by computing the following thermophysical properties of cellulose Iβ at room tem-
perature: density, thermal expansion coefficients, total dipole moment and, the static di-
electric constant. These computed properties were found to be in sufficient agreement with
experiments. Our simulations predict a relatively sudden change in density between 400-
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Figure 6.17. Average power spectrum over all O3H3 atoms for low temperature (350 K),
and individual power spectra of six O3H3 atoms at high temperature (500 K).
450 K, indicating a structural change to cellulose Iβ. A decrease in the unit cell parameter
b and hence a negative thermal expansion coefficient was found from simulations at high
temperatures, in qualitative agreement with experiments. This result arises from rotation
of cellulose chains along their chain axis.
The IR spectrum of cellulose Iβ was computed at room temperature, showing only
a qualitative match with experiment at lower frequencies because of the united-atom ap-
proximation. Agreement with experiment is much better at higher frequencies, in the OH
stretching region. A novel synthesis of normal mode analysis and power spectrum meth-
ods was used to assign the three distinct IR features in the OH stretching region. Our
assignment of the O6H6 motion to the highest-frequency feature at 3410 cm−1 is in good
agreement with previous interpretations. Our results show that the two lower-frequency
IR features involve mixtures of O2H2 and O3H3 vibrations; this stands in contrast to a
previous assignment which assumes O2H2 vibrates at 3273 cm−1 and O3H3 at 3341 cm−1.
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The IR spectrum of cellulose Iβ was also computed at elevated temperatures.The com-
puted IR spectrum suggests a structural transformation between 400-450 K. The low-
temperature IR spectrum was found to have three distinct peaks, whereas the high-temperature
IR spectrum lacked distinct features. In contrast to previous interpretations of the cause of
this featureless spectrum, we find no disruption OH3· · ·O5 intrachain hydrogen bonds. In-
stead, we found that the featureless IR spectrum above 450 K is due to inhomogeneous
broadening of O3H3 stretching bands. The structural transition of cellulose Iβ was found
to arise from the disruption of O2H2· · ·O6 intrachain hydrogen bonds, which convert to
interchain hydrogen bonds. The low temperature structure (300-425 K) of cellulose Iβ
was found to have dominance of intrachain hydrogen bonds, whereas the high temperature
structure (425-550 K) has dominance of interchain hydrogen bonds. A three-dimensional
hydrogen bonding network is observed at high temperature due to formation of new inter-
chain and intersheet hydrogen bonds, which may explain the stability of cellulose structure
at such high temperatures. In the next chapter we investigate the subsequent decomposition
pathways of cellulose by employing Car-Parrinello molecular dynamics simulations.
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CHAPTER 7
NASCENT DECOMPOSITION PATHWAYS OF CELLULOSE
FROM FIRST PRINCIPLES
“Things should be made as simple as possible- but no simpler.”
– A. Einstein
7.1 Introduction
As discussed in Chapters 1 and 6, cellulose pyrolysis is a complicated process in-
volving a lot of convoluted reaction pathways, due to which most of the published liter-
ature82,204,227,228,276 concentrates on the simplified kinetic models based on weight loss. Ex-
perimental data is fitted to these simplified models to determine kinetic parameters. Each
activation energy extracted from this process can be viewed as some kind of average barri-
ers from the competing pathways. Also, apparent activation energies may include contribu-
tions from phase change, i.e., going from the solid matrix to gas-phase volatiles. The major
product from these experiments is LGA, and hence a major contributor to the apparent ac-
tivation energy is the rate-limiting step of the formation of LGA. The estimated activation
energies reported in the literature consists of a wide range from 13-67 kcal/mol.178 Such
a wide range of values may be because of the sensitivity of models used for fitting kinetic
parameters. The reported values for activation energies in literature for a pre-exponential
factor of the order-of 1014 s−1 lies in a much narrower range of 45.4 - 47.8 kcal/mol (refs.
19,31,50,71,178,184). A pre-exponential factor of the order-of 1013 s−1 is a characteristic of
a microscopic vibrational frequency, and since we have modeled the microscopic decom-
position of cellulose, these activation energies would form as a reference for comparison in
this work.
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One of the most widely used model in literature is Broido-Shafizadeh model,50,55,244
which assumes that cellulose first converts to “active cellulose” and then further degrades
via parallel pathways either to volatiles, or to char and gases. Many variations to this model
exists in literature;12,15,19,31,65,70,71,83,158,178,184,256,285 of which many researchers believe that
there is no such intermediate stage and cellulose directly convert to products.11,15,19,183 Re-
cently, Lin et al.178 suggested that cellulose to “active cellulose” is a reversible change
observed below 550 K. While, other suggests that active cellulose is formed irreversibly
above 550 K due to depolymerization of cellulose.49,50,172,182 The product distribution from
thermochemical conversion of cellulose also varies considerably with reaction conditions.
Although, LGA is understood to be the major product of cellulose fast pyrolysis (673-873
K), it it not clear how it is formed and why it is the major product observed. Also, the mech-
anism of formation of furans and fragmentation products (such as formic acid), which are
observed in appreciable quantities, are in debate. While some researchers believe them
to be formed from anyhdro-sugars,178,226 others believe them to be directly formed from
cellulose via parallel pathways.12,184,232,245
Due of the level of controversy regarding reaction mechanisms of cellulose pyrolysis,
we started an effort to understand mechanisms of cellulose pyrolysis.8 In this chapter we
have modeled the nascent decomposition pathways of cellulose at 600 and 873 K. Modeling
a complicated process like pyrolysis is a daunting computational task due to 100’s of prod-
ucts formed after the process and especially because no information about the intermediates
is available. Because of this, relatively few computational studies have been performed to
understand the chemistries of cellulose pyrolysis. All the previous efforts in this direction
are based on using simple models as representatives of cellulose such as glycerol,109,210,
2,3,4-hydroxyl-butyraldehyde,180 2,3,4-hydroxyl-butyric acid,180, methylglucoside,138 glu-
cose,21,286 levoglucosan (LGA),6,211 cellobiose,22,312 and cellotriose.311 Geng et al.109 and
Nimlos et al.210 performed quantum mechanical calculations to compute the pyrolytic path-
ways of gas phase glycerol, considering it as a model for sugars since it has three adjacent
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hydroxyl groups and small enough to be modeled with high level quantum mechanical cal-
culations. They were able to explain the formation of acetaldehyde, which is the major
product of glycerol pyrolysis. In an another study, Nimolos and Evans performed density
functional theory (DFT) calculations to compute reaction energies for formation of various
anhydrosugars from LGA.211
Liu et al. explained the decarbonylation pathways to produce carbonmonoxide and
decarboxylation pathways to produce carbondioxide by performing DFT calculations on
2,3,4-hydroxyl-butyraldehyde and 2,3,4-hydroxyl-butyric, respectively. In a remarkable
effort, Hosoya et al. studied formation of LGA using methylglucoside as model for cellu-
lose.138 They considered homolytic, heterolytic and concerted ionic mechanisms to form
LGA. They found that concerted ionic mechanism is the kinetically favourable pathway to
form LGA. Vasiliu et al. performed G3MP2 calculations to predict thermodynamic prop-
erties of various pyrolytic pathways considering glucose as the model compound.286 In a
different study, Assary and Curtiss performed G4 calculations to predict reaction pathways
of glucose to HMF, furfurral and levulinic acid.21 Abella et al. have performed quantum
mechanical calculations using Hartree-Fock approximation to compute pyrolytic pathways
of LGA (considering it an intermediate of cellulose pyrolysis) to explain the formation of
minor products (such as acetaldehyde, glycoaldehye, propionaldehyde, hydroxyaldehyde
and formaldehye) observed during pyrolysis.6
Assary and Curtiss performed DFT calculations to predict that cellobiose first depoly-
merizes to produce 1,2 dehydroglucopyranose which further converts to LGA via 1,6 epox-
ide formation.22 Zhang et al. performed gas phase DFT calculations on cellobiose to com-
pute reaction pathways to LGA and glycoaldehyde via homolytic cleavage of glycosidic
oxygen.312 In an another study, Zhang et al. computed the dehyration mechanisms that
may occur during pyrolysis of cellulose by performing DFT calculations on gas phase
cellotriose.311 Although above studies have provided useful insights into chemistries of
cellulose pyrolysis, however, using such simple models neglect the effect of neighbouring
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chains on cellulose pyrolysis chemistry, given that cellulose has such a convoluted matrix
of hydrogen bonding even at high temperatures as discussed in Chapter 6.8 Therefore, we
have modeled the decomposition of cellulose by applying periodic boundary conditions on
an initial guess generated by performing classical NPT MD simulations at targeted tem-
peratures.
A conventional approach to find reaction mechanism is to connect the reactant and prod-
uct by computing a transition state (TS).7,9,78 However, these approaches work well when
information about the products (and intermediates) is available. For cellulose pyrolysis,
although information about the final products have been documented, however, no infor-
mation about intermediates is available. An alternative approach is to perform MD simula-
tions to obtain an actual dynamical evolution of the system. These approaches include MD
using reactive force-fields,64 reactive MD based on classical force-fields248 or ab initio MD
(AIMD) simulations.60,274 Reactive force-fields allow bond formation and bond breaking,
however, they are still approximate and the result depends on how accurately the force-
field parameters describe the process. Alternatively, mixed classical-quantum approach
(also known as “ab initio MD”), where nucleus is treated classically and electrons quan-
tum mechanically,274 can be used. Car-Parrinello based MD is one such approach where
“fictitious-masses” are assigned to the orbital degrees of freedom to propagate the elec-
tronic wave function.60 We have used Car-Parrinello MD (CPMD) simulations to model
cellulose decomposition pathways because of its accuracy over force-field methods and
computational advantages over other ab initio methods.
In a very recent study, Mettler et al. showed through thin-film experiments that cy-
clohexaamylose can be used as a surrogate for cellulose.198 They also performed CPMD
simulations on cyclohexaamylose in a periodic box of dimensions 14Å× 14Å× 9Å. As
the experimentally determined external diameter of cyclohexaamylose is ∼ 13.5 Å(refs.
235,236), this study was performed by approximating the surrogate molecules in a com-
pact environment (probably due to computational limitations). This begs the question how
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to obtain right density at pyrolysis temperatures. We have addressed this question by per-
forming classical NPT MD simulations on large periodic cells of cellulose benchmarked in
our previous work.8 Due to the periodic boundary conditions this process might not yield
a liquid melt more realistic to pyrolysis conditions, however, it will yield densities more
realistic to pyrolysis temperatures.
To accelerate the dynamics, Mettler et al.198 performed simulations at much higher
temperatures (1973-2973 K) than the temperature used in their thin-film cellulose pyrolysis
experiments (773 K). They showed through simulations that HMF, glycoaldehyde, formic
acid and other products of pyrolysis (such as carbonmonoxide) are formed through ho-
molytic cleavage of glycosidic bond.198 Although useful insights were obtained from these
studies, it is not clear whether one would obtain the above products through homolytic
mechanisms at the relevant fast pyrolysis temperatures. Also, they were not able to explain
the formation of LGA, which was the major product in their thin-film experiments. This
begs the question how to model pyrolysis chemistries emulating the experimental temper-
atures for cellulose fast pyrolysis, which we have addressed using the the metadynamics
method as discussed below.
The time-step in MD simulations requires resolving the dynamics of fastest degrees of
freedom, which is usually of the order-of femtoseconds for classical forcefields; and even
lesser for reactive forcefields and AIMD. Due to the inherent sequential integration step in
MD, direct parallelization is not of much help, limiting the time scale of simulation to a
order-of nanoseconds with empirical forcefields and order-of picoseconds with AIMD.295
Most of the interesting phenomena occur at much higher time scales, and hence termed
as rare-events.78 In these time scales, processes with barriers of the order-of thermal en-
ergy (kBT ∼ 1.8 kcal/mol at 900K) are defeated. Since pyrolysis reactions are highly
endothermic, it has barriers of orders of magnitude higher than kBT , and hence would
require much higher simulation time. One possible solution to this problem is to accel-
erate the dynamics using methods like parallel-replica dynamics,294 hyperdynamics,292,293
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or temperature-accelerated dynamics.251 The acceleration in parallel-replica dynamics is
limited to the number of parallel MD simulations can be done, and hence computationally
limited. The acceleration in Hyperdynamics is limited by the type of bias potentials used.
And temperature accelerated dynamics requires performing simulations at higher temper-
atures, the problems of which were discussed before. The other possible solution to this
problem is to use methods such as metadynamics169 to increase the sampling of the con-
figurational space. Although using this method, the actual dynamical information of the
system is lost, however, reaction mechanisms can be explored efficiently by defining a set
of collective variables which encompasses the vibrational motions involved in the reaction.
In this work, we have used metadynamics in conjugation with CPMD to model the nascent
decomposition pathways of cellulose pyrolysis. Metadynamics requires specifying a set of
collective variables which we have chosen as elaborated below.
The remainder of this chapter is organized as follows: in Section 7.2, we provide
methodology to generate initial guess of cellulose at high temperatures along with com-
putational details of the CPMD/metadynamics simulations, in Section 7.3, we give results
and discussion of the nascent decomposition pathways at 600 K and 873 K, and in Section
7.4, we offer concluding remarks.
7.2 Methods and Computational Details
7.2.1 Simulation Cell
Cellulose Iβ, which is the dominant form in most higher plant material,26,150 has a mon-
oclinic unit cell [a = 7.784 Å, b = 8.201 Å, c = 10.38 Å; γ = 96.5 ◦] at room temperature.213
CPMD simulations in this work were performed at 600 K and 873 K. In order to generate
input simulation cells at 600 and 873 K, the following methodology was used:
• Classical NPT MD simulations were performed on 4 × 4 × 4 units of cellulose Iβ at
1 atm pressure and temperatures of 600 and 873 K to generate equilibrated structures
using GROMACS 4.07 simulation package.277,278 GROMOS45, a united atom force-
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field developed for hexapyranose-based carbohydrates179 was used for this part of the
study. Further details about the simulation methodology can be found in the previous
chapter.
• As outlined in the previous chapter, using the above simulation methodology, the
unit cell length a is overestimated and the unit cell angle γ is underestimated due to
inadequacies of the united atom model as disscussed in previous chapter.8 The unit
cell lengths are therefore scaled with experimental300 unit cell lengths at 550 K by
using the following relation:
xGROMOS (T )
xGROMOS (550K) =
xexpt(T )
xexpt(550K) , (7.1)
where xGROMOS and xexpt are the unit cell lengths (either a, b or c) obtained from
GROMOS force-field and experiments, respectively. Since there was no appreciable
change in the unit cell angle γ with temperature, it was set to the experimental value
of 96.5◦ (at 550 K). At 600 K, the resulting unit cell parameters obtained are: a =
8.29 Å, b = 8.23 Å, c = 10.37 Å and γ = 96.5◦. While, the unit cell parameters at
873 K are: a = 10.69 Å, b = 7.58 Å, c = 10.03 Å and γ = 96.5◦.
• Two types of simulation cell were clipped from the scaled equilibrated structures.
One containing 2 cellobiose units (equivalent to 1 unit cell of cellulose Iβ, denoted
as “1unit”) and the other containing 4 cellobiose units (equivalent to 2 unit cells of
cellulose Iβ with repetition along b-axis, denoted as “2unit”) as shown in Figures
7.1 and 7.2, respectively. The simulation cell obtained at 600K is further denoted
as ”2unitD” (where the “D” stands for “dense”) and that obtained at 873 denoted
as “2unitE” (where the “E” stands for “expanded”). Schematic figures of the equili-
brated structures at 600 and 873 K, along with clipped simulation cell and numbering
scheme used in this work, are shown in Figures 7.2 and 7.3, respectively.
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Figure 7.1. Simulation cell of cellulose Iβ containing 2 cellobiose units at 600 K clipped
from equilibrated system of 128 cellobiose units. Standard atom numbering in literature is
shown on top. For clarity hydrogen on carbon atoms are not shown in the 2-D dimensional
representation.
Figure 7.2. Simulation cell of cellulose Iβ containing 4 cellobiose units 600 K. The cel-
lobiose chain’s are numbered as 1, 2, 3 and 4. For clarity hydrogen on carbon atoms are
not shown in the 2-D dimensional representation of cellobiose residues.
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Figure 7.3. Simulation cell of cellulose Iβ containing 4 cellobiose units at 873 K. Each
atom in the simulation cell is numbered as before. For clarity hydrogen on carbon atoms
are not shown in the 2-D dimensional representation of cellobiose residues.
7.2.2 Simulation details
7.2.2.1 Ab initio Calculations
Ab initio MD simulations based on the Car-Parrinello scheme60 have been performed in
this work within the Kohn-Sham formulation of density functional theory (DFT)135,161 us-
ing the CPMD software package 3.15.1.1 The density of valence electrons was represented
by the Becke-Lee-Yang-Parr (BLYP)36,173 gradient corrected exchange-correlation func-
tional; below we analyze teh accuracy of this approach through detailed comparisons with
appropriate all-electron quantum calculations. A planewave basis set159 was used to expand
the Kohn-Sham orbitals. Chemically inactive core electrons were represented by normcon-
serving Goedecker-Teter-Hutter pseudopotentials.111 This functional/pseudopotential has
previously been shown to give good performance for glucopyranose systems.86,181,231
To determine an optimal planewave cutoff, we performed both CPMD and all-electron
calculations using Gaussian09107 on the gas-phase reaction of cellobiose yielding glucose
and levoglucosan (see Reaction 1 in Figure 7.4). CPMD reaction energies were computed
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by optimizing the energies of isolated reactant and products with various planewave cut-
offs; these results were compared with all-electron calculations using various levels of
theory and basis sets. In particular, for the all-electron calculations, we used the BLYP
pure DFT functional,36,173 B3LYP hybrid DFT functional36,173 and Møller-Plesset sec-
ond order perturbation method (MP2).205 Basis sets used were Pople split valence types
[6-31(d), 6-311g(d,p)]123,126,167 and Dunning correlation consistent types [cc-pvqz, aug-
cc-pvqz].88,156,307 For these (and all the) gas-phase CPMD calculations reported below,
the size of the simulation cell was increased until convergence in the molecular energy
was obtained. The simulation cell was decoupled from their images using the Hockney’s
method.134 In all cases, geometry optimizations were performed until atomic forces were
less than 0.03 eV/Å.
As shown in Figure 7.6, we have found that a cut-off of 70Ry is sufficient to con-
verge this reaction energy. A cut-off of 70 Ry for the Goedecker pseudopotential was also
shown to be sufficient for the glucopyranose system.86,181,231 We have found, in particu-
lar, that the CPMD reaction energy computed as described above is essentially identical
to that obtained by all-electron DFT methods at the BLYP/cc-pvqz(opt)//BLYP/aug-cc-
pvqz(sp) model chemistry (i.e., single-point energy correction using BLYP/aug-cc-pvqz on
optimized geometries obtained with BLYP/cc-pvqz).
We repeated this reaction energy comparison for 11 more reactions representative of
cellulose decomposition, considering the following reactants: cellobiose, glucose, levoglu-
cosan, levoglucosenone, 1,4:3,6-dianhydro-β-D-glucopyranose (DGP), hydroxylmethyl-
furfural (HMF), furfural, glycoaldehyde, water, and several precursors that result from the
CPMD studies detailed below (see Figure 7.5 for a complete list of reactions). In all these
cases, we have found that CPMD reaction energies using BLYP/Goedecker/70Ry are very
close to all-electron results using BLYP/cc-pvqz(opt)//BLYP/aug-cc-pvqz(sp). However,
for a simulation cell comprising four cellobiose residues (periodically repeated to mimic
cellulose matrix) with 516 valence electrons, the cut-off of 70Ry is computationally too
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Figure 7.4. Representative reaction systems studied (I).
expensive for CPMD production runs of cellulose decomposition. Therefore, in order to
make these simulations computationally tractable, a lower cut-off of 50Ry was used for
computing free energy barriers of processes in cellulose decomposition. The effect of us-
ing a lower cut-off is analyzed and discussed in detail in the Section 7.3. As shown below,
we find that using a cutoff of 50Ry overestimates the barrier of a representative test reaction
by 10 kcal/mol, or about 20% of the barrier height.
Periodic boundary conditions were applied to the simulation cell to mimic bulk cel-
lulose. NVT CPMD simulations were performed at 600 and 873 K with cell parameters
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Figure 7.5. Representative reaction systems studied (II).
discussed as above. The “fictitious masses” in the CP Lagrangian for electronic degress
of freedom were set to 800 a.u. and a velocity-Verlet261 integration time-step of 0.12 f s
was used. These parameters to effectively decouple the motion of ions and electrons have
also been used previously by Liu et al. in their study of the acid catalyzed β-D-glucose
condensation reaction.181 Ionic and electronic temperatures were controlled by applying
the Nose´-Hoover chain thermostat.189 An ionic thermostat frequency of 4000 cm−1 was
used to couple with the O-H vibrations. An electronic thermostat frequency of 15000 cm−1
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Figure 7.9. Difference of MP2/cc-pvqz(SP)//6-311g(d,p)(Opt) and BLYP/aug-cc-
pvqz(SP)//cc-pvqz(Opt) electronic energies for different reaction schemes.
was used, which is ∼ 4× ionic-thermostat-frequency, allowing decoupling of the two ther-
mostats. A length of 4 for the Nose´-Hoover chain was used for both ions and electrons,
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Table 7.1. Summary of all-electronic structure calculations on representative reaction sys-
tems.
Level of
Theory
Basis Set ∆E (kJ/mol)
Rxn1 Rxn2 Rxn3 Rxn4 Rxn5 Rxn6 Rxn7 Rxn8 Rxn9 Rxn10 Rxn11 Rxn12
BLYP 6-31g(d) 74 67 38 13 11 24 101 12 39 63 -24 100
6-311g(d,p) 69 68 10 17 -42 27 73 3 27 48 -37 75
cc-pvqz 41 40 -15 15 -74 27 52 -7 11 31 -57 50
aug-cc-pvqza 39 34 -28 9 -88 28 48 -16 8 28 -61 46
B3LYP 6-31g(d) 79 72 65 18 50 42 116 28 54 78 -8 133
6-311g(d,p) 75 72 37 21 -3 46 90 20 44 65 -19 111
cc-pvqz 48 46 16 21 -30 46 70 6 29 50 -39 87
MP2 6-31g(d) 92 64 69 11 62 53 148 55 80 101 19 176
6-311g(d,p) 93 69 59 19 29 68 131 57 78 97 16 172
cc-pvqzb 81 57 44 10 11 77 117 54 76 98 9 164
aOnly single point calculations were performed with optimized geometry at BLYP/cc-pvqz
bOnly single point calculations were performed with optimized geometry at MP2/6-311g(d,p)
which was enough to insure effective equilibration. To determine fictitious electronic ki-
netic energies, short MD runs were performed without the electronic thermostat. The fic-
titious electronic kinetic energy was set to the mean value from these runs, i.e., to 0.08
a.u. and 0.14 a.u. for 1unit and 2unit simulation cells, respectively. The simulation cell
obtained above was subjected to geometry optimization at constant volume until the forces
on each atom were less than 0.03 eV/Å, a value previously found to be for sufficient conver-
gence.9 It was then equilibrated at targeted ionic temperature (600 or 873 K) by performing
NVT CPMD simulations for 6 ps, which is sufficient because velocity autocorrelation decay
times are of the order of picoseconds.8 This equilibrated cell was then used as an input for
CPMD/metadynamics runs. Simulations were routinely performed on 96-144 intel xeon
(2.53 GHz) processors on linux workstations. A CPMD/metadynamics run of 105 steps
using the 2unitD simulation cell of cellulose at 600 K with 144 processors requires ∼ 25 h.
We also performed benchmarking calculations to estimate the accuracies of free-energy
barriers computed with CPMD. We computed barriers for comparable gas-phase systems
using all-electron methods in Gaussian09. Transition state calculations in Gaussian09
were performed using the Berny algorithm.239 The initial configuration of a transition state
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search was obtained from the highest free energy point in a CPMD/metadynamics run
(vide infra). The validity of each transition state was checked by computing the normal
modes and confirming the existence of one imaginary frequency, and also by perturbing
the saddle-point geometry along both directions of the reaction coordinate and relaxing the
system to confirm passage to the desired reactant and product species. Gibbs free ener-
gies were computed from these data including corrections for zero-point energy, thermal
energy, and enthalpic and entropic corrections assuming the classical rigid rotor-quantum
harmonic oscillator-ideal gas approximations.195
7.2.2.2 Metadynamics
As disscused in Chapter 2, the dynamics of auxiliary variables are controlled by the
values of coupling constant ki and masses µi. The value of the coupling constant was cho-
sen so that the real and auxiliary CVs move close to each other. The values of the coupling
constant ki chosen in this work are 0.4 and 2 a.u. for distance and coordination number
types of collective variables (the functional form of CVs defined in Eqn. 7.2.4), respec-
tively. Masses of 50 a.m.u. were chosen for all types of collective variables to maintain
a adiabatic separation of atomic and auxiliary variable dynamics. These values fall in the
range of the recommended values in the literature.93
Several shapes for V(t, {si}) have been used and tested in literature.32,168 In this work,
Gaussian hills are used to construct the bias potential having a functional form
V(t, {si}) =
∑
t j<t
[
Hexp
{−({si} − {si} j)2
2W2
}]
, (7.2)
where t j is the “metadynamics time-step”, H is the height of the Gaussian, W is the width
of the Gaussian and {si} j = {si(t j)}. Smaller Gaussian’s will results in better estimate of
free-energy surface, however, more time will be required to fill the free-energy well. The
height, H, of the Gaussian hill was chosen to be 2.5 kcal/mol (∼ 1.5kbT ), which falls in
the range of recommended values93 for the efficient exploration of the free-energy surface.
139
The barriers computed in this work are in the range of 20-120 kcal/mol with most of the
barriers in the range of 30-50 kcal/mol, indicating an error of < 10% in our calculations.
Short analysis runs without auxiliary variables were performed to determine the value of
fluctuations of the collective variables. W was assigned ∼ 14 th the value of fluctuation of the
collective variable having the lowest amplitude.241 Furthermore, the time between placing
each Gaussian (denoted as “∆ti”) in a metadynamics run was chosen adaptively in such a
way to satisfy the condition |s(t) − s(ti)| > 32W.93 This is necessary to avoid “hill-surfing”
problems arising due to shorter relaxation time, and to assist in the efficient exploration of
the CV space.93 The auxiliary variable may accelerate while rolling down the Gaussian hill.
Since the dynamics of the auxiliary variables pull the ionic system, this may lead to heating
up of the ions.241 Thus, in order to keep the temperature of the auxiliary variables close to
the real system, a simple velocity scaling algorithm was applied to restrict the fluctuations
of auxiliary variables kinetic energy within ±100 K.241
The accumulated bias potential slowly fills the free-energy well and drives the sys-
tem towards other minima. After the transition, V(t, {si}) can be used to determine the
free-energy barriers. After a sufficiently long time, V(t, {si}) provides an estimate of the
underlying free-energy surface proven by modeling evolution of CV dynamics in Langevin
equation:57
F(s) = −V(t, {si}) + constant. (7.3)
If all the collective variables are properly chosen so as to include all the transition motions
along the reaction coordinate, metadynamics provides an unbiased estimate of true free-
energy surface, provided small enough Gaussians are used to overcome local roughness of
free-energy surface. The result of the metadynamics run is a list of points in the CV space
where Gaussians have been deposited. Hence, a grid spacing of 0.01 (CV units) in the CV
space was used to the estimate the free-energy barriers. Decreasing the grid spacing did
not lead to any changes in the estimated barriers.
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7.2.3 Nomenclature
Due to large number of atoms in the simulation cell, a nomenclature to distinguish
each atom as described below was adopted. Since cellulose is a homopolymer of glu-
cose residues connected by β-(1-4) glycosidic linkages, each atom on the glucose residue
was distinguished by standard numbering adopted in literature for glucose.8 Each glucose
residue was distinguished with respect to the middle O1 oxygen (away from the reader as
+ve and towards the reader as -ve) as shown in Figure 7.2. A number was assigned to
each cellulose chain as shown in Figure 7.2. For example, C1 towards the reader from the
middle O1 atom on the cellulose chain numbered 1 was represented as 1−C1. The middle
glycosidic oxygen O1 were labelled by the cellulose chain number and standard numbering
in literature(denoted as “1O1”).
7.2.4 Collective Variables
In this work two different types of collective variables are used for performing metady-
namics simulations. The first one used is the distance between two atoms, A and B:
d(A − B) =
∣∣∣~rA − ~rB∣∣∣ . (7.4)
The second one is the coordination number of a selected atom A with respect to j number
of other selected atoms B. The functional form of coordination number, c(A − B), used in
this work is:168
c(A − B) =
∑
j
1 −
(
rAB j
r◦AB
)6
1 −
(
rAB j
r◦AB
)12 , (7.5)
where rAB j is the distance between atom A and jth atom type B, and r◦AB is the cut-off
distance that determines a typical bond type. For each pair of atom A and B j, the function
c(A − B) is nearly unity when rAB j < r◦AB and rapidly goes to zero when rAB j > r◦AB. The
values of r◦AB chosen in this work are shown in Table 7.2.
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Table 7.2. Distance cutoff parameters used for coordination number as collective variable.
A-B R◦AB
O-H 1.5
C-O 2.0
C-H 1.5
An ideal way to study all the unknown pyrolysis pathways will be to generate many
possible combinations from a library of CVs. Due to the limitation of computational re-
sources, we constrained our exploratory search to a targeted subset of CVs. These set were
inspired from the fact that we wanted to study depolymerization and ring opening reactions.
The list of CVs used in this work are described below:
• Coordination number of a glycosidic oxygen (O1) with respect to bonded carbon
atoms (+C1 and −C4), and coordination number of O1 with respect to neighbouring
polar hydrogens. Several combinations of coordination number of O1 with respect to
only single neighbouring polar hydrogen was also studied.
• Coordination number of ring oxygen (O5) with respect to bonded carbon atoms (C1
and C5), and coordination number of O5 with respect to neighbouring polar hydro-
gens.
• Coordination number of O1 with respect to bonded carbon atoms (+C1 and −C4) and
coordination number of O6 with respect to either C1 and C2 or any one of them.
• Coordination number of O6 with respect to C1, and coordination number of O1 with
respect to hydrogen bonded to O6 (i.e., HO6).
7.3 Results and Discussion
We begin by presenting calculations on conversion of methyl β-D-glucoside to levoglu-
cosan (LGA) in the gas phase to benchmark the performance of CPMD/metadynamics
approach. We then present calculations comparing the system size effects at 600 K, which
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is followed by calculations of cellulose decomposition at 600 and 873 K. Finally, we sum-
marize our work by comparing to experimental results.
7.3.1 Methyl β-D-glucoside to LGA
To benchmark the CPMD/metadynamics calculations of free-energy barriers, we first
performed CPMD/metadynamics calculations studying the conversion of isolated methyl
β-D-glucoside molecule to LGA in the at 600 K for comparison with reaction mechanism
previously computed by Hosoya et al.138 A detailed picture of methyl β-D-glucoside along
with numbering scheme is shown in Figure 7.10. We used distance between O6-HO6 [d(O6−
HO6)] and C1-O1 [d(C1 − O1)] as the set of CVs for these calculations.
At ∼ 45 ps, we found methyl β-D-glucoside converts to LGA through a concerted mech-
anism via O6 nucleophilic attack on the anomeric C1, releasing methanol. This mechanism
is similar to that proposed by Hosoya et al.138 The first step proposed by Hosoya et al.138,
however, is a conformational change from 1C4 (chair, shown in Figure 7.10) to 4C1 (chair)
conformation. Due to the type of collective variables used in our CPMD/metadynamics
run, this conformational change is not resolved in the resulting free-energy surface. How-
ever, by visualizing the metadynamics trajectory, we found that this is indeed the first
step in the reaction. To further investigate the mechanism of this process, we took the
CPMD/metadynamics configuration at the transition state of free-energy as the initial con-
dition for the transition state search in Gaussain09 using BLYP/6-311g(d,p) as the model
chemistry. The conformational change was indeed observed as the first step in the over-
all process when the transition state obtained by BLYP/6-311g(d,p) was relaxed along the
reaction coordinate towards reactant.
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Table 7.3. Comparison of all-electronic structure calculations with CPMD simulations
Reaction scheme Temperature
Energy Barriers (kcal/mol) ∣∣∣∣∆GBLYP−∆GCPMD∆GCPMD
∣∣∣∣ ∆GMP2−∆GBLYP∆GMP2CPMD/BLYP BLYP MP26-311g(d,p) cc-pvqza 6-311g(d,p)b
∆F (50Ry) ∆F (70Ry) ∆E ∆G ∆E ∆G ∆E ∆G
methyl
-glucoside
O
OH
O
CH2
O
O
H
H H
CH3
O
O
OH
O
CH2
O
O
H
H H
CH3
O
600 K 59 49 47 44 49 46 71 68 0.07 0.35
cellulose or
cellobiose
OO
CH2
O
O
H
H
H
O
O
O
CH2
O
H
O
H
O H
H
OO
CH2
O
O
H
H
H
O
O
O
CH2
O
H
O
H
O H
H 600 K 42 55 46 54 45 81 72 0.07 0.36
cellulose or
cellobiose
OO
CH2
O
O
H
H
H
O
O
O
CH2
O
H
O
H
O H
H
OO
CH2
O
O
H
H
H
O
O
O
CH2
O
H
O
H
O H
H 873 K 40 55 44 54 42 81 70 0.05 0.37
aOnly single point energy calculations were performed using optimized geometry of BLYP/6-311g(d,p); zero-point, thermal
and entropic corrections were computed using BLYP/6-311g(d,p).
bSee footnote a
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Figure 7.10. Numbering scheme used for methyl β-D-glucoside in a 1C4 chair conforma-
tion. For clarity hydrogen on carbon atoms are not shown in the 2-D dimensional represen-
tation.
For a cutoff of 70Ry, we estimated the free-energy barrier for this process to be 49
kcal/mol. To check the reproducibility of this result, we performed CPMD/metadynamics
using velocities and coordinates obtained by equilibrating the input from the above run for
another 6 ps. We found the same reaction mechanism and a free-energy barrier from this
run of 51 kcal/mol, indicating good reproducibility. We note that discrepancy of 2 kcal/mol
is within the gaussian height used for the bias potential of 2.5 kcal/mol. Since we performed
simulations on cellulose at a lower cutoff of 50Ry, we also performed CPMD/metadynamics
with a lower cutoff of 50Ry. We found the same mechanism for the formation of LGA;
however, we found that the free-energy barrier is overestimated by ∼ 20% when using the
50Ry cutoff, in comparison to that obtained with cutoff of 70Ry. We investigate the use of
lower cutoff below for the 3D cellulose systems.
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To check the accuracy of free-energy barriers computed above, we performed all-
electronic transition state calculations using Gaussian09 with BLYP/6-311g(d,p) model
chemistry. We obtained initial conditions for transition state searches from the transition
geometry in the CPMD/metadyamics run. Row 1 in Table 7.3 summarizes the results from
these calculations. We found a free-energy barrier of 44 kcal/mol. To check for conver-
gence of basis set we performed calculations with higher basis set (i.e., Dunnings corre-
lation consistent quadruple-zeta basis set [cc-pvqz]). Since, doing frequency and transi-
tion state calculations with this basis set is computationally very expensive. Therefore,
we performed single point energy calculations at BLYP/cc-pvqz on the optimized geom-
etry obtained with BLYP/6-311g(d,p) model chemistry. The ∆G at 600 K was obtained
by computing zero-point energy, thermal energy and entropy corrections at 600 K with
BLYP/6-311g(d,p) model chemistry by performing single point frequency calculations and
using rigid-rotor harmonic oscillator approximation.
We found a ∆G of 46 kcal/mol, which is ∼ 7% less than that obtained from CPMD/
metadynamics run using a cutoff of 70Ry. We note here that, as discussed in Section 7.2,
a cutoff of 70Ry was enough to obtain convergence of reaction energies with BLYP/aug-
cc-pvqz basis set on representative cellulose pyrolysis reactions. The results of thermo-
chemistry calculations on representative cellulose pyrolysis reactions are compiled in Sup-
plementary Information. To further benchmark free-energy barriers with a higher level of
theory, we computed ∆G using MP2/6-311g(d,p). Again, due to computational expense
of these calculations, ∆G was computed using single point energy calculations at MP2/6-
311g(d,p) on the optimized geometry obtained with BLYP/6-311g(d,p), and entropic cor-
rections obtained at 600 K with BLYP/6-311g(d,p) model chemistry. We found that these
barriers are ∼ 35% lower than that found with MP2/6-311g(d,p) model chemistry, a result
consistent with that previously reported.98
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7.3.2 Size of the Simulation Cell
We began by investigating mechanism(s) of cellulose pyrolysis at 600 K using the sim-
ulation cell in Figure 7.1 at 600 K (denoted as “1unit”). The detailed picture of atomic
numbering scheme is also shown in Figure 7.1. The simulation cell consists of one cellu-
lose chain per sheet in the b direction and a total of 2 sheets per simulation cell. We used a
combination of two CVs; first as the distance between O6-HO6 (d(O − H)), and second as
the coordination number of middle glycosidic O1 with bonded carbon atoms (i.e., C1 and
C4). This set is equivalent to CV set 1 listed in Table 7.5. We note here that each atom in
Figure 7.5 is identified by standard numbering of glucose used in literature, cellulose chain
number, and its position with respect to middle glycosidic oxygen (away from the reader
as +ve and towards the reader as -ve). For example, 4+C1 in Table 7.5 means C1 on glucose
ring, on cellulose chain number 4, and plus sign indicates that this atom is away from the
reader with respect to middle oxygen O1.
On performing CPMD/metadynamics run with these CVs, at ∼ 26.2 ps, we observed
a reaction which involved exchange of hydrogen atoms between neighbouring cellulose
chains along the b direction. Since the atoms in the neighbouring chain along the b direction
are the periodic images of the cellulose chain itself, what we observed is likely a spurious
reaction mechanism that occurs due to the small size of the simulation cell. Since the
simulation cell was deemed too small along the b axis, we clipped a bigger simulation
cell having 2 chains along the b axis, denoted as “2unit”. A detailed picture of this 2unit
simulation cell and it atomic numbering scheme are shown in Figure 7.2.
147
Table 7.4: Computed nascent processes of cellulose decomposition.
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Table 7.5. Collective variables, reactions observed and estimate of free-energy barriers.
CV Set
No.
Collective
variable
Atom labels Reaction Schemea Free-Energy Barrier (kcal/mol)
Var1 Var2 600K D 873K D 873K E 600K D 873K D 873K E
1. c(O-C)
4O1 4+C1, 4−C4 A spu D 28 - 42d(O-H) 4+O6 4+HO6
2. c(O-C)
4O1 4+C1, 4−C4 B H M 48 38 34
c(O-H) 4O1 4−HO6
3. c(O-C)
4O1 4+C1, 4−C4 E J K 55 59 49
c(O-H) 4O1 4+HO2
4. c(O-C)
4O1 4+C1, 4−C4 D spu M 42 - 36
c(O-H) 4O1 4−HO3
5. c(O-C)
4O1 4+C1, 4−C4 B spu 25 -
c(O-H) 4O1 4+HC2
6. c(O-C)
4+O6 4+C1 G E L - 42 126
c(O-H) 4O1 4+HO6
7. c(O-C)
4+O5 4+C1, 4+C5 C Bb 35 22
c(O-H) 4+O5
4−HO3, 4+HO6,
2+HO6
8. c(O-C)
4O1 4+C1, 4−C4 B O 34 43
c(O-H) 4O1
4+HO2, 4+HO6,
4−HO3, 4−HO6,
1+HO2, 1−HO6
9.
c(O-C) 4O1 4+C1, 4−C4 B 20
c(O-H) 4O1
4+HO2, 4+HO6,
4−HO3, 4−HO6,
1+HO2, 1−HO6,
4−HC6a, 4−HC6b,
1−HC6a, 1−HC6b
10. c(O-C)
4O1 4+C1, 4−C4 F 50
c(O-H) 4O1
4+HO6, 4−HO2,
4+HO2, 1+HO6,
4−HO6, 3+HO6,
3−HO6
11. c(O-C)
4O1 4+C1, 4−C4 H 35d(O-C) 4+O6 4+C1
12. c(O-C)
4O1 4+C1 spu M I - 31 33d(O-C) 4+O6 4+C1
13. c(O-C)
4O1 4+C1 D 43d(O-C) 4O1 4+HO6
14. c(O-C)
4+O6 4+C1 L 69
c(O-H) 4O1
4+HO6, 4−HO2,
4+HO2, 1+HO6,
4−HO6, 3+HO6,
3−HO6
15. c(O-C)
4+O6 4+C1 D 40
c(O-H) 4O1 4−HO2
16. c(O-C)
4+O5 4+C1, 4+C5 N 61
c(O-H) 4+O5
4−HO2, 1+HO6,
3+HO2
17. c(O-C)
4O1 4+C1 footnote c D Q 69 37 36
c(O-C) 4+O6 4+C2
18.d c(O-C)
4+O6 4+C1, 4+C2 P 89
c(H-C) 4+HO6 4+C1, 4+C2
aSpu refers to spurious reaction mechanism observed due to limitation of the size of simulation cell
bRing contraction takes place in the opposite ring in comparison to shown in Table 7.4
cWe observed formation of precursor to LGA via inter-chain exchange of hydrogen . 4+HO6 is transferred
to 1−O6, which in turn transfers 1−HO6 to 4O1 when 4+O6 completes a bond with 4+C1.
dThe reactants are products of reaction scheme D.
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We then performed CPMD/metadynamics calculations for nearly 25 ps using 2unitD
as the simulation cell at 600 K with a cutoff of 50Ry using the CV set 1 listed in Table 7.5.
As discussed in Section 7.2, 2unitD involves a fixed-volume simulation cell with lattice pa-
rameters consistent with cellulose density at 600 K. This will be contrasted later below with
2unitE, involving an expanded unit cell with density appropriate to 873 K. At ∼ 13.4 ps, we
observed a pericyclic rearrangement of hydrogen on oxygen atoms between neighbouring
chains shown as the reaction scheme (A) in the Table 7.4. A movie of the reaction mecha-
nism is also provided in the Supplementary Information. This reaction mechanism suggests
that neighbouring chains may affect pyrolysis chemistry and modeling isolated molecules
like cellobiose to understand cellulose pyrolysis reactions may be insufficient. This also
suggests that 1unit size may not be sufficient to model cellulose pyrolysis chemistries due
to system size affects. Also, this indicates hydrogens on oxygen atoms inside cellulose can
act as weak acid. This result motivated us to choose coordination number of glycosidic
oxygen with respect to neighbouring polar hydrogens as one of the CV as discussed in Sec-
tion 7.2.4. In the rest of the work below we have used 2unit as the size of the simulation
cell.
7.3.3 Decomposition of Cellulose at 600 K
We performed CPMD/metadynamics simulations using a cutoff of 50Ry to make these
calculations computationally feasible as mentioned in Section 7.2.2.1. We show below
this can be done without loosing substantial accuracy. We showed in Section 7.3.1 that
using a lower cutoff does not change the reaction mechanism, however,the lower cutoff
does produce a somewhat higher free-energy barrier. Therefore, to determine the accuracy
of this model chemistry, we performed CPMD/metadynamics simulations on 2unitD size
simulation cell at a cuttoff of 50Ry using CV set 4 in the Table 7.5 at 600 K. We observed
a depolymerization mechanism shown as reaction scheme (D) in Table 7.4. The glucosidic
bond on the acetal carbon breaks at C1 and there is a hydrogen transfer from the C2 carbon
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to yield a C1-C2 double bond. This depolymerization mechanism has been observed by
taking cellobiose as a surrogate for cellulose.22 This gave us the confidence that a lower
cutoff is not obscuring the reaction chemistries.
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Figure 7.11. Changes in distances between selected atoms during metadynamics run for
reaction scheme (D) shown in Table 7.4.
We plotted changes in distances between selected atoms during CPMD/metadynamics
run as shown in Figure 7.11. Figure 7.11 shows that this reaction scheme proceeds through
concerted mechanism. Here, when O1 atom breaks bond with C1, the C1-O5 bond length
changes from 1.46 ± 0.06 Å to 1.36 ± 0.05 Å for nearly 4 ps (> 100 C-O vibrations),
indicating presence of intermediate/transition-state where the charge on C1 carbon is reso-
nance stabilized with the lone pair on neighbouring oxygen (O5). The charge on O1 atom
is stabilized through hydrogen bonding with neighbouring hydrogens as shown in Figure
7.12. Again, this suggests neighbouring chains may play an important role in determining
cellulose pyrolysis chemistries. The reaction is completed by transfer of HC2 to O1 and
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Figure 7.12. Changes in distances between selected atoms during metadynamics run for
reaction scheme (D) shown in Table 7.4.
C1 forming a double bond with C2. We estimated the free-energy barrier for this process
to be 42 kcal/mol. We then performed calculations to test this free-energy barriers with
gas phase all-electronic structure calculations. The input for these all-electronic structure
calculations were obtained as follows:
• We obtained an initial guess of transition state from metadynamics run (highest en-
ergy configuration).
• We deleted all the chains from the simulation cell except for the chain where the
reaction takes place.
• We terminated one end of this chain with a hydrogen atom and the other with an
O-H atoms to complete a cellobiose unit (the coordinates of the oxygen atom were
obtained from the periodic image of the simulation cell).
• To mimic the packing of a cellulose polymer, we fixed the oxygen atom on both ends.
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The result of these calculations are shown in Row 2 of Figure 7.3. We estimated a free-
energy barrier of 45 kcal/mol with BLYP/cc-pvqz model chemistry, which is ∼ 7% higher
than CPMD/metadynamics barriers, indicating a good match. We note here, as mentioned
in Figure 7.3.1, that only single point energy calculations with BLYP/cc-pvqz and MP2/6-
311g(d,p) model chemistries. The corrections to compute ∆G were obtained from sin-
gle point frequency calculations using BLYP/6-311g(d,p) model chemistry. This validates
the use of lower cutoff for exploring reaction chemistries and efficiency of metadynamics
method to estimate barriers. We found free-energy barrier is underestimated by ∼ 35%
in comparison to MP2/6-311g(d,p) model chemistry, consistent with the results obtained
in Sections 7.3.1 and 7.3.2. We complete our benchmarking here, and next we present
calculations to obtain decomposition pathways of 2unit model of cellulose.
Armed with this knowledge, we explored pyrolysis pathways using a cutoff of 50Ry
and choosing different sets of CVs. Table 7.5 lists all the collective variables used in this
work and the resulting free-energy barriers. The list of resulting reaction mechanisms are
shown in Table 7.4. Using CV sets 1 and 6, we found interchain rearrangement of hydrogen
atoms, shown as reaction schemes (A) and (G), respectively. Using the CV set 3, we found
intrachain rearrangement of hydrogen atoms. Again, this suggests that the neighbouring
chains may play an important role in pyrolysis.
We found ring contraction, shown as reaction scheme (B) in Table 7.4, to be the most
common and lowest barrier process at 600 K. We found this mechanism to occur for CV
sets 2, 5, 8, and 9. We observed a concerted process which can be seen from the plotted
distances between selected atoms in Figure 7.13 at each step of a metadynamics run for CV
set 8. We designed above sets to observe depolymerization reaction by breaking of gluco-
side bond (as one of the CV is coordination number of glycoside oxygen atom bonded
to carbon atoms). We indeed observe breaking of glucoside oxygen (4O1) breaking bond
with one of the bonded carbon atoms (4−C4). At about 6250 metadynamics step 4−C4 - 4O1
bond changes from 1.55 ± 0.15 Å to 2.55 ± 0.16 Å, as shown in Figure 7.13. Simultane-
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Figure 7.13. Changes in distances between selected atoms during metadynamics run for
reaction scheme (B) shown in Table 7.4 for CV set 8.
ously glyucosidic oxygen (4O1) forms bond with another carbon on the ring (4−C5), which
is made possible through ring contraction. We observed different free-energy barriers for
this process with different sets of CVs as shown in Table 7.5; CV set 9 gives the lowest
free energy barrier of 20 kcal/mol. Indeed, a better set of CVs gives the lowest free-energy
barriers.
The other CV sets used in this work are 7 and 17. CV set 7 was designed to observe
a ring opening reaction. We do observe a ring opening reaction via concerted process as
shown by reaction scheme (C) in Table 7.4. Finally, we explored CV set 17, which yielded
a precursor to LGA. LGA is the major product of pyrolysis.178 We found an interesting
bimolecular process via an interchain exchange of hydrogens to facilitate O6 bridge forma-
tion with C1. This process happens with HO6 on cellulose chain 4 (i.e., 4+HO6) is transferred
to O6 on cellulose chain 1 (i.e., 1−O6). 1−O6 transfers its bonded hydrogen to 4O1 breaking
bond with 4+C1 and 4+HO6 completing bond with 4+C1. We estimated a free-energy barrier
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of 69 kcal/mol. This barrier is much higher than computed for any other processes dis-
cussed above, suggesting formation of LGA may not be kinetic favourable at high densities
and low temperatures. A movie of this process is available in Supplementary Information.
This may explain why LGA is not the favoured product at low temperatures. We know
experimentally that lower temperatures and higher residence times favour the formation of
coke,54 which suggests that ring contraction may be the nascent process to coke formation.
This needs to be investigated further and beyond the scope of this work. Continuing our
discussion, we investigate the decomposition of cellulose at higher temperature (873 K)
and effect of density below.
7.3.4 Decomposition of Cellulose at 873 K
Next we performed CPMD/metadynamics simulations to understand decomposition of
cellulose at 873 K using 2unitE as the simulation cell. Later we also performed CPMD/meta-
dynamics using 2unitD as the simulation cell to investigate the effects of density on the py-
rolysis pathways. We note that 873 K (600 ◦C) has been shown by Huber and co-workers to
be the optimal temperature for catalytic fas pyrolysis for maximizing the yield of aromatic
fuels (BTX).61 By using different sets of CVs, we found nascent decomposition routes to
some of the major products of cellulose pyrolysis (LGA, HMF and formic acid). We found
precursor to HMF and formic acid are formed directly from cellulose supporting previous
computational findings by Mettler et al.198 A complete list of sets of CVs and computed
barriers from CPMD/metadynamics runs are summarized in Table 7.5.
We tested several set of CVs (see CV sets 6, 14, 17 and 18) to model the formation
of precursor to LGA, the major product of cellulose pyrolysis. CV set 17 yielded a low-
barrier route to LGA. We plotted the changes in distances of selected atoms during this
process in Figure 7.15. At about metadynamics step 2700, the C1-O1 bond breaks and
the C1-O5 bond assumes a partial double bond character (C1-O5 bond length changes from
1.45 ± 0.07 Å to 1.35 ± 0.05Å) representing a resonance stabilized intermediate/transition
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Figure 7.14. Changes in distances between selected atoms during metadynamics run for
reaction scheme (K) shown in Table 7.4.
state. The charge on glycosidic oxygen (O1) is stabilized by the neighbouring hydrogens
through hydrogen bonding. This can be seen from computed distance of O1 with respect
to neighbouring hydrogens (4−HO2 and 4+HO6) in Figure 7.15. The reaction completes at
about metadynamics step 3300 with C1-O5 returning to its normal bond length and C1-O6
bond completing to form precursor to LGA. A movie to show this reaction mechanism
is available in the Supplementary Information. We computed a free-energy barrier of 36
kcal/mol for this process. We compare this barrier below with experimentally estimated
activation energies after a applying a MP2 correction of 35% as discussed below.
Further, we performed studies on several other CVs to obtain various de polymerization,
ring opening and ring fragmentation reaction as listed in Table 7.5 and reaction schemes
shown in Table 7.4. Here we only discuss mechanisms in direct relevance with appreciable
final products observed during pyrolysis. Using CV set 3, we observed formation of pre-
cursor of HMF, while CV set 16 yielded formic acid. We note here that HMF and formic
acid are formed in appreciable quantities during pyrolysis.198 We found that formation of
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formic acid proceeds via an interesting 4-ring intermediate [reaction scheme (N)], whereas
HMF is formed via concerted mechanism with a possible intermediate/transition state sta-
bilized by resonance and neighbouring hydrogens [reaction scheme (K)]. Another product
observed in this study was 2hydroxy-1,3propanedial [reaction scheme (I)], which is not
observed as a product in pyrolysis. However, 2hydroxy-1,3propanedial can further frag-
ment to form glyxol and formaldehyde, or glycoaldehyde and carbon-monoxide, which are
formed in appreciable quantities during pyrolysis.
The computed barriers of major products are in the order of pre-LGA (36 kcal/mol)<
pre-HMF (49 kcal/mol) < Formic acid (6 kcal/mol). To investigate whether these barriers
correlate with thermodynamic quantities, we computed gas-phase, all-electron reaction en-
ergies from cellobiose to LGA (∆Erxn = 33 kcal/mol), and cellobiose to HMF (∆Erxn = 38
kcal/mol), indicating LGA is thermodynamically more stable. We used MP2/6-311g(d,p)
model chemistry for optimization, and then corrected energies by performing single point
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energy calculations at MP2/cc-pvqz model chemistry. We also computed reaction energies
for variety of other representative cellulose pyrolysis reactions to gauge trends in accu-
racy with respect to level of theory and basis set; see Supplementary Information for the
complete set of data. These results show that for production of LGA and HMF, kinetic
barriers and thermodynamic reaction energies are correlated, with LGA (and its precursor)
produced faster and being thermodynamically favoured explains why LGA is the major
product of cellulose pyrolysis.
We also performed studies to investigate the effect of density on the pyrolysis pathways.
We took the simulation cell obtained at 600 K (2unitD) and computed decomposition path-
ways at 873 K using the same collective variables. This cell is 13% more dense than 2unitE.
Results from these runs are summarized in Table 7.5. We could find a low barrier pathway
leading to precursor of LGA or any other products obtained during pyrolysis. This suggest
that LGA formation at high temperatures is facilitated by the expansion of the cellulose
matrix, perhaps giving more space for bicyclic ring formation. In general this indicates that
thermal expansion is important for modeling reaction pathways.
Mettler et al. recently showed by CPMD simulations that solid cyclohexaamylose, a
surrogate for cellulose, converts to HMF and formic acid through homolytic cleavage of C-
O bonds,198 which contradicts the proposed concerted mechanisms in this work. Since no
barriers were computed by Mettler et al., direct comparison to their results is not possible.
To accelerate the decomposition reactions, Mettler et al. performed their CPMD simula-
tions at much higher higher temperatures, in the range of 1973-2973 K, while fast pyrolysis
experiments are typically performed at 673-873 K (400-600 ◦ C). Using such high temper-
atures may open up new kinetic pathways not relevant at lower, experimentally relevant,
temperatures. Also, it was recently shown that the bond dissociation energy for homolytic
cleavage of C-O glycosidic bond is 91.8 kcal/mol for methylβglucoside138 (computed at
MP4/SDTQ model chemistry), and is 79.1 kcal/mol for cellobiose (computed at B3LYP/6-
31+g(d) model chemistry).312 The barriers computed herein are much lower than these
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homolytic dissociation energies, but such dissociation process may become accessible in
the ∼ 2000-3000 K temperature range. Hosoya et al. also showed that a concerted mech-
anism to LGA has a much lower barrier than that from homolytic cleavage.138 All these
results suggest that at the temperatures of fast pyrolysis (∼ 600 ◦ C) concerted mechanisms
are more likely than homolytic cleavage of C-O bonds.
We found a depolymerization mechanism through an elimination reaction to form 1,2-
dehydro cellulose similar to that found at 600 K. We estimated the free-energy barriers for
this process to be 40 kcal/mol. As discussed in Section 7.3.3 and summarized in Table 7.2,
we found that the barriers computed using CPMD/metadynamics are a good match using
gas phase all-electronic structure calculations at BLYP/cc-pvqz level of theory/basis-set,
underestimated by ∼ 35% in comparison to MP2/6-311g(d,p) level of theory/basis-set. We
note here that the methodology used for computing all-electronic structure calculations was
discussed in Section 7.3.3 performed for benchmarking purpose. We have, therefore, ap-
plied a correction factor of 35% below while comparing our results to experimental results.
Direct comparison with experimental results is not currently possible because of the
great challenge in experimentally decoupling each reaction taking place during pyrolysis.
As discussed in Section 7.1, most previous work assumes simplified one step or two-step
models to integrate cellulose pyrolysis data (for a review see ref. 178) extracting appar-
ent activation energies. As discussed in Section 7.1, major contribution would come from
the rate-limiting step of LGA formation, and since depolymerization of the cellulose is
considered to be the rate-limiting step,285 we compare barriers computed herein for de-
polymerization leading to LGA with experimental results. As discussed in Section 7.1,
a wide range of activation energies exists in the literature, we focus comparing with ex-
periments that have reported pre-exponential factor of order 1013-1014 s−1, because these
typically compare to microscopic unimolecular processes and hence are comparable to our
results. The reported values in the literature for such a favored set of apparent activation
energy lies in the range of 45.4 - 47.8 kcal/mol (refs. 19,31,50,71,178,184). We computed
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a free-energy barrier to formation of LGA to be 48.6 kcal/mol (after applying a correction
of 35% to 36 kcal/mol computed using CPMD/BLYP). Comparing to experimental results
these barriers are in excellent agreement. This agreement suggests that depolymerization to
precursor to LGA is the rate limiting step with smaller contributions from other processes
(such as vaporization energy or diffusion of LGA to the surface). Mamleev et al. assumed
cellulose degradation proceeds via two parallel steps: in one cellulose goes through trans-
glycosylation to LGA and in the other goes to gasses and char via an intermediate.183–185
Mamleev et al. estimated a total apparent activation energy from this process to be 47.8
kcal/mol and activation energy for the first step lie in the range 45.4 - 47.8 kcal/mol.184,185
This activation energy forms direct comparison to our computed free-energy barriers, again
showing an excellent agreement.
7.4 Conclusion
We performed CPMD/metadynamics simulations to elucidate the nascent decomposi-
tion pathways of cellulose pyrolysis and to estimate the free-energy barriers of these pro-
cesses. All-electronic structure calculations were performed on selected gas-phase species
to benchmark these simulations. An initial guess for CPMD runs was generated by per-
forming classical NPT MD simulations on a large simulation cell of cellulose and then
clipping out an appropriate size for CPMD runs. Different sets of collective variables (CVs)
– the key input for metadynamics for simulating rare events– were designed to capture the
depolymerization steps of cellulose. By using various sets of CVs, we found various possi-
ble nascent processes that may occur during pyrolysis such as depolymerization, fragmen-
tation, ring opening, and ring contraction reactions. The collective variables were designed
to capture the depolymerization and ring opening reactions.
The nascent processes observed can explain precursors to the major products formed
during cellulose pyrolysis such as levoglucosan (LGA) , hydroxy-methylfurfurral (HMF),
and fragmentation products such as formic acid. We found a low barrier process to form
161
precursor of LGA, which occurs via concerted process. We found a barrier of 48.6 kcal/mol
for this process, which is an excellent agreement with experiments assuming first-order
kinetic models, suggesting that depolymerization is the rate limiting step during pyrolyis.
We found that LGA, which is the major product of cellulose pyrolysis, is formed favourably
at high temperatures due to freedom provided by the expansion of cellulose. We found
that LGA is also thermodynamically more stable than HMF. Kinetic and thermodynamic
favourability of LGA explains why it is the major product in pyrolysis.
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CHAPTER 8
SUMMARY, CONCLUSIONS AND FUTURE DIRECTIONS
“It always seems impossible until its done.”
–Nelson Mandela
8.1 Summary and Conclusions
The first part of this dissertation examines the stability and base characteristics of ni-
trited zeolites (a potential shape selective solid base catalyst for biofuel industry), and the
second part sheds light on the physical and chemical transformation of crystalline cellu-
lose to precursors of major products observed during pyrolysis (a promising technology to
obtain processable biofuels). This was done by a combination of state-of-the art compu-
tational tools, namely, all-electronic structure calculations and molecular dynamics simu-
lations. To assist in the analysis, novel synthesis of methods were developed and imple-
mented. The nudged elastic band method (NEB) of finding elusive transition states was
implemented with the ONIOM method of treating embedded quantum clusters. This was
used in the first part of this dissertation (Chapter 3) to reveal mechanistic details of the
nitrogen substitution inside zeolites. In the second part of this dissertation (Chapter 6), a
novel synthesis of normal mode analysis and power spectrum methods was used to assist
in the assignment of O-H stretches.
To understand synthesis and stability of nitrided zeolites, we first used all-electronic
embedded-cluster calculations using density functional theory to investigate mechanisms
of nitrogen substitution (nitridation) in HY (at Si–OH–Al sites) and silicalite (at Si–O–Si
sites) zeolites (as discussed in Chapter 3). We predicted that nitridation is much less en-
dothermic in HY (29 kJ/mol) than in silicalite (132 kJ/mol), indicating the possbility of
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higher nitridation yields in HY. We found that nitridation of silicalite proceeds via a planar
intermediate involving a ≡Si<NO>Si≡ ring with pentavalent Si, whereas nitridation of HY
was found to proceed via an intermediate similar to physisorbed ammonia. We computed
an overall barrier for silicalite nitridation of 343 kJ/mol, and that in HY of 359 kJ/mol us-
ing B3LYP/6-311G(d,p) model chemistry. We found that, although the overall nitridation
barriers are relatively high, requiring high temperatures for substitution, the overall barriers
for the reverse processes are also high, suggesting that these sites will remain stable at high
temperatures. An important outcome of this study are the mechanistic details of nitridation
and inputs for kinetic parameter estimation to model experimental reactors. The molecu-
lar details of the nitridation process can be used by chemists to stabilize the high energy
intermediate/transition-state to reduce overall barriers for this process.
We further investigated the formation kinetics of nitrogen-substituted (nitrided) zeolites
HY and silicalite by modeling experimental reactors (discussed in Chapter 4). The outcome
of this study was nitridation yields as a function of temperature and water concentrations.
We showed that zeolite nitridation proceeds only at high temperatures (>600◦C for sili-
calite and >650◦C for HY) due to the presence of large overall barriers. These threshold
temperatures are in good agreement with experiments. We also found that nitridation yields
are very sensitive to water concentrations, especially for silicalite where nitridation is more
strongly endothermic. As a result, we predicted that the overall nitridation yields in sili-
calite will be much lower than those in HY. We also investigated the stability of nitrided
sites by modeling the kinetics of nitridation in reverse, going back to untreated zeolite plus
ammonia. Using 10 hr as a benchmark catalyst lifetime, we showed that nitrided silicalite
and HY half-lives exceeded 10 hr for temperatures below 275 and 500◦C, respectively,
even at saturation water loadings. Therefore, we concluded that nitrided silicalite and HY
zeolites require high temperatures to form, but once formed, they remain relatively stable,
auguring well for their use as shape-selective base catalysts.
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In Chapter 5, we investigated base strengths of nitrogen-substituted (nitrided) zeolites
with faujasite structure, by calculating sorption energies of probe molecules (BF3 and BH3)
using density functional theory with mixed basis sets applied to embedded clusters. We
concluded that BH3 ia a better probe of base strength because it does not introduce compet-
ing metal-fluorine interactions that obfuscate sorption trends. We showed that in all cases
the base strengths of nitrided zeolites (denoted M-N-Y) exceeded those of the correspond-
ing standard M-Y zeolites, where M = Li, Na, K, Rb or Cs charge compensating cations.
We showed that for a particular Si:Al ratio, BH3 sorption energies vary in the order Li <
Na < K ∼ Rb ∼ Cs. An interesting result from this study was that the sorption energy,
and hence base strength, were found to decrease with increasing Si:Al ratio from 1 to 3,
beyond which the base strength was found to increase again. The initial regime (1 < Si:Al
< 3) is consistent with the prevailing understanding that the base strength increases with Al
content, while the latter regime (Si:Al > 3) involves the surprising prediction that the base
strength can be relatively high for the more stable, high-silica zeolites. In particular, we
showed that the sorption energy in Na-N-Y (Si:Al = 11) to be nearly equal to that in (Si:Al
= 1). Taken together these results we concluded that K-N-Y (Si:Al = 11) optimizes the
balance of activity, stability and cost. Our calculations prompt new experiments on base
strength in standard and nitrided zeolites, especially for Na-Y and K-Y with Si:Al ratios
above 3.
In the second part of this dissertation, we investigated the mechanism(s) of conversion
of crystalline cellulose to precursors of major products of cellulose pyrolysis. As the first
step, we modeled physical transformation of cellulose Iβ to a high temperature (550 K)
structure, which is considered to be the first step in cellulose pyrolysis. We performed
classical molecular dynamics simulations at constant pressure using the GROMOS 45a4
united atom forcefield. We computed IR spectra of cellulose Iβ over the range 300-550 K as
a probe of hydrogen bonding. Computed IR spectra were found to agree semi-quantitatively
with experiments, especially in the O-H stretching region. We assigned O-H stretches
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using a novel synthesis of normal mode analysis and power spectrum methods. Simulated
IR spectra at elevated temperatures suggested a structural transformation above 450 K, a
result in agreement with experimental IR results. We found that low-temperature (300-
400 K) structure of cellulose Iβ is dominated by intrachain hydrogen bonds, whereas in
the high-temperature structure (450-550 K), many of these transformed to longer, weaker
interchain hydrogen bonds. We observed a emergence of a three-dimensional hydrogen
bonding network at high temperatures due to formation of new interchain hydrogen bonds,
which may explain the stability of the cellulose structure at such high temperatures.
In Chapter 7, we modeled the nascent decomposition processes observed during cel-
lulose pyrolysis at 600 and 873 K using Car-Parrinello based molecular dynamics simula-
tions. To efficiently model the reactions at realistic temperatures of pyrolysis, we increased
the sampling of barrier-crossing events using the metadynamics method. An important
input to these calculations is collective variable, which we designed to capture depoly-
merization reactions. By defining multiple sets of collective variables, we found various
possible nascent processes that may occur during pyrolysis such as depolymerization, frag-
mentation, ring opening and ring contraction. The nascent processes observed may explain
the formation of precursors to major products observed during cellulose pyrolysis such as
levoglucosan (LGA) , hydroxy-methylfurfurral (HMF) and fragmentation products such as
formic acid. We showed that precursor of LGA, which is the major product of cellulose
pyrolysis, is formed favourably at high temperatures due to the freedom provided by the
expansion of cellulose. At 600K, we found ring-contraction reaction from glucopyranose
to glucofuranose ring has the lowest free-energy barriers. We also found that formation
of precursor of LGA is kinetically favoured via concerted mechanism with a free-energy
barrier of 48.6 kcal/mol for this process. We found this barrier to be in excellent agreement
with experimentally estimated activation energies, suggesting that depolymerization of cel-
lulose may be an important rate limiting step. We also showed that formation of LGA is
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kinetically and thermodynamically favourable in comparison to other products, which may
explain why LGA is the major product observed during cellulose pyrolysis.
To summarize, this dissertation provides molecular understanding of an important en-
visaged base catalyst for biofuel industry, and mechanism of cellulose pyrolysis, a promis-
ing technology to get renewable fuels. The molecular insights presented in this work will
be valuable in understanding functionalization in zeolites, and developing pyrolysis kinetic
models for optimizing pyrolysis reactors. The methods developed/implemented to assist in
computational analysis will be useful for future computational studies. In this work, some
important questions were answered, and undoubtedly numerous questions remains to be
answered. Some suggestions for future work are discussed in the next section.
8.2 Future Directions
In Chapter 3, we implemented NEB method with ONIOM embedded cluster calcu-
lations to locate elusive transition-states and intermediates. An important input to these
calculations is an initial guess of images connecting the reactant and the product. The ini-
tial guess is generated by linear interpolation between the reactants and products. Many
times the initial guesses are not good, and many times physically unrealistic images are
obtained. This may slow convergence or fail convergence of NEB pathways. A possible
future direction could be to develop better methods to generate initial guess of images.
Another possible solution could be to implement the growing string method developed by
Peters et al.,224 which does not require an initial guess of images. Again, the challenge in
such a implementation would be to deal with large degrees of freedom usually encountered
with ONIOM approach.
Furthermore in Chapter 3, we showed that nitrogen substitution is a high-barrier pro-
cess. In silicalite, we found that nitridation proceeds via a high energy planar intermediate
involving ≡Si<NO>Si≡ ring with pentavalent Si. While in HY, we found that the nitridation
proceeds with a high energy transition state. A possible future direction could be to explore
167
different molecules other than NH3 (for e.g., R-NH2) to see if the intermediate/transition-
state can be stabilized. We explored nitrogen substitution in all-silica FAU, HY and sili-
calite in this work. Another possible research direction could be to explore substitutions
inside other industrially important zeolites to see the effect of framework on nitrogen sub-
stitution. In Chapter 5, we found a surprising result, i.e., base strength in the Si:Al > 3
regime for HY is opposite to the conventional wisdom. A possible future research direc-
tion could be a combined experimental and theoretical effort to understand the basicity of
zeolite with aluminium content. Nitrided zeolites investigated in this work can be further
used to study important base catalysed reactions in biofuel industry (such as aldol conden-
sation of acetone with furfurral) to understand shape selectivity in zeolites.
The IR sectra studies on cellulose Iβ performed in Chapter 6 cast doubts over the ex-
perimental assignments in the O-H regime. A combined experimental and theoretical effort
is required to understand IR spectra of cellulose, especially the heterogeneity of hydrogen
bonding in cellulose Iβ, which could form a possible future research project. The studies
performed in Chapter 7 is a small step to fully understand cellulose pyrolysis. In this work,
a list of possible nascent decomposition pathways is generated using a targeted set of col-
lective variables. Our study concentrated on depolymerization and ring opening reactions.
A list of various other processes occurring at a molecular level can further be investigated
by combining other sets of collective variables. For example dehydration, decarboxyla-
tion and decarbonylation reactions can be studied. The precursors obtained in this work
can also be used further to investigate the subsequent chemistries of cellulose pyrolysis.
Also, the nascent processes obtained in this work can be used to understand intermediate
liquid stage observed in pyrolysis. Biochar is the major product of cellulose pyrolyis at
low termperatures, and at most times an undersirable product. In Chapter 7, we found that
ring contraction is the most favorable reaction at 600 K, suggesting this may be the nascent
process to char formation. Another possible research direction could be to get a molecular
understanding of mechanism of char formation, which may suggest ways to reduce it.
168
APPENDIX A
KINETIC CONSTANTS CORRECTION
A.1 Introduction
There is a certain loss of entropy due to adsorption of a gas molecule to the surface.
Due to the adsorption of the molecule, the otherwise free molecule losses its freedom to
freely move translationally, rotationally and vibrationally. This work was done to apply
corrections to the simplified rate constants used in chapter 4.
A.2 Entropy loss due to adsorption
The entropy loss is governed by the type of adsorption and would be more for chemi-
sorption than for physi-sorption. Hence more the adsorption energy more will be the en-
tropy loss. The entropy loss can be calculated using the following equation:
∆S lost = S ads − S gas. (A.1)
Now, from the laws of thermodynamics, entropy can be written as:
S
kB
= −βA + βU. (A.2)
Using statistical mechanics, free energy (A) and total potential energy(U) can be written in
terms of canonical partition function (Q) as:
−βA = ln(Q), (A.3)
U = 〈E〉 =
(
δln(Q)
δ(−β)
)
N,V
. (A.4)
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Substituting Eqns. A.3 and A.4 in Eqn. A.2, we get
S
kB
= ln(Q) + β
(
δln(Q)
δ(−β)
)
N,V
. (A.5)
For an indistinguishable ideal gas (independent molecules), the canonical partition
function (Q) can be written as:
Q(N,V, T ) =
[
q(V, T )]N
N!
. (A.6)
Assuming Born-Oppenheimer appromixation and rigid-rotar approximation q(V, T ) can be
written as:
q(V, T ) = qtrans · qvib · qrot−nuc · qelec. (A.7)
Substituting Eqns. A.6 and A.7 in Eqn. A.5 and using Stirling’s approximation, we get
S
kB
= N (ln(qtrans) + ln(qvib) + ln(qrot−nuc) + ln(qelec)) − Nln(N) + N,
−βN
(
δ
[ln(qtrans) + ln(qvib) + ln(qrot−nuc) + ln(qelec)]
δβ
)
(N,V)
, (A.8)
= N
(S trans + S vib + S rot−nuc + S elec)
kB
− Nln(N) + N. (A.9)
Assuming entropy loss is only due to the loss of translational degrees of freedom and
the entropy loss due to other factors are negligible in comparison to translational loss, Eqn.
A.1 becomes:
∆S lost = −S gas,trans (A.10)
= −NkBln (qtrans) + NkBln(N) − NkB + βNkB
(
δ
[ln(qtrans)]
δβ
)
(N,V)
. (A.11)
qtrans can be obtained considering translational energies of particle in a cubic container and
is given by:
qtrans(V, T ) =
(
2πm
βh2
)3/2
V. (A.12)
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Substituting qtrans in Eqn. A.11, we get
∆S lost = −32NkBln
(
2πm
βh2
)
+ NkBln
(N
V
)
− 5
2
NkB. (A.13)
Assuming ideal gas, entropy loss per mole can be written as:
∆slost = −52R − Rln(T
5/2M3/2) − Rln

(
2π
h2NA
)3/2
· kB
5/2
P
 . (A.14)
At P = 1.013 × 105, Eqn. A.14 becomes:
∆slost = −52R − Rln(T (K)
5/2 M(kg · mol−1)3/2)
−Rln

(
2 × 3.14
(6.626 × 10−34J · s)26.023 × 1023molecule/mol
)3/2
−Rln
((1.3806 × 10−23J · K−1 · molecule−1)5/2
1.013 × 105J · m−3
)
(A.15)
= −9.2R − Rln(T (K)5/2 M(kg · mol−1)3/2) (A.16)
For T = 1073K and NH3 molecule, we will get ∆slostR = −20.53. This would correspond
to an entropic correction of exp
(
∆slost
R
)
∼ 10−9. The rotational partion function (qrot) of the
polyatomic molecule in the limit h28π2IkB << T is given by:
196
qgas,rot =
π1/2
σ
·
(
T 3
Θrot,AΘrot,BΘrot,C
)1/2
, (A.17)
where σ is the symmetry number (for H2O = 2, NH3 = 3196) and Θrot = h28π2 IkB (for H2O (K)
= 40.1,20.9,13.4 and for NH3 (K) = 13.6, 13.6,8.92, ref. 196). Entropy due to the rotational
degrees of freedom using Eqn. A.8 is given by:
S gas,rot
kB
=
3
2
+ ln
π1/2
σ
·
(
1
Θrot,AΘrot,BΘrot,C
)1/2 + ln (T 3/2) . (A.18)
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For T = 1073K and NH3 molecule, due to complete loss of rotational degrees of free-
dom we will get:
S loss,rot
R
= −7.74 (A.19)
The correction due to complete loss of rotational and translational degree of freedom
would become 10−13. Assuming that the 6 rotational and translational degrees of freedom
are converted into vibrational degrees of freedom and that the adsorbed molecule preserves
its internal vibrational degrees of freedom. The vibrational contribution to entropy due to
the vibrations of the entire adsorbed molecule with respect to the surface of the zeolite is
calculated using harmonic oscillator approximation.
qads,vib =
e−βhν/2
1 − e−βhν , (A.20)
where ν is the vibrational frequency. The entropy due to the molecular vibration with
respect to the zeolite surface can be calculated using:
S ads,vib =
6∑
i=1
S iads,vib (A.21)
S i
ads,vib
kB
=
βhνi(
eβhνi − 1) − ln
(
1 − e−βhνi
)
(A.22)
A.3 Entropy correction to Kinetic Constants
In general, a rate constant describing adsorption from the gas phase to an adsorbed site
requires an entropy correction due to translational and rotational degrees of freedom.74,155,186
However, as discussed in Chapter 4, the weakly adsorbed molecules have already lost its
translational and rotational degrees of freedom by virtue of its being in a densely filled
pore (see Fig. A.1). Thus, it is reasonable to assume a “sticking probability” of unity. The
remaining difficulty is determining the fraction of internal pore surface area that is active
for specific binding of ammonia (to an acid site) or water (to a nitrided site).
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Figure A.1. Schematic representation of zeolite pore for formation and stability calcula-
tions and collision rate correction factor.
To go beyond the simple gas-phase treatment of bimolecular pre-exponential factors,
we take the gas-phase estimates as reference values, and apply corrections according to the
theory developed as discussed below. This theory recasts the kinetic equations of Section
3.1.3 with concentrations in units of # molecules per surface area (instead of # molecules
per volume). We then construct the appropriate bimolecular binding constant, and convert
back to volume-based kinetics. Focusing on k−4, the result is a correction of order unity for
stability calculations, and a correction of order 10−3 for formation calculations. This latter
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correction arises because the collision frequency between water and nitrided sites is greatly
reduced by saturating the zeolite pores with ammonia, as portrayed in Fig. A.1.
As discussed above, gas-phase bimolecular collision theory (Eqn. (4.9)) does not take
into account how collision rates between guest molecules and nanopore binding sites vary
with pore size or guest loading. To explore this, we have found it useful to recast the
kinetic equation for water binding, i.e., the last term in Eqn. (4.5) given in Section 3.1.3.
As it stands, this equation takes the conceptual form:
d
dt
(
# bound waters
V
)
= kV
(
# sites
V
) (
# free waters
V
)
, (A.23)
where V is volume, and kV is the binding constant appropriate for concentrations based on
volume. We remind the reader that kV has units of volume per time, and we define kg ≡
〈v〉 · σsite as the gas-phase estimate of kV . Because dynamics in saturated zeolites exhibit
both bulk and surface properties, we find it useful to recast Eqn. (A.23) in concentrations
normalized by surface area instead of volume, giving:
d
dt
(
# bound waters
S A
)
= kS A
(
# sites
S A
) (
# free waters
S A
)
, (A.24)
where S A is surface area, and kS A is the binding constant appropriate for surface-area nor-
malization. The units of kS A are area per time, or equivalently, area times frequency (ν).
We intuitively identify the relevant area as the same cross-sectional area per binding site
(σsite) as in Eqn. (4.9), giving kS A = ν · σsite. Before dwelling on the frequency ν, we note
that Eqn. (A.24) illustrates very nicely the notion of “active water.” Indeed, Eqn. (A.24)
can be rewritten as:
d
dt
(
# bound waters
S A
)
= ν
{
σsite
S A · # sites · # free waters
} ( 1
S A
)
(A.25)
≡ ν
(
# active waters
S A
)
, (A.26)
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where the quantity in {} brackets in Eqn. (A.25) is the fraction of binding surface area
(σsite · # sites/S A) times the number of free waters, i.e., the number of active waters.
We identify the relevant frequency as the collision frequency between guest and binding
site. Two regimes can be explored for this collision frequency: Knudsen motion and bulk
diffusion. At high temperatures and low loadings, molecules exhibit Knudsen-type motion,
with host-guest collisions separated by quasi-ballistic molecular trajectories. In this case,
the collision frequency becomes ν = 〈v〉/L where 〈v〉 is the thermal speed and L is the
pore diameter (roughly 10 Å for HY and 5.5 Å for silicalite). The binding constant kS A
thus becomes 〈v〉 · σsite/L = kg/L, showing how this quantity scales with pore size at low
loadings.
At high temperatures and high loadings, molecules exhibit bulk-like diffusion, with a
collision frequency taking the form ν = D/L2 where D is a self-diffusion constant. In this
case, the binding constant kS A becomes D · σsite/L2 = kg ·
(
D/〈v〉L2
)
.
To obtain the parameter we seek, kV , we rewrite Eqn. (A.24) in the usual form of kinet-
ics, where concentrations are normalized by volume. To do this, we multiply both sides of
Eqn. (A.24) by the conversion factor (SA per gram/Volume per gram)2. This factor converts
both of the SA denominators on the right-hand-side of Eqn. (A.24) into volume denomi-
nators. However, because there is only one SA denominator on the left-hand-side, there is
a residual factor which we bring over to the right-hand-side as (Volume per gram/SA per
gram), giving:
d
dt
(
# bound waters
V
)
=
(
V(gm)
S A(gm) · ν · σsite
) (
# sites
V
) (
# free waters
V
)
. (A.27)
Identifying kV = (V(gm)/S A(gm)) ·ν ·σsite ≡ γ ·kg, we find the correction factor γ takes two
forms depending on Knudsen- or diffusional motion. In the Knudsen regime, γ becomes the
temperature-independent factor V(gm)/(L·S A(gm)). To evaluate this, we need the densities
and specific surface areas of HY and silicalite. The density of silicalite is 1.7 gm/cc, and
that of HY is 1.3 gm/cc. The specific surface area of silicalite is 330 m2/gm,56 and that of
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HY is 800 m2/gm.287 These give γ = 1.0 and 3.2 for HY and silicalite, respectively. Thus,
in the low-loading Knudsen regime, these corrections are of order unity and hence can be
ignored.
In the high-loading bulk diffusion regime, γ takes the form (V(gm)/S A(gm))·(D/〈v〉L2).
In the kinetic theory of bulk diffusion,101 the self-diffusivity is proportional to 〈v〉/ρbulkσbulk
where ρbulk is the density of the bulk fluid, and σbulk is the collision cross section of fluid
molecules. As such, the temperature-dependencies of D and 〈v〉 cancel in γ, leaving a
correction in the diffusional regime that is also roughly independent of temperature. Using
standard values of D = 10−9 m2 s−1 and 〈v〉 = 600 m s−1, we obtain γ = 1.6 ×10−3 (HY) and
9.8 ×10−3 (silicalite). These correction factors cannot be ignored, and thus determine the
values of binding constants.
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APPENDIX B
NITROGEN SUBSTITUTION IN SILICEOUS FAUJASITE AND
KINETIC STABILITY OF BASE CATALYTIC SITES
B.1 Mechanism of Nitridation in Siliceous Faujasite
Figure B.1. Snapshot of adsorbed ammonia (AA) inside 10T cluster embedded in 91T
total system of siliceous faujasite.
Figure B.2. Snapshot of adsorbed water (AW) inside 10T cluster embedded in 91T total
system of nitrogen substituted siliceous faujasite.
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Figure B.3. Numbering scheme for ammonia in siliceous faujasite.
Table B.1. Important geometrical parameter of various steps of nitridation in siliceous
faujasite (distances in Å, angles in ◦)
Adsorbed NH3(AA) TS1
Sia-N 3.22 N-Ha(Hb or Hc) 1.02 Sia-N 1.78 O-Hc 0.98
Sib-N 3.31 O-Ha 3.68 Sib-N 3.39 N-Ha(Hb) 1.01
O-N 3.22 O-Hb 3.78 O-N 2.5 N-Hc 2.24
Sia-O 1.62 O-Hc 3.63 Sia-O 1.96 Sia-O-Sib 128
Sib-O 1.62 Sia-O-Sib 154 Sib-O 1.70 N-Hc-O 93
O-Ha 2.89 Sib-O-Hc 105
O-Hb 3.34
4-ring Intermediate (Int1) TS2
Sia-N 1.93 N-Ha(Hb) 1.02 Sia-N 1.84 N-Ha 1.2
Sib-N 1.93 Sia-N-Sib 101 Sib-N 1.75 N-Hb 1.02
Sia-O 1.81 Sia-O-Sib 110 Sia-O 2.11 Sia-N-Sib 132
Sib-O 1.83 Ha-N-Hb 107 Sib-O 3.06 Sia-O-Sib 77
O-Ha 2.69 Sia-O-Hc 124 O-Ha 1.32 Ha-N-Hb 121
O-Hb 3.12 Sib-O-Hc 124 O-Hb 3.14 Sia-O-Hc 115
O-Hc 0.96 N-Sia-O 73 O-Hc 0.96 N-Ha-O 130
N-O 2.22 N-Sib-O 72 N-O 2.29 N-Sia-O 73
Adsorbed Water (AW)
Sia-N 1.71 N-O 2.96
Sib-N 1.7 N-Hb 1.02
Sia-O 2.76 Sia-N-Sib 140
Sib-O 3.02 Sia(Sib)-N-Hb 110
O-Ha(Hc) 0.97 Ha-O-Hc 104
O-Hb 3.86
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Figure B.4. Possible reaction intermediates inside siliceous faujasite and energy compari-
son to adsorbed NH3 (AA).
179
Reaction Coordinate
0
100
200
En
er
gy
 (K
J/m
ol)
TS1 TS2
TS3
Int2
Int1
AA
AW
Zeo + NH3
13
0
185
154
166
185
206
NH-Zeo 
+ H2O
60.
98
Figure B.5. Energy Profile for reaction pathway of nitridation of Siliceous FAU.
Figure B.6. Structutres of transiton states connecting adsorbed ammonia (AA) to nitrided
siliceous faujasite with adsorbed water (AW).
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Table B.2. Kinetic parameters for various steps in siliceous FAU
Rate Constant Siliceous FAU
Aa Eact (kJ/mol)
k1(cm3/s) 10−11
√
T 0
k−1(s−1) 1013 12.5
k2(s−1) 2.55 × 109 185
k−2(s−1) 5.56 × 1012 18.9
k3(s−1) 5.51 × 1012 18.6
k−3(s−1) 9.75 × 1012 31.1
k4(s−1) 3.11 × 1013 52
k−4(cm3/s) 1.83 × 1011 145.3
k5(s−1) 1013 37.9
k−5(cm3/s) 10−11
√
T 0
aThe units of A are same as the corresponding kinetic Constant
B.2 Kinetics of Formation and Stability
Zeo + NH3
k1
GGGGGB
F GG
k−1
[Zeo · · ·NH3]
k2
GGGGGGB
F G
k−2
Int1
k3
GGGGGGB
F G
k−3
Int2 . . .
. . .
k4
GGGGGB
F GG
k−4
[NH-Zeo · · ·H2O]
k5
GGGGGGB
F G
k−5
NH-Zeo + H2O (B.1)
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Figure B.7. Effect of temperature on the amount of substitution of NH sites inside siliceous
faujasite at [H2O] = 0.1 molecules/UC and [NH3]initial= 96 molecules/UC.
0 0.5 1 1.5 2
Time (mins)
0
5
10
15
20
25
%
 O
(1)
 Si
tes
 Su
bs
titu
ted
[H2O] = 0.01 molecules/UC
[H2O] = 0.1 molecules/UC
[H2O] = 1 molecules/UC
[H2O] = 10 molecules/UC
Figure B.8. Effect of water concentration on the amount of substitution of NH sites inside
siliceous faujaisite at T=800 ◦C and [NH3]initial= 96 molecules/UC.
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Figure B.9. Effect of temperature on the stability of amine sites inside siliceous faujasite
at [H2O]=200 molecules/UC, PS=0.0313 atm @25◦C.
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Figure B.10. Effect of water concentration on the stability of amine sites inside siliceous
faujasite at T=250◦C.
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