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ABSTRACT
This paper proposes a new model for music prediction based on Variational Autoencoders (VAEs).
In this work, VAEs are used in a novel way in order to address two different problems: music
representation into the latent space, and using this representation to make predictions of the future
values of the musical piece. This approach was trained with different songs of a classical composer.
As a result, the system can represent the music in the latent space, and make accurate predictions.
Therefore, the system can be used to compose new music either from an existing piece or from a
random starting point. An additional feature of this system is that a small dataset was used for training.
However, results show that the system is able to return accurate representations and predictions in
unseen data.
Keywords Music composition · Deep Learning · Variational Autoencoders
1 Introduction
Deep Learning has become an absolute revolution in art generation. Since the development of recent Deep Learning
techniques, many advances have been published in this knowledge area. Most of them are focused on image generation
[1], but other areas such as text generation have experienced much research [2].
In music analysis, some works have begun to arise in recent years using Deep Learning techniques that allow the
generation of audio. However, the most used methods (Generative Adversarial Networks, GANs, and Linear Shot-Term
Memories, LSTMs), are very complex methods that require a very high training dataset with a long training time [3][4].
Moreover, these models do not give any control to the user about the piece of music generated by the system. A system
that allows the user to change the piece being generated at any time would be desirable.
Other models used for this task are Variational Autoencoders (VAEs) [5]. This model combines an encoder and a
decoder in order to make a transformation from a usually high dimensional space into a lower dimensional space. This
new space is called latent space, and its main feature is that any point from that latent space can be decoded returning
an output with sense. Therefore, any latent vector between two (or more) musical pieces will return a musical piece
with the properties of those mixed. This allows the user to change the values of the latent vector in order to get a similar
musical piece. This feature can make VAEs a powerful technique for music composition, in which the user has more
control and can change at any moment the melody being composed by the system.
VAEs have already been explored as systems for musical analysis [6]; however, its use for composition and prediction
still has to be explored. This paper shows how VAEs can be used for music prediction and therefore for music
composition from a small dataset. In this work, classical music was used for training the system and, as a result, the
system is able to compose melodies with the same style as the dataset used for training. Moreover, and oppositely with
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other systems, VAEs allow the training with a relatively small dataset. We will show that a small number of musical
pieces is enough for the system to learn a particular style of a composer. Results show that the system is able to perform
in unseen data with the same accuracy as with data used in the training process. Therefore, no large datasets are needed
to develop this system and to learn the style of an author.
The application of VAEs is done in a different way: usually, inputs and targets have the same value. In this case,
different values have been used to allow the system to properly train to accomplish the objective of this work.
Also, even VAEs have already been used in the field of music analysis, the main approaches do not use pure VAEs
with dense layers; instead of it, they are usually mixed with other techniques such as Convolutional Neural Networks
(CNNs) [7]. This work presents an approach in which pure VAEs are used to perform classical music composition.
The rest of the paper is organised as follows: Section 2 contains a description of the most relevant works in this area.
Section 3 provides a description of VAEs. Section 4 describes the method used in this work, with the descripction of the
representation of the music in 4.1, the implementation of the VAE in 4.2, and the different metrics used for measuring
the results in 4.3. Section 5 describes the experiments carried out in this work. Finally, sections 6 and 7 describe the
main conclusions of this work and the future works that can be carried out from it.
2 State of the Art
Even music generation is an exciting task, up to date few works have focused on this task. These works use mainly Deep
Learning techniques that allow new ways of signal processing. As new Deep Learning models have been developed,
these models have been applied to music generation.
One of the most used techniques in art generation is Generative Adversarial Networks, which consist of two different
neural networks: generator and discriminator. The generator is used to generate new plausible examples from the
problem domain, while the discriminator is used to classify examples as real or fake. This model has been successfully
applied to image generation [8]. In the field of music generation, there are some works in which it has been applied,
with some modifications to model the temporal structure and the multi-track interdependency of a song [9] [10] [3].
Other works are focused on Long Short-Term Memory (LSTM) networks, which are networks with recurrent connections
broadly used for temporal processing [11]. Simple LSTMs were used for musical transduction [4] to implement a pitch
detection system. In another work, LSTMs were combined with VAEs for music generation [12]. In this work, 2-layer
LSTMs with 1024 neurons per layer were used for the decoder.
Autoencoders (AEs) have also been used as models in the field of music analysis. For instance, they were used to
synthesize musical notes, having as input raw audio instead of pitches[13]. Thus, the focus of this work was not to
generate music compositions but independent raw musical notes.
VAEs have also been used for music-based tasks. For instance, in [6] and [14], VAEs were used for timbre studies. In
this work, the Short-Term Fourier Transform (STFT) in combination with a Discrete Cosine Transform (DCT) and the
Non-Stationary Gabor Transform (NSGT) to preprocess the audio before the application of the VAE. In another work,
Convolutional Neural Networks have been used to extract features. However, its main goal was not to compose music,
but to perform audio-to-MIDI alignment, audio-to-audio alignment, and singing voice separation [7].
In another work, VAEs are combined with LSTMs used as encoders, and recurrent neural networks (RNNs) as decoders
[12]. In a recent publication, VAES were used for sound modeling [15]. This work makes a comparison of different
models, including VAEs, However, this work works with raw audio instead of MIDI files since its objective is to model
sound and not music generation. VAEs have been used also for processing of speech signals with the objective of
making modifications in some attributes of the speakers [16] [17]
3 Variational Autoencoders
Variational Autoencoders arose from the evolution of autoencoders [18] [5] [19]. Both techniques aim to codify a set of
data into a smaller vector, and then reconstructing the original data from this vector. In AEs, the set of data points in the
input space is mapped to an smaller vector, which is a point in a new space with fewer dimensions called latent space.
Usually, Multilayer Perceptrons (MLPs) are used for the codification and decodification tasks. This approach allows
for interesting tasks such as information compression. However, in this latent space other points different than those
obtained from an input do not usually correspond to an output with significance in the original space.
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That is the reason why VAEs try to build a latent space, in which all of the latent vectors corresponding to inputs are
close to each other, and the points in the space between them correspond to outputs that have a significance in the
original space. VAEs allow powerful representations while being a simple and fast learning framework.
The objective of Variational Autoencoders is to find the underlying probability distribution of the data p(x), where x
is a vector in a high dimensional space. In a lower-dimensional space z, a set of latent variables are considered. The
model is defined by the probability distribution
p(x, z) = p(x|z)p(z) (1)
The function p(x|z) represents a probabilistic decoder that models how the generation of observed data x is conditioned
on the latent data z. The function p(z) represents the probability distribution of the latent space and is usually modeled
by a standard Gaussian distribution.
The function p(x|z) can be approximated with a model q(z|x). This model works as an encoder, and, for a specific x,
emits two latent vectors, µ and σ, that represent the mean and standard deviation of the Gaussian probability for that
data.
q(z|x) = N (z; µ˜(x), σ˜2(x)) (2)
The optimization problem consists on minimizing the Kullback-Leibler (KL) divergence between the approximation
and the original density. Using the Bayes’ rule, the expression to minimize is the following:
DKL(q(z|x)||p(z|x)) = Eq(z)[log q(z|x)− log p(x|z)− log p(z) + log p(x)] (3)
As it can be seen, the system is based on two parts: q(z|x) encodes the data into the latent representation, and z p(x|z)
is a decoder, generates data x from a latent vector z. Since p(z) does not depend on q(z), this equation can be rewritten
as the following
log p(x)−DKL(q(z|x)||p(z|x)) = Eq(z)[log p(x|z)]−DKL(q(z|x)||p(z)) (4)
According to Eq.4, the objective can be changed into maximizing the marginal log-likelihood log pθ(x) over a training
dataset of vectors x. This value to maximize is called the evidence lower bound (ELBO) and can be written as:
log p(x) = DKL(q(z|x)||pθ(z|x)) + L(φ, θ,x) (5)
In Eq.5, φ denotes the parameters of the encoder and θ the parameters of the decoder (weights and biases); DKL is the
Kullback-Leibler divergence, non-negative, and L(φ, θ,x) is the variational lower bound. This value is calculated by
the following equation
L(φ, θ,x) = Eq(z|x)[log p(x|z)]−DKL(q(z|x)||p(z)) (6)
First term of Eq.6 represents the average accuracy obtained by the system when using an approximate q instead of p.
The second term represents the error made by using q(z|x) instead of p(z) and allows to regularize the approximation q
to be close to the true distribution.
Many times a β value is introduced in the second term, leading to the β-VAE formulation. This modification can lead to
having better results [5]; however, some works suggest a modification of this parameter through the training process
[19]. This term allows the control of the trade-off between output signal quality and compactness/orthogonality of the
latent coefficients z.
The first term of the previous equation is approximated with the average value of the calculation of log p(x|zl), where
for each data x in the training set zl are samples from the distribution q(z|x). Thus, the calculation of this term becomes
1
L
L∑
l=1
log p(x|zl) (7)
The values zl are taken from the distribution N (µ(x), σ(x)), where µ(x) and σ(x) are the ouputs from the decoder
with x as input.
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4 Model
4.1 Representation
The model proposed in this paper uses a representation of the music with the shape of a binary matrix M with
dimensions nxt, where n is the number of pitches and t is time. In this work, a time step of 100 milliseconds was used.
Therefore, Mij = 1 for those moments j in which a pitch i is being played, and 0 when that pitch is not being played.
In this codification, the velocity (i.e., the volume) of the note events has not been taken into consideration.
This matrix is built from a MIDI file that contains the notes and the duration of each one. From these files, the notes are
read and the matrix M is built. A note with a pitch i that begins in the instant t and has a duration of 100∗d milliseconds
will be situated in row i, and in the columns from t to t+ d. In the case of having two consecutive overlapping notes
with the same pitch, the matrix M will have, on that note, a series of 1s from the beginning of the first note to the end of
the second, with no distinction of being one long note or two different overlapping notes. To make this distinction, the
value of M at the moment previous to the second note is set to 0.
To make the dataset, 14 different compositions of Handel were used. Although it may seem a very low number, one of
the objectives of this work is to show that this system can learn the representation into the latent space with a small
dataset, and the resulting model can learn correctly the style of an author. These compositions were codified into binary
matrices as described before.
4.2 Autoencoder implementation
Once the matrices were obtained, the inputs and targets of the VAE were elaborated. In a traditional approximation, the
inputs and targets of the VAE are the same vectors. However, in this particularly case, a different approach was used.
The inputs were a time window of T seconds of the matrix M , i.e., a set of consecutive columns reshaped as a vector.
An overlapping of T − 1 seconds was used for building different inputs from the same matrix. In this case, the targets
for these inputs were not the same vector. Instead of it, the target for each input was the following input. Since an input
and the following one had a difference of 1 second, T − 1 seconds of the targets correspond to values in the inputs, and
1 second of the targets are new musical notes.
With this approach, we want the VAE not only to learn the dependencies between notes that allow making a representation
in the latent space, but also the dependencies with the next second of music. Therefore, VAE is aimed to solve two
different problems: music recomposition and music prediction. Once T seconds of music are codified into a latent
vector, the decodification of this vector returns the following T notes with overlapping of T − 1 seconds. Therefore,
with this VAE trained, the generation of new musical compositions is very simple. First, T initial seconds of music are
taken. These seconds may be some already existing seconds from any composition or the decodification of any random
vector in the latent space. Then, these seconds are used as inputs to the VAE to generate T seconds in which the first
T − 1 are overlapping. Thus, 1 second of new music is generated. These T seconds can be used again as inputs to
generate a new second, and therefore a loop is built in which it can have as many iterations as seconds are needed.
It is important to bear in mind that this system does not compose songs with a structure. Instead of it, it is able to
complete a composition in those parts in which the music may be missing. If the system is used for this purpose, then
the T initial seconds will be an existing part of the composition, and the system will try to continue this composition in
the same way as Handel would have done.
Moreover, the part given by the system is not unique. Different parts can be returned if the vector is modified in the
latent space. In this sense, this system allows the composition of different melodies.
Since a VAE is used, a loss function has to be given. This loss function was defined in section 3. In this implementation,
sigmoid functions are used in the output layer, and therefore the system returns values between 0 and 1. In order to
build music representation as a boolean matrix as described in section 4.1, a threshold must be used. Experimentation
with different thresholds has to be done in order to find one the returns the best results.
4.3 Performance measures
In order to measure the behaviour of this system, the outputs generated by this system, after the application of the
threshold, must be compared with the targets. Since both outputs and targets are boolean values, this comparison can be
done by means of Accuracy (ACC), Sensitivity (SEN ) and Predictive Positive Value (V PP ).
These values can be calculated from a confusion matrix. This matrix is built from 4 values:
• True Positives (TP ) is the number of pitches and time steps correctly played.
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Figure 1: F1 score and accuracy for each configuration
• False Positives (FP ) is the number of pitches played in a time step in which there should be silence.
• True Negatives (TN) is the number of pitches and time steps in which no notes are played and there should be
silence.
• False Negatives (FN ) is the number of pitches and time steps in which no notes are played but there should be
played.
From these values, ACC, SEN and V PP can be calculated with the following equations [20]:
ACC =
TP + FP
TP + FP + TN + FN
(8)
SEN =
TP
TP + FN
(9)
V PP =
TP
TP + FP
(10)
Accuracy (ACC) represents the ability of the model to play values adequately. Sensitivity (SEN ) represents the ability
to play the true notes, even some additional notes might be played. Predictive Positive Value (PPV ) is the probability
of the system that the notes played correspond to true notes, even if some true notes are left to be played.
Since SEN and PPV are important measures, a good trade-off between SEN and PPV is needed. These values, as
well as ACC, highly depend on the threshold chosen. A low value on the threshold leads to having a high number of
notes played, even if many of them do not correspond to the original piece. A high value of the threshold corresponds
to having a low number of notes, but with a high probability that they belong to the original piece.
Many times, these two measures (SEN ,PPV ) are summarized in a single metric called F1− score. This metric is
with the harmonic mean of SEN and PPV metrics and it is usually better than accuracy on imbalanced binary data, as
is the case of this dataset [21].
5 Experiments
In order to develop the system described in section 4.2, different experiments were carried out to set the values of the
different parameters.
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Figure 2: Sensitivity, V PP and F1-score for the different threshold in the selected configuration
As it was already said, the system tries to predict 1 second of music from T − 1 seconds of music. Therefore, this value
of T is an important parameter. Low values doe not give enough information to predict the music. On the other hand,
too large values may give too much information and make the training process too slow, and overfit to the training set.
The experimentation was performed with values of T = 2 to T = 10 seconds. Additionally, a value of T = 1 was also
chosen, in order to make predictions of 0.5 seconds instead of 1 second.
With respect to the architecture of the network, in all of the cases, the decoder was a MLP with one hidden layer and the
decoder had the same architecture. An important parameter is the number of neurons in the hidden layers. Experiments
with 500 and 750 neurons were performed.
Another important parameter was the dimension of the latent space. In this sense, values of 100 and 200 were chosen
for this parameter. Finally, a value of β = 0.5 was used in these experiments.
The dataset was divided leaving the 20% of the data for the test. This 20% for the test was chosen to be in compositions
different from the training set.
The system was trained with all of the parameter configurations described. For each configuration, different thresholds
were used in order to select the best threshold and configurations. Figure 1 shows the results obtained for each
configuration. The figures on the left show the F1-scores and accuracies obtained with the best threshold for each
configuration on the training set. The figures on the right show the F1-scores and accuracies obtained on the test set
with the thresholds given by the left figures. As it can be seen, accuracies and F1-scores are very high on both training
and test sets. From this figure, a configuration with a window size of 9 seg, 750 hidden neurons and a latent dimension
of 200 was chosen since it returned the best results on the training dataset.
Figure 2 shows the results obtained with a different threshold for this configuration. This figure shows Sensitivity, PPV
and F1-score on training and test sets. As can be seen, low threshold values lead to having high sensitivity and low
PPV . On the other side, a high threshold leads to having low sensitivity and high PPV . Therefore, a trade-off between
these two values is needed. For this reason, F1-score was used. As a result, the value with the highest F1− score in
the training set was used as a threshold, being this value 0.41. The right plot shows the sensitivity, PPV and F1-score
for the test set.
As these figures show, the test results are very close to the training results, even when having a small dataset, and very
low overfitting is observed in these graphs. This leads to the conclusion that the system has learned the features from a
small set of compositions from this author, and the representation of this pieces is robust and can be applied to new
compositions from the same author.
However, in this work, the application of VAEs is performed not only to codify and reconstruct a part of a composition,
but also to predict the next second of the composition. Therefore, it can be seen that two different problems are studied
here: reconstruction and prediction. Figure 3 shows the F1 scores and accuracies obtained for the selected configuration
and threshold value, measured separately for the 8 seconds reconstruction and the 1-second prediction. As was expected,
the F1 score and accuracy of the prediction are lower than those of the reconstruction. However, it is slightly lower,
with a small difference. This figure shows training results on the left and test results on the right. Therefore, the system
shows a better behaviour when making a prediction of a musical part from this author.
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Figure 3: Comparison of the results in the reconstruction and prediction problems
According to the results shown in Figure 3, the prediction of music is very accurate to the real music. In this sense, it
is interesting to see if this prediction is better or worse as the prediction time is further from the last known moment.
Figure 4 shows the F1 score and accuracies obtained for the different moments in the one-second prediction. As a
timestep of 100 milliseconds was used, this figure only has 10 values n the x-axis. As it can be seen in this figure, F1
score and accuracy seem not to be influenced by the moment of the prediction until it reaches the one second limit. At
this moment, the prediction drops.
6 Conclusions
This work shows the possibility of using VAEs for music analysis to solve two different problems: music codification
and reconstruction, and music prediction. Two different metrics have been used, and, as the results show, both problems
have been successfully solved since the results are very high in both metrics. As could be imagined, the prediction
problem shows worse results than the reconstruction problem. However, these results are only slightly worse. This
means that the learned features can make accurate predictions.
Therefore, it can be concluded that the features learned from the VAE correctly represent the style of the author.
Moreover, this system was developed so that the decodification of the features corresponding to a specific piece leads
to having the following piece of music. As this next piece of music can be codified and decodified into the following
and so on, a composition can be represented in the latent space as a trajectory between different vectors in this space.
Further analysis of these trajectories can give new insights about the composition and style of different authors.
The development with a small dataset is one of the most prominent features of this work. Although this could be
considered as a big drawback for the training of the VAE, test results are comparable to training results. Therefore,
the systems behave correctly with unseen pieces of music, returning their features in the latent space, and giving a
prediction of the following second.
7 Future Works
From the work presented in this paper, different directions can be taken. First, in the modeling of the audio, the velocity
(volume) has not been taken into account. A new model could be developed in which the output of each neuron, a real
value between 0 and 1, can be interpreted as the volume of that pith in that specific moment.
As was already explained in section 6, a musical composition can be represented as a trajectory in the latent space. This
system could be trained with compositions from different authors. When high enough accuracies were obtained in both
7
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Figure 4: Results in prediction on different moments
training and test sets, these trajectories could be analyzed in order to discover the differences between authors. This
could be mixed with a clustering technique to discover interesting patterns in music composition.
Finally, as shown in section 5, the prediction seems to drop when it is getting to 1 second. Further studies should be
carried out in order to find out if this prediction can be improved with bigger network architecture.
References
[1] Lantao Yu, Weinan Zhang, Jun Wang, and Yong Yu. SeqGAN: Sequence Generative Adversarial Nets with Policy
Gradient. arXiv e-prints, page arXiv:1609.05473, Sep 2016.
[2] Sean Welleck, Kianté Brantley, III Daumé, Hal, and Kyunghyun Cho. Non-Monotonic Sequential Text Generation.
arXiv e-prints, page arXiv:1902.02192, Feb 2019.
[3] Yi-Hsuan Yang Hao-Wen Dong. Convolutional generative adversarial networks with binary neurons for polyphonic
music generation. arXiv preprint arXiv:/1804.09399, 2018.
[4] A. Ycart and E. Benetos. Polyphonic music sequence transduction with meter-constrained lstm networks. In 2018
IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), pages 386–390, April
2018.
[5] Irina Higgins, Loïc Matthey, Arka Pal, Christopher Burgess, Xavier Glorot, Matthew Botvinick, Shakir Mohamed,
and Alexander Lerchner. beta-vae: Learning basic visual concepts with a constrained variational framework. In
ICLR, 2017.
[6] Philippe Esling, Axel Chemla-Romeu-Santos, and Adrien Bitton. Generative timbre spaces with variational
audio synthesis. In Proceedings of the 21st International Conference on Digital Audio Effects (DAFx-18), Aveiro,
Portugal, September 4–8, 2018, 05 2018.
[7] Yin-Jyun Luo and Li Su. Learning Domain-Adaptive Latent Representations of Music Signals Using Variational
Autoencoders. In Proceedings of the 19th International Society for Music Information Retrieval Conference,
pages 653–660, Paris, France, September 2018. ISMIR.
[8] Mehdi Mirza Bing Xu David Warde-Farley Sherjil Ozair Aaron Courville Yoshua Bengio Ian J. Goodfellow, Jean
Pouget-Abadie. Generative adversarial networks. arXiv preprint arXiv:/1406.2661, 2014.
[9] Li-Chia Yang Yi-Hsuan Yang Hao-Wen Dong, Wen-Yi Hsiao. Musegan: Multi-track sequential generative
adversarial networks for symbolic music generation and accompaniment. arXiv preprint arXiv:/1709.06298, 2017.
[10] Yi-Hsuan Yang Li-Chia Yang, Szu-Yu Chou. Midinet: A convolutional generative adversarial network for
symbolic-domain music generation. arXiv preprint arXiv:/1703.10847, 2017.
8
A PREPRINT - JUNE 25, 2019
[11] D Epartement D’informatique, Ese N, Pr Esent, Ee Au, Felix Gers, Prof R. Hersch, Pr Esident, and Prof
Paolo Frasconi. Long short-term memory in recurrent neural networks, 05 2001.
[12] Adam Roberts, Jesse Engel, Colin Raffel, Curtis Hawthorne, and Douglas Eck. A Hierarchical Latent Vector
Model for Learning Long-Term Structure in Music. arXiv e-prints, page arXiv:1803.05428, Mar 2018.
[13] Jesse Engel, Cinjon Resnick, Adam Roberts, Sander Dieleman, Douglas Eck, Karen Simonyan, and Moham-
mad Norouzi. Neural Audio Synthesis of Musical Notes with WaveNet Autoencoders. arXiv e-prints, page
arXiv:1704.01279, Apr 2017.
[14] Philippe Esling, Axel Chemla–Romeu-Santos, and Adrien Bitton. Generative timbre spaces: regularizing
variational auto-encoders with perceptual metrics. arXiv e-prints, page arXiv:1805.08501, May 2018.
[15] Fanny Roche, Thomas Hueber, Samuel Limier, and Laurent Girin. Autoencoders for music sound modeling: a
comparison of linear, shallow, deep, recurrent and variational models. arXiv e-prints, page arXiv:1806.04096, Jun
2018.
[16] Merlijn Blaauw and J. Bonada. Modeling and transforming speech using variational autoencoders. In Interspeech,
San Francisco, USA, 13/09/2016 2016.
[17] Wei-Ning Hsu, Yu Zhang, and James Glass. Learning Latent Representations for Speech Generation and
Transformation. arXiv e-prints, page arXiv:1704.04222, Apr 2017.
[18] Diederik P Kingma and Max Welling. Auto-Encoding Variational Bayes. arXiv e-prints, page arXiv:1312.6114,
Dec 2013.
[19] Casper Kaae Sønderby, Tapani Raiko, Lars Maaløe, Søren Kaae Sønderby, and Ole Winther. How to train deep
variational autoencoders and probabilistic ladder networks. 02 2016.
[20] Tom Fawcett. An introduction to roc analysis. Pattern Recognition Letters, 27(8):861 – 874, 2006. ROC Analysis
in Pattern Recognition.
[21] Trevor Hastie, Robert Tibshirani, and Jerome Friedman. The elements of statistical learning: data mining,
inference and prediction. Springer, 2 edition, 2009.
9
