The identification of reduced-form VAR model had been the subject of numerous debates in the literature. Different sets of identifying assumptions can lead to very different conclusions in the policy debate. This paper proposes a theoretical consistent identification strategy using restrictions implied by a DSGE model. Monte Carlo simulations suggest the proposed identification strategy is successful in recovering the true structural shocks from the data. In the face of misspecified model restrictions, the data tend to push the identified VAR responses away from the misspecified model and closer to the true data generating process.
Introduction
Since the pioneer work of Sims (1980) , Vector Autoregressive (VAR) models have been used extensively by applied researchers, forecasters and policy makers to address a range of economic issues.
Although VAR models have been very successful in capturing the dynamic properties of macroeconomic time series data, the decomposition of these statistical relationships back into coherent economic stories is still under large debate. The key source of disagreement arises from the difficulty of identifying structural disturbances from a set of reduced-form residuals. The sampling information in the data is not sufficient and several assumptions are needed in order to recover the mapping between the structural and the reduced-from errors. 1 However, the outcomes of the VAR analysis depend crucially on these assumptions and the various competing identification restrictions can not be easily tested against the data.
The literature have proposed a number of different exact-identification strategies. First and the most popular, is the Choleski short-run restriction on the VAR's reduced-form covariance matrix.
Under the Choleski scheme, the ordering of the variables is particular important for the structural economic interpretation of the VAR (see, Lutkepohl, 1993; Hamilton, 1994) . Furthermore, as Canova (2005) explains, the Choleski decomposition implies "zero-type" restrictions that are rarely consistent with Dynamic Stochastic General Equilibrium (DSGE) models. A similar procedure introduced by Blanchard and Quah (1989) aim to identify the structural shocks by imposing long-run relationships that are consistent with economic theory. However, a number of studies such as Chari et al. (2005) , Christiano et al. (2006) , Erceg et al. (2005) and Ravenna (2007) have concluded that long-run restrictions are inadequate in recovering the true structural disturbances. The main reason being that it is difficult to obtain an accurate estimate of the long-run impacts due to the truncation bias in estimating VAR models. Therefore, imposing long-run restrictions based on these bias estimates can lead to mis-leading conclusions.
More recently, Faust (1998) , Canova and De Nicolo (2002) and Uhlig (2005) propose an identification scheme that imposes "sign" or "qualitative" restrictions on the structural responses. The strategy recognizes there are infinite number of observationally equivalent mappings between the structural and the reduced-from errors, and the idea of the sign restriction is to select a subset of 1 The discussions here focus on exact VAR identification.
these mappings that are consistent with certain qualitative features. An attractive feature of this procedure is that it makes VAR and DSGE models more comparable relative to other identification strategies. Researchers can then use qualitative information in the form of sign restrictions implied by DSGE models to help identify structural VAR shocks, for example Peersman and Straub (2005) and Liu (2008) use this approach. Although attractive to applied researchers, as it was highlighted by Uhlig (2005) and explicitly illustrated by Fry and Pagan (2007) , this type of identification scheme fails to deliver an unique identification mapping. There can be a range of impulse responses that are consistent with the sign restrictions, this leads to large uncertainty around the model's estimates (see, Paustian, 2006) and makes policy inference less informative. Uhlig (2005) also discussed an alternative procedure using the "penalty-function" approach.
The idea is to find a set of orthogonal shocks that minimize some specific penalty function. This is certainly a less agnostic approach relative to the pure sign restriction method, nevertheless, the procedure produces an unique set of structural shocks and therefore reducing the degree of uncertainty related to the identification procedure. However, the choice of the penalty function remains arbitrary and difficult to motivate from an economic perspective. This paper proposes an identification strategy that extends Uhlig's (2005) penalty function approach to a more formal setting. In particular, we construct a penalty function that is based on quantitative restrictions implied by a DSGE model. To assess the usefulness of the proposed identification strategy, we present a series of Monte Carlo experiments to investigate: 1) the ability of the algorithm to recovering the true set of structural shocks; 2) the source of bias in the identified VAR responses relative to the true data generating process; and 3) how the proposed identification performs in the face of using restrictions from a misspecified model. We also presents an application of a seven variable VAR model estimated on US data and the structural shocks are identified using restrictions from a medium-scale DSGE model by Smets and Wouters (2007) .
There are several advantages in adopting this approach. First, this helps to bring the traditional statistical VAR analysis closer to the approach of using DSGE models for quantitative policy analysis. Second, despite placing more restrictions on the behaviour of the VAR, the proposed method does not change the empirical fit of the VAR model. Rather, it simply selects an unique identification mapping from the infinite number of observationally equivalent mappings. Third, the identified VAR can be use as a cross check against the structural model's dynamic behaviour.
A number of interesting results that emerge from the analysis. First by using the correct model restrictions, the identification procedure is successful in recovering the initial impact of the shocks from the data. We identify two sources of bias relating to the difference between the VAR and the true response at longer horizons. One is related to the small sample bias, while the second part is due to the truncation bias that arises from using a finite-ordered VAR to approximate a vector autoregression moving (VARMA) process. When a large sample is used, the truncation bias remains the dominant source of bias. Second, despite using restrictions implied by misspecified models, the data tends to push the VAR responses away from the misspecified model and closer to the true data generating process. Third, the proposed identification strategy systematically gives smaller bias compared with other identification schemes such as the Choleski decomposition and pure sign restrictions.
The paper is organized as follows. Section (2) outlines the methodology of the proposed identification strategy. Section (3) briefly describes the Monte Carlo experiments and outlines the medium-scale DSGE model used for the data generating process. Section (??) reports the results from the Monte Carlo experiments. Section (??) presents an application of the proposed identification strategy using a seven variable VAR model estimated on US data. Section (??) contains concluding remarks and directions for future research.
Methodology

A review of the identification problem
The ability of using VAR models to address key macroeconomic policy questions crucially depends on the way in which the reduced-form VAR residuals are identified. Even though several procedures have been proposed in the literature, shock identification remains a highly controversial issue. To illustrate the identification problem, consider the following stylized structural model: 2
where Y t is a (n × 1) vector of endogenous variables, A 0 is a (n × n ) matrix of coefficients,
is a h th order lag polynomial and E(η t η t ) = I gives the variance-covariance matrix of the structural innovations. Equation (1) is the structural model and equation (2) is the corresponding reduced-form representation. The key parameters of interest are A 0 and A(L).
However, the sampling information in the data is not sufficient to identify both A 0 and A(L)
separately without further identifying restrictions. There is an infinite set of different values for A 0 and A(L) which all imply exactly the same probability distribution for the observed data. To see this, premultiplying the model in (1) by a full rank matrix Q, which leads to a new model:
The reduced-form representation of the two models in equations (2) and (4) are exactly the same.
This implies that both models in (1) and (3) are observationally equivalent. Without additional assumptions, or so-called identifying restrictions, no conclusions regarding the structural behaviour of the "true" model can be drawn from the data.
As explained by Canova (2005, Chapter 4) , popular identification schemes such as the Choleski decomposition and long-run restrictions impose "zero-type" restrictions that cannot be easily justified by a large class of DSGE models. In particular, DSGE models hardly display the type of recrusive structures that are typically assumed by Choleski or long-run identification schemes. This raises the question whether these identification schemes are the appropriate choices in relation to the economic theory.
The identification scheme proposed by Faust (1998), Canova and De Nicolo (2002) 
The mapping between DSGE and VAR model
To see the links between structural and reduced-form VAR models, it is useful to explore the mapping between two. To be more specific, we are going to consider the class of DSGE model which are usually based on agent's optimization behaviour and rational expectation formation.
Generally, the solution of a linearized DSGE model can be summarized by the following state space representation: 3
where X t is an n × 1 vector of state variables, Y t is an m × 1 vector of variables observed by an econometrician, and η t represents an k × 1 vector of economic shocks such that E(η t ) = 0 and E(η t η t ) = I. 4 The matrices A(θ), B(θ) and Γ(θ) are functions of the underlying structural parameters of the DSGE model. Equation (6) is usually referred to as the state equation (or policy function) that describes the evolution of the underlying economy, and equation (5) is the observation equation that relates the state of the economy with the set of observable variables. For notational convenience, we will drop the indication that the matrices A, B and Γ are functions of the structural parameters θ.
From the work of Fernndez-Villaverde et al. (2007) , Christiano et al. (2006) and Ravenna (2007) , the state space representation of the DSGE model described by equations (5) and (6) has an infinite order VAR process representation, VAR(∞), if and only if the eigenvalues of the following matrix
are less than one in absolute terms and the number of the shocks coincides with the number of observed variables, i.e.: m = k. This is known as the "Poor's Man invertibity condition"or simply the "invertibility condition" (see, Fernndez-Villaverde et al., 2007) . If this condition holds, the set of observable variables Y t can be written as a VAR(∞) such that
where
On the other hand, a reduced form VAR(h) model can be estimated on a set of stationary macroeconomic time series Y t to provide a summary of its statistical properties
where v t is normally distributed with zero mean and variance covariance Σ v matrix. Assuming the DSGE model in equation (8) is the true data generating process (DGP) for Y t , the reduced form VAR in equation (9) can provide a reasonably good approximation of the process for Y t as h tends to infinity (h → ∞). In which case, the mapping between the reduced-form and structural shocks can be uniquely defined as (Christiano et al., 2006 , Proposition 1)
It is this unique mapping this paper exploits to help identify reduced form VAR shocks.
DSGE restrictions for structural VARs
In addition to the pure-sign restriction approach, Uhlig (2005) also discusses an alternative procedure using the "penalty-function". The idea behind the procedure is to find a set of orthogonal shocks that minimizes some specific penalty function. However, the choice of the penalty function remains arbitrary and difficult to motivate from an economic perspective. The identification strategy described here essentially extends the "penalty-function" approach to a more formal setting.
In particular, we exploit the mapping between the DSGE and the VAR model as shown earlier to construct the penalty-function. This is attractive because it provides a theoretical consistent way of identifying structural VAR shocks and the identifying assumptions are motivated from restrictions implied by DSGE models. Furthermore, the procedure can help bring together the two distinct approaches to macroeconomic modeling.
Assuming the DSGE model is the true DGP with variance covariance matrix AΓΓ A , Lutkepohl and Poskitt (1991) show that the estimated variance covariance of a VAR(h) model converges to the true variance covariance when the number of lags tend to infinity (h → ∞) as the sample size tends to infinity (T → ∞). The rate which the sample size tends to infinity must be faster than the rate which h 3 tends to infinity, that is
where Σ v is the estimated VAR variance covariance or the reduced-form covariance. In practice, the two key assumptions underlying the above condition undoubtedly breaks down. First, most DSGE models are tools designed to explain certain subset of stylized facts, despite the recent success in improving its empirical performance, misspecification remains a concern (see discussions in Del Negro et al., 2007) . Second, the sample size available and therefore the number of lags that can be be included in the VAR is quite restrictive. Consequently, the estimated VAR variance covariance can be very different to the one implied by the DSGE model.
In the pure-sign restriction case, Σ v is decompose into Σ v =ĈP P Ĉ , whereĈ is the Choleski factor of Σ v and P is an orthogonormal matrix such that P P = I. The matrix P is selected in such a way to the meet researcher's belief regarding the qualitative properties of the impulse responses.
As discussed earlier, the selection of P is non-unique. The propose identification strategy essentially selects an unique matrix P to minimize the "distance" between the contemperaneous response of the VAR and the DSGE model. The procedure can be summarized as
subject to
where · 2 stands for the Eucledian norm, I (sign ij ) is an indicator function for variable i in response to shock j that takes values 0 if the sign restrictions are satisfied and 1 otherwise and δ ij is a positive number. A few remarks are worth noting. The first part of equation (13) resembles Uhlig's (2005) penalty function, here the function is based on restrictions from an optimizing DSGE model. The second part of equation (13) is analogous to the pue-sign restrictions. The parameter δ ij controls for the importance attached to the sign restrictions. 5 The key difference here is that by imposing additional restrictions from a DSGE model, it will ensure an unique identification matrixĈP * for the VAR. The difference between the identified VAR responses relative to the DSGE model will depend on how plausible the restrictions are in the face of the data summarized byÂ(L) h and Σ v .
If these restrictions are deemed far away from the empirical evidence, then the difference can be quite large and vice versa.
Monte Carlo experiments
To evaluate the usefulness of the proposed identification procedure, this section sets out a series of
Monte Carlo experiments to explore the issue.
The model for the data generating process
The model used for the Monte Carlo study is based on the model developed by Smets and Wouters (2007) . 6 This is an estimated medium-scale DSGE model that incorporates various sources of nominal and real frictions to match US post-war business cycle fluctations. In this model, the steady state of the economy follows a deterministic trend according to the rate of labour-augmenting technological progress. Households select consumption and labour efforts to maximise non-separable utility preferences. Agent's consumption behaviour exhibits habit formation and households are assumed to supply differentiated labour services to firms. This gives households monopoly power over wage negotiations and therefore aggregate wages are sticky. In addition, households, who face capital adjustment costs, optimally decide how much capital to rent to firms and how much capital to accumulate.
On the production side, firms mimimize the cost of production by optimally selecting the amount of labour and capital inputs subject to capital utilization costs and the wage rate set by households.
Given demands for its product, firms re-optimize prices infrequently in a Calvo-type fashion. Finally, for wages and prices that are not re-optimized every period are partially indexed to the past inflation.
In the original model, Smets and Wouters assume seven exogenous driving processes or shocks.
These are required in order to match the seven observable variables used in the estimation. Here, we simplify the model to contain only four shocks, namely a government spending shock, a price markup shock, a wage markup shock and a monetary policy shock. 7
The linearised DSGE model
To make the paper self-contained, this subsection briefly discusses some of the key linearized equilibrium conditions of Smets and Wouters's (2007) model. Readers who are interested in the agents' decision problems are recommended to consult the references mentioned above directly. All the variables are expressed as log deviations from their steady-state values, E t denotes expectation formed at time t, '−' denotes the steady state values and all the shocks (η i t ) are assumed to be normally distributed with zero mean and unit standard deviation.
The demand side of the economy consists of consumption (c t ), investment (i t ), capital utilisation (z t ) and government spending ε
which is assumed to be exogenous. The market clearing condition is given by
where y t denotes total output and Table ( ??) provides a full description of the model's parameters.
The consumption Euler equation is given by
where l t is hours worked, r t is the nominal interest rate and π t is the rate of inflation. If the degree of habits is zero (λ = 0), equation (16) 
where i t denotes investment and q t is the real value of existing capital stock (Tobin's Q). The sensitivity of investment to real value of the existing capital stock depends on the parameter ϕ (see, Christiano et al., 2005) . The corresponding arbitrage equation for the value of capital is given by
where r k t = − (k t − l t ) + w t denotes the real rental rate of capital which is negatively related to the capital-labour ratio and positively to the real wage.
On the supply side of the economy, the aggregate production function is define as
where k s t represents capital services which is a linear function of lagged installed capital (k t−1 ) and the degree of capital utilisation, k s t = k t−1 + z t . Capital utilization, on the other hand, is proportional to the real rental rate of capital,
The accumulation process of installed capital is simply described as
Monopolistic competition within the production sector and Calvo-pricing constraints gives the following New-Keynesian Phillips curve for inflation
where µ p t = α (k s t − l t ) − w t is the marginal cost of production and ε
is the price mark-up price shock which is assumed to be an ARMA(1,1) process. Monopolistic competition in the labour market also gives rise to a similar wage New-Keynesian Phillips curve
where µ w t = w t − σ l l t + 1 1−λ (c t − λc t−1 ) is the households' marginal benefit of supplying an extra unit of labour service and the wage mark-up shock ε w t = ρ w ε w t−1 + σ w η w t − µ w σ w η w t−1 is also assumed to be an ARMA(1,1) process.
Finally, the monetary policy maker is assumed to set the nominal interest rate according to the following Taylor-type rule
where y p t is the flexible price level of output and ε r t = ρ r ε r t−1 + σ r η r t is the monetary policy shock. 8
Monte Carlo design
To investigate the properties of the identification strategy described in section (2.3), we set up two
Monte Carlo experiments. First, we investigate the properties of the identified structural VAR using restrictions from the true model specification (we refer to this as the benchmark model M 0 ). Second, we perform the same experiment but using restrictions from a series of misspecified models. In both cases, we simulate 500 samples of the observable vector (output growth, inflation, wage growth and the nominal interest rate), Y t , using the model and parameters described in Section (3.1). 9 We also look at the properties of the VAR using a large sample of data, 100,000 observations.
Experiment one: benchmark model restrictions
For each simulated sample Y i t , i = 1, . . . , 500:
1. Estimate the benchmark model using maximum likelihood estimation (MLE). The likelihood of the model is constructed via the Kalman Filter and maximized using Sim's CSMINWEL algorithm. This gives the contemporaneous impact matrix of the DSGE model (A i Γ i ) as functions of the model's structural parameters (θ i ).
2. Estimate a reduced-form VAR(2) model using ordinary least squares (OLS) and compute the variance covariance matrix (Σ i v ) of the reduced form errors.
3. DecomposeΣ i v into CP P C and find an orthogonormal matrix P * such that it minimizes the loss function in equation (13) . We use Matlab's fmin function to find the minimum. 10 To ensure the minimization algorithm finds the unique global minimum, we repeat the minimization procedure 500 times using different random starting values.
Construct impulse responses from the identified structural VAR (SVAR), CP
* Y i t =Â(L) 2 Y i t + e t .
Experiment two: restrictions from misspecified models
We consider five types of model misspecifications:
9 We generate 10,000 observations for each sample and keep the last 200 for the Monte Carlo experiment. 10 Note, we repeat the minimization procedure 1000 times to ensure we have obtained the global minimum.
• M 1 : Model with no habit formation (h = 0);
• M 2 : Model with no price and wage indexation (i p = i w = 0);
• M 3 : Model with no MA terms for price and wage mark-up Shocks (µ p = µ w = 0);
• M 4 : Model with no habit formation, price and wage indexation (M 1 and M 2 );
• M 5 : Model with no interest rate smoothing term in the Taylor rule (ρ = 0). This is certainly not an exhaustive list of potential misspecifications one can consider, but it does provide a way of evaluating the usefulness of the identification strategy using restrictions from a misspecified model. For each M i , we repeat the same steps as the first experiment with the exception in step 1, the benchmark model is replaced with the misspecified models (M i ).
Results from the Monte Carlo Study
Benchmark model
First we present the results of the Monte Carlo study for the benchmark model specification using 500 samples of 200 observations. Figure (1) plots the median impulse response functions (IRFs) of output growth, short-term interest rate, inflation and the wage growth with respect to a government spending, monetary policy, price-markup and wage-markup shock. 11 The black lines correspond to the responses of the true DGP described in Section (3.1) . The blue lines correspond to the median responses (across 500 samples) of the benchmark model (M 0 ) estimated using MLE. The red lines correspond to the median responses (also across 500 samples) of the SVAR(2) model using the identification strategy described in Section (??).
To compare the estimated responses with the DGP, we compute the bias of the impulse responses from the true DGP as bias T = 100
where Ψ t,i,j is the t'th period's impulse response of the estimated benchmark or VAR model for variable i to shock j,Ψ t,i,j is the DGP equivalent and the bias is calculated as the sum across all the M variables, K shocks up to periods T . The first three columns in Table ( The discrepancy between the estimated benchmark model and its DGP is largely attributed to the small-sample bias in estimating DSGE models. Liu and Theodoridis (2009) investigates the small-sample properties of a similar medium-scale DSGE models in more detail. Essentially, the small-sample bias comes about because of the non-negativity constraints placed on the model's parameters and the non-linear mapping between the structural and reduced form representation of the model. The resultant structural parameter estimates can be highly non-normal in small-samples.
However, the bias disappear when a sufficiently large sample of data is used for the estimation. In the Monte Carlo experiment, we demonstrate with a sample size of 100,000 observations, it is sufficient to eliminate the small sample bias completely. Graphically this can be seen from Figure   ( 2) where the estimated benchmark model's responses and the DGP lie on top of each other exactly.
Bias of the SVAR impulse response functions
As discussed earlier, the bias from the VAR model is greater than the estimated benchmark model.
To provide an economic interpretation for the bias, it is useful to consider a SVAR in a similar form as in equation (1):
, e t and η t are K × 1 vectors of reduced-form innovations and structural innovations. From equation (26), it is clear that the response of Y t to the underlying structural innovation, η t , is influenced both by the reduced form moving average terms, R(L), and by the identifying restrictions placed on A 0 . Erceg et al. (2005) usefully categorize the bias between the SVAR and the true DGP (generated from a DSGE model) into three components:
SVAR bias = R bias + A bias + Truncation bias (27) The first part, the "R-bias" reflects the small-sample error in estimating the reduced form moving average terms, the R(L) coefficients in equation (26) . The second part, referred to, as the "A-bias" reflects the error associated with transforming the reduced form into its structural form by imposing certain identifying restrictions, the A 0 matrix. Lastly, the "truncation bias" that arises because a finite-ordered VAR (h < ∞) is chosen to approximate the true dynamics implied by the model. King et al. (1988) are among the first to recognize that DSGE models imply a vector autoregression moving average (VARMA) representation and Cooley and Dwyer (1998) emphasized this is the case for most popular DSGE models. The solution of Smets and Wouters's (2007) model can be shown to have similar VARMA representation. More recently, Kapetanios et al. (2007) document that the truncation bias from medium-to large-scale models can be very large.
It is important to recognize that the three types of biases are not necessary independent of each other, they can interact and exacerbate the overall bias of the SVAR responses. For example, using a fixed sample size, a larger truncation bias can increase the R-bias related to the estimation of the reduced form coefficients. Similarly, for a fixed set of identifying assumptions, the imprecision in estimating R(L) can exacerbate the A-bias associated with the identification of the structural shocks.
To investigate the relative importance of the biases for our SVAR model, we re-estimate the same VAR(2) model using 100,000 observations and the identifying restrictions come from estimating the benchmark model using the same data set. The results from this experiment are plotted along side of the benchmark model's responses in Figure ( 2) (red line). 12 To help comparison, we also reproduced the small-sample SVAR responses in the same figure (magenta line). The numerical calculations are summarized in the seventh column in Table (1) .
By using the correct model restrictions (the estimated benchmark model now coincides with the DGP), the proposed identification strategy is able to recover the true impact matrix (A 0 ). This can be shown in Table ( 1) where the bias of the SVAR's first period responses are very close to zero.
Furthermore, the biases (at various horizons) are also smaller relative to the small-sample estimates.
Although using a large dataset helped eliminate the identification error (A-bias) and reduced the small-sample error in estimating the reduced form coefficients (R-bias), large differences still exists at longer horizons.
In contrast to Erceg et al.'s (2005) findings, we find the truncation bias plays a dominant role in explaining the difference between the VAR and the DSGE model's responses. Figure ( 3) plots the bias of the SVAR model in terms of the number of lags and the horizons for the impulse responses. To compute the bias, we re-estimate the VAR using different lag lengths based on 100,000 observations and the identification matrix is computed as before. As one might expect, for a fix number of lags the bias is larger at longer horizons (see explanations in Ravenna, 2007) . On the other hand, the bias is a monotonic decreasing function with the number of lags. It is interesting to note that the bias decreases in a non-linear fashion. Moving from one to four lags, the bias decreases by 35%, whereas the simulation results indicate even after 50 lags, the bias remains around 15% of the VAR(1) model. This is inline with the evidences provided by Kapetanios et al. (2007) that in order to approximate a medium-to large-scale DSGE model, one would require a significant large number of lags for the VAR.
The speed in which the truncation bias decreases with the number of lags will depend on the model's specification and parameters. More specifically, Fernandez-Villaverde et al. (2007) point out that the closer the largest (absolute value) eigen-value of the matrix M in equation (7) is to one, the more lags are needed in order to approximate the true DGP. In our case, the largest eigen-value of the matrix M is indeed quite very close to one and therefore it is not surprising that a large order VAR is needed to approximate the dynamics of the model. 13
Proposed identification versus existing strategies
To compare the proposed identification with existing identification strategies, Figure ( 1) also includes the responses of the VAR model identified using the Choleski decomposition (green line) and sign restrictions (light blue line) implied by the model. 14 In all cases, the Choleski and sign restriction identification schemes produced impulse responses that are much further away from the DGP.
The standard "price puzzle", for example, is evident in the Choleski scheme and experiments with different recursive ordering structure produced similar results. It is interesting to note that even though the sign restrictions deliver the right signs by construction, it consistently over estimates the impact of the shock.
The summary statistics in Table ( 1) revealed similar conclusions. 15 The size of the bias using the Choleski scheme is 8-11 times larger than the proposed identification strategy at shorter horizons and the sign restriction scheme is 31-48 times larger. At longer horizons, the truncation bias dominates and the relative differences are much smaller.
VAR identification using misspecified models
The Monte Carlo results presented in the previous section assume the identifying restrictions come from the estimated true model. A natural question to ask is how the proposed identification scheme will perform in the face of model misspecification, this subsection investigates the issue in more detail. We repeat the same Monte Carlo experiments as before, the key difference being that the restrictions will come from a misspecified model as listed in section 3.2. This is certainly not an exhaustive list of potential misspecifications one can consider, but it does provide a way of evaluating 13 We also experimented with a simple three-equation New Keynesian model where the eigen-value of the matrix M is much smaller, in which case a VAR(2) together with the proposed identification strategy provides an excellent match with the DGP's impulse responses. These results are available on request. 14 For the Choleski decomposition, the variables are ordered as output, inflation, wage growth and short-term interest rate.
15 The fourth column in Table (1) shows the ratio of the total bias between Choleski VAR relative to the VAR using DSGE restrictions. Similarly, the fifth column reports the same ratio for the VAR using sign restrictions. the usefulness of the identification scheme when restrictions are derived from misspecified models.
The aim here is to compare the SVAR results against the misspecified model rather than exploring the importance of the misspecification on the model's properties. Table ( 2) displays the bias of the impulse responses across different horizons for the estimated misspecified model and the SVAR. 16 The model with no interest rate smoothing term in the Taylor rule (M 5 ) appears to give the largest bias. Since the VAR identification depends on the restrictions implied by the misspecified model, the bias for the SVAR model is also the largest for M 5 . At shorter horizons (one and two quarters), the bias for the SVAR models is smaller than that of the misspecified models. 17 This is an interesting result, even though the identification bias (A-bias) might be larger because of restrictions from a misspecified model, the data tend to push the SVAR responses closer to the true DGP. Therefore, information from the data are useful in correcting some the bias from using misspecified model restrictions.
At longer horizons, the truncation bias (as discussed earlier) dominates and the bias of the SVAR is around two times that of the misspecified model. It is interesting to note that once we take into account the truncation bias (proxied by the benchmark model), the bias of the SVAR model is comparable with that from the misspecified model.
The results from this experiment shows that despite misspecifications in the DSGE models, the restrictions implied by the model are still useful in identifying the SVAR shocks. The resultant dynamic properties of the SVAR is comparable with the misspecified model.
Application: seven-variable SVAR model for the US
To demonstrate how the proposed identification scheme can be applied in practice, we estimate a seven-variable using US data from 1966Q1 to 2004Q4. The dataset is taken from Smets and Wouters' (2007) paper which includes: the log difference of real GDP, real consumption, real investment and the real wage, log hours worked, the log difference of the GDP deflator and the federal funds rate.
Although Smets and Wouters (2007) compare the estimated DSGE model's forecast performance with a reduced-form VAR, they did not present any comparisons between the DSGE model's impulse 16 The bias for the benchmark model is also included in Table ( 2) for relative comparison. 17 With the exception of model M5 where the bias between the misspecified model and the VAR are fairly similar.
response functions with a VAR model. This partly reflects the difficult in finding the appropriate set of identifying restrictions for the VAR. From that perspective, our identification scheme is a natural candidate for this analysis. One can view this as a diagnostic tool for analyzing the dynamic behaviour of the estimated DSGE model.
We follow the same procedure as set out earlier in Section (2.3) and the restrictions are based on Smets and Wouters' (2007) original model with all seven shocks. 18 First, we estimate the VAR using simple OLS regression to obtain the reduced form variance covariance matrix (Σ v ). Next, we find an othorgonal matrix P * that minimized the distance in the first period response between the DSGE and the SVAR model. The DSGE model's response is based on the parameter estimates obtained by Smets and Wouters (2007) as listed in Table (??) .
In Figures (4) and (5), we present the impulse response functions for two of the most frequently analyzed shocks: an unexpected productivity shock and an monetary policy shock. The blue line corresponds to Smets and Wouters (2007) estimated model and the red line correspond to the response of the SVAR model. It is important to point out that the responses of all variables have the same sign across the two models. However, some interesting differences in terms of the magnitudes and adjustment paths to the shocks do occur. For the productivity shock, the SVAR model tends to suggest a smaller effect on hours worked, the interest rate and inflation. The impact on consumption and real wages is slightly higher but less persistent. For the monetary policy shock, the SVAR model gives a larger but more tempoary response for inflation and wages. On the other hand, the SVAR displays much more persistent behaviour for hours worked and the interest rate compared with the DSGE model.
Conclusion
Issues relating to the identification of VAR models have been subject to numerous debates in the literature. The key source of disagreement arises from finding a set of appropriate identifying assumptions to disantangle the reduced-form residuals back into structural disturbances. The sampling information in the data is often not sufficient to distiguish between these different sets of assumptions. This paper proposes an identification strategy that extends Uhlig's (2005) penalty function approach to a more formal setting. In particular, we construct a penalty function that is based on quantitative restrictions implied by a DSGE model. We present a series of Monte Carlo experiments to assess the usefulness of the proposed identification strategy. We also present an application using a seven-variable VAR model estimated on US data and compare this with the results obtained from a medium-scale DSGE model by Smets and Wouters (2007) .
A number of interesting results emerge from the analysis. First by using the correct model restrictions, the identification procedure is successful in recovering the initial impact of the shocks from the data. We identify two sources of bias relating to the difference between the SVAR and the true response at longer horizons. One is related to the small sample bias, while the second part is due to the truncation bias that arises from using a finite-order VAR to approximate a VARMA process.
When a large sample is used, the truncation bias remains the dominant source of bias. Second, despite using restrictions implied by a misspecified model, the data tend to push the VAR responses away from the misspecified model and closer to the true DGP. Third, the proposed identification strategy systematically gives smaller bias compared with other identification schemes such as the Choleski decomposition and pure sign restrictions.
The identification procedure proposed here only deals with VAR models with small number of variables, increasingly the empirical literature emphasizes the importance of estimating statistical models based on large information set. For example, the large Bayesian VAR model put forward by Banbura et al. (forthcoming) and factor augmented VAR model by Bernanke et al. (2005) . Future research could therefore be directed towards exploiting information contained in DSGE model to help identify VAR models with large number of variables. 2. The small sample estimates are computed by taking the median of the 500 samples and the large sample estimates are computed using 100,000 observations.
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2.
The ratio measure is simply the bias of the estimated DSGE model relative to that of the SVAR model. 
