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The input x is a German sentence and output y is a candidate English translation. If a









t(xi |y0i)d(starti − endi − 1), where t(xi |y
0
i) is the phrase translation
model and d(starti − endi − 1)is the distortion model. It can be seen that in this case
only three features are used ( p(y0), t(xi |y0i), d), since the joint probability has to be prop­
erly decomposed. However if we shift to a discriminative model, a log­linear model can
be used to represent p(x|y0) ∝ exp{θ1t(x|y0) + θ2d(start, end) + θ3p(y0)}, and we may
add other arbitrary features to the model. Now the learning problem becomes finding a set
























In order to predict an output y given an input x, we need to first build a parameterized
model that captures the relationship between x and y, for example the conditional distri­













can be any function y = f (x) that sets up a map between x and y. For example, a simple case is to use a












the training objective. On top of the loss function itself, regularization terms (say l1 or l2
norm of the parameter vector) are often added to the objective.
3. Parameter estimation:















input x ∈ X , where X is the input domain of a task, a decoder GEN(x) : X → Y
generates a set of candidate outputs in the output domain Y based on the current model.




f (x, ŷ; θ) (1.1)
incur as little loss as possible, according to some task­specific quality measure. A typical
scoring function has linear formf (x, y; θ) = θT Φ(x, y), where Φ(x, y) ∈ Rd is the feature















Figure 1.1: An example of discriminative training: In this MT pipeline, given an input








































input xt at time t, the current model makes a prediction y0according to Eq. 1.1. Whenever
the prediction is incorrect ( y0 6= yt, where yt ∈ GEN(xt) is the oracle label for xt), the
algorithm updates the parameters in the following way:
θt+1 = θt + λ (Φ(xt, yt) − Φ(xt, y0))
where λ is the learning rate.
It can be shown that when the data is separable, namely there exists a θ∗ and δ > 0
such that θ∗T Φ(xt, yt) ≥ θ∗




where R = max
i,y0∈GEN(x t )

















s.t. `(θ, (xt, yt)) ≤ ξ, ξ ≥ 0
where `(θ, (xt, yt)) , θ · Φ(x t, y0) − θ · Φ(xt, yt) is named the structured hinge­loss,
in which y0 = argmax
y∈GEN(x t )




θt+1 = θt + λt∆Φ t,with
λt = min C,




























where kθkis an arbitrary weight vector in Rd, t̀(θ)be the maximum loss at round t given













s.t. ∀t : `(θ, (xt, yt)) ≤ ξt, ξt ≥ 0
10
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along each dimension θi , i = 1, . . . , dof the parameter space in turn while keeping other
parameters θj , j 6= ifixed. At each search point θi = θ̃i , the model makes corresponding
predictions y01, . . . , y
0
N for all inputsx1, . . . , xN based on the parameters[θ1, . . . ,̃θi, . . . , θd].
The best search point θ∗i is the one whose corresponding predictions suffer from the least






























































Figure 1.2: Summary of contributions: 1) Propose a General Multiplicative Update
































loss t̀ , ` θt (xt, yt) 1 if the prediction is incorrect. The learner then updates its knowledge
based on the loss information, with the hope of making better predictions in future rounds






Therefore in statistical learning theory, a model is learned via minimizing an empirical
1Note that the loss functional form may change over time, and the actual loss is also controlled by the









the constantly changing world. That is to say, the samples (xt+1, yt+1) observed at round
t + 1can be generated from a totally different distribution than that of round t. In fact, the
nature can even be adversarial: whatever that has been learned at roundt may no longer be






















t̀(θ) is the loss suffered by a predictor with parametersθt at round t (note that the function
t̀ may change with t). It can be seen that the regret measures how “sorry” the learner is, in
retrospect, for not having followed the optimal predictor in hindsight. A properly designed


























































`(θt) − `(θ∗) ≤
RT
T
where ` is the fixed objective, θ̄T = 1T
TP
t=1

































θ̃t+1 = θ t − λt∂ t̀ (2.1)
θt+1 = Π Ω(θ̃t+1)
where ∂ t̀ , ∂` t(θt) is the subgradient of t̀ evaluated2 at θt and we use this notation
throughout this thesis unless otherwise specified. Ω is a convex feasible set, andΠΩ stands
for projection onto the set Ω.
For this algorithm, we have the following regret analysis. Let G be the Lipschitz con­













When t̀(θ) is in addition α­strongly convex, by setting λt = 1αt , the regret bound can be
2Strictly speaking, the subgradient ∂f (w) of a convex function f at point w is the set of vectors z
satisfying f(u) ≥ f(w) + hu − w, zi, ∀uin domain. Here we use the notation ∂f (w) to represent a single
















function t̀(θ) = (yt − xTt θ)
























































Although the problem setting of FTRL is simple, it is not always the case that θt+1 can
be efficiently computed. However, when the convex loss function t̀ is approximated via





































θt+1 = Π Ω(θ̃t+1),
where DG is the Bregman divergence (see Appendix C), and the update step (Eq.2.2) can
be derived as





linearized loss function, that is using the first­order approximation ˜̀t(θ) = t̀(θt) + hθ −







( t̀(θt) − t̀(θ∗)) ≤
TX
t=1













where G∗ is the convex conjugate of G. When the convex function G is α­strongly convex














1. Choose G(x) = 12kxk
2















































where k∂ t̀k∞ ≤ L.
Comparing Eq. 2.4 with Eq. 4.20, we see that they have similar forms but use different
norms in the bounds, and it is natural to ask which algorithm is more favorable in practice.
The answer indeed depends on the nature of the problem: In cases where log(d) ≈ kθ∗k22














θt,i exp(λytxt,i), ∀i = 1, . . . , d (2.7)
where yt ∈ {−1, 1}is the label for the tth training sample.
3. Choose G(x) = 12(q−1)kxk
2








θt+1 = θ t − ∂ t̀(θ̃t)
















that the selection of the convex function G is critical in the OMD framework: different
choices of G lead to different algorithms and regret bounds. But what is the optimal choice
of G that minimizes the regret? Not surprisingly, the optimal G should not be static, but
rather be adaptive to the objective function and the convex feasible set.




Gt(θ) = hθ, Htθi,
where Ht = δI + diag(Kt)
1
2 ,























ku−θ1kH , H , {X ∈ R d×d, tr(X) ≤ 1, X  0} , k·kH ,
p
h·, H·i






θ̃t+1 = θ̃t − λt t̀,
θt+1 = πβt+1 (−θ̃t+1),
where πβ(θ) , argmin
w∈Ω





spaces can be taken care of by the βt sequence. A simple choice of λt and βt is λt = 1and
βt = γβ̂t, where γ > 0is a constant and β̂t = β̂t−1 + 1β̂t−1 , β̂0 = β̂1 = 1. Assuming G(θ)
is α­strongly convex, the corresponding regret is given by





















where At is the smoothed covariance of gradients, namely At =
tP
i=1
∂i∂Ti + I n,  =
1
γ2D 2 ,
and ΠA t−1Ω is the projection using norm induced by At−1:
ΠA t−1Ω (y) = argmin
y∈Ω
(y − x)T At−1(y − x)
It can be seen that the Hessian of the objective is approximated by the covariance of its
gradients, making the computation efficient.
The ONS algorithm performs well in the case of α­exp­concave loss functions. A
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and all we need to have is an oracle that returns it gradient ∂ t̀. However, in practice it is
usually the case that the objective function has a structure, say it is a composition of a cost
function and a regularization term: t̀ = f t(θ) + kθkp where p is often 2 or 1. Although
any general algorithm can be applied to optimize these objectives, exploring explicitly
the structure of the objective may help to improve the performance. This is especially
























(in part) by the norm of the loss (or gradient) vectors. However, in practice it is often
34
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bution S = {pθ = p(x; θ)|θ = [θ1, . . . , θn] ∈ Θ}, where θ are the parameters and Θ is a
subset of Rn, as a smooth C∞ manifold (named statistical manifold). Given a distribution






































ifold, we need to first introduce some structures to the manifold, most importantly the
Riemannian metric tensor and affine connections. In information geometry, these struc­
tures are induced by properly defined divergence functions between distributions (in other













A divergence defined on a statistical manifold S is a function D(·, ·) : S × S → R
satisfying
1. D(x, y) ≥ 0, ∀x, y ∈ S.
2. D(x, y) = 0if and only if x = y.
3. The Hessian G(D) with components g(D)ij , ∂ xi ∂xj D(x, y)|x=y is positive definite.








gij (x) = −∂ xi ∂yj D(x, y)|x=y (2.8)
Γij,k (x) = −∂ xi ∂xj ∂yk D(x, y)|x=y (2.9)
Γ∗ij,k (x) = −∂ yi ∂yj ∂xk D(x, y)|x=y (2.10)
where Γij,k and Γ∗ij,k determine dual connections∇, ∇
∗7, which is defined by the following
condition:
∂kg(∂i , ∂j ) = g(∇∂k ∂i , ∂j ) + g(∂i , ∇
∗
∂k ∂j )
Therefore, a divergence function induces a Riemannian manifold S with dualistic struc­
ture: {S, g, Γij,k , Γ∗ij,k }. Indeed, a divergence can be regarded as a local distance mea­
sure on the manifold, which can be seen from its second­order approximation: D(x, y) =
1
2gi,j (y)∆θ
i∆θj + O(k∆θk2) where ∆θi = x i − yi . When y lies in an infinitesimal






















gij (θ) = f 00(1)Eθ[∂i p̀∂j p̀] = −f00(1)Eθ[∂i∂j p̀] (2.12)










where p̀ , log pθ(x), gij (θ) coincides with the Fisher information matrix I(θ) (up to a




(∂igjk + ∂j gik − ∂kgij ) = Eθ ∂i∂j p̀ +
1
2
∂i p̀∂j p̀ ∂k p̀
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is the Levi­Civita connection with respect to the Fisher information metric 89 , α = 3 +
2f000(1) and Tijk = Eθ[∂i p̀∂j p̀∂k p̀]. The connections Γij,k (θ) and Γ∗ij,k (θ), denoted by
Γαij,k and Γ
−α








Therefore, we see that f ­divergence always induces a Fisher information metric+ α­
connection manifold structure {S, gF , Γαijk , Γ
−α
ijk }, and the choice of f only affects the
scale of the metric and the value of α.10 The {S, gF , Γαijk , Γ
−α
ijk } structure (hence the f ­
divergence) is important as it is the only metric and connection that is invariant with respect
to an invertible mapping of the variables. More specifically, let y = m(x)where m(·) is
an invertible function, we get a new distribution p̂(y; θ) = 1|∂y∂x |





which is known as the Chentsov theorem 123. Therefore the geometry {S, gF , Γαijk , Γ
−α
ijk }
8To see this, notice that ∂kgij =
R
X ∂k∂i p̀∂j p̀pdx +
R
X ∂i p̀∂k∂j p̀pdx +
R
X ∂i p̀∂j p̀∂kpdx, and
∂kp = ∂k p̀p.
9The connection coefficients Γ0ij,k here are called Christoffel symbols of the first kind. A symmetric
definition is the Christoffel symbols of the second kind. See the Levi­Civita connection introduced in Ap­
pendix B.4.

























where α ∈ R is a free parameter. When α = −1or 1, D(α)(p, q)converges to KL(p, q)






1−α2 1 − x
1+α
2 α 6= ±1
x log x α = 1
− log x α = −1
(2.16)
α­divergence is an important case as it can be easily verified that3+2f000(1) = α, which
coincides with the connection parameter α in the definition of Γαijk (and Γ
−α
ijk ). In other


















DG(p, q) = G(p) − G(q) − ∇G(q)T (p − q) (2.17)
where G(·) is a strictly convex function and ∇G(q) denotes the gradient of G(q). Mean­
while, a dual version of DG can be similarly defined as





dual coordinate systems. Let θx be the coordinate of a point x on the manifold, its dual
coordinate is defined via the Legendre transformation: ηx = ∇G(θx). Similarly, we may
define the dual of ηx as θ̂x = ∇H(ηx) and the relation θ̂x = θx holds. What is more, it is
also easy to verify that DG(θp, θq) = DH (ηq, ηp).
Now that we have a pair of dual coordinate systems θ, ηand Bregman divergences
DG(θp, θq), DH (ηq, ηp), it is natural to consider both of them when studying the geome­
try induced by the Bregman divergences. Following Eq. 2.8– 2.10, we get the following
metrics and connections13:
g(DG )ij (θ) =
∂2G(θ)
∂θi∂θj










Γ(DH )ij,k (η) =
∂3H(η)
∂ηi∂ηj ∂ηk
, Γ(DH )∗ij,k (η) = 0 (2.21)
What makes the induced geometry remarkable are the following facts:









idηj , or equivalently M (D G ) = M (DH )
−1
where M (D G ) and M (DH ) are the Riemannian metric matrices induced byG and H respec­
tively (see Eq.A.3). That is to say, the Riemannian metric is preserved when shifting from
one coordinate system to the other.
(see Fenchel­Young inequality in SectionA.2):DG,H (p, q) = G(p) + H(q) −
P
i
pi qi (assuming discrete p, q
here). This is known as the canonical divergence (see for example Section 3.4 in 116).
13From the metric and connections given above it can be seen that the geometry is completely determined




2. It can be shown that for Γ(D G )ij,k = 0, the corresponding curvature tensor vanishes,
which further implies that the dual curvature with respect to Γ(DG )∗ij,k also vanishes (see
Theorem 3.3 in 116). Therefore the manifold defined by DG is flat with respect to both
dual connections, and such a structure{S, g, Γij,k , Γ∗ij,k } is called dually flat. The same can
be said about the dual manifold induced by DH .
For a dually flat manifold, the dual coordinate systems θ, ηare affine and orthogonal
with respect to the Riemannian metric: h ∂∂θi ,
∂
∂ηj i = δ
j
i . What is more, the geodesics are
linear in both coordinate systems, given by θ(t) = ta + band η(t) = tc + drespectively
















which can be derived from f ­divergence by setting f (x) = x log xand from Bregman di­
vergence by letting G be the negative entropy. Therefore, the geometry of KL­divergence





the f ­divergence is in general not flat since the α­connections (Eq.2.132.14) is in general










ized by θ ∈ Rn has the following form:
















dx is the partition function, C(x) is the
carrier measure and φi(x) the sufficient statistics. The partition function A(θ) is particu­
larly important as it contains a lot of information about a distribution in the exponential
family. Specifically,
∇A(θ) = Eθ[Φ] (2.22)
∇ 2A(θ) = Σθ[Φ] = M(θ)
where Σθ[Φ]is the covariance matrix of the sufficient statistics vector, M(θ) is the Fisher
information matrix with each entry M ij (θ) = Eθ[∂i p̀∂j p̀].
Now let us see what geometry the f ­divergence brings to the exponential family. The
manifold induced by the f ­divergence is in general not flat, however by setting α = 1we
have the following connection: Γ(1)ij,k = Eθ[∂i∂j p̀∂k p̀]. Note that for exponential families
the term ∂i∂j p̀ = −∂i∂j A(θ) is a constant, and it can be easily verified that Eθ[∂k p̀] = 0.
Therefore Γ(1)ij,k = −∂i∂j A(θ)Eθ[∂k p̀] = 0, thus the corresponding manifold is flat and










to the Legendre transformation η = ∇A(θ) which defines a map between two coordinate
systems, and together with Eq.2.22, we easily find the dual affine coordinate system for the
manifold of exponential families: η = Eθ[Φ]. On the other hand, to map from η back to
θ, we need to perform Legendre transformation on the convex conjugateA∗(η)of A(θ). It
can be shown that A∗(η) = −Hη(p)where Hη(p) is the entropy of the distributionp(note
that η is an implicit function ofθ satisfying η = Eθ[Φ]). Therefore, the inverse coordinate





L(θ1, θ2) = {θ = (1 − t)θ1 + tθ2|t ∈ [0, 1]}
L∗(η1, η2) = {η = (1 − t)η1 + tη2|t ∈ [0, 1]}
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Since by setting α = 1the geometry is particularly interesting for exponential families,
it is natural to ask what would happen when α = −1. It turns out that in this case similar
geometric properties can be derived for another distribution family, namely the mixture
family, defined as follows:




where C(x) and F i(x) are two sets of functions, and θi are the mixture parameters. A
typical member of the mixture family is the mixture ofn + 1probability distributions. The
analysis procedure and results are similar to that of the exponential families, and we omit
the details here. For α = −1with mixture families, the corresponding connection ∇ (−1) is
called m­connection (mixture­connection).
Finally, we take a look at the geometry of discrete distributions, which are distributions
defined on finite sets X = {1, . . . , n}. The set of all distributions Sn = {p(x)}forms
an (n − 1)­dimensional manifold ((n − 1)­simplex) with parameters pi = p(x = i) > 0.
Discrete distributions belong to both exponential and mixture families as follows:
As exponential family:






where θi = log pi − log pn, A(θ) = log 1 +
n−1P
i=1
exp(θi) = − log pn. The convex
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conjugate of A(θ) is just the negative entropy: A∗(η) =
nP
i=1






where θi = pi .
From the perspective of f ­divergence, the Riemannian metric (Fisher information) of





(−1 − α)δi,j,k , Γ−αijk =
1
2p2i
(−1 + α)δi,j,k . When α = 1or −1, Sn is flat and equipped with dually affine coordinate
systems linked by the Legendre transformation. The primal coordinates are given by θi =








Let M = {θ ∈ R n} be the parameter space on which an objective function L(θ) is
defined. Assuming that M is a Riemannian manifold, where the squared length of a small
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where gij is the Riemannian metric. To do gradient descent on this manifold, we need to
find the steepest descent directiondθthat minimizes L(θ + dθ)where dθhas a small fixed
length ε. Let dθ = εwwith the constraint kwk = 1and use the first­order approximation
L(θ + dθ) ≈ L(θ) + ε∇L(θ)T w. Using the Lagrangian method
∂
∂wi
∇L(θ) T w − ρwT G(θ)w = 0
we get dw = 12ρG(θ)
−1∇L(w) where G(θ) is the Riemannian metric at pointθ, and ρcan
be absorbed by the learning rate. Therefore the steepest descent direction (natural gradient)
is given by G(θ)−1∇L(w) , and the NGD update has the form
θt+1 = θt − λtG(θ)−1∇L(θ) (2.23)
In the special case of Euclidean geometry, the Riemannian G is just the identity matrix






space, and the NGD becomes θt+1 = θt − λtM(θ)−1∇L(θ) . It is shown in 128 that NGD
with the Fisher information metric is asymptotically efficient and often converges faster
than GD. Despite the nice properties of NGD, it is in general difficult to implement due
to the nontrivial computation of M −1. Researchers have proposed techniques to simplify,








fold), which significantly promoted the development of this subject. It turned out that
the geometry of the statistical manifold is tightly related to divergence functions, as the
Riemannian metrics and dual connections can be directly induced from divergences. As





















update strategies: additive and multiplicative. The OGD (Eq. 2.1) is a typical additive












tion) 133, 134.1 In this section, we take a look at some examples of the multiplicative
learning algorithms: the Weighted Majority, Hedge and prod. The Weighted Majority




















after the correct label is revealed. More precisely, let θt,i ≥ 0be the weight assigned to the
ith expert at round t, et,i ∈ {0, 1}be the prediction made by expert i at round t, mt,i be the
cost suffered by expert i after the correct label is revealed, andβ ∈ [1/2, 1)a constant, then
the WM algorithm proceeds as follows2:
Initialization:














scaling of the weights: θt+1,i = βθt,i . Of course, the cost can also be a real value between,
say, 0 and 1. It can be seen that WM adopts a multiplicative update strategy similar to EG,
except that β does not have to be exp.
2Different versions of the WM algorithm were proposed in 93, and the definitions are not consistent in
literature. Other than the version we illustrate here, another commonly used version uses the update step
θt+1,i = βθt,i for expert i who made a wrong prediction. We use the former version here as it has a similar





M T ≤ 2(2 − β)mTi +
2 log d
1 − β









θt+1,i = θt,i exp(−λmt,i) (3.1)
However it differs from WM in that instead of making predictions by weighted major­
ity vote, the Hedge makes predictions by randomized selections of experts. That is, at
each round of the game the prediction is given by an expert sampled from the distribu­





















(mt)2 · pt +
log d
λ
where m2t is the vector obtained by element­wise squaring the vector mt.
A major problem with the Hedge algorithm is that its performance is sensitive to the
choice of learning rate λ, since the effect of a small perturbation in the learning rate gets





• The prod Algorithm




θt+1,i = θt,i(1 − λmt,i), ∀i = 1, . . . , d (3.2)
Compared with Eq. 3.1, this update replaces expwith a linear function as its first order



































where logβ is the logarithm with base β. However, problem comes when we try to derive
the prob algorithm from the OMD framework: we cannot find a convex functionG whose
corresponding OMD directly yields the prob update. That is to say, unlike many other
online learning algorithms, the prob algorithm does not belong to the OMD framework,
and the relationship between EG and prob has not been very clear. There is some work













G: H(η) = sup
θ∈Θ
{hθ, ηi−G(θ)}, thus DG and DH induce dual Riemannian manifolds with
metrics ∇ 2G and ∇ 2H respectively. The dual coordinate systems are linked by η = g(θ)
and θ = h(η), where g = ∇G, h = ∇H satisfying g = h−1 according to the properties
of convex conjugate. The main conclusion given in 146 states that running MD with θ is
equivalent to running NGD with η (and vice verse). This actually can be easily seen from
the OMD update:
g(θt+1) = g(θt) − λt∂θ θ̀t
Here g(θt) transforms θt to the dual coordinate ηt, and based on the relation θ = h(η),
∂θ t̀ indeed can be rewritten as [∇2H]−1θ ∂η t̀ via chain rule. That is to say, using the dual
coordinate system the OMD update can be written as













g(θt+1) = g(θt) −λt∇ θℓθt (xt , y t)
ηt+1 = ηt −λt [∇




















θi log θi , and run MD on one manifold then project
the update back to its dual. First, we examine running MD on thehθ, Gimanifold then map
it to the hη, Himanifold. When running MD on thehθ, Gimanifold, clearly this yields the
EG algorithm as in Eq. 2.5. Since the coordinate map given by the Legendre transform is
θi = h(η)i = exp(ηi − 1), plug this equation into Eq.2.5 to map the udpate to the hη, Hi
manifold, we have
ηt+1 = ηt − λt∂η ὴt
which is indeed gradient descent on the dual manifold.
Next, consider running MD on the hη, Himanifold then map it back to the hθ, Gi
manifold. In this case, the convex conjugate H(η) =
dP
i=1





h(ηt+1)i = h(ηt)i − λ̃t,i∂ηi ὴt
⇒ exp(ηt+1,i − 1) = exp(ηt,i − 1) −̃λt,i∂ηi ὴt , ∀i = 1, . . . , d
Since we are free to determine λ̃t,i , we choose λ̃t,i = exp(ηt,i − 1)λt. This way,
exp(ηt+1,i − 1) = exp(ηt,i − 1) − exp(ηt,i − 1)λt∂ηi ὴt , ∀i = 1, . . . , d
⇒ ηt+1,i = ηt,i + log(1 − λt∂ηi ὴt ) (3.3)
The coordinate map given by the Legendre transform is ηi = g(θ)i = log θi + 1, plug this
equation into Eq.3.3 and map the update from the hη, Himanifold to hθ, Gi, we have
log θt+1,i + 1 = log θt,i + 1 + log(1 − λt∂ηi ὴt )
⇒ θt+1,i = θt,i(1 − λt∂θi θ̀t )









G, H G(θ) =
dP
i=1




g, h g(θ)i = log θi + 1 h(η)i = exp(ηi − 1)
MD θt+1,i = θt,i exp{−λt∂θi θ̀t } ηt+1 = ηt + log(1 − λt∂η ὴt ,i)





















Given training data T = {(xi, yi)}, i = 1, . . . , |T |}, where xi is the input (e.g. an
Arabic sentence to translate) and yi is the corresponding label (e.g. its English translation),
and a baseline system to generate a set of hypotheses GEN(x i) for each xi , let each hy­
pothesis ŷ ∈ GEN(xi) be represented by Φ(xi , ŷ) = [φ1(xi , ŷ), φ2(xi , ŷ), . . . , φd(xi, ŷ)]
T ,
a d­dimensional feature vector. Let the score of each hypothesis be




where θ = [θ1, θ2, . . . , θd] is the weight vector. Let z ∈ GEN(xi) denote the hypothesis
with the highest model score, and if yi 6∈ GEN(xi), replace it with the hypothesis that is
closest to yi according to some metric, i.e. the oracle hypothesis. The goal therefore is to
learn a set of feature weights θ such that score(yi) ≥ score(z).
The proposed training algorithm, shown in Figure 3.2, processes the training data se­
quentially, and makes an multiplicative update to the weight vector whenever an error is
made (z 6= yi). The algorithm iterates over the training set T for N passes (epochs). Note
that for the Winnow algorithm
P d
k=1 θk = 1, namely the weight vector is always a prob­
ability distribution. Therefore, θ is initialized to the uniform distribution, and after each
update the new weight vector is normalized by the denominator Zi .
Note also that a learning rate η must be specified by the user, and may significantly
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Input: Training set T = {(xi , yi)}, i = 1 . . . |T |
Initialization:
θ0,k = 1/d, k = 1 . . . d
t = 0
Algorithm:
for n = 1 . . . Ndo
for i = 1 . . . |T |do
Predict z = argmax
z∈GEN(x i )
θT Φ(xi , z)
if z 6= yi then
∀k ∈ [d],
θt+1,k ←




















/N |T | for averaged version













Let GEN(x i) = GEN(x i) − {yi} so that separability entails a hyper­plane between
yi and GEN(x i).
Theorem 1. If there exists a vector U ≥ 0 such that ∀i, ∀z ∈ GEN(xi), UT Φ(xi , yi) −
UT Φ(xi, z) ≥ δfor some margin δ > 0, then, for a suitable choice of η, the number of
errors M that the Winnow algorithm of Figure 3.2 (non­averaged version) makes for any
training sequence {(xi , yi)}satisfies
M ≤
2 log d R2kUk21
δ2
,




kΦ(xi , yi) − Φ(xi , z)k∞ .
Proof. Let w = U/kUk 1, and since U ≥ 0 , w is a distribution. Since the weight






at a step t, θt is updated to θt+1 , so that













exp[η(φk(xt, yt) − φk(xt, z))]
= log Zt − η
dX
k=1
wk(φk(xt, yt) − φk(xt, z))
≤ log Zt − ηδ/kUk1 (3.4)
where the last inequality follows from the assumption that
P d









e−η ∀ v ∈ [−1, 1], (3.5)
and since kΦ(xt, yt) − Φ(xt, z)k∞ ≤ R,
− R ≤ φ k(xt, yt) − φk(xt, z) ≤ R. (3.6)




































k=1 θt,k = 1 and
eηR −e−ηR








, which leads to








K t+1 ≤ M log
eηR + e−ηR
2
− ηδ/kUk1 + K1
Since K 1 =
P d
k=1 wk log(dwk) ≤
P d
k=1 wk log d = log dand 0 ≤ Kt+1, it follows that






− log d. (3.8)
























[(1 + v) log(1 + v) + (1 − v) log(1 − v)], (3.11)
it is easy to check that g(η∗) = h δRkUk 1 . Now, the function h̃(v) = h(v) −
v2
2 is convex











It follows from the proof that choice of the learning rate η is very important to the
performance of the algorithm. Ifη is too large,g(η)is smaller than 0, leading to unbounded
training errors and the algorithm never converges. To see this, recall that g(η)is concave,
g(0) = 0and g0(0) > 0, so g(·)must have another root η0 > 0. Therefore, g(η) > 0iff





















θ0= [θ+T | θ−T ]T
corresponding to Φ(x, y)T and −Φ(x, y)T respectively. Clearly,
θ0T Φ0(x, y) = (θ+ − θ−)T Φ(x, y).







actually running on the extended data Φ0(x, y), the dimension becomes 2d, and the target








the assumption that kUk2 = 1):
Theorem 2 (Collins, 2002). Let GEN(x i) = GEN(xi) − {yi}, and suppose there exists






where R = max
i,z∈GEN(x i )
kΦ(xi , yi) − Φ(xi , z)k2
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Compared with the Winnow error­bound (Theorem 1), it can be seen that Winnow
uses l1­norm for U, l∞ ­norm for R whereas Perceptron uses l2­norm for both U and R.





2 or not(R∞ and R2 meaning the R defined by l∞ ­norm and l2­norm respectively).
When the target weight vector is sparse(a large part of the weights are zero or close
to zero) and the training instances are dense, then kUk1 ≈ kUk2 but R∞  R 2, hence















between Winnow and Perceptron. Suppose the feature dimenison d is very high, but the
actual ranking of a hypothesis relies only on k  d features, so the target weight vector
is very sparse and we suppose U = [1, . . . , 1, k+1, . . . , d] where i are close to zero. On
the other hand suppose we have a set of feature vectors such that Φi(xi , yi) − Φi(xi , z) =
{1, −1}d, then in this case kUk1 ≈ k, kUk2 ≈
√
k, R∞ = 1 and R2 =
√
d. The error
upper­bound given by Winnow is around 2 log dk2/δ2 and the one given by Perceptron is
around kd/δ2. Therefore as long as k < d/(2 log d), Winnow will outperform Perceptron.
To summarize, when we have a large number of features but only a small part of them








0,k = 1/(2d), k = 1 . . . d,
j = 0
Algorithm:
for n = 1 . . . Ndo




(θ+ − θ− )T Φ(xi , z)
if z 6= yi then
∀k ∈ [d],
θ+j+1,k ←










θ+j,k exp [η(φk(xi, yi) − φk(xi , z))]














θ = θ+N |T |− θ
−




















Given a training set T , we split the set into S shards T1, . . . , TS . Each shard runs on a
































µs,n . Similar to 148, we choose µs,n so that it is proportional to








Theorem 3. Assume a training set T is separable by a marginδ. Let ks,n be the number of














Input: Training set T = {(xi , yi)}, i = 1 . . . |T |
Initialization:
Divide T into S shards T1, . . . , TS
∀k ∈ [d], θAV G,0k = 1/d, k = 1 . . . d
Algorithm:
for n = 1 . . . Ndo
∀s ∈ [S],




















for i = 1 . . . |T |do
Predict z = argmax
z∈GEN(x i )
θT Φ(xi , z)
if z 6= yi then
∀k ∈ [d],
θi+1,k ←






































































= KAV G,n − log Zn
Notice that θAV G,n−1k , ∀kare the initial weights for the n
th epoch, and by similar argu­
ments in the proof of Theorem 1, we have K AV G,n − K AV G,n−1 ≤ Ck s,n where C =
−( δRkUk 1 )
2/2. Therefore
K AV G,n ≤
SX
s=1
µs,n(Cks,n + KAV G,n−1) + log Zn
⇒ K AV G,n − KAV G,n−1 ≤ C
SX
s=1
µs,nks,n + log Zn






















































k = 1. This means the error upper­bound
for the parallelized Winnow can be higher than the serialized version, which is the side­
effect of global normalization after each epoch. However as long as the training set T are























In the first experimental setting, we used only about 1/5 of the entire training set 4 to
train the discriminative model. In this setting, we chose η = 0.3 for the non­balanced
Winnow and 0.1for the balanced Winnow. Since the training set is not large, we ran
Perceptron and Winnow in both serial and parallel modes(in the parallel mode, each section

































































































































































































KL(θ, θt) + Cξ




















θt,j exp(τ ∆φt,j )


















5Due to the non­decreasing property of m(τ ), when the root of Eq. 3.13 does not exist, τ∗ is set to +∞ .
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Initialization: θi = 1/d, i = 1 . . . d
Algorithm:
for t = 1 . . . Tdo
Receive training sample pair (xt, yt)
Predict ŷt = argmax
y∈Y(xt )
(θt · Φ(xt, y) + ρ(yt, y))
if ŷt 6= yt then




θt,j exp(τ ∆φt,j )


































periments, and the size of the n­best list was set to 300. For all algorithms, we ran 20
iterations in the tuning process(the tuning set was decoded with the updated weights after
each iteration). For MIRA and M­MIRA, 60 epochs over the decoded tuning set were run



















































































































































































different update strategies as they make different assumption about the manifold of the
parameter space. Finally, motivated by the spirit of Nesterov’s Accelerated Gradient De­
scent (AGD) algorithm, we also extend OMD and GMU to accelerated versions via adding
momentum terms. The extensions not only recover AGD but also derive multiplicative
versions of the accelerated algorithm.

















Df (θt, θ)} (4.1)
where Df (p, q)is the f ­divergence induced by a convex functionf (see Appendix C.1).








θt+1,i = θt,i(f 0)−1 (−λt∂θi t̀) , i = 1 . . . d (4.2)
It can be seen that compared with OMD, this framework is multiplicative in nature, and
we call it the Generalized Multiplicative Update (GMU). Note that since (∇f )−1 = ∇f ∗
where f ∗ is the convex conjugate of f (see Appendix A.2), GMU can also be written as
θt+1,i = θt,i(f ∗)0(−λt∂θi t̀) , i = 1 . . . d
The analysis of information geometry elucidates the relationship between the f and
Bregman divergence, which can be summarized in Figure. 4.1. The f and Bregman diver­










multiplicative online learning additive online learning
Figure 4.1: Relationship between f and Bregman divergences.







f (x) f ­divergence Algorithm
1
2(x − 1)
2 χ2­divergence θt+1,i = θt,i(1 − λt∂θi t̀) (prod)
x log x KL­divergence θt+1,i = θt,i exp{−λt∂θi t̀} (EG)
(
√






































logq(x) = log(x), therefore the q­logarithm is a generalization of
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Figure 4.2: logq and expq functions with different qvalues.
log. The inverse of logq is called the q­exponential, which is a generalization of the exp
function and has the form


















= exp2−1q (qx) (4.7)
logq(1/x) = − logq(x) (4.8)
expq(x) exp( −x) = 1 (4.9)
logq(xy) = logq(x) + logq(y) + (1 − q) logq(x) logq(y) (4.10)
expq(x) expq(y) = expq(x + y + (1 − q)xy) (4.11)
The last two properties are important, because it shows that unlike the normal logand exp













(∇f )−1 = expq. The corresponding update has the form
θt+1,i = θ t,i expq (−λt∂θi t̀) (4.12)
= θ t,i[1 − (1 − q)λt∂θi t̀]
1
1−q









2−q − x + C q 6= 1, 2
x log x − x + 1 q = 1
− log x + x − 1 q = 2
(4.13)
where C = 12−q to ensure f (1) = 0. The corresponding f ­divergence can therefore also be
determined:







i (2 − q))













and D(1)f (a, b) = KL(b, a)for q = 1, D
(2)
f (a, b) = KL(b, a)for q = 2. This is just the
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discrete version of the α­divergence (Eq. 2.15) with α = 3 − 2q!1 However, it should be
noted that f (x)given by Eq. 2.16 and 4.13 are different, and although both of them induce
the same α­divergence (the correspondence between f and f ­divergence is not necessarily
one­to­one), the qEG algorithm (Eq. 4.12) cannot be derived by using Eq. 2.16.
By choosing different values ofq(assuming q ≥ 0), qEG can be specialized into differ­
ent updates, and we give some examples in Table 4.2.
q α­divergence Algorithm
0 χ2­divergence θt+1,i = θt,i(1 − λt∂θi t̀) (prod)
0.5 (new) θt+1,i = θt,i (1 − λt∂θi t̀)
2 (new)
1 KL­divergence θt+1,i = θt,i exp{−λt∂θi t̀} (EG)





just special cases of the qEG algorithm with different qvalues! This is illustrated in Fig­
ure 4.3. It can be seen that the prod algorithm lies at the “boundary” of the qEG family
(q = 0), the EG and RSG algorithms can be reached via smooth transition as the q in­
creases to 1 and 1.5. When q = 0.5, we discover an algorithm that has a similar form of
RSG and interpolates between prod and EG, though its corresponding α­divergence does
not have an official name. It can also be seen that although χ2­divergence, KL­divergence
1The α­divergence used here is often called the Amari α­divergence. In Appendix C.1.1, the Tsallis and
Rényi α­divergences which have very similar forms are discussed. The Tsallis α­divergence can also be

































































θt,i expq (−λt∂θi t̀) is the potential function. Therefore the weights form a
distribution after each update. We also consider a fixed learning rate λt = λ, and let the
initial weights to be uniformly distributed θ1,i = 1/d, ∀i = 1, . . . , d
Let θ∗ be the optimal weights in hindsight, and consider the following Tsallis diver­
gence difference:




































θ∗i logq Zt + λ∂t,i − (1 − q)Bt,i − (1 − q)At,i (4.16)
= log qZt + λ
dX
i=1
θ∗i ∂t,i − (1 − q)
dX
i=1
θ∗i (At,i + Bt,i) (4.17)
where in Eq. 4.14, 4.15 and 4.16 we used the logq properties Eq. 4.84.10, and At,i , Bt,i are
defined as






Bt,i , (−λ∂ t,i) logqZt
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On the other hand, it is easy to verify that for 0 ≤ q ≤ 2 and |x| ≤ 1, expq(−x) ≤
1 − x +q2x























θt,i(−λ∂t,i + qλ2∂2t,i) (4.18)
Plug 4.18 into 4.17 and sum up T D(θ∗, θt+1) − T D(θ∗, θt):
TX
t=1







θt,i(−λ∂t,i + qλ2∂2t,i) + λ
dX
i=1
θ∗i ∂t,i − (1 − q)
dX
i=1
θ∗i (At,i + Bt,i)
#










(jq − (j − 1))xi + 1(i+1)!
iQ
j=1
(jq − (j − 1))xi+1
#
. For 0 ≤ q ≤ 2, 1i!
i−1Q
j=1





(jq − (j − 1)). Therefore the inequality holds for |x| ≤ 1.
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parameters θt+1 should be searched along a curve γ(λt) with θt being the starting point
(namely γ(0) = θt) and some reasonable initial directionD 168. For example the direction
can be given by the loss gradient, that is D = γ̇(0) = ∂ t̀. In a Riemannian manifold, the
geodesics satisfy the second order ODEs (see Appendix B.5)4:
γ̈k(λt) + γ̇i(λt) γ̇j (λt)Γkij = 0, ∀k = 1, . . . , d (4.20)






gkl (∂j gli + ∂iglj − ∂lgij ) (4.21)
where gij are the Riemannian metrics, and the corresponding geodesics are the shortest
paths between two points. The parameter λt of the curve corresponds to the step size
4Note that we use the Einstein summation convention in this section.







θt+1 = γ(λ t)
γ(0) = θ t, γ̇(0) = ∂ t̀
From this perspective, as long as we specify the Riemannian metrics of the parame­
ter manifold, the corresponding update can also be determined. A trivial example is the
Euclidean case where the Riemannian metric is the identity matrix M = diag [1, . . . , 1].
In this case Γkij = 0, ∀i, j, k, and the corresponding geodesic equation is simply γ̈
i(λt) =




M = diag [φ1(θ1), . . . , φd(θd)] (4.22)
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= 0, ∀i = 1, . . . , d (4.23)
To solve this ODE, note that by multiplying2φi(γi)γ̇i to both sides of Eq. 4.23, we get

































φi(γi) − D2i φi(θt,i) = C
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where C is a constant, and since the boundary condition (when γi = θt,i) needs to hold,
C = 0. Therefore γ̇i
2



















θt+1,i = γi(λt) = Φ−1i Diφi(θt,i)
1





where G : Rd → R is a convex function at least twice differentiable, and let






−1 (−λt∂θi t̀ + G
0































































































γi(λt) = θt,i(f 0)−1 (−λt∂θi t̀) , i = 1 . . . d (4.28)
Unlike the OMD case, this geodesic is obviously non­linear. In fact, we may rewrite the
GMU update as
log θt+1,i = log θt,i + (log ◦f0
−1) (−λt∂ t̀) , i = 1 . . . d (4.29)
and it can be seen that the geodesic (after a logcoordinate transformation) is linear only















(λtL i) (f 0)−1
0
(λtL j )Γkij = 0





the “straight” geodesic log θt+1,i = log θt,i − λt∂θi t̀ (corresponding to the EG algorithm)




M = diag −q log θ1 +
q
2θ1




where q is the hyperparameter in expq. It can be easily verified that for 0 < θi ≤ 1, ∀i =






























( γ̇i)2 = 0, ∀i = 1, . . . , d (4.32)
It is easy to verify that the geodesics γi(λt) = θt,i expq (−λt∂θi t̀) , i = 1 . . . dis a











An important point to notice is that the geometric structures studied by information
geometry, including the Riemannian metric and dual connections induced by Bregman and




Consider the metric induced by the Bregman divergence g(DG )ij (θ) =
∂2G(θ)
∂θi ∂θj (Eq. 2.19)




then g(D G )ij = 0for i 6= j. According to Eq. 4.25, the corresponding update is given by
θt+1,i = U−1 Diu00(θt,i)
1





2 . It is in general difficult to find a closed­form solution for U, and
Eq. 4.33 is not consistent with the OMD update. Therefore, using gij as studied by the
information geometry does not yield the OMD algorithm. However, when a closed­form
solution for U can be found, Eq. 4.33 also yields some interesting algorithms. For example,
let G be the negative entropy, namely u(θ) =
P
i
θ log θand U (θ) = 2θ
1


































































6Interestingly, although rejected, the reviews of 171 can be found in http://users.cecs.anu.
edu.au/˜williams/papers/P181reviews.txt.
7That is `(θt) − ∗̀ ≤ C√ t where `
∗ is the minimum of the objective ,̀ and C a constant depending on the









η0 = θ0 = θ−1
ηt = θt +
t − 2
t + 1
(θt − θt−1) (4.35)
θt+1 = ηt − λt∇`(ηt) (4.36)
In the steps above, Eq. 4.36 performs just like a simple gradient descent, however instead
of using θt+1 directly as the updated parameter, the actual updated parameter is given
by Eq. 4.35 which carries momentum θt−1 from the previous iteration. The weight t−2t+1
approaches to 1as t gets larger, which accelerates convergence as the parameters are close
to the optimum. Assuming ` is β­smooth and the step size λt = λ < 1/βis fixed, it can be
shown that the convergence rate of the algorithm is

















{hθ, αt∂ t̀ + βt∂ t̀−1i + γtDG(θ, θt) + ρtDG(θ, θt−1)} (4.37)
θt+1 = Π Ω(θ̃t+1)
where αt, βt, γt, ρt are coefficients for each term at timet, and γt+ρt = 1for normalization.
It can be seen that compared with MD, the MDM considers loss gradients from history and
uses double proximity measures.9 The solution to Eq. 4.37 is given by







θt+1 = (1 + κ)θt − κθt−1 − (1 + κ)λt∂ t̀ + κλt−1∂ t̀−1




2, αt = (1 + κ)λt,
βt = −κλt−1, γt = 1 + κ, ρt = −κ.
As another example, consider G(x) =
dP
i=1
xi log xi where x is constrained to be a
(d−1)­simplex, and chooseαt, βt, γt, ρt as in the AGD case. The update 4.38 thus becomes
θ̃t+1,i = θ1+κt,i θ
−κ
t−1,i exp {−(1 + κ)λt∂θi t̀ + κλt−1∂θi t̀−1} , ∀i = 1, . . . , d






divergences with f ­divergences in Eq. 4.37 directly, however this is not feasible as no
closed­form solutions would be permitted in general.





similar to f ­divergence but taking multiple entities into consideration. To this end, we
define











where γ, ρ ≥ 0and γ +ρ = 1as a generalized f ­divergence measure. In fact, this extension
can be treated as a special case of the f ­dissimilarity 179 among k­populations
Df(p1, . . . , pk) =
X
x∈X
f (p1(x), . . . , pk(x))




































































for a data sample (x, y)where x is the input sequence and y is the label sequence, the
conditional distribution p(y|x)modeled by CRF can be written as
pθ(y|x) = exp{θ · Φ(x, y) − Aθ}
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where Φ(x, y) =
P
c∈C
φc(xc, yc) ∈ R
d is the feature vector (of dimension d) collected from
all factors Cof the graph, and Aθ is the log­partition function.
MLE is commonly used to estimate the model parameters θ. The gradient of the log­
likelihood of the training data is given by
eE − Eθ (5.1)
where eE and Eθ denotes the empirical mean of and model expectation of the feature vec­





eE needs to hold when the solution to MLE is found, the “gap” betweenEθ and eE (according
to some measure) needs to be reduced as the training proceeds. We therefore define the





BG γEθ, eE − ρEθ (B1)
BG eE − ρEθ, γEθ (B2)
BG ρeE, Eθ − γeE (B3)
BG Eθ − γeE, ρeE (B4)
where γ ∈ Rand ρ , 1 − γ. It can be seen that whenever the loss functions are minimized








The gradients of loss functions B1­B4 with respect to θ are given in Table 5.1.
1In the most general setting, we may useB(aEθ − beE, cEθ − deE) s.t. a − b = c − d,a, b, c, d ∈ Ras the
loss functions, which guarantees Eθ = eE holds at its minimum. However, this formulation brings too much
design freedom which complicates the problem, since we are free to choose the parameters a, b, cas well as
the convex function G. Therefore, we narrow down our scope to the four special cases of the loss functions
B1 − B4 given above.
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∇G(E θ) − ∇G(eE)
i
1
∇ θEθ∇ 2G(eE − Eθ)(Eθ − eE) 0
B2
∇ θEθ∇ 2G(Eθ)(Eθ − eE) 1
∇ θEθ
h
∇G(0) − ∇G(eE − Eθ)
i
0
B3 ∇ θEθ∇ 2G(Eθ − γeE)(Eθ − eE) {0, 1}
B4 ∇ θEθ
h





contain the term ∇ θEθ, whose computation is usually non­trivial. However, it turns out
that the natural gradients of the loss functions can be handled easily. To see this, note
that for distributions in exponential family, ∇ θEθ = ∇ 2θAθt = Mθt , which is the Fisher
information matrix. Therefore the NGD update (Eq. 2.23) becomes
θt+1 = θt − λt∇ θE−1θt ∇`(θt) (5.2)
Now if we plug, for example ∇ θB1, γ = 0, into Eq. 5.2, we have
θt+1 = θ t − λt∇ θE−1θt ∇ θB2







Note that ∇ θB1, γ = 1is equivalent to ∇ θB4, γ = 0, and ∇ θB2, γ = 1is equivalent to
∇ θB3, γ = 0. By applying Eq. 5.2 to all unique gradients, the following types of updates
are derived (named U1­U6):
θt+1 = θt − λt∇ 2G(eE − Eθt )(Eθt − eE) (U1)
θt+1 = θt − λt
h
∇G(0) − ∇G(eE − Eθt )
i
(U2)
θt+1 = θt − λt∇ 2G(Eθt − eE)(Eθt − eE) (U3)
θt+1 = θt − λt∇ 2G(Eθt )(Eθt − eE) (U4)
θt+1 = θt − λt
h
∇G(E θt − eE) − ∇G(0)
i
(U5)
θt+1 = θt − λt
h













1. G is symmetric: G(u) = G(−u).
2. ∇G(u) is an element­wise function, namely ∇G(u)i = gi(ui), ∀i ∈ 1, . . . , d, where
gi is a uni­variate scalar function.
For example, G(u) = 12kuk
2 is a typical function satisfying the constraints, since
1
2kuk
2 = 12k − uk




θt+1 = θt − λt Eθt − eE
which recovers the GD for the log­likelihood function.
When a twice­differentiable function G satisfies the constraints 1 and 2, we have
∇G(u) = −∇G(−u) (5.4)
∇G(0) = 0 (5.5)
∇ 2G(u) = ∇2G(−u) (5.6)
where Eq. 5.6 holds since ∇ 2G is a diagonal matrix. Given these conditions, we see im­
mediately that U1 is equivalent to U3, and U2 is equivalent to U5. This way, the types of
updates are eventually narrowed down toU1 and U2.
To see the relationship betweenU1 and U2, note that the Taylor expansion of∇G(0) at
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point eE − Eθt is given by
∇G(0) =∇G(eE − Eθt ) + ∇
2G(eE − Eθt )(Eθt − eE)
+ O(kEθt − eEk
2)
Therefore U1 and U2 can be regarded as approximations to each other.
Since stochastic optimization is preferred for large­scale training, we replaceeE and Eθt
with its stochastic estimation eEt and Eθt ,t, where eEt , Φ(x t, yt) and Eθt ,t , E pθt (Y |xt ) [Φ(xt, Y )].
Assuming G satisfies the constraints, we re­write U1 and U2 as
θt+1 = θt − λt∇ 2G(Eθt ,t − eEt)(Eθt − eEt) (U
∗
1)













Although we derived U∗1 and U
∗
2 from NGD, they can be treated as SGD of two surro­
gate loss functions S1(θ) and S2(θ) respectively (we do not even need to know what the
actual functional forms ofS1, S2 are), whose gradients ∇ θS1 = ∇2G(Eθ−eE)(Eθ−eE) and
∇ θS2 = ∇G(Eθ − eE) are transformations of the gradient of the log­likelihood (Eq. 5.1).
Since the performance of SGD is sensitive to the condition number of the objective func­
tion 72, one heuristic for the selection of G is to make the condition numbers of S1 and
S2 smaller than that of the log­likelihood. However, this is hard to analyze since the con­




























, . . . ,
1
u2d + 









































in ∇G 1 has been folded into the learning rateλt. Although not
apparent at first sight, this update is in some sense similar to U∗1.G1. From U
∗
1.G1 we see
that in each dimension, gradients Eiθt − eEt
i
with smaller absolute values get boosted more
dramatically than those with larger values (as long as |Eiθt − eEt
i
| is not too close to zero).
A similar property also holds for U∗2.G1, since arctan is a sigmoid function, and as long












in Figure 5.1 by comparing functions uu2+ (where we select  = 0.1) and arctan
1√ u .
Note that for many NLP tasks modeled by CRF, only indicator features are defined. There­




Since arctan belongs to the sigmoid function family, it is not the only candidate
whose corresponding update mimics the behavior of U∗1.G1, while G still satisfies the con­




















Figure 5.1: Comparison of functions u/(u2 + 0.1), arctan, erf, gd. The sigmoid
functions arctan, erf and gd are normalized so that they have the same gradient as








∇G 3(βu)i = 2 arctan(exp{βui}) −
π
2
where α, β ∈ Rare hyper­parameters. In this case, we do not even know the functional
form of the functions G2, G3, however it can be checked that both of them satisfy the
constraints. The reason why we select these two functions from the sigmoid family is that
when the gradients of erf and d are the same as that of arctan at point zero, both of
them stay on top of arctan. Therefore, erf and gd are able to give stronger boosts to
small gradients. This is also illustrated in Figure 5.1.





















θT Mθθ + Bi (5.7)
where B i , i = {1, 2, 3, 4}are the loss functions B1­B4.
However, the Riemannian metric Mθ itself is a function of θ, and the gradient of the
objective at time t is difficult to compute. Instead, we use an approximation by keeping the
Riemannian metric fixed at each time stamp, and the gradient is given by Mθtθt + ∇θt B i .
Now if we apply NGD to this objective, the resulting updates will be no different than the
SGD for L2­regularized surrogate loss functions S1, S2:















zt+1 = (1 − Cλt)zt















same time complexity as SGD ( O(d) per update). In cases where only indicator features
are defined, the training process can be accelerated by pre­computing the values of∇ 2G or





Choose hyper­parameters C, /α/β (depending on which convex function to use: G1,
G2, G3).
Set z0 = 1, and calibrate λ̂ on a small training subset.
Algorithm:
for e = 1 . . .num epoch do






, θt = ztθ̄t
Depending on the update strategy selected, update the parameters:
θ̄t+1 = θ̄t − λt(1−λt )zt ∇ θSt(θt)



















































Figure 5.2 with SGD, L­BFGS, and the Passive­Aggressive (PA) algorithm. Except for
L­BFGS which is a second­order batch­learning algorithm, we randomly shuffled the data
and repeated experiments five times.
Hyper­parameter selection: For convex function G1 we choose  = 0.1 , correspond­
ingly the arctan function in U∗2.G1 is arctan(3.16u). We have also experimented the
function arctan(10u)for this update, following the heuristic that the transformation func­
tion uu2+0.1 given by ∇
2G1 and arctan(10u)have consistent gradients at zero, since the U∗2
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update imitates the behavior of U∗1 (the two choices of the arctan functions are denoted
by arctan.1 and arctan.2 respectively). Following the same heuristic, we choose
α = 5
√














SGD curves most of the time. On the other hand, the U∗2.G1 update appears to be a little
more advantageous than U∗1.G1.
Comparison of the sigmoid functions: Since arctan, erf and gd are all sigmoid func­
tions and it is interesting to see how their behaviors differ, we compare the updates U∗2.G1





strongest baseline, SGD, is also included for comparison. From the figures we have the
following observations:







2. Performances of U∗2.G1given by arctan functions are insensitive to the choice




































































































































































































































which represent data as vectors φ ∈ Rn, and try to learn feature weight vectors θ ∈ Rn
such that a linear model y = θ · φ is able to discriminate between, say, good and bad




braic objects such as vectors and matrices. 1 Specifically, a vector is a 1st order tensor, a
matrix is a 2nd order tensor, and data organized as a rectangular cuboid is a3rd order tensor
etc. In general, a Dth order tensor is represented as T ∈ Rn1×n2×...nD , and an entry in T
is denoted by Ti1,i2,...,iD . Different dimensions of a tensor 1, 2, . . . , Dare named modes of
the tensor.





(r, s) is an element of the tensor spaceT rs = V ⊗ V ⊗ · · · ⊗ V| {z }
r times












A Dth order tensor A ∈ Rn1×n2×...nD is rank­1 if it can be written as the outer product of
D vectors, i.e.
A = a1 ⊗ a2⊗, . . . , ⊗aD ,










r⊗, . . . , ⊗a
D
r
where R, called the rank of the tensor, is the minimum number of rank­1 tensors whose
sum equals T . Via decomposition, one may approximate a tensor by the sum of H major









f(Θ) = Θ ◦ Φ,
where Φ ∈ Rn1×n2×...nD is the feature tensor, Θ is the corresponding weight tensor, and







h⊗, . . . , ⊗θ
D
h , then
f (θ11, . . . , θ
D
1 , . . . , θ
1










h . . . ×D θ
D
h , (6.1)
where ×l is the l­mode product operator between a Dth order tensor T and a vector a of
dimension nd, yielding a (D − 1)th order tensor such that














tensor model, organize the features into a 1000 × 1000matrix Φ, and use just one rank­1
matrix to approximate the weight tensor, then the linear model becomes
f (θ1, θ2) = θT1Φθ2,
where θ1, θ2 ∈ R1000. That is to say, now we only need to estimate 2000 parameters!
In general, if V features are defined for a learning problem, and we (i) organize the























h,i2 . . . w
D
h,iD , (6.2)






























sive than a (D + 1)th order rank­1 tensor, as a lower­order tensor imposes less structural
constraints on the set of numbers it can express. We formally state this fact as follows:
Theorem 4. A set of real numbers that can be represented by a (D + 1)th order tensor Q




Proof. For D = 1, it is obvious that if a set of real numbers{x1, . . . , xn}can be represented
by a rank­1 matrix, it can always be represented by a vector, but the reverse is not true.
For D > 1, if {x1, . . . , xn} can be represented by P = p1 ⊗ p2 ⊗ . . . ⊗ pD , namely


























pi1,...,i d−1 ,j,i d+1 ,...,i D
pi1,...,i d−1 ,1,i d+1 ,...,i D
Therefore




and this representation is unique for a given D(up to the ordering of pj and sdj in pj ,
which simply assigns {x1, . . . , xn}with different indices in the tensor), due to the pairwise
proportional constraint imposed by xi /x j , i, j = 1, . . . , n.

















, da 6= d1, d2, db 6= d
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since otherwise {x1, . . . , xn}would be represented by a different set of factors than those
given in Equation (6.3).
Therefore, in order for tensor Q to represent the same set of real numbers that P repre­
sents, there needs to exist a vector [sd1, . . . , sdnd] that can be represented by a rank­1 matrix
as indicated by Eq. (6.4), which is in general not guaranteed.
On the other hand, if {x1, . . . , xn}can be represented by Q, namely

















Q0= q1 ⊗ . . . ⊗ qd1−1 ⊗ q
0⊗ qd2+1 ⊗ . . . ⊗ qD+1






D . This is a convex function of D, and the
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minimum3 is reached at either D∗= bln V cor D∗= dln V e.
Therefore, as D increases from 1 toD∗, we lose more and more of the expressive power
of the model but reduce the number of parameters to be trained. However it would be a
bad idea to choose a D beyond D∗. The optimal tensor order depends on the nature of the
actual problem, and we tune this hyper­parameter on a held­out set.
6.3.2 Mode Size
The size nd of each tensor mode, d = 1, . . . , D, determines the structure of feature
weights a tensor model can precisely represent, as well as the number of parameters to
estimate (we also assume H = 1in the analysis below). For example, if the tensor order is
2 and the volume V is 12, then we can either choose n1 = 3, n2 = 4or n1 = 2, n2 = 6.
For n1 = 3, n2 = 4, the numbers that can be precisely represented are divided into 3
groups, each having 4 numbers, that are scaled versions of one another. Similarly for
n1 = 2, n2 = 6, the numbers can be divided into 2 groups with different scales. Obviously,
the two possible choices of (n1, n2) also lead to different numbers of free parameters (7 vs.
8).






















D is an integer, therefore we choose nd = bV
1
D c or dV
1
D e, d = 1, . . . , D
such that
Q D
























The impact of using H > 1 rank­1 tensors is obvious: a larger H increases the model
complexity and makes the model more expressive, since we are able to approximate target
weight tensor with smaller error. As a trade­off, the number of parameters and training















































Tensor order D, tensor volume V , mode
size nd, d = 1, . . . , D, surrogate weight
vector v
Let












e = p − mod(p, u), f = q − mod(q, u)
Construct vector




1 , . . . , ˜v
−
f ,




f+1 , . . . , ˜v
−
q ]





(id − 1)ld−1+ 1





the algorithm; (6.2b) illustrates it by mapping a vector of lengthV = 12to a (n1, n2, n3) =






(xi , yi), i = 1, . . . , m where xi is the input and yi is the reference or oracle hypothesis, are
fed to the weight learning algorithm in sequential order. A prediction zt is made by the
model Tt at time t from a set of candidates Z(xt), and the model updates the weight tensor
by solving the following problem:
min
T ∈Rn1×n 2×...n D
1
2
kT − Ttk2 + Cξ (6.5)
s.t.
Lt ≤ ξ, ξ ≥ 0
where T is a decomposed weight tensor and
Lt = T ◦ Φ(xt, zt) − T ◦ Φ(xt, yt) + ρ(yt, zt)
is the structured hinge loss.
This problem setting follows the same “passive­aggressive” strategy as in the original
MIRA. To optimize the vectors θdh, h = 1, . . . , H, d = 1, . . . , D, we use a similar itera­
tive strategy as proposed in 198. Basically, the idea is that instead of optimizing θdh all
together, we optimize θ11, θ
2
1, . . . , θ
D






We now give this procedure in more detail. Denote the weight vector of the dth mode
of the hth tensor at time t as wdh,t. We will update the vectors in turn in the following order:




2,t, . . . , w
D
2,t, . . . , w
1
H,t , . . . , w
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h,t⊗, . . . , ⊗θ
D
h,t
and let ΘD+1h,t , θ
1







h,t+1⊗, . . . , ⊗θ
d−1
h,t+1 ⊗ θ
d⊗, . . . , ⊗θDh,t





















φdh,t(x, y) = Φ(x, y) ×2 θ
2



















































L dh,t = bT
d
h,t ◦ Φ(xt, zt) − bT
d
h,t ◦ Φ(xt, yt) + ρ(yt, zt)



















































The initial vectors θih,1 cannot be made all zero, since otherwise the l­mode product in
Equation (6.7) would yield all zero φdh,t(x, y)and the model would never get a chance to






























2 1155 × 1155 2310
3 110 × 110 × 111 331






































to the tensor. If the corresponding target weight tensor has internal structure that
makes it approximately low­rank, the learning procedure becomes more effective.
The best results are consistently given by2nd order tensor models, and the differences
between the 3rd and 4th order tensors are not significant. As discussed in Section
6.3.1, although 3rd and 4th order tensors have less parameters, the benefit of reduced
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• A set Ω is convex if for two vectorsw1, w2 ∈ Ω, the vector αw1 + (1 − α)w2 ∈ Ω,
where α ∈ [0, 1]. Given a convex set Ω ⊆ Rd, a function f : Ω → R is convex if for any
x, y ∈ Ωand α ∈ [0, 1],
f ((1 − α)x + αy) ≤ (1 − α)f(x) + αf(y)
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• A vector v is a subgradient of f at x if
∀y ∈ Ω, f(y) − f(x) ≥ vT (y − x)
The set of v that satisfy this condition, denoted by ∂f (x), is the set of all subgradients of
f at x. When f is differentiable at x, then ∂f (x) contains a single element, namely the
gradient of f at x, denoted by ∇f(x) .
• A function f over a convex setΩ is called α­strongly convex with respect to a norm
k · kif for all x, y ∈ Ω,




and is β­smooth with respect to the norm k · kif




• A function f is called L ­Lipschitz over a set S with respect to a norm k · kif for all
x, y ∈ S, |f (x) − f (y)| ≤ Lkx − yk.
• Assume that f is differentiable, then α­convexity is equivalent to the following
condition:
(∇f (x) − ∇f (y))T (x − y) ≥ αkx − yk2








where I d is the identity matrix of dimension d, A  B means the matrix A − B is positive
semi­definite.
• Assume that f is differentiable, then β­smoothness is equivalent to the β­Lipschitz
property of the gradient ∇f :
k∇f(x) − ∇f(y)k ≤ βkx − yk




I d  ∇ 2f (x)
• When a function is both α­convex and β­smooth, the condition number of f is
defined as βα ≥ 1. Roughly speaking, the condition number characterizes the “easiness”






• The Legendre transformation of a strictly convex function f : Ω → R is defined as
f ∗(y) = sup
x∈Ω
xT y − f(x) (A.1)
and f ∗ (as a result of this operation) is called the convex conjugate or Fenchel conjugate
of f . Since f ∗ is defined as a supremum of linear functions, itself is also convex. If f is










Hp : z = (x−xp)T ∇ f (xp) +f (xp)
Hq : z = (x− xq)T ∇ f(xp) +f (xq)





Consider a strictly convex function f (x), x ∈ Rd. The most direct way to describe
the shape of f is to represent each point p on the contour of the function using its coor­
dinate (xp, f (xp)). To find a different description of f (x), a key observation that there is
a one­to­one mapping between xp and the corresponding gradient yp , ∇f(x p) due to
the convexity of f , which means that the role of xp can be replaced by yp. However on
the other hand, which quantity should be used to replace the role of f (xp)? Consider all
parallel hyperplanes Hq with slope equal to yp and have at least one intersection point q
with f (x), written as Hq : z = (x − xq)T ∇f(x p) + f (xq). Among all these hyperplanes,
none of them contains the information of f (xp) except the one that is tangent with f (x) at
xp: Hp : z = (x − xp)T ∇f(x p) + f (xp). What is more, Hp is the unique hyperplane that




−xTqy + f(xq) = sup
q∈contourf
xTqy − f(xq)
Now we see that given yp = ∇f(x p), we may determine the point p by computing
f ∗(yp) = sup
x
xT yp − f(x) . In other words, instead of representing points on the con­
tour of f using (x, f (x)), they can be equivalently represented by (y, f∗(y)).
The Legendre transformation can be viewed as a coordinate system transformation from





f (x) + f∗(y) − xT y ≥ 0 (A.2)
This is called the Fenchel­Young inequality. Note that this inequality can be used to define
the Bregman divergence (in its dual form), see Eq. C.1.
The Fenchel­Young inequality holds with equality forz ∈ ∂f (x):
f (x) + f∗(z) = xT z
• If f is differentiable, the following relation holds:
∇f ∗(x) = (∇f )−1(x)
Additionally, if f is twice differentiable, and let y = ∇f(x) , the following relation holds:
∇ 2f ∗(y) = ∇ 2f
−1
(x) (A.3)
• If f is α­strongly convex, then f ∗ is 1α ­smooth; If f is β­smooth, then f






F (x) = λf(x) ⇒ F ∗(y) = λf∗
y
λ




F (x) = f(x) + λ ⇒ F∗(y) = f∗(y) − λ
F (x) = f(x + x0) ⇒ F ∗(y) = f∗(y) − yT x0
­ Inversion (for scalar variables):
F (x) = f−1(x) ⇒ F ∗(y) = −yf∗
1
y




















2. M is locally Euclidean of dimension d.2
3. M has a countable basis of open sets.
Since M is locally Euclidean, we may define a setA of coordinate systems, each of its
elements defining a one­to­one mappingϕ from M to some open subset inRd. Then M is
called a C∞ differentiable manifold, or smooth manifold, if two arbitrary maps ϕ, ψ ∈ A








2Being locally Euclidean means that each point p ∈ M has a neighborhood homeomorphic (but does not
have to be isomorphic) to an d­ball in Rn .


















and ψ ◦ ϕ−1 is a C∞ diffeomorphism.
it gives a local linearization ofM at p, so that the study of the structure ofM can be made
easier.
Let {Epi } be a local coordinate system at point p ∈ M , and γ(t) be a parameterized
curve passing through p (namely p = γ(a) for some a). The tangent vector of γ(t) at p
can be expressed as γ̇(a) = γ̇i(a) ∂∂E i p




gives the tangent vector at pof the ith coordinate curve (that is ∂∂E i p
form a set







[c1, . . . , cd] ∈ Rd
)












dimension of TpM is d (the same as the dimension of M ). Tangent space is illustrated in
Figure B.2.
• Vector fields and tangent bundles: A vector field is a mapping X : p → X p where
p ∈ M and Xp ∈ TpM .







nian metric gon a manifold M is a 2­tensor field g satisfying the following properties:
1. Symmetric: For all p ∈ M and all tangent vectors X, Y ∈ T pM , gp(Xp, Yp) =
gp(Yp, Xp).
2. Positive definite: For allp ∈ M and all tangent vectors X ∈ TpM , gp(Xp, Xp) ≥ 0.




It is often convenient to express the metric tensor g as a symmetric, positive definite
matrix G = [gij ], where gij are determined by gij = h∂i , ∂j i (∂i , ∂∂E i ), namely the inner
products between coordinate frames. Let two vector fields X, Y ∈ TpM be expressed as
X = X i(∂i)p, Y = Y i(∂i)p, then gp(X, Y ) = hX, Y ip = gij (p)XiY i = xT Gpy, where
x = [Xi], y = [Yi]. A trivial example of G is the identity matrix, which recovers the dot
product for Euclidean geometry.
Given a g, the angle between X, Y ∈ TpM is given by cos−1
gp(X,Y )










sense for a curved space! The trouble is that X(γ(t + ε)) and X(γ(t)) lie in their own
tangent spaces Tγ(t+ε)M and Tγ(t)M which has nothing to do with each other 6, therefore
X(γ(t + ε)) − X(γ(t))is meaningless. In order to enable differential operations on a Rie­
mannian manifold, we have to set up a “connection” between two nearby tangent spaces
TpM , TqM , that is to transport a vector field in TpM to TqM first, then compute deriva­
6Although a global coordinate system {Ei } can be defined for M , the sets of basis for two different



















• Parallel transportation: When p and qare very close so that the second order dif­
ference can be ignored, the simplest way to transport X(p) ∈ TpM to TqM and set up a
connection is to use a linear map Πp,q : TpM → T qM . The image of X after transporta­




where q = p + dEand dE the difference between their coordinates, since they are now in
the same tangent space. Let us assume that the differenceX(q) − Πp,q(X(p)) is in the form
X(q) − Πp,q(X(p)) = dEi(Γkij )p(∂k)q, that is it can be expressed as a linear combination of




Based on this construction, we may now define parallelism on M . A vector field X is
said to be parallel along a curve γ(t) if X(t + dt) = Πγ(t),γ(t+dt)(X(t)) for all t on which





















We note again that the choice of Π and Γkij is not unique, and there is no canonical
structure defined for M . Therefore it is only meaningful to say some geometric property
holds with respect to a specific connection.
• Formal definition: Let {Epi } be a local coordinate frame defined for TpM
8, and a
vector field Xp = X ipE
p
i defined at point p. Define X pf ,
d






to be the local directional derivative of f in the direction of Xp, and Xf(p) , X pf be
a function of p. Also define (f X)p , f(p)X p, which is still a vector field. An affine
connection in M is a map ∇ : TM × TM → TM satisfying axioms
1. ∇ fX 1+gX2Y = f∇ X 1Y + g∇X 2Y, ∀f, g ∈ C
∞ (M)
2. ∇ X (aY1 + bY2) = a∇X Y1 + b∇X Y2
3. ∇ X (fY ) = f∇ X Y + (Xf )Y, ∀f ∈ C∞ (M)
7Do not confuse the parallelism defined here with the commonly used concept defined for Euclidean
geometry. Here parallelism only means a linear relation between X p and X q.
8Usually {Epi }are given by
∂
∂x i of local coordinates {xi }at p ∈ M.
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where ∇ X Y (as the result of the map) is called the covariant derivative of Y in the direc­
tion of X . The word “covariant” implies “coordinate­invariant”, namely the definition is




|dE| where q is infinitesimally close to p in the
direction given by X . Let X = X iE i , Y = Y j E j , it can be shown that ∇ X Y has the
following form:
















in which the Christoffel symbols are defined as ∇ E i E j = Γ
k
ij Ek, and there are d3 such
functions. Γkij measures the change of the basis vector E j as it moves in the direction of
E i . Although the actual value of Γkij depends on p, the functional form of ∇ X Y remains
invariant under different coordinate systems.
Finally, it should be noted that the affine connection and ∇ X Y are indeed equivalent.
Given a connection the corresponding ∇ X Y is also determined, and vice versa. Therefore,





4. ZhX, Y i = h∇ZX, Y i + hX, ∇ZY i, ∀X, Y, Z ∈ T M
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5. ∇ X Y − ∇Y X = [X, Y ]
Here h·iis the inner product with respect to the Riemannian metric, [X, Y ]is a vector field
defined as(X j ∂j Y i−Y j ∂j X i)∂i where ∂i , ∂∂E i . Property 4 guarantees that the connection
is compatible with the Riemannian metric, that is the inner product between two vector
fields before and after parallel transportation remains constant; Property 5 guarantees that







gkl (∂j gli + ∂iglj − ∂lgij )
where gkl are the entries of the dual metric tensor (inverse of G). It can be shown that the
Levi­Civita connection is the unique connection on a Riemannian manifold that satisfies
conditions 1­5, and this is known as the Fundamental Lemma of Riemannian Geometry. It















• Geodesics: Let γ(t) : [a, b] → Mbe a parameterized curve in a Riemannian man­









gij γ̇i γ̇j dt, where γ̇i(a) , ddtγ
i(t)|t=a. Given a connection ∇ , the acceleration of the
curve is defined as the vector field ∇ γ̇(t)γ̇(t), and a curve is called a geodesic with respect
to ∇ if its acceleration is zero. Based on the definition of ∇ X Y , it can be shown that
γ(t) = [γ1(t), . . . , γd(t)] is a geodesic if and only if it satisfies the ordinary differential






• The exponential map: It can be shown that given an initial pointp ∈ Mand velocity
vector V ∈ TpM , a unique geodesicγV (t) can be determined.10 This implicitly determines
10In fact the specification of p ∈ M is not necessary since it can be determined by V .
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a map from TM to the set of geodesics in M , and this map is called exponential map.
More precisely, let V , {V ∈ T M : γ V is defined on an interval containing [0, 1]},
then the exponential map exp :V → M is defined as exp(V ) = γV (1). It can be shown
that the exponential map is smooth and γV (t) = exp(tV ).
• Curvature: Let ∇ be a connection in M , then for vector fields X, Y, Z ∈ T M, the
Riemannian curvature tensor is a map R : TM × TM × TM → TM defined as
R(X, Y )Z = ∇X (∇ Y Z) − ∇Y (∇ X Z) − ∇[X,Y ]Z
Intuitively, the curvature tensor measures the degree of M being locally isometric to Eu­
clidean space. When curvature vanishes at some point p on a manifold, the manifold is
locally isometric to Euclidean space, that is p has a neighborhood that is isometric to an
open set in Rd using Euclidean metric. If curvature vanishes everywhere in M , then M is
said to be a flat Riemannian manifold (with respect to ∇ ).11
• Affine coordinate system: Let {Ei} be a coordinate system of M . If the d basis
vector fields ∂i = ∂∂E i (i = 1, . . . , d)are all parallel on M with respect to connection ∇ ,
then {Ei} is called an affine system (with respect to ∇ ). This is equivalent to ∇ ∂i ∂j =
0, ∀i, j, or Γkij = 0, ∀i, j, k. Therefore an affine coordinate system exists if and only if M
is flat.
A second affine coordinate system{Fi}on M exists if and only if there exists an affine
11Roughly speaking, flat manifolds are those that can be built by gluing together tiny pieces of d­




transformation: Ep = AFp + B, ∀p ∈ M, where Ep, Fp are the coordinates given by {Ei}












• The f ­divergence was first proposed by Csisźar 122 and later by Ali and Silvey 210
independently. Let f : (0, ∞) → R be a convex function with f (1) = 0, and p, qbe two
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probability distributions on a set X . The f ­divergence is defined as (consider only discrete
case here)










is not important. Also, sometimes extra conditions onf are imposed for regularity: f 0(1) =
0, f 00(1) = 1.
Intuitively, the f ­divergence encodes the expectation of a “contrast” f q(x)p(x) between
pand qdefined by f , which measures the “distance” between the two distributions.
• Some examples of f ­divergences are given in Table C.1:
Table C.1: Examples of f ­Divergences.
















































2 ) + KL(q,
p+q
2 ) Jensen­Shannon divergence
• Let f ∗(x) = xf 1x + c(x − 1), ∀x > 0where c ∈ R is a constant. It can be
easily verified that f ∗ is also convex and f ∗(1) = 0. The dual f ­divergence is defined by
D∗f (p, q) , Df ∗(p, q), and the equality D
∗








d(p(x), q(x)) , p(x)f q(x)p(x) .
• The f ­divergence satisfies the invariance property. That is, under an invertible map­
ping m : X → Y , the f ­divergence between two distributionsp1(x), p2(x) before and after
the mapping remains the same. To see this, let q1(y) = q1(m(x)) = p1(x)|M (x)|−1,
q2(y) = q2(m(x)) = p2(x)|M (x)|−1 where |M |is the determinant of the Jacobian of the
function m. Then














= D f (p1, p2)
In fact, f ­divergence is the only statistical invariant divergence, see for example 211.
• The f ­divergence satisfies the information monotonicity property. Consider discrete
distributions on X with melements. Let X = X1 ∪ . . . ∪ Xk be an arbitrary partition of X
into k < mbins, and let p̄1, p̄2 be two distributions defined on {X1, . . . , Xk}. Then it can
be shown using Jensen’s inequality thatDf (p̄1, p̄2) ≤ Df (p1, p2).
The information monotonicity property is desirable since if we coarse­grain the sup­
port of the distribution, it should become more difficult to tell the difference between two


































1−α2 1 − x
1+α
2 α 6= ±1
x log x α = 1
− log x α = −1


































Note that the Rényi α­Divergence does not belong to the f ­divergence family! However, it
is a function of some members of the f ­divergence (Power divergence, Hellinger distance,
total­variation distance etc.) and appears similar to other α­divergences, therefore we also




DG(x, y) = G(x) − G(y) − ∇G(y)T (x − y)
where G is a strictly convex function, x, yare usually scalars or vectors. However, Breg­
man divergence can also be used to reflect the “nearness” between matrices, in which case
x, y ∈ Rd×d. See for example 220–222. In the case of real, symmetric matrices, the
Bregman divergence is similarly defined as













Rd kxk2 kx − yk2 Squared Euclidean distance
Rd xT Ax (x − y)T A(x − y) Mahalanobis distance
R+ − log x xy − log
x
y − 1 Itakura­Saito distance








log λi tr(xy −1) − log det(xy−1) − d LogDet divergence
• Bregman divergence has a clear graphical interpretation, as shown in Figure C.1




DG (x, y )






DG(x, y) = G(x) + H(y) − xT y (C.1)
where H is the convex conjugate of G. The Fenchel­Young inequality guarantees that
G(x) + H(y) − xT y ≥ 0.
• Bregman divergences satisfy the following properties:
­ Linearity:
DG1+λG2(x, y) = DG1(x, y) + λDG2(x, y)
­ Generalized law of cosines:
DG(x, y) + DG(y, z) = DG(x, z) + (x − y) (∇G(z) − ∇G(y))
­ Generalized Pythagorean theorem:












p(x; θ) = p0(x) exp{θT x − G(θ)}
where G(θ) is the partition function. Let h = ∇H where H is the convex conjugate of G,
then x = ∇G(h(x)). Therefore
p(x; θ) = ˜p0(x) exp{−G(θ) + G(h(x)) + ∇G(h(x))T (θ − h(x))}
= ˜p0(x) exp{−DG(θ, h(x))}













ex ex − ey − (x − y)ey Poisson
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