Introduction
Let ω denote the space of all real-valued sequences. Any vector subspace of ω is called a sequence space. For 1 ≤ p < ∞ , denote by l p the space of all real sequences x = (x n ) ∈ ω such that
1/p is interpreted as sup n≥1 |x n |. We write c and c 0 for the spaces of all convergent and null sequences, respectively. By cs , we denote the space of all convergent series.
Let X, Y be two sequence spaces and A = (a nk ) be an infinite matrix of real numbers a nk , where n, k ∈ N = {1, 2, · · · }. We say that A defines a matrix mapping from X into Y , and we denote it by A : X → Y , if for every sequence x = (x k ) ∈ X the sequence Ax = {(Ax) n } ∞ n=1 exists and is in Y , where (Ax) n = ∑ ∞ k=1 a nk x k for n = 1, 2, · · · . By (X, Y ), we denote the class of all infinite matrices A such that A : X → Y .
For a sequence space X , the matrix domain X A of an infinite matrix A is defined by
which is a sequence space. The new sequence space X A generated by the limitation matrix A from a sequence space X can be the expansion or the contraction and/or the overlap of the original space X . A matrix A = (a nk ) is called a triangle if a nk = 0 for k > n and a nn ̸ = 0 for all n ∈ N. If A is triangle, then one can easily observe that the sequence spaces X A and X are linearly isomorphic, i.e. X A ∼ = X .
In the past, several authors studied matrix transformations on sequence spaces that are the matrix domains of triangle matrices in classical spaces l p , l ∞ , c, and c 0 . For instance, some matrix domains of the difference operator were studied in [4, 8, 9, 13] , of the Riesz matrices in [1, 3] , of the Euler matrices in [2, 6, 12] , of the Cesàro matrices in [5, 14, 15] , and of the Nörlund matrices in [16, 17] . In these studies the matrix domains were obtained by triangle matrices, and hence these spaces are normed sequence spaces. For more details on the domain of triangle matrices in some sequence spaces, the reader may refer to Chapter 4 of [7] . The matrix domains given in this paper specify a certain nontriangle matrix, so we should not expect that related spaces are normed sequence spaces.
In this study, the normed sequence space l p is extended to seminormed space l p (E) . We consider some topological properties of this space and derive inclusion relations concerning it. Moreover, we determine the α -and β -duals for the space l p (E) , and we also obtain the necessary and sufficient conditions on an infinite matrix belonging to the classes (l p (E), l ∞ ) , (l p (E), c), and (l p (E), c 0 ). The results are generalizations of some results of Malkowsky and Rakocevic [11] . In a similar way, Erfanmanesh and Foroutannia introduced the sequence spaces l ∞ (E), c(E) and c 0 (E) in [10] .
The sequence space l p (E) of nonabsolute type
Let E = (E n ) be a partition of finite subsets of the positive integers such that
for n = 1, 2, · · · . We define the sequence spaces l p (E) by
with the seminorm |||.||| p,E , which is defined in the following way:
should be noted that the function |||.||| p,E cannot be the norm, since if x = (1, −1, 0, 0, · · · ) and E n = {2n−1, 2n} for all n , then |||x||| p,E = 0 while x ̸ = θ . It is also significant that in the special case E n = {n} for n = 1, 2, · · · , we have l p (E) = l p and |||x||| p,E = ∥x∥ p .
Suppose that E = (E n ) is a partition of finite subsets of the positive integers such that it satisfies the condition (2.1). If the infinite matrix A = (a nk ) is defined by
with the notation of (1.1), we can redefine the space l p (E) as follows:
Now we may begin with the following theorem, which is essential in this study. 
Theorem 2.2 Let
Proof Consider the map T :
for all x ∈ l p (E). The linearity of T is trivial. Letting y ∈ l p and α n = |E n | for all n, we define the sequence
It is clear that x ∈ l p (E) and T x = y , and so the map T is surjective.
By applying the first isomorphism theorem we have
Note that the mapping defined in Theorem 2.2, T is not injective, while ∥T x∥ p = |||x||| p,E for all x ∈ l p (E).
One may expect a similar result for the space l p (E) as was observed for the space l p and ask the following natural question: Is the space l p (E) a semiinner product space for p = 2? The answer is positive and is given by the following theorem:
is not a semiinner product space.
it is a semiinner product on the space l 2 (E) and |||x||| 
Since the equation (2 p + 1) 2/p + 2 (2/p)+1 = 9 has only one root, p = 2 , the seminorm of the space l p (E) does not satisfy the parallelogram equality, which means that the seminorm cannot be obtained from the semiinner product. Hence, the space l p (E) with p ̸ = 2 is not a semiinner product space. 2
Let X be a seminormed space with a seminorm g . A sequence (b n ) of the elements of seminormed space X is called a Schauder basis (or briefly a basis) for X iff for each x ∈ X there exists a unique sequence of
The series ∑ ∞ k=1 α k b k that has the sum x is then called the expansion of x with respect to (b n ) and is written as x = ∑ ∞ k=1 α k b k . In the following, we will give a sequence of the points of the space l p (E) , which forms a basis for the space l p (E).
Theorem 2.4 If the sequence b
and the remaining elements
is a basis for the space l p (E), and any x ∈ l p (E) has a unique representation of the form
where
Proof This is a routine verification and so we omit the detail. 
Here and in the sequel, we shall use the convention that any term with a zero subscript is equal to zero. Note that any arbitrary partition H = (H n ) that satisfies the condition (2.1) is generated by the partition E = (E n ) and the sequence s = (s n ), where E n = {n} and s n = max H n for all n . It is also important to
In the following, the inclusion relation between the spaces l p (E) and l p (H) is examined. Obviously, if s n − s n−1 > 1 only for a finite number of n, then
Especially if |H n | > 1 only for a finite number of n , then l p = l p (H) .
Theorem 2.6 Let E , s, and H be as in Definition 2.5. We have
Moreover, if s n − s n−1 > 1 for an infinite number of n, then these inclusions are strict.
for each x ∈ l p (E). Note that ζ = 1 when p = 1. Suppose that x = (x n ) ∈ l p (E) is an arbitrary sequence. By applying Hölder's inequality, we have
Moreover, letting s n − s n−1 > 1 for an infinite number of n, one can choose a subsequence (n j ) in N with 
for an infinite number of n , then these inclusions are strict.
Proof If E n = {n} and s n = max H n for all n , then the partition H = (H n ) is generated by E = (E n ) and s = (s n ). The desired result follows from Theorem 2.6. 2
Corollary 2.8 Let 1 ≤ p < ∞ , and let M and N be two positive integers. If we put
E i = {M i − M + 1, M i − M + 2, · · · , M i} and H i = {M N i − M N + 1, M N i − M N + 2, · · · , M N i} for all i , then l p (E) ⊂ l p (H).
Moreover, if N > 1 , then this inclusion strictly holds.
Proof If s i = N i for all i , then the partition H = (H n ) is generated by E and s . The desired result follows from Theorem 2.6. 2
In the following, we consider the necessity of condition (2.4) in Theorem (2.6). 
. Consider the sequence Proof If E n = {n} and a n = max H n for all n , the desired result follows from Theorem 2.9. 2
Theorem 2.11 If 1 ≤ p < s , then l p (H) ⊂ l s (H).
Proof This is a routine verification and so we omit the details. 
The α -and β -duals of sequence space l p (E)
In this section, we compute the α -and β -duals for the sequence space l p (E). For the sequence spaces X and
is called the multiplier space of X and Y . With the above notation, the α -and β -duals of a sequence space X , which are respectively denoted by X α and X β , are defined by
Lemma 3.1 ([11], pp. 156-157) Let X, Y, Z ⊂ ω and Y ⊂ Z . We have M E,F (X, Y ) ⊂ M E,F (X, Z), and in
particular X α ⊂ X β .
Theorem 3.2 If 1 < p < ∞ and q = p/(p − 1) and the set d q is defined as follows:
Proof We only prove the statement for the case 1 < p < ∞ ; the case p = 1 is proved similarly. Let a ∈ d q be given. Since E = (E n ) is a partition of the positive integers, by Hölder's inequality we have
for all x ∈ l p (E). This shows ax ∈ cs ; thus a ∈ (l p (E)) β and hence
Now, let a ∈ (l p (E)) β be given. We consider the linear functional f n :
for n = 1, 2, · · · . Similar to (3.1), we obtain
for every x ∈ l p (E). So the linear functional f n is bounded and
, for all n. We now prove the reverse of the above inequality. Without loss of generality we assume there is an index i such that 1 ≤ i ≤ max E n and a i ̸ = 0, since the case a i = 0 for all 1 ≤ i ≤ max E n is trivial. We define the sequence x = (x i ) by
where i ∈ E k is the first index of E k such that |a i | = sup j∈E k |a j |, for 1 ≤ k ≤ n, and we put the remaining elements as zero. Obviously ∑ j∈E k
is well defined and linear, and also the sequence (f n ) is pointwise convergent to f a . By using the BanachSteinhaus theorem, it can be shown that ∥f a ∥ ≤ sup n ∥f n ∥ < ∞, so
This establishes the proof. 2
It is noteworthy that the inclusion l q ⊂ d q strictly holds when sup
Corollary 3.4 ([11], Theorem 1.29) We have
for all k , by applying Theorem 3.2, we obtain the desired result.
2
|E n | > 1 for an infinite number of n , then these inclusions are strict.
Proof We only prove the statement for the case 1 < p < ∞ ; the other case is proved in the same way. One can conclude from Theorem 3.2 and Lemma 3.1 that
Moreover, if the sequence a = (a i ) is defined by a i = 1/k whenever i ∈ E k , then we have a ∈ d q . Because |E n | > 1 for an infinite number of n, we may choose an index subsequence (n j ) of the positive integers with |E nj | > 1 for j = 1, 2, · · · . Letting α j = min E nj , we define the sequence x = (x i ) as follows:
and this shows a ̸ ∈ (l p (E)) α . Therefore, this inclusion strictly holds. 2 Corollary 3. 6 We have
|E n | > 1 for an infinite number of n , then the inclusion strictly holds.
Matrix transformations on sequence spaces l p (E)
In the present section, some classes of infinite matrices related with new sequence space are characterized. Let A = (a nk ) be an infinite matrix of real numbers and X and Y be two sequence spaces. We write A n = (a n,k )
for the sequence in the n th row of A . It is clear that A ∈ (X, Y ) if and only if A n ∈ X β for all n and Ax ∈ Y for all x ∈ X . We start with the following lemma, which is needed to prove our main result.
Lemma 4.1 Suppose that a = (a k ) ∈ ω , and the linear functional f :
, and a ∈ d q , then f is bounded and
the proof is obtained by the proof of Theorem 3.2. 2
Let A = (a nk ) be an infinite matrix. We consider the following conditions: Proof (i) Let 1 < p < ∞ and A ∈ (l p (E), l ∞ ). We have A n ∈ d q for all n , by Theorem 3.2. Thus, due to Lemma 4.1, the linear functional f n :
Theorem 4.2 We have:
, by applying the Banach-Steinhaus theorem it follows that sup n ∥f n ∥ < ∞. Thus, the condition (4.1) must hold.
Conversely, suppose that condition (4.1) holds. By using Theorem 3.2, A n ∈ (l p (E)) β for n = 1, 2, · · · and letting x ∈ l p (E), similar to the proof of (3.1), we deduce that
The proof of part (ii) is similar to part (i).
by e k i = 1 for i = k , and we put the remaining elements to zero. Obviously, e k ∈ l p (E) and Ae k ∈ c 0 , and this proves the necessity of condition (4.3). The proof of the necessity of condition (4.1) is similar to the previous part.
Conversely, suppose that conditions (4.1) and (4.3) hold. By Hölder's inequality we have
Now taking m so large that
and then taking n so large that
The proof of part (iv) is similar to part (iii). Proof If E n = {n} for all n , by applying Theorem 4.2, we obtain the desired result. 2
