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1. INTRODUCTION 
Let &, , n 3 0, be a Markov process with states in a measurable space 
(x, F), where F is a u-algebra containing all one-point sets, and let P”(x, B) 
be the nth step transition function of the process. In this paper we will always 
assume that P has at least one u-finite invariant measure h (henceforth taken 
as fixed), and that the process is recurrent in the sense that for any B of 
positive h measure, 
P,( V, < co) = 1 a.e. x, U-1) 
where 
V,=min{n>O:&EB}. 
Suppose that at time 0 particles are distributed over x according to a 
Poisson process with intensity function A(*). If subsequently, the particles 
all move independently of each other according to the same transition law P, 
then the Poisson distribution of particles over x will be maintained in time. 
[This was shown in [l] where a precise construction of such a system can be 
found.] For this reason such a system of particles is called an equilibrium 
system. Our purpose in this paper will be to investigate, in an equilibrium 
system of recurrent Markov processes, (1) the total number of particles, 
S,(B), which have been in B by time n, and (2) the number of distinct 
particles, L,(B), which have been in B by time n. 
Previously, these two quantities were investigated in [I] for equilibrium 
systems of transient processes. In continuous time, these quantities were 
investigated in [2] for equilibrium systems of stable processes. 
Let 
Gn(x, B) = i Pj(x, B) 
5-l 
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(1.2) 
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and set 
b,(B) = I, Gn(x, B) X(dx). (1.3) 
Our main results are as follows: 
THEOREM 1. If h(x) < 03, then fi any B E F, 
lim S,(B) X(B) -=&)=I, n+m n (1.4) 
where A is a Poisson random variable with mean h(x). On the other hand, if 
X(x) = 00, thenforh(B) < 03, 
P (lim !%@ = X(B)) = 1 n-too n. (1.5) 
n-1 
Var %W - 2 & W). 
If, in addition, h(B) > 0, and 
sup Gn(x, B) 
1iyAup %’ 
b,,(B) < O”’ 
*then 
U-6) 
U-7) 
lim p S,(B) - n’(B) e-U”2 du. n-x0 ( Par &WI+ < t) = (27r)-+ j’ (1.8) --m 
THEOREM 2. Let h(B) > 0. If h(x) < co, then 
P (i+lL L,(B) = A) = 1, (1.9) 
where A is a Poisson variate wi?h mean X(x). On the other hand, ;f h(x) = co 
andO<h(B)<oo, then 
P(lim ygj = 1) = 1, 
72 
(1.10) 
EL,(B) = tis j P,(V, >i) h(dx), 
j=o B 
(1.11) 
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REMARK. If A,(B) denotes the number of particles in B at time it, then 
S,(B) = &<,Aj(B). It is easy to show that the A,(B), n > 1, form a strictly 
stationary sequence, and thus (1.5) shows that this stationary sequence is 
ergodic whenever h(x) = co. For equilibrium systems of transient processes, 
the A,(B) also form an ergodic process whenever B is a transient set of 
finite measure (see [I]). However, in the transient case, 
lim Var Sn(B) = g(B) < ~0 
?I-+=3 n 
while for recurrent processes (see Lemma 3) 
lim Var Sri(B) = co. n-x0 n 
Also, in [l] it was shown that (1.10) and (1.12) hold whenever B is a transient 
set of finite positive measure, and that EL,(B)/n + C(B) > 0 for these sets. 
For recurrent processes it follows at once from (1.11) that EL,(B)/n + 0. 
We conclude this section with some specific examples. 
EXAMPLE 1. DENUMERABLE STATE SPACE. Let x be the integers and let 
F be all subsets of x. Assume P(x, JJ) is the transition matrix of an irreducible, 
recurrent, Markov chain on x, and let P(x, B) = CllEB P(x, y). As is well- 
known, every such chain has a unique invariant measure X with X((0)) = 1. 
We will now show that condition (1,7) holds whenever B is a finite nonempty 
set. Indeed, for such a set we obtain at once from the Doeblin ratio-limit 
theorem that 
lim Gn(x’ B, = X(B). 
n-m Gn(O, (0}) 
(1.13) 
Thus 
lim Gn(xl B) 
~- bm 
= lirn Gn(x, B) Gn(O’ ‘0’) = )c(B)-1 
n- G”(O,@)) b(B) ’ 
Moreover, using (1.13) we may improve the asymptotic estimate in (1.6) 
for finite sets to be 
n-1 
Var &(B) - WV c h(W). 
h-1 
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If X(x) = co, then by Theorem 1 of [3] we may also show that for finite sets B, 
n-1 
Q@) - c POP'(O) > d. 
j-0 
EXAMPLE 2. RANDOM WALK WITH REFLECTING BARRIER. Let X, , 
tt > 1, be independent, identically distributed, real nonlattice valued random 
variables which assume both negative and positive values, and let & be a non- 
negative random variable, independent of the X, . Let x be the non-negative 
axis, and F the Bore1 subsets of x. The reflecting barrier random walk is the 
Markov process 
Assume La1 P(X, + *** + X, < 0) tl-l = co. Then (see [4]) there is a 
unique invariant measure h with X((0)) = 1. It follows from our conditions 
that this process is recurrent. Also h(x) < 00 if and only if 
Ina1 P(X, + a*. + X, > 0) s-l < co. From results in [4] we know that 
if B E F is bounded, then 
k P(0, {O}) 
‘% B, = X(B) 
and moreover if B C [0, ~1 then 
P”(x, B) < f-V, LO, A). 
From these two facts it is easy to show that (1.7) holds for all bounded B 
of positive measure, and moreover, that for such sets, 
Var &(B) - WB)’ c MW- 
3-l 
EXAMPLE 3. RANDOM WALKS. Let x be a locally compact Abelian 
group and let F be the a-field generated by the open sets. Let Xi , i 2 1, 
be independent, x-valued random variables having the common regular 
probability measure p. The random walk is the Markov process 
where to is a x-valued random variable independent of the X6 . We assume 
that for any open neighborhood B of 0, Pz(& E B, i * o) = 1 for all X, and 
that x is the minimal closed group generated by the support of CL. Then it is a 
known fact that x is o-compact, and that the random walk is a recurrent pro- 
cess having Haar measure h as its- u-finite invariant measure. Now if B E F 
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is bounded and A(H3) = 0, then from results in [5], we know that for any I 
such that h(H) = 0, and h(l) = 1, 
sup P%(X) B) 
& zEBpn(o,I) = 4w 
Thus (1.7) holds for all such sets B. If the random walk is nonsingular, then 
the above holds whenever B, I are bounded, and thus (1.7) holds for all 
bounded B of positive measure for equilibrium systems of nonsingular 
random walks. 
2. PROOFS 
We first show that P,(.& E B, i * o) = 1 a.e. x, whenever h(B) > 0. 
Indeed, define VBo = 0, V,l- V, , and let 
Set 
V,’ = min {n > Vf;-’ : & E B}. 
A,=(x:P,(V,‘<co)=l}. 
By assumption, h(x - A,) = 0. Assume h(x - A,) = 0. Then 
h(B n A,) = X(B) > 0, 
and thus P,(V,,,, < 00) = 1, a.e. x. The desired result now follows by 
induction on T. Now as 
il P%, B) = 2 P,(VB~ < 031, 
r-1 
we see that whenever h(B) > 0 we must have 
1% G~x, B) = 2 P(s, B) = co 
n-l 
ax. X- (2-l) 
From this, it follows that P, as an operator on h(h), is purely conservative 
(i.e., the dissipative part of x has zero measure). Recall (see [6]) that a set B 
of the conservative part of x is called invariant if for any non-negative function 
fonx 
{x : f (x) > 0) C B =. {x : pf(x) > 0} C B, a.e. x. 
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Now for a recurrent process, the only invariant sets of positive measure must 
differ from x by a null set. Indeed, if B is invariant, then 
{x : l&t) > 0} = B, 
and thus for a.e. x, (x : Pi,(x) > 0) C B. Consequently, 
(j (x : P’%(x) > 0) C B, 
n-0 
a.e. x. 
On the other hand, if A(B) > 0. then it follows from (2.1) that 
x (x - (j {x : p”ls(x) > 0,) = 0, 
7l=O 
and thus B must differ from x by a null set, as desired. Now for any function 
f >, 0 E&(A) such that J,f(x) X(dx) > 0, we obtain from the Chacon- 
Omstein ergodic theorem that whenever h(B) < 03, 
. G”(x, B) k @f(x) = WJ) 1‘ xf(x) h(dx) ’ a.e. 
If h(x) = co, let E, r x where h(E,) < 00. Then for a.e. x, 
lim sup G~(x’ B) ~ lim G”‘x’ B’ W 
n-r;a n n+m G”(x, EJ = A(E,) ’ 
Since A(&) t 00, we see that for a.e. x, 
lim Gn(x’ B) = 0 . 
72-w n (2.2) 
Summarizing the above results we have 
LEMMA 1. P is a purely conservative operator and P&f,, E B, i.o.) = 1 
a.e. x, whenever h(B) > 0. In addition, if A(x) = co, (2.2) holds fm sets B qf 
positive measure. 
Let is(x) be the indicator function of B, and let 
N,,(B) = i 1&d 
k-l 
denote the occupation time in B by time n by the &, process. 
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LEMMAS. ForanyBEF,andn>l, 
E(e’e4m)) = exp 
IS [E,(e 
-‘B’) 
x 
- l] h(dr)l . 
PROOF. Let M,(B; Y) denote the number of particles which visit B exactly 
Y times by time n. Then it was shown in [l] that for fixed B and n, M,(B; Y), 
1 < Y < n are independent Poisson variates with means 
EM~(B; Y) = f P&V,,(B) = I) h(h) 
X 
respectively. The conclusion now follows easily from these facts since 
S,(B) = i yW(B; y). 
T-0 
LEMMA 3. Assume 0 < h(B) < 00. If A(x) = co, then 
b,(B) n-l -+ 0, n + co. 
In any case, 
(2.4) 
n 
i bk(B) 
-to, n--too, 
k-l 
and if (1.7) holds, then 
b,(B) < Wn(BN. (2.5) 
(2.3) 
PROOF. From (2.1) we see that b,(B) 1 00 as n -+ co and thus (2.4) must 
hold. Also (2.3) follows at once from (2.2). Now clearly 
b2,(B) - b,(B) < /,+i)~~ P&z+, $ B, I< i-Q, i%+j E ~)G’% B) + h(B) 
j=l 
< A(B)[l + ;tj G’% 41 = WnVW 
Hence (2.5) holds. 
PROOF OF THEOREM 1. Assume that X(x) < co. In that case an equili- 
brium system consists of A independent processes (where A is a Poisson 
variate with mean h(x)), each having the transition law P and having 
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h(dx)/h()o as initial distribution. Lemma 1 shows that condition 2 of [7] is 
satisfied, and from Theorem 3 of that paper we obtain that 
P, (lim !YE!Z? = #) = 1, a.e. X. n-w n 
Consequently, (1.4) must hold. Consider now the case when h(x) = co. Since 
the A,(B) form a stationary sequence, the pointwise ergodic theorem shows 
that there is a random variable S*(B) such that 
P (lim Q?) = S*(B)) = 1. 
n-t* n 
To show that (1.5) holds it suffices to show that the weak law of large numbers 
holds for the A,(B), and by Chebechev’s inequality this will certainly be the 
case provided 
lim Var [S,(B)I = 0 
n-c-0 Tz.2 * 
From Lemma 2 we easily obtain that 
ES,(B) = d(B) 
and 
(2.6) 
Var S,(B) = 1 E,,N,(B)” h(dx) 
x 
n-1 
= nh(B) + 2 1 b,(B). 
i=l 
As b,(B) is nondecreasing, 
(2.7) 
Var S,(B) < nA(B) + 2&(B), 
and thus (2.6) holds. Also from (2.7) and (2.4) we see that (1.6) holds. From 
Lemma 2 we see that 
log E exp 
i 
a&m - wu = 
[Var %PP I - ; + qq, 
where 
Now Lemma 3 and some easy computations show that 
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But 
Thus, if condition (1.7) holds, 
In view of (1.6) and the above, we see that 
But by (2.5) there is a constant K > 0 such that for tl sufficiently large, 
Thus by (2.3) 
) aiiO([+q’) =o. 
This completes the proof. 
PROOF OF THEOREM 2. From the results in Section 3 of [l] we know that 
L(B) = i 4(B), 
j=l 
where the I,(B), j > 1, are independent, Poisson distributed random variables 
with means 
H,(B) = I Pz( V, = j) h(dx). 
x 
Consequently L,(B) is a Poisson random variable with mean 
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A last entrance decomposition shows that 
P(x, dz) P,( v, > n - j) A(&) 
This establishes (1.11). C onsider the case when h(x) < co. Then the total 
number of particles in the system is a Poisson random variable A with 
mean h(x). Since EL,(B) t h(x) it must be that L,JB) converges in law to A, 
and as L,(B) is nondecreasing, we must in fact have 
I’(!& L,(B) = A) = 1. 
If h(x) = 00, then EL,(B) -+ cc and (1.12) follows from the well-known fact 
that a normalized Poisson variate is asymptotically distributed as its mean 
goes to infinity. The theorem of Abel-Dini shows, that since EL,(B) --t co, 
m Var In(B) 
,c, [g n Ia, 2 1 
Equation (1.10) now follows from the above by the strong law of large num- 
bers. This completes the proof. 
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