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Chapter 1
Introduction
The goal of this thesis is to evaluate the radiation tolerance of diamond and silicon (Si) pixel
detectors which are designed for tracking in Large Hadron Collider (LHC) experiments.
LHC is the largest particle accelerator in the world. The accelerator of LHC is designed to
collide two proton beams, each of them with 7 TeV of energy, giving a total center of mass
energy of 14 TeV, which is the highest colliding energy that can be reached so far. The high
colliding energy helps the scientists to explore the fundamental physical interactions in the
early universe after the Big Bang.
The Standard Model of particle physics is so far the successful theory to describe the funda-
mental interactions. In the scope of Standard Model, the matter is constructed by leptons and
quarks, and there are four kinds of fundamental forces: electromagnetic force, strong force,
weak force, and gravity. Since the mid 1970s, the discovery of quarks and massive Z and W
bosons for weak interaction confirmed the prediction of the Standard Model. However, there
are still open questions of the Standard Model, such as the origin of mass, the dark matter, and
the dark energy observed in the universe. Moreover, physicists are still searching for the “Grand
Unification” – they believe that there is only one building block and one force for everything.
To achieve the Grand Unification, physics beyond the Standard Model, such as supersymmetry
and string theory have been proposed. All of these theories predict new interactions or free
parameters that need to be measured by the LHC experiments.
ATLAS (A Toroidal LHC Apparatus) is one of the general purpose detectors for the LHC
experiments. The detector records the tracks and measures the energy of the particles scattered
from the collision, so the particles can be identified and the interaction can be reconstructed.
The innermost sub-detector is the pixel detector to reconstruct the vertex of particle produc-
tion or decay. The pixel detectors are in few centimeters vicinity to the beam pipe, so they
must have strong radiation tolerance to withstand the damage by the radiation. Moreover, the
luminosity of LHC is expected to increase by a factor of 10 in the 2020s, which is called the
High Luminosity Large Hadron Collider (HL-LHC). Therefore, the pixel detectors with higher
radiation-hardness are in demand.
New sensor materials and pixel readout techniques were imposed for the coming luminosity
upgrade. While the data rate can be handled by microelectronics, sensors with higher radiation
tolerance are also required. Diamond is a promising choice instead of the well-understood
planar-Si sensors, mainly because of its higher displacement energy of the atoms in the lattice,
and other properties that benefit the pixel readout technique, such as negligible leakage current
and small capacitance which results in low electronic noise, long radiation length that leads to
small material budget, high carrier mobility for fast signal collection, and extraordinary thermal
conductivity leading to easier cooling for the detector system. The applicability of diamond
pixel detector for particle detection and its performance after harsh radiation damage are very
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interesting for the collider experiments of the next generation.
The performance of diamond pixel detector must be compared to the Si one. The Si pixel
detector has large signal and noise level which is similar to the diamond one before irradiation.
However, the noise of Si pixel increases with respect to the irradiation, while the diamond has
the advantage that its noise is unaffected by the radiation damage. For both diamond and Si,
the signal decreases versus the radiation damage, and the change of the signal charge must be
measured using the same operational conditions and then compared to each other. For a fair
comparison, the Signal-to-Noise Ratio (SNR) is chosen to be the figure-of-merit.
The goal of this thesis is to determine the SNR of diamond and Si pixel detectors in the HL-
LHC environment. This is done by characterizing the pixel detector modules before and after
irradiation, and evaluating the development of signal and noise with respect to the radiation
damage based on the experimental results. This thesis starts from a brief introduction of LHC
and the ATLAS experiment, see chapter 2. The basic concepts of production and operation
of hybrid pixel detector are summarized in chapter 3, and the properties of diamond and Si
are also compared in this chapter. The process of this research is shown graphically in the
flowchart, fig. 1.1. The experimental bases of the entire research is explained in chapter 4.
The diamond pixel detectors were produced and characterized before and after irradiation.
The experimental methods and results are explained in detail in this chapter. The results of
the characterization provide the references for the latter calculation and simulations. For the
signal part, the generation of signals by the particle which passes through matter is described
in chapter 5. Then the deterioration of signals with respect to the radiation damage is measured
using diamond pad detectors, formulated for further predictions, and compared to that of Si,
as shown in chapter 6. For the noise part, the noise of a pixel readout electronics were either
analytically calculated or simulated. Also, the important parameters for noise modeling, such
as input capacitance to the amplifier and leakage current were determined by measurements
and calculation. These studies are presented in chapter 7. Applying the investigations on
signal and noise, the SNR of diamond and Si pixel detectors are estimated as a function of
radiation fluence, and the result is shown in chapter 8. Also, the efficiency and fake probability
of pixel detectors in high radiation environments are evaluated based on the previous results.
Finally, chapter 9 summarizes the important achievement of this research and the outlook for
further investigations.
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Figure 1.1: Flowchart of this thesis, showing the topics and the process of our investigation.
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Chapter 2
The Large Hadron Collider and the ATLAS
detector
2.1 Large Hadron Collider
Figure 2.1: Sketch of the LHC ring, the position of the experiments and the surrounding countryside. The four
big LHC experiments are indicated. The location of the injection lines and the SPS are also shown [1].
The Large Hadron Collider (LHC) [2] is a proton-proton collider at the European Organi-
zation for Nuclear Research in Geneva, Switzerland. The two proton beams are accelerated
in opposite directions in a underground circular tunnel of 27 km circumference, about 100 m
deep below the surface (see fig. 2.1). It has been operated since November 2009, and up to
November, 2011, 5.57 fb−1 of collisions have been delivered by LHC.
The purpose of LHC experiments is to explore the physics in the TeV range, such as the
Higgs boson of the standard model to explain the origin of mass, physics beyond the Standard
Model such as supersymmetry which allows unification of the weak interactions, the strong
interactions and electromagnetism at high energy, or the evidence of extra space-time dimen-
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sions.
The proton bunches are accelerated in two separate vacuum pipes in opposite directions,
guided by superconducting magnets with 8 T of magnetic field strength, and then they are
brought to collide at the four collision points. Bunch Crossing happens every 25 ns. The
target energy of the protons is 7 TeV, so the maximum center of mass energy is 14 TeV. The
design peak luminosity of the LHC is 1034 cm−2 s−1. During the life time of LHC, the expected
integrated luminosity is from 80 fb−1 to 120 fb−1 per year [2].
The detectors record the track, and measure the momenta and the energy of the particles from
the collision. From these information, the particle types can be identified, and the interactions
during the collision can be reconstructed. Two detectors among the four, ATLAS [3] and
CMS [4], are general purpose detectors designed for physics within and beyond the standard
model. LHCb [5] focuses on the physics of b-quarks to investigate CP-violation. ALICE [6] is
for heavy ion collision experiments, since LHC is also able to accelerate lead ions to 574 TeV.
2.2 ATLAS
The purpose of ATLAS is to measure the path, the momentum, and the energy of the particles
to identify them, as illustrated in fig. 2.3. Based on these measurements the interaction during
th proton-proton collision can be reconstrcted. Fig. 2.2 shows the sub-detectors in ATLAS.
The most crucial detectors: trackers, calorimeters, muon detectors, and trigger systems will be
briefly introduced below.
Figure 2.2: ATLAS general purpose detector, a cross section of ATLAS barrel part [1].
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Figure 2.3: A cross section of the ATLAS detector and the signals generated by various types of particles [1].
Figure 2.4: A 3D schematic of ATLAS pixel detector, shows barrels and discs [1].
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Pixel detectors
The pixel detector [7] is the inner most detector of ATLAS, which is closest to the interaction
point. The main mission of the pixel detector is to provide high granularity, high precision set of
measurements of tracks to reconstruct the impact parameter and vertices of particle production
or decay.
The structure of the ATLAS pixel detector is shown in fig. 2.4. It is composed of three barrel
layers covering the interaction area at radii of 50.5 mm, 88.5 mm and 122.5 mm, and three
disks at each end cap, covering the forward regions. The basic building block of the pixel
detector is the hybrid pixel module made of bump-bonded sensor and front-end readout chip.
The sensor is radiation tolerant silicon in 250 µm thickness. The pitch of the pixel readout is
50 µm in the φ-direction, and 400 µm in the z-direction. The resolution of the impact parameter
in the φ-direction is better than 15 µm, and in the longitudinal z-direction better than 1 mm,
allowing primary vertex reconstruction of charged tracks [8] [9]. The pixel detector has over
80 million readout channels, which is about 50% of the total number of the readout channels
in the entire ATLAS experiment.
Because of the short distance from the beam pipe, the radiation hardness is the most im-
portant issue of pixel detector developments. At the position of the innermost barrel layer of
the pixel detector, the total particle fluence is in the order of 1015 neq cm−2 in 5 years of LHC
operation [10] (see section 6.1.2 for the definition of the unit neq cm−2 ). The performance of
radiation-damaged pixel detectors is the major topic of this research. Therefore, the design and
operation principles of hybrid pixel detector is introduced in detail in chapter 3.
Tracker
The tracker measures the positions of charged particles, reconstruct tracks and interaction ver-
tices, and measures the momenta of charged tracks. The ATLAS tracker has three parts: the
pixel detector, the silicon strip tracker (SCT) [11] [12], and the transition radiation tracker
(TRT) [13], from center to the outside, respectively. A 2 T magnetic field is applied along the
beam axis to bend the trajectories of charged particles, so the transverse momenta are measured
from the curvature of the tracks.
High granularity of the trackers is required to perform precise measurements. This is fulfilled
by using semiconductor pixel and strip detectors at the innermost radii, straw-tube tracking
detectors with transition radiation measurements at the outer part. The whole inner detectors
begins a few centimeters from the beam axis, extends to a radius of 1.15 m and the length is
7 m, providing tracking coverage over |η|<2.51.
The design of the SCT is similar to the pixel detector, but the readout channels are strips with
80 µm pitch along the φ direction at the barrel. It has 4 barrel layers, and 9 layers at each end
cap. The pixel detector and SCT together provide at least 7 measurements per track.
The TRT measures both tracking points and transition radiation, which is emitted by the
particle when it passes the border between different dielectrics. TRT provides additional 36
tracking points, and the transition radiation assists in the particle identification, e.g. distinguish
between electron and pion tracks.
1 The pseudo rapidity is defined as − ln(tan( θ2 )), where θ is the angle between the beam axis and the particle trajectory.
θ = 90◦ corresponds to η = 0. θ = 0◦ to η = ∞. θ = 10◦ equal to η = 2.44.
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Calorimeters
The calorimeters measure the energy of the particles by absorbing the energy and sampling the
shape of the resulting particle shower (see fig. 2.3). They are divided into two sub-detectors
in ATLAS: the electromagnetic calorimeter (ECAL) [14], where the energy of the photons and
electrons is absorbed via electromagnetic interactions, and hadronic calorimeter (HCAL) [15],
where the remaining particles such as massive or neutral hadrons lose energy in very dense
material by either the electromagnetic, the strong force, or nuclear interactions. Only muons
and weakly interacting particles like neutrinos can pass the calorimeters.
The ECAL uses lead and stainless steel as absorbers, and the liquid argon is the active mate-
rial to record the signals from ionization of the shower particles. The special design is the ac-
cordion (zigzag) structure, allowing readout at the edges and providing more absorber/sample
transitions in all directions. The whole electromagnetic calorimeter is embedded in a cryostat
to keep the argon in the liquid state.
The HCAL is after the ECAL, and heavy materials such as lead, copper and tungsten are
used as the absorber to stop the massive, energetic hadrons. The active layer to record the
signal is scintillator in the barrel region, and liquid argon is used for the forward regions.
Muon spectrometer
Muons present in the final states of many interesting physical interactions, e.g. weak interaction
of Standard Model and Higgs decay channels. They can penetrate the calorimeters and reach
the outermost part of ATLAS, so the clear signature of muon is every helpful in selection of
interesting events. The muon spectrometer is the outermost sub-detector of ATLAS, designed
to measure the trajectory and momentum of muon in high precision.
The muon spectrometer [16] is extremely large in ATLAS, extending from a radius of 4.25 m
around the calorimeters out to the full radius of the detector (11 m). The huge size is required
to accurately measure the momentum of muons. The principle of detection is similar to the
trackers: the muon trajectory is bent by the magnetic field, and the curvature is used to measure
its momentum.
The muons are detected in the barrel section by monitored drift tubes. In the high occupancy
forward directions cathode strip chambers are used. The muon signals at the forward region
also contribute to the trigger of data recording, so the system is optimized for fast readout.
Trigger system
The proton-proton collisions in ATLAS produces enormous amount of data. The frequency
of bunch crossing is 40 MHz, and in each bunch crossing about 20 inelastic proton-proton
collisions can occur, producing around 1.5 megabytes of data in the cache of the detector [17].
This amount of data is far too high to be permanently stored, and has to be selected by a trigger
decision in a very short time (∼ 2.5 µs), and then be transmitted out of the detector.
The trigger system [18] selects the data in 2 stages. The first stage is in the hardware, using
parts of the calorimeters and the muon system to search for distinct useful signals, such as
energetic leptons, jets, and large missing or transverse energy. Then the data are passed to
the second stage. The second selection trigger is a package of optimized software algorithms
running on a computer farm using the information from the full ATLAS detector. Finally,
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the event filter will do sophisticated analysis of the data and decides whether an event gets
permanently stored.
All the decision is done within 4 seconds. The final rate is in the order of hundred megabytes
per second, equal to three petabytes per year.
2.3 Upgrade
To detect the physical interactions in the collider experiments, the number of events should
be large enough to be significant, and the statistical error can be reduced, too. The average
number of events 〈N〉 is given by the product of the cross section of the interaction σ and the
integrated luminosity L(t) over the observation time T:
〈N〉 = σ
∫ T
0
L(t)dt (2.1)
If the measured event is Gaussian distributed, the statistical error of the measurement is
1/
√
N, which means that four times of the observation time is required to half the error, if the
luminosity remains the same. To speed the rate of the detections up, 〈N〉 has to be increased
by either increasing the interaction cross section, or by increasing the luminosity. The cross
section can be increased by higher collision energy. However, this choice requires higher
magnetic field for the proton accelerators, which is extremely costly. Therefore, the feasible
option at the moment is to increase the luminosity.
The High luminosity Large Hadron Collider (HL-LHC) is the project to upgrade the current
LHC by luminosity. Two phases of upgrades are planned: The Phase I upgrade takes place
around 2017. The expected peak luminosity will be increased to 3.0 × 1034 cm−2 s−1, and the
total integrated luminosity is expected to be 550 fb−1 [19] [20]. Before the Phase I upgrade, in
2013 or 2014, a fourth layer will be inserted to the present pixel detector between the beam pipe
and the current innermost layer, which is called the Insertable B-layer (IBL) [20]. Simulations
for IBL show that the pions from the proton-proton collision dominate the radiation background
at the inner detector region. Beyond 10 cm from the collision point, the neutrons from the back
splash of the calorimeters become important, too [20] [21]. For the IBL, which is 3.1 cm
away from the beam pipe, the 1 MeV neutron equivalent fluence is 3.3 × 1015 neq cm−2 at
|η| = 2.5 [20] when the total integrated luminosity is 550 fb−1. Additionally, the systematic
errors from the event generator of the simulation and the uncertainty on the Si damage factors
must be considered. 60% safety factor was chosen for the design of IBL [20], which means
that the pixel detectors for IBL must withstand a total fluence of 5.0 × 1015 neq cm−2.
In the 2020s during the phase II upgrade, the triplet magnets of the LHC will be replaced [22]
to achieve the peak luminosity of 1035 cm−2 s−1 [23], which is 10 times of the luminosity of the
current LHC. The goal is to reach the integrated luminosity of 3000 fb−1 in 10 to 12 years [22].
Since the collision energy is the same, the composition of the radiation is unchanged, but the
total fluence of the particles is proportional to the integrated luminosity. Therefore, the total
fluence is expected to be 2 to 3 ×1016 neq cm−2 in 10 to 12 years of HL-LHC operation if the a
detector is 3.1 cm away from the interaction point at |η| = 2.5 .
The main challenges from the HL-LHC environment are the increasing radiation damage
and the higher particle density. To remain or even improve the the performance of the pixel
10
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detector, several changes to the current design were purposed, and research and development
are on-going. Three types of promising sensor technologies are currently under investigation
: planar-Si, 3D-Si with active edges, and diamond. All of them must be radiation-harder than
the current planar-Si sensor of ATLAS pixel modules to survive form the more intense particle
fluence. New pixel readout technology with smaller pixel size (for higher point resolution) and
faster readout rate must be developed to sufficiently measure the particle from the HL-LHC.
Apart from the pixel detector modules, for the current IBL design, the material budget were
minimized by using new lightweight mechanical support materials, and CO2 based cooling
system were purposed [24].
This research focuses on the pixel detector modules for HL-LHC. The performance of the
diamond and planar-Si pixel detectors after 10 years of radiation damage in HL-LHC is the
major interest of this thesis.
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Hybrid Pixel Detector
The ATLAS pixel detector is a hybrid pixel detector, composed of a semiconductor sensor and
a pixel readout chip. The sensor and the readout chip are produced separately, and then they
are bonded together by metal bump-bonds (see fig. 3.1). The signal generated in the sensor is
collected and amplified by the pixel readout circuit. In this chapter the operation principle of
the sensor and the design of the pixel readout circuit are reviewed.
Figure 3.1: Hybrid pixel detector [25]. The schematic diagram on the left is the cross section of sensor and pixel
readout chip bump-bonded by solder bump. On the right side is the view from the readout chip, showing the pixel
metallization and bumps on the sensor.
3.1 Sensor
Sensor concepts
The charged particle is detected by ionizing the atoms of the sensor material, and the generated
charge carriers become the electronic signals to detect.
The sensor is a few hundred micrometers of semiconductor with electrodes, biased by high
voltage (as illustrated in fig. 3.2). The electron and hole pairs created by the penetrating particle
move in opposite directions in the electric field, and induce the signal current isig on the readout
electrodes:
isig = q~v · ~EW (3.1)
13
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(a) (b)
Figure 3.2: Schematic diagrams of (a) planar Si n-in-n sensor and (b) diamond sensor. The traversing particle
leaves energy in the sensor by ionization, generating electron and hole pairs. The charge carriers move in the
applied electric field. The moving charges induce currents on the electrode, which are further processed.
where q is the charge. ~v is the velocity of the charge carrier. ~EW is the weighing field. Velocity
~v is proportional to the electric field ~E and the mobility µ when the electric field strength
is small, following the relation ~v = µ~E. When |~E| is large, the drift velocity |~v| saturates
and becomes approximately a constant in any field strength. The weighting field ~EW is a
geometrical parameter, describing the coupling of an electrode to the movement of the charge.
It is obtained by applying unit potential to the considered electrode and zero potential to the
others. To calculate the induced charge on the electrode by the drifting charge carriers q in time
interval [t1, t2] from position ~x1 to ~x2, one has to integrate eq.(3.1) over the time of the charge
collection:
Qinduced =
∫ t2
t1
i(t)dt = q
[
φW(~x2) − φW(~x1)] (3.2)
where φW is the weighting potential obtained by the integration of the weighting field over
the space. The induced charge Qinduced must be equal to q, if the charge collection time is long
enough, and no charges are lost due to the crystal defect or field structure in the sensor bulk.
Intrinsic semiconductors or insulators do not have space charge in the bulk, so the electric
field strength inside the sensor is constant through the bulk as a parallel plate capacitor:∣∣∣∣~E(x)∣∣∣∣ = Ubiasd (3.3)
However, beside the ionization by particles, charge carriers can be generated by thermal
excitation as well. Due to the large band gap of diamond, the thermal charge carriers are neg-
ligible compared to the signals, even if operated at room temperature. On the other hand, in
case of typical semiconductors like Si and Germanium (Ge), due to the smaller band gap the
charge carriers can be generated or recombine at the room temperature. A thermal equilibrium
is reached between the excitation and recombination, and the free carrier concentration at the
thermal equilibrium state is called the intrinsic carrier concentration (ni). The ni at room tem-
14
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Figure 3.3: The space charge density (ρ), electric field (E) and potential (V) at biased diamond and silicon sensors
perature dominate over the carries produced by the radiation, so doping and reverse biasing
must be applied to Si sensors to deplete the region of the junction. Also, Si detectors must be
operated in low temperature after irradiation, to keep the leakage current low.
The space charge in the depletion zone alters the electric field. The concentration of the
space charges is constant over the depletion zone, so the electric field strength rises linearly
along the direction of the field, as shown in fig. 3.3 on the right. If the sensor is fully depleted,
the electric field strength as a function of position x is given by
E(x) =
2Ubias
d2
· (x − d) (3.4)
The Si sensor is a lightly-doped n-bulk with a highly doped p-implant, so the depletion zone
can extend over the full bulk. The required voltage for full depletion depends quadratically on
the thickness d and linearly on the effective doping concentration Ne f f of the bulk:
Udep ≈ e2ε0εr Ne f f d
2 (3.5)
At lower biasing the sensor is only partially depleted and no electric field is present in the
undepleted zone to separate the charge carriers. They will recombine and the signals are lost.
Therefore, the sensor is usually over-depleted, which means that the voltage is higher than Udep
and the excess voltage adds up to eq.(3.5).
15
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Table 3.1: Properties of diamond and Si
symbol property diamond Si unit reference
ρ density 3.35 2.33 g cm−3
Ee/h energy to create an electron-
hole pair
13.1 3.61 eV [28] [29]
r relative permittivity 11.9 5.7 none
κ thermal conductivity >1800 1.48 W cm−1 K−1
X0 radiation length 12.1 9.4 cm [30]
Eg band gap 5.48 1.12 eV
PKA minimum displacement energy 43 25 eV [26] [27]
µe electron mobility 4500(1800) 1450 cm2 V−1 s [31] [32] [33]
µh hole mobility 3800(1000) 505 cm2 V−1 s [31] [32] [33]
Vsat saturation voltage 0.8 1.0 V µm−1 [31] [34]
vsat,e electron saturation velocity ∼ 107 ∼ 107 cm s−1 [31] [34]
vsat,h hole saturation velocity 5.6·106 7.5·106 cm s−1 [31] [34]
3.2 Comparison of diamond and silicon
The properties of diamond and silicon (Si) relevant to the pixel detector design are summarized
in Table 3.1.
Diamond is a very promising material for a vertex detector, mainly because of its large
band gap leading to negligible leakage current, and small relative permittivity giving small
capacitance. Both properties lead to small electronic noise. Another interesting property is
the strong valance bonds between carbon atoms in diamond, so the energy to displace an atom
from the lattice is higher for diamond (43 eV [26]) than for Si (25 eV [27]). This property
implies that diamond is radiation harder than Si, which is also very attractive for vertex detector
design. Furthermore, there are good properties of diamond that benefit the pixel detector from
the system point of view: The long radiation length means that the material budget is low.
Due to the extremely high thermal conductivity, the cooling for diamond pixel detector can be
simpler than for Si ones. The carrier mobilities are large, so the signal collection in diamond is
fast.
However, the energy to create an electron and hole pair in diamond is 3.6 times that of the
energy in Si, so the signal in diamond is smaller than in Si at least before the irradiation. After
the sensor is damaged by radiation, the signal deteriorates because of trapping of the charge
carrier, and the noise increases because of the generation of leakage current. To estimate the
performance of diamond and Si detectors, the signal-to-noise ratio (SNR) should be compared
with respect to the radiation damage. The detailed comparison of signal, radiation damage, and
noise is presented in the following chapter 5, chapter 6, and chapter 7, respectively.
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3.3 Pixel readout chip
The front-end readout chip converts the signal from the sensor into digital hits, and buffer the
digitized signal until the ATLAS trigger is issued. The most recent ATLAS pixel readout chip
is the FE-I4 [35][36], which will be applied in the IBL (see section 2.3). FE-I4 is produced
using 130 nm feature size bulk CMOS process. It has 26 880 hybrid pixels arranged in 80
columns with 250 µm pitch by 336 rows with 50 µm pitch. The readout circuit contains a
charge sensitive amplifier (CSA), a discriminator, and a digital readout interface. A picture of
the readout chip is shown in fig. 3.4.
Figure 3.4: Picture of FE-I4 chip
The signal from the sensor is fed into the input of the CSA via the bump-bonded sensor-chip
connection. The analogue circuit diagram is shown in fig. 3.5.
The first stage of the analogue circuit is a charge sensitive amplifier (CSA) with a 17 fF
feedback capacitor C f 1. The signal current is collected by the C f 1, and the output voltage vout
is proportional to the input charge Q by the relation vout = −Q/C f 1. The C f 1 is discharged by
an adjustable constant current source. For a signal from a 200 µm sensor, 15k electron-hole
pairs are expected, the discharge current is set to 19 nA, so the output voltage vout returns to
base line in about 125 ns. A leakage current compensation circuit is attached at the input of the
CSA, which filters the DC signal from the sensor leakage current.
The first stage pre-amplifier is followed by a AC-coupled second stage amplifier. The second
stage amplifier has a broad bandwidth, providing further amplification of the signal without any
shaping. Finally, the amplified signal is passed to a discriminator. The threshold is adjustable
in the range of 1000 to 6000 to distinguish real hits from noise.
Fig. 3.6 shows the output signal of the analog circuit. Because of the constant current dis-
charge, the time between the leading and trailing edge while the signal is above the threshold,
the time-over-threshold (ToT), is proportional to the pulse height of vout and therefore propor-
tional to the number of the input signal charge. For a hit, the position of the pixel, the bunch
crossing at which the signal cross the threshold, and the TOT is recorded.
The FE-I4 column pairs are divided into 2 by 2 pixel regions. Each region contains four
identical analog front ends, connected to one shared memory and logic block (digital region),
see fig. 3.7. The digital region can store up to five regional hits. For each regional hit, a counter
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Figure 3.5: Schematic diagram of the FE-I4 pixel cell readout circuitry [37]. From the left to the right, the
components are the bump pad connected to the sensor, the first and second stage amplifier, and the discriminator,
respectively. The FDAC and TDAC are digital-to-analogue converters to set the feedback current and threshold
up, respectively.
amplifier output
threshold
discriminator output
Time over Threshold
Figure 3.6: Signal processing of the pixel readout. The signal at the output of the charge sensitive amplifier is
shown on the top. The pulse height is proportional to the umber of input charge, and the voltage decreases linearly
due to the constant current discharge. The corresponding Time-over-Threshold (ToT) signal at the output of the
discriminator is shown on the bottom. The black line is the signal of large charge input. The gray line is for small
charge input.
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Figure 3.7: Diagram of a digital region. Four analogue sections are connected to a central digital region [36].
keeps track of the time elapsed since it was produced in units of bunch crossings (25 ns). When
an external trigger arrives, the trigger selects all regions for which one of the five time counters
matches the trigger. On the other hand, if no trigger is received, the region-hit is erased.
To test the pixel amplifier and the discriminator, each pixel cells contains a charge injection
circuit, which is composed of injection capacitors Clow = 1.9 fF and Chigh = 5.7 fF. A variable
voltage pulse VCAL is applied on the injection capacitor, and the amount of the injected charge
is equal to Qin j = Clow/high · VCAL. The exact value of the Clow and Chigh is measured during
the wafer production. The dispersion of the number is within 10% [38]. The charge injection
circuit is used to measure threshold, noise, and the ToT-calibration for the pixels.
3.4 Sensor-chip interconnection
The pixel electrodes on the sensor are connected to the readout chip using Sn/Ag bumping
and flip-chipping technology [39][40] provided by Fraunhofer-Institut für Zuverlässigkeit und
Mikrointegration (IZM), Berlin, Germany.
The bumps are deposited on the pixel chip in several steps. Firstly, the under bump metal-
ization (UBM) is sputtered on the pixel pads on the chip. The UBM consists of several metal
layers that prevent diffusion of the solder material and improve its adhesion and wettability.
Then the bumps are grown in a galvanic process on top of the UBM. In our case the bumps
are grown on the chip. The sensor has only the UBM metallization. Subsequently, the chips
are heated up, so that the molten bumps shrink into a spherical shape by the surface tension.
Finally, the chip and the sensor are mated by flip-chipping. The bump pads of the two parts are
brought on top of each other. The bump-bonds melt during the heat up, and then the two parts
are self aligned by the surface tension of the molten bumps, so the bonds are formed.
Fig. 3.8 shows a picture of the bumps.
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Figure 3.8: Picture of the Sn/Ag bumps [40].
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Diamond Pixel Detector Modules
The signal-to-noise ratio (SNR) of the diamond pixel detector must be evaluated and compared
to that of the silicon (Si) ones. To characterize the diamond sensor before and after irradiation,
and to measure the noise of the real device, two single crystal diamonds made by Chemical Va-
por Deposition process (sCVD diamonds) have been bump-bonded to the FE-I4 pixel readout
chip for the measurements. One of them is unirradiated, the other one irradiated using 25 MeV
protons. In this chapter, the experimental methods for the SNR characterization are introduced.
Section 4.1 is a brief review for the fabrication of artificial diamonds, and the production of
diamond pixel modules. Process of irradiation of the pixel modules is described in section 4.2.
Then the methods to measure signal and noise of a diamond pixel module are explained in
section 4.3. Results and discussion of the SNR measurements are presented in section 4.4.
The measurements here provide the references for further calculation and simulations in the
following chapter 5 for signal, chapter 6 for radiation damage, and chapter 7 for noise from the
pixel readout.
4.1 Production of diamond pixel detectors
Fabrication of artificial diamonds
Synthetic diamonds are produced by the chemical vapor deposition (CVD) process in the in-
dustry [41]. Typically, methane (CH4) and hydrogen (H2) gases are fed into a chamber with
700-1000◦C deposition temperature and gas pressures in the range 30-300 Torr. The gases
are energized by microwave to form a plasma, then the carbon atoms in the gas deposit on a
substrate in crystalline form.
The single-crystal CVD diamonds (sCVD diamond) starts from a single seed at the beginning
of the growth process, so the crystal is continuous and uniform. However the growth of sCVD
diamond is slow, and only small sized diamond are available. The poly-crystal diamond (pCVD
diamond) starts from parallel formation of multiple seeds, and in the growth process further
growth is dominated by some of the seeds, resulting in a grain structure as shown in fig. 4.1.
Big sized wafers (∼10 cm) are only available for pCVD diamonds. The coarse surface of the
grown diamond need to be grained, and the diamond must be thinned to the desired thickness
from the low-quality substrate side.
The defects and impurities in the crystal cause trapping and recombination centers, so the
average life time of the charge carriers is shortened. The grain boundaries in the pCVD dia-
monds act as bulk defects, therefore pCVD diamond has similar charge collection features like
sCVD diamond after irradiation. So far the maximum effective charge collection distance in
21
Chapter 4 Diamond Pixel Detector Modules
Figure 4.1: Grain structure of pCVD diamond [42]
pCVD diamond wafer is 275 µm [43]. In case of sCVD diamod, the collection distances are in
the range of centimeters [31].
The sCVD diamonds used in the following characterization are fabricated, thinned to the
desired thickness, and cut to the required shape using laser by the manufacture "Diamond
Device Limited". Both diamonds have surface area of 4.8 mm × 4.8 mm. The diamond DDL7
is 507 µm thick, and the other diamond DDL4 is 542 µm thick.
Metalization and connection to the pixel readout chip
The diamonds are polished, cleaned by organic solvents1 and O2-plasma to remove the chem-
ical residue on the surface, e.g. graphite due to laser cutting, any compound with O, H, or
N which become surface defect. Metal is sputtered on the surface of the diamond to produce
the electrodes for biasing and pixel readout. This metallization process is done by the In-
stitut zuer Zuverlaesigkeit und Microintegration (IZM) in Berlin, Germany, using the Argon
Re-sputtering Technique.
For the back plane, 230 nm of Ti-Tungsten (TiW) is sputtered on the diamond, and 200 nm
of gold subsequently on the top of the TiW. For the pixel side, 200 nm of TiW is first sputtered,
secondly 300 nm of copper (Cu) on the TiW. Then a lithography mask with a pixel structure
is made on the metal, and the TiW/Cu between the pixels are removed by wet etching. After
sputtering of metals, the diamond is annealed in 450◦C for 4 minutes, so the surface defect
caused by the sputtering can recover. Finally the diamond pixel sensor is bump-bonded to
FE-I4 readout chip as described in section 3.4.
The picture of the metalized diamond is shown in fig. 4.2(a), and the sCVD diamond bump-
bonded to FE-I4 pixel readout chip is shown in fig. 4.2(b).
1H2N2:NH4OH = 1:1, Acetone, and Methanol
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(a) (b)
Figure 4.2: (a) sCVD diamond sensor with pixel metalization (b) The sCVD diamond diamond pixel detector,
wire-bonded to a printed circuit board for data readout.
4.2 Proton irradiation
One of the sCVD diamond (the DDL4) is irradiated by 25 MeV protons to measure the signal
after radiation damage. Beside the sCVD diamond DDL4 with the pixel readout, two pCVD
diamonds with pad readout were irradiated to study the signal loss as a function of the proton
fluence. The results are reported in detail in section 6.2. The irradiation facility and the process
are explained below. The setup of the irradiation facility is shown in fig. 4.3.
The 25 MeV proton beam is offered by the Compact Compact Cyclotron at the Karlsruhe Ir-
radiation Center. The H− is accelerated in the cyclotron, and its two electrons are stripped
by a foil, so the proton beam is obtained. The energy of the proton at the extraction is
25.3 MeV [44]. The diamonds is held in a thermally and electrically insulated box, that is
50 cm away from the exit window of the beam. The diameter of the proton beam is 4 to 8 mm,
so the box is mounted on a controlled XY-stage to scan the diamonds.
To cool the diamonds while irradiated, cold nitrogen gas is flushed through the insulated box,
and the ambient temperature was -80◦C. 58Ni foil is attached pn the surface of the diamond to
measure the proton fluence by the activity of isotope 57Ni from the nuclear interaction between
protons and 58Ni, and thus the protons lose energy in the Kapton and 58Ni foils before hitting
the diamond. Simulation shows that the energy of the proton at the target is (22.9±0.2) MeV,
and the uncertainty on the total fluence is 13.75% [44].
After the irradiation, the irradiated diamonds are stored in a fridge with ambient temperature
-80◦C for 2 to 3 weeks until the nuclear activation at the metals decays. Then the irradiated
diamond detectors can be tested directly in room temperature without annealing.
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Figure 4.3: 25 MeV proton irradiation setup at the Karlsruhe Irradiation Center. The samples are fixed on a
Kapton foil supported by an aluminum frame, and the frame is inserted into an aluminum container for cooling.
The container is an aluminum box with the size 21 cm × 21 cm × 48 cm with an window opened for the proton
beam. The window is covered by Kapton foil. -80◦C nitrogen gas (N2) is fed into the aluminum box to keep the
samples cool during the irradiation. The box is mounted on a stage, which can move in vertically and horizontally,
so the proton beam can scan the samples. Nickel foil (58Ni) is attached at the back of the irradiated samples, so
that the total irradiation fluence can be measured by the activity of 57Ni which is produced by the process 58Ni +
p→57Ni + other products.
4.3 Methods of characterization
The USBpix test system
The USBpix test system can operate the characterization tests and read the data from the FE-I4
pixel readout chip. The hardware consists of a multi-purpose FPGA2 card (Multi-IO board)
and a adapter card for the single FE-I4 chip, see fig. 4.4. The hardware has been developed at
the University of Bonn, Germany.
The Multi-IO Board generates the signal to control the FE chip and provides the external
trigger interface. It is connected to the computer through the USB port. The essential part of the
Multi-IO Board is the FPGA in which the operation procedure of tests are implemented in the
hardware, and a SRAM3 buffer which stores the data from the pixel front-end chip temporarily.
The pixel front-end readout chip is connected to the Multi-IO Board via an adapter card. The
adapter card converts the signals from the Multi-IO Board into the form which can be read by
the computer, and adjusts the delays of the signal propagation.
The software for the USBpix system is based on the ATLAS PixLib package, that is a collec-
tion of C++ classes that were originally developed to control the ATLAS Pixel detector RODs4
. The hardware specific layer of this package has been adapted to access the pixel chips via the
adapter card and the Multi-IO Board. The user interface software is the ATLAS standard read-
2Field Programmable Gate Array
3Static Random Access Memory
4Read Out Drivers
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Figure 4.4: Picture of USBpix test system
out software "STcontrol". The software provides automate procedures to configure the chip,
and to adjust the test parameters to characterize the pixel detector.
Threshold scan and noise measurement
The hits detected by the pixel must exceed the threshold of the discriminator to be recorded.
The thresholds are firstly set by a global DAC5 for the entire chip, and the fine-tuning is done
by individual pixel threshold DACs (TDACs) to compensate the pixel-to-pixel variations and
to achieve uniform thresholds for the whole chip.
The threshold of a pixel is measured by the fraction of detected hits as a function of the
injected charge. Ideally, the discriminator response is a step function, which means that if the
injected charge is lower than the threshold, the output signal is 0; if the injected charge is higher
than the threshold, the discriminator output shows a hit. Practically, the electronic noise of the
pixel readout circuit introduce fluctuations on the signal voltages, and the amplitude of the
fluctuation is Gaussianly distributed. Therefore, the possibility of hits to exceed the threshold
can be described by the convolution of a step function and a Gaussian distribution, which turns
into the complementary error function (erfc):
P(Qin j) =
1
2
er f c
(
Qthre − Qin j√
2 · σnoise
)
=
1√
pi
∫ ∞
0
exp
(
Qthre − Qin j√
2 · σnoise
)
dQ (4.1)
where Qthre is the threshold, Qin j is the injected charge, and σnoise is the sigma of the Gaussian
5Digital to Analogue Converter
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Figure 4.5: Complementary error function (S-curve) for threshold and noise measurement. The threshold is the
half-height of the error function. The noise is the sigma from the fit.
distribution. The result of such a measurement is shown in fig. 4.5. The threshold is the Qin j
corresponding to 50% of the total number of injections, and the electronic noise of a pixel is
the σnoise of the error function. Using this so-called "S-curve" method, the threshold and the
noise of a single pixel are measured simultaneously.
The thresholds of all the pixels on a chip must be as uniform as possible. Usually the GDAC
value which roughly corresponds to the desired threshold is set first, and then the TDAC has
to be tuned to minize the threshold dispersion. This is done by repeating the S-curve threshold
scans on a pixel with several discrete TDAC settings, and the TDAC which gives the desired
threshold is extrapolated. The desired threshold is 2000 electrons, and the threshold disper-
sion after the TDAC adjustment can be reduced to 30 electrons. For the irradiated diamond,
the threshold is lowered to 1200e to cope with the small signal after irradiation. The typical
threshold and noise distributions are shown in fig. 4.6, and the threshold and noise of the used
diamond pixel detectors are summarized in Table 4.1.
ToT adjustment and calibration
Time-over-Threshold (ToT) is the unit of a signal in FE-I4. 1 ToT corresponds to 25ns. The
ToT is supposed to be proportional to the signal charge as explained in section 3.3. To get an
evenly distributed ToT response for all pixels, the feedback current has to be adjusted using a
similar method to the threshold tuning. The feedback current is first set by global DAC "IF",
and the pixel-to-pixel variation is minimized using FDACs of each individual pixel.
The FE-I4 is not designed for spectrum characterization, so it has only 4-bit resolution to
record the signal, namely, there are only 16 bins for the spectrum of the signals. Only the 1st to
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Figure 4.6: The maps (top), histograms (middle), and scatter plots (bottom) of (a) the threshold and (b) the noise
of the tested sCVD diamond pixel module DDL4 after tuning,showing the typical threshold and noise distribution
of the pixel detector. The 4.8 mm × 4.8 mm × 507 µm diamond is bump-bonded to the pixels from column 1
to 15 and row 10 to 90. The other pixels which are not bump-bonded are masked during the threshold scan and
tuning. The histograms are fit by Gaussian distribution, showing that the threshold is (1928 ± 36) electrons, and
the noise is (135 ± 7) electrons.
Table 4.1: Threshold and noise of the tested diamond pixel modules. The target threshold is 2000 electrons. Two
threshold configuration were prepared for the irradiated diamond DDL4. The lower one is to cope with the small
signal after irradiation.
diamond DDL7 DDL4
irradiation 0 5 × 1015 p/cm2
target threshold 2003±30 1928±36
noise 134±11 135±7
lower threshold for irradiated diamond 1196±50
noise 161±12
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the 13th bin are for ToT records, the 14th to 16th bin are for codes of status messages. Thus the
output of FE-I4 is rather binary digital hits. The number of deposited charge is always given
by the center of the coarse segmentation (the ToT bin). In this case, the uncertainty of the ToT
is given by:
σToT =
1 ToT√
12
= 0.29 ToT (4.2)
The standard configuration of the feedback current of FE-I4 with a 200 µm planar Si sensor is
that 15k electrons signal charge give 5 ToT, which is equal to 125 ns.
The ToT values have to be calibrated by injecting known number of charges (Qin j). In theory
the relation between the Qin j and the ToT value must be linear. However, due to the change of
the DC operating point of the feedback current source versus the signal pulse height, nonlinear-
ities has been observed in the real measurement, especially for signals smaller than 5ke [37].
At the moment of writing this thesis, the automate ToT calibration for each single pixel on
the entire ship is still not available in STcontrol. Calibration for at least 15 columns × 100
rows of single pixels per module by hand is technically not feasible in the short time-constrain.
Therefore, the calibration is done for all pixels together, and the pixel-to-pixel variation is
considered as uncertainty of the calibration. The results for DDL7 and DDL4 are shown in
fig. 4.7. The error bar on the charge is the 10% uncertainty of Cin j, and the error bar on ToT is
the pixel-to-pixel variation. The ToT-to-charge relation can be discribed by the function
ToT (Qin) = P1 − P0Qin + P2 (4.3)
Hence the calibration for low charges which nearby the threshold and the charges which are
higher than the maximum Cin j · VCAL can be extrapolated from the fit function. Note that the
low and high charge ranges must be fit separately. The fit lines are shown in fig. 4.7. In the
following measurements, the ToT numbers are converted into the mean of the corresponding
injected charges by a look-up-table extracted from fig. 4.7.
To cross check the ToT-to-charge calibration, the γ-ray radioactive sources are applied to
generate signals on the pixel detectors(see section 5.2). In the photon effect regime, the energy
of the γ-ray is completely absorbed by the sensor material, so the energy-loss spectrum is a
discrete line with a Gaussian distributed smearing due to the electronic noise. While the energy
of the photon is high enough and enters the Compton effect regime, the energy loss spectrum
is a continuum. The resolution of signal charge in FE-I4 is not high enough to analyze the
spectrum of Compton effect. Therefore, the X-ray source tests focus on the photon effect
peaks in the spectrum. The applied sources and their essential properties related to the source
tests are summarized in Table 4.2. The ToT response produced by the γ-ray sources is plotted
in fig. 4.7(a), showing that the γ-ray measurements agree with the calibration by the injection
capacitance.
Besides the ToT-to-charge calibration, γ-ray sources can also be applied to test the bump-
bond connections and the performance of the individual pixels. The pixels with broken bump-
bonds and the dead pixels are directly visible because of their low count rate if the sensor is
homogeneously illuminated.
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Figure 4.7: ToT-to-charge calibration for the two tested diamond pixel detectors. (a) DDL7 the unirradiated
diamond (b) DDL4 the irradiated diamond, the fluence is 5 × 1015 p/cm2 by the 25 MeV protons. Chigh and Clow
are the injection capacitance in FE-I4, the capacitances are 5.7 fF and 1.9 fF, respectively. The x-axis is the
injected charge. The uncertainties of the charge is from the 10% variation of Chigh or Clow. The y-axis is the ToT
response at the output, with the error bars showing the pixel-to-pixel variation. The lines are fit by eq. 4.3 to guide
the eye. In (a) the squared marker show the ToT response of γ-ray source test.
90Sr Source Test
The β-ray from strontium (90Sr) is used to generate signal in diamond. 90Sr undergoes β− decay:
90S r →90 Y + e− + ν¯e (4.4)
The maximum kinetic energy (Te,max) of the electron is 0.546 MeV. Then 90Y (yttrium) decays
again:
90Y →90 Zr + e− + ν¯e (4.5)
The Te,max of the electron is 2.28 MeV, and the 90Zr is stable. The 90Sr/Y is almost a perfect
pure beta source, because the photon emission from the decay of 90Y is so weak that it can be
ignored. The energy spectrum of the β-ray electron is a continuum [45](see fig. 4.8). Since
the βγ of those electrons at the high energy end of the spectrum is very close to the βγ of a
minimum ionizing particle (MIP, see chapter 5.1.1), 90Sr is commonly used in the laboratory
to test the performance of the detector.
The electrons from the 90Sr is first collimated by a Acrylic collimator wrapped with brass.
Acrylic is chosen to be the first layer of the collimator due to its relatively low atomic number
(Z), so that it can stop the electrons and eliminating the generation of X-rays from bremsstrahlung,
which can become the background. According to the continuous slowing down approximation
(CSDA) range calculation by NIST ESTAR calculator [46], 2.28 MeV electrons can be fully
stopped in 2 cm of Acrylic, so the diameter of the Acrylic layer is 2 cm. Then the 1.5 cm thick
brass wrap can dump the rest x-ray from bremsstrahlung for further protection. With all the
designs, the electron beam is clean, narrow, and perpendicular to the sensor surface.
To select the particle at the high energy end of the β-decay spectrum and to ensure that the
electrons penetrate the diamond pixel detector completely, a scintillator is placed behind the
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Table 4.2: The γ-ray sources used for ToT-to-charge calibration. 133Ba and 65Tb are the target illuminated by the
241Am source. The emitted florescence X-rays are used in the experiments. The table summarizes the energies of
the γ-rays, the intensity of a certain γ-ray. PPE and PCE mean the possibility for photoelectric effect and Compton
effect in diamond, respectively. "signal of PE peak" means the number of electron and hole pairs generated by the
full absorption of γ-rays via the photoelectric effect.
source energy intensity PPE PCE signal of PE peak
133Ba target 32.0keV 73% 25% 75% 2.4ke
37.0keV 16% 25% 75% 2.8ke
65Tb target 44.0keV 75% 5% 95% 3.4ke
51.0keV 19% 5% 95% 3.9ke
241Am 13.9keV 37% 60% 40% 1.1ke
26.0keV 2% 25% 75% 2.0ke
59.9keV 36% 13% 87% 4.6ke
57Co 14.0keV 3% 97% 3% 1.1ke
122.0keV 86% ∼ 0% ∼ 100% 9.3ke
136.0keV 11% ∼ 0% ∼ 100% 10.4ke
Figure 4.8: Energy spectrum of β-rays from 90Sr [45]. The line is the cut off energy. Only the electrons with
kinetic energy larger than 1.24 MeV can trigger the signal measurement.
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Figure 4.9: Source test setup
diamond pixel detector, and the signal of the scintillator is transmitted to the USBpix system
to trigger the data-taking in FE-I4. The CSDA calculator [46] shows that the minimum energy
of the electron to penetrate all the material between the source and scintillator is 1.24 MeV,
corresponding to the βγ = 2.43. While the USBpix is triggered by the scintillator signal, a 16
bunch-crossing acceptance window is opened, and the positions and the ToT values of the hits
appeared in the acceptance window are recorded, and then sent to the computer.
The ToT of the hit is converted into charges, and then the hits are clustered according to their
positions. The seed is the hit with maximum ToT in the triggered acceptance window, and the
charges of the seed and its neighboring pixels are added up.
The signal spectrum is measured for unirradiated and irradiated diamond pixel detectors.
Note that during the illumination by the 90Sr source, the charge carriers can fill the traps, so
that the charge collection can increase versus time until saturation is reached. This effect has
been observed in irradiated and pCVD diamond, which is called pumping [47]. Therefore, The
irradiated diamond must be illuminated by the 90Sr source for 12 hours before measuring the
signal spectrum.
4.4 Results
The hit map of the pixel detector shows the unconnected pixel and the noisy pixels, see fig. 4.10.
The unconnected and the noisy pixels are masked during the 90Sr source test. Additionally, the
charge collection at the rim of of the diamond is not efficient because the back plane metal-
ization does not cover the rim to avoid discharge at the edges, so pixels under the rim without
metallization are masked, too. Therefore, the active area for signal collection is the 3mm x
3mm area at the center of the diamond. For the studies of signal spectrum, only the data taken
from the fiducial regions in which all the pixels function properly are accepted, in order to
exclude the artificial charge loss due to the masked pixels.
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(a) (b)
Figure 4.10: (a) Hit map of a sCVD diamond pixel detector illuminated by the 90Sr source. The pixels with
particularly large counts are the noisy pixels. White ones with 0 counts means the pixel is not connected to the
sensor. The noisy pixels, dead pixels, and pixels under the rim without metallization are masked during the scans.
(b) Map of the the masked pixels.
Fig. 4.11 and fig. 4.12 shows the signal spectra of unirradiated and irradiated diamonds.
Fig. 4.11 shows the spectra of n-pixel clusters seperately, where n is from 1 to 5. The signal of
unirradiated diamond has larger cluster size because of the large number of signal charge. In
case of either unirradiated or irradiated diamonds, the most probable value (MPV) of signals
does not depend on the cluster size, indicating that the cluster of pixels is purely due to the
charge sharing, namely, cross talk or noisy pixels are not presented. The bins 11ke and 15ke in
the fig. 4.11(b) are discrete because the binning of the spectrum is smaller than the resolution
of large ToT. Its is a compromised choice to resolve the distribution of small signals (mind the
non-linear ToT-to-charge relation).
The signal spectra of all the clustered events are fit to the convolution of a Landau distribution
folded with a Gaussian distributions to locate the MPV, as shown in fig. 4.12. According to
the fits, the MPV of the 507 µm thick unirradiated diamond is 17200 electrons, and the MPV
of the 542 µm diamond irradiated by 5×1015 p/cm2 of 25 MeV protons is 4848 electrons. The
uncertainty of the signal from the fit is rather negligible, so the main source of uncertainty is
the 10% uncertainty from the charge calibration.
The MPV with respect to the bias voltage on the diamonds is shown in fig. 4.13. For the
unirradiated diamond, the full charge collection is achieved at 150V. For the irradiated dia-
mond, the MPV is smaller than the threshold 1200e while the bias is less than 400V, showing
the tail of the truncated charge distribution, and 1000e is the middle of the first bin of the signal
spectrum. When the bias is larger than 500V, the MPV grows with the increasing bias and
reach to the maximum at 800V.
The measured data required for the SNR calculation are summarized in Table 4.3. The signal
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Figure 4.11: Signal spectra of externally triggered 90Sr source test separated by the contribution of one-, two-,
tree-, four-, and five-pixel clusters. (a) Signal spectra of unirradiated diamond pixel detector DDL7, biased with
300 V. (b) Signal spectra of the diamond pixel detector DDL4, irradiated by 25 MeV protons. The fluence of
irradiation is 5×1015 p/cm2. The diamond is biased with 900 V.
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Figure 4.12: Signal spectrum of externally triggered 90Sr source test with Landau-Gaussian convolution fit to
locate the MPV. (a) Fit for the signal spectrum of unirradiated diamond, DDL7, which is biased with 300 V. (b)
Fit for the signal spectrum of the diamond DDL4, irradiated by 25 MeV protons with a fluence of 5×1015 p/cm2,
which is biased with 900 V. "Width" is the full-width-half-maximum of the landau distribution. "MP" is the most
probable value. "Area" is the area under the Landau-Gaussian curve. "GSigma" is the sigma of the Gaussian
distribution.
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Figure 4.13: Most probable value of the signal spectra with respect to bias voltage on the unirradiated diamond
(DDL7) and irradiated diamond (DDL4). The square and circle markers are for DDL7 and DDL4, respectively.
The lines are to guide the eye. The uncertainty of the MPV is 10% from the uncertainty of charge calibration.
is the MPV determined in fig. 4.12 the the 10% uncertainty from the calibration. The noise of
a signal pixel is measured by the threshold scan, see Table 4.1. However the uncertainty of the
noise is not only the pixel-to-pixel variation but also the 10% uncertainty from the injection
capacitance. The two uncertainties are added up in quadrature. These measurement results will
be compared to the estimation by models and simulations in chapter 8.
Table 4.3: Measured signals, noise, and SNR for the unirradiated (DDL7) and the irradiated diamond (DDL4).
diamond DDL7 DDL4
thickness 507 µm 542 µm
irradiation 0 5 × 1015 p/cm2
MPV (17200±1720) e (4848±485) e
noise (135±17) e (135±15) e
SNR for 100 µm of sensors 25.15±4.02 6.62±0.98
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The particle passes through the sensor, deposits energy by ionization, creating electron and
hole pairs the movement of which induces a signal on the electrode. In this chapter, the theory
of the energy loss by radiation in matter is reviewed, and then are applied to estimate the signal
generated in diamond and silicon. The energy loss by heavy charged particles is introduced in
section 5.1, by photons in 5.2.
5.1 Energy loss by heavy charged particles
Charged particles passing through matter lose energy due to collisions with atoms. For particles
whose ratio between momentum and mass (βγ = p/mc) is between 0.1 and 500, the energy
loss is mainly by ionization and a small fraction of atomic and collective excitation. If βγ is
larger than 500, radiative processes like bremstrahlung and cherenkov radiation take place (see
fig. 5.1). In addition, particles produced in the LHC experiments usually have βγ between 0.1
and 500. The ionization energy loss by heavy charged particles, e.g. muons, pions, protons,
and kaons, is discussed in detail below.
5.1.1 Average energy loss
The average energy loss of particles traversing matter was first derived by Bethe [48], based
on the scattering of a heavy charged particle off a bounded electron and the subsequent atomic
excitations. The expression is the Bethe-Bloch formula [30]:
−
〈
dE
dx
〉
= Kz2
Z
A
1
β2
[
1
2
ln
2mec2β2γ2Tmax
I2
− β2 − δ(βγ)
2
]
(5.1)
Note that − 〈dE/dx〉 is the stopping power, that is defined as the energy loss (−∆E) per
material distance (x = d ·ρ), where d is the path length and ρ is the density of the material. The
other variables used in eq.(5.1) are listed in Table 5.1. Tmax is the maximum amount of energy
that can be transfered from the incident particle to an electron:
Tmax =
2mec2β2γ2
1 + 2γme/M + (me/M)2
(5.2)
The stopping power versus βγ of the passing particle is shown in fig. 5.1. Experiment shows
that the stopping power is nearly identical for various material types [30], and the average
energy loss (− 〈dE/dx〉 · d · ρ) is proportional to the density of the material. As a function of
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Figure 5.1: Stopping power of the charged particles as a function of βγ. It was measured by the energy loss of a
muon in copper [30].
Table 5.1: Variables used in the equations of energy loss
variable definition units or value
K/A 4piNAr2e mec
2 0.307 MeVcm2g−1
NA Avogadro’s number 6.022 × 1023 mol−1
re classical electron radius e2/4piε0mec2 2.817 fm
mec2 electron mass ×c2 0.511 MeV
M mass of incident particle
z number of charge of the incident particle
Z atomic number of absorber
A atomic mass of absorber gmol−1
I mean excitation energy eV
Tmax maximum energy transfer keV
Tcut restricted energy deposition keV
~ωp plasma energy (
√
4piNer3e mec2/α)
√
ρ 〈Z/A〉× 28.816 eV (ρ in g cm−3 )
α fine structure constant 1/137.036
Ne electron density (re)−3
d thickness of the detector µm
ρ density g cm−3
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Table 5.2: Parameters for the density corrections of diamond and silicon. The diamond data was derived from [49].
The Si data is taken from the reference [50].
parameter parameterization Diamond Si
C −2 ln(I/~νp) − 1 -2.50 -4.44
a (−C − 4.606X0)/(X1 − X0)m 0.269 0.149
m for I < 100eV, a ≈ 3.0 3.0 3.25
X0 for C < 3.681, X0 = 0.2 0.2 0.2
X1 for I < 100eV, X1 = 2.0; for I > 100eV, X1 = 3.0 2.0 2.87
βγ = p/m where p is the momentum and m is the mass of the particle, − 〈dE/dx〉 · d · ρ is
almost independent of the material traversed.
When the βγ increases from 0.1 up to 3.5, the − 〈dE/dx〉 decreases with respect to 1/β2.
The 1/β2 dependence is from the electromagnetic force between the particle and a bounded
electron, which reflects the fact that heavy particle with higher speed traverses the matter in a
shorter time, leading to smaller − 〈dE/dx〉.
− 〈dE/dx〉 reaches a minimum around 1.5 MeV cm2 g−1 where the βγ is between 3 and 4.
All the particles having βγ more than 3 are called the minimum ionizing particle (MIP). A MIP
can be considered as the worst case of signal production, so the energy depoistion by a MIP is
an indicator of the detector performance.
After the MIP point, the − 〈dE/dx〉 grows with ln β2γ2 (the relativistic rise), because of the
transverse extension of electric field of the charged particle when its energy is at the relativistic
regime, leading to more energy loss. However, the atoms of the material are polarized by the
extending electric field at the same time, so the screening effect inhibits the extension of the
electric field, and suppresses the logarithmic rise. To correct for the suppression, the Density
Correction, δ(βγ), is introduced to the eq.(5.1).
Density correction At very high energies, the following approximation can be applied for
density corrections:
δ(βγ)
2
→ ln
(
~ω
I
)
+ ln (βγ) − 1
2
(5.3)
Then − 〈dE/dx〉 grows with ln(βγ) in stead of ln β2γ2, and the mean excitation energy I is
replaced by the plasma energy, ~ωp. Since ~ωp is proportional to the square root of electron
density (
√
Ne), the correction is larger for the material with higher density, which represents
nature of the screening by polarized electron clouds.
The concrete theoretical derivation for δ(βγ) had never been done. Sternheimer and Peierls
summarized the measurements on density effects for condensed matter and gases, and obtained
a general parameterization for all kinds of materials [49]:
δ(βγ) =

2(ln 10)X −C if X ≥ X1;
2(ln 10)X −C + a(X1 − X)m if X0 ≤ X < X1;
0 if X < X0;
(5.4)
Where X is defined as log(βγ). The parameters X0, X1, a and m for diamond ans Si are
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Figure 5.2: Density correction δ with respect to the βγ of the particle for diamond (solid line) and Si (dashed line).
summarized in Table 5.2. The parameters for diamond are calculated using the recipe given
in [49], which is based on the atomic number, density and plasma energy of the material. The
parameters for Si were carefully investigated and given in [50]. Using the parameters, the δ(βγ)
of diamond and Si are shown in fig. 5.2. The δ(βγ) for diamond is larger than for Si, because
of its larger density, as expected.
Restricted energy loss The derivation of the Bethe-Bloch formula (eq.(5.1)) assumes that the
absorber material is infinitely thick, and the energy loss from the charged particle is completely
absorbed. In reality, the sensor of the pixel detector is a few hundred µm thick. As the particle
collides with the electron, the secondary electrons that carry a portion of the energy loss can
drift or defuse (the number of portion depends on the scattering angle), leaving the sensor
before their energy is completely absorbed. Therefore, the actual energy deposition, which is
finally detected, is less than the energy loss expected by eq.(5.1). To correct for the discrepancy
between energy loss and energy deposition, the Bethe-Bloch formula is further modified to the
restricted energy loss rate:
−
〈
dE
dx
〉
res
= Kz2
Z
A
1
β2
[
1
2
ln
2mec2β2γ2Tcut
I2
− β
2
2
(
1 +
Tcut
Tmax
)
− δ
2
]
(5.5)
where Tcut is the maximum energy transfer that can be deposited in the thin sensor. The
range of Tcut is T ≤ Tcut ≤ Tmax. The secondary electrons with kinetic energy larger than Tcut
leaks out of the sensor before all the energy are deposited.
Tcut depends on the density and the thickness of the sensor. In principle Tcut is higher for
material with higher density since the energy loss per path length is − 〈dE/dx〉res · ρ. Thicker
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Table 5.3: Comparison of measured and calculated energy loss in diamond. MPV is the most probable value.
− 〈dE/dx〉res · x is the restricted energy loss. The measurement of the 395 µm thick diamond using pixel readout
and 120 GeV pion beam is from [51]. For the 507 µm thick diamond, the pad readout is used and the measurement
is done using the β-ray from the 90Sr radioactive source.
sensor diamond 395 µm diamond 507 µm
particle 120 GeV pion β-ray from 90Sr
MPV measurement [keV] 171.6 225.3
MPV calculation [keV] 171.0 225.7
− 〈dE/dx〉res · x measurement [keV] 195.190 253.6
− 〈dE/dx〉res · x calculation [keV] 195.110 255.1
Matched Tcut [keV] 120 137
Table 5.4: Comparison of measured and calculated energy loss in diamond. MPV is the most probable value.
− 〈dE/dx〉res · x is the restricted energy loss. The data are from the publication by J.F.Bak et al. in [52].
sensor Si 100 µm Si 174 µm Si 290 µm
particle 2 GeV pion 2 GeV pion 2 GeV pion
MPV measurement [keV] 25.50 45.00 78.33
MPV calculation [keV] 24.91 44.77 77.23
− 〈dE/dx〉res measurement [keV] 28.31 49.34 84.11
− 〈dE/dx〉res calculation [keV] 28.27 49.40 83.24
Matched Tcut [keV] 15 18 20
sensors have higher Tcut, too, because the secondary electrons require higher kinetic energy to
penetrate the sensor before leaving it.
In practical measurements the average energy loss depends on the noise of the measurement
and the systematic error of the analysis method, e.g. charge loss in pixel detectors due to charge
sharing. The energy loss spectrum is not symmetric (see fig. 5.4), such that uncertainties alter
the average energy loss, too. In this thesis Tcut is extrapolated by matching the calculation
to the measured energy loss, see Table 5.3 and Table 5.4. For example, the energy loss in
395 µm sCVD diamond was measured by Mathes [51], giving the Tcut =120 keV, therefore the
Tcut of 200 µm diamond is assumed to be 60 keV. The energy loss spectrum of 200 µm Si was
measured by Bak [52], and according to the spectrum the Tcut has to be 20 keV to give the same
− 〈dE/dx〉res. The critical parameters for the − 〈dE/dx〉res (eq.(5.5)) calculation is summarized
in Table 5.5.
Fig. 5.3(a) and fig. 5.3(b) shows the calculated average energy loss − 〈dE/dx〉 and restricted
energy loss rate − 〈dE/dx〉res in 200µm of diamond and Si as a function of the βγ of the
incident particle, respectively. The amount of − 〈dE/dx〉res lost by MIP in diamond and Si are
compared to the experimental results in Table 5.3 and Table 5.4, respectively. The measured
and calculated energy loss show good agreement to each other.
The influence of the critical parameters are discussed below:
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Figure 5.3: Energy loss in sensors with 200 µm of thickness. (a) diamond. (b) Si. The "Bethe-Bloch" curve is
calculated by eq.(5.1) without density correction. "+ Density Correction" means eq.(5.1) with δ(βγ) calculated
by eq.(5.4). "+Restricted energy loss" is calculated by eq.(5.5), with Tcut = 60 keV for 200 µm of diamond.
"Landau-Vavilov-Bichsel" is the most probable value of the energy loss spectrum calculated by eq.(5.9).
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Table 5.5: Parameters for restricted energy loss rate (eq.(5.5)). Tcut for 200 µm are extracted by matching the
calculation to the measured data listed in Table 5.3 and Table 5.4.
parameter definition diamond Si
I mean excitation energy 81 eV 174 eV
Tcut restricted energy deposition cut 60 keV 20 keV
δ density correction at βγ = 100 3.2 2.2
δ density correction at βγ = 7.16 1.84 0.95
ρ density 3.53 g cm−3 2.33 g cm−3
excitation energy Comparing the Bethe-Bloch calculations without density correction for
diamond and Si, the curves shows that the − 〈dE/dx〉 is larger in diamond than in Si. The
reason is that the mean excitation energy I is smaller in diamond (81 eV) than in Si (174 eV).
density correction The density of diamond (3.53 g cm−3) is larger than that of Si (2.33 g cm−3),
so the density correction δ(βγ) in diamond is higher than in Si for high βγ particles. The in-
fluence from the excitation energy I and the density correction δ cancel out, and finally the
− 〈dE/dx〉 in diamond and Si are similar.
restricted energy loss High Tcut for diamond means that diamond can preserve more energy
loss inside the sensor. For the βγ > 100, the − 〈dE/dx〉res of diamond is 1.18 MeVcm2/g,
slightly higher than the − 〈dE/dx〉res of silicon 1.17 MeVcm2/g.
summary The actual energy deposition per unit length is given by the result of calculation
〈dE/dx〉res multiplied by the density of the material. The energy deposit in diamond per unit
path length is larger than in silicon mainly due to the larger density. The ratio for a 1 GeV
incident pion (βγ=7.2) is 〈
dE
dx
〉
diamond〈
dE
dx
〉
S i
=
472 eV
µm
281 eV
µm
≈ 1.68 (5.6)
5.1.2 Energy loss spectrum
Heavy charged particles passing through matter lose their energy in small steps by continuous
single collisions with atoms. The energy loss fluctuates, so the total energy loss to the material
is an energy spectrum. There are two types of fluctuations: the fluctuations of the number of
collisions, which follows the Poisson statistic, and the fluctuations of the energy loss of a single
collision, for which the ionization and collective excitations must be taken into account.
The energy loss distribution in thin detectors was first derived by Landau [53], so the spec-
trum is called the Landau distribution. The Landau distributions of Si sensors with various
thicknesses are illustrated in fig. 5.4 [30]. The energy loss spectrum is asymmetric, and con-
ventionally, is characterized by the most probable value (MPV) and the full width of half
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Figure 5.4: Landau distribution of Si sensors with various thicknesses, simulated for 500 MeV traversing pion,
showing that the energy loss distribution is more symmetric for thicker sensors [30].
maximum (FWHM). The high energy tail of the Landau distribution is from the δ-electrons
with large deflection angle and low velocity which deposit large amount of energy. The MPV
and FWHM of the Landau distribution strongly depend on the thickness of the absorber. Thin
sensors tends to give lower MPV and wider energy spectrum.
Further corrections of the energy loss spectrum in thin silicon detectors were made by Bich-
sel [54]. "Thin sensor" means that the thickness of the detector (d) must be small compared to
the range of the particles. The criterion of thickness is defined by the Vavilov parameter:
κ = ξ/Tmax (5.7)
where Tmax is the maximum energy transfer defined in eq.(5.2), ξ is the Landau parameter:
ξ =
K
2
Z
A
d
β2
(5.8)
Where d is the material length x · ρ. For thin sensors with κ < 0.6, the MPV of the energy
loss spectrum (∆p) is calculated by the following Landau-Vavilov-Bichsel formula:
∆p = ξ
[
ln
2mec2β2γ2
I
+ ln
ξ
I
+ j − β2 − δ(βγ)
]
(5.9)
with j=0.2 and δ(βγ) given in eq.(5.4). The FWHM ω depends on the absorber thickness.
ω = 4ξ is an upper limit estimation [54].
The ∆p for 200 µm thick diamond and Si as a function of βγ of the incident particle are
plotted in fig. 5.3(a) and fig. 5.3(b), respectively, in comparison with the stopping power. The
calculated numbers are compared to the real measurement in Table 5.3 and Table 5.4, showing
that the calculation and measurements agree with each other.
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Figure 5.5: Ratio between the ∆p per unit path length (∆p/d) and the the restricted energy loss rate − 〈dE/dx〉res
(a) As a function of detector thickness, calculated for incident particle with βγ=100. (b) As a function of βγ of
the incident particle, calculated for sensors with 200µm of thickness.
The ∆p as a function of the detector thickness (see fig. 5.5(a)) shows that the ∆p has a a ln d+b
tendency, independent of material types. On the other hand, the ratio between the ∆p/d and
〈dE/dx〉res remains 0.9 for both diamond and Si in the high energy regime (see fig. 5.5(b)). The
result implies that both ∆p and 〈dE/dx〉res · d are applicable to represent the signal obtained
from the sensor.
However, practically, the 〈dE/dx〉res and the FWHM of the energy loss distribution always
differ from the theoretical predictions, because the electronic noise from the detector con-
tributes to the width and changes 〈dE/dx〉res, too. Instead, ∆p can be measured precisely.
Therefore, ∆p is used to represent the signals in the following contexts.
For 1 GeV pion traversing diamond or Si (βγ=7.2), the ratio of ∆p in 200 µm of diamond
and silicon is
∆diamondp
∆S ip
≈ 1.63 (5.10)
5.1.3 Signals in diamond and silicon
The energy lost in the semiconductor sensor is transfered to the electrons of the atoms. In the
energy band model, the electrons are raised from the valance band to the conduction band, such
that the electron and hole pairs are generated. The signal is expressed in the number of electron
and hole pairs:
Ne/h = ∆p ÷ ωe/h (5.11)
∆p is given by eq.(5.9), the parameters of diamond and Si are listed in Table 5.1 and Table 5.5,
and the signal created in a 200 µm sensor as a function of βγ of the incident particle is shown
in fig. 5.6.
Diamond has an advantage over Si in that its density is 1.5 times of Si (3.52 g cm−3 >
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Figure 5.6: Most probable value of energy loss (MPV, ∆p) versus βγ of the charged particle in 200µm diamond
and Si. The solid line is for diamond. The dashed line in for Si.
Table 5.6: Comparison of signal MPV in silicon and diamond. 0.1% X0 is 121 µm in diamond, and 94 µm in Si.
MIP 1 GeV pion βγ = 12.7
sensor diamond Si diamond Si
200µm 6394 13949 6295 14031
Ne/h per µm 32 70 31 70
0.1% X0 3868 6556 3808 6595
2.33 g cm−3), leading to more energy deposition. On the other hand, the drawback is that
Ee/h of diamond is 3.6 times of Si (13.1 eV > 3.61 eV), which means that large amount of
energy deposition is required to generate signals.
The final results show that the 1 GeV pion can generate 6 300 electron and hole pairs in
200 µm of diamond, and 14 000 pairs in 200 µm of Si. The exact numbers for MIP and 1 GeV
pion are summarized in Table 5.6.
Beside the expected sensor thickness 200 µm, thickness in unit of the radiation length X0
must be considered, too, since the material budget of the pixel detector is characterized by the
radiation length. The 0.1%X0 is a common unit for estimations for pixel detector design. For
diamond, 0.1%X0 is 121 µm, for Si 94 µm. The signal created in 0.1%X0 sensor is scaled from
the data of 200 µm sensor thickness by:
Ne/h,0.1%X0 = Ne/h,200µm
0.1%X0
200µm
(5.12)
44
5.2 Energy loss by photons
Figure 5.7: Attenuation coefficients for diamond and Si, shown by black lines and gray lines, respectively. The
fine dot line shows the attenuation coefficient of photo effect. The coarse dot line is for Compton effect. The
dashed line is for pair production. The solid line shows the total attenuation coefficient. The data are given by the
NIST XCOM server [56].
The signal for 0.1%X0 diamond is around 3800 e, for Si is around 6500 e. The diamond can
benefit from its longer radiation length.
5.2 Energy loss by photons
Radioactive sources which emit γ-ray are often applied to calibrate the signals generated in
the sensor. They are also applied to check the bump connections between the sensor and the
readout pixel. Thus the interaction between photons and the material is reviewed below.
The difference between the traversing charged particles and the photons is that the energy of
particles degrade while the number of particles remains the same, but the photons are absorbed
and the intensity of the photon beam attenuates. The intensity I decreases exponentially with
respect to the distance x, and is characterized by the attenuation coefficient µ:
I = I0e−µx (5.13)
The attenuation has three origins: photo effect, Compton effect, and pair production. The
coefficient µ is proportional to the scattering cross sections σ of the various interactions:
µ = µphoto + µcompton + µpair =
ρ
uA
(σphoto + σcompton + σpair) (5.14)
where u (= 1.660 · 10−24 g [55]) is the atomic mass unit, A is the relative atomic mass
of the absorber material. The cross sections of various interactions strongly depends on the
atomic number (Z) of the absorber and the photon energy (Eγ). Fig. 5.7 shows the attenuation
coefficient of silicon and carbon. Each interaction between photon and material is explain
below:
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Photo effect The photo effect dominates for Eγ in the range of several 10 keV. The photon
energy is transfered to the electron of the atom, raising the electron of the atom from the valence
to the conduction band, so the electron-hole pairs for the signals are created.
The energy spectrum is a discrete peak, smeared with a Gaussianly distributed noise from
the detector. Such a spectrum is useful for calibration of the pixel detector readout.
Compton effect At Eγ the MeV range, Compton scattering dominates the interaction between
photon and material, as shown in fig. 5.7. Compton scattering is an inelastic scattering, which
means that the photon transfers part of its energy to an electron while being deflected.
The possible energy transfer shows a continuous spectrum. It starts with zero and has a sharp
maximum at the so called Compton edge:
Ee,max =
hν2
mec2 + hν
(5.15)
The deflected photon can continue on several inelastic scattering, until its energy is low
enough to be absorbed by photo effect. Hence, the spectrum of the Compton scattered photon
requires subtle analysis. For calibration or tests of the pixel detector, the spectrum of photo
effect is more useful than that of Compton effect. Note that the Z of diamond (Z=6) is less than
that of Si (Z=14), meaning that the Compton scattering starts to dominate in diamond at the
tens of keV range, which is the range of commonly used radioactive sources, e.g. 241Am and
107Cd. Therefore, the calibration of diamond sensor is more difficult than of silicon ones.
Pair production For high energy photons with Eγ more than 1 MeV, the pair production
start to take place. The photon converts into electron and positron via the interaction with the
nucleus of the traversed matter. Pair production completely dominate the interaction at the
GeV range. Usually it is hard to be observed in the laboratory, but significant in the collider
experiments.
46
Chapter 6
Radiation Damage
The signal generated in the sensor deteriorates because of the radiation damage. Other prop-
erties such as leakage current and doping concentration of silicon are also influenced by the
radiation damage, resulting in increasing noise or difficulties of sensor operation. The mecha-
nism of radiation damage and the impacts on the sensor properties are reviewed in section 6.1.
Then the signal loss in diamond versus the radiation fluence is measured. The experimental
methods and results are discussed in section 6.2. Based on the method developed in section 6.2,
the signal loss in diamond and silicon are compared in section 6.3 and section 6.4.
6.1 Literature review
6.1.1 Mechanism, defects, and impacts
The radiation damage can be divided into two categories: bulk defects and surface defects.
The former are caused by the displacement of the atoms in the lattice. The latter include all the
defects at the dielectric covers and inter-surface region. The most relevant surface damage is
the increase of charges at the oxide layer of the MOSFET readout electronics. However, in the
high radiation environment, bulk damage dominates the electrical properties of the sensor, so
the bulk damage is focused in the following contexts.
Mechanism
Bulk damage by energetic particles is caused mainly by displacing an atom out of the lattice,
resulting in a interstitial and a left over, called vacancy. The first displacing atom is called the
primary knock on atom (PKA).PKAs can and often will knock out other atoms, and an inter-
stitial and a vacancy is called a Frenkel pair. Both interstitial and vacancy can migrate through
the lattice, collide with atoms continuously, forming point and cluster defects (see fig. 6.1).
The minimum energy to remove a silicon (Si) atom from the lattice is about 25 eV [27], for
diamond is 43 eV [26]. Along the path of recoils, the energy of the atom is lost in 2 ways: one
is by ionization as described in chapter 5.1, the other one is by further displacements. The latter
one is the Non-Ionizing Energy Loss (NIEL). The ionization energy loss is fully reversible, but
the damage by NIEL is not. For recoil energies more than 5 keV [57], a dense cluster of defects
(disordered regions of defects) is formed at the end of the recoil path, as shown in fig. 6.1. Both
point defects along the path and clustered defects at the end are responsible for the change of
the electrical properties of the material.
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Figure 6.1: Monte Carlo simulation of a recoil-atom track [58].
Defects
Point defects are illustrated in fig. 6.2. The defects are combinations of interstitials (by either
domestic or foreign atoms), replacements, and vacancies. The consequences can be divided
into two categories: (a) change of the space charge concentration due to interstitials and va-
cancies, (b) formation of additional energy levels in the band gap. Consequence (a) has more
severe impacts on devices with doping, e.g. Si diode. The influence from consequence (b) can
happen to all kinds of materials, introducing effects related to the generation and annihilation
of charge carriers, e.g. leakage current and trapping.
The defects with deep energy levels can act as generation/recombination centers (as shown
in fig. 6.3 (a) and (b)). The electron and hole pairs can be created by thermal energy or light,
so the leakage current increases. The additional level can also capture and emit charge carriers,
affecting the number of signal charge carriers (as fig. 6.3(c)), or alter the effective doping
concentration and space charge (as fig. 6.3(d)).
Most of the primary defects created by radiation are mobile, and the actual position of the
defect states at the energy band evolves with time. Annealing was observed in Si devices,
and is investigated thoroughly by the Si community [57][60]. The leakage current decreases
with time [60]. The effective doping concentration first decreases, which indicates that the
number of defects reduces, until a minimum (beneficial annealing). Then it rises again and sat-
urates, which indicates that stable defects are formed (reverse annealing). Higher temperature
speeds up the annealing. Therefore, irradiated Si sensors should be kept at low temperature
environments to prevent reverse annealing. However, there was no systematic study on the
trapping/charge collection effects with respect to annealing. The reason was that the charge
collection can be easily increased by applying higher bias voltage on the sensor, so that the
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Figure 6.2: Illustration of defects [59].
Figure 6.3: Intermediate energy levels induced by the dislodge of atoms can (a) help in the creation of thermal
charge carriers, (b) act as recombination centers, (c) temporarily trap charges and (d) alter the effective doping
concentration [42].
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annealing effect on trapping/charge collection was not significant.
In case of diamond, the influence from annealing is rather irrelevant, since leakage current in
diamond is tiny, and diamond sensor is not doped. The trapping/charge collection of irradiated
diamond versus time was monitored by Zhao [61]. The result show that the performance
remains stable for 5 years after irradiation. Therefore, while handling irradiated diamonds,
annealing is not required to be considered.
Impacts
Finally, the defects and their impacts on macroscopic detector properties are summarized in
Table 6.1 [60]. The review focus on the electrical properties which are directly related to the
operation of the particle detectors, and the effects on diamond and Si are examined for each
impact, too.
The structure of the diamond sensor is very simple, i.e. it does not have doping, and does not
need junctions for depletion, so the impact of defects in diamond is rather simple compared
to Si. The space charges in diamond can lead to polarization effects, suppressing the applied
electric field, so the signal is reduced. The traps can catch the charge carriers, so the signal am-
plitude decreases as well. On the other hand, considering Si detectors, beside the space charge
and trapping, they suffer from the increasing leakage currents and the change of doping con-
centration. The leakage current causes increasing electronic noise and power consumption, so
the Si detector must be operated at low temperatures. The change of the doping concentration
alters the electric field structure in the sensor, so higher bias is required to achieve full deple-
tion after irradiation. To summarize, diamond is easier to operate in high radiation environment
compared to Si.
To study the signal and noise of a pixel, the most important impacts are leakage current and
trapping. They are reviewed in detail in the next two sections 6.1.3 and section 6.1.4.
6.1.2 Non-ionizing energy loss
The relation between the macroscopic properties of sensors and the irradiation fluence has been
studied for Si in the past 20 years based on the Non-Ionizing Energy Loss (NIEL) hypothesis.
The assumption of NIEL hypothesis is that the quantity of displacement damage is proportional
to the NIEL, and the change of the electrical properties is proportional to the quantity of the
displacement damage. The proportionality depends on the particle type and energy. The NIEL
can be estimated analytically by calculating the displacement damage cross section D(E) [62]:
D(E) =
∑
ν
σν(E) ·
∫ EmaxR
0
fν(E, ER)P(ER)dER (6.1)
Where the index ν indicates all possible interactions between the incident particle with en-
ergy E and the atom which leads to displacement of the lattice, σν is the cross section corre-
sponding to each interaction, fν(E, ER) is the probability for generating a PKA with the recoil
energy ER by a particle with energy E. P(ER) is the portion of the recoil energy that turns
into displacement damage (Lindhard partition function [63]). The displacement damage cross
section D(E) is proportional to the NIEL by the relation:
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Figure 6.4: Damage cross section D(E) in Si for various particles normalized to Dn(1MeV)=95 MeV mb [57]
D(E) =
A
NA
dE
dx
(E) |non−ionizing (6.2)
Where A is the atomic number, NA is the Avogadro constant (6.02×1023 mol−1). In case of Si
with A=28 g mol−1, the relation between D(E) and NIEL is 100 MeV mb=2.144 keV cm2 g−1 [64].
The displacement damage cross section D(E) of Si by protons, pions, neutrons and elec-
trons with energy from 10−4 to 104 MeV are shown in fig. 6.4. The damage is normalized
to Dn(1MeV)=95 MeV mb. As shown in fig. 6.4, charged particles are more damaging than
neutral ones at the low energy regime, because charge particles can scatter via electromagnetic
interactions with atom nuclei that are partially screened by their electron clouds. They tend
to produce more point defects and less clusters [65]. When the particle energy is more then
100 MeV, the damage by protons, neutrons, and pions is roughly the same.
To compare the amount of damage by different radiations with individual energy spectra
φ(E), the hardness factor κ is defined by integrating the damage cross section D(E) over the
energy spectra, and normalize it with respect to the damage done by 1 MeV neutron:
κ =
∫
D(E)φ(E)dE
D(En = 1MeV)
∫
φ(E)dE
(6.3)
Here D(En = 1MeV) is set to be 95 MeV mb [64]. Hence, the 1 MeV neutron equivalent
fluence Φeq can be defined as:
Φeq = κΦ = κ
∫
φ(E)dE (6.4)
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Figure 6.5: Fluence dependence of leakage current for various Si detectors. The current was measured in room
temperature after annealing at 60◦C for 80 minutes (α = (3.99 ± 0.3) × 10−17 A cm−1) [66]
For monoenergetic irradiation sources, the damage factor can be found by scaling the damage
cross section presented in fig. 6.4. For example, the κ of 24 GeV proton damage is 0.6 [57], for
25 MeV prton the κ is 1.85 [57].
Numerous experiments show that the leakage current versus irradiation agrees with the NIEL
hypothesis (see fig. 6.5). The leakage current increases linearly as a function of the irradiation
fluence. The amount of the measured leakage current lies on the same curve, if the fluence (Φ)
is converted to the 1 MeV neutron equivalent fluence(Φeq) using eq. (6.4). Note that in these
measurements, a standard annealing process was performed (heating at 60 ◦C for 80 minutes).
The leakage current was measured at room temperature (20◦C), and the bias on the sensor is
large enough so that the volume leakage current saturates.
However, measurement of the effective doping (Ne f f ) concentration violates the NIEL hy-
pothesis. Ruzin et al. [68] pointed out that charged particles (pions and protons) are less dam-
aging than the prediction of D(E) in oxygen rich FZ Si sensors, as shown in fig. 6.6. The
simulation by Huhtinen [67] explained that the di-vacancy defect, which is the main contribu-
tion to leakage current generation centers, increases linearly with the NIEL. On the other hand,
the generation of vacancy with oxygen atom, as well as other defects such as tri-vacancy and
Phosphor interstitials, do not follow the NIEL hypothesis. The simulation result explains why
the leakage current agrees with NIEL hypothesis, but the effective doping does not.
Although the experiments and simulation proved that the NIEL hypothesis is only applicable
for the leakage current, the 1 MeV neutron equivalent fluence Φeq is still used as a standard unit
to estimate the amount of radiation damage at the Large Hadron Collider. For Si sensors, the
irradiation studies were focused on the leakage current and the effective doping concentration.
The agreement between NIEL prediction and experimental results were carefully examined.
On the other hand, the trapping or charge collection efficiency has not been systematically
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Figure 6.6: Particle dependence of the effective doping concentration |Ne f f | on standard Float Zone (FZ) and
oxygen rich FZ Si detectors [67]. The protons and pions are more damaging in oxygen rich FZ Si than the
prediction by NIEL hypothesis (the coarse dashed line), but the neutron damage on oxygen rich FZ Si and standard
FZ Si agree with NIEL prediction instead.
investigated, since many parameters are involved, such as annealing, depletion, type inversion,
so the experiment is rather complicated. Nevertheless, diamond does not have leakage current,
does not need doping, meaning that the methodology to measure κ of NIEL hypothesis is not
suitable for diamond. Besides, the functional behavior of trapping versus irradiation, which
directly influences the signal charge collection, has never been systematically investigated with
NIEL. To conclude, a general framework to describe the trapping as a function of radiation
damage is required to compare the radiation-hardness of diamond and Si.
In the following formulation, the leakage current as a function of radiation fluence is calcu-
lated by the well-examined NIEL scaling principles, see section 6.1.3. The signal deterioration
due to trapping is evaluated in terms of the mean free path of charge carriers in the sensor, see
section 6.1.4.
6.1.3 Leakage current versus irradiation
The leakage current (I) per unit volume (V) can be described by the following formula, as
indicated by fig. 6.5:
I
V
=
I0
V
+ αΦeq (6.5)
Where the constant α is equal to α = (3.99 ± 0.3) × 10−17 A cm−1 [66], if the current is
measured at room temperature after annealing at 60◦C for 80 minutes. Generally, I0/V is tiny
although it depends on the sensor quality.
Furthermore, the leakage current depends on the temperature, because the thermal energy
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Table 6.2: Variables used in the derivations
variable definition units or value
sub index n parameter of electrons none
sub index p parameter of positions none
n electron density C m−3
p position density C m−3
x drift distance m
v velocity m s−1
τ lifetime s
λ mean free path m
λe mean free path of electron m
λh mean free path of hole m
~J current density C m−3 s−1
q unit charge 1.602 ×10−19 C
g(~r, t) generation term C m−3 s−1
d thickness of the detector m
can excite electrons to create electron and hole pairs. The leakage current grows exponentially
with respect to the increasing temperature, and their relation depends empirecally on the band
gap (Eg). To scale the leakage current from a reference temperature Tre f to another temperature
T (in the case of measurement presented in fig. 6.5, Tre f is 20◦C), the following formula is
applied :
I(T ) = I(Tre f ) · R(T ) (6.6)
R(T ) =
(
T
Tre f
)2
· exp
[−Eg
kB
(
1
T
− 1
Tre f
)]
(6.7)
6.1.4 Collected charge versus irradiation
In this section, First, (a) the relation between the collected charge (Qcollected) and the mean
free path (λ) will be derived. Then (b) the decrease of λ due to radiation damage will be
described. Combining the theories of (a) and (b), the relation between the collected charge and
the radiation damage is obtained. The symbols and definitions of all the used parameters are
listed in Table 6.2.
Charge collection in sensors
The derivation for charge collection as a function of mean free path (λ) follows Zhao [61].
Mean free path λ is the average distance which an electron and and hole have drifted apart
under an electric field E:
λ = λe + λh = vnτn + vpτp (6.8)
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vn = −dxdt (6.9)
vp = +
dx
dt
(6.10)
The electrons and holes generated by the signal obey the charge conservation rule. The
distribution of the charge versus space and time must fulfill the continuity equations [69]:
∂n
∂t
= +
1
q
5 ·~Jn − n
τn
+ g(~r, t) (6.11)
∂p
∂t
= −1
q
5 · ~Jp − p
τp
+ g(~r, t) (6.12)
Assuming that the generated charge carriers are evenly distributed along the track, , so the
generation term is independent of the position ~r. If no spacial gradient is presented, 5 · ~Jn and
5 · ~Jp vanish. Hence, the rate equation reduces to:
∂n
∂t
= − n
τn
+ g(t) (6.13)
∂p
∂t
= − p
τp
+ g(t) (6.14)
The traversal time for a charged particle to pass a sensor is in the picosecond range, and the
charge collection time is in the nanosecond range, which implies that g(t) is approximately a
δ(t) function. As the process for t > 0 is of concern, g(t) can be set to 0.
Combining the definition of mean free path (eq.(6.8), eq.(6.9) and eq.(6.10)) and the conti-
nuity equations(eq.(6.13) and eq.(6.14)), the differential equations can be obtained:
dn
n
= −dt
τn
= +
dx
vnτn
= +
dx
λe
(6.15)
dp
p
= −dt
τp
= +
dx
vpτp
= +
dx
λh
(6.16)
The solution of eq.(6.15) and eq.(6.16) shows the decay of carrier density versus their drifting
distance.
λ can be treated as a constant throughout the sample if (a) the material is a single crystal
(b) the strength of the electric field |~E| is large enough, so the velocity of the carrier saturates.
For diamond the saturation field strength is 0.8V µm−1 [31]. For Si the saturation field strength
is 1.0V µm−1 [34]. In this case, the solution of eq.(6.15) and eq.(6.16) are simple exponential
decay.
As illustrated by fig. 6.7, electron and positron are generated at position x′ at time t = 0, and
they drift along the x direction. Using initial conditions: when t = 0 (or x = x′ ), n(x′) = nionized
and p(x′) = pionized. The solution of eq.(6.15) (eq.(6.16)) are:
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Figure 6.7: The charge collection process in a sensor. The schematic diagram shows the structure of the sensor
and the charge carrier generated by the traversing track. d is the thickness of the sensor. x′ is the position of
charge carrier generation. The electron e and hole h drift apart towards the electrodes. x is the position of the
drifting charge. λ is the mean free path of the carrier.
n(x, x′) = nionized exp
(
− x
′ − x
λe
)
(6.17)
p(x, x′) = pionized exp
(
− x − x
′
λh
)
(6.18)
The motion of the charge carriers induces a current pulse on the electrode. The induced
charge is called Qcollected. The sensor can be regarded as a parallel plate capacitor with thick-
ness d. The induced charge from detector with such a geometry can be described by Ramo’s
Theorem [70]:
dQinduced = dQionized~5φw · d~r (6.19)
For a one-dimensional parallel plate, the weighting field ~5φw is 1/d, and the d~r reduces to
dx. When t = 0 (x = x′), dQionized can be given by nionized dv′ (or pionized dv′), where dv′ can be
considered as a cylindrical volume S dx′ with S is the surface and dx′ is the height. The charges
in dv′ drift a distance of dx, and the concentration of the charge changes to n(x, x′) (p(x, x′)) at
the position x, so that the dQionized at the position x becomes n(x, x′)dv′ or p(x, x′)dv′.
When the carriers drift a distance dx under ~E, the induced charge on the electrode are:
dQcollected,n = −[qn(x, x′)dv′]1d dx (6.20)
dQcollected,p = +[qp(x, x′)dv′]
1
d
dx (6.21)
Integration of dQcollected gives the total signal charge:
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Qcollected,n =
∫
dQcollected,n = −
∫
v
dv′
∫ 0
x′
qn(x, x′) · dx
d
(6.22)
Qcollected,p =
∫
dQcollected,p = +
∫
v
dv′
∫ d
x′
qp(x, x′) · dx
d
(6.23)
Using dv′ = S dx′, since the total volume of the snesor is V = S × d, thus:
Qcollected,n = −S
∫ d
0
dx′
∫ 0
x′
qn(x, x′) · dx
d
(6.24)
Qcollected,p = +S
∫ d
0
dx′
∫ d
x′
qp(x, x′) · dx
d
(6.25)
Substituting the spatial distribution of charge carriers given in eq.(6.17) and eq.(6.18) into
eq.(6.24) and eq.(6.25):
Qcollected,n = −S
∫ d
0
dx′
∫ 0
x′
qnionized exp
(
− x
′ − x
λe
)
· dx
d
(6.26)
Qcollected,p = +S
∫ d
0
dx′
∫ d
x′
qpionized exp
(
− x − x
′
λh
)
· dx
d
(6.27)
The results of the integration are:
Qcollected,n = Qionized
λe
d
[
1 − λe
d
(
1 − e− dλe
)]
(6.28)
Qcollected,p = Qionized
λh
d
[
1 − λh
d
(
1 − e− dλh
)]
(6.29)
Where Qionized is defined as the total number of electron and hole pairs generated by the high
energy particle:
Qionized
def
= nionized × (S · d) = pionized × (S · d) (6.30)
The total induced charge is the superposition of the positive and negative charge carriers:
Qcollected = Qcollected,n + Qcollected,p (6.31)
Qcollected
Qionized
=
∑
i=e,h
λi
d
[
1 − λi
d
(
1 − e− dλi
)]
(6.32)
Qcollected/Qionized is plotted as a function of λ/d in fig. 6.8. The Qcollected increases rapidly
when λ is much shorter than the thickness of the detector d, and then the Qcollected slowly
saturates when λ is longer than d. If λ is much longer than d, the Qinduced is nearly fully
collected. This describes the charge collection in unirradiated sCVD diamond. On the other
hand, in pCVD or irradiated diamond, λ is shorter than d, which means that the density of the
charge carriers decays faster in space (see eq.(6.17) and eq.(6.18)), the average travel range
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Figure 6.8: Qcollected/Qionized with respect to λ/d. The vn and vp are the saturation velocities of electrons and holes,
respectively. Three cases, vn:vp = 1.0:1.0 (black), vn:vp = 1.0:1.5 (dahed), and vn:vp = 1.5:1.0 (gray) are applied in
eq.(6.32) to calculated the Qcollected/Qionized. The three lines show that the Qcollected/Qionized is not sensitive to the
ratio between vn and vp. Therefore, the vn = vp condition is always used in the following calculations.
Table 6.3: Saturation electric field strength and the corresponding saturation velocity of charge carriers in dia-
mond [31] and Si [34].
diamond Si
symbol definition electron hole electron hole unit
|~Esat| saturation field strength 0.8 0.8 1.0 1.0 V µm−1
vsat saturation velocity 9.6 × 106 14.1 × 106 ∼ 107 ∼ 107 m s−1
of the charge carriers is shorter, so the amount of the collected charge is less than the ionized
charge.
The λe = vnτn and λh = vpτp might be different for electrons and holes. For detector biased
at high voltage, the saturation velocity of holes in diamond is 1.5 times that of the electron
velocity (see Table 6.3), and in Si the saturation of electrons and holes are the same. The
curves for both cases are plotted in fig. 6.8 to test the sensitivity of Qcollected with respect to
different vn and vp. The result shows that the discrepancy between Qcollected/Qionized plotted
using vn = vp or 1.5 · vn = vp is negligible. Therefore, the vn = vp condition is always used in
the following calculations.
Damage curve: mean free path versus irradiation
The drifting charge can be captured by the deep crystal defects. If the shaping time of the
readout circuit is shorter than the time for carrier re-emission, the signal is lost.
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According to the Matthiessen’s scaling rule, the inverse of the carrier life time (1/τ) is pro-
portional to the number of defects (N) [71]. The more defects the lattice has, the smaller the
survival time of charge carriers. By assuming the number of defects increases linearly with the
particle fluence, the inverse of τ is proportional to the radiation fluence (Φ), too. The relation
between τ and Φ can be written as [72]:
1
τ
=
1
τ0
+ β · Φ (6.33)
β is the damage coefficient. Since the mean free path λ is τ · vsat, the damage curve based on
λ is defined as [72]:
1
λ
=
1
λ0
+ k · Φ (6.34)
where k is the damage constant. k is the characterizing parameter for radiation-hardness. It
depends on the particle type, the energy of the irradiation, and the material. Smaller k means
that λ decays slower with increasing Φ, and thus, better radiation tolerance is given.
Unlike the NIEL hypothesis, which only works for material with leakage current, the damage
curve is universal to describe the trapping effect in all kinds of material. Besides, the trapping
is directly related to the signal from a sensor. Therefore, the damage constant is the figure-of-
merit to compare radiation-hardness of diamond and Si in this thesis.
6.2 Radiation damage on diamond
The damage constant k should be measured experimentally. In this section, the experimental
method and analysis to find k is presented.
6.2.1 Experimental methods and instruments
The measurement of the change in signal charge before and after irradiation should not depend
on the type of readout used. Therefore, the following measurements were performed using
detectors equipped with a single channel charge sensitive readout connected to a readout pad
on the diamond sensor, see fig. 6.9.
Three diamonds were made into pad detectors: one sCVD diamond provided by the manu-
facturer "Diamond Detectors Limited1", and two pCVD diamonds provided by "elementsix2".
The diamond sensor is thinned to the desired thickness and cut using laser by the manufacturer.
To eliminate the surface defects, the diamond is polished and cleaned to remove the residual
chemicals on the surface. The pad electrode is metalized by Institut zür Zuverlaesigkeit und
Microintegration in Berlin, Germany, using the Ar Re-sputtering Technique. Then the diamond
pad detectors are irradiated using the 25 MeV proton beam offered by the Karlsruhe Irradiation
Center. See section 4.1 for the detailed process of metalization and irradiation.
The signal has been measured before and after the irradiation to assess the relative signal
loss. The measurement is done with the setup shown in fig. 6.10. The radioactive source
90Sr is used to generate signal in the diamonds. To select straight, high energy tracks, the
1http://www.diamonddetectors.com/
2http://www.e6.com
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(a) (b) (c)
Figure 6.9: Diamonds for the radiation hardness experiment. (a) sCVD diamond (DDL4) 5 mm × 5 mm × 542 µm
(b) pCVD diamond (UT21) 10 mm × 10 mm × 520 µm(c) pCVD diamond (UT29) 10 mm × 10mm × 449 µm
electrons need to pass a collimator and reach a scintillator behind the diamond pad detector for
triggering. Range calculation for electrons using the NIST ESTAR calculator [46] shows that
the minimum required kinetic energy (Te,min) to pass all the material is 1.05 MeV. Therefore,
the energy range of detected electron is from 1.05 MeV to 2.28 MeV, corresponding to βγ=2.05
to βγ=4.46, which gives the stopping power close to that of a MIP.
The diamond is biased with at least1.8 V µm−1, and the induced signal current is fed into a
charge sensitive amplifier [73], and then to a CR-RC shaper with a time constant 2.5 µs [74].
The pulse height is proportional to the amount of signal charge, the calibration is 1.0 mV =
54 electron-hole pairs with a 5% error.
The irradiation by 25 MeV proton on diamonds was repeated several times, and the average
collected charge was measured versus the increasing proton fluence. The diamonds must be
pumped for 12 hours before performing the measurement to achieve the maximum charge
collection(see section 4.3). The analysis method and results are presented in the next section.
6.2.2 Results
From collected charge to mean free path
Once the signal charge Qcollected is measured, the mean free path λ can be deduced using fig. 6.8.
Qcollected is measured, Qionized is calculated by eq.(5.5). The thickness of the detector d is known.
From the ratio Qcollected/Qionized, the corresponding λ/d is obtained, and thus the λ. The error
on the λ represents the interval of possible λ range due to the 5% uncertainty of the Qcollected
measurement. The error on the λ is asymmetric because the relation shown in fig. 6.8 is not
linear. The larger Qcollected has the bigger error on λ, since the Qcollected/Qionized saturates to 1
when λ approaches to infinity. The Qcollected/Qionized versus the 25 MeV proton fluence is shown
in fig. 6.11(a), and the corresponding mean free path λ is in fig. 6.11(b).
The shift of the pCVD diamond data
The irregular grain structures of the pCVD diamond results in trapping, too. The pCVD di-
amond can be treated as if a previously irradiated sCVD diamond. The sCVD and pCVD
diamonds must have the same damage constant if they are damaged by the same irradiation.
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Figure 6.10: 90Sr source test setup. The electrons are collimated to penetrate the diamond, and hit the scintillator
behind the diamond. The signal current in the diamond is amplified by the charge sensitive amplifier and the
shaper, and then detected by the oscilloscope. The oscilloscope is triggered by the signal from the scintillator.
The only difference is the starting mean free path (λ0). Every pCVD diamonds can have dif-
ferent λ0, since λ0 depends on the quality of the crystal. As shown in fig. 6.11(b), if the λ
data points of pCVD diamonds (UT29 ad UT21) are shifted properly to the right side along the
proton fluence axis, all the λ data can lie on the same damage curve.
The most proper shift is determined using the minimum χ2 method, see fig. 6.12. The pCVD
diamond data are shifted with respect to the sCVD diamond data, and all the data point are fit
together using the damage curve eq.(6.34) to get the parameter k. The fit of each shift gives a
quality factor of the fit, χ
2
NDF , where χ
2 is the variation of the fit due to the variation of the fit
parameter, NDF is the number of degrees of freedom. The χ
2
NDF approaches to 1 for a good fit.
The shift which gives the minimum χ
2
NDF (
χ2
NDF min) is the most proper one, see the gray dotted
arrow in fig. 6.12.
The variation of the shift leads to the variation of k. The uncertainty of k due to the shift is
defined as the range of k, which gives χ
2
NDF ≤ χ
2
NDF min + 1 (see the intervals σ
+
shi f t and σ
−
shi f t in
fig. 6.12). The error on k from the fit (σ f it) is smaller than 10% of σshi f t, so their correlation
can be neglected. The shift is applied to every pCVD diamond data set. σshi f t is asymmetric,
so the positive (σ+shi f t) and negative(σ
−
shi f t) components should be treated separately. The total
error on the k is defined as following:
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Figure 6.11: Decay of the signal and the mean free path of diamond damaged by 25 MeV protons. (a)
Qcollected/Qionized as a function of the proton fluence. (b) Mean free path (λe + λh) with respect to the proton
fluence, fit by the damage curve eq.(6.34). The square, circle, and triangle markers represent the data of sCVD di-
amond DDL4, pCVD diamond UT29, and pCVD diamond UT21, respectively. The data points of UT29 is shifted
to the right by 1.04×1015 p/cm2, and of UT21 by 1.82×1015 p/cm2. The shift implies that the grain structure in the
pCVD diamonds can trap the charge carriers, as if they are previously irradiated by fluence of 1.04×1015 p/cm2
(in case of UT29) or 1.82×1015 p/cm2 (in case of UT21). The results show that sCVD and pCVD diamonds have
the same damage curve, and the shift is determined by minimizing the χ2 of the combined fit.
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Figure 6.12: Determination of the uncertainty on damage constant k due to the shifting of pCVD diamond data.
The upper plot shows the χ
2
NDF of the damage curve fit with respect to the shift of proton fluence. The bottom
plot shows the damage constant k with respect to the amount of shift. The dotted arrow shows the minimum χ
2
NDF
given by 1.04 p/cm2 of shift, and its corresponding k. The dashed arrows shows the position of χ
2
NDF + 1. The
interval between the dashed lines (σ+shi f t and σ
−
shi f t) are the uncertainty on k from the shifting.
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σ+tot =
√
σ f it2 + σ
+
shi f t,1
2 + σ+shi f t,2
2...
σ−tot =
√
σ f it2 + σ
−
shi f t,1
2 + σ−shi f t,2
2...
The fit of all data from sCVD and pCVD diamonds together is shown in fig. 6.11(b). The
damage constant of 25 MeV proton on diamond is
k25MeV =
(
3.02+0.36−0.42
)
× 10−18 cm
2
µm
6.3 Comparison of radiation damage on diamond and silicon
The analysis method described in section 6.2.2 can be applied to not only diamond but also
Si. The trapping in diamond and Si damaged by 25 MeV and 24 GeV protons are compared
below.
Irradiations of sCVD and pCVD diamond sensors have been performed by the RD42 collab-
oration [75] for protons at various energies between 25 MeV and 24 GeV. Since there is no
generally accepted NIEL damage normalization for diamond, the 25 MeV and 24 GeV proton
irradiation are chosen to be compared because they correspond well to the high and low energy
extremes of the particle energy spectrum at the LHC. For the diamond data, the 25 MeV proton
radiation damage is measured using the diamond pad detector and 90Sr source, as described in
section 6.2.1. The 24 MeV proton damage was measured by the RD42 Collaboration using
the strip readout and the 120 GeV pion beam at the CERN.
For Si, the published data of irradiated planar Si n-in-p FZ strip detectors are used [76][77].
To compare diamond and Si at the same operation condition, the planar-Si was chosen because
its geometry is similar to the diamond ones, and the bias should generate similar electric field
strength at the both sensors (for diamond ∼ 1.8 V/µm, for Si ∼ 1.8-2.2 V/µm) before irradiation.
This corresponds to 900 V on 500 µm thick diamond sensors and 600 V for 310 µm [76][77]
thick Si sensors operated in over-depletion. The signal charge of 310 µm Si sensors biased by
600V is extrapolated by averaging the measurements for 500 V and 700 V [76][77].
While for irradiated diamond the signals are lost due to trapping, for Si additional effects
must be taken into account. With increasing radiation the effective doping concentration
changes, the sensor can no longer be fully depleted. The shortening of the distance to col-
lect contributes to the decrease of λ, too. Furthermore, charge multiplication effects have been
reported for thin Si sensor heavily irradiated by 25 MeV proton [76]. To extract the charge-loss
due to trapping from the Si measurement, a special parameterization of the damage curve is
applied to fit all the data for k :
λ = λe + λh =
λ0
1 + λ0kΦ
+ αΦβ (6.35)
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Table 6.4: Measured damage constants for diamond and Si for 25 MeV and 24 GeV proton irradiation.
25 MeV proton 24 GeV proton unit
kdiamond 3.02+0.42−0.36 0.69
+0.14
−0.17 10
−18cm2 µm−1
αdiamond −3.83 ± 7.81 4.71 ± 14.8 µm
kS i 10.89+1.79−1.79 1.60
+0.38
−0.38 10
−18cm2 µm−1
αS i 50.86 ± 9.83 14.18 ± 19.8 µm
Fig. 6.13 shows damage curve fits for irradiations with 24 MeV and 24 GeV protons, respec-
tively, and Table 6.4 shows the k and the α from the fit. The β comes out to be about 0 for all
diamond and Si data. The α is (50.86 ± 9.83) µm for Si damaged by 25 MeV protons, while
for the diamond and the 24 GeV damage on Si α is negligible, which confirms the observation
in [76] that the charge collection is enhanced in Si heavily irradiated by 25 MeV protons . The
damage constants k for diamond are generally smaller than those for Si by a factor of about 3,
indicating that diamond is radiation harder than Si in terms of trapping and signal loss.
6.4 Signal versus irradiation
The signal before irradiation has been discussed in chapter 5. The Qionized is the most probable
value of the signal, which is calculated by eq.(5.9) and eq.(5.11). With the help of the measured
k and the eq.(6.34) and eq.(6.32), the Qcollected for 200 µm sensors traversed by 1 GeV pions are
evaluated as a function of the proton fluence, see fig. 6.14.
The curves indicates that although the Si can start with a much higher signal because of
the small energy needed to create electron and hole pairs, the harder radiation tolerance of
diamond renders similar signal levels for both materials when the proton fluence is in the order
of 1016 p/cm2.
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Figure 6.13: Damage curves for diamond and Si irradiated by (a) 25 MeV protons and (b) 24 GeV protons. (λe+λh)
is the mean free path. The square markers are for sCVD diamond, triangles for pCVD diamond, and circles are
for Si. The solid line and dashed line are the damage curve fits (eq.(6.35)) for diamond and Si data, respectively.
The pCVD diamond data are shifted by the amount of fluence indicated in the legend, and the amount of shift are
determined by the method explained in section 6.2.2.
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Figure 6.14: Expected most probable value of the signal (Qcollected) in units of 1000 electrons for 1 GeV pion
traversing 200 µm thick diamond and Si sensors damaged by (a) 25 MeV protons and (b) 24 GeV protons. The
solid line and dashed line are for diamond and Si, respectively.
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The generation and deterioration of the signals has been characterized using pad detectors, and
are presented in chapter 5 and chater 6, respectively. In this chapter, the electronic noise from
the pixel readout is discussed. By combining the results in chapter 5, chapter 6 and this chapter,
the SNR of a pixel detector can be estimated as a function of the radiation fluence.
The structure of the FE-I4 hybrid pixel detector has been introduced in section 3.3. Three
methods are applied to estimate the electronic noise from a hybrid pixel:
• An analytical model with the dominant noise sources.
• The transient noise simulation on the original FE-I4 chip layout using the SPECTRE
simulation package in CADENCE.
• The AC simulation on the original FE-I4 chip layout using the same simulation package
as the transient noise simulation.
Once the input capacitance to the preamplifier and the development of leakage current of the
sensor are determined, the increase of the noise with respect to the radiation damage can be
predicted for any sensor type based on the three estimation methods.
7.1 Noise sources
Electronic noise is the random fluctuation of voltage or current in the circuit. The amplitude of
the fluctuation is Gaussian distributed, and the average of the amplitude is 0. Usually noise is
described by the variance of current 〈i2〉 or voltage 〈v2〉. Consider n carriers of charge e moving
with a velocity v through a sample of length l, the current i is
i =
nev
l
(7.1)
The fluctuation of i is given by
〈di〉2 =
(ne
l
〈dv〉
)2
+
(ev
l
〈dn〉
)2
(7.2)
This relation shows that there are two mechanisms contributing to the total noise:
• velocity fluctuations, e.g. thermal noise
• number fluctuations, e.g. shot noise and 1f noise
The three noise sources are the following:
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Shot noise
Shot noise is the fluctuation in the number of charges, while the current is flowing through a
junction, where the charge carriers must overcome an energy barrier introduced by the contact
between different materials. The shot noise is "white noise", which means that its power density
spectrum is flat. The power spectral density (PSD) of shot noise is proportional to the average
flowing current 〈i〉:
d〈i2shot〉 = 2q〈i〉 d f (7.3)
In the pixel detector, the main shot noise source is the reverse biased sensor, where the
leakage current is flowing though the p-n junction. The leakage current increases with radiation
damage, so the shot noise is a significant source of noise in high radiation environments.
Thermal noise
The velocity of individual charge carriers can fluctuate due to random thermal motions. Ther-
mal noise is also white noise, and the PSD is proportional to the temperature and the resistance
of the conductor:
d〈v2therm〉 = 4kTR d f (7.4)
d〈i2therm〉 = 4kT
1
R
d f (7.5)
Flicker noise
Flicker noise ( 1f noise) has a large variety of sources which are not fully random in time, so
the noise spectrum becomes non-uniform and depends on the frequency of the fluctuation. For
example when the charge carriers are trapped in the defects of the crystal, and then are released
with a time constant τ. With an infinite number of uniformly distributed time constants in the
time domain, the spectral power density approaches a 1f -dependent distribution in the frequency
domain.
The PSD of 1f noise can be written as
d〈v21
f
〉 = K˜F 1f α d f (7.6)
where α is typically between 0.5 and 2.0. K˜F is the 1f noise coefficient, which depends on the
electronic component and is usually measured experimentally.
Noise from a metal-oxide-semiconductor field-effect transistor
In the FE-I4 pixel readout, the main noise source is the current flowing through the chan-
nel of the n-channel metal-oxide-semiconductor field-effect transistor (n-channel MOSFET, or
NMOS) amplification transistor. The shot noise from the interface of oxide and substrate can
be neglected since the input impedance is very large and thus the current is negligible.
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Figure 7.1: schematic diagram of the noise current source of a MOSFET.
The fluctuation of the drain-source current of a MOSFET is
d〈i2therm〉 = 4kTγgm d f (7.7)
where the γ = 23 for the MOSFET operated in strong inversion, and γ =
1
2 for those operated
in weak inversion [78][79]. The fluctuation of the drain-source current can be expressed as if
it is induced by the fluctuation of the voltage at the gate 〈v2therm〉, see fig. 7.1. Using the relation
ids = vgsgm, the input-referred thermal noise formula becomes
d〈v2therm〉 = 4kTγ
1
gm
d f (7.8)
For the MOSFET operated in weak inversion, the transconductance gm can be calculated
from the drain-source current (ids) [80]:
gm =
qids
nkT
(7.9)
The simulation of the original FE-I4 layout shows that the ideality factor n is 1.41 for the
130 nm MOSFET of the preamplifier transistor. Substituting eq.(7.9) in to the thermal noise
equation eq.(7.7), d〈i2therm〉 = 2qId(1/n) d f , so the thermal noise can be modeled as the shot
noise for a MOSFET operated in weak inversion.
The 1f noise from the channel of the MOSFET can be written as
d〈v21
f
〉 = K˜F 1f α d f =
KF
CoxWL
1
f α
d f (7.10)
Where KF is the coefficient depending on the technology and transistor types, Cox is the capac-
itance per unit area of the oxide layer, W and L are the width and length of the channel, and the
coefficient α is 1 [79][81] .
The noise power density expressions are applied to model the noise in the following section.
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Figure 7.2: Schematic diagram of the model of a pixel readout circuit. The model is composed of the sensor,
the leakage current compensation circuit, the feedback current source, and the charge sensitive pre-amplifier.
Definition of the symbols are summarized in Table 7.1.
7.2 Analytical Model
The noise can be calculated analytically if the PSD of the noise at the input iin( jω) and the
transfer function of the circuit |H(ω)| are known.
The voltage fluctuation at the output in the time domain is the inverse Laplace transform of
the input signal iin( jω) multiplied by the tranfer function |H( jω)|:
vout(t) = L−1 {iin( jω) · H( jω)} (7.11)
vout(t) = L−1 {iin(s) · H(s)} (7.12)
where s = jω.
For the variance of the output voltage 〈v2out〉, iin and the transfer function must be integrated
over all the frequencies and 〈v2out〉 becomes:
〈v2out〉 =
∫ ∞
0
〈iin(ω)2〉 |H(ω)| dω (7.13)
A model which contains the most essential units of the FE-I4 pixel circuit is shown in fig. 7.2.
It is composed of the following units:
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1. The charge sensitive amplifier (CSA) with the transistor preamplifier(preamp) and the
feedback capacitance C f
2. The constant current source to discharge C f
3. The sensor which is an ideal diode with the input capacitance CD
4. The current source for leakage current compensation
The second stage of the amplifier is neglected since its band width is broad, so the noise spec-
trum should not be influenced [37].
All the symbols used in the following derivations are listed in Table 7.1.
7.2.1 Transfer function
The transfer function of the FE-I4 pixel readout can be derived using nodal analysis [37][82].
Note that the transistor as the feedback current source is operated in weak inversion, and for
signals smaller than 4000 electrons, the voltage across the drain and source of the transistor
for the constant current source is small. Thus the transistor is operated in linear region [37].
Hence, the behavior of the current source is like a resistor, with R f = g−1ds, f b.
For the input node:
−iin + iD + i f b = 0
−iin + vin jωCD + (vin − vout) · (gds, f b + jωC f ) = 0
⇒ vout(gds, f b + jωC f ) − vin(gds, f b + jωC f + jωCD) = −iin (7.14)
For the output node:
i f b + itrans + iload = 0
(vout − vin) · (gds, f b + jωC f ) + gmvin + voutr0 = 0
⇒ vin = vout
gds, f b + jωC f + 1r0
gds, f b + jωC f − gm (7.15)
By inserting eq.(7.15) into eq.(7.14), and arranging the formula, the relation between iin and
vout is found to be:
vout
iin
=
gds, f b + jωC f − gm(
gds, f b + jωC f + 1r0
) [
gds, f b + jω(C f + CD)
]
−
(
gds, f b + jωC f
) (
gds, f b + jωC f − gm
)
(7.16)
Since r0 >> 1, 1r0 is negligible, eq.(7.16) can be simplified as followings :
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Table 7.1: Variables used in the noise calculation
variable definition units or value
iD signal current from the sensor nA
iin current at the input of the pre-amplifier nA
ileak leakage current from the sensor nA
icomp current for leakage current compensation nA
i f b feedback current µA
itrans drain-source current of the pre-amplifier 7.5 µA
iload current through the load r0 µA
gm transconductance of the pre-amplifier 225 µS
gm, f b transconductance of of i f b current source µS
gm,comp transconductance of current source for leakage cur-
rent compensation
µS
gds, f b drain-source conductance of i f b source 800 nS
C f feedback capacitance 17 fF
Ci capacitance from the pre-amplifier 32.1 fF
CD input capacitance fF
r0 load Ω
τa time constant C f /gm ns
τb time constant C f /gds, f b ns
τc time constant Cd/gm ns
KF 1f noise coefficient 13.5 × 10−25 J
Cox capacitance of the gate oxide of the pre-amplifier
NMOS per unit area
ε0εr
1
Tox
= 0.0157 F m−2
ε0 vacuum permittivity 8.85 × 10−12 F m−1
εr relative permittivity of SiO2 3.9
Tox thickness of the oxide layer 2.2 nm
W width of the MOS channel 15.5 µm
L length of the MOS channel 320 nm
k Boltzmann Constant 1.38 × 10−23 J K−1
T temperature K
n ideality factor 1.4
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vout
iin
=
gds, f b + jωC f − gm(
gds, f b + jωC f
)
(gm + jωCD)
=
(
gds, f b
gm
+ jωC f − 1
)
gm(
1 + jω C f
gds, f b
) (
1 + jωCD
gm
)
gds, f bgm
=
− 1
gds, f b
(
1 − jωC f − gds, f bgm
)
(
1 + jω C f
gds, f b
) (
1 + jωCD
gm
) (7.17)
For small signals just above the threshold of the discriminator, that is set to be 2000 electrons,
circuit simulation shows that the i f b of the CSA is 4.5 nA, the gds, f b of the feedback current
source is 800 nS, and the gm of the NMOS preamp transistor is 225 µS. Thus the fraction
gds, f b
gm
<< 1 and can be neglected. Define the time constants:
τa =
C f
gm
(7.18)
τb =
C f
gds, f b
(7.19)
τc =
CD
gm
(7.20)
then the transfer function is obtained:
H( jω) = − 1
gds, f b
(1 − jωτa)
(1 + jωτb) (1 + jωτc)
(7.21)
The signal at the output of the CSA is calculated by inserting eq.(7.21) into eq.(7.11). The
input signal iin is a δ-function Qin(t) = δ(t) in the time domain, so in the s-domain iin(s) is a
constant Qin, therefore:
vout(t) = L−1
{
− Qin
gds, f b
· (1 − sτa)
(1 + sτb) (1 + sτc)
}
(7.22)
vout(t) = − Qin
gds, f b
 (τa + τb)e −tτbτb(τb − τc) + (τa + τc)e
−t
τc
τc(τc − τb)
 (7.23)
The signal shape of an injected pulse corresponding to 3000 electrons is shown in fig. 7.3.
7.2.2 Equivalent noise charge
The dominant noise sources are illustrated in fig. 7.4. They are divided into two categories: the
ones that are in serial to the gate of the preamp, and the ones that are in parallel. Their PSD are
derived as following:
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Figure 7.3: Signal at the output of the preamplifier corresponding to 3000 electrons of injected charge.
Serial noise
• Thermal noise from the preamp
The transistor for the of the CSA is operated with vgs ≈ vth, which means that its operation
mode is just at the boarder between weak and strong inversion, in order to save power
consumption [37]. The weak inversion form of the input-referred thermal noise PSD with
γ = 1/2 is applied for the modelling:
d〈v2therm〉 = 4kT
1
2
1
gm
d f (7.24)
• 1f noise from the preamp
The input-referred 1f noise PSD (eq.(7.10)) is used:
d〈v21
f
〉 = KF
COXWL
1
f
d f (7.25)
The serial voltage fluctuation is equivalent to the voltage across the detector capacitance CD,
that is generated by a current fluctuation 〈i2〉 = 〈v2〉Z2D = 〈v
2〉ω2C2D. By using this conversion all
the serial noise sources can be treated as parallel noise, and the model circuit can be simplified
as shown in fig. 7.5.
Parallel noise
• Shot noise
The leakage current from the sensor contributes to the shot noise:
d〈i2shot〉 = 2qileak d f (7.26)
• Thermal noise from the feedback transistor
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Figure 7.4: Dominant noise sources in a FE-I4 pixel readout. The circuit is based on the noise calculation model,
fig. 7.2, and the dominant noise sources are marked on the circuit. 〈i2leak〉 represents the shot noise due to leakage
current of the sensor. 〈i2comp〉 is the thermal noise from the transistor of the leakage current compensation circuit.
〈i2f b〉 is the thermal noise from the feedback current source. 〈v2therm〉 and 〈v21/ f 〉 are the thermal and flicker noise of
the NMOS of the preamp, respectively. Other symbols are defined in Table 7.1.
The transistor of the feedback current source is operated in weak inversion. When the
signal is around the threshold of 2000e, the vds-ids relation is in the linear region. Hence
the thermal noise PSD is
d〈i2f b〉 = 4kT
1
2
gm, f b d f (7.27)
Using the equation for gm (eq.(7.9)), the thermal noise formula is similar to the shot noise
expression:
d〈i2f b〉 = 2qi f b
1
n
d f (7.28)
here n is 1.4, obtained by the circuit simulation.
• Thermal noise from the leakage current compensation circuit
The transistor of the leakage current compensation circuit is also operated in weak inver-
sion, so the thermal noise PSD is
d〈i2comp〉 = 4kT
1
2
gm,comp d f (7.29)
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Figure 7.5: Simplified noise sources in a FE-I4 pixel readout. CD is the capacitance of the sensor. 〈i2leak〉 is the
shot noise from leakage current of the sensor. 〈i2comp〉 is the thermal noise from the leakage current compensation
circuit. 〈i2f b〉 is the thermal noise from the feedback current source. 〈i2therm〉 and 〈i21/ f 〉 are equivalent thermal and
flicker noise sources from the NMOS of the preamp, respectively.
The compensating current 〈i2comp〉 is supposed to be the same as the leakage current 〈i2leak〉,
therefore:
d〈i2comp〉 = 2qIleak
1
n
d f (7.30)
Using the circuit in fig. 7.5 and the relation ω = 2pi f to transform the frequency f into
angular frequency ω, all the noise sources can be summarized in the following expression:
〈i2in〉(ω) =
q(2ileak + i f b)
pi
dω +
KF
COXWL
C2Dωdω +
kT
gmpi
C2Dω
2dω (7.31)
Define the parameters:
Cparallel =
q(2ileak + i f b)
pi
(7.32)
C1/ f =
KF
COXWL
C2D (7.33)
Cthermal =
kT
gmpi
C2D (7.34)
The eq.(7.31) becomes
〈i2in〉(ω) = Cparalleldω + C1/ fωdω + Cthermalω2dω (7.35)
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By substituting 〈i2in〉 (eq.(7.35)) and H( jω) (eq.(7.21)) into eq.(7.13), the variance of the
voltage at the output of the CSA is
〈v2out〉 =
∫ ∞
0
〈iin(ω)2〉 |H(ω)| dω
= Cparallel
pi
g2ds, f b
2τbτc(τb + τc)2 + τ2a(τ
2
b + τbτc + τ
2
c)
4τbτc(τb + τc)3
+ C1/ f
1
g2ds, f b
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2τ2bτ
2
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1
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2
c
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] [
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2
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pi
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2τ2bτ
2
c(τb + τc)
2 + τ2a(τ
4
b + 3τ
3
bτc + 3τ
2
bτ
2
c + 3τbτ
3
c + τ
4
c)
4τ3bτ
3
c(τb + τc)3
(7.36)
The time constants are calculated from the parameters listed in Table 7.1:
τa =
C f
gm
≈ 0.075ns (7.37)
τb =
C f
gds, f b
≈ 21.25ns (7.38)
τc =
CD
gm
≈ 0.15ns for diamond (7.39)
=
CD
gm
≈ 0.53ns for Si (7.40)
Since τb  τc ≈ τa, by comparing the orders of magnitude of the terms in eq.(7.36) and
eliminating the negligible terms , eq.(7.36) is approximated to a simpler form:
〈v2out〉 ≈ Cparallel
pi
g2ds, f b
1
2(τb + τc)
+ C1/ f
1
g2ds, f b
(
τ2a
2τ2bτ
2
c
+
ln(τb/τc)
τ2b
)
+ Cthermal
pi
g2ds, f b
(
1
2τ2bτc
+
τ2a
4τ2bτ
3
c
)
(7.41)
The 〈v2out〉 is converted to Equivalent-Noise-Charge (ENC) by dividing the 〈v2out〉 by the signal
voltage corresponding to 1 electron, Vq =
q
C f
:
ENC2 =
〈v2out〉
V2q
=
C2f
q2
〈v2out〉 (7.42)
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The noise in units of ENC then yields the following expression:
ENC =
√
(2ileak + i f b)
2q
· τ
2
b
τb + τc
+
C2D
q2
kT
2gm
·
[
1
τc
+
τ2a
2τ3c
]
+
C2D
q2
KF
COXWL
·
[
τ2a
2τ2c
+ ln
(
τb
τc
)]
(7.43)
The ENC is plotted as a function of the determining parameters, CD, ileak, and τb. The CD is
determined by the sensor type, the ileak increases with radiation damage, and the τb corresponds
to the feedback current i f b and therefore the signal shape.
Fig. 7.6(a) shows the noise contributions with respect to CD. The dominant noise before
irradiation is the thermal noise from the preamp, and is proportional to
√
CD, indicating that
the Si sensor will have higher noise than diamond.
After radiation damage, the shot noise from ileak and the thermal noise from the ileak compen-
sation circuit increases with
√
ileak and their level is similar to the thermal noise from preamp
when ileak is around 100 nA (fig. 7.6(b)).
The parallel noise source is proportional to τb. In case of diamond, since it has tiny ileak, the
variation due to τb is negligible. However, in case of silicon after irradiation, longer shaping
time leads to higher ENC, as shown in fig. 7.6(c).
However, beside the thermal noise considered in the analytical model, according to the AC
simulation (see section 7.3) other thermal noise sources at the second stage amplifier, the bias-
ing transistor, and the transistor for the Digital-to-Analog Converters (DACs)...etc. contribute
23% to 28% of the total noise, linearly dependent on the input capacitance CD. This "baseline
noise" contribution is added in the results in fig. 7.6(b).
7.3 Transient and AC simulations
The noise of the FE-I4 pixel readout is also estimated by simulations on the complete chip lay-
out. Two kinds of simulations were performed: AC simulation and transient noise simulation.
The software SPECTRE [83] was applied for the following simulations.
AC simulations
AC simulation is the most common approach for small signal, time invariant systems, of which
the response of the circuit can be linearized around the DC operating point of the MOSFET.
The signal and the noise are treated separately, assuming that they do not influence each other.
The noise PSD is simulated in the frequency domain, and the noise PSD from each circuit
units is simulated separately. By integrating the PSD and the transfer function over the full
bandwidth of the circuit, the total voltage fluctuation at the output is obtained.
Transient noise simulations
In case of the charge sensitive amplifier of the FE-I4 pixel circuit, the transient noise simula-
tion is more suitable, because the voltage across the drain and the source of the transistor as the
feedback current source is varying with the time during the signal processing, so its DC oper-
ating point changes accordingly, too. Since the ENC of interest is the signal fluctuation about
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Figure 7.6: Equivalent noise charge (ENC) calculated by the analytical model versus (a) input capacitance CD
(b) leakage current ileak (b) shaping time constant τb. The black solid line is the total ENC. The gray solid line
is the shot noise from the sensor leakage current ileak. The gray long dashed line is the thermal noise from the
ileak compensation circuit. The gray short dashed line is the thermal noise from the feedback current source i f b.
The black short dashed line is the 1/f noise of the preamp. The black long dashed line is the thermal noise of the
preamp. The gray dotted line is the thermal noise from other components, obtained by the AC simulation. The
ileak, CD, τb applied in the calculation are annotated beside the plots.
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the applied threshold voltage, the transient noise simulation, which allows to simulate noise in
the time domain as a part of the signal fluctuation must be applied. This method provides more
realistic noise studies of non-linear and non-time-invariant systems.
In transient noise simulations, each component of the circuit contains noise sources generat-
ing random fluctuations in the time domain with the appropriate PSD. The circuit voltage and
the current are then computed solving differential equations by effective Monte-Carlo methods.
The result is the signal with random fluctuations at the output of the circuit. By repeating the
signal simulation many times, the variance of the voltage 〈v2out〉(t) at a certain time t can be
measured, and 〈v2out〉(t) can be converted to ENC. The circuit voltages and currents are then
computed solving differential equations by effective Monte Carlo methods. This method al-
lows more realistic noise studies of non-linear and non-time invariant systems, covering the
noise frequency band from 10 kHz to 1 GHz.
The results of the simulations are plotted in fig. 7.7(a), fig. 7.7(b), fig. 7.7(c). The AC
simulation shows the contribution from each components in the circuit, but it underestimated
the noise. Comparing the simulation (fig. 7.7(a)) and calculation (fig. 7.6(a)), the most obvious
difference is that the thermal noise from other components that are missing in the calculation
model contribute 23% to 28% depending on CD when ileak is 0. Therefore the relation between
the ENC and the CD tends to be linear in AC and transient noise simulation. When the ileak
increases and the shot noise becomes the dominant noise, then the discrepancy due to the other
components is not significant.
The thermal noise from the ileak compensation circuit saturates when ileak increases, because
the limit of the compensation was designed to be 100 nA.
The calculation, AC simulation, and transient noise simulation are compared in the next
section.
7.4 Comparison of models and simulations
The results of ENC from the calculation, AC simulation, and transient noise simulation are
summarized in fig. 7.8. The measurements from FE-I4 modules are compared to the calculation
and simulation, too. The methods of noise measurement are described in section 4.3.
The ENC versus CD is shown in fig. 7.8(a), versus ileak is shown in fig. 7.8(b). The transient
simulation agrees with the real measurement in the 1-σ range. The AC simulation tends to
underestimate the ENC. The calculation shows a
√
CD dependence, but the transient shows
a linear rise with respect to CD. The main reason might be that calculation picks the most
essential components of the pixel readout circuit, however when the CD is small and the serial
noise is not dominating, the noises from the missing components, such as the the transistor
for the DACs, discriminators, biasing current sources, and the components in the second stage
amplifier can contribute significantly to the ENC, too. The difference between the noise ENC
of diamond and silicon pixels is not significant before the irradiation (see fig. 7.8(b)). While
ileak increases after irradiation, the noise of diamond remains unchanged because of its tiny ileak.
On the other hand, the ENC of Si is doubled when ileak ≈ 100 nA, due to the shot noise from
ileak.
Because the transient noise includes the noise from all the noise contributions from all com-
ponents, and considers the non-linear and time-variant behavior of the circuit, it is supposed to
be the most reliable estimation. Therefore it will be applied in the following SNR estimations.
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Figure 7.7: Equivalent noise charge (ENC) obtained by transient simulation and AC simulation versus (a) input
capacitance CD (b) leakage current ileak (b) shaping time constant τb. The black solid line is the total ENC of
transient simulation. The black dotted line is the total ENC of AC simulation. The gray solid line is the shot noise
from the sensor leakage current ileak. The gray long dashed line is the thermal noise from the ileak compensation
circuit. The gray short dashed line is the thermal noise from the feedback current source i f b. The black short
dashed line is the 1/f noise of the preamp. The black long dashed line is the thermal noise of the preamp. The gray
dotted line is the thermal noise from other components, obtained by the AC simulation. The ileak, CD, τb applied
in the calculation are annotated beside the plots.
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Figure 7.8: Comparison of Equivalent Noise Charge (ENC) obtained by transient noise simulation, AC simula-
tion, and calculation (a) versus input capacitance CD (b) versus leakage current ileak of Si sensors, not that ileak in
diamond is negligible. The solid lines, long dashed lines, and dotted lines are the results of transient noise simu-
lation, AC simulation, and calculation, respectively. The markers show measurements form pixel detectors with
FE-I4 readout. The error bars show the uncertainty of the measurement, which is calculated by
(
σ2pix + σ
2
calib
) 1
2 ,
where σpix and σcalib are the pixel-to-pixel variation and uncertainty from the calibration, respectively. In (b), the
gray lines and markers are for Si, and the black are for diamond.
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Figure 7.9: Contributions of input capacitances.
7.5 Noise versus irradiation
To estimate the development of ENC of the pixel detectors with respect to the increasing ir-
radiation, the input capacitance CD and the leakage current ileak should be determined. The
measurement of CD is presented in section 7.5.1, and ileak as a function of irradiation in sec-
tion 7.5.2. Then they are plugged in the model and the simulations to get the ENC as a function
of irradiation, as shown in section 7.5.3.
7.5.1 Determination of input capacitance
The input capacitance to the preamplifier (CD) is a sum of many contributions, as illustrated
in fig. 7.9. The dominating one is the inter-pixel capacitance, and the minor contributions
are form the pixel-to-backside capacitance, the stray capacitance through the air between the
sensor and the chip, the metal pads, bump-bonds, and even the capacitance from the transistor
in the CSA in the chip.
In case of diamond pixels , the capacitance is geometrically defined by the pixel metallization
and its dielectric constant. However, in case of Si, besides the pixel geometry and dielectrics,
the implants, biasing grid, and guard rings influence the inter-pixel capacitance, too.
The CD of a FE-I4 pixel has never been exactly measured in the past. Therefore, the FE-I4
was designed for a range of input capacitance from 0 to 400 fF. In order to obtain reliable
numbers for CD of diamond and Si pixels with FE-I4 pixel size and pitch, a capacitance mea-
surement chip (PixCap) has been developed by M. Havranek [84]. The chip is bonded to the
sensors with FE-I4 metalization by bump-bonds, and all the contribution to the input capaci-
tance can be individually determined.
The essential design of PixCap is a switching circuit (fig. 7.10(a)) with two switches charges
and discharges the capacitance with a chosen frequency f . By measuring the average current
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(a) (b)
Figure 7.10: (a) Circuit principle of the PixCap chip. (b) Picture of the PixCap chip (the small chip at the bottom
right corner of the picture) bonded to a Si sensor.
(a) (b)
Figure 7.11: Capacitance maps of (a) a 450 µm thick diamond pixel sensor (60V) and (b) a 250 µm thick planar
silicon pixel sensor (60V, fully depleted) measured with the PixCap chip. The sensors are unirradiated. Two pixels
are marked red as test pixels. The area with low capacitance measurements in (a) is due to bonding problems.
and the frequency the capacitance is extracted:
C =
Q
Vin
=
∫
Idt
Vin
=
〈I〉 − 〈ileak〉
Vin × f (7.44)
where Vin is the input voltage and f the switching frequency.
The measurements yield the following results. Without any sensor bonded, the capacitance
is 11 fF, which is the capacitance through the air, the metal pad, and the bump-bonds on the
PixCap chip. Bonded to a diamond sensor the map of measured pixel capacitances is shown
in fig. 7.11(a). The sensor was biased with 60V, although no dependence of the bias voltage is
observed. The average pixel capacitance measured for diamond is
〈CdiamondD 〉 = 35 fF
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Figure 7.12: Leakage current in a FE-I4 pixel cell -10◦C with respect to the radiation fluence. The black solid line
is for diamond. The gray dashed line is for Si by calculation, assuming the sensors are annealed at 60◦C for 80
minutes. The gray circles are the measurement on planar-Si [85], scaled from the measurement on FE-I3 pixel
cell by the volume of the sensor bulk. The fluence of 25 MeV protons, 24 GeV protons, and the 1 MeV neutron
equivalent fluence for Si are displayed by the multiple axes.
For silicon there is a dependence on the applied bias voltage until the sensor is fully depleted
and neighboring pixels are isolated. For unirradiated sensors this is the case for voltages above
60 V. The measured capacitance map is shown in fig. 7.11(b). The average value for silicon is
〈CS iD 〉 = 120 fF
7.5.2 Determination of leakage current
While the leakage current (ileak ) grows with the radiation damage, the shot noise becomes the
dominating noise source. The ileak in diamond is negligible because of its large band gap, but
in Si the ileak follows the NIEL scaling hypothesis (see section 6.1.3):
ileak = ileak,0 + αi Φeq · V (7.45)
where αi is the damage factor known for silicon to be α = (3.99 ± 0.3) × 10−17 Acm [57] if the
sensors are annealed at 60◦C for 80 minutes and thus ileak can be calculated. The Φeq is the
neutron equivalent fluence, which is defined by Φeq = κΦ. For 24 GeV proton irradiation, κ is
0.6. For 25 MeV proton, κ is 1.85. V is the volume of the sensor bulk.
Furthermore, a temperature correction has been applied using eq.(6.6) and eq.(6.7), because
the typical operation temperature (T ) at LHC is -10◦C. The calculated ileak versus the irradiation
dose is show in fig. 7.12. The numbers care calculated for a FE-I4 pixel with sensor bulk
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250 µm × 50 µm × 200 µm. The fluence of 25 MeV and 24 GeV protons are displayed by the
multiple axes.
The calculated ileak is compared to the measurement done by P. Weigell et al. [85], which
is measured using planar-Si sensors bump-bonded to FE-I3 chip with the volume 400 µm ×
50 µm × 300 µm, biased by 750 V voltage. To be compared to the calculation for FE-I4
sensors, whose volume is smaller than the FE-I3 pixels, the measured ileak is scaled by the ratio
between the volume of FE-I4 and FE-I3 pixels. The comparison shows that the estimation
agrees with the measurements.
Even if assumed to be zero before irradiation, ileak of Si can become fairly large (O(100 nA))
for large fluence as expected at the LHC. On the other hand, the ileak of diamond remains
negligible versus the radiation damage.
7.5.3 Noise versus irradiation
With the ingredients from the previous sections, the model and the simulation can be applied
to estimate the ENC for diamond and Si pixels. The final results are the prediction of ENC as
a function of proton radiation fluence, see fig. 7.13.
Before irradiation, the noise of diamond and Si are similar. While the radiation fluence
increases, the noise of diamond remains the same, but the noise of Si increases due to the shot
noise from the leakage current. Protons with lower energy is more damaging than high energy
ones, so the noise increases faster as well. When the proton fluence exceeds 1016 p/cm2, the
noise of Si pixel detector is 2 times that of the diamond ones.
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Figure 7.13: ENC with respect to the proton irradiation fluence. The black lines are for diamond, and the gray
lines are for Si. The solid and dashed lines shows the estimation by transient simulation and analytical calculation,
respectively. The results of 25 MeV and 24 GeV proton irradiation are annotated on the plot.
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Signal-to-Noise Ratio
By combining the investigations on signal and noise in the previous chapters, the Signal-to-
Noise Ratio (SNR) of diamond and silicon pixel detector is estimated as a function of radiation
fluence, and summarized in this chapter. Besides SNR, which represents the sensitivity to the
charged particles passing through the pixel detector, efficiency and fake probability are also
important indices to qualify the accuracy of detection. The estimation of efficiency and fake
probability are presented in this chapter, too.
8.1 SNR comparison for sensors of 200 µm thickness
The SNR calculation is done for a given pixel sensor thickness of 200 µm , which is the de-
signed thickness of the ATLAS inner pixel detectors. Protons of 25 MeV and 24 GeV energy
are chosen as the damaging radiation, since they represent the low and high ends of the en-
ergy spectrum of the particles at the LHC, and also because for diamond a universal scaling
hypothesis for radiation damage, e.g. NIEL hypothesis, is still unavailable.
The signal is calculated by the following equation:
S (Φ) = Qcollected = Qionized ×
∑
i=e,h
λi(Φ)
d
[
1 − λi(Φ)
d
(
1 − e dλi(Φ)
)]
(8.1)
The Qionized is calculated by the restricted energy loss calculation, eq.(5.5). The mean free
path λ(Φ) as a function of fluence Φ is described by the damage curve eq.(6.34) and the damage
constants in Table 6.4. The noise used in the SNR calculation is the simulated transient noise,
as show in fig. 7.13.
The results are plotted in fig. 8.1. It shows that for a 200 µm thick sensor, the sensitivity of
diamond pixel sensors in terms of SNR exceeds the Si one above fluence of about 7×1015 p/cm2
(24 GeV proton) or 1 × 1015 p/cm2 (25 MeV proton). The results interpret that the diamond is
more prevailing than Si in low energetic radiation environments.
8.2 SNR comparison for sensors with the same radiation length
The material budget, i.e. how much material a pixel detector constitutes is crucial in design
considerations for collider experiments. The material budget is characterized by the radiation
length, X0, the mean distance over which a high-energy electron loses all but 1/e of its energy
in the material. Longer radiation length is favorable for the inner detectors, because it means
less conversion of electrons into photons and less multiple scattering of particles in the detector,
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Figure 8.1: SNR for sensors of 200 µm thickness with respect to the proton radiation fluence. The black lines
show the SNR of diamond pixel detector, and the gray ones are of Si. The solid and dashed lines are for the SNR
versus 24 GeV proton and 25 MeV fluences, respectively.
so that the tracking is more precise. Therefore a comparison between the diamond and Si at
the same radiation length (here 0.1%X0) is appropriate.
Fig. 8.2 shows the same dependence as fig. 8.1, but for sensors with the same thickness of
0.1%X0. The signal in a sensor of 0.1%X0 thickness is normalized from the signal in 200 µm
thick sensor. 0.1%X0 is 121 µm for diamond and 94 µm for Si. The noise is again the ENC
from transient noise simulation. Due to the longer radiation length of diamond, the turn-over
in the diamond - silicon comparison moves to lower radiation fluence, namely to about 3.8 ×
1015 p/cm2 (24 GeV proton) or 0.8 × 1015 p/cm2 (25 MeV proton).
The measured SNR of diamond pixel detectors before and after irradiation by 25 MeV pro-
tons have been presented in section 4.4. To compare the measured SNR to the estimation shown
in fig. 8.2, the signal in the diamond sensors of 0.1%X0 thickness are normalized from the mea-
sured signal in 507 µm (DDL7, the unirradiated one) or 542 µm (DDL4, the irradiated one)
thick sensors. The numbers of the measured and calculated/simulated signal, noise, and SNR
are summarized in Table 8.1. The normalized SNR of an unirradiated sensors is (30.5±4.9). In
case of the diamond irradiated by 25 MeV protons with 5 × 1015 p/cm2 of fluence, the normal-
ized SNR is (8.57±1.28). As shown in fig. 8.2, the measured SNR agree with the estimation
with in the 1 σ range, which means that the prediction is precise and the diamond pixel detector
has great radiation tolerance.
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Figure 8.2: SNR for sensors with 0.1%X0 thickness with respect to the proton radiation fluence. 0.1%X0 is 121 µm
for diamond and 94 µm for Si. The black lines show the SNR of diamond pixel detector, and the gray ones are
of Si. The solid and dashed lines are for the SNR versus 24 GeV proton and 25 MeV fluences, respectively. The
square markers show the measured SNR of sCVD diamond pixel detectors irradiated by 25 MeV protons.
Table 8.1: Comparison of measured and eastimated signals, noise, and SNR for sensors of 0.1%X0 thickness
for the unirradiated (DDL7) and the irradiated diamond (DDL4). The calculation is done by eq.(5.9) for MPV
and eq.(6.32) for the charge-loss with respect to the irradiation. The noise is from the transient noise simulation
presented in chapter 7.3. 0.1%X0 of diamond is 121 µm.
diamond DDL7 DDL4
thickness 507 µm 542 µm
irradiation 0 5 × 1015 p/cm2
MPV by calculation 17228 e 4994 e
MPV by measurement (17200±1720) e (4848e±485) e
noise by simulation 120 e 120e
noise by measurement (135±17) e (135±15) e
SNR for sensors with 0.1%X0 of thick-
ness by estimation
31.8 8.75
SNR for sensors with 0.1%X0 of thick-
ness by measurement
30.5±4.9 8.57±1.28
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8.3 Efficiency and fake probability
In a pixel detector the signal must exceed a threshold to be recorded, so the efficiency and
fake probability of the detection are interesting for system optimization. The definition of the
efficiency is
efficiency =
number of accepted signal pulses
total number of signal pulses
(8.2)
The actual signal from the sensor is nearly Gaussianly distributed, of which the mean is the
average signal (Qcollected), and the sigma of the Gaussian distribution is the total fluctuation:
σ(Φ) =
√
σnoise(Φ)2 + σsignal(Φ)2 + σ2threshold (8.3)
where the σnoise(Φ) is the electronic noise of a pixel, σsignal(Φ) is the variation (width) of
the signal spectrum. Both σnoise(Φ) and σsignal(Φ) can be estimated as functions of radiation
fluence Φ. The σthreshold is the threshold dispersion of all the pixels. It should be a constant at
all radiation fluences.
The probability of such a signal to be below the threshold is expressed by the cumulated
distribution function F(z), which is the integral of a Gaussian distribution from negative infinity
to a certain number z:
F(z) = P(Z ≤ z) =
∫ z
−∞
1√
2pi
e−
(x−µ)2
2σ2 dx (8.4)
the µ is the mean of the Gaussian distribution, and σ is the sigma.
The integral is formulated by the error function, er f , therefore
F(z) =
1
2
[
1 + er f
(
z − µ√
2σ2
)]
(8.5)
and the probability of a signal to exceed the threshold is 1 − F(z).
For the calculation of efficiency, the following parameters are used: The threshold z is be-
tween 1000 and 2000 electrons. The average signal µ is calculated using eq.(8.1). The charge
loss due to charge sharing between pixels are not considered. The total fluctuation σ(Φ) is
calculated by eq.(8.3), where σnoise(Φ) is the electronic noise given by transient simulation,
σthreshold is the threshold dispersion with a typical number of 30 electrons, σsignal(Φ) is the
width of the energy loss spectrum of the signal, which depends on the thickness of the sensor
and the uncertainty from the cluster reconstruction. It should be measured using the 200 µm
sensor with FE-I4. 25% of the MPV is assumed based on the measurement result shown in the
previous section.
The efficiency with respect to the proton irradiation and the threshold is then plotted in
fig. 8.3. The fluence and the threshold are the two axes, and the efficiency is indicated by
the color code. In case of 25 MeV proton irradiations on diamonds with 2000e threshold, the
efficiency starts to decrease at 2.5 × 1015 p/cm2, and the signal spectrum is completely below
the threshold when the proton fluence is more than 7 × 1015 p/cm2. Decreasing the threshold
helps to gain more efficiency. In contrast the noise increases, and the result of the combined
effect is that the efficiency remains 100% up to 3.8 × 1015 p/cm2. The signal is completely
gone when the fluence is mare than 1016 p/cm2. For Si the efficiency decreases faster than for
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Figure 8.3: Efficiency of FE-I4 pixel detectors with respect to radiation fluence and threshold configuration. The
sensor thickness is assumed to be 200 µm. The color code indicates the efficiency. Four combinations of sensors
and radiation types are shown : (a) Diamond irradiated by 25 MeV protons, (b) Diamond irradiated by 24 GeV
protons, (c) Si irradiated by 25 MeV protons, (d) Si irradiated by 24 GeV protons.
diamond, mainly due to its weaker radiation tolerance comparing to diamond, which means
that the signal in Si decreases faster than in diamond as a function of the proton fluence.
In case of 24 GeV proton irradiations with threshold of 2000 electrons, the efficiency remains
1.0 until the proton fluence is 4.0 × 1015 p/cm2 for diamond and 8.0 × 1015 p/cm2 for Si. If the
threshold descents to 1000 electrons, the efficiency can remain 100% up to 1.6 × 1016 p/cm2.
The efficiency of diamond pixels is lower than of Si ones for high energy radiation damage,
again mainly because the 24 GeV protons are less damaging than the 25 MeV protons. There-
fore the influence of the charge loss is less significant.
The definition of fake probability is as following:
fake probability =
number of noise hits accepted as signal
total number of noise hits
(8.6)
The average noise amplitude is 0, so in case of fake probability the mean µ is 0, and the fluctua-
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tionσ f ake is the quadrature addition of noiseσnoise(Φ) and the threshold dispersionσthreshold(Φ):
σ f ake =
√
σnoise(Φ)2 + σ2threshold (8.7)
Therefore, the fraction of noise hit under the threshold is
F(z) =
1
2
1 + er f
 z − 0√2σ2f ake

 (8.8)
and the fake probability is 1 − F(z).
The result is presented in fig. 8.4. The fake probability of diamond is quasi 0 at all radia-
tion fluence. It keeps unchanged versus irradiation because the noise is constant around 135
electrons, which shows the advantage of tiny leakage current. Only if the threshold is as low
as 1000 electrons, the fake probability is in the order of 10−14 since the threshold is only 7.4σ
away from mean (1000/135=7.4). Si pixels suffer from the increasing noise with respect to the
fluence, and the fake probability becomes significant while the damaging fluence is in the order
of 1016 p/cm2, especially with low thresholds. The fake probability is in the order of 10−5 and
10−6 for 25 MeV and 24 GeV protons, respectively. The fake probability can be kept quasi 0 if
the threshold is higher than 1200 electrons.
To summarize, in high radiation environments the fake probability due to the noise is not
a problematic issue compared to the rapid decrease of the efficiency due to charge loss. To
remain at the 100% efficiency level of detection during the whole period of HL-LHC operation,
diamond pixel detectors with sensors thicker than 200 µm is suggested.
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8.3 Efficiency and fake probability
(a) (b)
(c) (d)
Figure 8.4: Fake probability of FE-I4 pixel detectors with respect to radiation fluence and threshold configuration.
The sensor thickness is assumed to be 200 µm. The color code indicates the fake probability. Four combinations
of sensors and radiation types are shown :(a) Diamond irradiated by 25 MeV protons (b) Diamond irradiated by
24 GeV protons (c) Si irradiated by 25 MeV protons (d) Si irradiated by 24 GeV protons.
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In 2020 the High-Luminosity Large Hadron Collider (HL-LHC) will open a new luminosity
domain for collider experiments. Particle fluence of 2 to 3×1016 p/cm2 is expected in 10 to 12
years of HL-LHC operation. This radiation level is far beyond the limits of the current design
for vertex detectors, so new radiation hard sensor and readout electronics must be developed
for the coming upgrade. Diamond is a promising choice for sensor material mainly because of
its great radiation tolerance and negligible leakage current. Whether the diamond pixel detector
is applicable in the HL-LHC is very interesting for the future technology of vertex detection.
In this thesis, the performance of the state-of-the-art diamond pixel detector is compared to
the well-understood Si ones. The assessment has been achieved by comparing their SNR with
respect to the radiation damage.
For the first time, sCVD diamonds were bump-bonded to the most recent ATLAS pixel read-
out chips FE-I4, and the signal and noise of the sCVD diamond pixel detectors were measured
before and after irradiation (chapter 4). The pixel modules were characterized in the laboratory
using the radioactive sources. Full signal charge collection is observed before irradiation, in
our case it was 17200 electrons collected in 507 µm of diamond. After being damaged by 25
MeV protons with the fluence of 5×1015 p/cm2, the irradiated diamond pixel detector can still
collect 26% of signal charges. The electronic noise is measured by the S-curve method. For
the diamond pixel detector the noise is 135 electrons, not affected by the irradiation. These
measurements on signal and noise provide the references for further evaluation of SNR using
calculations and simulations.
Investigations for the signal in diamond and Si are divided into 2 parts. The first part is
the generation of signals in the sensor by ionizing energy loss of the traversing high energy
particle (chapter 5). Theories of the energy loss with respect to the βγ of the traversing particle
was applied to diamond and Si to calculate the number of signal charges. The dominating
parameters for signal generation are (1) the density of the material (2) the energy required to
generate an electron-hole pair in the material. Diamond has the advantage over Si in its density
(3.52 g cm−3 of diamond > 2.33 g cm−3 of Si) leading to more energy deposition by the particle.
However the energy required to generate an electron-hole pair in diamond is 3.6 times of Si
(13.1 eV > 3.61 eV), which means that the signal generated in diamond is eventually smaller
than in Si before irradiation. Calculation results show that in 200 µm of sensors, 1 GeV pion
can generate 6300 electron-hole pairs in diamond, and 14000 pairs in Si.
The second part of signal studies focuses on the signal loss due to radiation damage (chap-
ter 6). The formulation of signal loss due to trapping as a function of radiation fluence has been
developed in terms of the mean free path of charge carriers. Diamond pad detectors were used
to measure the signal loss with respect to proton irradiation, and the results were compared to
the published Si data, showing that diamond is about 3 times radiation harder than Si in the
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scope of trapping. Because of the great radiation hardness, although the signals in diamond is
much smaller than in Si before irradiation, their signal levels become similar after damaged by
1016 p/cm2 of proton fluence.
Investigations for the electronic noise from a pixel readout circuit were performed by analyt-
ical calculation and simulations (chapter 7). With the key parameters, leakage current and input
capacitance to the preamplifier, the noise can be estimated for planar sensors with pixel readout
at any radiation fluence. PixCap chip has been developed and bump-bonded to diamond and
planar-Si pixel sensors to measured the input capacitance. The measured input capacitances is
35 fF for diamond and 120 fF for Si with the FE-I4 pixel readout metalization. The dominating
contribution of noise is the shot noise from the leakage current in the sensor, so the noise of
Si pixels increases in radiation environments, while the noise of diamond remains the same.
When the radiation fluence in the order of 1016 p/cm2, the simulated noise of diamond pixel is
around 110 electrons, and of Si around 200 electrons.
With all the ingredients from chapter 5 to chapter 7, the SNR was evaluated as a function
of radiation fluence, and the result reveals that the SNR of diamond pixels can exceed that of
planar-Si when the radiation fluence is above 1015 p/cm2. The prediction by the evaluation
agrees with the results of measurement in chapter 4.
Diamond pixel detectors showed great radiation tolerance in this study. Further characteri-
zation such as high energy beam tests with precise tracking to measure the position resolution
or detection efficiency are anticipated to prove the applicability in the collider experiments.
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