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Abstract 
Based on data mining classification technique, the neural network and the decision tree algorithms were 
studied to build a prediction system of water inrushes through coal floors. The back propagation neural 
network and the probabilistic neural network were compared to select features and algorithms. Rules of 
water inrushes through coal floors were obtained by the C4.5 decision tree and the classification and 
regression tree. The water inrush prediction system was built using the probabilistic neural network and 
the classification and regression tree. The result shows a prediction system which based on data mining 
classification technique is a practical and workable system. 
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1. Introduction 
Water inrush through coal floors are impacted by many kinds of factors. Existing research hasn’t 
obtained rules of water inrush through coal floors under multiple factors and hasn’t built a prediction 
system which would have high precision and be easy to operate. To solve the water inrush problem this 
paper concludes the water inrush problem to be a data mining classification problem. Data mining 
classification technique was applied to obtain rules and build a prediction system for predicting water 
inrush. 
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2. Data mining classification technique 
Data mining (DM) is a process of nontrivial extraction of implicit, previously unknown and potentially 
useful knowledge from a large amount of incomplete, noisy, fuzzy and random data [1]. Data Mining is a 
way to discover unknown knowledge and summarize data in a new way that was previously unseen. 
Classification is one of main tasks of data mining. Classification means to analyze the pattern of data 
in a training set to find out an accurate description model of each category and generalize a known 
structure to apply it to new data. Classification procedure includes data acquisition, feature selection, 
model selection, training and evaluation. The data that is to be used for training and testing should be 
collected in advance. The feature selection is affected by previous feature description of data sets. The 
classifier should be trained to determine system parameters. Usually there will be some repetitions of 
former procedures based on previous evaluation results to create a better result [2]. 
The process of the prediction of water inrush through coal floors can be concluded to be a 
classification process which is based on analyzing influence factors and information about these factors to 
predict water inrush. Firstly we should study influence factors and information about these factors such as 
the water pressure and the thickness of aquicludes. These factors can be thought of as features of the 
classification process. The two possible results of the prediction of water inrushes through coal floors are 
inrush and no inrush. If the patterns of these two results are not the same they can be represented by 
different mathematical forms. The ultimate goal of water inrushes prediction is to build up a classification 
model that can represent influence factors according to water inrush results. 
There are some classification algorithms that can be used to predict results in the water inrush problem. 
These algorithms have different classification accuracies. In this paper influence factors were analyzed by 
the logistic regression algorithm. Then the back propagation neural network and the probabilistic neural 
network were compared in predicting water inrush results. The C4.5 decision tree and the classification 
and regression tree were used to obtain water inrush rules. Different algorithms were evaluated and 
compared as to the classification errors of testing sets. 
3. Information of water inrushes 
The process of water inrushes is related to geological conditions, hydrogeological conditions, mining 
actions and other factors [3]. According to the origins of these factors, information about the water inrush 
process can be divided into aquifer information, aquiclude information, coal seam information, structure 
condition information, mining condition information and other types of information [4]. 
We have collected 181 water inrush cases of classic northern China coal mines to analyze the water 
inrush problem. The first time feature selection was made according to the Wald values in the binomial 
logistic regression model of the water inrush problem. There are ten factors, labeled X1-X10, which were 
selected after the first-time feature selection. These factors include water pressure, mining height,  
aquicludes thickness, fault throw, coal seam pitch, distance to fault, proportion of mudstone, thickness of 
the aquifer, mining speed and mining depth. 
4. Classification by neural network 
4.1. BP neural network 
Previous studies using neural network methods on the water inrush problem focused on the back 
propagation (BP) neural network [5]. The BP neuron’s transmission functions usually are nonlinear 
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functions such as the log-sigmoid transfer function and the tangent sigmoid transfer function. Sometimes 
the output layer may have a linear function. The output is expressed as the Formula 1. 
A=logsig(Wp+b)                                                                                                                            (1) 
One BP neural network with two layers is as shown in Fig 1. The information of the BP network flows 
from the input layer to the output layer [6]. 
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Fig. 1. Structure of the BP neural network 
A classifier with three layers formed as N-2N+1-M was built according to Kolmogorov’s theorem, 
where the N expresses the component number of the input vector, the M expresses output categories. In 
our case, the input vector is formed by X1-X10 feature combination. N=10. One neuron was set up to 
express the two conditions zero and one in the output layer. Then the BP network with 10 neurons in the 
input layer, 21neurons in the middle layer and one neuron in the output layer was established. The 
transmission function of the middle layer is the tangent sigmoid transfer function while the transmission 
function of the output layer is the log-sigmoid transfer function. 
The training set for predicting water inrush through a coal floor was built from the selection data. 
Twelve data sets were reserved to serve as testing samples. The neural network will be trained after 
dealing with vacant values and normalizations. The cycle number is 100 and the training error is 0.001. 
Other parameters are default values. 
After ten times trainings the network error achieves 0.001. The testing set was classified by the BP 
neural network. The testing results are shown in Table 1. 
Table 1. Testing results of the BP neural network 
No. 1 2 3 4 5 6 7 8 9 10 11 12 
Observed value 1 1 1 1 1 1 0 0 0 0 0 0 
calculated value by BP 0.0089 0.476 0.6519 0.8184 0.2153 0.9711 0.0666 0.997 0 0 0 0 
 
We can see that the BP neural network has 100% classification precision on the training set and 75 % 
precision on the testing set. 
4.2. Probabilistic neural network 
In order to find a better neural network that would have higher precision than the BP network, we 
studied the probabilistic neural network (PNN) which was formed by one radical neuron and one 
competitive neuron. As in Fig 2, PNN has one radical basis function layer and one competitive layer. 
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Fig. 2. Structure of the probabilistic neural network 
First, the probabilistic neural network calculates the distance between the input vector and training 
samples. The output vector of the radical layer expresses the degree of closeness between the output 
vector and the training samples. Then, the competitive layer summarizes all categories related to the input 
vector as probabilistic vectors that will be defined as one or zero by the competitive function. The 
probabilistic neural network is a high quality classification algorithm because it has a simple structure and 
a high training speed. 
The input vector is formed by the X1-X10 features. The input layer of the probabilistic neural network 
has ten feature parameters, which are X1-X10. The output layer has two nodes which express two 
categories which are inrush and no inrush. The radical neuron number is the same as the number of input 
samples. The weight of the radical neuron is the input vector’s transposition. The equation is shown as 
Formula 2. 
 
IW=PT                                                                                                                                              (2) 
All the threshold values of radical neurons can be expressed as the formula 3. 
 
B=[-log(0.5)]1/2/spread                                                                                                                      (3)
The spread value is the spreading coefficient of the radical basis function. The default value of the 
spread value is 0.1. The value of the spreading coefficient can affect the classification precision of the 
probabilistic neural network. We can study classification precisions for training samples and testing 
samples under different spreading coefficients. When the spreading coefficient is 0.1 and 0.2, the 
probabilistic neural network has the smallest error. There is 100% accuracy for the 81 samples that have 
been trained by the network. 
The testing results for testing sets by the probabilistic neural network under different spreading 
coefficients are shown in Fig 3. 
The probabilistic neural network has a 91.67% accuracy for testing samples when the spreading 
coefficient’s value is between 0.1 and 0.7. From the classification accuracies for training samples and 
testing samples, we can see the probabilistic neural network has a higher precision than the BP neural 
network in solving the prediction of water inrushes through coal floors. 
 
4.3. The second-time feature selection 
Both the BP neural network and the probabilistic neural network can be used to predict the water 
inrush problem, and the latter network has a higher classification precision. Based on the first-time feature 
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selection, we can reduce features by implementing a series of classification tests. Different feature 
combinations were tested by the BP neural network and the probabilistic neural network. The result of 
this classification test is shown in Table 2. 
 
 
Fig.3. Testing errors-spreading coefficient curve 
Table 2. Result of the classification test 
Feature combination X1~X10 X1~X9 X1~X8 X1~X7 X1~X6 Maximum 
Accuracy of BP network 75% 83.33% 83.33% 91.67% 91.67% 91.67% 
Accuracy of PNN 91.67% 91.67% 91.67% 100% 100% 100% 
 
The result of the classification test shows the BP neural network and the probabilistic neural network 
both have the highest accuracy when the feature combination is X1-X6. We can use this feature 
combination to build proper classifiers for the prediction of water inrush through coal floors. 
5. Classification by decision trees 
5.1. Decision tree algorithms 
We can’t obtain explicit water inrush rules from neural network models. The relationship between 
influence factors and results of water inrush is obscure to users. Further studies on decision trees have 
been done to find easy-to-understand knowledge rules of water inrush through coal floors. Decision tree 
algorithms can be divided to two categories. Decision trees of one kind are based on information theory 
such as ID3 and C4.5. Others are based on a minimized GINI index method, for example, the 
classification and regression tree (CART), SLIQ and SPRINT. We chose the C4.5 decision tree and the 
classification and regression tree to analyze the data set with the feature selection of X1-X6. Both of the 
C4.5 decision tree and the classification and regression tree can obtain water inrush rules. Based on the 
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comparison of different rules we can select a decision tree algorithm with higher accuracy to build a water 
inrush classifier. 
The C4.5 decision tree which uses an information gain ratio to select nodes of a decision tree is 
improved by the ID3 algorithm. The C4.5 decision tree has a relatively high precision on discriminating 
samples. The C4.5 decision tree also adds some other functions such as pruning, discretizing and 
converting rules [7]. 
The classification and regression tree is a method to describe variable Y’s conditional distribution 
based on the given predicting vector X. This algorithm uses binary trees to divide the prediction space to 
several sub-aggregates in which the variable Y has continuous and uniform contribution. Leaf nodes of 
the classification and regression tree represent different areas which are divided by branching rules 
related to inner nodes. Through the movement from the root node to leaf nodes, one prediction sample is 
valued by a unique leaf node. Then the variable Y’s conditional distribution is defined [8]. 
5.2. Classification rules by the C4.5 decision tree 
The C4.5 decision tree model was built for predicting water inrush through coal floors. The C4.5 
program includes some files such as data preparation, training function, testing function and model 
application. The C4.5 decision tree was converted to some explicit rules which are sown in Table 3. 
Table 3. Water inrush rules based on the C4.5 decision tree 
No. Water inrush rules based on C4.5 decision tree 
1 If distance to fault =0 and water pressure0.73 then result=no inrush 
2 If distance to fault =0 and water pressure˚0.73 and thickness of aquiclude33.42 then result=inrush 
3 If distance to fault =0 and water pressure˚0.73 and thickness of aquiclude˚33.42 and coal seam pitch12.5 and mining height1.53 then result=inrush 
4 If distance to fault =0 and water pressure˚0.73 and thickness of aquiclude˚33.42  and coal seam pitch12.5 and mining height˚1.53 then result=no inrush 
5 If distance to fault =0 and water pressure˚0.73 and thickness of aquiclude˚33.42  and coal seam pitch˚12.5 then result=no inrush 
6 If distance to fault˚0 and coal seam pitch4 then result=inrush 
7 If distance to fault˚0 and coal seam pitch˚4 and mining height2.4 and thickness of aquiclude17.7 then result=inrush 
8 If distance to fault˚0 and coal seam pitch˚4 and mining height2.4 and thickness of aquiclude˚17.7 and water pressure1.37 then result=no inrush 
9 If distance to fault˚0 and coal seam pitch˚4 and mining height2.4 and thickness of aquiclude˚17.7 and water pressure˚1.37 and fault throw350 then result=inrush 
10 If distance to fault˚0 and coal seam pitch˚4 and mining height2.4 and thickness of aquiclude˚17.7 and water pressure˚1.37 and fault throw˚350 then result=no inrush 
11 If distance to fault˚0 and coal seam pitch˚4 and mining height˚2.4 then result=inrush 
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5.3. Classification rules by CART 
Some explicit rules which are converted by the classification and regression tree are shown in Table 4. 
These rules show that the probability of water inrush rises when there are high water pressures, thin 
thicknesses of aquicludes, small coal seam pitches and short distances to faults. 
Table 4. Water inrush rules based on the CART 
 
No. Water inrush rules based on CART 
1 If water pressure˘1.39 and thickness of aquiclude˘22.36 and water pressure˘0.35 then result=no inrush 
2 If water pressure˘1.39 and thickness of aquiclude˘22.36and water pressure0.35 then result=inrush 
3 If water pressure˘1.39 and thickness of aquiclude22.36 and mining height˘4.95 and coal seam pitch˘10.5 and water pressure˘1.255 then result=no inrush 
4 If water pressure˘1.39 and thickness of aquiclude22.36 and mining height˘4.95 and coal seam pitch˘10.5 and water pressure1.255 then result=inrush 
5 If water pressure˘1.39 and thickness of aquiclude22.36 and mining height˘4.95 and coal seam pitch10.5 then result=no inrush 
6 If water pressure˘1.39 and thickness of aquiclude22.36 and mining height4.95 then result=inrush 
7 If water pressure1.39 and thickness of aquiclude˘33.65 and distance to fault˘232 then result=inrush 
8 If water pressure1.39 and thickness of aquiclude˘33.65 and distance to fault232 then result=no inrush 
9 If water pressure1.39 and thickness of aquiclude33.65 and water pressure˘2.155 and mining height˘4.8 then result=no inrush 
10 If water pressure1.39 and thickness of aquiclude33.65 and water pressure˘2.155 and mining height4.8 then result=inrush 
11 If water pressure1.39 and thickness of aquiclude33.65 and water pressure2.155 and coal seam pitch˘20.5 then result =inrush 
12 If water pressure1.39 and thickness of aquiclude33.65 and water pressure2.155 and coal seam pitch20.5 then result=no inrush 
According to the test of testing samples, classification rules based on the classification and regression 
tree have an accuracy of 91.67%, which is higher than the 75% accuracy of classification rules based on 
the C4.5 decision tree. 
6. Classification system of water inrush through coal floors 
A classification system based on the probabilistic neural network and the classification and regression 
tree algorithms was established to predict water inrush results through coal floors. This system includes 
some modules such as training sets expression, training data adding, PNN classifier and CART classifier. 
This classification system can be used to prepare training data, set parameters of the neural network and 
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represent the classification and regression tree, and can predict the water inrush result. The classification 
and regression tree in the system is shown in Fig 4. 
 
 
 
Fig.4. The classification and regression tree 
When the classification system is applied to solve a real problem we will face the space prediction 
problem. To use this classification system on the space prediction problem we should divide the 
prediction region into different areas in advance. Data should be selected from different areas to be input 
data of the classification system. We chose a working face of No. 9 coal seam in a coal mine in Hebei 
Province in northern China to predict the water inrush result. The working face and its adjacent region 
were selected as study area. The study area was divided to some 50m*50m grids, labeled 1~28. Central 
points of these grids were chosen to collect data by interpolation algorithms and distance measures. 
Probabilistic neural network and the classification and regression tree classifier were applied to deal these 
data. After the prediction, we found out that prediction grids with label 6, 7, 8 and 17 belong to suspected 
area. Other prediction grids belong to risk area. According to this prediction of results, a series of 
geophysical prospecting, drilling and grouting engineering were implemented to prevent water inrushes. 
7. Conclusion 
A new method based on data mining classification technology was established to predict water inrush 
through coal floors. The BP neural network, the probabilistic neural network, the C4.5 decision tree and 
the classification and regression tree were used in predicting water inrushes. Some explicit water inrush 
rules were obtained for solving water inrush problems of coal mines in northern China. A water inrush 
classification system was established. This system is a practical and workable system. Further study 
should be done to extend the classification system to solve space problems by fusing the spatial analysis 
technology. 
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