We present new classes of graphs for which the isomorphism problem can be solved in polynomial time. These graphs are characterized by containing { in some local sense { only a small number of induced paths of length three. As it turns out, every such graph has a unique tree representation: the internal nodes correspond to three types of graph operations, while the leaves are basic graphs with a simple structure. The paper extends and generalizes known results about cographs, P 4 -reducible graphs, and P 4 -sparse graphs.
Introduction
In recent years the study of the P 4 -structure of graphs turned out to be of considerable importance. The starting point and original motivation for many investigations was the class of graphs where no induced P 4 is allowed to exist (hereinafter P k denotes a chordless path on k vertices and k ? 1 edges). For these graphs, commonly termed cographs, some interesting structural results have been obtained which helped to solve e ciently many graph-theoretic problems which are hard in general (see 6] for a discussion). The study of cographs has been extended by B. Jamison and S. Olariu to graphs which contain a restricted number of paths of length three. Besides P 4 -extendible graphs 13] and P 4 -lite graphs 14] they studied P 4 -reducible graphs 12], de ned as those graphs where no vertex belongs to more than one P 4 , and P 4 -sparse graphs 10], which generalize both cographs and P 4 -reducible graphs. A graph is P 4 -sparse if no set of ve vertices induces more than one P 4 .
We propose to call a graph a (q; t) graph if no set of at most q vertices induces more than t distinct P 4 s. In this sense, the cographs are precisely the (4; 0) graphs, the P 4 -sparse graphs coincide with the (5; 1) graphs and P 4 -lite graphs turn out to be special (7; 3) graphs. The main contribution of this paper is to investigate the structure of (q; q ? 4) graphs for any xed q 4.
Tree representations for special graphs are often the basis for fast solutions of algorithmic problems which are hard in general. One of the best known paradigms is the isomorphism problem whose complexity is still unknown for arbitrary graphs. Using tree representations, polynomial isomorphism tests have been obtained among others for hook-up graphs 15 We consider the concept of encoding a graph into a rooted tree whose internal nodes represent certain graph operations and whose leaves correspond to certain basic graphs. If the encoding is unique and can be be obtained in polynomial time, and if the basic graphs can e ciently be tested for isomorphism then we are able to solve the isomorphism problem for two such graphs in polynomial time. We will prove that the (q; q ? 4) graphs admit of such a tree representation.
The remainder of the paper is organized as follows. In Section 2 we review the concept of p-connectedness and recall some fundamental facts. Section 3 studies minimally p-connected graphs. The obtained results are used in Section 4 to classify all p-connected (q; q?4) graphs and, furthermore, to prove that (q; q?4) graphs are brittle graphs for q 8. Thus, as a very interesting by-product, we are provided with new classes of brittle graphs, distinct from all the previously known brittle graphs. Section 5 discusses the tree representation and an e cient isomorphism test for (q; q ? 4) graphs. Finally, in the last section we summarize the results and pose some open problems.
Background and Terminology
Let G = (V; E) be a simple graph with vertex-set V and edge-set E. For a vertex v of G de ne N(v) to be the set of vertices adjacent to v. A vertex of G is said to be an articulation point if its removal disconnects G. Given a set A of vertices of G, we let G(A) denote the subgraph of G induced by A. We shall use G ? fvg as a shorthand for G(V ? fvg).
A chordless path P 4 with vertices u; v; w; x and edges uv; vw; wx is denoted by uvwx. The vertices u and x are termed the endpoints, while v and w are the midpoints of the P 4 .
A graph is a clique if its vertices are pairwise adjacent. A stable set denotes a set of pairwise non-adjacent vertices. For other graph-theoretic notations we refer to Golumbic 8] .
In the following we shall adopt the terminology introduced by B. Jamison and S. (iv) G is p-connected.
As already pointed out in 9], this structure theorem suggests, in a natural way, a tree representation for every graph G. The leaves of the tree correspond, essentially, to the p-connected components of G. If these subgraphs have a simple structure then we may hope to solve the isomorphism problem in polynomial time. This observation motivates a further study of p-connected graphs. As a rst step in this direction, in the next section of this work, we shall look at graphs that are critical in the sense of p-connectedness. If the rst of the two alternatives of (ii) holds then G is said to be a spider with thin legs, otherwise the spider has thick legs (see Fig. 1 ). As a technicality, a P 4 is considered to be a spider with thin legs. Obviously, the complement of a spider with thin legs is a spider with thick legs and vice versa. The main goal of this section is to prove that each minimally p-connected graph is a spider. Our rst result shows that no minimally p-connected graph contains a homogeneous set.
Lemma 3.1. Let G = (V; E) be a p-connected graph and let Z be a homogeneous set in G. Then, for every vertex v in Z, G ? fvg is p-connected.
Proof. Since G is p-connected there is a P 4 containing vertices from both Z and V ? Z. This P 4 contains exactly one vertex from Z, say u. If u is replaced by any other vertex w from Z then we again get a P 4 . Assume that G = G ? fvg is not p-connected. Then there is a partition A; B of the vertex set V = V ? fvg of G without a crossing P 4 . Let Z = Z ? fvg. Z is a subset of one of the sets A; B. This can be seen as follows. Let Z \ A 6 = ; and Z \ B 6 = ;. Take a P 4 with vertices from both Z and V ?Z (the existence follows from the above observation). This P 4 is contained in one of the sets A or B, say A. Replace the vertex from Z \ A by a vertex from Z \ B. Then we get a crossing P 4 , a contradiction. Therefore let without loss of generality Z A. In G there exists a P 4 Proof. By Corollary 3.6 there is an ordering (v n ; : : : ; v 1 ) of the vertices of G and an integer k 2 f4; 5; : : : ; ng such that G i := G(fv i ; v i?1 ; : : : ; v 1 g) is p-connected for i = k; : : : ; n and G k is a spider. a) Let G be a (5; 1) graph. It can easily be veri ed that each spider is a (5; 1) graph. Assume that k < n, i.e. there is a vertex v k+1 which is not in the spider G k . Let X be the vertex set of an arbitrary P 4 in G k . There are no three vertices in X such that v k+1 together with these vertices induces a P 4 . Otherwise G(X fv k+1 g) would be a graph with ve vertices and at least two P 4 s, thus not a (5; 1) graph. Therefore, v k+1 is either adjacent to all vertices in X, to no vertex in X, or exactly to the two midpoints. Using Observation 4.1 we conclude that v k+1 is either adjacent to all vertices of G k , to none of them, or exactly to the vertices of the clique of G k . However, in all three cases G k+1 is not p-connected since there is no P 4 in G k+1 containing v k+1 . This is a contradiction. Therefore k = n and G is a spider. b) Let G be a (7; 3) graph. Again, it can easily be veri ed that each spider is a (7; 3) graph. If k = 4 then the spider G k is a P 4 . Since G i is p-connected for i = k; : : : ; n, adding v i+1 to G i increases the number of P 4 s by at least one. Since G is a (7; 3) graph no more than two vertices can be added. Therefore we get jV j < 7. Let k > 4 and assume that k < n, i.e. there is a vertex v k+1 which is not in the spider G k . Since G k+1 is p-connected there exists a P 4 in G k+1 containing v k+1 . Let X = fx; y; z; v k+1 g be the vertex set of this P 4 . Further let H be the spider with smallest number of vertices which is a subgraph of G k and which contains x; y and z. Obviously, H has four or six vertices. In the rst case extend H to a spider with six vertices. Now adding v k+1 to H results in a graph with seven vertices and at least four P 4 s. This is a contradiction. Therefore we have k = n and G is a spider. c) Let G be a (q; q ?4) graph with q = 6 or q 8. We know from Observation 4.3 and Fact 4.4 that k < q, i.e. the spider G k has less than q vertices. By Observation 4.2 G k contains exactly 1 8 k(k ? 2) P 4 s. Since G i is p-connected for i = k; : : : ; n, adding v i+1 to G i strictly increases the number of P 4 s. Therefore, G i contains at least 1 8 k(k ? 2) + (i ? k) P 4 s. Assume that G has at least q vertices, i.e. n q. This would imply that the number of P 4 s which are contained in the graph G q is at least 1 8 k(k ? 2) + (q ? k) = q + 1 8 k(k ? 10) q ? 3 > q ? 4 . As a consequence, G q would not be a (q; q ? 4) graph, a contradiction. Therefore we have jV j < q.
This completes the proof.
This characterization can be used to derive interesting properties of (q; q ?4) graphs. A graph G is called brittle if each induced subgraph H of G contains a vertex which is either not the endpoint or not the midpoint of any P 4 in H. It is well known that brittle graphs are perfectly orderable. A graph G is perfectly orderable in the sense of Chvatal 5] if there exists a linear order on the set of vertices of G such that no induced path with vertices u; v; w; x and edges uv, vw, wx has u < v and x < w. The importance of perfectly orderable graphs stems from the fact that these are precisely the graphs for which the coloring heuristic \always use the rst available color" based on the linear order yields a coloring using the minimum number of colors. Chvatal has shown that perfectly orderable graphs are perfect.
It is easy to see that (q; q ? 4) graphs, q 9, are not brittle and not even perfect since the induced cycle of length ve belongs to this classes. On the other side the following holds. Theorem 4.6. Every (q; q ? 4) graph, 4 q 8, is brittle.
Proof. If a vertex v is not endpoint (midpoint) of any P 4 in a p-connected component of G then v is not endpoint (midpoint) of any P 4 in G. Therefore it su ces to prove that p-connected (q; q ? 4) graphs, 4 q 8, are brittle. Let q = 8 and G = (V; E) be a p-connected (8; 4) graph with maximal number of vertices, i.e. jV j = 7. Further let (v 7 ; v 6 ; : : : ; v 1 ) be an ordering of the vertices of V de ned by Corollary 3.6. It is easy to see that v 7 is contained in exactly one P 4 . For that reason v 7 is either not the endpoint or not the midpoint of any P 4 in G.
If we have at most six vertices, the conclusion follows by an exhaustive search.
For q 7 use Observation 4.1 to see that spiders are brittle. Then, as above, an exhaustive search should convince the reader that (q; q ? 4) graphs, q 7, with no more than six vertices are brittle. 5 The Tree Structure of (q; q ? 4) Graphs Theorem 2.3 enables us to give for any graph a tree representation. The tree associated with a graph G carries labels on the interior nodes and is constructed by the obvious recursive procedure. The labels correspond to the cases in the theorem. Thus, label (1) indicates that the graph associated with this node as a root is the disjoint union of the graphs de ned by its children. Label (2) de nes the operation which we will call disjoint sum. All pairs of vertices belonging to di erent children are linked by an edge. Operation (3) adjoins the midpoints of the leftmost son -which has to represent a separable p-connected component -to all vertices of its other children. The leaves of the tree represent the p-connected components of the graph G along with its weak vertices.
It is well known that each cograph arises from single vertices by a sequence of operations disjoint union and disjoint sum. Thus, in this special case the leaves of the tree represent vertices and the labels of the interior nodes are (1) and (2).
Let G(q; t) denote the set of all (q; t) graphs. In particular, G(4; 0) corresponds to the set of cographs, G(5; 1) to the set of P 4 -sparse graphs. The following theorem re ects the containment relations between the di erent classes. Proof. It is clear from the tree representation that it su ces to consider the p-connected components of the graphs. With this in mind all inclusions can immediately be deduced from Theorem 4.5.
Examples to con rm the strict inclusions are in case a) the P 4 respectively the graph consisting of a P 4 uvwx extended by two vertices y; z which are adjacent to w. In case b) take the path P 6 with 6 vertices for the rst and the path P q with q vertices for the second inclusion.
The classes G(5; 1) and G(6; 2) are not comparable (take the path P 5 respectively a spider with 6 vertices).
As already indicated in Section 1 it is known from 12] that P 4 -reducible graphs belong to the class G(5; 1). We would like to mention another interesting set of graphs. A graph G is called P 4 -lite 14] if every induced subgraph of G with at most six vertices either contains at most two P 4 s or is isomorphic to a spider with six vertices. It is an easy observation that P 4 -lite graphs are a proper superclass of G(5; 1) and G(6; 2) and a proper subclass of G(7; 3). Up to now no polynomial isomorphism test for P 4 -lite graphs was known.
It follows immediately from Theorem 2.3 that for any graph G the tree representation given above is unique up to isomorphism. It is known from 9] that it can be obtained in time polynomial in the number of vertices in G. Note that in our special case of (q; q ? 4) graphs the nontrivial leaves of the tree represent -spiders if q = 5 -graphs with less than seven vertices or spiders if q = 7 -graphs with less than q vertices if q = 6 or q 8. Step 1. Construct the representing trees T 1 ; T 2 for G 1 and G 2 .
Step 2. Test all pairs of graphs corresponding to leaves in T 1 and T 2 for isomorphism and assign two leaves the same label if and only if the corresponding graphs are isomorphic.
As a result we obtain two labeled trees T 1 ; T 2 (with integer labels on the internal nodes and on the leaves).
Step 3. Perform a labeled tree isomorphism test for T 1 and T 2 .
If T 1 is isomorphic to T 2 then set Boole := true else set Boole := false.
The correctness of the algorithm is obvious. It is well known that labeled tree isomorphism can be tested in time linear in the number of vertices of the tree (see e.g. 1]).
Therefore it remains to ensure that the task of transforming the trees of G 1 ; G 2 into labeled trees can be done in polynomial time.
The crucial point is that the subgraphs associated with the leaves are very simple. If the number of vertices is restricted by the constant q then isomorphism testing for each pair of subgraphs requires only constant time. If the subgraphs are spiders then isomorphism testing can be done in time linear in the size of the spiders (note that the stable set of the spider consists of all vertices with minimal number of neighbors). These considerations imply the following statement.
Theorem 5.2. For every xed q the isomorphism of (q; q ? 4) graphs can be tested in polynomial time.
Conclusions and Open Problems
In this work we proved that, for any xed q 4, (q; q ? 4) graphs admit a tree representation which enables a polynomial isomorphism test. This generalizes known results about cographs, P 4 -reducible graphs and P 4 -sparse graphs.
It is an open question whether a tree representation for arbitrary graphs can be found in time linear in the size of the graph. If this is true then it would immediately imply a linear isomorphism test and also a linear recognition algorithm for (q; q ? 4) graphs (essentially, we have to check the leaves of the representing tree for membership in the class G(q; q ?4)). Note that the naive method \examine all subsets U V of cardinality q and count the P 4 s in G(U)" shows that the recognition problem is polynomial. Both the isomorphism algorithm and the recognition problem are known to be solvable in linear time for cographs (see 7]) and for P 4 -sparse graphs (see 11]). We conjecture that this is also possible for (q; q ? 4) graphs with q 6, using similar techniques.
Each (q; q ? 4) graph is also a (q; q ? 3) graph, therefore G(q; q ? 4) G(q; q ? 3) holds. Obviously G(4; 1) is the set of all graphs. It is easy to see that G(5; 2) coincides with the class of graphs which contain no induced cycle of length ve. We conclude with an isomorphism completeness result (a problem is isomorphism complete if it is polynomial time equivalent to graph isomorphism).
Lemma 6.1. The task of testing the isomorphism of (q; q ? 3) graphs, q 2 f4; 5; 6g, is isomorphism complete.
Proof. The statement is trivial for q = 4. For q = 5 it follows from the fact that G(5; 2) contains all bipartite graphs, where the isomorphism problem is known to be isomorphism complete (see 3]).
Let q = 6. We give a polynomial reduction from the set of all graphs to the class G(6; 3) such that two graphs are isomorphic if and only if the corresponding (6; 3) graphs are isomorphic.
Let G = (V; E) be an arbitrary graph and v 2 V . Assume that N(v) = fu 1 ; u 2 ; : : : ; u r g. Replace each nonisolated vertex v 2 V by a clique with jN(v)j = r vertices, say w 1 ; : : : ; w r , and join all r pairs u i , w i by an edge. Furthermore, replace each edge which connects vertices from two di erent such cliques by a path of length two. It is an easy task to verify that the resulting graph is a (6; 3) graph.
The complexity of the isomorphism problem remains unknown for the classes G(q; q?3), q 7.
