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GROUP-THEORETIC AND TOPOLOGICAL INVARIANTS OF
COMPLETELY INTEGRALLY CLOSED PRU¨FER DOMAINS
OLIVIER A. HEUBO-KWEGNA, BRUCE OLBERDING AND ANDREAS REINHART
Abstract. We consider the lattice-ordered groups Inv(R) and Div(R) of invert-
ible and divisorial fractional ideals of a completely integrally closed Pru¨fer domain.
We prove that Div(R) is the completion of the group Inv(R), and we show there
is a faithfully flat extension S of R such that S is a completely integrally closed
Be´zout domain with Div(R) ∼= Inv(S). Among the class of completely integrally
closed Pru¨fer domains, we focus on the one-dimensional Pru¨fer domains. This
class includes Dedekind domains, the latter being the one-dimensional Pru¨fer
domains whose maximal ideals are finitely generated. However, numerous inter-
esting examples show that the class of one-dimensional Pru¨fer domains includes
domains that differ quite significantly from Dedekind domains by a number of
measures, both group-theoretic (involving Inv(R) and Div(R)) and topological
(involving the maximal spectrum of R). We examine these invariants in connec-
tion with factorization properties of the ideals of one-dimensional Pru¨fer domains,
putting special emphasis on the class of almost Dedekind domains, those domains
for which every localization at a maximal ideal is a rank one discrete valuation
domain, as well as the class of SP-domains, those domains for which every proper
ideal is a product of radical ideals. For this last class of domains, we show that if
in addition the ring has nonzero Jacobson radical, then the lattice-ordered groups
Inv(R) and Div(R) are determined entirely by the topology of the maximal spec-
trum of R, and that the Cantor-Bendixson derivatives of the maximal spectrum
reflect the distribution of sharp and dull maximal ideals.
Key words: Pru¨fer domain, almost Dedekind domain, SP-domain, ℓ-group, Boolean
space, Cantor-Bendixson derivative.
1. Introduction
All rings considered in this article are commutative with unity. An integral do-
main R with quotient field F is completely integrally closed if for each x ∈ F \R and
0 6= r ∈ R, there exists n > 0 such that rxn 6∈ R. A Pru¨fer domain R is an integral
domain for which every nonzero finitely generated ideal is invertible; equivalently, for
each maximal ideal M of R, RM is a valuation domain. If in addition every invert-
ible ideal is principal, then R is a Be´zout domain. The class of completely integrally
2010 Mathematics Subject Classification. Primary 13F05, 13A15, 13A05; Secondary 06F15.
September 24, 2018.
1
2 OLIVIER A. HEUBO-KWEGNA, BRUCE OLBERDING AND ANDREAS REINHART
closed Pru¨fer domains includes a number of prominent examples in non-Noetherian
commutative ring theory, such as the ring of integer-valued polynomials [9, Propo-
sition VI.2.1, p. 129], the ring of entire functions [14, Proposition 8.1.1(6), p. 276],
the real holomorphy ring of a function field [39, Corollary 3.6], and the Kronecker
function ring of a field extension of at most countable transcendence degree [26,
Corollary 3.9]. For a completely integrally closed Pru¨fer domain R, the set Div(R)
of nonzero divisorial fractional ideals of R is a lattice-ordered group (ℓ-group) with
respect to ideal multiplication, as is the group Inv(R) of invertible fractional ideals
of R. We prove in Proposition 3.1 that Div(R) is the completion of Inv(R), a conse-
quence of which is that the group Div(R) can be calculated solely from the ℓ-group
Inv(R). We show also in Theorem 3.7 that for each completely integrally closed
Pru¨fer domain R, there exists a faithfully flat extension S of R such that S is a
completely integrally closed Be´zout domain with Div(S) = Inv(S) ∼= Inv(R). For
this ring S, every divisorial ideal is principal.
After treating the general case of completely integrally closed Pru¨fer domains in
Section 3, we focus for the rest of the article on the special case of one-dimensional
Pru¨fer domains. While this class includes the class of Dedekind domains, even
among the class of one-dimensional Pru¨fer domains, the Dedekind domains are quite
special. For example, consider a nonzero proper ideal I of a one-dimensional Pru¨fer
domain R. If R is a Dedekind domain, then Spec(R/I) is a finite set. If R is not
necessarily Dedekind, it can only be asserted that Spec(R/I) is a Boolean space,
that is, a compact Hausdorff zero-dimensional space [27, p. 198]. It follows from
[38, Section 3] that every Boolean space arises as Spec(R/I) for an appropriate
choice of one-dimensional Pru¨fer domain R with nonzero Jacobson radical I. By
Stone Duality, the category of Boolean spaces is dual to the category of Boolean
algebras. Thus the class of one-dimensional Pru¨fer domains is at least as rich and
varied as the category of Boolean algebras.
In fact, the construction in [38, Section 3] shows that each Boolean space can be
realized in this fashion by an almost Dedekind domain R with nonzero Jacobson
radical. (A domain R is almost Dedekind if RM is a rank one discrete valuation
ring (DVR) for each maximal ideal M of R.) The ring R in this case is even an
SP-domain, a domain for which every proper ideal is a product of radical ideals.
The isolated points in the maximal spectrum Max(R) of R are precisely the finitely
generated (hence invertible) maximal ideals of R [38, Lemma 3.1]. Thus, if Max(R)
is infinite and the Jacobson radical of R is nonzero, then the compactness of Max(R)
implies that R will have maximal ideals that are not finitely generated. Because a
great deal of variation is possible in the distribution of isolated points in a Boolean
space, it follows that even among the almost Dedekind domains for which every
proper ideal is a product of radical ideals, a wide range of behavior with respect to
finite generation of maximal ideals is possible.
The aforementioned existence results rely on the Krull-Kaplansky-Jaffard-Ohm
Theorem to realize a certain lattice-ordered group as the group of divisibility of a
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Be´zout domain, that is, a domain for which every finitely generated ideal is principal.
As such they give existence in what might be considered the somewhat exotic setting
of overrings of polynomial rings with as many variables as there are elements of
the group. However, much of this same wide range of behavior can be seen in
number-theoretic inspired contexts involving infinite towers of finite field extensions
[8, 17, 22, 24, 31, 32, 43, 46, 47]. Interesting almost Dedekind domains also appear
in the context of holomorphy rings [40].
Motivated by the diversity of these examples, we focus on (1) the group-theoretic
invariants Inv(R) and Div(R), which encode much of the multiplicative ideal the-
ory of the domain, and (2) the topology of the maximal spectrum Max(R), which
encodes information on the density of finitely generated maximal ideals among the
collection of all maximal ideals of R. We are especially interested in the case in
which R is an SP-domain with nonzero Jacobson radical, and in this case the group
Inv(R) is entirely determined by Max(R) and vice versa (see Theorem 5.1). In this
sense, much of the multiplicative ideal theory of the domain R is accounted for sim-
ply from the topology of Max(R) alone. For example, not only is Inv(R) determined
by Max(R), the group Div(R) of nonzero fractional divisorial ideals of R can also be
extracted from the topology of Max(R) by using the Gleason cover of the topological
space Max(R) (Theorem 5.3). Similarly, we show in Section 6 how to reinterpret
Loper and Lucas’ notions of sharp and dull degrees from [32] for one-dimensional
Pru¨fer domains in purely topological terms. In doing so, we obtain some of their
existence results as simple consequences of well-known topological results, and we
extend these results from finite numbers to infinite ordinals, giving another measure
of complexity of this class of rings.
The outline of the paper is as follows. After a brief discussion of background
material in Section 2, we develop in Section 3 a multiplicative “completion” of a
completely integrally closed Pru¨fer domain by showing that for such a domain R, the
group Div(R) is the lattice-ordered group completion of Inv(R) and can be realized
as Inv(S) for a Be´zout domain S extending R (Theorem 3.7).
In Section 4 we characterize SP-domains with emphasis on principal rather than
invertible ideals, and we note in Theorem 4.8 that if a one-dimensional domain R has
nonzero Jacobson radical J(R) such that J(R) is invertible, then R is an SP-domain.
If also J(R) is principal, then R is a Be´zout domain.
In Section 5 we show that for SP-domains with nonzero Jacobson radical, the
groups Inv(R) and Div(R) are topological invariants of Max(R) (Theorems 5.1
and 5.3), and as a consequence we obtain that they are both free groups (Corol-
lary 5.5). This leads naturally to consideration of the group Div(R)/Inv(R), and
we show that it is torsion-free, but that it is divisible only when Div(R) = Inv(R),
with the latter condition characterized topologically also in terms of Max(R) (The-
orem 5.6).
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In Section 6 we reframe Loper and Lucas’ notion of the sharp and dull degrees of
a one-dimensional Pru¨fer domain in topological terms and use this observation to
obtain existence results for such domains with prescribed sharp degrees.
2. Preliminaries and Notation
Let R be an integral domain with quotient field F . We denote by J(R) the
Jacobson radical of R.
(2.1) The group of invertible fractional ideals. We denote by Inv(R) the group of
invertible fractional ideals of R, and by Prin(R) the subgroup of Inv(R) consisting of
the nonzero principal fractional ideals of R; i.e., Prin(R) is the group of divisibility
of R. For background on the group of divisibility of a domain, see [21, Section 16].
The Picard group of R is the quotient group Pic(R) := Inv(R)/Prin(R).
(2.2) The group of nonzero divisorial fractional ideals. The set of nonzero di-
visorial fractional ideals of R is denoted Div(R). (Recall that a fractional ideal I
of R is divisorial if (I−1)−1 = I, where I−1 = {x ∈ F : xI ⊆ R}.) The domain
R is completely integrally closed if and only if Div(R) is a group with the binary
operation given by I ⋆ J := ((IJ)−1)−1 for all I, J ∈ Div(R) [21, Theorem 34.3]. If
I, J are invertible fractional ideals of R, then I ⋆ J = IJ . Thus both Prin(R) and
Inv(R) are subgroups of Div(R). The quotient group Cl(R) = Div(R)/Prin(R) is
the class group of R, and Pic(R) is a subgroup of Cl(R).
(2.3) Lattice-ordered groups. An abelian group (G,+) is a lattice ordered group
(ℓ-group) if it is partially ordered with a relation ≤ such that the meet x ∧ y and
join x ∨ y of x, y ∈ G exist and such that for all x, y, a ∈ G, x ≤ y implies a+ x ≤
a + y. Throughout the paper, by an “ℓ-group” we mean an abelian ℓ-group. An
ℓ-homomorphism of ℓ-groups φ : G → G′ is a group homomorphism such that for
all x, y ∈ G, φ(x ∧ y) = φ(x) ∧ φ(y) (and thus φ(x ∨ y) = φ(x) ∨ φ(y)).
(2.4) The ℓ-group of invertible fractional ideals of a Pru¨fer domain. The group
Inv(R) admits a partial order given for all I, J ∈ Inv(R) by I ≤ J if and only if
I ⊇ J . When R is a Pru¨fer domain, this partial order gives Inv(R) the structure of
an ℓ-group, with meet and join given, respectively, as I∧J = I+J and I∨J = I∩J
for all I, J ∈ Inv(R) [7, Theorem 2]. (In a Pru¨fer domain, finite intersections and
finite sums of invertible ideals are invertible. In fact from [21, Theorem 25.2(d)],
we have (I + J)(I ∩ J) = IJ . Now since IJ is invertible, I ∩ J is also invertible.)
When also R is a Be´zout domain, Inv(R) = Prin(R), and hence in this case Prin(R),
the group of divisibility of R, is an ℓ-group. By the Krull-Kaplansky-Jaffard-Ohm
Theorem [16, Theorem 5.3, p. 113], each ℓ-group is isomorphic to the group of
divisibility of a Be´zout domain.
3. Completely integrally closed Pru¨fer domains
As discussed in (2.4), the group Inv(R) of invertible fractional ideals of a Pru¨fer
domain R is an ℓ-group. We show in Proposition 3.1 that if also R is a completely
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integrally closed domain, then Inv(R) is an archimedean ℓ-group, and hence admits
a completion that proves to be the group Div(R) of nonzero divisiorial fractional
ideals of R. We develop a ring-theoretic analogue of this by showing that every com-
pletely integrally closed Pru¨fer domain densely embeds in a pseudo-Dedekind Be´zout
domain. The pseudo-Dedekind domains, which play the role of the “complete” ob-
jects here, are the domains for which every nonzero divisorial ideal is invertible.
(The terminology of “pseudo-Dedekind,” which is due to Anderson and Kang [1],
is motivated by Bourbaki’s use of “pseudo-principal” to describe the domains for
which every divisorial ideal is principal [6, Exercise VII.1.21]. Zafrullah [48] uses
the term “generalized Dedekind” for what we term “pseudo-Dedekind” here.) In
analogy with the fact that only archimedean ℓ-groups have a completion, Proposi-
tion 3.1 shows that we must restrict to completely integrally closed Pru¨fer domains.
We use throughout this section that a Pru¨fer domain is completely integrally closed
if and only if
⋂
n>0 I
n = 0 for all proper finitely generated ideals I [19, Theorem 8].
We recall first the notion of the (conditional) completion of an ℓ-group; for addi-
tional details, see [5, pp. 312–313] and [11]. An ℓ-group G is complete if every set
of elements of G that is bounded below has a greatest lower bound (equivalently,
every set of elements that is bounded above has a least upper bound). A complete
ℓ-group is necessarily archimedean [5, Lemma 5, p. 291], meaning that whenever
a, b ∈ G with na ≤ b for all n > 0, then a ≤ 0.
An ℓ-subgroup G is dense in an ℓ-group H if for 0 < h ∈ H, there is g ∈ G
such that 0 < g ≤ h. The completion of an ℓ-group G is the smallest complete
ℓ-group H that contains G. Each archimedean ℓ-group G has a completion H,
which is characterized by the properties that (a) H is a complete ℓ-group containing
G as subgroup, and (b) for each 0 < h ∈ H, there exist g1, g2 ∈ G such that
0 < g1 ≤ h ≤ g2 [11, Theorem 2.4]. In particular, G is dense in its completion.
In the next proposition we apply these ideas to the ℓ-group Inv(R) for R a Pru¨fer
domain. Note that Inv(R) is archimedean if whenever I, J ∈ Inv(R) with J ⊆ In
for all n > 0, then R ⊆ I.
Proposition 3.1. A Pru¨fer domain R is completely integrally closed if and only
if Inv(R) is an archimedean ℓ-group. If this is the case, the ℓ-group Div(R) is the
completion of the ℓ-group Inv(R).
Proof. Suppose that R is completely integrally closed with I, J ∈ Inv(R) such that
J ⊆ In for all n > 0. Since R is a Pru¨fer domain, In ∩ R = (I ∩ R)n [20, Theorem
2.2], and hence J ∩ R ⊆ (I ∩ R)n for all n > 0. Therefore, since R is completely
integrally closed and J ∩R 6= 0, it must be that I ∩R = R, and hence R ⊆ I. Thus
Inv(R) is an archimedean ℓ-group. Conversely, if I is a proper finitely generated
ideal of R and Inv(R) is archimedean, then
⋂
n>0 I
n = 0, and hence R is completely
integrally closed.
Now suppose R is completely integrally closed. Using [11, Theorem 2.4] as dis-
cussed before the proposition, Div(R) is the completion of Inv(R) if and only if
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(a) Div(R) is complete, and (b) whenever I is a proper divisorial ideal of R, there
exist invertible ideals J and K such that K ⊆ I ⊆ J ( R. To see that Div(R) is
complete, let {Iα} be a collection of ideals in Div(R) that is bounded below with
respect to set inclusion. Then there exists a nonzero divisorial ideal J contained
in I :=
⋂
α Iα. As an intersection of divisorial ideals, I is divisorial, and since J is
nonzero, so is I. Therefore, I ∈ Div(R) and it follows that I is the greatest lower
bound of {Iα}. This verifies (a).
Next, to verify (b), let I ∈ Div(R) with I ( R, and write I = ⋂α qαR, where the
qα are elements of the quotient field of R. Then there is α such that I ⊆ R∩qαR ( R.
Since R is a Pru¨fer domain, the ideal J := R ∩ qαR is invertible (cf. [21, Theorem
25.2(d)]). Let K be any nonzero principal ideal of R contained in the nonzero ideal
I. Then K ⊆ I ⊆ J ( R, which verifies (b). 
Definition 3.2. We say that for an extension R ⊆ S of Pru¨fer domains, R is dense
in S if the extension R ⊆ S is faithfully flat and for each finitely generated proper
ideal J of S there is a finitely generated proper ideal I of R such that J ⊆ IS.
Lemma 3.3. An extension R ⊆ S of Pru¨fer domains is dense if and only if the
ℓ-homomorphism γ : Inv(R)→ Inv(S) : I 7→ IS is a dense embedding of ℓ-groups.
Proof. Suppose that R is dense in S. To see that γ is injective, let I and J be
invertible fractional ideals of R such that IS = JS. Then IJ−1S = S. Since I and
J−1 are fractional ideals of R, there exists 0 6= r ∈ R such that rIJ−1 is an ideal of
R. Since S is flat, S commutes with finite intersections of ideals of R [33, Theorem
7.4(ii), p. 48], so that
(rR ∩ rIJ−1)S = rS ∩ rIJ−1S = rS.
Thus, since r is a nonzerodivisor in S, (R ∩ IJ−1)S = S. Since S is faithfully flat,
every proper ideal of R survives in S [33, Theorem 7.2(iii), p. 47], which implies
that R ∩ IJ−1 = R. Thus R ⊆ IJ−1 and, since J is invertible, J ⊆ I. Similarly,
from IS = JS we deduce that S = I−1JS and the same argument with the roles
of I and J reversed shows that I ⊆ J . Thus I = J and γ : Inv(R) → Inv(S) is
injective.
To see that γ is a dense embedding of ℓ-groups, observe that if J is a proper
invertible ideal of S, then by assumption there exists a proper finitely generated
ideal I of R with J ⊆ IS ( S. Thus γ is a dense embedding. Moreover, γ is
an ℓ-group homomorphism since for all invertible fractional ideals I and J of R,
(I + J)S = IS + JS and (by the flatness of S) (I ∩ J)S = IS ∩ JS [33, Theorem
7.4, p. 48].
Conversely, suppose that γ is a dense embedding. Since γ is injective, every proper
invertible ideal I of R survives in S. If I is a not necessarily invertible proper ideal
of S such that IS = S, then there is a finitely generated, hence invertible, proper
ideal J of R with J ⊆ I and JS = S, a contradiction. Thus every proper ideal
of R survives in S. Since every torsion-free module over a Pru¨fer domain is flat
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[16, Theorem 9.10, p. 233], it follows that S is a faithfully flat extension of R [33,
Theorem 7.2, p. 47]. Moreover, if J is a proper finitely generated ideal of S, then,
since γ is a dense embedding, there exists a proper finitely generated ideal I of R
such that J ⊆ γ(I) = IS ( S. 
Remark 3.4. Let R ⊆ S be an extension of domains with R a Pru¨fer domain. The
extension R ⊆ S is faithfully flat if and only if R = S ∩ Q(R), where Q(R) is the
quotient field of R. Indeed, every torsion-free module over a Pru¨fer domain is flat
[16, Theorem 9.10, p. 233], so it suffices to observe that R = S ∩Q(R) if and only
if every maximal ideal of R survives in S. If R = S ∩ Q(R) and M is a maximal
ideal of R, then since M is a flat R-module, M = MS ∩MQ(R) = MS ∩ Q(R)
[33, Theorem 7.4(i), p. 48], and hence S 6= MS. Conversely, if a maximal ideal of
R survives in S, then it survives in S ∩ Q(R), so S ∩ Q(R) is a faithfully flat ring
between R and Q(R), which forces R = S ∩Q(R) [33, Exercise 7.2, p. 53].
Let R be a domain, and let T be an indeterminate for R. The Nagata function
ring R(T ) of R is given by
R(T ) :=
{
f
g
: f, g ∈ R[T ] and c(g) = R
}
,
where c(g) denotes the content ideal of g in R. The ring R(T ) is a Be´zout domain
if and only if R is a Pru¨fer domain [21, Theorem 33.4]. In Theorem 3.7 we apply
the Nagata function ring construction to embed a Pru¨fer domain inside a Be´zout
domain with the same group of invertible fractional ideals. This is done via the
following lemma, which can be deduced from more general results (see for example
[36, Proposition 3.1.23, p. 144] and [37, p. 589]). For lack of an explicit reference,
we give a proof here.
Lemma 3.5. If R is a Pru¨fer domain, then the mapping
φ : Inv(R)→ Prin(R(T )) : I 7→ IR(T )
is an isomorphism of ℓ-groups.
Proof. Since R(T ) is a Be´zout domain, φ is well-defined. The extension R ⊆ R(T )
is faithfully flat [15, p. 39], so φ is injective and preserves meets and joins [16,
Theorem 9.9 and Lemma 9.11]. Thus φ is also an ℓ-group homomorphism. To show
that φ is onto, let S = R(T ), and let J ∈ Prin(S). Then J = fg−1S for some
f, g ∈ R[T ] with c(g) = R. Now fS = c(f)S [21, Theorem 32.7] and g is a unit in
S, so c(f)S = fg−1S = J . Thus φ is onto. 
The next lemma is an application of an existence theorem due to Rump and Yang
[45, Corollary 3] that shows that if R is a Be´zout domain and f : Inv(R) → H is
an embedding of ℓ-groups, then there exists an extension S of R such that S is a
Be´zout domain with Prin(S) ∼= H as ℓ-groups. The proof of the lemma uses the
notion of a Be´zout valuation from [45]. Let K be a field, and let G be an ℓ-group.
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We adjoin an element ∞ to G such that ∞ > g and ∞ + g = ∞ for all g ∈ G. A
map ν : K → G ∪ {∞} is a Be´zout valuation if for all x, y ∈ K,
(a) ν(0) =∞, ν(1) = 0,
(b) ν(xy) = ν(x) + ν(y),
(c) ν(x) ∧ ν(y) ≤ ν(x+ y), and
(d) ν(x) ∧ ν(y) = ν(xz + yw) for some z, w ∈ K with ν(z), ν(w) ≥ 0.
Lemma 3.6. Let R be a Pru¨fer domain, and let f : Inv(R)→ H be an embedding
of ℓ-groups. Then there is a ring extension S of R such that S is a Be´zout domain
and there is an isomorphism of ℓ-groups ψ : Inv(S)→ H for which ψ−1(f(I)) = IS
for all I ∈ Inv(R).
Proof. Let A = R(T ), so that A is a Be´zout domain, and let φ : Inv(R)→ Inv(A) :
I → IA be the ℓ-group isomorphism given in Lemma 3.5. Let K be the quotient
field of A. Then there is a surjective Be´zout valuation νA : K → Inv(A) ∪ {∞}
such that A = {x ∈ K : νA(x) ≥ 0} [45, Proposition 1]. Denote by g the map from
Inv(A) ∪ {∞} to H ∪ {∞} such that g|Inv(A) = f ◦ φ−1 and g(∞) = ∞. By [45,
Corollary 3] there is an extension field L of K and a surjective Be´zout valuation
ν : L→ H ∪ {∞} such that the following diagram commutes.
K
νA−−−−→ Inv(A) ∪ {∞}y⊆ yg
L
ν−−−−→ H ∪ {∞}.
Let S = {x ∈ L : ν(x) ≥ 0}. Then S is a Be´zout domain with quotient field L [45,
Proposition 1]. Define ψ : Inv(S) → H by ψ(xS) = ν(x) for each 0 6= x ∈ L. That
ψ is well defined and injective follows from the fact that for x, y ∈ L, xS = yS if
and only if ν(x) = ν(y). Since ν is surjective, so is ψ. Also, from the fact that
ν(xy) = ν(x)+ν(y) for all 0 6= x, y ∈ L, it follows that ψ is a group homomorphism.
To see that ψ is an ℓ-group homomorphism, let 0 6= x, y ∈ L. Since ν is a
Be´zout valuation, there exists z ∈ xS + yS such that ν(x)∧ ν(y) = ν(z), and hence
xS + yS = zS (see the proof of [45, Proposition 1]). Therefore,
ψ(xS ∧ yS) = ψ(xS + yS) = ψ(zS) = ν(z) = ν(x) ∧ ν(y) = ψ(xS) ∧ ψ(yS),
proving that ψ is an ℓ-group isomorphism.
Finally, let I ∈ Inv(R). Since A is a Be´zout domain, there exists x ∈ K such that
IA = xA. Since φ is an isomorphism, I = φ−1(xA), and hence
ψ−1(f(I)) = ψ−1(f(φ−1(xA))) = ψ−1(ν(x)) = xS = IS.
Therefore, ψ−1 ◦ f is the canonical map from Inv(R) to Inv(S). 
We apply the lemma in the case in which R is completely integrally closed and
H = Div(R). We also make use of the fact that a Pru¨fer domain R is pseudo-
Dedekind if and only if Inv(R) is a complete ℓ-group [1, p. 327].
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Theorem 3.7. A Pru¨fer domain R is completely integrally closed if and only if R is
a dense subring of a pseudo-Dedekind Be´zout domain S. Moreover, S can be chosen
such that Inv(S) ∼= Div(R) as ℓ-groups.
Proof. Suppose that R is completely integrally closed. By Proposition 3.1, the
inclusion mapping f : Inv(R)→ Div(R) is a dense embedding of ℓ-groups. Since R
is a Pru¨fer domain, Lemma 3.6 implies there exists a Be´zout domain S having R as
a subring such that there is an isomorphism of ℓ-groups ψ : Inv(S) → Div(R) with
γ := ψ−1 ◦ f the canonical ℓ-group homomorphism that sends I ∈ Inv(R) to IS ∈
Inv(S). Since, by Proposition 3.1, Div(R) is complete, so is Inv(S). As a complete ℓ-
group, Inv(S) is archimedean. Thus, by Proposition 3.1, S is a completely integrally
closed Be´zout domain with Inv(S) = Div(S). Therefore, S is a pseudo-Dedekind
domain.
To show that R is dense in S, it suffices by Proposition 3.1 to show that γ is a
dense embedding. Since γ is a composition of injective maps, γ is injective. To see
that γ is dense, let I ∈ Inv(S) such that I ( S. Then, since ψ is an isomorphism
of ℓ-groups, ψ(I) ( R. Since the inclusion mapping f is a dense embedding, there
exists J ∈ Inv(R) such that ψ(I) ⊆ f(J) ( R. Therefore, I ⊆ ψ−1(f(J)) ( S, and
since γ(J) = ψ−1(f(J)), this proves γ is a dense embedding.
Conversely, if R is dense in a pseudo-Dedekind Be´zout domain S and I is a
proper finitely generated ideal of R, then since I survives in the completely integrally
closed Be´zout domain S, we have
⋂
n>0 I
n ⊆ ⋂n>0 InS = 0. Hence R is completely
integrally closed. 
In Section 5 we apply Theorem 3.7 to SP-domains with nonzero Jacobson radical.
In that case the groups Inv(R) and Div(R) are topological invariants of the maximal
spectrum of R. Thus the embedding in Theorem 3.7 ultimately depends on Max(R).
4. SP-domains
Following Vaughan and Yeagy [46], we say that a ring R for which every proper
ideal is a product of radical ideals (i.e., “semi-prime” ideals) is an SP-ring. These
rings have been studied by several authors; see for example [8, 13, 24, 35, 38, 42,
46, 47]. An SP-domain is necessarily an almost Dedekind domain; that is, RM is a
Dedekind domain for each maximal idealM of R [46, Theorem 2.4]. In particular, an
SP-domain is a one-dimensional Pru¨fer domain. Of course there exist SP-domains
that are not Be´zout domains, since Dedekind domains are SP-domains. However,
there are more subtle examples also.
It is possible to construct a variety of SP-domains by using integral extensions
of Dedekind domains. More precisely, one can obtain examples of SP-domains that
are neither Dedekind domains nor Be´zout domains by using the following method
(which was already known to Grams [17]).
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Example 4.1. Let R be a Dedekind domain with quotient fieldK such that Max(R)
is countable. Let {Ki}i≥0 be an ascending chain of extension fields of K such that
K0 = K, and [Ki : K] <∞ for all i ≥ 0. For i ≥ 0 let Ri be the integral closure of
R in Ki. For each i ≥ 0, Ri is a Dedekind domain with countably many maximal
ideals. Set S =
⋃
i≥0Ri (which is the integral closure of R in
⋃
i≥0Ki). Suppose
that {Mi}i≥0 is the sequence of all maximal ideals of R.
(1) If for every i > 0 and every maximal ideal Q of Ri lying over some Mj with
j ≤ i, it follows that QRi+1 is a square-free product of maximal ideals of
Ri+1, then S is an SP-domain (see [43, Proposition 6.5.2]).
(2) If there is an ascending chain {Qj}j≥0, where Qi+1 is a maximal ideal of
Ri+1 lying over the maximal ideal Qi of Ri and Qi+1 6= QiRi+1 for each
i ≥ 0, then S is not a Dedekind domain (see [43, Proposition 6.5.5]).
(3) Suppose that M0 ⊆
⋃
i>0Mi. If for every i > 0, QRi+1 is a maximal ideal of
Ri+1 whenever Q is a maximal ideal of Ri lying over someMj with 0 < j ≤ i,
then S is a domain that satisfies the ascending chain condition for principal
ideals (ACCP) (see [43, Proposition 6.5.4]).
If all the residue fields of R are finite, M0 is not principal and the Picard group
of R is torsion-free, then it is possible to construct an ascending chain {Ki}i≥0 of
extension fields of K such that (1), (2), and (3) are satisfied and [Ki+1 : Ki] = 2 for
each i ≥ 0 (see [21, Theorem 42.5]). (Observe that M0 ⊆
⋃
i>0Mi since Pic(R) is
torsion-free and M0 is not principal.)
To give an explicit example, we consider the domain D in [17, Example 1], which
can be obtained by using the previous construction. By the prior remarks it is
evident that D is an SP-domain that satisfies ACCP and that is not a Dedekind
domain. In particular, D is not a Be´zout domain, because a Be´zout domain that
satisfies ACCP is a PID. (If a Be´zout domain satisfies ACCP, then it satisfies ACC
for finitely generated ideals, which is equivalent to being Noetherian, hence it is a
PID.)
SP-domains are characterized in several ways in [38, Theorem 2.1]. We strengthen
some of the characterizations in the following lemma. Recall that a domain is treed if
any two prime ideals contained in a maximal ideal of R are comparable with respect
to set inclusion.
Lemma 4.2. The following are equivalent for a domain R that is not a field.
(1) R is an SP-domain.
(2) R is an almost Dedekind domain for which each maximal ideal of R contains
a finitely generated ideal that is not contained in the square of any maximal
ideal of R.
(3) Each proper nonzero ideal A of R can be represented uniquely as a product
A = J1J2 · · · Jn of radical ideals Ji such that J1 ⊆ J2 ⊆ · · · ⊆ Jn.
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(4) R is a treed domain for which the radical of each proper nonzero principal
ideal is invertible.
Proof. (1) ⇒ (2) An SP-domain is necessarily an almost Dedekind domain [46,
Theorem 2.4]. Thus (2) follows from [38, Theorem 2.1].
(2) ⇒ (3) This is proved in [38, Theorem 2.1].
(3) ⇒ (4) It is clear that (3) implies R is an SP-domain. Since an SP-domain
that is not a field is an almost Dedekind domain, the only nonmaximal prime ideal
is (0), so that R is treed. By [38, Theorem 2.1], an SP-domain has the property
that the radical of every nonzero finitely generated ideal is invertible.
(4)⇒ (1) We first show that R is an almost Dedekind domain. LetM ∈ Max(R),
and suppose that P and Q are prime ideals with P ( Q ⊆M . Let x ∈ P be nonzero,
and let y ∈ Q \ P . Then √xR ( √yR are by assumption invertible ideals. Thus,
since RM is a treed domain, (
√
xR)RM ⊆ (
√
yR)RM is a containment of principal
prime ideals. Since RM is a domain, this forces, (
√
xR)RM = (
√
yR)RM . But then
y ∈ (√xR)RM ⊆ PRM , contrary to the assumption that y 6∈ P . This shows that
RM is a one-dimensional domain. Since also the radical of every nonzero proper
principal ideal is invertible, it follows that RM is a DVR. Therefore, R is an almost
Dedekind domain. Finally, from (4) we have that every maximal ideal of R contains
an invertible radical ideal, and hence by [35, Proposition 1.3], R is an SP-domain. 
Using the lemma we show next that whether an SP-domain is Be´zout depends
only on the radicals of principal ideals.
Theorem 4.3. A domain R is a Be´zout SP-domain if and only if R is a treed
domain such that the radical of every principal ideal of R is principal.
Proof. We may assume R is not a field since otherwise the claim is clear. If R is
a Be´zout SP-domain, then by Lemma 4.2 the radical of each principal ideal of R
is principal. Conversely, suppose that R is a treed domain for which the radical of
every principal ideal is principal. By Lemma 4.2, R is an SP-domain, so it remains
to show that R is a Be´zout domain. We do this by proving two claims.
Claim 1: If a, b, c are nonzero in R with aR, bR radical ideals and a = bc, then
{M ∈ Max(R) : a ∈ bM} = {M ∈Max(R) : a ∈M, b 6∈M}.
To verify the claim, let M ∈ Max(R). Suppose a ∈ bM . Since a = bc, we have
c ∈MRM . Since RM is a DVR and aRM is a nonzero radical ideal, it must be that
MRM = aRM = bcRM . Therefore, since c ∈ MRM , it cannot be that b ∈ M . The
reverse inclusion is clear in light of the fact that a = bc.
Claim 2:
√
xR+ yR is principal for all x, y ∈ R.
To prove Claim 2, let x, y ∈ R. We may assume x and y are nonzero. By
assumption, there exist a, b, c ∈ R such that √xyR = aR, √xR = bR, and √yR =
cR. Note that aR = bR ∩ cR. Moreover, there is d ∈ R such that √(a/b)R ∩
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√
(a/c)R = dR. By Claim 1 we have
{M ∈Max(R) : d ∈M} = {M ∈ Max(R) : a ∈ bM} ∪ {M ∈ Max(R) : a ∈ cM}
= {M ∈ Max(R) : a ∈M, (b 6∈M or c 6∈M)}.
Therefore, Claim 1 implies that
{M ∈ Max(R) : x, y ∈M} = {M ∈ Max(R) : b, c ∈M}
= {M ∈ Max(R) : a ∈M,d 6∈M}
= {M ∈ Max(R) : a ∈ dM}.
Consequently,
√
xR+ yR is the radical of the principal ideal (a/d)R, and hence by
assumption principal.
Using Claim 2 it follows by induction that every finitely generated radical ideal
of R is principal. Since R is an SP-domain, every nonzero finitely generated ideal
of R is a product of finitely generated, hence principal, radical ideals. Therefore,
every finitely generated ideal of R is principal and R is a Be´zout domain. 
Corollary 4.4. A domain R is a pseudo-Dedekind SP-domain if and only if R is
a treed domain such that the radical of every nonzero divisorial ideal is invertible.
If also the radical of every nonzero divisorial ideal is principal, then R is a Be´zout
domain.
Proof. We may assume R is not a field. If R is a pseudo-Dedekind SP-domain, then
since every nonzero divisorial ideal is invertible, Lemma 4.2 implies that the radical
of every nonzero divisorial ideal is invertible. Conversely, suppose R is a treed
domain for which the radical of every nonzero divisorial ideal of R is invertible.
By Lemma 4.2, R is an SP-domain. Let I be a nonzero divisorial ideal of R. By
Lemma 4.2(3), I =
√
IA for some ideal A such that A = R or A is a product
of radical ideals of R. Since I is divisorial and by assumption
√
I is invertible,
it follows that A is divisorial. An inductive argument (which by Lemma 4.2(3)
terminates after finitely many steps) now shows that I is a product of invertible
ideals, and hence is itself invertible. Therefore, R is a pseudo-Dedekind domain.
The last statement follows from Theorem 4.3. 
Remark 4.5. As noted in the proof of Theorem 4.3, a one-dimensional domain R
is an SP-domain if and only if each maximal ideal of R contains an invertible radical
ideal (see [35, Proposition 1.3]). However, it is not true that R is a Be´zout SP-
domain if and only if each maximal ideal of R contains a nonzero principal radical
ideal. There exists a Dedekind domain R with no principal maximal ideals and a
sequence {Mi}∞i=1 of all maximal ideals of R such thatMiMi+1 is principal for each i
(see [10, Example 3-2]). In particular, R is an SP-domain and every nonzero radical
ideal of R contains a nonzero principal radical ideal, yet R is not a Be´zout domain.
Remark 4.6. Let R be an integral domain. Recall that R is a factorial domain
(or unique factorization domain) if every principal ideal of R is a finite product of
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principal prime ideals. Furthermore, R is called radical factorial (see [42]) if each of
its principal ideals is a finite product of principal radical ideals. These notions are the
“principal ideal analogues” of Dedekind domains and SP-domains. We discuss how
these classes of domains fit into the theory presented in this section. For instance, it
is known that if the radical of every principal ideal of R is principal, then R is radical
factorial (see [42, Proposition 2.10]). By using the same methods as in the proof
of [42, Proposition 3.11] it can be shown that every treed radical factorial domain
is an SP-domain. But even a Dedekind domain can fail to be radical factorial (see
[42, Example 4.3]). Clearly, every SP-domain with trivial Picard group is radical
factorial (see [42, Proposition 3.10(2)]). Note that R is a Dedekind domain if and
only if R is an SP-domain of finite character (i.e., every nonzero element of R is
contained in only finitely many maximal ideals). It can be shown that R is factorial
if and only if R is of “finite height-one character” (i.e., every nonzero element is
contained in only finitely many height-one prime ideals) and the radical of every
principal ideal of R is principal (see [42, Theorem 2.14]). On the other hand a
radical factorial domain of finite height-one character (and finite character) can fail
to be factorial (see [42, Example 4.3]). It is well known that R is a PID if and only
if R is a factorial Pru¨fer domain.
(Since a factorial domain has trivial class group and thus trivial Picard group,
it follows that a factorial Pru¨fer domain is a Be´zout domain. Moreover, a factorial
domain satisfies ACCP. Therefore, a factorial Pru¨fer domain is a Be´zout domain
that satisfies ACCP, and thus it is a PID.)
This shows that a factorial domain that is not a PID (e.g. Q[X,Y ]) is an example
of an integral domain where the radical of every principal ideal is principal, but
that is neither an SP-domain nor a Be´zout domain. In particular, we infer that the
property “treed” cannot be omitted in Lemma 4.2 and Theorem 4.3.
We characterize next the SP-domains with nonzero Jacobson radical. It is this
class of SP-domains with which we will be particularly concerned in the next sec-
tions.
Lemma 4.7. Let R be an SP-domain with J(R) 6= 0. If there is n > 0 such that
J(R)n is principal, then In is principal for each invertible ideal I of R.
Proof. Let J = J(R), and let n > 0 be such that Jn is principal, say Jn = bR for
b ∈ J . Since every proper invertible ideal of R is a product of invertible radical
ideals, to prove that In is principal for each invertible ideal I of R, it suffices to
show that Ln is a principal ideal of R for each invertible radical ideal L of R. Let
L be an invertible radical ideal of R. Since R/J is a von Neumann regular ring,
the finitely generated ideal L/J of R/J is a principal ideal, and hence there exists
x ∈ L nonzero such that L = xR + J . Since J is the Jacobson radical of R, a
maximal ideal of R contains L if and only if it contains xR. Thus, since R is one-
dimensional, L =
√
xR. We claim that Ln = (xn + b)R, and to prove this it suffices
to show that for each maximal ideal M of R, LnRM = (x
n + b)RM . To this end,
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let M ∈ Max(R). Since R is an almost Dedekind domain, MRM is a principal ideal
of RM and hence M
nRM 6= Mn+1RM . Thus, since MnRM = JnRM = bRM , it
follows that b 6∈Mn+1 and hence xn+1 + b ∈Mn \Mn+1. Thus, if L ⊆M , we have
LnRM =M
nRM = (x
n+1 + b)RM . Otherwise, if L *M , we have xn+1+ b 6∈M , so
that (Ln)M = RM = (x
n+1 + b)RM . Therefore, L
n = (xn+1 + b)R. 
Theorem 4.8. Let R be a domain such that J(R) 6= 0. Then R is an SP-domain
if and only if R is a one-dimensional domain such that J(R) is an invertible ideal
of R. If also J(R) is a principal ideal of R, then R is a Be´zout domain.
Proof. Since J(R) 6= 0, R is not a field. If R is an SP-domain, then by Lemma 4.2
the radical of every nonzero principal ideal is invertible, so since J := J(R) is the
radical of any nonzero ideal contained in it, J is invertible.
Conversely, suppose R is one-dimensional and J is invertible. For each maximal
ideal M of R, JRM is an invertible, hence principal, ideal of the local ring RM .
Thus, since RM is one-dimensional, RM is a DVR, which shows that R is an almost
Dedekind domain. Since J is contained in each maximal ideal of R but not in the
square of any maximal ideal, Lemma 4.2 implies R is an SP-domain.
Finally, if J is principal, then by Lemmas 4.2 and 4.7,
√
xR is principal for every
x ∈ R. Therefore, by Theorem 4.3, R is a Be´zout domain. 
Remark 4.9. (1) Let R be an SP-domain with J(R) 6= 0. It follows from Lemma 4.7
and Theorem 4.8 that Pic(R) is bounded if only if Pic(R) is a torsion group, if and
only if J(R)n is principal for some n ∈ N. However, we do not know whether an
SP-domain with nonzero Jacobson radical is always a Be´zout domain; that is, we do
not know whether an SP-domain with J(R) 6= 0 always has that J(R) is a principal
ideal.
(2) Consider the following three properties for a one-dimensional domain R: (a)
R is a Be´zout SP-domain, (b) R is radical factorial, and (c) every nonzero maximal
ideal of R contains a nonzero principal radical ideal of R. It is known that (a)⇒ (b)
⇒ (c); cf. [42, Propositions 2.4(3) and 3.10(2)]. The converse implications do not
hold in general (even when R is a Dedekind domain and Pic(R) is torsion-free [42,
Example 4.3]), but the counterexamples to the reverse implications have Jacobson
radical 0. We do not know whether (a), (b) and (c) are equivalent when R is a
one-dimensional Pru¨fer domain with nonzero Jacobson radical.
5. Topological aspects of SP-domains
In this section we extend ideas from [35, 38] to give an explicit function-theoretic
representation of Inv(R) and Div(R) for SP-domains with nonzero Jacobson radical.
We show in particular that these groups, and hence also the group Div(R)/Inv(R),
are topological invariants of the maximal spectrum Max(R) of R. When R is any
one-dimensional domain (e.g. R is an SP-domain) with nonzero Jacobson radical,
then Max(R) is a Boolean space (or Stone space), that is, a compact Hausdorff
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space having an open basis consisting of clopen (= closed and open) subsets [27,
p. 198]. By Stone Duality, the Boolean spaces are precisely the topological spaces
that occur as the space of ultrafilters of a Boolean algebra; see for example [27, 29].
Specifically, every Boolean space is homeomorphic to the space of ultrafilters on the
Boolean algebra of its clopen sets.
We associate to each Boolean space X the ℓ-group C(X,Z) consisting of the
continuous functions from X to Z. (This group is the Boolean power of Z over
X; see [4, 44] for more on this point of view.) Specifically, (C(X,Z),+) is an
abelian group with respect to pointwise addition; that is, for each f, g ∈ C(X,Z),
(f + g)(x) = f(x) + g(x) for all x ∈ X. The group C(X,Z) is lattice-ordered with
respect to the pointwise ordering given by f ≤ g if and only if f(x) ≤ g(x) for all
x ∈ X. Join and meet are defined, respectively, by (f ∨ g)(x) = max{f(x), g(x)}
for all x ∈ X and (f ∧ g)(x) = min{f(x), g(x)} for all x ∈ X. Since X is compact,
it is straightforward to see that every function f ∈ C(X,Z) may be represented as
f = a1χAi + · · · + anχAn , where each ai ∈ Z, {A1, A2, . . . , An} is a partition of X
into clopens Ai, and χAi represents the characteristic function of Ai (see for example
[4, Lemma 2.1] or [38, Lemma 3.3]).
In [38, Section 3], it is shown that for each Boolean space X, there is a Be´zout SP-
domain with nonzero Jacobson radical whose group of divisibility is isomorphic as an
ℓ-group to C(X,Z). McGovern [35, p. 1781] has shown that this fact characterizes
such rings. Namely, a Be´zout domain R is an SP-domain with J(R) 6= 0 if and
only if its group of divisibility Prin(R) is isomorphic as an ℓ-group to C(X,Z) for
some Boolean space X. In the next theorem we extend this result to the group of
invertible fractional ideals of a Pru¨fer domain. Implicit in the proof is an argument
that a Pru¨fer domain R is an SP-domain if and only if the Nagata function ring
R(T ) of R is an SP-domain.
Theorem 5.1. A Pru¨fer domain R is an SP-domain with J(R) 6= 0 if and only
if there is a Boolean space X (necessarily homeomorphic to Max(R)) such that
Inv(R) ∼= C(X,Z) as ℓ-groups.
Proof. Since the maximal ideals of the Nagata function ring R(T ) are of the form
MR(T ) withM a maximal ideal of R andMR(T )∩R =M , it follows that J(R(T ))∩
R = J(R). Every ideal of R(T ) is extended from R [12, p. 174], and thus J(R(T )) =
0 if and only if J(R) = 0.
Suppose that R is an SP-domain with J(R) 6= 0. Since R is an SP-domain, R
is almost Dedekind and so is R(T ) [21, Proposition 36.7]. We show that R(T ) is
an SP-domain via Lemma 4.2(2). Let M be a maximal ideal of R. Then there
exists a finitely generated ideal I contained in M such that I is not contained in
the square of any maximal ideal of R. If IR(T ) is contained in N2R(T ) for some
maximal ideal N of R, then I ⊆ N2R(T ) ∩ R = N2, where the last equality holds
since R(T ) is a faithfully flat extension of R. However, I was chosen not in the
square of any maximal ideal of R, so this contradiction implies by Lemma 4.2 that
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R(T ) is an SP-domain. Now R(T ) is a Be´zout SP-domain with J(R(T )) 6= 0, so the
group of divisibility Prin(R(T )) of R(T ) is isomorphic as an ℓ-group to C(X,Z) for
X = Max(R) [35, p. 1781]. By Lemma 3.5, Inv(R) is ℓ-isomorphic to C(X,Z).
Conversely, suppose that Inv(R) is ℓ-isomorphic to C(X,Z) for some Boolean
space X. By Lemma 3.5, Prin(R(T )) is ℓ-isomorphic to C(X,Z). Hence R(T ) is an
SP-domain with J(R(T )) 6= 0 [35, p. 1781]. Thus J(R) 6= 0 by the above observation
that J(R(T )) = 0 if and only if J(R) = 0. Since R(T ) is almost Dedekind, R is
almost Dedekind [21, Proposition 36.7]. To see that R is an SP-domain, let M be a
maximal ideal of R. By Lemma 4.2 there exists a finitely generated ideal B of R(T )
such that B ⊆ MR(T ) and B is not contained in the square of any maximal ideal
of R(T ). Now, since R is a Pru¨fer domain, B = AR(T ) for some finitely generated
ideal A of R [12, p. 174], so A is contained in M but not in the square of any
maximal ideal of R. Therefore, by Lemma 4.2, R is an SP-domain.
Finally, it is routine to check that every prime ℓ-subgroup of C(X,Z) is both
minimal and maximal, and that X is homeomorphic to the space of prime subgroups
of C(X,Z); see for example [38, Section 3] (the group G there is C(X,Z)). Since
the space of minimal prime ℓ-subgroups of the group of divisibility of a Be´zout
domain is homeomorphic to the maximal spectrum of the domain [30, Lemma 5.7],
we conclude that X is homeomorphic to Max(R(T )), and hence by [12, (a), p. 174]
homeomorphic to Max(R). 
Thus the group of invertible ideals of an SP-domain R with nonzero Jacobson
radical, and hence much of the ideal theory of R, depends solely on the topological
space Max(R). In [38, Section 4] a number of examples are given to show how the
topology of Max(R) influences the SP-domain R.
Continuing in this line, we show next that Div(R) is also a topological invariant
of the space Max(R). For this we recall the notion of the Gleason cover of a compact
Hausdorff space. A topological space X is extremally disconnected if the closure of
any open subset ofX is clopen; i.e., the regular open subsets coincide with the clopen
subsets of X. Gleason [23] has shown that the extremally disconnected Boolean
spaces are the projective objects in the category of compact Hausdorff spaces. In
particular, for any compact Hausdorff space X, there is a continuous irreducible
(i.e., sends proper closed sets to proper closed sets) surjection j : EX → X, where
EX is an extremally disconnected Boolean space. This property characterizes EX
up to homeomorphism in the category of compact Hausdorff spaces X [23, Theorem
3.2]. The space EX is called the Gleason cover of X.
WhenX is a Boolean space, then C(EX,Z) is a complete ℓ-group [28, Proposition
3.29]. Moreover, the map ψ : C(X,Z)→ C(EX,Z) defined by ψ(f) = f ◦ j for each
f ∈ C(X,Z) is an ℓ-group homomorphism that is injective since j is surjective. We
show in the next lemma that under this embedding C(EX,Z) is the completion of
C(X,Z).
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Lemma 5.2. If X is a Boolean space, then the mapping ψ : C(X,Z)→ C(EX,Z)
is a dense embedding of ℓ-groups and C(EX,Z) is the completion of the image of
C(X,Z).
Proof. As noted before the lemma, C(EX,Z) is a complete ℓ-group. By [11, The-
orem 2.4], it suffices to show that for each 0 < f ∈ C(EX,Z), there exist g1, g2 ∈
C(X,Z) such that 0 < ψ(g1) ≤ f ≤ ψ(g2). Let 0 < f ∈ C(EX,Z). As discussed
at the beginning of the section, there exist n1, . . . , nl ∈ N and nonempty disjoint
clopen sets B1, . . . , Bl of EX such that f =
∑l
i=1 niχBi . Let n = max{n1, . . . , nl},
and let g2 = nχX . Then f ≤ ψ(g2) = nχEX . Thus it remains to show there exists
g1 ∈ C(X,Z) such that 0 < g1 ≤ f .
Since f > 0 and the Bi are disjoint, there is 1 ≤ i ≤ l such that niχBi > 0. Thus
to complete the proof it suffices to show that if B is a nonempty clopen subset of
EX, there exists a nonempty clopen subset A of X such that 0 < ψ(χA) ≤ χB .
Let j be the continuous irreducible surjection EX → X. Since ψ(χA) = χj−1(A), it
suffices to show there is a nonempty clopen subset A of X such that j−1(A) ⊆ B.
Before proving this, we show that B = int j−1(j(B)).
Since B ⊆ j−1(j(B)) and B is open in EX, we have B ⊆ int j−1(j(B)). Hence
j(B) ⊆ j(int j−1(j(B))) ⊆ j(j−1(j(B))) = j(B). Thus j(B) = j(int j−1(j(B))).
Now, since j is irreducible and B is regular closed (in fact, clopen), j(B) is a regular
closed subset of X [41, Theorem 6.5(d), pp. 454–455]. Thus j−1(j(B)) is closed in
EX, so that int j−1(j(B)) is a regular open, hence clopen, subset of EX. Therefore,
j maps both of the clopen sets B and int j−1(j(B)) onto j(B). Since j is irreducible,
there exists a unique clopen of EX mapping onto the regular closed set j(B) [41,
Theorem 6.5(d), pp. 454–455]. Consequently, B = int j−1(j(B)), which proves the
claim.
Finally, since B is clopen in EX and j is irreducible, int j(B) is nonempty [41,
Lemma 6.5(b), p. 452]. Since X has a basis of clopens, there exists a nonempty
clopen A in int j(B). Since A ⊆ j(B) and A is open, we have j−1(A) ⊆ int j−1(j(B)) =
B, which completes the proof. 
Theorem 5.3. Let R be an SP -domain with J(R) 6= 0, and let X = Max(R). Then
there is a commutative diagram,
Inv(R)
⊆−−−−→ Div(R)yα yβ
C(X,Z)
ψ−−−−→ C(EX,Z),
where the vertical maps are isomorphisms.
Proof. By Theorem 5.1, there is an isomorphism α : Inv(R) → C(X,Z), and by
Lemma 5.2 the mapping ψ : C(X,Z) → C(EX,Z) is a dense embedding, with
C(EX,Z) a complete ℓ-group. By Proposition 3.1, Div(R) is the completion of
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Inv(R), so the mapping α lifts to a (unique) isomorphism β : Div(R) → C(EX,Z)
[11, Theorem 1.1]. 
Combining the theorem with Theorem 3.7, we have the following ring-theoretic
analogue of Lemma 5.2.
Corollary 5.4. An SP-domain R with J(R) 6= 0 is a dense subring of a pseudo-
Dedekind Be´zout SP-domain S with J(S) 6= 0.
Proof. By Theorem 3.7, R is a dense subring of a pseudo-Dedekind Be´zout domain
S with Inv(S) ∼= Div(R) as ℓ-groups. By Theorem 5.3, Inv(S) is isomorphic as an ℓ-
group to C(EX,Z), where X = Max(R). Thus the result of McGovern [35, p. 1781]
discussed before Theorem 5.1 shows that S is an SP-domain with J(S) 6= 0. 
Bergman [2, Theorem 1.1] has proved that every group of the form C(X,Z), with
X a Boolean space, is a free abelian group, so from Theorems 5.1 and 5.3 we obtain
the following corollary.
Corollary 5.5. If R is an SP-domain with J(R) 6= 0, then Inv(R) and Div(R) are
free abelian groups. 
In light of the fact that a completely integrally closed domain R is pseudo-
Dedekind if and only if Inv(R) = Div(R), the group Div(R)/Inv(R) can be viewed
as a measure of how far the ring R is from being pseudo-Dedekind. We next examine
this group for SP-domains. Let n be an integer with n > 1. A group G is n-divisible
if for each g ∈ G, there exists h ∈ G such that g = nh.
Theorem 5.6. Let R be an SP-domain with J(R) 6= 0. Then Div(R)/Inv(R) is a
torsion-free group, and the following statements are equivalent.
(1) Div(R) = Inv(R) (and hence R is a pseudo-Dedekind domain).
(2) Max(R) is an extremally disconnected space.
(3) Div(R)/Inv(R) is an n-divisible group for some integer n > 1.
Proof. We first prove Div(R)/Inv(R) is torsion-free. By Theorem 5.3, to prove
that Div(R)/Inv(R) is torsion-free, it is enough to show that with ψ : C(X,Z) →
C(EX,Z), the group G = coker(ψ) is torsion-free. Let j be the continuous irre-
ducible surjection EX → X, and let f ∈ C(EX,Z). Suppose there is an integer
n > 0 such that nf ∈ Im(ψ). Then for some nonempty clopen subsets Ai of X,
i = 1, . . . , l, that form a partition of X, we can write nf =
∑l
i=1mi(χAi ◦ j). Let
k ∈ {1, . . . , l}, and let x ∈ Ak. Then there is y ∈ EX such that x = j(y). Thus
nf(y) =
l∑
i=1
mi(χAi ◦ j)(y) =
l∑
i=1
miχAi(x) = mk.
This shows that n divides mk for each k = 1, . . . , l. Therefore,
nf = n
l∑
i=1
mi
n
(χAi ◦ j) ∈ n · Im(ψ).
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Since C(EX,Z) is torsion-free, f ∈ Im(ψ), which proves that G is torsion-free.
Next, we show that (1), (2) and (3) are equivalent. Let X = Max(R). Then
ψ : C(X,Z) → C(EX,Z) is surjective if and only j : EX → X is a homeomor-
phism. (Recall that as discussed in the proof of Theorem 5.1, the space of minimal
prime ℓ-subgroups of C(Y,Z) is homeomorphic to Y for any Boolean space Y .) The
equivalence of (1) and (2) now follows from Theorem 5.3. Thus to prove the theo-
rem, it is enough to prove that G = coker(ψ) is n-divisible for some integer n > 1 if
and only if X is extremally disconnected.
If X is extremally disconnected, then G is n-divisible for every n > 1 as it is
trivial. Now suppose that G is n-divisible for some n > 1 and X is not extremally
disconnected. Then there exists a regular closed subset V of X that is not clopen.
Let C = j−1(intV ). Since j is continuous, C is a regular closed set. Since EX
is extremally disconnected, C is clopen and χC ∈ C(EX,Z). Now, since G is n-
divisible, there is f ∈ C(EX,Z) such that nf − χC = h ◦ j for some h ∈ C(X,Z).
Let V ′ = X \ V . Since V is not clopen, there exists x ∈ V ∩ V ′. The open set
h−1(h(x)) ⊆ X is a neighborhood of x, so since intV is dense in V , there exists
x1 ∈ intV such that h(x1) = h(x). Let y1 ∈ EX such that j(y1) = x1. Then
y1 ∈ j−1(x1) ⊆ j−1(intV ) ⊆ C, so that
(∗) h(x) = h(x1) = (h ◦ j)(y1) = (nf − χC)(y1) = nf(y1)− 1.
Similarly, since X \V is dense in V ′, there exists x2 ∈ X \V such that h(x2) = h(x).
Let y2 ∈ EX such that j(y2) = x2. Then y2 ∈ j−1(x2) ⊆ j−1(X \ V ). Since j is
continuous and V is regular closed, we have
C = j−1(intV ) ⊆ j−1(intV ) = j−1(V ).
If also y2 ∈ C, then y2 ∈ j−1(V ), so that j(y2) ∈ (X \ V ) ∩ V , a contradiction. We
conclude y2 6∈ C and
h(x) = h(x2) = (h ◦ j)(y2) = (nf − χC)(y2) = nf(y2).
Combining this observation with (∗), we have nf(y1) − 1 = h(x) = nf(y2), which
implies n(f(y1) − f(y2)) = 1, a contradiction to the fact that n > 1 and f(y1) −
f(y2) ∈ Z. Therefore, G is not n-divisible. 
Remark 5.7. Let X be a Boolean space. The proof of Theorem 5.6 shows that
the cokernel of the embedding C(X,Z) → C(EX,Z) is torsion-free, and it is n-
divisible for some n > 1 if and only if X is extremally disconnected. We do not
know (a) whether the cokernel G(X) of the embedding C(X,Z)→ C(EX,Z) is free,
or (b) whether there exists a Boolean space X such that G(X) is finitely generated
and nontrivial. With regards to (a), the groups C(X,Z) and C(EX,Z) are free by
the theorem of Bergman [2, Theorem 1.1] cited above.
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6. Cantor-Bendixson theory for one-dimensional Pru¨fer domains
A one-dimensional Pru¨fer domain R is a Dedekind domain if and only if every
maximal ideal of R is finitely generated. Thus if R is not Dedekind, then there exist
maximal ideals that are not finitely generated. More generally, a maximal ideal of a
one-dimensional Pru¨fer domain need not even be the radical of a finitely generated
ideal. For example, if R is an almost Dedekind domain, then it is routine to see that
a maximal ideal is finitely generated if and only if it contains a finitely generated
ideal that is not contained in any other maximal ideal of R. Following [32], we say
a maximal M of a Pru¨fer domain R is sharp if it contains a finitely generated ideal
that is not contained in any other maximal ideal; otherwise, M is dull. Thus a
maximal ideal of a one-dimensional Pru¨fer domain is sharp if and only if it is the
radical of a finitely generated ideal, and a maximal ideal of an almost Dedekind
domain is sharp if and only if it is finitely generated.
Recently, Loper and Lucas [32] have introduced the notions of sharp and dull
degrees of maximal ideals of one-dimensional Pru¨fer domains as a measure of how
far a maximal ideal is from being sharp. In this section we recast their theory in
topological terms and use Cantor-Bendixson theory to shed additional light on the
sharp and dull degrees of maximal ideals. We show in particular that the sharp and
dull degrees of one-dimensional Pru¨fer domains are topological invariants of their
maximal spectra when viewed with the inverse topology. (When also the Pru¨fer do-
main has nonzero Jacobson radical, this topology coincides with the Zariski topology
on Max(R).) This allows us to prove existence results for almost Dedekind domains
of various sharp and dull degrees. These results give a different approach, as well
as extend, similar existence theorems due to Loper and Lucas. In our context these
existence results reduce to quick consequences of well-known facts about Boolean
spaces.
Loper and Lucas’ definition of sharp and dull degree is motivated by a characteri-
zation of sharp maximal ideals: A maximal idealM of a Pru¨fer domain R is sharp if
and only if
⋂
N 6=M RN 6⊆ RM , where N ranges over the maximal ideals of R distinct
from M [19, Corollary 2.]; i.e., M is sharp if and only if RM is irredundant in the
representation of R as the intersection of its localizations at maximal ideals. While
RM may not be irredundant in this representation, it could be irredundant in repre-
sentations of overrings of R, and it is this observation that provides the motivation
for Loper and Lucas’ definition of sharp and dull degrees of a one-dimensional Pru¨fer
domain. (Alternatively, while M may not be sharp in R, it can extend to a sharp
maximal ideal of an overring of R.) We extend their definition using transfinite
induction to permit infinite degree also.
Definition 6.1. Let R be a Pru¨fer domain. Denote by M#(R) the set of sharp
maximal ideals of R and by M†(R) the set of dull maximal ideals of R. Define
R0 = R. For each ordinal number α, define Rα+1 =
⋂
M∈M†(Rα)
RM , and for each
limit ordinal number λ, define Rλ =
⋃
α<λRα.
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(1) The ring R has sharp degree α if Rα+1 is the quotient field F of R and Rα 6=
Rα+1; equivalently, R has sharp degree α if M†(Rα) = ∅ and M†(Rβ) 6= ∅
for all β < α. We say R has a sharp degree if R has sharp degree α for some
α.
(2) The ring R has dull degree α if Rα = Rα+1 6= F and Rβ 6= Rα for all β < α.
In this case, we say R has a dull degree.
Our main result of this section, Theorem 6.6, connects sharp and dull degrees
with the Cantor-Bendixson rank of the topological space Max(R) endowed with the
inverse topology. We recall this topology.
Definition 6.2. Let R be a ring. We denote by Max−1(R) the topological space
whose underlying set is Max(R) and which has a basis of open sets of the form {M ∈
Max(R) : r1, . . . , rn ∈ M}, where r1, . . . , rn ∈ R; equivalently, the quasicompact
open subsets of the space Max(R) (with respect to the Zariski topology) form a
basis of closed of sets for Max−1(R). This topology on Max−1(R) is the inverse
topology.
Lemma 6.3. Let R be a one-dimensional Pru¨fer domain.
(1) Let X be a subspace of Max−1(R). Then M is a limit point for X if and only
if every finitely generated ideal of R contained in M is contained in another
maximal ideal in X.
(2) A maximal ideal M of R is sharp if and only if M is an isolated point in
Max−1(R); M is dull if and only if M is a limit point in Max−1(R).
(3) If I is a nonzero proper ideal of R, then the Zariski and inverse topologies
on Spec(R/I) coincide.
(4) The Zariski and inverse topologies on Max(R) coincide if and only if J(R) 6=
0.
Proof. (1) Suppose there is a finitely generated ideal I of R contained in M but
in no other maximal ideal in X. Then {M} = {N ∈ X ∪ {M} : I ⊆ N} is
open in X ∪ {M}, so M is an isolated point in X ∪ {M}. Conversely, if M is an
isolated point in X ∪ {M}, then there is a finitely generated ideal J of R such that
{M} = {N ∈ X ∪ {M} : J ⊆ N}.
(2) This follows from (1).
(3) Without loss of generality we assume that I is a radical ideal of R. For each
ideal K of R, let VI(K) = {P ∈ Spec(R) : I+K ⊆ P} and UI(K) = {P ∈ Spec(R) :
I ⊆ P and K 6⊆ P}. To prove (3), it suffices to show that for each finitely generated
ideal J of R, there is a finitely generated ideal K of R such that VI(J) = UI(K).
Let J be a finitely generated ideal of R. Since I is a nonzero radical ideal and
R/I has Krull dimension 0, R/I is a von Neumann regular ring. Thus (J + I)/I
is a summand of R/I, so that there exists an ideal L of R containing I such that
(J + I) ∩ L = I and J + L = R. This implies there is a finitely generated ideal
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K ⊆ L such that J ∩ K ⊆ I and J + K = R. Therefore, VI(J) = UI(K), which
proves the claim.
(4) Suppose that the Zariski and inverse topologies on Max(R) coincide. Note
that Max(R) is compact with respect to the Zariski topology. Therefore, Max−1(R)
is compact. Since Max(R) =
⋃
a∈R\{0}{M ∈ Max(R) : a ∈ M}, we infer that
Max(R) =
⋃
a∈E{M ∈ Max(R) : a ∈ M} for some finite nonempty E ⊆ R \ {0}.
Observe that 0 6=∏a∈E a ∈ J(R).
To prove the converse, suppose that J(R) 6= 0. By (3) it follows that the Zariski
and inverse topologies on Spec(R/J(R)) coincide, and hence the Zariski and inverse
topologies on Max(R) coincide. 
Definition 6.4. Let X be a topological space. Define X0 = X, and for each ordinal
number α let Xα+1 denote the set of limit points of Xα. For each limit ordinal λ, let
Xλ =
⋂
α<λX
α. The closed set Xα of X is the α-th Cantor-Bendixson derivative
of X. The Cantor-Bendixson rank of X, rk(X), is the smallest ordinal number α for
which Xα = Xα+1. The topological space X is scattered if Xrk(X) = ∅ (equivalently,
every nonempty subspace of X contains an isolated point).
By Lemma 6.3(2), if X = Max−1(R), the set X1 of limit points of X is M†(R).
Consequently, R1 =
⋂
M∈X1 RM . We extend this to all ordinals in the next lemma.
To do so, we recall that if R is a one-dimensional Pru¨fer domain and S is a ring
between R and its quotient field such that S is not a field, then S is also a one-
dimensional Pru¨fer domain with Max(S) = {MS : M ∈ Max(R),MS 6= S} [18,
Theorem 1].
Lemma 6.5. Let R be a one-dimensional Pru¨fer domain with quotient field F , let
X = Max−1(R) and let α be an ordinal number. Then
(1) Max(Rα) \ {0} = {MRα :M ∈ Xα},
(2) Xα = {M ∈ X :MRα 6= Rα}, and
(3) Rα =
⋂
M∈Xα RM .
Thus if β is an ordinal, Xα = Xβ if and only if Rα = Rβ.
Proof. (1) The proof is by transfinite induction. Suppose (1) holds for an ordinal α.
Let N ∈ Max(Rα+1) \ {0}. Then, as discussed before the lemma, N = MRα+1 for
some maximal idealM of R. ThusMRα 6= Rα, and soMRα ∈ Max(Rα)\{0}, which
by the induction hypothesis implies M ∈ Xα. Moreover, since the maximal ideal
MRα+1 of Rα+1 is extended from a maximal ideal of Rα, MRα is necessarily dull in
Rα [32, Lemma 2.1]. Therefore, every finitely generated ideal of R that is contained
inM is contained in some other maximal ideal of Rα. Since Max(Rα)\{0} = {LRα :
L ∈ Xα}, every finitely generated ideal of R that is contained in M is contained in
some other maximal ideal in Xα. By Lemma 6.3(1), M is a limit point in Xα, so
that M ∈ Xα+1. This shows that Max(Rα+1) \ {0} ⊆ {MRα :M ∈ Xα+1}.
Conversely, suppose M ∈ Xα+1. Then M ∈ Xα, so since (1) holds for α, MRα
is a maximal ideal of Rα. Since M is a limit point in X
α, Lemma 6.3(1) implies
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that every finitely generated ideal of R contained in M is contained in some other
maximal ideal in Xα. Let I = (x1, . . . , xn)Rα be a finitely generated ideal of Rα
contained in MRα, and let J = (x1, . . . , xn)R ∩ R. Then J is a finitely generated
ideal of R [16, Exercise 1.1, p. 95] and I = JRα [16, Claim (A), p. 95]. Since J is
contained in M , J is contained in some other maximal ideal in Xα. Since (1) holds
for α, it follows that I = JRα is contained in some other maximal ideal in Max(Rα).
Therefore, MRα is a dull maximal ideal of Rα, so that MRα+1 6= Rα+1 and hence
MRα+1 ∈ Max(Rα+1)\{0}. This proves Max(Rα+1)\{0} = {MRα+1 :M ∈ Xα+1},
which verifies (1) for α+ 1.
Next, suppose that λ is a limit ordinal and (1) holds for every α < λ. Let M
be a maximal ideal of R. Then MRλ 6= Rλ if and only if MRα 6= Rα for each
α < λ, if and only if (by (1)) M ∈ ⋂α<λXα, if and only if M ∈ Xλ. Therefore,
Max(Rλ) \ {0} = {MRλ : M ∈ Max(R),MRλ 6= Rλ} = {MRλ : M ∈ Xλ}. This
completes the induction and the proof of (1).
(2) If M ∈ Xα, then, by (1), MRα 6= Rα. Conversely, if M ∈ Max(R) and
MRα 6= Rα, then, as discussed before the lemma, MRα is a maximal ideal of Rα
and hence by (1), M ∈ Xα.
(3) This follows from (1).
The final assertion follows from (2) and (3). 
Theorem 6.6. Let R be a one-dimensional Pru¨fer domain, let X = Max−1(R) and
let α be an ordinal number.
(1) The ring R has sharp degree α if and only if rk(X) = α+ 1 and Xα+1 = ∅.
Thus if R has a sharp degree, then X is a scattered space.
(2) If X is a scattered space and J(R) 6= 0, then R has a sharp degree.
(3) The ring R has dull degree α if and only if rk(X) = α and Xα 6= ∅. Thus R
has a dull degree if and only if X is not a scattered space.
Proof. (1) Suppose that R has sharp degree α. Then Rα ( Rα+1 = F , so that by
Lemma 6.5, Xα+1 ( Xα and Xα+1 = ∅. Hence X is scattered and rk(X) = α + 1.
Conversely, if Xα+1 = ∅ and rk(X) = α + 1, then Lemma 6.5 implies that Rα (
Rα+1 = F , and hence R has sharp degree α.
(2) Suppose X is scattered and J(R) 6= 0, and let α be the smallest ordinal such
that Xα = ∅. It follows from Lemma 6.3(4) that X is compact. If α is a limit
ordinal, then
⋂
β<αX
β = ∅, contrary to the fact that X is compact and the Xβ are
nonempty. Therefore, α is a successor ordinal, say α = β+, and rk(X) = α = β + 1
with Xβ+1 = ∅. Thus R has sharp degree β.
(3) Suppose that R has dull degree α. Then Rα = Rα+1 6= F and Rβ ( Rα for
all β < α. Thus, by Lemma 6.5, ∅ 6= Xα+1 = Xα ( Xβ for all β < α. Therefore,
rk(X) = α. Conversely, suppose that rk(X) = α and Xα 6= ∅. By Lemma 6.5, for
each β < α, Rβ ( Rα = Rα+1 6= F . Thus R has dull degree α. The last statement
follows from the first. 
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Combining Theorem 6.6 with results from [25], we see in the next corollary that
the ideals of almost Dedekind domains possessing a sharp degree can be decomposed
as a irredundant intersections of powers of maximal ideals.
Corollary 6.7. Let R be an almost Dedekind domain that is not a field. If R has
a sharp degree, then every nonzero proper ideal of R has a unique representation as
an irredundant intersection of powers of distinct maximal ideals.
Proof. Suppose that R is an almost Dedekind domain with sharp degree α for some
ordinal α. By Theorem 6.6, Max−1(R) is scattered, and hence so is Max−1(R/I) for
every nonzero ideal I of R. Since Lemma 6.3(3) implies that the Zariski and inverse
topologies agree on Max(R/I), we have that Max(R/I) is scattered. It follows now
from [25, Corollary 3.9] that every nonzero proper ideal of R can be represented
uniquely as an irredundant intersection of completely irreducible ideals. 
Corollary 6.8. If R is a one-dimensional Pru¨fer domain such that J(R) 6= 0 and
X = Max−1(R) is countable, then there is a countable ordinal α such that R has
sharp degree α and Xα is finite.
Proof. Let X = Max−1(R). Since the space X is countable, compact and Hausdorff,
rk(X) is a countable successor ordinal α + 1 such that Xα is finite and Xα+1 = ∅
[34, p. 18]. By Theorem 6.6, R has sharp degree α. 
Corollary 6.9. If a one-dimensional Pru¨fer domain R with J(R) 6= 0 has a dull
degree, then Max(R) is an uncountable set.
Proof. If Max(R) is countable, then, by Corollary 6.8, R has a sharp degree, in
which case R does not have dull degree. 
In the next corollary we recover Loper and Lucas’ existence results for almost
Dedekind domains with specified sharp degrees (see [32, Section 3]). In their case
they restrict to finite sharp degrees; in ours, we allow sharp degrees of any ordinal.
Corollary 6.10. Every ordinal number occurs as the sharp degree of an SP-domain.
Proof. Note that every Dedekind domain that is not a field is an SP-domain that
has sharp degree 0. Let α be a nonzero ordinal number, and let ω denote the first
infinite ordinal. The ordinal space (hence scattered space) X = ωα + 1 satisfies
rk(X) = α + 1 by [3, Theorem 2.6(1)]. Since ωα + 1 is a successor ordinal, the
ordinal space X is compact. Thus X is a Boolean space, and by [38, Section 3]
there exists an SP-domain R with J(R) 6= 0 such that Max(R) is homeomorphic to
X. Therefore, the corollary follows from Theorem 6.6(1). 
By restricting to countable ordinals, we are also able to prescribe the size of the
maximal spectrum of the penultimate ring in the sequence of the Rα’s.
Corollary 6.11. For every countable ordinal α and finite positive integer n, there
exists an SP-domain R of sharp degree α such that J(R) 6= 0, Max(R) is countable
and |Max(Rα)| = n.
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Proof. Let ω denote the first infinite ordinal. The ordinal space X = ωα · n + 1
is then a countable compact Hausdorff space for which Xα has n elements and
Xα+1 = ∅ [34]. Every ordinal space is totally disconnected and Hausdorff, and since
the ordinal ωα · n + 1 is a successor ordinal, X is compact. Thus X is a Boolean
space and the proof now finishes just as the proof of Corollary 6.10. 
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