6. Absorbed Dose in a Phantom Irradiated with an Electron Beam 6.1 General Each radiotherapy department must have absorbed dose distributions in water available for each beam quality to be used. Standardized reference absorbeddose distrihntions for a given energy can generally not be used as extensively with electrons as with photon beams, because the shape of electron beam isodose curves can vary considerably between different treatment units. The dose distributions depend on several factors such as the quality of the initial electron beam when it meets the accelerator window and the scattering . and energy degradation in window, foils, transmission chambers, air, etc. These factors may also differ for accelerators of the same type and manufacturer and, therefore, a complete set of absorbed -dose distributions should be measured for each accelerator. All the data supplied by the manufacturer of the accelerator must be checked to confirm their applicability. This usually involves carrying out extensive measurements and must be done with great care. The number of absorbed-dose distributions needed for radiation treatments is often large because several combinations of nominal energies, field sizes, scattering foils, etc. may be used. Therefore, much emphasis must be given to rapid methods of absorbed-dose distribution determinations. 6.2 Phantoms
Standard Phantom
Water is recommended as the standard medium for absorbed-dose measurements because the absorbeddose distributions in water and human soft tissue are very similar for electron beam irradiations. Furthermore, the constant chemical composition and density of water present a great advantage. However, slabs of solid material are more easily handled. Furthermore, they are more convenient than water for measurements at small depths. When a material other than water is used, it is recommended that the solid phantom data be converted into "in-water data" (Section 6.2.2).
The size of the phantom used should be larger than the field size so that none of the primary electrons can leave it laterally. The standard size recommended is, as for photon beams, a 30-cm cube. Such a phantom is cOl1venient for any energy ui::leu anu fur IIlU8L uf the clinical situations ( Fig. 6.1) . For low energies, shallower phantoms may be used; a total depth 5 cm greater than the practica 1 rangp. is adequate.
Material Equivalence
The condition for two phantom materials to be considered as exactly equivalent is that the following three 96 physical quantities should be identical for the whole electron energy range under consideration: linear collision stopping power, s.eo}, linear radiative stopping power, S rad, and linear scattering power, T. These quantities can be obtained from Tables 2.2a. 2.4. and 2.6, respectively. Table 6 .1 gives the ratios of these values to those for water for various phantom materials and the values given may be used as figures of merit in the choice of water equivalent phantom materials. Any material used as a phantom material for photon beams can also be used for electrons.
It is often necessary to convert absorbed-dose distribution data determined in one material into data for a different material, e.g., plastic to water. The scaling law (Section 2.8.3) can be used for this purpose. However, a simplified procedure is often desirable and may be used when the mean atomic numbers, Z (see Section 2.8.3), of the materials are similar. The linear continuous-slowing-down range, ro/ p (ro is the csda range in units of mass per area) is a convenient scaling factor.
The ratios (rol P)m/(rol p)w, evaluated from Table 2 .5,.
art:l, Lhert:lfoft:l, included in Tabit:l 6.1. As csda ranges are calculated by integrating the reciprocal of the linear total stopping power, they should be identical for two materials if the linear total stopping powers are identical ,for the two materials for all energies between Eo and O.
As the linear total stopping powers of two different materials never are strictly identical for every energy, the linear csda range allows the scaling of depths by means of an "average" linear total stopping power' value.
Assuming the linear depths zw(P) and zm(P) along the central axis, corresponding to a certain percentage absorbed dose P in water (w) and in medium (m), are proportional to the csda ranges in the two materials; then (6.1) When this ratio is known, the depth of the percentage dose P in water, zw(P), can be calculated from measurements oithe depth, zm(P), of the same percentage dose P in medium m. Equation 6.1 was shown by Mattsson et al. (1981) to be a fairly good approximation for some commonly-used materials (graphite, polystyrene, A-150 plastic, and PMMA) in the energy range (Eo) from about 5 Me V to at least 30 MeV, but a relatively large difference was ~obtained with aluminum below 10 MeV. This is also to be expected from the more general scaling law in Section 2.8.3 because ~is very different for water and aluminum, when ris fixed. When a plane-parallel ionization chamber was used to measure the radiation at the --30cm---'
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Fig. 6.1. The standard water phantom for absorbed dose determination. In this example, the use of a thimble ionization chamber for absorbed dose determination at the reference point in the phantom is shown. The effective point of measurement of the chamber should be placed at the reference point in the phantom (Section 6.3).
maximum of the depth-ionization in water and in the four materials mentioned above, the results were identical to within 1%. The "relative depth versus ionization curves" for depths beyond the dose maximum region for these four materials, recalculated using Eq. 6.1, were displaced less than 1 mm from the curves measured in water.
In a divergent beam, a correction factor should be applied for the relative influence of the inverse square 6.2 Phantoms... 97 law in the two media. It can be neglected when the difference in depths for a given percentage absorbed dose is small, i.e., for nearly water-equivalent materials or for low electron energies where the depths are always small compared with the distance to the source.
The scaling factor in the direction perpendicular to the beam axis could, in the first approximation, also be taken from Eq. 6.1, even thongh mOl'e aCClll'ate scaling is obtained by using the method described in Section '2.8.3 (see Fig. 2.22 ). However, problems due to lack of lateral scattering equilibrium, particularly for small fields in low density materials, should be kept in mind. The approximation represented by Eq. 6.1 is significantly better than assuming that the right hand side of Eq. 6.1 is the reciprocal of the mass densities of the two materials.
6:2.3 Reference Plane and Reference Point
The reference plane is a plane perpendicular to the beam (reference) axis at a specified depth. The inter-,section between the reference plane and the beam axis is the reference point. Its depth must be large enough to minimize any possible influence from low-energy electrons scattered into the phantom from air at large angles of incidence or scattered from machine accessories, especially the collimator device. At the same time, in order to increase the accuracy of dose measurements at the reference point, the reference point should be located in a region with a small dose gradient. The depth of the maximum absorbed dose, R 100, along the beam axis for a 10 cm X 10 cm field is recommended as the depth of the reference plane, except when this maximum absorbed dose occurs at an un- usually small depth for the energy concerned. In such cases, the depth of the reference plane should be taken as the value given in Table 6 .2. The same reference depth should be used for all field sizes for a given energy.
6.3 Absorbed Dose at the Reference Point
General
The absorbed dose per dose monitor scale division at a point of interest in a water phantom is often determined in a two-step procedure when a medical accelerator beam is "calibrated". First, after the reference point hR~ bp.p.n np.tp.rminp.n. the Rh~orhed dose per monitor scale division at the reference point is measured for the field sizes to be used in radiotherapy. In the second step, absorbed -dose distributions, which include the reference point, are measured (sometimes with a different dosimeter system which only gives relative absorbed dose values). Of special interest is the absorbed dose maximum along the reference axis in a water phantom (see Section 6.4.1) because the accelerator dose monitor generally should he calibrated to give the absorbed dose to water at this point. If the reference depth and the depth of maximum absorbed dose differ, then the ratio of the dose at the maximum to that at the reference point must be determined.
The choice of the dosimeter system to be used in the determination of absorbed dose to water at the reference 6.3 Absorbed Dose at the Reference Point • • • 99 point is often based on local convenience. However, in all procedures it is recommended that the calibration factor of at least one of the dosimeter instruments in use, generally an ionization chamber, should be traceable to a calibration at a national standards laboratory. It is also recommended that at least the initial calibration of a medical accelerator be performed with two independent dosimeter systems because stray radiation, microwave fields and other factors may cause large unexpected errors. One of the dosimeters should be of the integrating type, such as the ferrous sulphate dosimeter which is unaffected by electromagnetic fields.
Determination of Absorbed Dose
Ionization chambers are most often used for the absorbed dose measurements at the reference point. The ionization chamber is the only device which is calibrated by all national standards laboratories. In spite of its widespread use for many years, there may be large uncertainties in the absorbed dose measurements unless all of the different steps in the measurement procedures are carried out with great care. The numerical data and the theoretical background necessary for the measure· ments are discussed at several places in this report (in Sections 2, 3,4, and 5); a summary is given here. However, other types of dosimeters may be used in measurements at the reference point, often as a check (see Section 6.3.1), and the main part of the procedure described here for the ionization chamber could also be followed with these other dosimeters.
6.3.2.1 Electron Energy. Certain input parameters are needed in order to choose the Sw,air and Pw,air values to be used in absorbed dose calculations. Suitable parameters are either (a) the mean energy at the phantom surface, together with the depth of the reference point in water, or (b) the mean energy of the electrons at the reference point in water.
Mean Energy at the Phantom Surface. Eo can be determined from Eq. 3.22, i.e., from measurements of R 50 • R50 must be determined from relative depth vs. absorbed-dose curves for large field sizes and an infinite SSD. If R50 is determined from a relative "depth ionization curve" with SSD = 1 meter, then Eo would be underestimated by approximately 0.5 Me V at Eo = 20 MeV and by 3 MeV at Eo = 35 MeV (NACP, 1980) . This method could be used for beams from most therapy accelerators, but will, generally, underestimate Sw,air at the reference depth for beams having a large energy spread-in extreme cases up to 2 or 3% (Johansson and Svensson, 1982) . Such beams are produced by accelerators having a flattening system and collimating system of poor design. A simple test to analyze the beam in this respect is to determine the dose gradient (see Section 6.4.3.1). At large depth, for such beams, Sw,air may, instead, be overestimated (see Section 6.4.2).
Eo can also be estimated from a measurement of Rp. Equation 3.19 gives the relationship between the most probable energy at the phantom surface, Ep,o and Rp.
Using Eqs. 3.11 and 3.12, Eo is obtained from Eo ~ Ep,o -~LlErad where ~LlErad is the total radiation loss in materials in the electron beam such as the accelerator tube window, scattering foils, transmission chambers and air. The equation holds if Ep,i ~ Ei which is an adequate approximation when the energy spread is small and Eo is to be determined for use in dosimetry (see Fig. 
3.13).
LlErad for each material in the beam can be approximated for low energy electrons by the product of the thickness of the material and its radiative stopping power (Table 2 .4). ZLlErad is generally only a fraction of one Me V at 10 Me V, but increases to several Me V at 40 Me V when scattering foils of larger thicknesses are in use.
Eo may also be determined from nuclear reaction or Cerenkov threshold measurements (see Sections 3.3.2.1 and 3.3.2.2, respectively). The energy parameter obtained generally differs from Eo, but it should be possible to calculate Eo if the beam geometry, including thicknesses of scattering fons, sources of generation of bremsstrahlung that.give rise tophotonuclear reactions, etc., is well known.
Depth of Reference Point in Water. The depth of the reference point should be determined from central-axis depth-dose curves measured for a field size of 10 cm X 10 cm in a water phantom.
Mean Energy of the Electrons at the Reference Point in Water. Ez can be calculated from Eq. 2~28. Equations 2.25 or 2.26 may also be used because Ez ~ Ep,z at the reference depth (see Fig. 2 .4), thus providing an adequate estimate for use in dosimetry. 6.3.2.2 Irradiation Geometry. The set-up used for the absorbed-dose-det.ermination at the reference point using an ionization chamber is shown in Fig. 6 .1. When . horizontal beams are used, the entrance wall of the water phantom should be made of low atomic number materials like PMMA or polystyrene. Its thickness is not critical, but it is convenient to use about 0.5 mm, which is thin enough so that the difference from water can be disregarded (see Section 6.2.2), and yet has sufficient mechanical strength. The ionization chamber should be protected during the measurements with a waterproof sleeve or be placed in a PMMA tube with walls of 1 m~ or less.
A solid medium has some practical advantages, especially at low electron energies, when the reference point is situated at a depth equal to or smaller tnan 1 cm. A plastic block may be used for calibration if a recalculation, giving absorbed dose to water, is carried out according to the method described in 6.2.2. The block should be sufficiently large so that the reference point receives a full contribution from scattered radiation. 6.3.2.3 Ionization Chamber Measurements. The chamber should have properties which ensure that there is only a small uncertainty in the determination of the conversion factor, ND, in a photon beam (see Eq. 5.15 ) and that it is suitable for measurements in an electron beam.
Suitable properties for chambers to be calibrated in a cobalt-60 gamma-ray beam are discussed in Section 5.4.3 and the various ways of deriving the factor N D from a known expmmrA rAt.A in frAA Air, kerma rate in free air, or absorbed dose rate in water are discussed in Section 5.4.5. Numerical values for the correction factor k m are given in Table 5 .7 for chambers made of airequivalent material, graphite and tissue-equivalent material calibrated with build-up caps of the same material.
The effective point of measurement, P eff, of the chamber should be placed at the reference point when measurements are to be carried out in the electron beam. The effective point of measurement can be taken as 0.5 r (r is the radius of the air cavity) in front of the chamber center with cylindrical chambers, and as the front surface of the air cavity in a plane-parallel chamber (Section 4.2.1.1).
The absorbed dose to water, Dw(P eff) , at the effective point of measurement in a homogeneous water phantom, can be determined using a calibrated field instrument and applying Eqs. 4.2 and 5.17, i.e., Dw(Peff) = NDMEsw,airPw,air (6.2)
where Sw,air is the water to air stopping-power ratio. It is shown in Section 4.3 that, for practical purposes, the same value can be used for chamber walls of waterequivalent material, thin graphite or air-equivalent material, or thin plastic with an inner lining of graphite or air-equivalent material. The perturbation correction factor, Pw,air, is discussed in Section 4.2.1 and experimental data for cylindrical chambers, valid at the reference depth in 5-to 25-MeV electron beams, are given in Table 6 .4.
Absorbed Dose on the Reference Axis • •• 101
A plane-parallel chamber ought to be used below about Ez = 10 MeV as these can be constructed to give negligible perturbation corrections. The reading, M, to be used, should be the mean value obtained with positive and negative polarity. The plane-parallel chamber may, for convenience, be used in a solid "water-equivalent" phantom (see above). Above about 10 MeV, it is convenient to use a cylindrical chamber because it is simple, robust and may be used with a water-tight sleeve in a water phantom. Its polarity effect should be negligible, but the perturbation correction-factor may be several percent for Ez ~ 10 MeV. 6.4 Absorbed Dose on the Reference Axis 6.4.1 General
The reference axis (or t.he hARm Axis) is nefinAn RS the. line passing through the center of the effective radiation source or the virtual point source and the center of the radiation field (for circular or rectangular fields). Standardized, reference-axis depth vs. absorbed -dose data for a given energy, or even for a given accelerator type, can generally not be used (see Section 6.1). It is, however, often of interest to compare dose distributions for various accelerators. Such comparisons require careful absorbed dose measurements (see Section 6.4.2), the quality parameters of the beam must be specified and used in a consistent way (see Section 3.3.1.3), and, finally, certain characteristics of the absorbed dose distribution of special importance for therapy must be specified and compared (see Section 6.4.3).
Absorbed Dose Determination
Depth vs. absorbed-dose data should refer to the distribution in a large water phantom (Section 6.2.1). The measurement procedure is very much a matter of choice, convenience and available techniques; dosimeters which may be used are described in Section 5, e.g., ionization chambers, ferrous sulphate dosimeters, liquid ionization chambers, and solid state dosimeters. However, the use of uncorrected relative "depth-ionization curves" or "depth-film density curves" instead of true depth vs. absorbed-dose curves is discouraged.
If an ionization chamber is used for the measurements, it is necessary to correct for the variation of the stopping-power ratio. Sw,air. with depth. The ionization chamber must be placed with its effective point of measurement at the depth of interest. Values of Sw,air can be found in Table 6 .3; Eo may serve as input data -(see Section 6.3.2). Because Table 6 .3 was computed for monoenergetic'beams, this procedure may give a large uncertainty for a beam of large energy spread, particularly at depths larger than R50, as some of the incident electrons will have a practical range considerably larger The values may also be used for electrons which have an energy spread at the phantom surface. In this case, the mean energy at the phantom surface, Eo. and the depth of the effective point of measurement are the best input data. However, for a beam with a very large energy spread this procedure gives a large uncertainty at depths larger than about Roo and a particular procedure, described in Section 6.4.2, can be used.
than for a monoenergetic beam with the same Eo. In this case, the practical range, R p , determined for a large field size as described in Section 3.3.2.3. may be used as input data to Fig. 4 .11).
This should be sufficiently accurate in most cases because a larger uncertainty is acceptable in most applications for absorbed dose levels smaller than 50%~ After further correction for perturbation (Pw,air) and recombination losses, which also vary with the depth and mean energy. relative absorbed-dose curves can be determined.
A less accurate dosimeter system may also be used for central-axis depth vs. absorbed-dose measurements, e.g., film in a solid phantom. However, such curves should be checked at selected energies and field sizes against a more accurate system in order to evaluate the relative absorbed dose va. depth curve in 0. large water phantom. A number of parameters may influence the sensitivity of such an alternative detector system implying that a variety of beam qualities should be used in testing the procedure. Examples of such parameters are: (1978) . The difference from unity increases linearly with the radius; values for any other radii between 1.5 and 3.5mmmay thus also be determined from the table. The experimental values were obtained iIiPMMA rather than water but, as indicated inSection 4.2.1.2, they may be used also for water.
(i) energy distribution of the electron beam (ii) angular distribution of the electron beam (iii)· absorbed dose rate Hv}charge deposition distribution.
Characteristics of the DeDth-Dose Curve
Some. parameters· which are useful In describingthe berunaxis depthvs. absorbed-dose curves are shown in The absorbed-dose level related to the therapeutic range has been a matter of discussion (DIN, 1976; ICRU, 1976; ICRU, 1978) . The general opinion is that dose, but will also increase the absorbed dose beyond the target volume. The choice of relative-dose level, t,
by various departments may differ because this choice should be influenced by the shape of dose distributions from the particular accelerator(s) in use. Thus, with beams having a large dose gradient (definition below), a very uniform dose distribution may be achievable, i.e., it may be possible to use a high dose level for R t without substantia~ irradiation of regions beyond the therapeutic range, as illustrated in Fig. 6 .3. It can be seen that with a dose gradient of G = 2.7, an increase in energy, Ep,o, from 23 MeV (curve AI) to only 25 MeV (curve A2)
is sufficient to increase the relative dose from 80% to 90% for a therapeutic range of 8 em. The corresponding increase with G = 1.5 would be from 36 MeV (curve BI) to nearly 50 MeV (curve B2), Evidently, a higher ther.; apeutic dose level may be chosen with a beam of high dose gradient, resulting in better dose uniformity over the target volume. However, it is generally agreed that the absorbed dose level of the therapeutic range should be between 80 and 90%, so 85% (R t = RS5) has been chosen flS a typical value to be used in Figs. 6.2, 6.1, and 6.5. The skin absorbed dose is often lower than 85%, but the depth of R~5 is never more R~5 than I cm in clinical The, absorbed dose at small depths is of interest because of the radiation sensitivity of the layers of tissue just below the epidermis. The entrance dose, defined as the absorbed dose determined by extrapolation to zero phantom thickness, is sometimes stated. Forwardprojected, low-energy secondary electrons below about 0.1 Me V generated in the surface layer of the phantom 6.4 Absorbed Dose on the Reference Axis • •• 105 are the main reason for the rapid absorbed dose buildup very close to the surface. The extrapolation will be uncertain, because the range of these electrons in water is less than 0.2 mm, i.e., less than the thickness of most detectors, and as interface problems between the phantom and detector are particularly difficult to handle for depths smaller than this range (see Section 4.3.2). Therefore, the relative entrance or skin absorbed dose is defined as the ratio of absorbed dose at 0.5 mm to the maximum absorbed dose along the reference axis (= Ds/Dm). Accurate measurements of absorbed dose are fairly readily obtained at a depth of 0.5 mm and the values so obtained are, for present purposes, an adequate approximation to the absorbed dose just below the epidermis (Svensson and Hettinger, 1967; Rulten and Svensson, 1975; Bertilsson, 1975) .
The relative photon background, is Dx/Dm where Dx is the absorbed dose value of background and Dm is the absorbed dose maximum. The photons are either present as a contamination of the incident electron beam or generated in the irradiated medium itself.
The rapid faU-off of the depth vs. absorbed~dose distribution beyond the therapeutic range means that the absorbed dose to the organs behind the target volume may receive considerably less radiation than the target volume.
A normalized absorbed dose gradient Svensson, 1976a Svensson, , 1979 . It can be detenllined from G = Rp/(Rp:-Rq), where Rp is the practical range and Rq is the depth where the tangent at the steepest point (the inflection point) intefReciR thA nORe level nm (Fig.   6 .2). Alternatively, the ratio RaolRp may be used as a measure of fall-off (see Benedetti, 1973) . The dose gradient has a very small energy dependence for broad, monoenergetic, plane-parallel beams and is, therefore, a useful quantitative indicator for comparison of the shape of the depth-dose curves from different treatment units. 6.4.3.1, Dependence on Energy and Angular Spread. As an illustration of the general trend, the depths RlOO• Rss. Rso. and Rp as a function of energy. determined from Monte Carlo calculations of depth versus absorbed -dose distributions for broad monoenergetic beams perpendicularly incident on a water phantom (Berger and Seltzer, 1969a) , are given in Fig.  6.4 . These ranges are also recalculated, with the inverse square correction, to a source-to-skin distance (SSD) of 1 m t in order to make comparisons with therapy beams possible are also shown. At this SSD, the RlOO increases in proportion with energy up to an energy of about 20 Me V, has a broad maximum at about 25 Me V, and then decreases at higher energies, while R85 has a Thelower two curves are theoretical data and the cross-hatched area encloses the various measured data (adapted from Brahme and Svensson, 1976a and 1980). proportional increase to about 25 Me V and a maximum value above 40 MeV. Figure 6 .5 shows the range of RS5 and RS5 determined experimentally from operating accelerators, compared to the theoretical values given in Fig. 6.4 . The theoretical and experimental curves differ principally because of the spread in energy and direction of the electron beams incident on the phantom surface (see Section 3). The most probable energy E p,D associated with the maximum value of the experimentally determined RS5 can be regarded as the maximum useful electron energy if it is assumed that the treatment is carried out with a single fixed electron beam directed at the target volume (Brahme and Svensson, 1979) . The maximum useful energy varies in the range 25-45 Me V for different accelerator facilities. Flattening systems using dual scattering foils made of high atomic number materials, or a scanned beam in combination with a well-designed collimating system, will increase the maximum useful energy (Section 3.2)-they correspond to the upper part of the cross hatched area in Fig. 6 .5. Thick scattering foils and poor collimation may lead to a decrease in R85 of several centimeters.
The absorbed dose build-up and, therefore, also the relative entrance absorbed dose, Ds/Dm, depend mainly on two different processes, namely, the build-up of the fluence of secondary electrons and the increased obliquity of primary electrons with penetration depth. The former process is almost energy indepenq.ent (Berger and Seltzer, 1969a) , while the latter decreases with energy (see Eq. 2.42). As a consequence, Ds/Dm increases with energy for a broad monoenergetic and monodirectional beam (see Fig. 6 .6).·The Ds/Dm values for most broad therapy beams are higher than the , 1976a and 1980) . computed values because the secondary electron build-up takes place to some extent in materials in front of the phantom surface (air, transmission monitors, etc.) and because the primary electrons may already have a distribution in angle and energy at the phantom surface, giving a smaller increase of primary electron fluence with depth (Section 2.8). Collimators of low atomic number materials are often responsible for a large spread in both energy and angle of electrons at the phantom surface (see Section 3.2.3). In most therapy beams, the contaminating x rays from the accelerator have a very small influence on the absorbed dose build-up except at high energies when a thick scattering foil is used. When this is the case, the surface dose may be lower than that theoretically expected (see Fig.  6 .6). The relative absorbed dose from photon background, Dx/Dm, for monoenergetic electrons incident on a water phantom increases with energy and is about 0.06 at 50
MeV (Figs. 6.7 and 2.21; Seltzer et aZ., 1978). The absorbed dose from contaminating x rays generated in foils and other materials in the beam will also increase with energy and, in some therapy accelerator facilities, may be of the same order or larger than the contribution from the phantom. The contamination in some machines may be dependent on the operating conditions of the accelerator and must, therefore, be measured Brahme and Svensson. 1976a and 1980 .) Some of the measured data for low or medium energy show small differences from theoretical data whereas the measured data for high energy are much lower than the theoretical ones. (Compare also Benedetti, 1973.) between 10 and 30 MeV, and decreases somewhat for lower and higher energies ( Fig. 6.8 ). The gradient decreases with the energy spread at the phantom surface (r o ) and the spread in angle (e~) of the electrons incident on the phantom. In fact, for broad electron beams, it can be shown that
where e is a dimensionless factor {e ~ 0,45) and Go is the dUlSe gradient for the monoenergetic monodirectional 6.4 Absorbed Dose on the Reference Axis • • • 107 beam (Brahme and Svensson, 1979, see also Figs. 3.12, 3.14, and 6.8) , A dose gradient, G, below about 2.3 for large beams in the energy range (Eo) 5 to 30 MeV indicates that the flattening system and collimating system are of poor design and that unnecessarily large volumes of normal tissue are irradiated in single beam techniques. If a scattering foil system is used to obtain large uniform beams, then a value below about 2.3 has to be accepted above 30 Me V.
A comparison of the parameters· measured on the user's beam with the published data (Figs. 6.3 to 6.8) could be used to indicate whether the user's beam is comparable to those in current use. The spread of measured data and the deviation from theoretical values provides a measure of possible improvement. A summary of the various beam parameters, as defined in Section 5, and related absorbed dose distribution characteristics is given in Table 6 .5 6.4.3.2 Dependence on Field Size. When a phantom is irradiated with a narrow beam of electrons, most of the electrons are scattered out of the narrow beam and the dose decreases rapidly with depth (see Fig.  2.19) . When the field size is increased, this loss of electrons on the central axis is compensated for by electrons scattered from the edges· of the irradiated volume towards the central axis, and the depth dose increases gradually with field size as long as the distance between the point of measurement and the edge of the field is shorter than the maximum range of the electrons. For larger field sizes, the central axis depth dose is independent of field size. Lax and Brahme (1980) have proposed that the dififusion depth, Zb defined as the depth where the root mean square scattering angle is one radian, be used as a measure of the maximum lateral excursion of the \. Fig. 6 .9. The minimum beam diameter, d, at the surface, for which the depth versus absorbed-dose curve can be considered to be relatively independent of beam diameter, as a function of Ep,Q. The upper curve shows the variation of 2 z 1, where Z1 is a measure of 'the maximum lateral excursions of electrons (Lax and Brahme, 1980) . The solid curve shows the variation of the practical range, R p , which has been proposed as a practical value of d (IeRU, 1972) . The dash and dot-dash curves (labeled 1lz) show experimental data corresponding to d values above which the maximum shift of the depth-dose curve is less than 1 and 2 mm of water, respectively. The lowest curve gives 2R 1, the diameter at which the dose maximum on the central axis has decreased by 1% of its value for a broad beam; scattering in the air and the collimator is disregarded.
FIELD DIAMETeR /em Fig. 6 .10. Variation of depth versus absorbed-dose curves with field diameter for 8 and 32 Me V electron beams, normalized to the dose maximum for theo broad beam (Hriot and Dutreix, 1976; Briot, 1982) . electrons~ They also give anexpression·.forthe beam radius,R1,at which the maximum absorbed dose onthe central· axis has· decreased, due to a decrease of lateral scattering in. the phantom,by 1% from its maximum value in an infinitely broad beam. Figure 6 .9 shows the variationo(2z1 and 2Rl with the most probable energy· ,fJp,oat the phantom sufface;2z 1 isthe diameter of the fielc.rsizeabovewhichthedepth doseortthe axis is indepe:ndentoffurther increaseofdiameter~ ICRURep()rt 21 (IORU ; 1972) proposed Rpas the lower limit above which· the field sizedepeiidence. of the· depth· dose is negligibl~.Thefieldsize dimensi9n. above which· the depth:dose variation leads toan:error in depth less than a stated error may be found by experiment .. Figure 6 .9 shows such curves measured on a linear accelerator for .errors .equaltol mmor 2mm; The experimental data fof the field size limits· areintermediate.between,the practical range andthe theoretical 'diameter,. 2Rhat high energies. A large angular spread of the electrons at thephaIltomsurface Il1ayfurther decrease the influence of field size· on the ·depth;.dose curve When the beam diamete.r.i:s uec.rewsedlJelow thellllllimum • value· which. provides· a·. central-axis· depth dose which is independent offield size, it is observed that:
(1) the maximum decreases andrriovestowards the entry surface andthe relative surface dose, D s , is increased;
(H) the dosegro.dient U i13 reduced;
(iii: the practical range becomes difficult to specify because the descending·.part of the depth-dose curve no longer shows an extended linear portion.
Furthermore, the practical range decreases, especially for very small field diameters (see Fig. 6 .10, data from Briot and Dutreix. 1976: Briot. 1982 ),
The variation 6fthe depth-dose curve with field si:
is more difficult to predictwhenthere is much scatte~ ing by the collimator and· measurements . have ·tobe performed for each set of working conditions. 6A.3.3 Dependence· on Source;.Surface Distance. The change in· shape of the depth,..dose curve with source-surface dist;ince is determined mainly by thegeometricaldivergenceof theheam. Application of the inverse. square law, using the effective source,..surface distance (see Sections 3.2.4. Land 3.2.4;6) brings the depth V$. absorbed-dose curves obtained at different SSDinto close agreement (Pohlit, 1965; Briot and Dutreix, 1976} . The variation of the relative depthvs. absorbed ddsewith SSDmay be disregarded for low energies due to the high dose gradient and small penetration, but corrections· have to be carried out· for energies higher than 15 MeV. If the contribution by electrons scattered from the collimator walls is large,a decrease in relative surface dose and an increase in the depth of the maximum areobRerved when the distance from the surface to the collimator is increased. When 6.5 Absorbed Dose in Planes ... • 109 the variation in SSD is very large, the increase of air absorption andB:ir·scattering cannot be neglected and larger variations in· relative depth·absorbed dose are obtained, particularly at low energies. In order to increase the field size at low electron energies for the treatment of mycosis . fungoides, source distances as large as4 meters are sometimes used. The working conditions are then very. different frQm normal and careful measurements must be performed (see Section 7.5 and Karzmark et al., 1960; Edelstein et al.; 1973; Kahn et al., 1977; Tetenes and Goodwin, 1977; Bjarn~ gardetal., 1977; Meyler et al., 1978; Kaseand Bjiirngard, 1979) .
Absorbed Dose in Planes Perpendicular to
or Parallel to the· Beam Axis 6.5~1
Genera]
As pointed out in Section 604, the absorbed dose distributions from electron beams are more critically.de~ pendellL OlH.:onISL.rucLiunaldeLaillS uf Lh~ pa.rt..icular accelerator than is the case for photon beams. Withelectron beams, it·is, tberefore, recommended.·that dose digtributionR he ~eR!Ulren for eRch Rccelerator Rnn it i~ not advisable to use curves from the manufacturer or from other departments (cf. lORD Report 24-ICRU, 1976~Section2.3.1 for photon beams). Itis recommended that the absorbed dosedistributiori be measured both in a·plane perpe:ndicular to the.beam axis and in a plane parallel to that axis. The first type of distribution should .be used to investigate the·uniformity and the physical penumbra of the beam, while the other distribution, the isodose chart, is mainly used in planning-radiation treatments (Fig. 6.11 ).
6~5~2 Measurements
Investigations of uniformity in the plane perpendicular to the beam axis can be conveniently carried out with film dosimetry because irregularities in the distribution at any point in the plane are then· revealed. Automatic. isodose scanners using solid -state. or ionization-chamber detectors may also be used, but some care is needed not to miss hot or cold spots; note region a in Fig. 6.11 where the absorbed dose is greater than Dm. It is often sufficient to measure uniformity in relativevalues of film blackening, ionization chamber signal, . etc., because the beam quality changes Jairly slowly at a given depth.
The 
90"
50" Fig.6 .11. Absorbed-dose distributions in two planes. The upper drawing shows the distribution in the plane parallel to the incident beam and through the reference point. The isodose levels of 90, 811, BOt 70, 60t 50, 40t 30t 20t 10, and 5% are shown (D m = 100%). The lower drawing shows the absorbed-dose distribution in a section B-B that is perpendicular to the beam axis at a depth of RS5/2. The uniformity indext U 90/50, is defined in this plane as the ratio of the dashed area inside the 90 percent isodose curve to the area inside the 50 percent isodose curve. The normalization to 100 percent is made at the reference axis of this plane. The absorbed dose at this point is usually close to the dose maximum (Dm) on the beam axis. The peak absorbed dose maYt in some beams, be situated outside the cross point-for instance at a. It is recommended that the physical penumbra be determined in section B-B. The physical penumbra is the average distance between two specified dose levels, generally the 80 and 20% levels, and is written PSO/20. system, and monitor design. It may be convenient to include several types of detector systems in the complete evaluation of the absorbed dose distributions. Whatever system is used, the aim should be to determine distributions of absorbed dose in water, and not relative signal distributions from ionization chamber measurements (sometimes named "ionization distribution"), optical density distributions from films in various plastic materials, etc. A common procedure is to base measurements on a rapid, but, from the physical point of view, less accurate method, which is then calibrated to give absorbed dose distributions in water, e.g., film measurements using a polystyrene phantom evaluated after comparisons with absorbed dose measurements with ferrous sulphate dosimeters in water to give 6.5.3 Uniformity A characteristic of the uniformity of absorbed dose in a plane perpendicular to the reference axis within the geometrical field borders was defined and measured by Svensson and Hettinger (1971) . As a figure of merit, they used the ratio of the area inside the 90% isodensity line in the plane through the dose maximum-using 100% as the peak value in this plane-to the area of the geometrical field on the phantom surface. For eleven different accelerators, they found that the ratio varied between 0.26 and 0.82 for field sizes commonly used in radiation treatments. This fact means that a rather large absorbed dose variation had to be accepted with these beams.
Some accelerators produce electron beams which give a fairly uniform dose distribution at small depths, but not at larger ones. Lax and Brahme (1980) showed that some electrons which, ideally, should be stopped in the collimator are, instead, scattered back into the beam through the edge of the collimator and have then approximately 40% of the mean electron energy in the beam. These electrons may improve the uniformity at depths down to a few centimeters, but cause a rapid decrease near the field borders at larger depths.
A uniformity index similar to that of Svensson and Hettinger (1971) was defined by NACP (1972 and 1980) as a figure of merit of the uniformity at the reference depth. In order to exclude any significant influence of low energy electrons which may increase the uniformity at small depths, the index specified below refers to a depth of half the therapeutic range ( Fig. 6.11 ). This index is equal to the ratio of the area inside the 90% isodose line to the area inside the 50% isodose line; the normalization is made to 100% at the beam axis in this plane. A value of the index (tJ 90/50) larger than 0.70 is readily achievable for field sizes larger than 100 cm 2 ; e.g., U 90 / 50 is equal to 0.77 in Fig. 6 .11.
In order to exclude adverse local effects, "hot spots" must be avoided. A peak value less than 103% and covering an area of less than 2 cm in diameter is generally acceptable (cf., NACP, 1980, and ICRU, 1978) .
It has been shown that a uniform distribution can be obtained using a proper design of the beam-flattening system and of the collimators (see e.g., Svensson, 1971; Brahme and Svensson, 1979) . It must be realized, however, that an improvement of the uniformity is sometimes gained at the cost of a deterioration in depth VS. absorbed-dose distribution~ Dual scattering-foil systems (see Section 3.2.2) or a scanning beam system (Aucouturier et al., 1970) , in combination with a well-designed' collimator, may give a large value of the uni-/fotinii~y index,'.' and' therapeutic range,·' and the ,dose· gr;adient. 6; .5; .4Penulllbra The physicalpe:numbra ofEinelectronbeammaybe defined by thedist811ce-between tWQ specified isodose curves at a specifiE~ddePth (ICRlJ, 1976) . A penumbra defined' in,this way ·is a rapidly.' varying . function of depth. From a clinical point of view, the center of the ~getvolume is the most relevant c and, therefore, half .the therapeutic rangejs recQmmended.'as the depth of measurement. Definition.ofthe·penumbra using the 'average distance separating the' 80 and 20% isodose Jevels. (PSO/20) is recommen4edhecause these levels are 'generallylocated oritheIinearpartQfthe absorbed dose decte~se" and thus' place less'. stricfconditions' on the . detect(jrdimEmsions~ The physical penumbra, due solely tomultipleelec-,tr?n scattering in the phaIltom or body, can be estimated by usingthe ,multiple scattering formulas from Section 2~6. Forbroadbeams,tlie iateraldistanceon the major axes between the 80 and 20%isodoselinesisob .. tained from.Eq .2.38. and tabulated ,values of the. error function.-Assurning.that the . collimator is in direct contact. with the phantom; and that t~eelectr()nsare j)erpendicularly incident on tllephantom, the Pso/20 values are as giveninTable6.6~These can serve as the theoreticallowerljmit for thephysical-penillnbra. The Widthof~hepellumbra regionPso/2o'at a. depth of RS5/2 increases fairly rapidly.with. energy up.toabout 20 MeV, and then stays roughly constant at higher energies. As in the case of photon radiation; several beam geometry factors will 'also ipfluence the physical penumbra for electrons,namely: the effective source-surface. distance, the scattering in the collimator, and the collimator to phantom. <listance (see Section . . 3.2A)~The effective angular spread at the phantom.surface due.to.scattering in different materials in the·beam (air, foils, etc.), and the width of the effective electron source, will decrease the penumbra (Section 3.2A.2).With a well-designed beam geometry, the physical penumbra at Rss/2 should, in spite of all of these factors, be less than twice the value given in Table 6~6 , as shown in an experimental determination at a number of accelerators by Almond (1979).
6~5.5 Leakage Radiation
Outside the collimated electron beam; stray electrons and brem$strahlung photons-may be present. From:8. radiation. protection .·poi:p.t of. view, it is important ·to know the extent'ofthisbackground~ Such a background could either be caused by electrons scattered through the collimator walls or inthe air, or by bremsstrahlung generated in' scattering foils or beam limiting diaphragms and collimator walls. In making dose measurements, it may.be necessary; to make a correction to. the response.of the instrument because of the exposure of cables and electronic devices to this background radiation.
