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Abstract
By using the continuation theorem of Mawhin’s coincidence degree theory and Gronwall’s in-
equality, some new sufficient conditions are obtained ensuring existence and global exponential
stability of periodic solution of cellular neural networks with periodic coefficients and delays. These
results are helpful to design globally exponentially stable and oscillatory cellular neural networks.
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1. Introduction
It is well known that both in biological and artificial neural systems, communication
delays are ubiquitous, and often become sources of instability. The delays in electronic
neural networks are usually time-varying, and sometime vary violently with time due to the
finite switching speed of amplifiers and faults in the electrical circuit.They slow down the
transmission rate and tend to introduce some degree of instability in circuits. Therefore, fast
response must be required in practical electronic neural-network designs. The technique to
achieve fast response troubles many circuit designers. So, it is important to investigate the
dynamic behavior of neural networks with time-varying delays.
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cients and delays:
x ′i (t)=−cixi(t)+
n∑
j=1
aij (t)fj
(
xj (t)
)+ n∑
j=1
bij (t)fj
(
xj
(
t − τij (t)
))+ Ii(t), (1.1)
where i = 1,2, . . . , n. n corresponds to the number of units in a neural network, xi(t)
corresponds to the state of the ith unit at time t , fj (xj (t)) denotes the output of the j th
unit at time t , aij (t) denotes the strength of the j th unit on the ith unit at time t , bij (t)
denotes the strength of the j th unit on the i unit at time t − τij (t), Ii(t) is the external bias
on the ith at time t , τij (t) corresponds to the transmission delay along the axon of the j th
unit, ci represents the rate with which the ith unit will reset its potential to the resting state
when disconnected from the network and external inputs.
In [1–5,11–15], some sufficient conditions have been obtained for global asymptotic sta-
bility of delayed neural networks. Recently, the study of the existence of periodic solutions
of Hopfield neural networks has received much attention, see, for instance, Refs. [6–9]
and references cited therein. Above papers only consider Hopfield neural networks with
constant coefficients and single constant delay. To the best of our knowledge, few authors
considered the existence of periodic solutions for the model (1.1) with several time-varying
delays. The purpose of this paper is to establish some new sufficient conditions for the exis-
tence and the global exponential stability of the periodic solution of model (1.1). It should
be pointed out that the techniques of the proof used in [6–9] cannot be applied to the case
of the model (1.1) with several time-varying delays.
The initial conditions associated with (1.1) are of the form
xi(s)= φi(s), s ∈ [−τ,0], τ = max τ+ij , (1.2)
where φi is a continuous function, τ+ij = max0tω τij (t).
For any solution
z(t)= (x1(t), x2(t), . . . , xn(t))T
and
z∗(t)= (x∗1 (t), x∗2 (t), . . . , x∗n(t))T
of system (1.1), define ‖φ − φ∗‖ as
‖φ − φ∗‖ =
n∑
i=1
max
−τt0
∣∣φi(t)− φ∗i (t)∣∣.
Definition 1 [16]. Matrix D = (dij ) is said to be a nonsingular M-matrix, if (i) dii > 0,
(ii) dij  0, for i 
= j , (iii) D−1  0, i, j = 1,2, . . . , n.
Definition 2. The periodic solution z∗(t) = (x∗1 (t), x∗2 (t), . . . , x∗n(t))T of system (1.1) is
said to be global exponential stable, if there exists α > 0 and M  1 such that
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i=1
∣∣xi(t)− x∗i (t)∣∣M‖φ − φ∗‖e−αt ,
for all t > 0, and all solutions z(t)= (z1(t), z2(t), . . . , zn(t))T with initial condition φ∗.
Throughout this paper, we always assume that aij (t), bij (t), Ii (t) are continuous
ω-periodic solutions, τij (t)  0 are continuously differentiable ω-periodic functions and
0  τ ′ij (t) < 1, ci are positive constants. For the sake of convenience, we introduce the
following notations:
a+ij = max0tω
∣∣aij (t)∣∣, b+ij = max0tω
∣∣bij (t)∣∣, a˜ij = 1
ω
ω∫
0
aij (t) dt,
I+i = max0tω
∣∣Ii(t)∣∣, b˜ij = 1
ω
ω∫
0
bij (t) dt, I˜i = 1
ω
ω∫
0
Ii(t) dt,
kij =
(
max
0tω
1
1− τ ′ij (t)
)1/2
.
Furthermore, the signal function fi possess the following properties:
(H1) There exist constant numbers αi > 0 such that
0 fi(x)− fi(y)
x − y  αi, fi(0)= 0,
for each x, y ∈ R,x 
= y , i = 1,2, . . . , n.
The remaining part of this paper is organized as follows: in Section 2, we prove the
existence of the periodic solutions and point out that the delays have effect on the existence
of the periodic solution. In Section 3, we establish conditions under which the periodic
solution is the globally exponentially stable by using Gronwall’s inequality and Lyapunov
function method.
2. Existence of a periodic solution
In order to get our main result in this section, we first need make the following prepa-
rations. Let X = {x(t) ∈ C(R,Rn): x(t + ω) = x(t)}, denote x(t) = (x1(t), x2(t), . . . ,
xn(t))
T and
‖x‖ =
n∑
i=1
max
0tω
∣∣xi(t)∣∣. (2.1)
With this norm, X is a Banach space. Consider an abstract equation in the Banach space X,
Lx = λNx, (2.2)
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meter. There exist two linear and continuous projectors P and Q,
P :X ∩DomL→ KerL, Q :X→X/ ImL, (2.3)
such that
ImP = KerL, KerQ= ImL. (2.4)
Due to dim ImQ = dim KerL, there exists an algebraical and topological isomorphism
J : ImQ→ KerL.
Lemma 2.1 [10]. Let X be a Banach space and L be a Fredholm mapping of index zero.
Assume that N :Ω →X is L-compact on Ω with Ω open and bounded in X. Furthermore,
suppose that
(a) for each λ ∈ (0,1), x ∈ ∂Ω ∩DomL,
Lx 
= λNx; (2.5)
(b) for each x ∈ ∂Ω ∩ KerL,
QNx 
= 0. (2.6)
Then, if deg{JQN,Ω ∩KerL,0} 
= 0, equation Lx =Nx has at least one solution in Ω .
Lemma 2.2 [16]. Assume that D is a nonsingular M-matrix and
Dy  h.
Then
y D−1h.
Theorem 1. Assume that (H1) holds and
(i) D is a nonsingular M-matrix,
(ii) ci −∑nj=1 |a˜j i + b˜j i |αi > 0, i = 1,2, . . . , n,
where D = (dij )n×n,
dij = ciδij − αj
[
(1+ ciω)a+ij +
(
k2ij + kij ciω
)]
,
δij =
{
1, for i = j,
0, for i 
= j.
Then system (1.1) has at least one ω-periodic solution.
Proof. Let
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

x1(t)
x2(t)
...
xn(t)

=


−c1x1(t)+∑nj=1 a1j (t)fj (xj (t))
+∑nj=1 b1j (t)fj (xj (t − τ1j (t)))+ I1(t)
−c2x2(t)+∑nj=1 a2j (t)fj (xj (t))
+∑nj=1 b2j (t)fj (xj (t − τ2j (t)))+ I2(t)
...
−cnxn(t)+∑nj=1 anj (t)fj (xj (t))
+∑nj=1 bnj (t)fj (xj (t − τnj (t)))+ In(t)


,
L


x1(t)
x2(t)
...
xn(t)

=


x ′1(t)
x ′2(t)
...
x ′n(t)

 ,
P


x1(t)
x2(t)
...
xn(t)

=Q


x1(t)
x2(t)
...
xn(t)

=


1
ω
∫ ω
0 x1(t) dt
1
ω
∫ ω
0 x2(t) dt
...
1
ω
∫ ω
0 xn(t) dt

 ,


x1(t)
x2(t)
...
xn(t)

 ∈X.
It is easy to prove that L is a Fredholm mapping of index zero, that P :X∩DomL→ KerL
and Q :X→ X/ ImL are two projectors, and N is L-compact on Ω for any given open
bounded set.
Corresponding to Eq. (2.2), we have
x ′i (t)=−λcixi(t)+ λ
n∑
j=1
aij (t)fj
(
xj (t)
)+ λ n∑
j=1
bij (t)fj
(
xj
(
t − τij (t)
))+ λIi(t),
(2.7)
where i = 1,2, . . . , n. Suppose that (x1(t), x2(t), . . . , xn(t))T ∈X is a solution of system
(2.7) for a certain λ ∈ (0,1). For the sake of convenience, define ‖x‖2 by
‖x‖2 =
( ω∫
0
∣∣x(t)∣∣2 dt
)1/2
, for x ∈C(R,R).
Multiplying both sides of Eq. (2.7) by x ′i and integrating over [0,ω], we obtain
ω∫
0
|x ′i|2 dt =−λci
ω∫
0
xi(t)x
′
i (t) dt + λ
n∑
j=1
ω∫
0
aij (t)x
′
i (t)fj
(
xj (t)
)
dt
+ λ
n∑
j=1
ω∫
bij (t)x
′
i (t)fj
(
xj
(
t − τij (t)
))
dt + λ
ω∫
x ′i (t)Ii (t) dt0 0
252 Z. Liu, L. Liao / J. Math. Anal. Appl. 290 (2004) 247–262
n∑
j=1
a+ij αj
ω∫
0
∣∣x ′i (t)∣∣∣∣xj (t)∣∣dt
+
n∑
j=1
b+ij αj
ω∫
0
∣∣x ′i (t)∣∣∣∣xj (t − τij (t))∣∣dt + I+i
ω∫
0
∣∣x ′i (t)∣∣dt

n∑
j=1
a+ij αj
( ω∫
0
∣∣x ′i (t)∣∣2 dt
)1/2( ω∫
0
∣∣xj (t)∣∣2 dt
)1/2
+
n∑
j=1
b+ij αj
( ω∫
0
∣∣x ′i (t)∣∣2 dt
)1/2( ω∫
0
∣∣xj (t − τij (t))∣∣2 dt
)1/2
+ I+i
√
ω
( ω∫
0
∣∣x ′i (t)∣∣2 dt
)1/2

n∑
j=1
a+ij αj‖x ′i‖2‖xj‖2 +
n∑
j=1
b+ij kij αj‖x ′i‖2‖xj‖2 + I+i
√
ω‖x ′i‖2
= ‖x ′i‖2
[
n∑
j=1
(
a+ij + b+ij kij
)
αj‖xj‖2 + I+i
√
ω
]
,
from which it follows that
‖x ′i‖2 
n∑
j=1
(
a+ij + b+ij kij
)
αj‖xj‖2 + I+i
√
ω, i = 1,2, . . . , n. (2.8)
Integrating both sides of Eq. (2.7) over [0,ω], we obtain
ci
ω∫
0
xi(t) dt =
n∑
j=1
ω∫
0
aij (t)fj
(
xj (t)
)
dt +
n∑
j=1
ω∫
0
bij (t)fj
(
xj
(
t − τij (t)
))
dt
+
ω∫
0
Ii(t) dt.
Thus there exists a point ξ ∈ (0,ω) (depending upon i) such that
cixi(ξ)ω =
n∑
j=1
ω∫
0
aij (t)fj
(
xj (t)
)
dt +
n∑
j=1
ω∫
0
bij (t)fj
(
xj
(
t − τij (t)
))
dt
+
ω∫
0
Ii(t) dt,
from which it follows that
Z. Liu, L. Liao / J. Math. Anal. Appl. 290 (2004) 247–262 253ωci
∣∣xi(ξ)∣∣ n∑
j=1
a+ij
ω∫
0
αj
∣∣xj (t)∣∣dt + n∑
j=1
b+ij
ω∫
0
αj
∣∣xj (t − τij (t))∣∣dt +ωI+i

n∑
j=1
(
a+ij + b+ij k2ij
)
αj
√
ω‖xj‖2 + I+i ω.
That is,
√
ωci
∣∣xi(ξ)∣∣ n∑
j=1
(
a+ij + b+ij k2ij
)
αj‖xj‖2 + I+i
√
ω, i = 1,2, . . . , n. (2.9)
Since, for t ∈ [0,ω],
∣∣xi(t)∣∣ ∣∣xi(ξ)∣∣+
ω∫
0
∣∣x ′i (t)∣∣dt  ∣∣xi(ξ)∣∣+√ω‖x ′i‖2, i = 1,2, . . . , n, (2.10)
it follows from (2.8)–(2.10) that
ci‖xi‖2 = ci
( ω∫
0
∣∣xi(t)∣∣2 dt
)1/2
 ci
√
ω max
0tω
∣∣xi(t)∣∣ ci√ω∣∣xi(ξ)∣∣+ ciω‖x ′i‖2

n∑
j=1
αj
[
(1 + ciω)a+ij +
(
k2ij +ωcikij
)
b+ij
]‖xj‖2 + (1+ ciω)I+i ,
i.e.,
ci‖xi‖2 
n∑
j=1
αj
[
(1 + ciω)a+ij +
(
k2ij +ωcikij
)
b+ij
]‖xj‖2 + (1+ ciω)I+i . (2.11)
From (2.11) we have that
n∑
j=1
{
ciδij − αj
[
(1 + ciω)a+ij +
(
k2ij +ωcikij
)
b+ij
]}‖xj‖2  (1 + ciω)√ωI+i .
(2.12)
Let D = (dij )n×n, dij = ciδij −αj [(1+ciω)a+ij +(k2ij +kij ciω)b+ij ], hi = (1+ciω)
√
ωI+i .
Then we may rewrite the system (2.12) as
Dy  h, (2.13)
where y = (‖x1‖2,‖x2‖2, . . . ,‖xn‖2)T , h= (h1, h2, . . . , hn)T .
By Lemma 2.2, it follows from (2.13) that
y D−1h
(
R+1 ,R
+
2 , . . . ,R
+
n
)T
.
That is,
‖xi‖2 R+, i = 1,2, . . . , n. (2.14)i
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for t ∈ [0,ω],∣∣xi(t)∣∣Ri, i = 1,2, . . . , n.
Clearly, Ri (i = 1,2, . . . , n) are independent of λ. Denote
M∗ =
n∑
i=1
Ri + F,
where F > 0 is taken sufficiently large so that
min
1in
(
ci −
n∑
j=1
∣∣a˜j i + b˜j i∣∣αi
)
·M∗ >
n∑
i=1
∣∣I˜i ∣∣.
Now we take Ω = {(x1(t), x2(t), . . . , xn(t))T ∈ X | ‖(x1, x2, . . . , xn)T ‖ < M∗}. Thus
condition (a) of Lemma 2.1 is satisfied. When (x1, x2, . . . , xn)T ∈ ∂Ω ∩ Rn, (x1, x2, . . . ,
xn)
T is a constant vector in Rn with |x1| + |x2| + · · · + |xn| =M∗. Then
QN(x1, x2, . . . , xn)
T =


−c1x1 +∑nj=1 1ωfj (xj ) ∫ ω0 a1j (t) dt
+∑nj=1 1ωfj (xj ) ∫ ω0 b1j (t) dt + 1ω ∫ ω0 I1(t) dt
...
−cnxn +∑nj=1 1ωfj (xj ) ∫ ω0 anj (t) dt
+∑nj=1 1ωfj (xj ) ∫ ω0 bnj (t) dt + 1ω ∫ ω0 In(t) dt


=


−c1x1 +∑nj=1(a˜1j + b˜1j )fj (xj )+ I˜1
...
−cnxn +∑nj=1(a˜nj + b˜nj )fj (xj )+ I˜n

 .
Therefore
∥∥QN(x1, x2, . . . , xn)T ∥∥= n∑
i=1
∣∣∣∣∣cixi −
n∑
j=1
(
a˜ij + b˜ij
)
fj (xj )− I˜i
∣∣∣∣∣

n∑
i=1
ci |xi | −
n∑
i=1
n∑
j=1
αj
∣∣a˜ij + b˜ij ∣∣|xj | − n∑
i=1
∣∣I˜i∣∣
=
n∑
i=1
(
ci −
n∑
j=1
∣∣a˜j i + b˜j i∣∣αi
)
|xi| −
n∑
i=1
∣∣I˜i∣∣
 min
1in
(
ci −
n∑
j=1
∣∣a˜j i + b˜j i∣∣αi
)
n∑
i=1
|xi| −
n∑
i=1
∣∣I˜i∣∣
= min
1in
(
ci −
n∑
j=1
∣∣a˜j i + b˜j i∣∣αi
)
M∗ −
n∑
i=1
∣∣I˜i ∣∣
> 0.
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QN(x1, x1, . . . , xn)
T 
= (0,0, . . . ,0)T for (x1, x2, . . . , xn)T ∈ ∂Ω ∩ KerL.
This satisfies condition (b) of Lemma 2.1. Define Φ : KerL× [0,1]→X by
Φ(x1, x2, . . . , xn,µ)=−µ(c1x1, c2x2, . . . , cnxn)T + (1−µ)QN(x1, x2, . . . , xn)T .
When (x1, x2, . . . , xn)T ∈ ∂Ω ∩ KerL, (x1, x2, . . . , xn)T is a constant vector in Rn with∑n
i=1 |xi | =M∗. Thus∥∥Φ(x1, x2, . . . , xn,µ)∥∥
=
n∑
i=1
∣∣∣∣∣−µcixi + (1−µ)
(
−cixi +
n∑
j=1
(
a˜ij + b˜ij
)
f (xj )+ I˜i
)∣∣∣∣∣
=
n∑
i=1
∣∣∣∣∣cixi − (1−µ)
[
n∑
j=1
(
a˜ij + b˜ij
)
f (xj )+ I˜i
]∣∣∣∣∣

n∑
i=1
ci |xi | −
n∑
i=1
n∑
j=1
αj
∣∣a˜ij + b˜ij ∣∣|xj | − n∑
i=1
∣∣I˜i ∣∣
=
n∑
i=1
ci |xi | −
n∑
i=1
(
n∑
j=1
∣∣a˜j i + b˜j i∣∣
)
αi |xi| −
n∑
i=1
∣∣I˜i ∣∣
= min
1tn
(
ci −
n∑
j=1
∣∣a˜j i + b˜j i∣∣αi
)
n∑
i=1
|xi | −
n∑
i=1
∣∣I˜i ∣∣
> 0.
It follows that
Φ(x1, x2, . . . , xn,µ) 
= (0,0, . . . ,0)T for (x1, x2, . . . , xn)T ∈ ∂Ω ∩ KerL.
Therefore
deg
(
QN(x1, x2, . . . , xn)
T ,Ω ∩KerL, (0,0, . . . ,0)T )
= deg((−c1x1,−c2x2, . . . ,−cnxn)T ,Ω ∩ KerL, (0,0, . . . ,0)T ) 
= 0.
By now we know that Ω satisfies all the conditions of Lemma 2.1, and therefore system
(1.1) has at least one ω-periodic solution. This completes the proof. ✷
3. Global exponential stability of the periodic solution
In this section, we shall discuss the global exponential stability of system (1.1). Sup-
pose that z∗(t) = (x∗1 (t), x∗2 (t), . . . , x∗n(t))T is a periodic solution of (1.1) as described in
Theorem 1, z(t)= (x1(t), x2(t), . . . , xn(t))T is a any solution of (1.1). Set
256 Z. Liu, L. Liao / J. Math. Anal. Appl. 290 (2004) 247–262ui(t)= xi(t)− x∗i (t),
gj
(
uj (t)
)= fj (uj (t)+ x∗j (t))− fj (x∗j (t)).
Then ∣∣gj (uj (t − τij (t)))∣∣ αj ∣∣uj (t − τij (t))∣∣,
for i, j = 1,2, . . . , n. It is easy to see that system (1.1) can be reduced to the following
system:
u′i (t)=−ciui(t)+
n∑
j=1
aij (t)gj
(
uj (t)
)+ n∑
j=1
bij (t)gj
(
uj
(
t − τij (t)
))
. (3.1)
By (H1), we have
0 gj (u)− gj (v)
u− v  αj , gj (0)= 0, (3.2)
and
αjuj (t)gj
(
uj (t)
)

(
gj
(
uj (t)
))2
, (3.3)
for i = 1,2, . . . , n. In order to prove Theorem 3, we need the following lemma:
Lemma 3.1 [17]. Assume that (3.2) holds. Then for all u ∈ R, we have
u∫
0
gj (s) ds 
1
2αj
(
gj (u)
)2
, j = 1,2, . . . , n.
Theorem 2. Assume that all conditions of Theorem 1 hold. If the system parameters satisfy
the following assumption
(H2) min
1in
ci > max
1in
n∑
j=1
αi
(
a+ji + k2jib+jiecj τ
+
ji
)
,
then the ω-periodic solution of the system (1.1) is globally exponentially stable.
Proof. Applying the variation-of-constants formula to system (1.1) when t  0, we have
ui(t)= e−ci tui(0)+ e−ci t
(
n∑
j=1
t∫
0
aij (r)gj
(
uj (r)
)
ecir dr
+
n∑
j=1
bij (r)gj
(
uj
(
r − τij (r)
))
ecir dr
)
. (3.4)
Set
ξ = min {ci}.
1in
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∣∣ui(t)∣∣ e−ci t ∣∣ui(0)∣∣+ e−ci t n∑
j=1
t∫
0
∣∣aij (r)∣∣∣∣gj (uj (r))∣∣ecir dr
+ e−ci t
n∑
j=1
t∫
0
∣∣bij (r)∣∣∣∣gj (uj (r − τij (r)))∣∣ecir dr
 e−ci t
{∣∣ui(0)∣∣+ n∑
j=1
a+ij αj
t∫
0
∣∣uj (r)∣∣ecir dr
}
+ e−ci t
n∑
j=1
b+ij αj
t∫
0
∣∣uj (r − τij (r))∣∣ecir dr
 e−ci t
{∣∣ui(0)∣∣+ n∑
j=1
a+ij αj
t∫
0
∣∣uj (r)∣∣ecir dr
}
+ e−ci t
n∑
j=1
k2ij b
+
ij αj
t−τij (t)∫
−τ+ij
∣∣uj (r)∣∣eci(r+τ+ij ) dr
 e−ci t
{∣∣ui(0)∣∣+ n∑
j=1
τk2ij b
+
ij αj e
ciτ
+
ij max
−τr0
∣∣uj (r)∣∣
}
+ e−ci t
n∑
j=1
(
a+ij + k2ij b+ij eciτ
+
ij
)
αj
t∫
0
∣∣uj (r)∣∣ecir dr,
where τ = max1in τ+ij . Hence
γ (t)
n∑
i=1
∣∣ui(t)∣∣

{
n∑
i=1
e−ci t
∣∣ui(0)∣∣+ n∑
i=1
n∑
j=1
e−ci t τ k2ij b
+
ij αj e
ciτ
+
ij max
−τr0
∣∣uj (r)∣∣
}
+
n∑
i=1
n∑
j=1
e−ci t
(
a+ij + k2ij b+ij eciτ
+
ij
)
αj
t∫
0
∣∣uj (r)∣∣ecir dr
 e−ξ t
{
n∑∣∣ui(0)∣∣+ max
1in
(
n∑
τk2jib
+
jiαie
cj τ
+
ji
)
n∑
max
−τr0
∣∣ui(r)∣∣
}i=1 j=1 i=1
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1in
[
n∑
j=1
(
a+ji + k2jib+jiecj τ
+
ji
)
αi
] t∫
0
(
n∑
i=1
∣∣ui(r)∣∣
)
ecj (r−t ) dr
M‖φ − φ∗‖e−ξ t + ρ
t∫
0
γ (r)eξ(r−t ) dr,
i.e.,
γ (t)M‖φ − φ∗‖e−ξ t + ρ
t∫
0
γ (r)eξ(r−t ) dr,
where
M = 1 + max
1in
n∑
j=1
τk2jib
+
jiαie
cj τ
+
ji > 1,
ρ = max
1in
n∑
j=1
(
a+ji + k2jib+jiecj τ
+
ji
)
αi .
By Gronwall’s inequality, we obtain
γ (t)M‖φ − φ∗‖e−(ξ−ρ)t .
That is,
n∑
i=1
∣∣ui(t)∣∣M‖φ − φ∗‖e−µt ,
for t  0, where µ= ξ − ρ > 0. This completes the proof. ✷
Theorem 3. Assume that all conditions of Theorem 1 hold. If there exist positive con-
stants λi (i = 1,2, . . . , n) which satisfy the following condition:
(H3) −2λici + λiαi
n∑
j=1
(
a+ij + b+ij
)+ n∑
j=1
λjαj
(
a+ji +
b+ji
1 − τ ′+ji
)
< 0,
then the ω-periodic solution of the system (1.1) is globally exponentially stable.
Proof. In view of (H3), we can choose a suitable constant α ∈ (0,min1in ci) such that
2λi(α − ci)+ λiαi
n∑
j=1
(
a+ij + b+ij
)+ n∑
j=1
λjαj
(
a+ji +
b+jie
ατ+ji
1 − τ ′+ji
)
< 0. (3.5)
Consider a Lyapunov functional V (t) defined by
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n∑
i=1
2λiαieαt
ui(t)∫
0
gi(s) ds
+
n∑
i=1
n∑
j=1
λiαi
b+ij
1− τ ′+ij
t∫
t−τij (t)
(
gj
(
uj (s)
))2
e
α(s+τ+ij ) ds. (3.6)
Calculating the derivative of the V (t) along solution of (3.1), we have
dV
dt
∣∣∣∣
(3.1)
=
n∑
i=1
2λiαiαeαt
ui (t)∫
0
gi(s) ds +
n∑
i=1
2λiαieαtgi
(
ui(t)
)
u′i (t)
+
n∑
i=1
λiαi
n∑
j=1
b+ij
1− τ ′+ij
(
gj
(
uj (t)
))2
e
α(t+τ+ij )
−
n∑
i=1
λiαi
n∑
j=1
b+ij
1− τ ′+ij
(
gj
(
uj
(
t − τij (t)
)))2
e
α(t+τ+ij−τij (t))(1 − τ ′ij (t)).
Since 1 − τ ′ij (t) 1 − τ ′+ij and eα(t−τij (t)+τ
+
ij )  eαt , we have
dV
dt
∣∣∣∣
(3.1)
 eαt
n∑
i=1
2λiααi
ui(t)∫
0
gi(s) ds − eαt
n∑
i=1
2λiαiciui(t)gi
(
ui(t)
)
+ eαt
n∑
i=1
2λiαi
n∑
j=1
∣∣aij (t)∣∣∣∣gi(ui(t))∣∣∣∣gj (uj (t))∣∣
+ eαt
n∑
i=1
2λiαi
n∑
j=1
∣∣bij (t)∣∣∣∣gi(ui(t))∣∣∣∣gj (uj (t − τij (t)))∣∣
+ eαt
n∑
i=1
λiαi
n∑
j=1
b+ij
1 − τ ′+ij
e
ατ+ij
(
gj
(
uj (t)
))2
− eαt
n∑
i=1
λiαi
n∑
j=1
b+ij
(
gj
(
uj
(
t − τij (t)
)))2
.
By (3.2), (3.3), (3.5) and A-G inequality 2|ab| a2 + b2, we obtain
dV
dt
∣∣∣∣
(3.1)
 eαt
n∑
i=1
2λiαi(α− ci)ui(t)gi
(
ui(t)
)
+ eαt
n∑
λiαi
n∑
a+ij
[(
gi
(
ui(t)
))2 + (gj (uj (t)))2]
i=1 j=1
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n∑
i=1
λiαi
n∑
j=1
b+ij
[(
gi
(
ui(t)
))2 + (gj (uj (t − τij (t))))2]
+ eαt
n∑
i=1
λiαi
n∑
j=1
b+ij
1− τ ′+ij
e
ατ+ij
(
gj
(
uj (t)
))2
− eαt
n∑
i=1
λiαi
n∑
j=1
b+ij
(
gj
(
uj
(
t − τij (t)
)))2
 eαt
n∑
i=1
[
2λi(α − ci)+ λiαi
n∑
j=1
(
a+ij + b+ij
)
+
n∑
j=1
λjαj
(
a+ji + eατ
+
ji
b+ji
1 − τ ′+ji
)](
gi
(
ui(t)
))2
< 0. (3.7)
Namely, V (t) V (0) for t  0. From (3.6) and Lemma 3.1, we have
V (t) eαt
n∑
i=1
2λiαi
ui(t)∫
0
gi(s) ds  λ−eαt
n∑
i=1
(
gi
(
ui(t)
))2
, (3.8)
where λ− = min1in{λi}. On the other hand, again from (3.6), we have
V (0)=
n∑
i=1
2λiαi
ui (0)∫
0
gi(s) ds +
n∑
i=1
λiαi
n∑
j=1
b+ij
1 − τ ′+ij
0∫
−τij (0)
g2j
(
uj (s)
)
e
α(s+τ+ij ) ds

n∑
i=1
2λiαiui(0)gi
(
ui(0)
)+ n∑
i=1
λiαi
n∑
j=1
b+ij
1− τ ′+ij
e
ατ+ij
0∫
−τ
α2j u
2
j (s) ds

n∑
i=1
2λiα2i u
2
i (0)+
n∑
i=1
n∑
j=1
τλjαjα
2
i
b+ji
1− τ ′+ji
e
ατ+ji
(
max
−τs0
∣∣ui(s)∣∣)2
 max
1in
α2i
(
2λi + τ
n∑
j=1
λjαj e
ατ+ji
b+ji
1 − τ ′+ji
)(
n∑
i=1
max
−τs0
∣∣ui(s)∣∣
)2
=M1‖φ − φ∗‖2, (3.9)
where
M1 = max
1in
α2i
(
2λi + τ
n∑
j=1
λjαj e
ατ+ji
b+ji
1− τ ′+ji
)
.
Set
M2 =
√
M1
− .λ
Z. Liu, L. Liao / J. Math. Anal. Appl. 290 (2004) 247–262 261It follows from (3.8) and (3.9) that
n∑
i=1
g2i
(
ui(t)
)
M22‖φ − φ∗‖2e−αt . (3.10)
Therefore,∣∣gi(ui(t))∣∣M2‖φ − φ∗‖e−(α/2)t , (3.11)
for t  0, i = 1,2, . . . , n. Again from (3.1) it follows that
D+
∣∣ui(t)∣∣−ci∣∣ui(t)∣∣+ n∑
j=1
a+ij
∣∣gj (uj (t))∣∣+ n∑
j=1
b+ij
∣∣gj (uj (t − τij (t)))∣∣
−ci
∣∣ui(t)∣∣+ n∑
j=1
(
a+ij + b+ij e(α/2)τ
+
ij
)
M2‖φ − φ∗‖e−(α/2)t
=−ci
∣∣ui(t)∣∣+M(i)‖φ − φ∗‖e−(α/2)t ,
where
M(i)=
n∑
j=1
(
a+ij + b+ij e(α/2)τ
+
ij
)
M2,
and so
∣∣ui(t)∣∣ e−ci t ∣∣ui(0)∣∣+ e−ci tM(i)‖φ − φ∗‖
t∫
0
e(ci−α/2)s ds
 e−ci t
∣∣ui(0)∣∣+ 2M(i)2ci − α ‖φ − φ∗‖e−(α/2)t .
Hence
n∑
i=1
∣∣ui(t)∣∣ n∑
i=1
e−ci t
∣∣ui(0)∣∣+ n∑
i=1
2M(i)
2ci − α ‖φ − φ
∗‖e−(α/2)t

[
1 +
n∑
i=1
2M(i)
2ci − α
]
‖φ − φ∗‖e−(α/2)t ,
i.e.,
n∑
i=1
∣∣ui(t)∣∣M‖φ − φ∗‖e−(α/2)t ,
for t  0, where
M = 1 +
n∑
i=1
2M(i)
2ai − α > 1.
This completes the proof. ✷
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