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Abstract
In law enforcement, tools and techniques are required that enable forensic ana-
lysts to uncover electronic evidence about the communication activities of pos-
sible criminal or terrorist suspects. This is needed in order to better understand
the actions of criminal or terrorist groups and to also understand the communica-
tion patterns of suspected individuals. The extraction of useful information from
electronic communication data is a difficult task, due to the large amounts of data
and also due to the difficulty in making sense of unusual activities in the data.
This thesis considers the problem of aiding the analyst to provide a better under-
standing about the communication behaviour of suspected individuals. The type
of data considered for the thesis is e-mail traffic, which is based on information
obtained from e-mail message headers but not the content of e-mails.
This thesis proposes a “computational intelligence” approach for analysing e-
mail traffic, by using a set of computational techniques to provide different
perspectives for examining the communication behaviour of suspect e-mail ac-
counts. This is considered important, since a range of views on e-mail traffic be-
haviour can provide the user/analyst a more overall understanding about the be-
haviour of suspect e-mail accounts. The purpose of using a set of computational
techniques is to utilise the capabilities of each technique, so that the combined
effect of using those techniques present useful information to the user/analyst
about a suspect e-mail account’s traffic behaviour.
The computational techniques used for the research in this thesis are visualisation
and feature extraction techniques, which each provide different ways of examin-
ing e-mail traffic behaviour. Visualisation is used to provide a visual method of
interpreting, exploring, and understanding the communication patterns present in
e-mail traffic data. The two visualisation techniques used for visualization are so-
cial network visualisation and time-series visualisation. Feature extraction tech-
niques are another type of technique used to analyse e-mail traffic behaviour, by
providing information that locate features in the data, indicating where unusual
changes in communication activity are occurring. The two techniques used for
ii
feature extraction in the research are decision tree classification and hierarchical
fuzzy inference.
Two case studies are provided in this thesis. The first case study explores the
detection of unusual variations in traffic behaviour from simulated e-mail traffic
data, while the second case study explores the rating of abnormal communication
changes from the Enron e-mail corpus dataset. Both case studies demonstrate
that computational intelligence is a useful approach for providing the user/analyst
a better understanding about the traffic behaviour of suspect e-mail accounts.
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Preface
E-mail is an Internet application that has become a popular form of electronic
communications, allowing people to quickly send messages to others and to dis-
tribute messages to large groups of people. However, there are certain individu-
als in society who use e-mail as a means for aiding with the conduct of illegal or
criminal activities. Law enforcement agencies require ways of analysing a sus-
pected individual’s e-mail data, in order to extract and obtain important evidence
linking the suspect with the occurrence of a crime.
The work in this thesis considers the problem of examining the e-mail data of
a known suspected individual by analysing the traffic component of their com-
munications, but not the content of their messages. This thesis proposes an ap-
proach, termed “computational intelligence”, which utilises a combination of
computational techniques to provide different perspectives on a suspected in-
dividual’s communication behaviour. This thesis describes how computational
intelligence can be used to investigate the overall changes in an individual’s e-
mail traffic behaviour patterns and also provide useful information that aids in
understanding those changes in behaviour.
The work described in this thesis was conducted from February 2004 to Jan-
uary 2008 at the School of Engineering, University of Tasmania. The candi-
date’s research supervision was provided by Prof. Michael Negnevitsky from
the School of Engineering, University of Tasmania, and Mrs. Jacky Hartnett
from the School of Computing, University of Tasmania.
Thesis Organisation
This thesis is organised into six chapters. The following is a brief description of
each chapter:
• Chapter 1 provides an introduction to e-mail communications and overviews
the range of problems associated with the use of e-mail by society. It then
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describes the involvement of e-mail in illegal or criminal activities and
how law enforcement agencies investigate electronic data for evidence of
a suspected individual’s involvement with a crime. The chapter then pro-
vides an overview of e-mail analysis methods that may be used to extract
useful information from e-mail data and finally provides a statement of the
problem considered for the research.
• Chapter 2 examines the different methods used for performing behaviour
analysis of e-mail traffic and describes how these methods detect unusual
or abnormal e-mail traffic behaviour. The chapter then highlights the main
limitations associated with the existing e-mail traffic behaviour analysis
methods.
• Chapter 3 describes the computational intelligence approach for analysing
e-mail traffic behaviour. The chapter defines the meaning of “computa-
tional intelligence” and describes how the approach utilises a combination
of computational techniques to analyse e-mail traffic behaviour. The chap-
ter then describes the visualisation and feature extraction techniques used
in the research for obtaining information about an individual’s e-mail traf-
fic behaviour patterns. The visualisation techniques described are time-
series and social network visualisation, and the feature extraction tech-
niques described are decision tree classification and hierarchical fuzzy in-
ference.
• Chapter 4 describes the e-mail traffic analysis system developed for the
research, which integrates each of the visualisation and feature extraction
techniques described in Chapter 3. The chapter provides an overview of
the e-mail traffic analysis system’s architecture and how the system can be
used to analyse the e-mail traffic behaviour patterns of suspected individ-
uals. The chapter also describes the two types of e-mail traffic data used
to evaluate the e-mail traffic analysis system, which are: simulated e-mail
traffic data and data from the Enron e-mail corpus.
• Chapter 5 presents two sets of case studies that evaluate the e-mail traffic
analysis system and demonstrate the use of computational intelligence.
The first set of case studies evaluate the e-mail traffic analysis system using
simulated e-mail traffic data, while the second set of case studies evaluate
the system using the Enron e-mail corpus. The chapter then discusses and
compares the results of both sets of case studies.
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• Chapter 6 finally summarises the major contributions of the thesis and pro-
vides suggestions for further studies to extend the research work presented
in this thesis.
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Glossary
Acronyms
CEO Chief Executive Officer
COO Chief Operating Officer
FERC Federal Energy Regulatory Commission
FK Foreign Key
ISP Internet Service Provider
MIME Multipurpose Internet Mail Extensions
NLP Natural Language Processing
PK Primary Key
RFC Request for Comments
SEC Securities and Exchange Commission
SMTP Simple Mail Transfer Protocol
UML Unified Modeling Language
Terms
Abnormal Behaviour Behaviour that significantly deviates from typi-
cal or historically observed behaviour.
Analyst Refers to an individual whose role is to analyse
and to obtain useful information from data.
Anomaly Detection A method commonly used in computer network
intrusion detection, where it is used for detect-
ing new types of intrusion attacks previously
unknown to the computer system or computer
network.
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Artificial Intelligence Computational techniques that perform tasks
that would require “intelligence” if it were per-
formed by humans.
Behaviour Refers to the overt actions of an individual that
can be directly observed by others.
Behaviour Comparison
Analysis
Defined in this thesis as the comparison of
two or more e-mail accounts, to determine the
similarity or differences in communication be-
haviour.
Chapter 11 Bankruptcy
Protection
A part of the United States Bankruptcy Code
that allows companies to reorganise their busi-
ness in order to recover from crippling debt.
Clique Generally defined as a term referring to small
clusters of individuals that frequently commu-
nicate with each other.
Clique Behaviour Anal-
ysis
Defined in this thesis as the analysis of small
clusters of e-mail accounts to examine their
group interaction behaviour.
Computational Intelli-
gence
An approach for using a set of computational
techniques, to extract information from data and
present the information to the user/analyst in a
useful and intelligent manner.
Computational Tech-
niques
Defined in this thesis as techniques of extract-
ing information from data in regard to the data
properties.
Computer Forensics A process that applies an array of tools and
techniques to obtain forensic evidence from
digital or electronic data.
Digital Forensics Same meaning as “Computer Forensics”
Discrete-Event Simula-
tion
A type simulation methodology whereby a
system is modelled with state variables that
change instantaneously at separate points in
time. These points in time are ones where an
“event” occurs.
E-mail Client See “E-mail User”.
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E-mail Content Analy-
sis
Defined in this thesis as a type of e-mail anal-
ysis method that extracts information related to
the textual content of messages sent by e-mail
users.
E-mail Message
Header
The initial section of an e-mail message that
contains information such as the delivery route
of the message, the time/date when the message
was sent and received, the type of formatting
used for the main body of the e-mail message.
E-mail Traffic Information derived from the header section of
e-mail messages, but not the content of e-mails
(e.g. sender, receiver, and date/time informa-
tion)
E-mail Traffic Analysis Defined in this thesis as a type of e-mail anal-
ysis method that extracts information related to
the transit and delivery of e-mail messages sent
by e-mail users.
E-mail User Refers to an individual who uses e-mail com-
munications to communicate with others.
Feature Extraction
Techniques
Computational techniques that extract and pro-
cess information from data, to locate data
records that possess particular features or pat-
terns.
Individual Behaviour
Analysis
Defined in this thesis as the analysis of an indi-
vidual e-mail account’s traffic communication
behaviour.
Law Enforcement
Agency
A department or organisation that performs the
service of enforcing the law, to ensure that indi-
viduals are not conducting illegal activities.
Natural Language Pro-
cessing
A field of artificial intelligence that focuses on
analysing and understanding spoken or written
language.
Network A term often used to describe complex systems
that consist of a number of interconnected and
interacting components.
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Network Behaviour
Analysis
Defined in this thesis as the analysis of the
relationships and connections between a large
group of e-mail users, to extract information
about their overall “network” behaviour.
Personality Trait Di-
mensions
A set of trait dimensions that describe particular
aspects of an individual’s personality.
Replying Delay The time delay between the sending of an e-
mail message to a recipient and the recipient
sending a reply message back to the sender.
Sending Delay The time delay between the sending of one e-
mail message and the sending of the next e-mail
message.
Social Network A system of agents that interact with each other
and have some pattern of contact between them.
Text mining An area where techniques are applied for ex-
tracting information from text documents in or-
der to discover critical patterns or features de-
scribing the document’s contents.
Time-Series A series of values where the quantity varies over
time.
Traits Words that describe the manner in which some-
one acts, thinks or feels.
Unusual Behaviour Behaviour that seems different from what is
normally expected.
User Refers to the individual who uses the software
application or software system.
Visualisation A process that involves the transformation of
data into graphical images.
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