In this study, we considered accuracy evaluation indices for operational transfer path analysis (TPA) that employs the principal component regression method, and we verified their reliability. To evaluate the accuracy of TPA, the consistency of the response signals, in which the calculated response signal from the TPA model is compared with the measured response signal, has been frequently used in the past. Also, some cases use the condition number that indicates the inverse matrix condition used in the calculation procedure of the acceleration transfer function. In addition to these accuracy evaluation indices, a correlated principal component number (CPCN), which indicates the number of principal components that correlate with the response signal generated at the running test, has been proposed. The reliability of these accuracy evaluation indices has been verified through a simple simulation. The results show that the two conventional indices (the consistency method and the condition number) do not satisfactorily evaluate the accuracy. However, a CPCN can indicate the frequency bands where the TPA accuracy is high or low. Consequently, the new index was found to be a suitable index for evaluating the accuracy of the operational TPA.
Introduction
Reducing sound levels and vibration in the vehicle interior is essential to achieve comfortable cabin conditions. It is also important to minimize increases in the vehicle weight, with the aim that the sound and vibration performance are compatible with the driving performance and fuel efficiency of the vehicle. To achieve these goals, it is important to determine the contributions of a range of different factors to the sound and vibration levels.
Transfer path analysis (TPA) is a technique that was developed to evaluate these contributions, and several TPA methods have been proposed (1) - (12) . Principal component regression (PCR) is a recently developed TPA method that enables the contributions to be determined relatively quickly. This method requires only sound-pressure or vibration-acceleration data during running and does not require an impulse-hammering test to be performed in order to obtain the transfer functions. Hence, this method is referred to as running or operational TPA.
A number of studies have verified the theory of operational TPA or have examined examples of its application in vehicle development (4) , (5) . Also, a new trial for increasing the accuracy of operational TPA was conducted recently (12) .
In operational TPA, the individual contributions are calculated by a two-step process. In the first step, the transfer function from the reference point to the response point is calculated using various running data measured at the reference and response points. In the second step, each contribution is obtained by multiplying the reference point signal by the calculated transfer function (4) , (5) . The accuracy of the obtained contribution depends on the accuracy of the calculated transfer function. If the calculated transfer function is not accurate, we cannot perform effective countermeasures to the noise and vibration, and there is even the possibility of performing inappropriate countermeasures. Therefore, it is necessary to evaluate the accuracy of operational TPA. Various methods and indices have been proposed for evaluating the accuracy of the inverse matrix method, which is one of the representative methods of TPA (13) , (14) .
But the method for operational TPA, which was developed recently, was not considered sufficient (4) , (11) . In this study, we consider a method of evaluating the accuracy of operational TPA, and we verify its reliability through a simulation.
Operational TPA Using Principal Component Regression
The procedure for conducting operational TPA using principal component regression (PCR) is described in this section (4) , (5) . A diagram of the use of PCR to obtain the acceleration transfer function is shown in Fig. 1 . 
The (i, j)-th element in the reference matrix [A in ] is the data at the j-th reference point in the i-th fast Fourier transform (FFT), and the (i, k)-th element in the response matrix [A out ] is the data at the k-th response point in the i-th FFT. The ( j, k)-th element in the transfer matrix [H] is the transfer function from the j-th reference point to the k-th response point. Following singular value decomposition (SVD), the reference matrix [A in ] can be expressed as follows:
The principal component (PC) matrix [T ] is then obtained using the results of SVD: principal component analysis (PCA): .
The accuracy of the transfer function is increased by reducing the noise PC. The size or the significance probability of each PC is used for extracting the noise PC (12) . 
The (i, k)-th element in the contribution matrix [A out cont ] is the contribution at the k-th response point in the i-th FFT. This is the procedure to obtain the contributions in operational TPA.
Accuracy Evaluation for Operational TPA

Consistency of Response Signal
Consistency of the calculated response signal with the measured (actual) response signal has been used frequently as a method for evaluating the accuracy of operational TPA (4) , (5), (7) .
This method compares the calculated response signal, which is a summation of all the contributions obtained by multiplying the acceleration transfer functions with the reference signals, with the actual measured response signal, as shown in Fig. 2 . When the calculated response signal agrees with the measured signal, the accuracy of the TPA result is regarded as high. This method requires only reference and response signals used for the operational TPA and does not need additional data or tests. Hence, this method is frequently used. 
Condition Number
In order to separate the contributions, operational TPA with PCR uses the inverse of a singular matrix [S ] , which can be obtained by singular value decomposition of the reference signal [A in ], as shown in Eq. 7. Hence, if the diagonal value of the singular matrix [S ] is very small, the inverse matrix becomes large, the influence of the noise that is included in the matrix is expanded, and the accuracy of the transfer function and the contribution calculated by using the inverse matrix diminish. Thus, the condition number indicating the condition of the inverse matrix is sometimes used for evaluating the accuracy of the separation of the contributions (11) . The equation for calculating the condition number, Eq. 9, is shown below . The condition number is the ratio between the maximum and the minimum factors in the singular matrix [S ] . When the correlation among the measured reference signals is very high, and the reference signals have many noise components, the condition number becomes large,
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Condition number = λ max λ min .
In this study, the reliability of these conventional accuracy evaluation methods for operational TPA were verified through a simple simulation.
Verification of Accuracy Evaluation Index
Verification Method
We verified the reliability of these accuracy evaluation methods through simulation using Simulink (The MathWorks, Inc.). In operational TPA, it is necessary to use PCR to calculate an accurate transfer function to obtain accurate contributions. Hence, accuracy of the calculated transfer function was used as an indicator for the contribution accuracy. In the simulations, we used transfer functions for which the frequency characteristics were already known, and the contribution accuracy was evaluated by comparing the transfer function calculated by PCR with the actual transfer function used in the simulation.
To evaluate the reliability of the accuracy evaluation method for operational TPA, we prepared both high-and low-accuracy conditions, each having four references and one response. The simulation model used in the verification is shown in Fig. 3 . To obtain an accurate transfer function with PCR, measuring the reference and response signals at various conditions that generate many different vibration modes is necessary during operation (4) . Hence, in the high-accuracy condition, no correlated random noise were employed as the reference signals, which represented reference signals measured at varied conditions. In the low-accuracy condition, a sinusoidal signal with a constant amplitude and peak frequency was used as the reference signal, which represented a reference signal measured at a very narrowly defined condition. The peak frequencies for the four reference signals were set at 200, 320, 380, and 450 Hz, respectively. Each output signal was generated by applying the transfer function to each reference signal. The overall output signal (response signal) was calculated by adding these four output signals. Also, another noncorrelated random noise was applied to the reference and response signals to represent noise in the measurement. After performing this simulation, PCR was applied to the signals at the four reference signals and the response signal, and the four transfer functions were calculated. Figure 4 and Fig. 5 show the comparison of the calculated and actual transfer functions from the first and fourth reference signals to the response signal in both conditions. The solid and dashed lines show the calculated and actual transfer functions, respectively, and Fig. 4 and Fig. 5 show the comparison in high-and low-accuracy conditions, respectively.
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Vol.6, No.5, 2012 As shown in Fig. 4 , the calculated transfer function is very close to the actual transfer function in the high-accuracy condition. This means that the transfer function can be calculated accurately in this condition. In the low-accuracy condition, the transfer function could be calculated correctly from 200-300 Hz, but the calculated transfer function was far from the actual transfer function at 70 Hz, 110 Hz, and 300-400 Hz, as shown in Fig. 5 . This result indicates the accuracy of the contribution separation becomes low at these frequencies in the low-accuracy condition. In the next section, we determine if the two methods (consistency of response signal and condition number) can evaluate correctly the accuracy of the operational TPA. Figure 6 compares the averaged spectrum of the response signal obtained by multiplying the calculated transfer function with the reference signals to the spectrum of the response signal obtained in the simulation. Figure 6 (a) shows this comparison at the high-accuracy condition, and Fig. 6(b) shows it at the low-accuracy condition. As shown in these figures, the consistency was very high in both conditions, which indicates that the accuracy of both conditions was high. However, the accuracy was high at the high-accuracy condition but low at the low-accuracy condition in some frequency bands, as shown in Fig. 4 and Fig. 5 . Thus, this method of using response signal consistency to evaluate Journal of System Design and Dynamics Vol.6, No.5, 2012 the accuracy of operational TPA was found to have difficulties.
Verification Result Using the Consistency Method
The reason that the consistency was high, even though the accuracy of the transfer function was low, is thought to be as follows. When PCR is employed in operational TPA, both PCA and MRA are applied, and when the correlation with the reference signal is very high in MRA, multicollinearity is known to occur (15) . When multicollinearity occurs, the correlation coefficient between the calculated response signal and the actual response signal will be very high, but the correct regression coefficient (transfer function in operational TPA) cannot be obtained. In the low-accuracy condition, each reference signal was made by using a sinusoidal signal with constant frequency and amplitude and with small random noise. Therefore the reference signal was almost stable for the simulation. This condition made extremely high correlations among the reference signals, and multicollinearity occurred in the low-accuracy condition.
In addition, consistency of the response signal has almost the same meaning as the correlation coefficient of MRA; therefore the method evaluates only the MRA part (dashed line in Fig. 1 ) in the PCR and does not evaluate the PCA part (solid line in Fig. 1 ). Because of these factors, this method could not satisfactorily evaluate the accuracy of the operational TPA. Figure 7 shows the calculated condition number at each condition: Fig. 7(a) shows the number at the high-accuracy condition, and Fig. 7(b) shows the number at the low-accuracy condition. Our results showed that the condition number for the high-accuracy condition was higher than the number for the low-accuracy condition in many of the frequency ranges. This was the opposite of the tendency in the actual accuracy of the calculated transfer functions. When the condition number was large, the inverse matrix was unstable, and the noise influence on the calculated transfer function was increased. But the accuracy of the transfer function was high for the high-accuracy condition, even though the condition number was high. The condition number was obtained by dividing the maximum singular value by the minimum singular value in the singular matrix [S ] in each frequency as shown in Eq. 9 and Eq. 10. If there was at least one signal component in the four reference signals in the simulation, the condition number was considered to be a suitable accuracy evaluation index. The condition number becomes large when the reference signals are highly correlated or have a lot of noise, because only one signal component was set as the maximum singular value, and the noise component was set as the minimum singular value. The number becomes small when many signal components exist and the noise component is very small. Then, an accurate transfer function could be obtained. However, in the low-accuracy condition in the simulation, there was almost no signal component, and the noise component was filled in most of the frequency bands except for 200, 320, 380, and 450 Hz, where the frequency of the sinusoidal signal was set. Also, the noise components of the reference signals were not correlated with each other. Therefore, the condition number in most frequency bands became low because the maximum and minimum singular values consisted of only noise components, and the accuracy of the transfer function calculated from the noisy reference signal was low. Note that the condition
Verification Result Using the Condition Number
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Vol. 6, No.5, 2012 number is evaluated from the inverse matrix of a singular matrix [S ] . The singular matrix is calculated in the PCA part of PCR. Hence, the condition number evaluated only the PCA part of the PCR procedure for operational TPA, as shown in solid line of Fig. 1 . From these reasons, the condition number could not evaluate the accuracy of operational TPA as well as the method using the consistency of the response signal.
Summary of Verification of Accuracy Evaluation Methods
In this section, the reliability of the two conventional accuracy evaluation methods for operational TPA was verified through a simple simulation. The result showed that neither method could satisfactorily evaluate the TPA accuracy, because each method evaluated only one part of the PCR (either the PCA or the MRA). In addition, when there is only a small variation in the reference signal measured at the running condition, there are many noise components in the operational TPA. Thus, the above accuracy evaluation methods failed to satisfactorily evaluate the accuracy. Therefore, in the next section we will consider a new accuracy evaluation method to solve these problems.
Consideration of a Suitable Accuracy Evaluation Index
Number of Principal Components Generated in the Operational Condition
To obtain accurate transfer functions by using PCR, it is necessary to satisfy two conditions. The first is that the reference signals must include a wide range of frequencies; in other words, many different vibration modes must be generated in the operational condition. The second condition is that the obtained PCs must be able to express the variation in the response signal. In order to evaluate how many vibration modes are excited, we focused on the number of PCs in the PCA section. The PCs obtained by PCA were whitened so that they were each uncorrelated with the other PCs. The excited vibration modes were also known to be uncorrelated with the other vibration modes. In addition, a PC expresses a factor that is correlated with the reference point signals, and the vibration mode also expresses correlated behavior among the reference signals. Therefore, the calculated PCs are considered to express the vibration mode at the operational condition (12) , and the number of vibration modes excited in the operational condition is considered to be same as the number of the calculated PCs when there is no noise component. Thus, the first condition for evaluating the accuracy of the operational TPA (requiring that a wide range of vibration modes are excited in the operational condition) can be obtained by counting the number of PCs. When the number of reference points is four, as in the simulation, in theory, the number of principal components also becomes four. However, in general, both the signal and noise components are included in the measured reference signal. Thus, it is necessary to count only the signal PCs. In order to determine if the obtained PCs are signal or noise, two methods have been proposed (12) . The first method uses the size of each PC, and the other one uses the significance probability of each PC, which indicates the relationship between the PC and the response signal. These two methods were applied to the simulation result, and their reliability was verified, which will be presented in the next section.
Verification Result Using Principal Component Size
Each PC was determined to be either a signal or noise component by using the size of the diagonal factors of the singular matrix [S ] , which indicates the size of each PC shown in Eq. 2. In this method, the contribution of a PC, which is calculated dividing the size by the overall PC size, was used, and if it was more than a criterion value, it was determined to be a signal component (4) , (12) . The number of signal PCs was counted using this method. The criterion for distinguishing signal from noise was set at 10 −4 %: a PC for which the contribution was more than 10 −4 % was determined to be signal. The number of signal PCs in the high-and low-accuracy conditions are shown in Fig. 8(a) and (b): Fig. 8(a) shows the number at the high-accuracy condition, and Fig. 8(b) shows the number at the low-accuracy condition.
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The results show that the number of signal PCs (excited vibration modes) in the highaccuracy condition was more than that in the low-accuracy condition. This is similar to the actual accuracy of the transfer function calculated by PCR. The number of PCs in some frequency bands where the accuracy was low in the low-accuracy condition, such as 70, 110, and 300-400 Hz, was similar to the number in the frequency band where the accuracy was high in the same condition, such as the 200-300 Hz band as shown in Fig. 8(b) . Thus, evaluating the accuracy for each frequency was difficult in this method. The tendency was the same when the criterion was changed. From this result, this method (using the size of the PC) was found to be able to evaluate the accuracy in general, but it had difficulty evaluating the accuracy in detail. This method evaluates only the PCA part in the PCR and does not evaluate the MRA part; therefore this method is not able to evaluate the accuracy in detail.
Verification Result Using Significance Probability
We next counted the number of signal PCs by using the significance probability of each PC to the response signal. In this method, the significance probability of each PC was calculated in each frequency. In MRA, for each frequency, the PC is used as an independent variable, and the response signal is used as a dependent variable. By using the t-test, the significance probability of each PC can be obtained by verifying the significance of each regression coefficient [B] in the MRA part (12) .
When B 1 is the calculated regression coefficient from the first PC (T 1 ) to the response signal in the MRA, and C 1 is the actual regression coefficient of the population, the t-value is expressed as follows:
Then, 
The t-value in Eq. 11 depends on the t-distribution with n − p − 1 degrees of freedom, where n indicates the number of FFTs, and p indicates the number of independent variables (reference points). Equation 11 shows an example having three PCs. s
is the variance of each PC, and s t1t2 ∼ s t2t3 is the covariance among the PCs (the covariance becomes zero by performing PCA). ε 2 n is the squared difference between the calculated response signal using the transfer Journal of System Design and Dynamics Vol.6, No.5, 2012 function and the measured response signal. By setting the null hypothesis to "independent variables are not necessary in MRA (C 1 = 0)," the t-value of the first PC becomes
and the significance probability is obtained from the table of the t-distribution with n − p − 1 degrees of freedom. A high significance probability means there is a high probability that the actual regression coefficient is zero and the PC is not necessary (i.e., the component is measurement noise). Accordingly, a PC having a significance probability lower than the set criterion is regarded as a signal PC that is necessary to express the variance of the response signal. The number of signal PCs is the correlated principal component number (CPCN). When this number is large, the accuracy is regarded as high. The reliability of the accuracy evaluation method for operational TPA (CPCN) was verified through simulation. The criterion of the significance probability was set at 0.01 (12) ; the CPCN at high-and low-accuracy conditions are shown in Fig. 9 . The CPCN was set to be the number of PCs having a probability under 0.01. Figures 9(a) and (b) show the number at high-and low-accuracy conditions. Fig. 9 Number of correlated principal components determined to be signal components according to their significance probability: (a) the number in the high-accuracy condition, and (b) the number in the low-accuracy condition.
From these figures, we see that the CPCN in the high-accuracy condition was larger than that in the low-accuracy condition. This indicates that the accuracy of the high-accuracy condition is higher. This was also observed in the simulation result. For the low-accuracy condition, the CPCN at 70, 110, and from 300 to 400 Hz was very small, and the accuracy was very low; and the CPCN at 200-300 Hz was large, and the accuracy was high. For the high-accuracy condition, the CPCN was relatively small at 70 Hz and 430 Hz, and the accuracy was somewhat low as shown in Fig. 4 . These results indicate that in the high-accuracy condition, the CPCN can evaluate the accuracy not only in general but also in detail, such as determining the frequency band. From these results, the CPCN method was found to be able to evaluate the accuracy of operational TPA with high reliability. The reason why this method can satisfactorily evaluate the accuracy is considered to be as follows. This method evaluates how many PCs that correlate with the response signal are generated in the operational condition. This means that the CPCN method evaluates a characteristic of PCA (how many PCs are generated) and a characteristic of MRA (whether the PC correlates with the response signal). Both of these characteristics are important for performing PCR as used in operational TPA. Therefore, the CPCN can satisfactorily evaluate the accuracy.
Summary
In this study, we verified and considered methods that can correctly evaluate operational TPA accuracy. With a TPA simulation, we determined that both the conventional accuracy evaluation methods, using the consistency of response signal and using the condition number, have difficulties when evaluating the accuracy. We then focused on the number of generated principal components in order to evaluate the accuracy, and considered and verified the CPCN, which indicates the number of PCs having a high influence on the response signal. The CPCN Journal of System Design and Dynamics Vol.6, No.5, 2012 method was found to be able to evaluate the accuracy with higher reliability. Also, this method can be applied without any additional calculation procedure or test, because the value has already been calculated in the transfer function calculation procedure in the current operational TPA to determine the noise component (12) . This means the CPCN method can evaluate the operational TPA accuracy without destroying one of the benefits of operational TPA, which is that the contributions can be obtained easily with small man-hour.
