Abstract: The interference fringes of interferometry are the key to reconstruct a threedimensional topography. But currently the adjustment of the fringes is done by manual, which is time-consuming and lack of quantitative control. Due to the complexity of the fringes, the traditional methods have low recognition rates and are only suitable for the ideal fringes in specific cases. Therefore, an interference fringes discovery (IFD) model consisting of "fringes region proposal network" (FRPN) and "fringes stitching" (FS) model is proposed. The FRPN, a deep convolutional neural network modified on Faster R-CNN, accurately recognizes the fringes with identification boxes. By integrating the feature maps of multiple layers and fine-tuning, the ability of the modified network to extract more complicated fringes is improved. Based on the identification boxes generated by FRPN, the FS restores the fringe shape and generates a complete recognition area. The IFD model achieves 98% accuracy on our testing set. The experimental results confirm that our model has the excellent performance on fringes-detection. It provides important support for the automation and the precise measurement of interferometers.
Introduction
Interferometry is a high-precision optical technique that provides unbeatable surface topography measurements [1] . As the only input variable interferometry, the interference fringes are the basis for solving physical quantities, carrying the information of the optical path difference. The existing adjustment methods are basically done manually, bringing some drawbacks: the fringes cannot be precisely controlled; the fringes cannot be discovered in time; professional operators are required; it is necessary to re-find fringes each time after replacing test objects. These limit the work efficiency, measurement accuracy and application range. How to solve the above problems becomes crucial. Automation is the answer, which has become an inevitable trend in instrument development. A computerized detecting and decision-making approach is the key of automation. For an interferometer, the automatic recognition of the interference fringes is such an approach.
However, the automatic recognition of the interference fringes is a challenging task. The recognizable range of interference fringes is limited. The coherence length of white light source is only a few microns. This makes it extremely difficult for those who manually locate the fringes at high magnification. Due to the differences in light intensities, angles, surface profiles and other factors, the shape of the interference fringes vary strongly. Previous researchers have conducted some research on this. The results are unsatisfactory.
The existing methods are mainly divided into two types, one is based on charge coupled device (CCD) and the other is based on position sensitive detector (PSD). For CCD-based method [2] , [3] , one approach is to extract black-and-white features and count using traditional image processing methods. Another way is to find the fringes with contrast and sharpness [4] . Besides, some researchers [5] - [10] used the additional sensing device PSD to detect the fringes. However, the PSD-based approach requires a complete stand-alone hardware system. Due to the complexity of the fringes, the methods in the literatures can only recognize the fringe in a fixed shape, leading to limitations in application. A universal fringes-extraction process and algorithm is urgently needed.
Deep learning (DL) is rapidly developing. As a representative, convolutional neural network (CNN) has shown extraordinary application value in the field of image recognition. As one of the important CNN models, Faster R-CNN has achieved many exhilarating results, such as pedestrian detection [11] - [14] , vehicle detection [15] , [16] , sign recognition [17] , [19] , medical detection [20] , biological detection [21] , remote sensing [22] , and other image detections [23] - [25] . The main development direction is to improve the recognition rate and expand the application range by modifying the network structure.
For improving the aviation-detection recognition rate, the feature maps of last three convolution layers in ZF model were integrated to generate hyper feature map [16] . In order to achieve the same object detection, Hailiang Li et al. [25] adopted the following measures: the concatenation of the shallow and deep layers improved the network's ability to extract features with more details; changing the ranking strategy in the category. In automatic driving, lane marking recognition and pedestrian detection are two key points. The variability of lane markings poses certain challenges to further increase the recognition rate. Yan Tian [18] improved the recognition rate of lane markings by adding multi-level maps and context cues. For pedestrian detection, Liliang Zhang [12] pooled feature from shallower but higher-resolution layers to alleviate the undetected problem of small objects.
Through the above references, the emergence of Faster R-CNN has brought the dawn of fringesdetection, while related reports have not been covered.
In this paper, with the strategies of "Fringes Region Proposal Network" (FRPN) and "Fringes Stitching" (FS) model, we design Interference Fringes Discovery (IFD) model to better recognize the interference fringes. The framework of IFD model is shown in Fig. 1 . The FRPN is a modification of Faster R-CNN based on VGG16, aiming at recognition and locating the interference fringes marked with identification boxes. In the FS model, the entire fringe is blocked by an integrated recognition area based on the trajectory of the identification boxes. Finally, the recognition and locating of the fringes are completed. This paper is organized as follow. Section 2 presents an overview of related works. The IFD model is detailed in Section 2. Section 3 reports the experiments and results. Section 4 concludes the paper.
Proposed Approach

Fringes Region Proposal Network (FRPN)
Network Framework:
We choose VGG16-based Faster R-CNN as the building block. The work of extracting features of image is mainly done by the convolution layers. Each time the image is convolved, the feature map is sublimated once. Each output feature map is built on the feature map of the previous layer. The deeper the layers are, the higher the recall gets. Deeper layer also has larger-scale features and more intricate features, while making its resolution decrease. Shallower layer dose the reverse. The shallower layers carry more specific features of object. In the existing framework, only the feature map of the last layer is sent to the RPN. This causes only intricate features from last convolution layer to be learned. Due to this, the Faster R-CNN only captures the features from Conv5 layer, making it difficult to extract more local texture features.
Based on the above analysis, we can see that more detailed features of the object can be obtained by integrating shallow and deep features. Multi-maps generated from multiple layers achieve great performance in detecting small object, detail-rich or ambiguous object. We combine the output feature maps of the Conv3 layer, Conv4 layer and Conv5 layer to achieve a hybrid feature map. The output of each layer is normalized and sent to the ROI Pooling layer.
The architecture of the proposed network (as shown in Fig. 2 Concatenating feature maps simply from different layers would lead to poor recognition performance. The "deeper" features would mask the "shallow" features, which makes such concatenation meaningless. In order to better and fully utilize the features of each layer, the feature map of each layer is normalized. One convolution layer (Conv_3D) with kernels size of 1 * 1 * 512 is added on the Conv_3 feature map. By making Conv_3D twice pooled, it has reached the same size as Conv_5. Similarly, Conv_4D is acquired by pooling Conv_4 once. By adding the feature maps of Conv_3, Conv_4 and Conv_5 to form the fringes feature map, they are fed into the RPN. Consequently, it produces proposals with fringes features. Then, the corresponding detection process is followed. As a result, with FRPN, the interference fringes features are identified, marking with identification boxes.
Fine-Tuning:
We fine-tune the parameters of the FRPN using our image dataset to enable it to better recognize fringes.
As one of the features of Faster R-CNN, the RPN network is mainly used to generate rectangular boxes containing the target object in the original image. The anchor mechanism is the remarkable part in the RPN network. Similar to the sliding window operation of the convolutional layer, it slides through the feature map by a 3 * 3 sliding window. For each window, it assumes that it comes from the pooling of the [scales * ratios] original regions. That is to say, at the position of each window, we can inversely derive the corresponding area in the original image by [scales * ratios] rectangular boxes. The work done by the anchor mechanism is actually a reverse process of ROI Pooling. It is precisely because the anchor has multiple sizes that the RPN network does not need to use multiple scale images when generating the proposal.
The original model adopts 16 * 16 as the size of base box and defines nine anchors (3 * 3, with 3 scales and 3 ratios). The ratios are 0.5, 1, 2, the scales are 8, 16, 32. Regardless of the ratios, the corresponding size of anchor is 128 * 128, 256 * 256 and 512 * 512. Because of the diversity of target features (fringes), the size of the target features spans from 40 to 500 pixels. The minimum size of 128 pixels in the original model is obviously not suitable. Therefore, we propose the anchor scheme of 7 ratios * 5 scales, extending the size range from 32 to 512, increasing the number of small sizes. Seven ratios: 1:10, 6:25, 1:2, 1:1, 2:1, 25:6, 10:1; and five scales: 2, 4, 8, 16, 32. Through our experiments, it has been found that this increases the training time while the increase in testing time is not obvious.
We get the alternative proposals through the sliding window and the anchors. Due to the large number of proposals, Intersection-over-Union (IoU) is required to supervise and train them to achieve the purpose of re-screening. Through Bounding-box regression and non-maximum suppression (nms), the foreground anchors are sorted and filtered according to the foreground softmax scores. Taking the first "Proposal" boxes as output. Thus, the Parameter "Proposal" is also finetuned.
In addition, we have fine-tuned other parameters: Parameter "Mini-batch" mainly balances the training speed and recognition accuracy. Improper values can cause oscillation or slowness of training. The function of the Parameter "Dropout" is mainly to improve the recognition accuracy and prevent over-fitting.
Fringes Stitching Model
Given the special nature of the interference fringes feature, their shape in this paper is divided into four types: straight fringes (parallel to the orthogonal coordinate system), oblique fringes (there is an angle with the orthogonal coordinate system), curved fringes (not enclosed), circle fringes (enclosed) and irregular fringes. Straight fringes can be integrally captured by one box generated from the FRPN. The other three classes could not be captured entirely at once. Therefore, FS model is design to integrate the scattered identification boxes into an integrated recognition area, achieving the fringes recognition. To filter out redundant information and better recognize the fringes feature, when making the training data set, several small-sized identification boxes are preferred instead of a single largesized identification box. These small boxes are set to overlap. Another purpose of the FS model is to improve reliability. Even if there are a few sporadic areas that are not recognized by FRPN, the final recognition results would not be affected. The following describes the methods for different fringes types.
Since the straight fringe is marked directly by the box created by the FRPN, extending the long side of the box directly to the border of the image to form the recognition area.
Oblique Fringes:
The coordinate information of all identification boxes generated by the FRPN is stored. For each box, the coordinates of the starting and ending points need to be retained. Furthermore, the coordinates of the midpoints of the boxes are calculated and recorded, forming into the Midpoints Set (MS). To make a linear fit (as Eq. (1)) to the MS, the fitted line is marked as l f .
The distances between the points on the one side of l f and l f is calculated, drawing a straight line (l fu ) parallel to l f at the point ("The farthest up point" in Fig. 3 ) farthest from l f . Similarly, draw another parallel line (l fd ) based on the farthest point ("The farthest down point" in Fig. 3 ) of the other side. The area between line l fd and line l fu is the fringes recognition area. It should be noted that the sides of the line are defined as "up" and "down", and the way of "left" and "right" is also acceptable.
Curved Fringes:
When the surface of the test sample is curved, the interference fringe shape changes from straight to curved. The above linear fitting no longer applies. Quadratic curve fitting (as Eq. (2)) is used after obtaining the MS in the same way as in the previous section.
According to the opening direction of the fitted curve (p f in Fig. 4) , the points of all boxes are divided into two parts: inside or outside the curve. For the inside points, the distance from each point to the curve is calculated, and the average value is taken as a constant term of the quadratic curve p fi , and the remaining coefficients are the same as p f . For outside points, the half of the distance from the farthest point to the curve is taken as the constant term of the quadratic curve p fo , and the remaining coefficients are the same as p f . The area between line p fi and line p fo is the fringes recognition area.
Circle Fringes and Irregular Fringes:
When the trajectory of the midpoints is like a circle (or approximate to a circle or ellipse), we no longer fit the trajectory. For all corner points of the boxes, two farthest points in the horizontal direction are recorded. Similarly, two farthest points in the vertical direction are recorded. The recognition area is drawn based on these points, as shown in Fig. 5 . For the irregular fringes that could not be fitted, the same method is applied.
Execution Flow:
The performance of fitting is evaluated by coefficient of determination R 2 . For the sum of the dependent variable, the ratio of the sum caused by the independent variable is denoted as R 2 . As shown in Fig. 6 , linear fitting is firstly applied to the points in MS. By determining fitting parameter R 2 , if it is greater than 0.87, the fitted line (l f ) is reserved, following "Oblique fringes" procedure.
When R 2 of linear fitting is less than 0.7, quadratic fitting is on. By determining R 2 of quadratic fitting, if it is greater than 0.7, "Curved fringe" procedure is proceeded. The area between the fitted curves is the desire one. If it does not meet, continuously estimate whether it is less than 0.5. If it is between 0.7 and 0.5, swap the independent variable and the dependent variable, then send them to "Curved fringes" again. If it is less than 0.5, "Circle fringes and irregular fringes" procedure is carried out, covering the entire fringe.
Experiments
Dataset
The performance of the IFD model is evaluated by our own dataset (11400 images for training and 1000 images for testing). Being different from the existing detection targets of deep learning, the diversity of interference fringes makes it necessary to build our own training data. We built a complete interferometric measurement system based on the Mirau principle. The images in both the training set and the testing set were captured by this system. With the assistance of the five-dimensional electric platform of this system, the position, amplitude and angle of interference fringes could be precisely controlled. The contrast of the fringes is determined by light intensity. The diversity of the background pattern and the fringes shape is achieved by changing samples and imaging areas. Through these measures, the diversity of sample set is enriched.
For the same area of the same sample, with the cooperation of the focus motor, the fringes appear at different positions in the image. In the same area, by adjusting the light intensity, the previous measure is repeated to capture the images with different contrast. After the fringe amplitude is changed by the angular deflection motor, performing image capture once. After the fringe direction is changed by the angular deflection motor, performing image capture again. This completes the image capture of the same area of the same sample. The imaging area is moved to the next characteristic area by the horizontal motor. The fringes of different shapes are captured. After completing the multi-area acquisition of the same sample, the sample is replaced by a new one, repeating the above measures to capture images.
After obtaining the images with interference fringes, we mark the fringes with rectangular boxes. As mentioned above, the fringes are continuous and have a variety of angles and amplitudes, which is different from other targets. Except the straight fringes, if the fringe is only covered by one box, there will be a lot of redundant information, which greatly reduces the accuracy. Fig. 7 contains only one fringe. If it is labeled according to the traditional method, it should be the red dashed box. It boxes the entire image, which also contains a lot of redundant information (the gray area in Fig. 7 ). This brings high computational overhead. Besides, if the gray area contains a fringe-like feature, it will lead to the failure of the final recognition. Traditional methods are not sensitive to the shapes of the fringes. Therefore, we use a number of small rectangular boxes (blue solid boxes in Fig. 7) for marking, and there is a certain degree of overlap between adjacent rectangular boxes. Each rectangle box contains only fringe features as much as possible to reduce the interference of non-feature information. The redundant area is greatly reduced, as shown by the dotted area in Fig. 7 . Another benefit is that the small boxes are more adaptable to the fringe shape. We send the raw images and the coordinates of boxes as training data to the network. The resolution of all images is 500 * 500 pixels. The images of testing set are different from those of training set.
Hardware and Software Environment
We carried out the experiments on a workstation with an Intel E5-1650 @ 3.6 GHz × 4 processor CPU, and NVIDIA GeForce GTX 1080ti graphics, 32 GB memory. The algorithm is built on the basis of the Caffe library so that the computational efficiency and performance can be verified. The operating system is Ubuntu 14.04.
Performance of FRPN
Network Framework:
We explored what layer-combination would better extract the fringes feature by modifying the network architecture. We evaluate precision of different layer-combinations under a different number of proposals. Both the number of layers and the different type of combination result in different results.
It is safe to say that a combination of layers can achieve better results than a single layer. Through experiments and Fig. 8 , the combination of four layers has the highest mAP (mean average precision). The combination of three layers is superior to the combination of two layers. The mAP of the four-layer combination is slightly more than the combination of the three layers. However, the structure of four layers is more complicated than that of three layers in terms of structure and system overhead. This would greatly increase the training and testing time. Based on such considerations, we gave up the four-layer structure. Considering the precision, the combination of 3, 4, 5 layers is better than the combination of 1, 3, 5 layers. Deeper layers carry more fringes information. Specifically, the mAP of multilayer combination reaches 65.32%, outperforming original structure by 7%, which makes great progress. We chose the combination of 3, 4, 5 layers as the FRPN structure. In addition, it can be seen from the figure that under the same structure, the precision increases with the increasing number of proposals.
Fine-Tuning:
After the main structure is determined, we optimize neural network parameters to achieve fine-tuning. In this paper, the control variable method is used to fine-tune the parameters. We fine-tuned five parameters: 1 Dropout, 2 Anchor, 3 the Number of Region Proposals, 4 Mini-batch Size, 5 IoU. We optimized the parameters one by one. Other parameters are the default settings. 1) Dropout: The learning rate "base_lr" is 0.001, "average_loss" is 100, "momentum" is 0.9, "weight_decay" is 0.0005, "IoU" is 0.7, "Mini-batch" size is 128 respectively. The anchor follows the original scheme in the RPN. The number of RPN Proposals is 150. The "Dropout" value serves to prevent overfitting, considering the size of dataset. In this configuration, we test the mAP values for dropout from 0.1 to 0.9, with an interval of 0.1. For dropout, as shown in Fig. 9(a) , the mAP reaches the highest value when dropout is 0.3. 2) Anchor: Due to the diversity of fringes, the original anchor scheme could not be well adapted.
As mentioned in "Proposed Approach", we proposed the anchor scheme of 7 ratios * 5 scales. We calculate the mAP under two different schemes, as shown in Table 1 . Compared with the original scheme, the mAP after adopting the new scheme has increased by 2%. More importantly, for too large or too small fringes features, the new scheme is guaranteed to produce the appropriate bounding box. This lays a good foundation for the FRPN.
3) The Number of Region Proposals: The learning rate "base_lr" is 0.001, "average_loss" is 100, "momentum" is 0.9, "weight_decay" is 0.0005, "IoU" is 0.7, "Mini-batch" size is 128 respectively. According to the previous step, the parameter "Dropout" is determined to be 0.3. The anchor follows the improved scheme. The number of proposals ranges from 150 to 4000, as shown in Fig. 9(b) . When the number is 4000, the mAP reaches the highest. When the proposal exceeds 2000, there is a slight increase of mAP, but the learning time is greatly increased. Therefore, after the trade-off between the mAP and learning time, the proposal is set to 2000. 4) Mini-Batch Size: The learning rate "base_lr" is 0.001, "average_loss" is 100, "momentum" is 0.9, "weight_decay" is 0.0005, "IoU" is 0.7, "dropout" is 0.3, the number of proposals is 2000 respectively. The anchor follows the improved scheme. The initial Mini-Batch size is 64, increasing by 64. As can be seen from Fig. 9(c) , when size is 256, the mAP reaches the extreme value(mAP = 0.7159). 5) IoU: The learning rate "base_lr" is 0.001, "average_loss" is 100, "momentum" is 0.9, "weight_decay" is 0.0005, "dropout" is 0.3, the number of proposals is 2000, "Mini-batch" size is 256 respectively. The anchor follows the improved scheme. The initial IoU is 0.7, we tested the mAP values for IoU from 0.1 to 0.9, with an interval of 0.2. When IoU is 0.5, the mAP reaches the extreme value. Thus far, through the FRPN and fine-tuning operations, the mAP of the FRPN reached 0.725. 
Performance of FS Model
With the FRPN, the interference fringes are accurately recognized and located. As mentioned in "Proposed Approach", the characteristics of the fringes are variable, and in order to better recognize the fringes, the identification boxes are discrete. The purpose of the FS model is to automatically identify the fringe shape and stitch the FRPN-generated identification boxes to form an integrated recognition area.
Straight Fringes:
When the feature is identified as straight fringe, the recognition area is most easily completed. According to the "Propose Approach", as shown in Fig. 10(a) , the long side of the identification box is extended to the border of the image to form the recognition area.
Oblique Fringes:
According to the execution flow in "Proposed Approach", when it is identified as oblique fringe, draw the midpoints of all the bounding boxes, as shown by the red cross "+" in Fig. 10(b) . A straight line is fitted based on the midpoints, as the blue dotted line shown. In all the points of the bounding boxes, two farthest points to the line are located. According to these two points, two straight lines parallel to the fitted line are drawn, the area between the two parallel lines is the recognition area. This ensures that the fringes features are covered by the area.
Curved Fringes:
For the curved fringes, a quadratic curve fit [the blue dotted line in Fig. 10(c) ] is performed on the MS. The curvature of the quadratic curve is fixed. Strictly speaking, the curvatures of the boundary on both sides are different. Considering the reduction of computational complexity, we determine the boundaries by changing the constant term of the quadratic curve. The area may not perfectly cover all features, but the feature recognition is not affected.
Circle Fringes and Irregular Fringes:
When identified as circular fringe, as shown in Fig. 10(d) , the recognition area is generated by the maximum boundaries in the horizontal and vertical directions. When the trajectory does not get a good fit, the same method is applied. 
Comparative Studies
In order to better illustrate the feasibility of the algorithm, traditional image processing methods used in the references are selected. The process is: histogram equalization, filtering, binarization, edge extraction. For edge extraction, Canny has the best effect and is chosen as the comparison item. All parameters are not changed throughout the experiment.
Firstly, we test the interference fringes in an ideal environment. The measured object is an optical flat, the surface roughness is less than 10 nm, the flatness is less than 25 nm. As shown in Fig. 11 , both the traditional method and the proposed method achieve recognition, but the traditional method couldn't accurately locate features. For the thin fringes, the results of the traditional method are in the high frequency noise.
In actual measurements, the fringe shape varies depending on the surface topography, which is one of the reasons why fringes are difficult to be recognized. We experimented with standard step samples. The standard samples have clean surface and regular structure features. As can be seen from Fig. 12 , the traditional method couldn't extract effective fringes information. When the fringe amplitude becomes larger, its black and white features change slowly, and cannot be recognized by the edge detection algorithm in the traditional image processing. The traditional method processes image with gray scale, which makes it difficult to distinguish fringes and topography. When the amplitude and direction of the fringe are similar to the surface topography, the traditional method provides no meaningful features. Our method is not affected by the above factors, bringing out high accuracy.
For more complicated situations, the surface topography becomes complex, surface roughness increases and reflectivity decreases, which causes the shape and contrast of the fringe changed. And the image itself is doped with a lot of noise, making the detection more difficult. It can be seen from Fig. 13 , after being processed by the traditional algorithm, the features are submerged in highdensity noise, which is difficult to be distinguished. Our proposed model achieved 98% accuracy, exhibiting high robustness and accuracy.
Conclusion
In this paper, the IFD model that dedicated to the interference fringes detection has been proposed, which consists of two parts. The first is the FRPN based on convolutional neural network, which combines multiple layers features and generates precise identification boxes. The second is the FS model, which makes the boxes formed a complete recognition area by "stitching" operation. Through comparison experiments, it is found that the traditional method only recognizes the ideal fringes. The traditional method does not provide the ability of location. These greatly limit its use in the actual environments. In contrast, our model can not only recognize the ideal fringes, but also recognize the complex fringes in the actual environment. The test results showed a steady performance through test images taken under various environments. This reveals the proposed model has satisfactory practical application value and good robustness.
