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Abstract
Providing IT-based care support for elderly people at home (i.e., care-
receivers) is proposed as a highly promising approach to address the
aging population problem. With the emergence of homecare application
service providers, a homecare system can be seen as a set of linked
services. Configuring and composing existing homecare application
services to create new homecare composite applications can reduce the
application development cost. The idea even looks more promising
if the service provisioning is dynamic, i.e., if applications can update
their behaviours with respect to the contextual changes without or
with minimum manpower. Dynamic service provisioning can play an
important role to accept homecare systems in practical settings.
This thesis proposes a Dynamic Homecare Service Provisioning
(DHSP) platform to address the homecare contextual changes in
an effective and efficient manner. In dynamic service provisioning,
a composite application can be reconfigured. This can happen
automatically on-the-fly (called adaptive service composition), by end-
users for example nurses (which we call tailorable service composition)
or by a programmer (which we call evolvable service composition). The
proposed DHSP platform provides adaptive, tailorable and evolvable
service provisioning in the homecare domain.
To support this, a hybrid service composition approach has been
proposed, in which the core of the application logic, which is rather
stable, is specified in terms of processes, while rules are employed
to specify the conditions and constraints to adapt the application
behaviour. The rules are then exposed as a decision service, which can
be employed by the process to make adaptation decisions with respect
to runtime circumstances.
As a proof of concept, we have developed a software prototype of
our platform. The prototype was subsequently used in a real-world
field test, which consists of two experiments, at a care institution in
the Netherlands to validate the approach. The validation included
both objective and subjective measurements. Being able to combine
objective and subjective measurements, would be useful to know which
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II ABSTRACT
level of effectiveness and efficiency is acceptable in the homecare
domain. Moreover, we identified explanations of our observations that
allowed us to understand which parts of our approach need further
improvement.
During the field test, the DHSP platform was used daily with
more than 400,000 transactions in total over four months among the
infrastructure and application services. The goal of the field test was
to study the usability of the DHSP platform to address the homecare
contextual changes in terms of (a) effectiveness, (b) efficiency, and (c)
satisfaction, both subjectively and objectively.
In the first experiment of our field test, we found out that although
the application services as actually delivered by the service providers
met the users’ requirements, there were architectural mismatches across
service providers due to unstated assumptions. Thus we introduced
an Assumption-based Risk identification Method (ARM). The ARM
method helped us identify several risks before using the DHSP platform
in the second experiment of our field test.
During the field test, we observed that the adaptivity of the
homecare applications met the end-users’ (care-receivers and nurses)
expectations, at least in the second experiment. The tailorability of the
homecare applications also met the nurses’ expectations except for one
specific type of homecare application. The nurses were satisfied with
the fact that they only needed to use the same tailoring application for
all the homecare applications. We also observed that the evolvability
of the homecare applications met the programmers’ expectations. This
was possible mainly because of using the decision service. Our field test
showed that using the decision service improves the evolvability while
its cost in terms of time and data communication is rather small.
Our conclusion from the field test is that the DHSP platform
is suitable for homecare service provisioning. However, we only
evaluated the proposed DHSP platform with a limited number of
participants (care-receivers, care-givers, IT specialist) in one care
center in the Netherlands in which care-receivers live in their care
homes. Evaluation of the platform in other situations (e.g., a situation
where care-receivers live at their own homes and receive support
remotely) may have different results. Moreover, the platform should
be evaluated using other homecare applications and their required
application services.
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Chapter 1
Introduction
An education isn't how much you have committed to memory, or
even how much you know. It's being able to differentiate between
what you do know and what you don't.
— Anatole France
This thesis proposes an architectural support for dynamic service
provisioning in the homecare domain by introducing a Dynamic
Homecare Service Provisioning (DHSP) platform. People needing
homecare applications, such as patients or some elderly people, are
generally called care-receivers. Care-receivers are subject to different
types of contextual changes, such as changes in their vital-signs (e.g.,
blood pressure value), location (e.g., inside or outside home) and their
capabilities (e.g., sight, hearing). Thus many (un)foreseen changes
may occur during the provisioning of a homecare application and the
application behaviour should be adapted accordingly.
A DHSP platform should address the contextual changes without
or with minimum manpower. A homecare application running on
the DHSP platform should adapt its behaviour with respect to the
contextual changes. This can be done automatically by the homecare
application itself (which we refer to as adaptivity), by an end-user,
for example a nurse (which we refer to as tailorability), or by a
programmer who designed the application (which we refer to as
evolvability). The aim of our research is to provide a DHSP platform
for provisioning of composite service-oriented applications in the
homecare domain. As such, the platform integrates different IT-based
services for the provisioning of homecare applications while supporting
their adaptivity, tailorability, and evolvability.
This chapter is organized as follows: Section 1.1 explains
the background and the current situation in the homecare domain.
Section 1.2 presents an application scenario to motivate the work
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2 CHAPTER 1 INTRODUCTION
presented in this thesis and to clarify our discussion. Section 1.3
explains our motivations and the main challenges. Section 1.4 outlines
the main research objective. Section 1.5 presents the research questions.
Section 1.6 elaborates on the scope of this thesis. Section 1.7 explains
the research methodology adopted in this thesis, and finally Section 1.8
presents the structure of the thesis.
1.1 Background
The population of many Western-European countries have an increasing
percentage of elderly people and, consequently, the healthcare-related
cost for these countries is growing [53, 97]. According to the European
Union Health portal, "By 2050, the number of people in the EU
aged 65 and above is expected to grow by 70% and the number of
people aged over 80 by 170%. This raises important challenges
for the 21st century ... adapt health systems to the needs of an
aging population" [1]. In the Netherlands, in 2003, 14% of the Dutch
population was over 65 years of age and this number is expected to grow
up to 22% in 2030 [135]. Currently care services for elderly persons,
i.e., care-receivers, are provided (mainly) manually and by qualified
healthcare staffs, i.e., care-givers. Due to the aging population and lack
of professional care-givers, in the near future, IT-based system can play
an important role in providing care services [58].
Providing automated care support for elderly in their own home, i.e.,
homecare system, is proposed as a highly promising solution to alleviate
the problem of the growing healthcare related cost for elderly [58]. A
homecare system is "a potentially linked set of services ... that
provide or support the provision of care in the home" [101]. The
benefits of homecare systems are not limited to financial aspects but
also from social perspective: (a) to have an independent life as long
as possible, and (b) to stay in their own home instead of living in a
care center [105]. Moreover, the homecare systems would improve the
quality of care by monitoring the elderly continuously (24 hours / 7
days) in their own homes [91].
The recent progress in ubiquitous computing [153], remote patient
monitoring and treatment [22], and domotic applications [6] leads to
many useful end-user applications and technologies for the homecare
services provisioning, such as vital signs monitoring and event-based
alarm [103, 59]. Although several promising prototype developments
have been done in academia [98, 110, 21, 55], yet, there are many
challenges and hurdles to overcome before having realistic homecare
solutions [137, 169, 10].
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OUR APPLICATION SCENARIO 3
1.2 Our Application Scenario
We use the following homecare application scenario to motivate the
work presented in this thesis and to clarify our discussion.
1.2.1 Homecare Situation and Needs of Jan and Marie
Jan and Marie are elderly people who live in their apartments located in
a care center. The aim of the care center is to provide round-the-clock
services to elderly people and at the same time to enable them to live
an independent life as much and as long as possible. As such, their
vital-signs are measured regularly. For example, their weight and blood
pressure values are measured once and twice a day, respectively. When
these vital-sign values are not in a normal range, then an alert is sent to
their nurses. They also need to take medication regularly. Additionally,
Jan has a hearing disorder while Marie has a vision impairment. Besides
that, both of them suffer from amnesia and need to be reminded of their
tasks (e.g., taking medication or measuring blood pressure).
1.2.2 Introducing IT-Based Homecare Support Solution
Nancy is a professional nurse responsible to (re)tailor the homecare
applications installed in their apartments through a tailoring application.
A programmer provides the tailoring application to enable Nancy
to (re)tailor homecare applications on her Tablet PC. If Nancy
cannot support new requirements through the tailoring platform,
the programmer modifies the corresponding logic of the homecare
applications and the tailoring application respectively to support new
tailoring possibilities. The apartments are equipped with a Tablet
PC, a PDA, a medicine dispenser and vital-sign monitoring devices
(i.e., a weight scale, blood pressure measurement devices and oxygen
saturation meter). Nancy has a PDA and Tablet PC to tailor and to
interact with the homecare applications.
1.2.3 Nancy Tailors Homecare Applications
Nancy tailors two homecare applications for both Jan and Marie, (1)
to remind them to measure their vital-signs, i.e., vital-sign monitoring
(VsM), and (2) to remind them to take their medicines on time, i.e.,
medication monitoring (MdM). These applications send an alert to care-
givers if Jan and Marie forget to measure their vital-signs or to take their
medicine. They also send an alert if the measured vital-sign values are
either higher or lower than the specified threshold values.
Nancy tailors the two homecare applications to send reminder
messages earlier if Jan and Marie are outside their apartments.
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4 CHAPTER 1 INTRODUCTION
Moreover, these two applications are tailored to use textual messages
on Tablet PC for Jan and audio with high voice volume on PDA for
Marie as the reminder.
As soon as Nancy finishes tailoring an homecare application,
the tailoring application configures the corresponding applications
and devices. For instance, the tailoring application configures a
calendar application running on Jan’s Tablet PC to show him the
scheduled medication time, and the medicine dispenser device to enable
dispensing the medication at the scheduled time.
1.2.4 Jan and Marie Use the Homecare Applications
After Nancy has created the homecare applications tailored to the
needs of Jan and Marie, the applications are deployed, activated, and
provisioned to them. We explain two scenarios as follows:
– Scenario 1: at some point in time, Jan is outside his apartment, thus
the application sends a reminder message earlier than the scheduled
time. However, Jan cannot reach his apartment to measure his blood
pressure at that scheduled time and an alert is sent to Nancy’s PDA.
Therefore, Nancy re-tailors the application by increasing the time
in advance to send a reminder for Jan and the application behaviour
will be updated immediately. Next time, Jan measures his blood
pressure after the second reminder and then the application stops
sending reminders and shows the measured value on Jan’s and
Nancy’s Tablet PCs.
– Scenario 2: at some point in time, Marie measures her blood
pressure and the result is higher than the threshold, which is
set by Nancy, and then an alert is sent to Nancy’s PDA. After
receiving the alert, she goes to the Marie’s apartment. However,
the blood pressure value is not much higher than normal and it
is not necessary to do anything. Nancy discusses the problem
with the care center management board and they decide to have
the measured vital-sign values with the alert messages. Since,
this new functionality can not be defined by the existing tailoring
application, the care center asks the programmer to add a new
tailoring feature to the VsM application. After the programmer
updates the application, Nancy re-tailors the applications for both
Marie and Jan to enable the new feature. Later, Jan and Marie’s
running homecare applications for Jan and Marie send their blood
pressure values in the alert messages.
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MOTIVATION AND CHALLENGES 5
1.3 Motivation and Challenges
In todays’ competitive business environment, it would be highly
desirable to reduce the development time and cost of application
development for addressing new business requirements. With the
emergence of the Service-Oriented Architecture (SOA) paradigm,
composing applications by reusing existing services is expected to
lowers development cost [83]. The used services can be provided
by different organizations, and programmers can use them to build
a composite application without detailed knowledge of their internal
implementation mechanisms.
Similarly, in the homecare domain, many useful components
and technologies have recently emerged [103, 59]. Therefore,
an integration solution that can bring all these components and
technologies together seems more feasible than any time before.
Service-Oriented Architecture with its service composition principle
provides a promising approach for homecare service provisioning that
support seamless cooperation of heterogeneous technology solutions.
Several efforts to define such a service-oriented platform have been
undertaken [98, 110, 170, 21].
By a service provisioning platform, we mean that the platform
should be able to integrate different IT-based services for the
provisioning of homecare applications. By dynamic service
provisioning platform, we mean that the platform should also support
the three forms of dynamicity: adaptivity, tailorability, and evolvability
of the homecare applications running on this platform. Our motivations
to design a dynamic homecare service provisioning (DHSP)
platform are explained as follows:
1. Interoperability: a homecare composite application may
employ several application services from different service
providers [104]. These application services most probably
have different operations that use different syntax, semantics
and exchange patterns for their messages [24, 119, 111, 30].
Nevertheless, the DHSP platform should provide interoperability
among these services, i.e., enable them "to exchange information
and to use the information that has been exchanged" [76].
2. Service layer integration: the DHSP platform should provide
technology-independence, in the sense that it should shield the
application programmer from underlying software and network
technologies employed by service providers. The platform
abstracts the application services into several basic functions that
i
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6 CHAPTER 1 INTRODUCTION
can be used by application developers at design time to build
composite applications [130, 152, 40]. These basic functions are
mapped to concrete application services at execution time and
end-users use these application services as a seamless composite
application without noticing that they are provided by different
service providers.
3. Dynamicity: the DHSP platform should support adaptation to
the contextual changes in the homecare environment [90, 101].
The contextual changes coming from the care-receiver, homecare
applications and environment, can cause dynamicity[100].
To address these contextual changes, the running homecare
applications should adapt their behaviours with respect to the
contextual changes. This can be done by the homecare application
itself, by an end-user for example a nurse, or by a programmer.
We see the following challenges in the homecare domain, which
should be addressed by a dynamic homecare service provisioning
platform:
1. Distributed service providers [101]: a homecare composite
application may consist of several application services which are
provided by various service providers located in different places
(even different countries). Providing location transparency and
hiding the complexity of underlying communication infrastructure
are challenging. [26]
2. Heterogeneous service providers: Interoperability is hard
to achieve if composite applications are made up of heterogeneous
services that are developed, managed and owned by different
organizations [104]. From the software point of view, application
services might follow different protocols for discovery, interaction
and communication. From the hardware point of view, the
physical devices can have different capabilities, varying from a
resource-constrained sensor to a computing device with powerful
computation resources.
3. Safety-critical environment: the homecare domain is a
safety-critical environment [94]. It means that incorrect behaviour
or the malfunction of an application could lead to loss of life. The
application behaviour must comply to what has been defined as its
application logic. Behavioural adaptation must be done accurately
and within a certain time. Wrong or late adaptation of application
i
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behaviour might be life-threatening.
4. Medical protocols: the care-givers are also obliged to follow
the existing medical guidelines and protocols employed by the care
centers who provide care for elderly [56, 64]. These protocols and
guidelines improve the quality and accuracy of care services. Thus
a DHSP platform and the homecare application running on top of
it must comply with the medical protocols.
5. Limited resources: the care centers usually have limited human
and system resources to provide the care services [10]. For
instance, for the limited human resources, the (re)deployment
of a tailored homecare application should take as less time
as possible. For the limited system resources, assuming a
dedicated provisioning server for each elderly apartment to host
the provisioning platform is not realistic, since there is usually one
or two care-receivers for each care home. Moreover, the DHSP
platform should support on-demand elastic service provisioning, to
adjust the IT infrastructure costs to the number of care-receivers.
6. Privacy: the homecare system must protect the personal
information of care-receivers (e.g., vital-sign values) and control
who can access which personal and health-related information [61,
116].
1.4 Objective
Our objective is to design a DHSP platform to address homecare
contextual changes in an effective and efficient manner. There are
several existing works dealing with supporting IT-based homecare
systems [98, 110, 21, 170, 15]. However, little work has been done
on dynamic service provisioning and on the validation of such systems
in a real-world setting.
We aim to provide a DHSP platform that can provide three usability
goals. These three goals are related to three properties of our DHSP
platform, namely adaptivity, tailorability and evolvability:
– To adapt a homecare application successfully within a certain time
expected by an end-user.
– To deploy a (re)tailored homecare application successfully within a
certain time expected by a care-giver.
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8 CHAPTER 1 INTRODUCTION
– To deploy an evolved homecare application successfully within a
certain time expected by a programmer.
To evaluate the usability of our DHSP platform, we follow the
ISO 9241-11 definition of usability, which is the "extent to which a
product can be used by specified users to achieve specified goals
with effectiveness, efficiency and satisfaction in a specified context
of use" [80].
In this thesis, we determine how behaviours of the homecare
applications can be updated without or with minimum manpower.
Addressing foreseen contextual changes (e.g., care-receivers’ vital-
signs, location, and their capabilities) in the homecare domain has
been considered a challenge [90, 101]. In addition, care-receivers
use homecare applications in their own ways in an uncontrolled
environment [29]. Therefore, several foreseen and unforeseen
contextual changes might happen during a homecare application
provisioning. As such, we aim at the following properties of our DHSP
platform:
1. Adaptivity: The homecare applications should be able to
monitor contextual changes at runtime and adapt their behaviours
accordingly based on their application logic. The application
logic is defined by application programmers using context-aware
services. Therefore, an application should adapt its behaviour
by selecting different application services for a specific Service
Building Block (SBB) or configuring and composing the selected
services differently based on runtime contextual values. To do
so, the DHSP platform should support adaptivity of running
applications.
2. Tailorability: The homecare application may not be able to
monitor some contextual changes such as a decrease in the hearing
and sight capabilities of a care-receiver. However, a care-giver
can observe these changes. Thus, the suitable responses to
these changes (e.g., different audio volume for reminder) can
be implemented and then selected or even can be automatically
generated based on high-level instructions by an end-user. The
DHSP platform should adapt the behaviour of running applications
whenever a care-giver (re)tailors these applications (using a
tailoring platform) without interrupting other running applications
and with minimum time overhead.
i
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RESEARCH QUESTIONS 9
3. Evolvability: The homecare domain is a multidisciplinary and
highly dynamic environment. Thus many (un)foreseen changes
may occur during the provisioning of a homecare application.
Therefore, at a later phase in the lifecycle of an application, it
might be necessary that a programmer of that application modifies
the application logic to deal with unforeseen changes. The DHSP
platform should support programmers to modify applications cost-
effectively and without interrupting the running applications.
1.5 Research Questions
In this thesis, we aim to address three top-level research questions. Each
of these questions are decomposed into several sub-questions. Table 1-
1 shows the three top-level research questions and their corresponding
sub-questions. These questions are categorized as knowledge questions
(labeled with ”K”) and design problems (labeled with ”D”) [156].
Knowledge questions emerge when we do not know something about
a phenomena in the world while design problems arise when we
want to change something in the world to (better) satisfy some goals
of stakeholders. These knowledge questions are either conceptual
questions (labeled with ”C”), which will be answered by defining a
conceptual model, or empirical questions (labeled with ”E”), which will
be answered via literature study and interview with practitioners.
In RQ 1, we improve our knowledge about homecare service
provisioning, the existing provisioning platforms and their benefits and
drawbacks by answering some knowledge questions. Based on the
answer of RQ 1.2, we find out that addressing the dynamicity in the
homecare domain is a highly-demand requirement, however it has not
attracted enough attention. Therefore, we focus on the dynamicity and
its related challenge in the homecare domain. As such, we define
dynamicity and develop a DHSP platform to address the dynamicity
challenge.
In RQ 2, we design a dynamic home service provisioning platform
to improve the current homecare service provisioning situation. In
the first sub-question, we answer an empirical question to see which
of the existing dynamic service provisioning approaches can be used
to develop our platform. In the second sub-question, we design the
components of the platform and a library of SBBs for the common
homecare application services. By designing these SBBs, we aim to
shield the application developer from underlying software and network
technologies while facilitating the integration of application services.
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Table 1-1 The research questions of this thesis (K=knowledge, D=design, C=conceptual,
E=empirical
RQ 1 (K): Why do we need a DHSP platform?
– RQ 1.1 (K,C): What is a homecare service provisioning platform?
– RQ 1.2 (K,E): What are the requirements on this platform?
– RQ 1.3 (K,C): What is dynamicity?
– RQ 1.4 (K,C): What is a homecare system?
RQ 2 (D): How to design a DHSP platform?
– RQ 2.1 (K,E): What are the existing dynamic provisioning approaches?
– RQ 2.2 (D,C): What are the components of a DHSP platform?
– RQ 2.3 (D,C): How do these components interact with each other?
– RQ 2.4 (D,C): How to identify the risks of using a DHSP platform?
RQ 3 (K): What is the contribution of our DHSP platform?
– RQ 3.1. (K,E): How to validate the adaptivity of the applications?
– RQ 3.2. (K,E): How to validate the tailorability of the applications?
– RQ 3.3. (K,E): How to validate the evolvability of the applications?
In the third sub-question, we dive into the platform and explain how
the (infrastructure) components interact with each other for homecare
application provisioning. Like any new design, using our DHSP
platform could introduce a new set of risks. Therefore, in the fourth
sub-question,we develop a method to identify these new risks. This is
very crucial since our platform will be used in the homecare domain as
a safety-critical environment.
In RQ 3, we investigate the contribution of our proposed DHSP
platform by conducting a field test and observing how the homecare
service provisioning situation is affected. Our contribution can be
investigated by three empirical sub-questions. In the first sub-question,
we investigate if the composite homecare applications running on our
platform adapt their behaviour as desired (by care-givers and care-
receivers) within a specific time without systems errors. In the second
sub-question, we investigate if the DHSP platform adapts the behaviour
of running applications as tailored by the care-givers within a specific
time without systems errors, i.e., if care-givers, using a tailoring
platform, can tailor applications time-effectively. In the third sub-
question, we investigate if our approach facilitates the evolvability of
homecare composite applications by reducing the time needed to deploy
an evolved application by a programmer. These questions are answered
through interviews with care-receivers and care-givers (subjectively)
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and also system logs (objectively).
1.6 Scope
Our main objective is providing a DHSP platform to support adaptive,
tailorable and evolvable homecare composite applications. We mainly
focus on designing an application logic structure (we called it service
plan) and an architectural support to execute it. A service plan consists
of one or more service building blocks (SBBs) and describes the
configuration and orchestration of instances of these service building
blocks with respect to run-time circumstances. The design and
execution of the service plan are related to several research topics,
which are not in the scope of this thesis:
– Application tailoring: a tailoring platform enables care-givers to
create or to tailor service plans that satisfy individual requirements
of care-receivers. The service plan supports a set of possible
variations. A care-giver as an domain expert, can select of
one of these variations by setting the values of the configuration
parameters through a tailoring platform. If the implemented
variations are not sufficient, an application programmer must
manually create new variations. In this thesis, we exclude how new
variations can be automatically generated by the DHSP platform
upon the request of a care-giver [13, 5].
– Correctness of the service plan: a service plan consists of
configuration parameters and orchestrations of application services.
The DHSP platform checks if all the values of the required
configuration parameters of a service plan are given by the tailoring
platform in order to execute that service plan. However, the
correctness of a service plan is the responsibility of the tailoring
platform provider [145].
– Semantic reasoning: Using some of the existing dynamic
service provisioning approaches, the composite applications can
automatically adapt to unforeseen changes by semantic reasoning
by using ontologies [138, 54]. Our research does not consider
such adaption, and assumes that if an unforeseen change occurs,
a application programmer or a care-giver modifies the running
application manually. Instead, we focus on facilitating these manual
modifications. This inspired by safety-criticalness of the homecare
environment that gives a bias to correctness instead of completeness
i
i
i
i
i
i
i
i
12 CHAPTER 1 INTRODUCTION
of application adaptations.
– Contextual modeling: The provisioning platform should maintain
a data model of the contextual environment in order to support the
adaptivity of the composite applications. We do not consider how
the environment, including context of end-users, is modeled [39,
68]. Instead, we focus on how this data model can be updated and
accessed by different services so that the composite applications
can adapt their behaviours within a certain time.
1.7 Research Methodology
We address the research questions of this thesis according to the
Technical Action Research (TAR) methodology [158]. We validate
the DHSP platform in a field test. For this field test, we follow the
checklist introduced by Wieringa [157]. In the TAR methodology, an
artifact interacts with a problem context to produce effects, and these
effects are evaluated with respect to design criteria. As shown in Fig. 1-
1 the artifact in our research is the DHSP platform which we design,
implement and validate to interact with the problem context of the
homecare domain.
 
Care-giver 
Tailoring 
platform
Care-
receiver 
Application 
service 
App. Service 
provider 
Programmer
Infrastructure 
provider
Problem context
Dynamic 
homecare 
service 
provisioning 
(DHSP)
platform
Artifact
Use
Provide
Use
Use
Create
Effect
Adaptive,  
tailorable,  
evolvable 
homecare 
support
X à
Figure 1-1 : The artifact, context and effect in our research
The problem context consists of several stakeholders such as
care-receivers and care-givers, and the environment in which the
stakeholders are using the platform and its applications. Care-
receivers live in apartments (located in a care center) equipped with
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IT-based homecare application services. These application services,
for instance a blood pressure measurement service, are provided by
third-party service providers. Care-givers use the tailoring platform,
which is provided by a programmer, to create a homecare application
using the installed application services. The tailored homecare
applications are deployed on the DHSP platform to be executed. The
infrastructure consists of hardware and software components provided
by an infrastructure provider to be used by the DHSP platform and the
application services.
According to our motivations, we evaluate the effects of our
provisioning platform on the adaptivity, tailorability and evolvability of
homecare applications. These effects are the software qualities which
we are interested in, and we evaluate them based on the following
criteria:
(a) Effectiveness: The number of useful system tasks, such as sending
an alert (adaptivity goal), deploying a service plan (tailorability
goal) or modifying the application logic (evolvability goal), which
have been completed within a specific time without systems errors
(investigated through system logs).
(b) Efficiency: How long it takes for the DHSP platform to complete
the system tasks (investigated through system logs).
(c) End-user satisfaction: The perceived effectiveness and perceived
efficiency of the DHSP platform from the end-users’ point of
view (investigated through interviews with care-givers and care-
receivers).
Satisfaction has some other aspects which are more related to the
interaction with end-users [57]. However, our DHSP platform interacts
indirectly with end-users through application services or the tailoring
platform. Thus, to evaluate the satisfaction of the DHSP platform, we
only consider the perceived effectiveness and efficiency. Moreover,
we are interested to determine how satisfaction can be affected by
integrating different application services.
We follow the engineering cycle introduced in the TAR
methodology to carry out our research in this thesis. As shown in Fig. 1-
2, we address the identified research questions in five steps:
1. Problem investigation: For problem investigation we perform
the following actions:
i
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Engineering
cycle
1. Problem
investigation
2. Treatment
design
3. Design validation
4. Treatment
implementation
5. Analysis of results
Figure 1-2 : The engineering cycle used in this thesis, adopted from [158]
– Identification of the requirements on the DHSP platform
in the homecare domain: We interview care-givers to identify
a list of requirements on the DHSP platform. Moreover, we
perform a literature study on existing homecare systems and
the requirements these systems were expected to address. Then
we discuss with an application programmer, who provides
a tailoring platform for common homecare applications, to
understand how applications should be created and tailored.
These applications are selected by a programmer based on his
interview with the care-givers. We also discuss with the service
providers to know their requirements in order to integrate their
application services with the DHSP platform. Finally, we list
the requirements which used in this thesis to be fulfilled by the
DHSP platform and evaluated in the field test.
– Identification of existing service provisioning approaches:
We perform a literature study on existing service provisioning
approaches, both homecare specific and domain-independent
approaches, to determine which one of them is more suitable
in the homecare domain with respect to the identified
requirements.
– Study existing risk identification methods applicable for
our DHSP platform: We perform a literature study on
existing risk identification methods which can identify the risks
of using the DHSP platform with respect to different service
providers and their individual requirements.
2. Treatment design: based on the result of the problem
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investigation, we design the following components:
– Library of SBBs: With respect to our selected homecare
applications and service providers, we make a list of service
building blocks (SBBs) and their configuration parameters to
shield the application programmer from underlying software
and network technologies.
– Orchestrations patterns: For each homecare application,
we provides several orchestrations patterns to compose the
application services based on the runtime circumstances.
These orchestrations can be selected by the provisioning
platform at runtime with respect to the values of the
configuration parameters and runtime circumstances.
– Assumption-based risk identification method: Based on
the result of Identification of existing risk identification
methods applicable for our DHSP platform study, we
introduce an Assumption-based Risk identification Method
(ARM). The method identifies potential risks of using the
DHSP platform due to mismatched unstated assumptions
made by different service providers, and this mismatch can
potentially causes an incorrect composite application to be
delivered to end-users. The method helps us identify several
risks before using the DHSP platform in the field test.
– Service provisioning approach and its supporting
architecture: Based on the result of Identification of
existing service provisioning approaches, we design a
service provisioning approach (we call it Decision as a
service) and the DHSP platform as its architectural support.
3. Design validation: Before prototyping the DHSP platform, we
go back to application programmers and service providers, and
interview them as follow:
– Interview on the design of SBBs and orchestration
patterns: We perform several in-depth interviews [89] with
both programmers and application providers to investigate if
the DHSP can interact with the provided services. This study
helps us select a suitable interaction pattern (synchronous or
asynchronous) for each service interaction, and complete the
configuration parameters and their possible variations.
i
i
i
i
i
i
i
i
16 CHAPTER 1 INTRODUCTION
– Interview using ARM: We perform risk assessment using
ARM by performing several in-depth interviews [89] with
service providers and application programmers to identify
and to analyze potential risks of using our approach and
consequently to identify further requirements on the DHSP
platform.
4. Treatment implementation: To show the feasibility of the
proposed approach, we develop a prototype of the DHSP platform
to be tested in an elderly care institute as our field test. To validate
the approach, we perform a field test in two series of experimental
studies with a total duration of 4 months.
5. Analysis of results: The experiments are conducted in a near
real-life setting at the care institution and after each series of the
experiments, we perform interviews with the care-givers. The
interviews are analyzed to evaluate the usability of the DHSP
platform in terms of its perceived effectiveness and efficiency (we
call it satisfaction) and to improve the platform. We also analyze
the system logs with more than 400000 transactions among the
application services to objectively investigate the effectiveness and
efficiency of the DHSP platform.
1.8 Structure
In this thesis, each chapter starts with a short introduction and the
reference to the paper(s) which the chapter is based on. Figure 1-3
presents the structure of this thesis, indicating how the chapters cover
the above mentioned research methodology and answer the research
questions. We introduce the chapters of this thesis as follows:
– Chapter 1 - Introduction: provides an introduction of this thesis
by presenting background information, motivation, objectives,
research questions, research methodology, scope and a short
introduction of the approach which we have used.
– Chapter 2 - Dynamic Homecare Service Provisioning: defines
the basic terminology and fundamental concepts which we have
used in this thesis. Moreover, it introduces a framework to explain
different challenges and functionalities of a homecare service
provisioning platform. The framework can be used to compare
i
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existing homecare service provisioning platforms. This chapter is
partly based on papers [167, 9].
– Chapter 3 - Related work: positions our concepts with respect
to related existing terminology and provides an overall view
of existing dynamic service provisioning approaches. Besides,
it explains some of the existing homecare systems using the
framework introduced in Chapter 2 and motivates our decision to
focus on the dynamicity challenges. This chapter is based on the
related works of the papers mentioned in other chapters.
– Chapter 4 - Requirements: provides a list of requirements which
we have identified through interviews and literature study on the
DHSP platform, and discusses which of the existing dynamic
service provisioning approaches suit the identified requirement the
most. This chapter is partly based on paper [10].
– Chapter 5 - Dynamic Homecare Service Provisioning
Platform: explains the components of the DHSP platform (e.g.,
infrastructure services), a library of SBBs and their configuration
parameters, and how a tailoring platform deploys a service plan
to the DHSP platform. It reflects the result of our interviews
to validate the design of SBBs, and consequently how we make
several design choices with respect to the requirements identified in
Chapter 4. This chapter is partly based on paper [8].
– Chapter 6 - Decision as a Service: introduces our dynamic
service provisioning approach as the core of the DHSP platform
and explains how the infrastructure services such as orchestration
and decision services interact with each other. This chapter is partly
based on paper [165].
– Chapter 7 - Assumption-based Risk Identification Method:
introduces an Assumption-based Risk identification Method
(ARM). The method identifies potential risks of using the DHSP
platform due to mismatched unstated assumptions made by
different service providers. Moreover, it positions the ARM method
with respect to existing risk identification methods and explains
how the method is applied between the two experiments through
a set of interviews, and consequently the risks which have been
identified. This chapter is partly based on paper [166].
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– Chapter 8 - Experimental Prototype: presents the prototype
implementation of the DHSP platform.
– Chapter 9 - Validation: presents two experimental studies using
the prototype in our field test. Using the results obtained from
the field test, we evaluate and validate the prototype of the DHSP
platform. This chapter is partly based on paper [11].
– Chapter 10 - Conclusions and Future Work: reflects on the work
presented in this thesis. It discusses lessons learned and reusable
results in other application domains. It further presents some
additional challenges in the area of dynamic service provisioning
in the homecare domain and outlines potential future research
directions.
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Part I: Problem
Investigation
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Chapter 2: Dynamic Homecare Service 
Provisioning
Chapter 3: Related work
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Treatment Design
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Figure 1-3 : Thesis structure: the chapters, research questions and research methodology.
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Chapter 2
Dynamic Homecare Service
Provisioning
If I had an hour to save the world. I would spend 59 minutes
defining the problem and one minute finding solutions.
— Albert Einstein
This chapter defines the basic terminology and fundamental concepts
which we have used in this thesis. For example, it defines the distinction
between different types of contextual changes and how they should be
addressed. We further introduce the concept of dynamic provisioning
platform and explain how a tailoring platform communicates with our
provisioning platform to create or to tailor a composite application.
As such, we need to introduce the stakeholders and to explain how
they interact with these two platforms. Then we specialize the
introduced dynamic provisioning platform as a dynamic homecare
service provisioning (DHSP) platform including its stakeholders for the
homecare domain. Moreover, we consider the SOA paradigm and its
idea of logical separation of concerns to define a service provisioning
framework in the homecare domain. The framework will be used
in Chapter 3 to compare the existing homecare service provisioning
platforms, their functionalities and the challenges addressed by them.
This chapter is organized as follows: Section 2.1 elaborates
the concept of dynamic service provisioning, different types of
contextual changes and how these changes are addressed in a
dynamic service provisioning approach. Section 2.2 introduces a
generic dynamic service provisioning platform and its stakeholders.
Section 2.3 explains how the dynamic service provisioning and
tailoring platforms communicate to create or to tailor an application.
Section 2.4 specializes the generic dynamic service provisioning
platform (introduced in Section 2.2) in the homecare domain as a
i
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DHSP platform to provide a homecare system. Section 2.5 introduces
our service provisioning framework in the homecare domain to
explain different challenges and functionalities of a homecare service
provisioning platform.
2.1 Dynamic Service Provisioning
In a service-oriented architecture, a composite application, is composed
of application services provided by possibly different, economically
independent service providers. An application service is a concrete
service that provides a set of functionalities which can be accessed
by standard communication protocols such as SOAP. These application
services provide access to software or hardware components through
which a composite application employs the functionalities of these
components. For instance, a medicine dispenser application service
provides access to a medicine dispenser device and its functionalities
either to dispense a medicine or to know when a particular medicine is
taken. Furthermore, a reminder application service provides access to
a software component running on an end-user’s PDA to show a textual
or audio reminder. In a composite application, application services are
composed and configured to meet requirements of the application.
In dynamic service provisioning, composite applications can update
their behaviours with respect to relevant contextual changes without or
with minimum manpower.
Dey defines context as "any information that can be used to
characterize the situation of an entity. An entity is a person,
place, or object that is considered relevant to the interaction
between a user and an application, including the user and
applications themselves" [43, 44]. Some of the changes in this
information are considered relevant contextual changes, i.e., if they
occur, they make the current behaviour of a composite application
undesired for the end-users of that application. As such, the composite
application should adapt its behaviour by selecting different application
services or configuring and composing the selected application services
differently. For instance, it should select different medicine dispenser
devices (e.g., based on their locations) or configuring a reminder service
to play audio message instead of showing textual message or use a
reminder service before the medicine dispenser service or vice versa
through different compositions.
Due to the complexity of today’s software-intensive systems and the
high degree of uncertainty in business environments, it is not always
feasible to foresee all contextual changes and to plan the corresponding
i
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automated adaptation. Thus, at a later phase in the lifecycle of a
composite application, a programmer or an end-user should adapt the
behaviour of the application manually. To define which types of
contextual changes (from now on, we call them changes) should be
addressed by which entity, first we need to classify the contextual
changes.
2.1.1 Types of Contextual Changes
We categorized contextual changes as follows:
(a) Observable vs. non-observable changes: Observable changes
are contextual changes which can be monitored through physical
sensors (non-symbolic interface). For instance: location, time,
availability (of service or end-user) and vital-signs (e.g., blood
pressure value). These changes could be either a new value for
a contextual parameter or a new contextual parameter itself. For
instance, when a care-receiver takes medication at 3 AM instead of
8 AM, this a contextual change with new value.
Non-observable changes are any contextual changes that can not
be monitored through the current physical sensors. For instance,
changes in end-users’ requirement (goal), development of visual,
mental, cognitive, or hearing impairment, and changes in end-users’
psychological situation. With the emergence of new technology
and sensors, some of the non-observable changes might become
observable.
(b) Foreseen vs. unforeseen changes: Foreseen changes
are contextual changes which are known by the application
programmer at design time, also known as a prior. The programmer
can define a response of an application to these contextual changes
by when defining the application logic. This determines how the
application should behave with respect to these foreseen changes.
For instance, the programmer knows that a care-receiver’s location
might change from inside to the outside home, and thus, the
programmer defines that the reminder message should be shown
on a PDA or a Tablet PC of the care-receiver.
Unforeseen changes are contextual changes which are not known
by application programmer at design time. For instance, the
programmer might not know at the design time that the care-
receiver might measure his blood pressure much earlier than the
scheduled time. Therefore, the application is designed in a way
that it only checks the vital-sign values at the scheduled time and
it could lead to a late application response. Therefore, at a later
phase in the lifecycle of the application, the programmer should
manually modify the application logic to check the measured vital-
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signs whenever it is measured.
2.1.2 Adaptivity, Tailorability and Evolvability
In dynamic service provisioning, a composite application can be
reconfigured. This can happen automatically on-the-fly by the
system (adaptive service provisioning), by end-users (tailorable service
provisioning) or by a programmer (evolvable service provisioning).
The adaptive reconfiguration must be foreseen at design time, and
the composite application must be able to monitor relevant changes
and react to them at runtime based on predefined application logic.
The tailored reconfiguration implies that the end-user recognizes the
condition for change (i.e., not observable by the application), but the
possible responses to this change have been predefined (i.e., foreseen
changes) and can be configured by the end-user. In contrast, unforeseen
changes are not known at design time and no possible responses have
been planned at design time. Thus, at a later phase in the lifecycle, in
the evolvable reconfiguration, a programmer of a composite application
must modify the application logic to deal with unforeseen changes.
Table 2-1 represents the three aforementioned types of dynamicity.
Table 2-1 : Three types of dynamicity
Foreseen changes Unforeseen changes
observable Non-observable observable Non-observable
Application Adaptive - - -
End-user - Tailorable Tailorable (partially)
Programmer - - Evolvable
An application is adaptive if it monitors foreseen observable changes
and reacts to them based on predefined application logic (adaptive
application). As an example in the homecare domain, the platform
supports an application to monitor the blood pressure of an elderly, i.e.,
the care-receiver, and then to adapt its behaviour by stopping the current
activity and sending an alert to nurses, if the blood pressure is either too
high or too low.
An application is tailorable if it can not observe and thus can
not monitor changes (this is done by the end-user), but can adapt
its behaviour based on reconfiguration by the end-user (tailorable
application). For example, if hearing impairment of an elderly develops
over the execution time, the nurse can increase the default volume of
audio reminder to remind the elderly to measure his blood pressure.
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An application is evolvable if it facilitates the manual update
of application logic (i.e., reducing required manpower and system
resources) to address unforeseen changes (evolvable application). For
example, after introducing the system, if a care-receiver measures his
blood pressure much earlier than expected (for instance, at 3 AM instead
of its scheduled time at 8 AM), and the blood pressure measurement
value is either too high or too low, then the application must send the
alert immediately (at 3 AM and not at 8 AM). To address this unforeseen
change, the programmer of the application should adapt the application
logic.
Although some contextual changes are not foreseen at design time,
but can be addressed by the-end users using the available tailoring
reconfigurations. For example, the tailoring reconfigurations enable
the care-giver to increase the time interval of sending reminder to
care-receivers with movement disabilities. At runtime, the care-
receivers might go more frequently outside their apartments (as an
unforeseen behaviour change), which takes time longer to react to the
reminders. To address this unforeseen change, the care-giver uses
the existing reconfiguration to adapt the application by giving care-
receivers more time to go back to their apartments and to measure their
blood pressure. This is possible because the care-giver gets familiar
with the system, its reconfigurations possibilities and the care-receivers’
behaviour. Therefore, some unforeseen changes might be partially
addressed by tailorability. However, this is not always possible and
thus for some other unforeseen changes, the application logic must be
manually updated by the programmer.
2.2 The Provisioning Platform and its Stakeholders
We define a dynamic service provisioning platform, as an adaptive,
tailorable and evolvable application service provisioning platform. The
platform should support applications for adaptivity, end-users for the
tailorability of the applications and programmers for the evolvability of
the applications
In our platform, application logic can be defined by a service
plan. A service plan consists of one or more service building blocks
and describes the configuration and composition of instances of these
service building blocks with respect to run-time circumstances. A SBB,
in turn, defines a set of functionalities in the abstract level that can be
implemented by alternative application services. For instance, a SBB of
medicine dispenser can be implemented by different medicine dispenser
devices which might be provided by different vendors. The service
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plan specifies the behaviour of a composite application at runtime by
specifying which component service will be selected for a SBB and
how the selected service will be configured and orchestrated.
In our dynamic service provisioning system, as illustrated in
Fig. 2-1, a service provisioning platform composes different types of
application services: infrastructure services (provided by the platform),
application services (provided by third-parties) and internal application
services (provided by the platform). The Infrastructure services are
application scenario-independent, while application services are used
for a specific application scenario. Besides, the infrastructure services
are used to select, configure and compose the application services.
In addition, there are several stakeholders,
for example programmers, domain experts and end-users. In our case,
domain experts are nurses, or more generally care-givers. To decouple
the concerns, we assume that there is a separate tailoring platform that
takes care of the service plan creation and tailoring, and eventually
deploys the service plan to the provisioning platform for execution.
The end-users use the composite applications that run on top of the
platform. In our case, they are people needing homecare applications,
such as patients or some elderly people, generally called care-
receivers in this thesis. End-users interact with the applications either
directly with the platform through its internal application services,
or through the application services provided by third-party providers.
Nevertheless, the end-users are not aware of these different service
providers and use all the services as provided by the platform.
A domain-expert can be an end-user too, if the application is
supposed to interact with the end-user during its execution. This
decentralized architecture is not restricted to homecare systems and we
regard it as representative of all decentralized service-oriented systems.
Dynamic service 
provisioning
platformProgrammer
Third-party 
service providers
Service plan
End-users
Application logic
Infrastructure 
services provider
Infrastructure
services
Application
services
Use the 
application
Tailoring platform
Domain expert
Figure 2-1 : Actors in a dynamic service provisioning system
The domain experts can define the behaviour of the application by
assigning values to the configuration parameters of the service plan.
In response, the composite application updates its behaviour based on
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its service plan. However, addressing unforeseen changes might need
new configuration parameters, values or even new orchestrations. This
requires IT-knowledge that the domain expert usually does not have.
In this case, we assume that the programmer who can do arbitrary IT-
specific tasks to define or modify the application logic. We assume that
the programmer acquires the requirements from the domain expert and
accordingly updates the application logic. The programmer must also
update the tailoring platform to enable the domain expert to use the new
or modified service plan.
2.3 Provisioning Platform vs. Tailoring Platform
To adapt the homecare applications to contextual changes, the
provisioning platform should be able to adapt applications while they
are being executed. If the runtime adaptation is not applicable, the care-
givers modify the homecare services at design time through the tailoring
platform and then (re)deploy them to the provisioning platform. The
care-givers are either professional care-givers (e.g., nurses, doctors)
or social care-givers (e.g., friends and family members). In order to
avoid any misunderstanding, we should explain our perception from
the tailoring and provisioning platforms and their interaction with
each other. Figure 2-2, shows the overall view of the tailoring and
provisioning platforms.
We define service tailoring as a process which consist of all activities
that a care-giver performs prior to the provisioning of homecare
applications. The service tailoring ends with the specification of
the homecare applications, i.e., the service plan that constrains the
behaviour of the homecare services at runtime. The service plan should
determine the corresponding desired behaviour of the applications with
respect to observable foreseen changes. The tailoring platform is
responsible to enhance the creation and tailoring of the service plans by
providing GUI for the care-givers. After the service plan is confirmed
by the care-givers, it is deployed to the provisioning platform to be
executed.
In our definition, a service plan refers to one or more SBBs and
describes the configuration and orchestration of instances of these
SBBs as well as decision rules with respect to run-time behaviour.
The SBBs, like a medicine dispenser or reminder, are the smallest
manageable services which cannot be further broken down into smaller
services from the care-givers point of view. Configuration parameters
allow the care-givers to specify different aspects of the SBBs such as
service operations and user interface modalities. Orchestration schemes
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Figure 2-2 : The tailoring platform and the provisioning platform
determine how SBBs are composed. Decision rules determine the
possible adaptation at runtime, based on evaluation of the rules with
runtime data (e.g., context values). For example, decision rules can be
used to choose between alternative operations of one SBB or between
alternative data and control flows among the SBBs, based on specific
runtime circumstances.
Since we aim to support dynamic service provisioning, we follow
the late binding mechanism which is more adaptable when compared
with early binding [133]. The late binding abstracts concrete details
of SBBs from the care-givers and enables them to create and tailor
the service plan in a straightforward way. Later, in the provisioning
platform, the SBBs of the service plans are bound to the application
services. Hence, the service plan should be detailed enough to enable
the provisioning platform to convert them to an executable format. As
such, the provisioning platform checks if the care-givers give values to
all the configuration parameters of a service plan before the deployment
of that service plan.
By service provisioning, we mean the execution of the service plan
based on functionality offered by available services at runtime. The
provisioning platform should bind the abstract SBBs used in the service
plan to the application services. The late binding and execution
of the application services based on the service plans are supported
by infrastructure services like orchestration and context services,
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which are provided by the provisioning platform. The application
services are provided either by the third-party service providers or
the internal services provided by the provisioning platform provider.
For example, based on our application scenario, oxygen saturation
measurement is provided as a third-party service which is accessible
for other services through the Internet. An example of internal service
is an alert service which is implemented by the provisioning platform.
The provisioning platform defines a set of service interfaces for all
types of application services to enable them to communicate with the
provisioning platform.
2.4 DHSP platform in a Homecare System
A homecare system includes platforms (both tailoring and provisioning
platforms), application services (both third-party and internal), devices,
data and networks that are required to support independent living of
care-receivers. We define care-receiver as an elderly person who lives
in a care home and receives care services from their care-givers. A
care home is either a private home located outside of a care center,
or a unit located inside a care center. Care-givers are experts and
volunteers who provide care and social services to elderly. As such,
the provisioning platform interacts with care-receivers and needs to
be installed per care home to execute its own services. In contrast,
the tailoring platform interacts with the care-givers and one tailoring
platform can be employed for a care center of several care homes.
As part of U-Care (User-tailored Care services platform)
project [142], we developed a prototype of a homecare system. Figure
2-3 shows the U-Care system as an instance of the homecare system.
Application services
Care-receiver
Care-giver
Tailoring 
platform
DHSP platform 
Third-party 
application 
services
U-Care System
Figure 2-3 : The U-Care system as an instance of the homecare system
To address the dynamicity challenges, we define a Dynamic
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Homecare Service Provisioning (DHSP) platform as an dynamic
service provisioning platform to address the dynamicity requirements
of the homecare domain including the required SBBs for homecare
applications. These SBBs represent a set of application services
(both third-party and internal) which are required for our application
scenarios. According to our application scenario, we have 7 third-
party application services: weight measurement, blood pressure
measurement, oxygen saturation measurement, medicine dispenser,
calendar, reminder and reporting service, and one internal application
service which is the alert service. These application services, their SBBs
and functionalities will be elaborated in Chapter 5.
2.5 Homecare Service Provisioning Framework
In this section, we introduce a functionality layering framework to
analyze the challenges
to be addressed by a homecare service provisioning platform including
both service realization and composition. This framework is useful
for both the service developers as well as the researchers. Developers
can systematically breakdown the problems in different layers and
find the corresponding solutions whereas the researchers can use the
framework to find issues in the existing solutions. We also discuss
what interoperability challenges exist between different functional
layers. This framework helps developers and domain experts identify
interoperability challenges that exist in homecare systems provisioning.
To the best of our knowledge, the proposed framework is the first one
that attempts to classify service realization and composition issues in
the homecare domain. A service composition framework introduced
in [124] assumes the availability of services and focuses on dynamic
service composition. In the homecare service provisioning, availability
of the homecare services is not a valid assumption. Due to several
low level hardware devices which might be employed by the homecare
applications, service realization challenges should also be taken into
account.
2.5.1 Interoperability Issues
The complexity of interoperability and its multifaceted characteristics
led to several definitions [92]. The IEEE Glossary defines
interoperability as "the ability of two or more systems or components
to exchange information and to use the information that has been
exchanged" [76]. System can be understood in terms of different
perspectives such as information and behaviour. The interoperability
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challenges can be considered based on these different perspectives
of systems. The interoperability challenges from the information
perspective can be seen as the difficulty in sharing information between
systems due to differences in coding, formatting and data representation
schemes. An existing homecare platform called SAPHIRE employs
a cross-enterprise document sharing architecture to tackle information
interoperability like discovery of and access to relevant electronic health
records [112].
The interoperability challenges from the behaviour perspective can
be seen as the difficulty in using each others functions due to differences
in their protocols. Another existing homecare platform, MPOWER,
introduces a solution based on SOA and a message translator pattern
to provide interoperability services for the Ambient Assisted Living
(AAL) environment [104]. To achieve interoperability, distribution,
heterogeneity and dynamicity [26] should be addressed at design and
implementation time. We explain these issues and their causes in
homecare domain as follows:
– Distribution: In distributed systems, a reliable medium
for communication and seamless addressing is considered as
an interoperability challenge. The medium should provide
location transparency and hide the complexity of the underlying
communication infrastructure. Care-receivers and care-givers
should be able to use homecare applications and their application
services which are located in different places, for instance, different
rooms, through the provisioning platform. Care-givers may use
homecare applications from both inside and outside care home.
Third-party application services should be accessible through the
Internet by the homecare applications.
– Heterogeneity: Interoperability is especially hard to achieve if
distributed systems are made up of heterogeneous subsystems that
are developed, managed and owned by different organizations.
From the software point of view, the applications might follow
different protocols for discovery (e.g., WS-Discovery and SLP),
interaction (e.g., SOAP and RMI) and transportation (e.g. TCP
and UDP). From a hardware point of view, they can have different
capabilities, varying from a resource-constrained sensor to a
computing device with high computation resources. The software
and hardware heterogeneity bring us a set of constraints which
should be taken into account at implementation time.
– Dynamicity: We define dynamicity in homecare domain as
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any relevant contextual changes that make current behaviour
of homecare applications not suitable for the end-users. The
contextual changes coming from the care-receiver, homecare
applications and environment characteristics [100]. Some of the
dynamicity like a visual impairment development occur over a long
period of time and can be handled by a care-giver (tailorability)
or a programmer (evolvability). On the other hand, some other
contextual changes like changes in location and activity might occur
in short-term and must be handled in runtime by the platform
(adaptivity).
2.5.2 Methodology
The functional aspect of homecare applications is the focus of the work
presented in this thesis. Moreover, we focus on the interoperability
challenges from the behaviour perspective. We consider the behaviour
perspective because it allows us to look at the applications behaviour
while using each others’ functions. It is difficult to relate the
information interoperability to the functional layers as defined in our
framework. Therefore, we do not consider information interoperability
challenges in this framework.
In order to classify challenges and break them down into smaller
ones, we employ the SOA functional layering as defined in [18],
as the basis for defining our framework. The service-oriented
architecture provides guidelines to achieve interoperability that assist
different organizations to be dynamically integrated regardless of
their technologies, platform and application specification. The SOA
paradigm can be considered as a set of distinct layers of functionalities
which describes a logical separation of concerns [19, 117]. Each
layer employs the functionalities of its lower layer and provides new
functionalities for its next higher layer.
Based on the work presented in [18], we defined our framework
as a set of five functional layers. These layers are numbered 1 to 5
and cover different aspects, of a homecare domain, spanning from low
level hardware devices to high level end-user applications. The lowest
layer is numbered 1 and the highest layer is numbered 5 as shown in
Figure 2-4. The layers are defined such that each layer employs the
functionalities of its lower layer and provides new functionalities to its
next higher layer. Given two layers of the proposed framework, a layer
is considered lower than the other if it covers more concrete entities
of the homecare domain. This means that the lower layers are mostly
concerned about service realization while the higher layers are mostly
concerned about service composition. This kind of layering is useful to
analyze problems in the homecare domain in a systematic way.
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In the proposed framework, physical devices like sensors are located
in the lowest layer which is numbered 1. The software components
which realize service interfaces to communicate with the physical
devices are placed on the next layer which is numbered 2. The software
components which provide a uniform service layer on top of all the
existing service interfaces to hide the heterogeneity and distribution
of underlying components are placed in the layer which is numbered
3. A set of basic functionalities (SBBs) which can be composed
and configured by the care-givers to create homecare applications are
placed in the layer which is numbered 4. This layer hides the details
of concrete implementations of the lower layers. The highest layer,
which is numbered 5, contains the homecare applications which directly
interact with care-receivers.
2.5.3 Functionality of the Layers
Our proposed homecare service realization and composition framework
is shown in Figure 2-4. The left part shows the functional layers
which are provided by homecare applications. The right part presents
a platform which provides several services like orchestration and
discovery services to the application functional layers. The platform
enhances the development and execution of the homecare applications.
We aim to emphasize on service realization and composition challenges
from the application point of view, to see how the platform part
should address them at different levels. For example, communication
relationships among geographically distributed systems are established
through the platform. Composition relationships among layers are
shown by a line ended with a circle, and can have 1:n and 1:1 cardinality.
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Figure 2-4 : The functional layers of the homecare applications
Figure 2-5 shows an instance of the functional layers of the
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Figure 2-5 : An instance of the functional layers of the homecare applications
homecare applications according to our application scenario explained
in Section 1.2. The lines between layers show the composition
relationships which comply with the cardinality constraints between
layers shown in Figure 2-4.
Hardware (HW): in this layer, we have three types of physical
devices: actuator, sensor and multi-media interface. For the target
scenarios, we can mention medicine dispenser as an actuator, vital-sign
measurement device as a sensor (e.g., blood pressure measurement),
and Tablet PC and PDA as multi-media interfaces. The constituents
of the HW layer can only provide their functionalities to their
representative components located in the next higher layer. Therefore,
any interaction with the devices located in the HW layer, should be
done through their corresponding virtual devices implemented in the
Component-based services (CS) layer. The composition relationship
between HW and CS layer has 1:1 cardinality. It means that for
each physical device in the HW layer, there is only one representative
Virtual device in the CS layer.
Component-based services (CS): in this layer, we have a set of
virtual devices which are service realizations of the physical devices in
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the lower layer. In general, the virtual devices realize the services by
three main strategies: wrapper, mediator and generic service interface.
As a wrapper, a software component encapsulates a physical device
and provides its own service interface, like an OSGi bundle [65].
As a mediator, a software component or an application, plays an
intermediary role between the physical devices and the upper functional
layer. For instance, a component so-called frame sensor adapter (FSA)
allows to uniformly collect data from sensors [95]. As a generic service
interface, a virtual device provides a set of generic interfaces to call a
physical device. For the target scenarios, a MD (medicine dispenser)
virtual device provides access to a web portal for interacting with the
physical Medicine dispenser.
Application service (AS): in this layer, we have the application
services that provide the functionalities of the virtual devices as a
uniform service layer. We have two types of application services:
Context and Concrete services. Context application services
aggregate raw data from one or several virtual devices to infer whether
to trigger a particular event or not. Accordingly, the composition
relationship between the IS and CS layers has 1:n cardinality. We
define the Concrete services to hide the heterogeneity and distribution
of the virtual devices and to provide a uniform protocol to discover and
interact with them. Concrete services have two main functionalities:
adapter and messaging. As adapters, they provide interoperability
between two or several virtual devices which might use different
discovery and interaction protocols. The messaging functionality
provides transparent communication with the virtual devices. These
two functionalities are supported by the platform services. For the
target scenarios, the Vital-sign measurement service is a Context
service to provide vital-sign information and the Medicine dispenser
is a Concrete service provides a uniform access for the MD (medicine
dispenser) virtual device.
Service building block (SBB): in this layer, we place homecare
related SBBs, i.e., the smallest manageable services, which cannot be
further broken down into smaller services from the care-givers’ point
of view. However, from the platform’s point of view, these services
might exploit one or several of the concrete and context services which
are provided by the AS layer. For instance, the Reminder service
employs the Audio session manager to send audio messages and Chat
session manager to send textual messages. Therefore, the SBB layer
has 1:n composition relationship with the AS layer. In our application
scenarios, from the care-givers’ point of view, there are several SBBs
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like MD and Reminder. SBBs are reusable and context-independent
basic services which can be composed to create and tailor homecare
applications. Each of the SBBs can be seen as a service interface with
a set of operations. In addition, homecare applications need a set of
events to implement their logic. Some SBBs might have notification
services to handle these events. These notifications are defined based on
one or several events triggered by the services located in the AS layer.
For instance, a vital-sign measurement service has a notification to
indicate that a new vital-sign measurement is received, in which case
the Vital-sign monitoring application stops sending reminders.
End-user application (EA): in this layer, we place the homecare
applications which are represented by a set of service plans that fulfill
the homecare applications objectives. For instance, the objective of
the Medication monitoring application is to remind the care-receiver
to take medicine on time. The service plan specifies the application
behaviour at runtime and can be defined by composing services. Each
homecare application has one or several service plans, which consist of
one or several SBBs. Therefore, the composition relationship between
the EAS and the SBB layer has 1:n cardinality. We classify the
functionality of this layer in three steps: generation, evaluation and
transformation. In the first step, a service plan is generated by the care-
givers based on the service interfaces of the available SBBs. In the
second step, the service plan should accommodate the care-receiver’s
preferences and the runtime contextual environment, to prioritize the
alternative possibilities of service execution. In the third step, the
service plan must be transformed to an executable composed service
by mapping the service interfaces to concrete service providers, like an
available medicine dispenser.
2.5.4 Vertical Interoperability Challenges
As mentioned in Section 2.5.2, we focus on the interoperability
challenges of systems from the behaviour perspective in the homecare
domain. We associate the interoperability challenges with the
composition relationships between the functional layers as defined in
our framework. These challenges, which are categorized into the three
homecare-related interoperability issues (explained in Section 2.5.1),
are shown in Table 2-2 and discussed as follows:
HW-CS: the composition relationship between these two layers
is one-to-one. This means that from the AS layer there is no
distinction between physical devices and their corresponding virtual
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devices. Therefore, we do not consider any dynamicity and distribution
challenges in this composition relationship. However, we consider the
heterogeneity challenge because the hardware devices could come from
different manufacturers and with different proprietary solutions. We
identify three challenges with respect to device heterogeneity:
– Behaviour: providing a uniform service interface for the physical
devices despite their heterogeneous behaviour is a tough challenge.
The uniform service interface should support both static and
non-static characteristics of the behaviour of the virtual devices.
Different virtual devices, for example, can have the same static
characteristics like service interface signature with different non-
static characteristics like various orders of function access.
– Resource-constrained devices: having various physical devices
with resource limitations (e.g., memory size, computation power)
leads to several constraints on their usage.
– Communication: physical devices could have different
communication protocols which the virtual devices should support
to provide communication protocol transparency or even location
transparency.
CS-AS: the composition relationship between these two layers
is many-to-one. This means that one application service could
communicate with one or more component-based services. Therefore,
we consider dynamicity, heterogeneity and distribution challenges in
this composition relationship. We identify two challenges with respect
to dynamicity:
– Life-cycle of virtual devices: providing a cooperation environment
is required to enable several application service providers to
manage their component life-cycle (for example, install and
configure each component) without interfering other components’
operations.
– Plug-and-Play support: availability of the virtual devices in
the homecare environment is not guaranteed. The virtual
devices should be allowed to register themselves to the system
automatically and be operational as soon as they become available.
We identify one challenge with respect to heterogeneity:
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Table 2-2 : The summary of vertical interoperability challenges (X : applicable)
Interoperability challenges Dy Hg Ds
SBB-EA
Tailorability X
Context-aware composition X
Context-aware configuration X
IS-SBB
Generic SBB model X
Context-aware selection X
Late binding X
AS-IS
Life-cycle of virtual devices X
Plug-and-play availability X
Discovery and interaction protocols X
Location transparency X
HW-CS
Behaviour X
Resource-constrained devices X
Communication X
– Discovery and interaction protocols: the definition of the CS
layer implies that there should be no heterogeneity issue above that
layer. However, some strategies used by the CS layer, like the
generic service interface, only address the heterogeneous behaviour
of the virtual devices. Therefore, there is a need to support different
discovery mechanisms (e.g., WS-Discovery, SLP) and interaction
protocols (e.g., SOAP, RMI) between the CS and AS layers.
We identify one challenge with respect to distribution:
– Location transparency: component-based services are physically
distributed. In that case, providing a location transparent
communication infrastructure is a challenge.
AS-SBB: the composition relationship between these two layers
is many-to-one. This means that one service building block could
communicate with one or more AS services. We assume that the
AS layer hides all issues related to distribution and heterogeneity.
Therefore, we consider only the dynamicity challenges in this
composition relationship. We identify three challenges with respect to
dynamicity:
– Generic SBB model: providing a generic mechanism to model
the SBBs, understandable for both the platforms (provisioning and
tailoring) and care-givers, is considered as a challenge, specially
due to complexity of the behaviour of the services provided by
the lower layers, and their runtime contextual situations which are
not known at design time. SBBs should have two representations:
internal and external. The internal representation is used to be
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interpreted by the platforms while the external representation is
used to present the SBBs to the care-givers.
– Context-aware selection: providing contextual information about
care-receivers which is needed to select one of the alternative
application services for one SBB. For instance, the care-receiver
is out of his care home and thus the chat session manager service
running in the PDA of care-receiver must be selected for the
reminder SBB.
– Late binding: to support Context-aware selection, the platform
should be able to bind the SBBs to the application services at
runtime [133].
SBB-EA: the composition relationship between these two layers
is many-to-one. This means that one end-user application could be
composed by one or more SBBs. In this composition relationship,
we consider only the dynamicity challenges but not the heterogeneity
and distribution challenges because of the same reason as mentioned in
AS-SBB composition relationship. We identify three challenges with
respect to dynamicity:
– Tailorability: for some contextual changes, the possible responses
to these changes have been predefined and can be configured
by the end-user, such as care-giver. For example, in case of
hearing impairment development of a care-receiver, the care-
giver can increase the volume of audio reminder. Therefore,
the care-giver should be able to reconfigure a running homecare
application without interrupting other running applications. This
reconfiguration must be done within a specific time without systems
errors.
– Context-aware composition: based on the runtime contextual
information, the selected application services can be composed
differently. For instance, a reminder must be sent before a vital-sign
measurement service to remind a care-receiver to take a medication
or reminder must be sent after measuring the vital-signs.
– Context-aware configuration: based on the runtime contextual
information, an application service selected for a specific SBB
could be configured differently. For example, the selected audio
reminder service could have different voice volume levels during
the day and over the night.
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Chapter 3
Related Work
No matter how busy you may think you are, you must find time
for reading, or surrender yourself to self-chosen ignorance.
— Atwood H. Townsend
This chapter positions our concepts with respect to related existing
terminology and provides an overall view of existing dynamic service
provisioning approaches. First, we study the existing homecare systems
using the framework introduced in Section 2.5. We observe that
the dynamicity challenges have been not addressed by the existing
homecare systems as much as other challenges. This motivates us to
zoom into the dynamicity challenges and design a DHSP platform to
address them. Then, we study the related work out of the homecare
domain which could be applicable to address the dynamicity challenges.
Several research areas, such as context-aware applications, service
discovery, dynamic configuration of component-based application and
hybrid service composition can be considered as our related work.
However, with respect to the requirements which are discussed in
Chapter 4, we limit our related work to hybrid service composition
approaches that use a combination of processes and rules. We find
the combination of processes and rules as the most appropriate method
to address the dynamicity challenges in the homecare domain [10]
for instance, to be compliant with rule-based and care-flow medical
protocols.
This chapter is organized as follows: Section 3.1 studies existing
homecare systems using the framework introduced in Section 2.5
and motivates our decision to zoom into the dynamicity challenges.
Section 3.2 positions our concepts with respect to related existing
terminology and provides an overall view of existing dynamic service
provisioning approaches. Section 3.3 studies existing hybrid service
composition approaches that use a combination of processes and rules.
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3.1 Studied Homecare Systems
There is an emerging trend in industrialized countries for using IT-
based homecare services and thus several promising homecare system
prototypes have been developed in academia [98, 110, 21, 55, 170, 91,
154, 37, 51, 139, 47, 15]. We classify the homecare systems in the
following categories:
– Patient Record Systems: Homecare systems as Information systems
should be able to share the information of a care- receiver
such as vital-signs with other healthcare-related applications,
such as the electronic medical patient record application of a
hospital [70]. Thus several homecare systems emphasize the
information interoperability and knowledge-based representation of
care-receivers’ data [21, 51, 126]. The Health Level Seven (HL7)
standard provides some guidelines on how to facilitate knowledge
sharing among different healthcare applications [23].
– Monitoring Systems: Homecare systems should notify care-givers
when hazardous situations are detected involving care-receivers by
utilizing sensors which a care home is equipped with [98, 110, 47].
For instance, an alert must be sent to a care-giver if the blood
pressure value of a care-receiver is abnormal. Moreover, care-
givers have access to the history of monitoring records (e.g., blood
pressure measurement records) to prescribe appropriate treatments
and take proactive actions to maintain the care-receives’ health
condition.
– Reminder Systems: Forgetfulness is one of the common problems
of elderly people. Due to this, elderly people might forget the
scheduled time for their necessary health activities, such as taking
medicine or measuring their own vital signs. Homecare systems
should remind care-receivers of a specific activity, preferably using
various modalities such as textual, audio and video reminder
messages [98, 110, 47].
– Social Interactive Systems: Feeling lonely is a common issue
among elderly care-receivers. Due to this, homecare systems
should support audiovisual communication between care-receivers
and care-givers, including social care-givers like fiends and family,
or other with care-receivers [15, 139]. This enables care-receivers
(a) to discuss care related issues with their care-givers, and (2) to
diminish their loneliness by setting-up and participating in social
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activities with other care-receivers.
Our research scope is limited to the provisioning part of the
homecare systems, which includes either one or all the three types of
systems: monitoring, reminder or social interactive systems. As we
discussed in Section 2.5, we emphasize behavioural interoperability
instead of information interoperability which is the purpose of patient
record systems. Because, we have only one care center in our
application scenario that does not interact with other healthcare
organizations such as a hospital and thus information interoperability
is not covered in this work.
3.1.1 Homecare Provisioning Platforms
We observed that two middleware technologies are well exploited by
homecare provisioning platforms: OSGi [12] and web services [66]. To
cover a wide range of solutions in SOA-based homecare applications,
we have studied academic homecare projects that employ both
aforementioned technologies. We have selected three of these projects
as examples to show their technologies and solutions. We have used the
service provisioning framework, introduced in Section 2.5 to explain
these projects and how they address the identified challenges. They use
discrete heuristics in each of the layers of our framework.
The three selected projects are: (1)MATCH (Mobilising Advanced
Technologies for Care at Home) [98], (2) MPOWER (Middleware
Platform for eMPOWERing cognitive disabled and elderly) [110],
and (3) Amigo (Ambient Intelligence for the networked home
environment) [15].
Table 3-1 summarizes the technologies and solutions employed
by these projects in each of the functional layers of our framework.
Moreover, Table 3-2 shows to what extent these projects support the
interoperability challenges identified for each of the functional layers.
Below, we explain both tables by discussing each layer:
Table 3-1 The technologies and solutions are employed by projects 1-3
Match(1) MPOWER(2) Amigo(3)
EA XML, Directed graph BPEL, UML service models BPEL, OWL-S
Interactive evaluation Online semantic reasoning
SBB XML, Interaction model WSDL, IBM UML Profile OWL-S, Amigo-S
OWL-based events Rule-based notification
AS Message broker component Open ESB Middleware
SDP and SIP meditation
CS OSGi, UPnP Platform-independent models OSGi, .NET, UPnP
Wrapper Mediator Generic service interface
HW Residential gateway Proprietary framework (FSA) Domotic infrastructure
– In the HW layer, Match uses OSGi component, i.e., bundles to
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Table 3-2 The challenges addressed by the three projects (Supported:S, Partially supported:P,
Not supported:N)
Challenges (1) (2) (3)
SBB-EAS
Tailorability N N P
Context-aware configuration S N S
Context-aware composition P N S
IS-SBB
Generic SBB model S S S
Context-aware selection P N P
Late binding S P S
CS-AS
Life-cycle of virtual Dev. S N S
Plug-and-play availability S N S
Discovery and interaction S S S
Location transparency S S S
HW-CS
Behaviour S S S
Resource-constrained Dev. S S S
Communication S S S
represent physical devices. With respect to Resource-constrained
devices, these bundles are located in a residential gateway (i.e.,
a server in care home) or any intermediary which has Java
Virtual Machine (JVM) installed and can communicate with their
corresponding devices through heterogeneous Communication
protocols.
MPOWER exploits a proprietary framework, so-called Frame
Sensors Adapter (FSA) [95], to collect data from several
sensors. MPOWER delegates the management of heterogeneous
Communication protocols and Resource-constrained devices to
FSA.
Amigo has developed a domotic infrastructure to decouple the
technologies used in the HW layer from the virtual devices
in the CS layer. The infrastructure supports heterogeneous
Communication protocols and is implemented in C which is
suitable for dealing with Resource-constrained devices.
– In the CS layer, Match uses OSGi to manage the dynamicity of
the Life-cycle of virtual devices. It utilizes the UPnP protocol to
address Plug-and-play support by providing simplified installation
upon Internet-based communication protocols. The OSGi bundles
address the heterogeneity of the Behaviour of physical devices by
using wrapping techniques.
MPOWER employs a platform-independent model which can be
realized on several platforms such as web services, .NET, CORBA
and J2EE. We could not find explicit information with respect to
the support for Life-cycle of virtual devices and Plug-and-Play
support in the literature concerning MPOWER. MPOWER uses
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the FSA as an adapter to hide the heterogeneous behaviour of the
physical devices.
Amigo developed a middleware which can be installed on
individual platforms to support both OSGi and .Net standards.
It also follows OSGi and UPnP based techniques as used in
Match to support the Life-cycle of virtual devices and Plug-
and-play support. Amigo has developed a domotic service model
specification to address the heterogeneity of the Behaviour of
physical devices. The virtual devices can use the generic service
interface instead of directly communicating with the heterogeneous
physical devices.
– In the AS layer, Match has developed its own message broker for
the messaging functionality of the Concrete services. This broker
is implemented as an OSGi bundle to address Late binding and
Location transparency. As Match has employed wrapping in the
CS layer, there is no need for adapters and the heterogeneity of
Discovery and interaction protocols is already supported by the
CS layer.
MPOWER has defined an enterprise service bus based on Open
ESB for messaging. It supports Location transparency but it does
not completely support Late binding (for example, it does not
support dynamic endpoints). MPOWER, like Match, also does
not need adapters due to the use of mediation in the CS layer.
Amigo has developed an interoperable middleware core that
provides a service discovery protocol (SDP) and a service
interaction protocol (SIP). The SDP addresses the heterogeneity of
Discovery protocols by parsing the input protocol and composing
the target output protocol. The SDP dynamically instantiates a stub
from the description and reference of the services. A stub that
addresses the heterogeneity of Interaction protocols and Location
transparency can act as an intermediary adapter.
– In the SBB layer, Match describes the SBBs in XML format
from an abstract level to concrete interaction interfaces [109]. The
abstract level can be used as the external language for the care-
givers to support a Generic SBB model. This ease of use is
provided by a technology-agnostic description of services written
in OWL (Web Ontology Languages) to associate a set of predefined
events to their possibly corresponding virtual devices, using human-
understandable concepts. SBBs interface matching [100] supports
the dynamic Context-aware selection.
MPOWER has described SBBs as WSDL files for the internal
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purposes. Due to the complexity of WSDL for unskilled users,
the IBM UML profile for software services [86] has been exploited
as the external language to provide Generic SBB model. In the
publications on MPOWER, we could not find explicit support for
a Context-aware selection.
Amigo developed the Amigo-S language based on OWL-S to
describe services for both external and internal perspectives at
different levels of abstraction to provide Generic SBB model.
Moreover, Amigo provides rule-based awareness and notification
services (ANS), which can enhance theGeneric SBB model for the
notification services. Amigo-S is part of a comprehensive approach
towards semantic service description, discovery, composition,
adaption and execution (SD-SDCAE) which specifies QoS as well
as the behaviour of services. It uses runtime semantic reasoning to
support Context-aware selection.
– In the EAS layer, Match uses a directed graph to define a service
plan, by matching the SBBs interaction interfaces [100]. It
generates several service plans for a target scenario by traversing
all possible paths in the graph. The abstract service plan, excluding
detailed service interface, supports a Simple service plan. The
possible multi traversal paths enable the platform to provide
Context-aware compositions by generating alternative service
plans based on available concrete services at runtime. In the
publications on Match, we could not find explicit support for
Tailorability.
MPOWER has a set of predefined UML service models which
are implemented by its own domain-specific modeling language
(DSML) and understandable for care-givers. Based on the target
scenario and the existing service plan models, it generates the
service plan and transforms it to an executable composed service
using WS-BPEL. In the publications of MPOWER, we could not
find explicit support for Context-aware compositions, Context-
aware selection and Tailorability.
In Amigo, tasks are modeled as abstract workflows based
on a semantic contextual model to provide a Simple service
plan. This semantic contextual model is created with a user-
friendly GUI. Several alternative service plans are generated
by composing available Concrete services in different ways at
runtime. Then, the generated service plans are transformed to
executable composed services using WS-BPEL. For Tailorability,
an ontology visualization and environment modeling tool (so-called
VantagePoint [148]) has been provided. However, this tool mainly
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emphasizes contextual and environment modeling, and does not
support the creation of composition (composed applications).
3.1.2 Dynamicity in the Scope of Our Research
Although we selected only three SOA based homecare projects, the
proposed framework can be used to analyze other SOA based homecare
projects to investigate to what extend the identified challenges are
addressed by them. Analysis of larger number of SOA-based homecare
platforms would help us define homecare challenges more accurately
and refine the proposed framework. If we performed a large scale
analysis of homecare platforms we could possibly identify some new
challenges or the challenges which are already identified may disappear.
Such a large scale analysis, however, would require more research
efforts and is left for future work.
Based on our study, we observed that existing solutions can handle
distribution and heterogeneity issues. However, dynamicity issues,
which affect almost all the functional layers and play an important role
in homecare service provisioning, are not well addressed and therefore
further research is required. With respect to dynamicity, the service
plan should be simple but detailed enough to enable the homecare
provisioning platform to select, configure and compose the available
concrete services at runtime in a lightweight and context-aware manner.
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Figure 3-1 : The scope of our research based on the proposed framework (explained in
Section 2.5)
With this observation, we dive into dynamicity challenges as
the core of our research, specially concerning the tailorability and
evolvability. Figure 3-1 shows our research scope. Most of homecare
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systems, which we have studied, emphasize the idea that the application
itself can adapt its behaviour as we called adaptivity and study how
the adaptivity can be improved for instance, by ontological reasoning.
Some of the homecare systems consider the tailorability for instance,
Amigo [15]. To the best of our knowledge, none of them consider
the evolvability and investigate how it can be improved. Moreover,
with respect to our application scenarios, we focus on the top three
functional layers and the challenges between AS-SBB and SBB-EA
layers. Because all of our service providers can provide their services
over the Internet and we just need to provide a set of application services
to adapt their functionalities based on our SBBs. Thus our DHSP
platform supports the functionalities of the top three layers.
3.2 Dynamic Service Provisioning
3.2.1 Terminology
As mentioned before, the provisioning platform should be able to
adapt the homecare applications with respect to runtime contextual
changes. The adaption is done based on the configuration information
of SBBs and their orchestration patterns in the service plan. As
such, several research fields such automatic (also known as adaptive
or dynamic) service composition [123] [31] and dynamic configuration
can be considered as the related work. To clarify our terminology and
to position it with respect to exiting terminologies, we compare our
dynamic service provisioning with the related research areas as follows:
– Ambient and Pervasive System [87]: A homecare system can
be considered as an ambient [137] or pervasive system [120].
Because in ambient or pervasive computing the system can be used
"everywhere at anytime", and not only on personal computer
or laptop [127]. In such homecare system, the focus is how
to aggregate contextual information from distributed sensors and
accordingly to infer what the system should do. However, based
on the scope of our research, application scenarios and service
providers we can assume that all the sensors, actuators and devices
are accessible through a high-level application services. Thus we
focus on selecting, configuring and composing these application
services in the top three layers of our framework (explained in
Section 2.5), rather than focusing on the service realization in the
component-based layer.
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– Context-aware Computation: In context-aware computation, the
application adapts its behaviour with respect to the context of
the application including its end-users. Based on a general
definition "a system is context-aware if it uses context to
provide relevant information and services to the user, where
relevancy depends on the user's task." As such, our definition
of adaptive service provisioning can also be interpreted as context-
aware service provisioning from the types of changes which must
be addressed by an application. However, we also wanted to make
a distinction among types of entities which are responsible to adapt
the applications with respect to contextual changes (system, end-
user, or programmer). As such we call it adaptive provisioning in
contrast with tailorable and evolvable provisioning.
– Dynamic Service Composition: In dynamic service composition,
also known as adaptive or automatic, since we used the concept
of SBB, in the execution time, application services must be
evaluated and selected for each SBB. As such, in our definition,
the service provisioning consists of selecting, configuring and
composing application services. However, based on a generic
composition framework [123], several service compositions are
generated directly from atomic services (i.e., application services)
and then evaluated based on runtime situations. The configuration
of these atomic services is considered as part of the service
composition. Therefore, its definition of service compositions from
of atomic services is equivalent to our definition of dynamic service
provisioning out of SBBs and their corresponding application
services. We should mention that dynamic service compositions
is more popular than dynamic service provisioning. However,
since we have made an explicit distinction between the tailoring
and provisioning, we call our approach as a dynamic service
provisioning to emphasize service selection and configuration as
well as composition.
We consider dynamic service composition approaches as our related
work. We provide a general overview of existing dynamic service
composition approaches. However, since it is a broad domain and there
are many related work, we zoom into a specific type of dynamic service
composition which is a hybrid combinations of processed and rules.
3.2.2 Dynamic Service Composition
Dynamic service composition (also know as adaptive or automatic
service composition) approaches have been proposed to deal with
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contextual changes in the environment. These approaches require
minimal or no manual intervention and generally speaking, can be
classified in three categories [123]:
– Workflow composition: with respect to our definition of the
service plan, in workflow composition, a service plan contains a
set of SBBs together with the control and data flow among them.
This can be done at two levels: static and dynamic workflow
generation. In the static workflow generation, the provisioning
platform only discovers and binds the concrete services to the SBBs
at runtime without changing the control and data flow. Graph-
based composition is the most commonly used method for the static
workflow generation [99]. In contrast, in the dynamic workflow
generation, both the flows and binding are done by the provisioning
platform at runtime.
– AI-planning: in Artificial Intelligence planning approaches, a
service plan contains a set of SBBs including their precondition
and effect in the environment [122]. From the system point of
view, each SBB is a software component that has input and output
data. Therefore, their precondition and effects are their input and
output parameters. From the environment point of view, a SBB is
an action which can alter the state of the world after its execution.
So the world state which is required before the execution of a SBB
is its precondition and the state of the world after the execution is
its effect. The provisioning platform, based on these two views
of precondition and effect for SBBs, conduct runtime reasoning to
generate the executable service plan. There are several AI-planning
methods to define the precondition and effects of the SBBs such
as rule-based methods. The rule-based method use composability
rules to determine whether SBBs are composable or not [102].
– Hybrid Service Composition: these approaches use both workflow
composition and AI-planning methods. A combination of workflow
and rules has been introduced in [34]. By applying this method in
our provisioning platform, the service plan is broken down into two
parts: (a) The first part shows a basic and simple process model of
the SBBs and it includes their data and control flows, and (b) the
second part has a set of rules to determine how the basic process
model can be updated based on the changes at runtime. These rules
includes both composition and configuration information.
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In the scope of our research, the hybrid service composition is a
combination of processes (as a workflow composition) and rules (as an
AI-planning).
3.3 Hybrid Service Composition: Processes and Rules
Although there has been a long discussion to define a balance between
processes and rules to model information systems in hybrid service
composition, there was no doubt that a combination of processes
and rules would be useful to address different types of business
goals [171]. Hybrid service composition approaches can be classified in
two categories: (a) extending the process logic specification to support
rules, and (b) extracting the rules from the process logic and exposing
them as an ordinary application service which can be called by the
process. We call it extracting (rather than separating) because we
assume that the process with embedded rules is given as an input and
the rules are extracted and shielded from the process.
For the first category, since standard process logic specification
languages (e.g., WS-BPEL) need to be extended, there is a lack of
implementation support. One of the earliest works on the hybrid service
composition introduced by Charfi and Mezini [34], broke down the
service composition problem to several units which can be created,
modified or deleted independently. These modules can be implemented
by business rules. Aspect-orientation is an alternative approach to
implement these rules [33]. This work mainly talks about how to add
rules to the process specification, instead of separating the rules from
the process and exposing them as a service. Later on, the authors
present the design and implementation of AO4BPEL, an aspect-oriented
extension to WS-BPEL [35]. However, similar to [34], this approach
requires modifying process engines to enable them to handle the aspect-
oriented concepts of pointcuts, advices and aspects.
In this thesis, we focus on the second category of the hybrid
service composition approaches. Some works have been done to study
how rules can be extracted from the process logic and exposed as a
decision service. In [128] a rule interceptor service has been introduced.
This service (1) intercepts all incoming and outgoing web service
calls, (2) maps them to business rules, and (3) applies the associated
business rules. The proposed business rule broker provides a WSDL
interface which can be queried by the BPEL engine. Rosenberg and
Dustdar [128] emphasize the importance of integrating rule and process
engines. They assume that all the rules must be executed either before
or after an interceptor, i.e., activities should be coordinated through
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synchronous request-response interactions between the process and rule
engines. This approach also assumes that a transformation engine is
available that has a predefined data model and XSLT rules to make both
process and rule engines understand each other.
In [129], Sapkota and et. al. propose a tuple space to improve
the flexibility of their data model. In this approach, data can be
added and shared by a process or rule engine on the fly. This
approach, similar to [128], also assumes synchronous request-response
interactions between the process and rule engines. Therefore, the
process can call the decision service only at its certain decision points.
Comparing with [128, 129], our approach supports asynchronous
notification between the process and decision service in addition to
synchronous request-response interactions.
In [46], Döhring and et. al. introduce several rule-based adaptation
patterns. These patterns can be applied based on the events which
are notified by a rule engine. The authors mainly focus on how the
adaptation can tailor the workflow based on contextual changes at
runtime. However, the interaction between the process and rule engines
is limited to some intermediate events which are predefined in the
process. In other words, this approach provides event-based interactions
between the process and rule engines rather than providing a decision
service.
In [3], Adams and et. al. introduce the adaption patterns as a set
of self-contained sub-processes, i.e., worklets which can be selected
dynamically at runtime based on contextual circumstances. This work
mostly emphasizes how the worklets and their corresponding rules can
be specified and associated with each other. Later on, in [4], Adams and
et. al. add a new interface to the process engine to support exception
handling. However, it does not define the service interface for regular
transactions (to execute different types of rules) between the process
engine and rules engines. To design and implement a service template
for executing rules, the specification of this service interface is required.
Moreover, when a new event is added, the corresponding process needs
to be changed, for instance, by adding a new event catcher.
3.3.1 Context-aware Rule-based Approaches
The feasibility of Logic-Based Models like rule-based logic, to
provide context-aware service composition have been shown in several
works [164] [67] [136]. We believe that the context model of a
environment like a care home can be modeled by a simple contextual
modeling approach like Key-Values model and Markup Scheme Models
which are in compliance with rule-based approach [136].
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3.3.2 Process and Rule Engines
Regarding the implementation of a hybrid service composition
approach, we conducted a survey to see available existing tools. Based
on our survey, there is strong industry support for combing process
and rules to provide dynamic service composition. We have found
several process and rule engines which can be used together to add
flexibility to the business processes. The idea of combining process and
rules is similar to our idea of the hybrid service composition approach.
Table 3-3 shows a number of available process and rule engines. Process
engines can be used to execute the processes and rule engines can be
used to execute rules.
Table 3-3 Some of the available process and rule engines
Process engine
Drools Flow
Apache ServiceMix (Apache ODE )
WebSphere Lombardi Edition
Cordys BPM
ActiveVOS
Rule engine
WebSphere ILOG
JRules
Drools Expert
We used WebSphere Lombardi Edition [74] to model the
orchestration of homecare services. Because IBM is one of the partners
of U-Care project and provides the required license and technical
support. As we explained before, the application services are provided
in the high-level communication protocols and can be directly interact
with Lombardi process engine like SOAP-based web services. Another
alternative would be Apache Service Mix [17] as a lightweight service
bus to support resource-constrained devices installed at the care homes.
It supports Apache ODE [16] for the process engine. There are also
other options for the process engine such as Drools Flow [85], Cordys
Business Process Management (BPM) [38], and ActiveVOS [77].
We used WebSphere ILOG JRules [75] to model our configuration
and composition rules. The WebSphere ILOG JRules has been
employed to model the rule-based medical protocols such as Arden
Syntax for MLM [134]. It enables the care-givers to define the rules in
natural language which is suitable for non-technical care-givers. There
are other options such as Drools Expert [84] and Jess [52] as a Java rule
engine.
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Chapter 4
Requirements
No matter how much you want it to be a technical problem, it's
a people problem.
— Gerald Weinberg
To design our dynamic homecare service provisioning (DHSP)
platform, we first identified the functional requirements that a
homecare service provisioning platform should provide. The homecare
applications are designed by an application programmer with respect
to the identified functional requirements from care-receivers and care-
givers who participated in our field test. Further, we identified
non-functional requirements from all stakeholders who are involved
in the provisioning of the homecare applications in the field test.
The non-functional requirements affected the design of the homecare
applications and thus, how the applications satisfied the identified
functional requirements. The requirements were identified by
interviewing of the stakeholders (mainly functional requirements)
and literature study of existing homecare systems (mainly non-
functional requirements). Several non-functional requirements have
been mentioned in the work of McGee-Lennon [101] and Kleinberger
and et. al. [90]. However, with respect to the scope of our research and
the identified functional requirements, we only mention some of those
non-functional requirements.
This chapter is organized as follows: Section 4.1 explains
our methodology to identify both functional and non-functional
requirements on the DHSP platform. Section 4.2 classifies the
identified functional requirements for several homecare applications
and introduces our third-party service providers and application
programmer. Section 4.3 explains the non-functional requirements
which are related to our research scope and might affect our homecare
applications. Section 4.4 explains the functionalities of the homecare
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applications with respect to the functional requirements. Section 4.5
discusses which of the existing dynamic service provisioning
approaches suits the identified homecare requirements the most.
4.1 Methodology
We used both stakeholder interviews and literature study techniques as
our requirement elicitation methodology to identify the requirements
on the DHSP platform. The functional requirements were identified
by interviewing the stakeholders and with respect to our homecare
application scenarios. The non-functional requirements were identified
both by the interviews and literature study on other existing homecare
systems. Use cases and sequence diagrams were employed to document
the identified functional requirements. The non-functional requirements
were documented in a textual format as a bullet list. With respect to
our research scope (explained in Section 3.1.2), some requirements,
for instance requirements on applications interface usability [72] and
information interoperability [21, 51, 126], were considered out of our
research scope, and thus are not listed in this chapter.
4.1.1 Stakeholder Interviews
To identify functional and non-functional requirements on our DHSP
platform, we interviewed the stakeholders who were supposed to use or
to provide the application services of the DHSP platform. As explained
in Section 2.4, the DHSP platform has five types of stakeholders: (1)
care receiver (as the end-user), (2) care giver (as the end-user and
domain expert), (3) programmer (who creates the application logic and
the tailoring platform), (4) third-party service provider (which provides
third-party application services), and (5) infrastructure provider (which
provides the software, hardware and communication infrastructure for
the DHSP platform).
Due to privacy issues, we could not interview the care-receivers,
and instead the care-givers on behalf of the care-receivers conveyed the
care-receivers’ opinions to us. Moreover, the care center, where our
DHSP platform is hosted, also provided the required infrastructures to
run the platform. Therefore, the care-givers, as the employee of the
care center, also represented the infrastructure provider and explained
its requirements in our interview.
To identify the functional requirements, we have performed two
interviews with several care-givers in a focus group manner [93]. All
the care-givers sat together, and answered and discussed our open
ended questions. Since the care-givers used the DHSP platform
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through the applications and tailoring platform, which are provided
by the programmer, we interviewed the care-givers together with the
programmer.
Based on the results of the first interview, the programmer identified
the common homecare tasks and their corresponding applications [107].
Then we had several in-depth interviews [89] with the programmer to
design the homecare applications and mock-up interfaces which have
used by the care-givers. In our second interview with the care-givers,
we, together with the programmer, validated our application design and
accordingly updated it.
During both interviews with the care-givers, we also asked open-
ended questions regarding the non-functional requirements for instance,
the acceptable application response time. Then, we listed all these non-
functional requirements as natural text and sent them back to the care-
givers by email to validate the non-functional requirements as well.
After the validation of functional and non-functional requirements
with the care-givers, we had several focus group [93] and in-depth
interviews [89] with our third-party service providers and programmer
to identify their requirements (both functional and non-functional) as
well.
The functional requirements first, classified as several use cases
that represents the required homecare applications. Then, we drew a
sequence diagram for each use case to show how the application service
providers, the tailoring platform, and the DHSP platform should interact
to deploy and to run the corresponding homecare application.
4.1.2 Literature Study
We also did a literature study to investigate what non-functional
requirements have been identified or addressed by the existing
homecare systems. We only listed the non-functional requirements
which are related to our research scope and could affect our homecare
applications and their functional requirements. The non-functional
requirements were documented in a textual format and shown as a bullet
list.
4.2 Interviewees
Based on the common homecare tasks [107] that has been identified
by the programmer, we classify the functional requirements into three
homecare applications which are explained as follows:
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– Vital-sign Monitoring (VsM) Application: VsM application
is an example of a monitoring and reminder homecare system
which is explained in Section 3.1.1. The care-receiver wants
to measure his vital-signs (e.g., weight) according to a specific
scheduled time plan. A corresponding care-giver shall respond
to situations in which the care-receiver does not follow his plan
or his measured vital-sign is not in a normal range. After the
application deployment, the care-receiver can see his schedule on
the calendar service running on his Tablet PC. The VsM application
starts based on a the scheduled time, and reminds the care-receiver,
possibly several times to measure his vital-signs on time. If the care
receiver does not measure his vital-sign according to his scheduled
time plan on time, or if his vital-signs are not in the normal
range, the application sends an alert to the care-giver. To view the
vital-sign measurement history, the care-giver uses the vital-sign
reporting service on her Tablet PC. We considered three types of
VsM applications: blood pressure (BP), oxygen saturation (OX)
and weight (WT).
– Medication Monitoring (MdM) Application: The MdM
application is an example of a monitoring and reminder homecare
systems which is explained in Section 3.1.1. The care-receiver
should take a medicine at a specific time according to his scheduled
time plan. The care-giver should respond to situations in which the
care-receiver forgets to take his medicine according to his plan. We
have two types of MdM applications: using an automatic medicine
dispenser and using a manual medicine dispenser.
– Social Activity Monitoring (SaM) Application: The SaM
application is an example of social interactive homecare system
which is explained in Section 3.1.1. The care-receiver wants to be
informed about his favorite social activities for instance, watching
movie or drinking coffee in a group. The (social) care-givers should
be able to define different social activity groups and to assign the
interested care-receivers to one or several of these groups. Then the
care-givers can schedule several social activities for each of these
groups such as to watch a specific movie every Saturday nights. The
SaM application sends a reminder to the interested care-receivers
whenever an activity of their groups are active.
In the remaining of this section, we introduce the interviewees whom
the requirements were identified from.
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4.2.1 Third-party Service Providers
To run the aforementioned three types of homecare applications, we
utilized a set of application services. In the U-Care project, we had
three third-party service providers that provided the required application
services in addition to the alert service as an internal application service
of the DHSP platform.
The application services namely calendar, reminder and reporting
services were provided by the Biomedical Signals and Systems (BSS)
group of the University of Twente [140]. These services were running
on the Tablet PCs available to the care-givers and care-receivers.
The vital-sign measurement services namely blood pressure, weight,
oxygen saturation services were provided by MobiHealth [106]
company. Care-receivers used the vital-sign measurement devices
at their care homes, which were connected to a server running
at MobiHealth. The MobiHealth server forwarded the vital-sign
measurement values to the DHSP platform.
The automatic medicine dispenser
was provided by the Innospense [78] company. Care-receivers used the
automatic medicine dispenser, which was connected to a server running
at Innospense, to take their medicine on time. The Innospense server
forwarded the medication intake information (e.g., time stamps and
care-receiver IDs) to the DHSP platform. For the manual medicine
dispenser, we used a normal physical box in combination with the
reminder and alert services.
4.2.2 Tailoring Platform Provider
If the application logic needed to be updated manually to address
unforeseen changes, a programmer modified the application logic and
accordingly, updated the tailoring platform. The tailoring platform was
provided by the Information System (IS) group of the university of
Twente [141]. Since the programmer from the IS group was responsible
for designing the homecare applications, we interviewed with the care-
givers and third-party service providers together with the programmer.
The tailoring platform was running as an application on end-users’
Tablet PC available only to the care-givers.
4.3 Non-functional Requirements
Several non-functional requirements affect the way that the stakeholders
interact with each other and the DHSP platform. These non-functional
requirements have been identified during our interviews and literature
i
i
i
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i
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study, and are explained as follows:
– Non-intrusiveness: In the homecare domain, due to the limited
ability of the care-receivers to use ICT-based services, the homecare
services should be non-intrusive. This implies that the platform
should not often ask care-receivers for interventions, such as
whether they prefer a system decision or not. In other type of
AI-planing approaches like TLPlan [149], the runtime reasoning is
based on the real world model. This provides a highly complete
adapting method to the unexpected changes. In this approach,
inquiry from the end-users to make sure about the correctness of the
runtime decisions, plays an important role. However, based on our
interview with the care-givers, we concluded that the care-receivers
are not willing (or not able) to answer these system inquiries.
– On-the-fly Tailorability: The care-givers wants to change the
homecare applications on-the-fly so that the applications update
their behaviour without interrupting the running instances of that
application. This is important when several instances of an
application are running for different care-receivers.
– Light-weight Evolvability: The programmer wants to modify an
application logic, if it is required, with minimum efforts. Moreover,
the re-deployment time of the modified application logic should
be as short as possible. The programmer also prefers to define
a homecare application in several modules and modifies modules
independent of each others for improving evolvability.
– Learnability: The care-receivers such as elderly people have
difficulties to learn how to use an end-user interface. The care-
givers or volunteer people should help them to learn how to use
the system and this needs lots of learning efforts. If an application
service is replaced by another one, the system should be used in
the same way as before to reduce the learning efforts. For instance,
switching from manual medicine dispenser to automatic dispenser
should not change end-user interfaces of the calender and reminder
services.
– Data Ownership One of the requirements, which has not been
mentioned in the literature to the best of our knowledge, is that
the care center wanted to have the ownership of data such as vital-
sign records. Therefore, the care center only agreed that the DHSP
platform stores the data if it is hosted within the care center and not
i
i
i
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the third-party service providers which are located outside the care
center. Later on, the care center also agreed that the DHSP platform
can be hosted outside the care center if the data will be deleted after
the field test. In practice, a care center may not agree with storing
the care-receiver’s data anywhere outside of the care center.
– Acceptable Response Time: The homecare system is a real time
interactive system. Thus, the end-user should get response during
a system task for instance, successful deployment, receiving an
alert or vital-sign records shortly. In our interviews, the care-
givers mentioned that the application adaptation must be done
immediately. For instance, an alert must be delivered immediately
after the vital-signs measurements in case the values are either
higher or lower than a predefined threshold. We tried to quantify
that and we found out that less than one minute would be considered
as immediately by the care-givers.
– Limited Human Resources: There are not enough care-givers
to support the care-receivers. Thus, the less demanding human
resources for any solution in the homecare domain plays an
important role in its success. The care-givers asked us explicitly
to design the system somehow that it takes their time for creation
or deployment or provisioning of the homecare application as less
as possible. For instance, although confirming an alert message by
a care-giver could improve the reliability of the system, we do not
ask them to to that.
– Limited System Resources: In homecare systems, only one or two
care-receiver(s) are living in each care home. Therefore, it is not
feasible to have a dedicated provisioning platform for each care
home. The care center prefers to pay only for one provisioning
platform and then it is shared by all the applications and care-
receivers. It requires a light-weight service provisioning approach
and thus a complicated advanced semantic reasoning approach
would not be suitable solution. We have observed during the field
test that using service on demand, in which the care center can pay
for the software and hardware infrastructure based on the number of
its care-receiver, is highly desirable in the homecare domain. This
requirement still remains as a challenge and should be addressed in
our future work.
– Accountability: The homecare system is a safety-critical [94]
system and every system activity (e.g., sending reminder or alert)
i
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is attributable to an entity (person or service provider) which is
responsible using or providing that activity precisely. For instance,
when a reminder message is not delivered to a care-receiver and
this causes a risk, it must be clear whose responsibility is: (a) the
DHSP platform because of not sending the reminder or (b) the
service provider which does not deliver the message to the care-
receiver although it receives the reminder message or even (c) the
care-receiver who receives the reminder message but ignores it.
– Accurate Adaptivity: The homecare provisioning platform and the
services running on top of it, are classified as safety-critical [94]
systems. It means that any system malfunctioning could lead to loss
of life. The malfunctioning can arise from the hardware failure as
well as wrong decision which are made based on the service plan to
adapt the homecare applications at runtime. Therefore, care-givers
must be able to accurately control the behaviour of the applications
at runtime.
– Light-weight Integrability: The third-party application service
providers used different system specifications for instance, message
format, interaction patterns and implementation platforms. They
wanted to integrate with the DHSP platform without changing their
system specifications. Beside, they preferred to be independent of
other application services and changing one application service in a
composite application does not affect their application services.
– Ethical Laws: This requirement is imposed by the ethical laws [32]
in the homecare domain. Based on this law, the vital signs data
such as blood pressure measurement values must be anonymously
transfered among different service providers. Hence, during
the transportation, none of the services (and their providers)
knows to whom the measured data belongs. Only the end-users’
application which directly interact with care-giver and care-receiver
can decrypt the anonymous data, thus they are aware of the
real owner of data. Moreover, third-party service providers such
as MobiHealth are not allowed to keep or store the vital signs.
Therefore, MobiHealth deleted vital-sign values immediately after
forwarding them to the DHSP platform.
– Medical Protocols Medical guideline and protocols have been
employed by care-givers to provide care services to care-receivers
in a standard way [42]. There are several methods to support
computer-based modeling medical protocols: (1) Rule-based (2)
i
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workflow, i.e., care-flow (3) task network [63].
Rule-based medical protocols like Arden Syntax for Medical Logic
Modules (MLM), which is part of Health Level Seven (HL7),
has been employed to facilitate knowledge sharing among care-
givers, for instance, for COPD treatment [134]. With respect to
our application scenario, MLM can be used for COPD treatment
to evaluate medical criteria, and, if appropriate, perform an action
such as sending a message to a care-giver [134].
Care-flow as a process defines which task needs to be executed in
which order [63]. To implement a careflow complaint system, a
workflow management system is considered as a solution [121].
Task network languages are defined based on an ontology of
task. Several task network languages like PROforma, are based
on a process definition language which make them similar to the
care-flow languages method [63]. However, they have their own
components ontology such as tasks and decisions.
4.4 Functional Requirements
We classify the functional requirements with respect to the three
aforementioned homecare applications. For each application type, first
we show a use case to explain the functionalities and the involved
stakeholders of the application. The stakeholders could be: (1)
care-giver, (2) third-party service provider (BSS, MobiHealth and
Innospense), or (3) tailoring platform provider (IS group). We do not
show care-receivers, because they only interact with the DHSP platform
through the third-party application services and thus, everywhere we
have a third-party service provider, we can think of a care-receiver as
well. Nevertheless, we show care-givers because they might use the
DHSP platform either through the third-party or internal application
service, or the tailoring platform.
4.4.1 VsM Application
For the vital-sign monitoring (VsM) application, we have four activities
(functionalities) namely deployment, monitoring, updating and view
as shown in Figure 4-1. Since the VsM application is a composite
application, to provide each functionality, several stakeholders should
interact with each other. These functionalities and their involved
i
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stakeholders are explained as follows:
– Deployment: a care-giver through the tailoring platform, provided
by IS, creates or tailors a service plan. Then IS group forwards all
the information of the created service plans to the DHSP platform
and eventually receives an acknowledge that the deployment is done
successfully. The IS wants to be independent of the application
services and only knows the SBBs and their configuration
parameters. The DHSP platform, based on the configured SBBs of
the service plan, sets the calendar events on BSS calendar service
and as an acknowledgement the DHSP platform receives the created
calendar event Ids (identifications). The BSS shows the calendar
events to the care-receivers on their Tablet PCs.
DHSP platform
Deployment
Monitoring
Updating
ViewCare-giver
IS
MobiHealth
BSS
Figure 4-1 : The VsM application functionalities and involved stakeholders.
– Monitoring: the BSS calendar notifies the DHSP platform to
execute a service plan at its scheduled time. The DHSP checks
if it has already received the measured vital-sign values by the care-
receivers, and if not, it sends a reminder to the reminder service
of BSS. The reminder is context-aware for instance, supporting
different modality based on the care-receiver’s situations at runtime.
The BSS shows the reminder message to the care-receiver. For
the being non-intrusive non-functional requirement (explained
in Section 4.3), the care-receivers do not need to acknowledge
that they see the reminder messages. However, BSS should
acknowledge that it receives the reminder messages due to the
i
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accountability requirement. If after sending several reminders, no
measured vital-sign value is received by the DHSP platform, it will
send a context-aware alert to the care-giver indicating that a specific
care-receiver forgets to measure his vital-signs. With respect to the
limited human resources non-functional requirement and thus not
assigning extra tasks to the care-givers, they are not obligated to
acknowledge seeing alert messages. We should take into account
that this might be in conflict with the accountability non-functional
requirement. However, during the interviews with the care-givers,
they indicated that to not to acknowledge the alert messages.
– Updating: MobiHealth forwards a measured vital-sign value
to the DHSP platform whenever the care-receiver does a
measurement. MobiHealth is not allowed to store the vital-sign
data due to the ethical laws requirement. Beside, MobiHealth
prefers to have as less integration efforts as possible (the
integrability requirement) and since, MobiHealth has implemented
an asynchronous notification in another project, uses the same
interface to interact with the DHSP platform. As such, we separate
updating from monitoring functionality to support asynchronous
update of vital-sign measurement. If we did not have this imposed
requirement, the updating could be done as part of the monitoring
by synchronous request-response query from MobiHealth.
– View: a care-giver or a care-receiver can see the measured vital-
sign records. For care-receivers, seeing the records encourages
them to measure their vital-signs on time. For care-givers, seeing
the records helps them to prescribe a precise treatment for the care-
receivers and may re-tailor the service plan. The vital-sign records
are only stored by the DHSP platform with hashed care-receiver
IDs due to the data ownership and ethical laws non-functional
requirements. Therefore, BSS should query the DHSP platform for
the the vial-sign records for each request coming from the care-
givers or care-receivers.
Figure 4-2 shows how the stakeholders interact with each other
and with the DHSP platform according to the four functionalities.
The sequence diagram only shows the on-line interactions during the
provisioning time. We also have off-line interactions for instance, to
share the care-receiver IDs and their hashed values with MobiHealth, IS
and BSS. In Section 4.3, we explained that using hashed ID is defined
with respect to the ethical laws requirement. These hashed values are
used for the communication with the DHSP platform.
i
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4.4.2 MdM Application (Manual Medicine Dispenser)
For the medication monitoring (MdM) using manual medicine
dispenser, we have four functionalities as shows in Figure 4-3. Similar
to the VsM application, to provide each functionality of the MdM
application, several stakeholders should interact with each other.
Figure 4-4 shows how the stakeholders interact with each other and
with the DHSP platform according to the four functionalities. These
functionalities and their involved stakeholders are explained as follows:
DHSP platform
Deployment
Monitoring
Updating
ViewCare-giver
IS
BSS
Figure 4-3 : The MdM application functionalities and involved stakeholders (manual
medicine dispenser).
– Deployment: this functionality is exactly the same as deployment
functionality of the VsM application. The care-giver and IS group
use the same tailoring platform for all the homecare applications.
The care-giver configures the same SBBs (e..g., calendar) used by
the VsM application. In addition, the care-giver configures the
medicine dispenser SBB.
– Monitoring: similar to the monitoring functionality of the VsM
application, the DHSP (a) receives notification from the calendar
service of BSS to execute an application, (b) if medication is not
taken sends a reminder message, and (c) if the medication is not
taken after several reminders, sends an alert to the corresponding
care-giver.
i
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– Updating: for the manual medicine dispenser, we use a simple box.
A care-receiver should take one of the medication from this box
and press a button on his Tablet PC to indicate that the medication
is taken. Then BSS sends an acknowledge indicating that the care-
receiver took his medication to the DHSP platform. For the sake of
the accountability requirement, the DHSP platform sends back an
acknowledge to the BSS indicating that the data is received. Similar
to the reasons mentioned for the VsM application, we separate the
updating from the monitoring functionality.
– View: a care-giver or a care-receiver can see the medication taken
records. Similar to vital-sign records, the medication taken history
are only stored by the DHSP platform with hash care-receiver
IDs due to the data ownership and ethical laws requirements.
Therefore, BSS should query the DHSP platform for the medication
records for each request coming from the care-givers or care-
receivers.
i
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4.4.3 MdM Application (Automatic Medicine Dispenser)
We also implemented the MdM application using an automatic
medicine dispenser to compare its success rate with manual medicine
dispenser. The care center was interested to see if using the automatic
medicine dispenser is worth paying its extra expenses. For the
medication monitoring (MdM) application using automatic medicine
dispenser, we also have four functionalities as shown in Figure 4-5.
Compared to previous section, we have one extra service provider,
Innospense as the automatic medicine dispenser provider. Due to the
learnability requirement, it is difficult for the care-receiver to learn
how to use different user interfaces for manual and automatic medicine
dispensers. Therefore, although the automatic dispenser has its own
schedule interface, reminder and alert, we used the same application
services as manual medicine discerner (i.e., calendar, reminder, records
history and alert). Figure 4-6 shows how the stakeholders interact
with each other and with the DHSP platform according to the four
functionalities. These functionalities and their involved stakeholders
are explained as follows:
DHSP platform
Deployment
Monitoring
Updating
ViewCare-giver
IS
BSS
Innospense
Figure 4-5 : The MdM application functionalities and involved stakeholders (automatic
medicine dispenser).
– Deployment: from the IS and BSS points of view, it is exactly the
same as deployment functionality of the MdM application using
manual medicine dispenser. This is one of the benefits of having
the DHSP platform to shield the underlying technologies form the
service providers and the programmers. To use the application
i
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services of BSS, the DHSP platform deploys the schedule to both
BSS and Innospense.
– Monitoring: is exactly the same as monitoring activity of the MdM
application using manual medicine dispenser.
– Updating: Innospense has its own web portal to manage the
automatic dispenser. Since the web portal follows the client-server
architecture and Innospense does not want to change its service
specification due to the integrability requirement, we have to
implement a request-response method to get the information about
latest taken medication. However, we need to call the updating for
both view and monitoring functionalities and therefore, we keep it
still separated than monitoring functionality.
– View: a care-giver or a care-receiver wants to see the medication
taken records. Similar to MdM application using manual dispenser,
BSS should query the DHSP platform for the medication records for
each request coming from the care-givers or care-receivers. Due to
the learnability requirement, we did not use the reporting page of
Innospense web portal and instead used the reporting page of BSS.
As such, both care-receivers and care-givers used the same user
interfaces for both MdM applications using manual and automatic
medicine dispenser.
i
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4.4.4 SaM Application
For the social activity monitoring (SaM) application, we have three
functionalities as shown in Figure 4-7. The SaM application does not
have updating functionality, because there are many social activities
and the system became intrusive if it asks the care-receivers to indicate
participating in these activities one by one. Figure 4-8 shows how
the stakeholders interact with each other and with the DHSP platform
accoring to the three functionalities. These functionalities and their
involved stakeholders are explained as follows:
DHSP platform
Deployment
Monitoring
View
Care-giver
IS
BSS
Figure 4-7 : The social activity sequence diagram.
– Deployment: a care-giver defines social activity groups, assigns
the care-receivers to one or several of these groups and finally
schedules several social activities for each group. Then the DHSP
platform, sets the social activities events related to a care-receiver in
his calendar service. The DHSP platform stores the defined social
activity groups and their members.
– Monitoring: the BSS calendar notifies the DHSP platform about
a scheduled social activity for a care-receiver. The DHSP sends
a reminder message to the reminder service of BSS. BSS should
acknowledge that it receives the reminder message.
– View: a care-receiver can view his social activities directly from
BSS. A care-giver can see the defined social activity groups and
their members. To do so, the tailoring platform queries the DHSP
platform since it stores all the data.
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4.5 Discussion
In this chapter, we identify the requirements on a DHSP platform
based on interviews with the stakeholders which use the platform,
and literature study on existing related work. With respect to these
requirements, we conclude that a hybrid service composition using
a combination of process and rules is as a promising approach for
dynamic service provisioning in the homecare domain. Our conclusion
is based on the following observations:
1. There is significant similarity between the hybrid service
composition approach and the existing technologies to model
computer-based medical protocols.
2. Due to boolean logic of rule-based adaptation, the care-givers can
accurately control the behaviour of the system. For instance, Nancy
can explicitly determine in the service plan, if Jan leaves the home
without attaching oxygen saturation meter, send an alert to the care
center.
3. The rule-based approach may compromise the completeness of the
runtime adaptation, i.e., not being able to adapt the application
behaviour in all the runtime situations. However, the adaptation
using rule-based approaches is decisive due to its boolean logic
reasoning (either true or false). Thus, this approach does not
require the care-receivers to interfere and this suits the non-
intrusiveness requirement.
4. There are several industry tools (explained in Section 3.3.2) that
can support the hybrid service provisioning. Moreover, IBM
as on of the industry partner in the U-Care project provides
license and technical support for WebSphere Lombardi process and
WebSphere ILOG rule engines.
5. Although other AI-planning approaches such as ontology
reasoning, provide better completeness of adaptivity at runtime,
they also introduce several challenges [96, 14]. For example,
process-intensive reasoning (in contrast with the limited resources
requirement), data inconsistency due to ontology complexity
(in contrast with the on-the-fly tailorability requirement), and
ontology modification and its verification (in contrast with the
accurate evolvability requirement).
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6. Configuration rules can be divided to a set of modules for instance,
based on the SBBs and decision points in a process. Furthermore,
the possible reconfigurations of a service plan (tailorability) or
modifications in the application logic (evolvability), and their
effect on the application behaviour are limited to these modules.
Therefore, the modularity improve the accuracy of tailorability
and evolvability [20], less system errors happen after updating a
homecare application by a care-giver or programmer.
7. The modularity of the hybrid service provisioning can decrease
the required system resources for re-deploying a service plan.
Because, we can only re-deploy only the modified module(s) (e.g.,
the rules about the reminder SBB) instead of the whole service
plan and thus, it can be done one-the-fly according to the updated
modules.
The hybrid service provisioning approach is used to select, configure
and compose the application services based on runtime contextual
situations. For the tailorability and evolvability, the care-giver or
programmer can update the process or (a module of ) rules or both.
i
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Chapter 5
Dynamic Homecare Service
Provisioning Platform
Innovation distinguishes between a leader and a follower.
— Steve Jobs
In this chapter, we introduce our dynamic homecare service
provisioning (DHSP) platform. It is based on a hybrid service
provisioning as a combination of processes and rules. The platform
hosts several application and infrastructure services to execute the
service plans, which are deployed by a care-giver through the tailoring
platform. Each service plan consists of several SBBs and application-
logic decision making rules (we call them decision rules). Based on
the execution of decision rules at runtime, the SBBs are mapped to
several application services and then the selected application services
are configured and composed. To support this, the platform has several
infrastructure services that execute the decision rules and accordingly,
select, configure and compose the application services.
This chapter is organized as follows: Section 5.1 explains how a
service plan is defined and executed based on the SBBs and decision
rules. Moreover, it introduces the SBBs and the types of decision
rules which we have used in our DHSP platform. Section 5.2 explains
several architectural patterns which are employed by and accordingly,
introduces the logical architecture of the DHSP platform. It also
explains the deployment process through which a service plan is
deployed into the DHSP platform.
i
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5.1 Service Plan: SBBs and Rules
Fig. 5-1 shows how a service plan is defined and executed on the DHSP
platform. The service plan, which is deployed through the tailoring
platform by a care-giver, consists of two main parts: (a) decision rules
and (b) orchestration patterns.
Decision rules are application-logic decision making rules that
determine how to select, configure, or compose the application services
with respect to the SBBs of a service plan and runtime contextual
information. The decision rules of a service plan are executed at
runtime based on contextual information for instance, blood pressure
and location of a care-receiver.
Reminder 
SBB
Alarm 
SBB
...
Orchestration 
pattern # 1
Orchestration 
pattern # n
...
MD 
SBB
Decision-
rules
Service plan
Application services 
Tablet 
PC
Automatic MD in 
sleeping room
PDA ...Physical 
sensors 
Application logic
GUI
Implemented by
Provisioning 
platform
Tailoring 
platform
Care-giver
Care-
receiver
Deployed into
Figure 5-1 : How a service plan is defined and executed on our DHSP platform
Orchestration pattern is part of a service plan and determines
how SBBs of a service plan and consequently, the selected application
services are composed. Each service plan might have several
orchestration patterns (of SBBs), and one of these patterns is selected at
runtime based on the decision rules.
To improve the evolvability, we separate the decision rules from
the orchestration patterns and expose them as a decision service
(explained in Section 6.1). The decision service can be called by or
can notify the orchestration patterns. The decision service receives
contextual information from physical sensors. These physical sensors
are accessible through their corresponding application services. Based
i
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on the data coming from the physical sensors, the output of decision
service determines which configurations and orchestration patterns
must be selected. For instance, the blood pressure value coming
from a blood pressure measurement service is taken as contextual
input by the decision service. Then if the blood pressure value is not
received at a scheduled time, based on the executed decision rules, the
running orchestration of the VsM application might sent a reminder
either through the Tablet PC or PDA with respect to the care-receiver’s
location.
Service 
plan
Functionality
Configuration 
parameter
Configuration 
rules
Composition 
rules
Consists of
Used by
Decision 
rules
SBB
Orchestration 
patterns
Figure 5-2 : The elements of a service plan
Fig. 5-2 shows the entities of a service plan. The service plan consist
of the decision rules and the orchestration patterns. An orchestration
pattern consists of one or several SBBs. Each SBB has several
functionalities which can be implemented by alternative application
services. Moreover, the SBBs have several configuration parameters.
The configuration parameters are used by the decision rules for instance,
the number of reminder repetition. The configuration parameters of
SBBs allow a care-giver to specify different aspects of the SBB such
as service operations and user interface modalities. The configuration
parameters are used by the decision rules and will be explained in
Section 5.1.2.
The decision rules can be either configuration or composition rules.
The configuration rules determine how to select or to configure an
application service. For instance, a reminder application service on
a PDA can be selected for the SBB reminder if the care-receiver is
outside the care home or the PDA reminder service can be configured to
send the reminder several times when the care-receiver has movement
disabilities. The composition rules determine how the selected
application services should be composed, i.e., which orchestration
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pattern should be selected. In our application scenario, the composition
rules are used for tailorability. For instance, for the VsM application, we
have two orchestration patterns: one with an activity to call the MdM
application and the other one without that activity. If a specific care-
receiver needs to take a medication for his high blood pressure, the
orchestration pattern with MdM call activity is assigned by the care-
giver.
5.1.1 SBBs
With respect to our application scenarios and interviews with both the
programmer and third-party service providers (explained in Chapter 4),
we have developed a library of SBBs. To define a SBB, we
should define its functionalities and configuration parameters. Each
functionality of a SBB could support either synchronous request-
response or asynchronous notification interactions. Moreover, each
functionality uses one or several message formats. The suitable
interaction types and message formats are selected based on the
requirement of the corresponding service providers. In this section,
we explain the interaction types of the functionalities, however, the
message formats will be explained later in Chapter 8.
Since a SBB is an abstraction, several alternative implementations
may exist that correspond to the same SBB. As such, all the
functionalities of a specific SBB may not be supported by all its
alternative implementations, i.e., application services. For instance, the
audio-enabled reminder is not supported by the reminder application
service of the BSS service provider. However, we define the SBBs
in generic way and shows all the functionalities which have been
mentioned in our interviews with the care-givers to design the possible
application scenarios.
We present the identified SBBs, their functionalities and
configuration parameters in plain English. We used plain English for
the purpose of explanation. Later on, in the implementation phase
(Chapter 8), the specification will be defined in the system level. The
identified SBBs are explained as follows:
1. Reminder: to notify a care-receiver to do something.
Functionality:
(a) Send message() : It is a request-response functionality to
send reminder message and in return to acknowledge that
the reminder is received by corresponding the application
service.
i
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Configuration parameters: string Message: message to send to
the care-receivers, time Timeout 1: how long before the schedule
send the first reminder, time Timeout 2: waiting time between
each reminder repetition, integer Repetition: Number of reminder
message repetition, list Modality: in which device or modality to
show the message.
Some possible values for configuration parameters: Modality:
audio, video, text and vibration.
2. Alert: to inform a care-giver if there is a hazard situation.
(a) Send alert() : It is a request-response functionality to send
alert message and in return to acknowledge that the reminder
is received by the corresponding application service.
Configuration parameters: string Message 1: message to send to
the care-givers about ignoring reminder messages, string Message
2: message to send to the care-givers about high or low vital sign
values, list Interface: in which interface to show the alert, person
care-giver(s): to whom send the alert.
Some possible values for configuration parameters: Interface:
phone call, SMS, Google talk and email.
3. Calendar: to manipulate the calendar (i.e., agenda) events of the
care-receiver.
(a) Set agenda() : It is a request-response functionality to set
or to edit the schedule of a care-receiver, so he can see the
calendar events (schedules) on his Tablet PC, and in return
to send back the unique event ID (identification) of each
calendar event which has been set by the calendar service.
(b) Notify calendar event() : It is an asynchronous notification
functionality to notify the DHSP platform with an event ID
to indicate that the time of one specific calendar event is
arrived and then the platform can execute the corresponding
service plan for that specific calendar event.
Configuration parameters: date From: from which date to
schedule, date To: until which date to schedule, time Time: for
which time to schedule, list Repeat: how often this schedule will be
occurred (repeated), list Location: where the event location is (this
parameter is needed for some tasks, e.g., to notify a care-receiver
i
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about a social activity in a specific place). Some possible values
for configuration parameters: Repeat: every day, once a week,
once a month or twice a day.
4. Medicine dispenser: to provides access to the medicine dispenser
used by the care-receiver.
(a) Set schedule() : It is a request-response functionality to
set the medication schedule on the dispenser of the care-
receiver. So the medicine dispenser device knows when
it should dispense a specific medicine and in return, the
medicine dispenser device sends back the event ID of the
medication schedule.
(b) Get medication intake() : It is a request-response
functionality to get the medication intake timestamps. And
in return, the platform sends an acknowledge that it receives
the data.
(c) Notify medication intake() : It is an asynchronous
notification functionality to notify the latest medication
intake timestamp to the DHSP platform.
Configuration parameters: list Modality: the type of interaction
between care-receiver and dispenser to take the medicine from it.
Some possible values for configuration parameters: Modality:
manual dispenser, automatic dispenser.
5. Reporting service: to show the measured vital-sign values or taken
medications records to the care-giver or care-receiver.
(a) Notify record() : It is an asynchronous notification
functionality to send the latest measured vital-sign value
or taken medication timestamp to the corresponding
application service.
(b) Get records() : It is a request-response functionality to send
start and end dates of a time period beside a care-receiver ID
and in return, to send all the measured vital-sign values or
medication intake timestamps for that time period.
Configuration parameters: integer Records number: the number
of records should be shown to the end-user, date Archive date: the
i
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records before the archive date are not shown to the end-user. Some
possible values for configuration parameters: Records number:
10 record per query.
6. Blood pressure measurement service: to provide the latest
measured blood pressure and its timestamp.
(a) Notify blood pressure() : It is an asynchronous notification
functionality to enable the blood pressure measurement
device to send the measured value and its timestamp
immediately after the measurement.
Configuration parameters: integer Diastolic 1, Diastolic 2: to set
the threshold for diastolic level, integer Systolic 1, Systolic 2: to
set the threshold for the systolic level, time Validity: validity of
last measured blood pressure.
Some possible values for configuration parameters: Diastolic 1:
55, Diastolic 2: 100, Systolic 1: 80, Systolic 2: 200.
7. Weight measurement service: to provide the latest measured
weight and its timestamp.
(a) Notify weight() : It is an asynchronous notification
functionality to enable the weight scale device to send the
measured value and its time stamp immediately after the
measurement.
Configuration parameters: integer Compare point: comparing
the measured weight with this value, integer Weight maximum or
minimum: the difference of the measured weight with the compare
point is higher or lower than this value, an alert message should
be send to the care-givers, time Validity: validity of last measured
weight value.
8. Oxygen saturation measurement service: to provide the latest
measured oxygen saturation and its timestamp.
(a) Notify oxygen saturation() : It is an asynchronous
notification functionality to enable the oxygen saturation
measurement device to send the measured value and its
timestamp immediately after the measurement.
Configuration parameters: integer Threshold 1: under this
i
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value, an alert message should be send to the care-givers, integer
Threshold 2: above this value, an alert message should be send
to the care-givers, time Validity: validity of last measured oxygen
saturation level.
Some possible values for configuration parameters: Threshold
1: 92 and Threshold 2: 100.
5.1.2 Decision rules
Decision rules are used to specify how the homecare application should
behave during the provisioning. The decision rules can be either
configuration or composition rules. The configuration rules are used
to select or to configure the application services. The composition rules
are used to select an appropriate orchestration pattern. To conclude, we
identify four types of decision rules in the homecare domain which are
as follow:
1. Trigger Rules: As part of the configuration rules, this type of rules
are needed to specify when a process (i.e., service plan) should be
started. We model this type of rules as Event Condition Action
(ECA) rules of the from on event if predefined condition is true do
start the process.
We identify three type of events which can trigger a service plan
process:
– Time event based on predefined schedule
– Context event based on the change in the context of a care-
receiver
– Chain event based on calling from other processes (the
condition part of this event is always true)
Table 5-1 illustrates three examples of trigger rules.
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Table 5-1 : Examples of trigger rules
Rules Event Condition Action App.
R1 Calendar.VsM BP.notTaken
After t min
start the
VsM
application
VsM
R2
New BP
measurement
BP_SyS
> 200
start the
VsM
application
to send alert
VsM
R3 VsM.Called Always true
start the
MdM
application
MdM
2. Mapping Rules: As part of the configuration rules, this type
of rules is used for mapping each SBB to available application
services. For instance, the following rules determine which
application service should be selected for the reminder SBB.
If Care-receiver.location is outside home Then Reminder.device=
PDA Otherwise Reminder.device= Tablet PC
3. Configuration Rules: As part of the configuration rules,
this type of rules might specify either (1) the behaviour of a
selected application service or (2) the control flow of a selected
orchestration pattern. For each selected application service,
alternative configurations are used to specify the behaviour of
a specific application service. Moreover, in each orchestration
patterns, decision points are used to specify the control flow of
the process to decide what to do based on the run-time data.
The following rules are examples of configuration rules to specify
application service behaviour and data flow of an orchestration
respectively.
If Reminder.repetition > n Then Alarm.send
If Care-receiver.location is outside home Then Reminder.timeout
1 = 20 minutes Otherwise Reminder.timeout 1 = 5 minutes
4. Composition Rules: This type of rules defines which
orchestration patterns should be selected for a specific service
plan. This can be defined by runtime contextual information
i
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(adaptivity) or by care-receiver (tailorability). In our field test, we
only use the composition rules for tailorability. For instance, we
have two orchestration patterns for the VsM application, one with
MdM call activity (orchestration ID=101) and one without MdM
call activity (orchestration ID=102). Then based on the tailoring
information (for instance, specify the range of blood pressure to
take medication), the correct orchestration pattern is selected. The
following rule is shown as an example:
If blood_pressure_range_ to_take_medication.IsSet Then
VsM.orchestration_id = 101
As explained, the decision rules are defined using several
configuration parameters which are assigned to the SBBs and build a
data model. The data model is a data schema that defines the structure
of the configuration parameters which are used by the decision rules.
An orchestration pattern also uses (part of) the data model based on the
SBBs that consists of.
Fig. 5-3 shows how decision rules and orchestration patterns use
the data model. The data model is instantiated with the values of its
parameters at runtime. The decision rules and orchestration patterns of
a service plan should be able to read or to write the same data model
instance. How the decision rules and orchestration patterns manipulate
the data model values is explained in Section 6.1.
Decision 
rules
Orchestration 
patterns
BOM
Data model (XOM)
Figure 5-3 : How a data model shared by the decision rules and orchestration patterns
The data model, also known as XOM (Executable object model),
can be used by its corresponding BOM (Business object model) and
rules templates in a rule editor to create or to tailor a service plan. For
instance, a care-receiver in a BOM can be translated to a Java class
including several integer, string and boolean parameters in a XOM.
The care-giver only sees the BOM and later on the tailoring platform
translates the XOM model and deploys it to the DHSP platform.
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Figure 5-4 : The BOM and rule templates in ILOG rule editor
Fig. 5-4 shows how a care-giver can edit the VsM application
decision rules in ILOG [75] rule editor. For instance, the diastolic and
blood pressure are the business objects and "the diastolic of The Blood
pressure is more than" is a rule template. By clicking on the plus or
minus symbols, the care-giver can change the objects or their values.
5.1.3 Example Service Plan
With respect to our application scenarios, we illustrate a service plan for
a VsM application that monitors the blood pressure of the care-receiver.
The service plan of the VsM application should be created and tailored
by Nancy (a care-giver) for Jan (a care-receiver) to help him to measure
his blood pressure on time. The application starts based on a predefined
calendar event and reminds Jan, possibly several times, to measure his
blood pressure. If he does not measure or his blood pressure is not in
the normal range, the application sends an alarm to Nancy. If his blood
pressure is still in the range but the systolic level is higher than 140,
the VsM application calls MdM application to remind him to take his
medicine.
Fig. 5-5 shows the service plan of the VsM application (for blood
pressure monitoring), which consists of an orchestration of SBBs as
well as decision rules to specify the behaviour of the application at
runtime. We have used this BPMN-like process to define a service plan
together with the programmer as a IT-expert stakeholder. Later on, the
programmer translates this model to a more understandable tailoring
interfaces for the care-givers [168].
The Fig. 5-5 shows an orchestration pattern and its corresponding
decision rules. For instance, rule r0 defines when the application starts,
rule r4 determines how many times to send the reminder and rule r6
determines to which application service the reminder SBB should be
mapped, based on Jan’s location at runtime.
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Yes
No
Yes
Yes
Bloodpressure.GetData
Bloodpressure.GetData r1
Reminder.Send
Reminder.Send
r4
Start r2
t1: time out
dia1: Diastolic level 1
(default value: 55)
dia2: Diastolic level 2
(default value: 100)
sys1: Systolic level 1
(default value: 80)
sys2: Systolic level 2
(default value: 200)
No
t2: Waiting between each reminder
     (default value: 30 min)
n: Number of repetition
    (default value: once)
m1: Message to send
rmo: Modality (default value: Visual)
rd: which device to send the reminder
   (default value: Tablet PC) 
Alert.send
Alert.send
m2: Message to send
in: interface (default value: SMS)
cg: to send to whom (care-giver)
No
r3
Yes
No
Rule:
r0 :If it is the time to measure BP & its value is older than 2 hours then 
start BPM application
r1 : If the blood pressure is measured after t1 min
r2: If the blood pressure is measured after t2 min
r3: (dia< 55 or dia> 100) & (sys< 80 or sys> 200)
r4: If Reminder.repetition < n
r5: (sys> 140)
r6: If care-reciever is at home then send reminder 
to his Tablet PC else send reminder to his PDA
r5
Call MdM
Call MdM
No
Yes
r0 r6
Parameters
Parameters
Parameters
Figure 5-5 : The service plan of the VsM application from the programmer’s point of view
5.1.4 Design validation
The service plan, its SBBs and decision rules should be validated by
the third-party service providers and the programmer as the interface
of the DHSP platform to the outside world. The third application
service providers interact with the DHSP platform through the SBBs.
In addition to the SBBs, the decision rules and their data model are used
by the tailoring platform to deploy a service plan. Therefore, we need
to validate the SBBs including their functionalities and configuration
parameters with our third-part service providers and programmer before
implementation.
After identifying the requirements of the care-givers, first, we,
together with the programmer, designed a library of SBBs and their
configuration parameters. Then, we had several in-depth interviews
with the application providers to identify the functionalities which they
can provide with respect to the identified SBBs, their interaction types
and message formats.
Accordingly, we implemented the identified SBBs as a set of mock
up web service interfaces and asked the service providers to check if
they could interact with them. Based on their requirements, we changed
some of the message formats and interaction types. For instance, for
MobiHealth, we first developed synchronous request-response method
to get the measured vital-signs. Later on, we changed to asynchronous
call back notification methods using the WSDL which the MobiHealth
i
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provided to us.
Based on the identified SBBs, the programmer developed several
mock up tailoring interfaces for the care-givers [168]. Then, we had
several in-depth interviews with the programmer to update the identified
decision rules and their data model with respect to the changes asked
by the care-givers. Then we asked the programmer to create or to tailor
test applications. We also asked the service providers to send or receive
random data for a few days. At the final stage, we had one session group
interview with the programmer and all the service providers to see if the
system is ready.
5.2 The DHSP Platform Architecture
With respect to the requirements that exist in the homecare domain,
we choose a hybrid service composition, a combination of process and
rules, to design the provisioning platform. Therefore, we need a rule
engine to execute the decision rules based on the contextual changes
which are monitored and reported by a component (we call it context
manager). Accordingly, we need a process engine to run the processes
of our service plans and coordinate the selected application services. As
such our platform the DHSP platform should have three infrastructure
components: process engine, rule engine and context manger.
To present our provisioning architecture, first we explain the
architectural patterns which are employed by our provisioning platform.
Then we describe how the infrastructure services interact with each
other and the other platform services to deploy and execute the
applications.
5.2.1 Architectural Patterns
Based on our definition, the provisioning platform should address
the adaptivity, tailorability and evolvability of homecare service
provisioning. For these properties, there are several architectural and
design patterns which allow us to reuse of solutions proposed by
experienced practitioners for the common problems [2]. The patterns
which are employed by our proposed logical architecture are explained
as follows:
1. Adapter: It is a pattern to enable heterogeneous software
components such the application services interact with each other
by providing compatible interfaces. Using adapters can address
the integrability requirement, since it allows the service providers
not to change their current implementations. Moreover, the
i
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platform can be used as a service layer for the programmer
and service providers to shield the underlying technologies and
implementations. This enables the DHSP platform to replace an
application service by another one without affecting the application
level such as the tailoring platform (the learnability requirement).
Based on our interviews with the service providers, the application
services are accessible through SOAP [150] protocols. In addition,
we used SOAP to interact with the WebSphere Lombardi process
engine [74] (explained in Section 3.3.2). Therefore, our adapters
are only used to provide uniform functionalities with respect
to the identified SBBs in the application level and not in the
communication level. For instance, we have an adapter to receive
a blood pressure (BP) measurement value in any message format,
converts it to a unique message for the BP measurement SBB, and
then notifies it to the DHSP platform.
In case of internal application services, since they are implemented
by the platform provider, there is no need for functionality
adaption. For instance, the alert is implemented as an application
service to send an alert message to the care-giver. For sake of
simplicity, in this thesis, we do not make distinction between
application services and adapters. Therefore, an application service
could either provide an application service itself or adapt a third-
party application service.
2. Event-Control-Action: Due to our definition of the adaptivity,
contextual changes should be addressed by the application
running on the DHSP platform. We chose Event-Control-Action
pattern [45] for our DHSP platform to provide the adaptivity of the
applications. By using this pattern, we decouple context concern
from reaction by means of Event-Control-Action rules.
The application services, which provides contextual information
such as the BP measurement service, have publish-subscribe
interfaces. For each contextual event, one or several of these
application services have been subscribed by the context manager.
The context manager notifies the rule engine if any contextual
event happens. The rule engine can also query the context manager
about the current contextual conditions.
3. Process vs. Rule Engine: Since we chose the hybrid service
composition approach, the provisioning platform employs the rule
engine pattern to manipulate the rules. These rules are fired based
on the contextual events (triggered by the context manager) or non-
contextual events (triggered directly by application services). For
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instance, the new blood pressure measurement event is triggered by
the context manager as a contextual event and the calendar event is
triggered by the calendar service as a non-contextual event.
In contrast with the rule engine, the platform employs the process
engine to manage the orchestration of the services, which is more
static compared to the contextual decision rules. The rule engine
can either trigger a process (orchestration) in the process engine
or be queried by the process engine at the decision points of the
running processes. The rule engine has several components such
as rule repository to maintain all the rules for execution and pattern
matcher to decide which rule should be fired based on the event
and contextual conditions. In this thesis, since we emphasize on
the interaction between the rule engine and the process engine,
the internal components of the rule engine are consider out of our
research scope.
5.2.2 Overall Logical Architecture
As shown in Fig. 5-6, the DHSP platform has three subsystems which
can be hosted on different physical servers. These subsystems are
explained as follows:
Third-party and internal application services
<<subsystem>>
Application server
Application 
service
Service 
repository
<<subsystem>>
Tailoring 
interface
Deployment server
Context 
manager
Process 
engine
Infrastructure 
server 
Rule 
engine
- BP measurement
- Medicine dispenser
- Calendar
<<subsystem>>
- Reminder
- Alert 
...
Data flow
Figure 5-6 : The proposed logical architecture of the provisioning platform
i
i
i
i
i
i
i
i
92 CHAPTER 5 DHSP PLATFORM
– Deployment Server: It hosts a tailoring interface component. The
tailoring interface interacts with the tailoring platform. It receives
a service plan and sends back an acknowledge to the tailoring
platform indicating that the service plan has been deployed. To
deploy a service plan, the deployment component (1) instantiate the
decision rules of the service plan on the rule engine with the given
values configuration of parameters and (2) creates the required
context events and their trigger rules on the context manager.
Before the tailoring platform can deploy a service plan, the
application logic of that service plan such as decision rule template,
the XOM and its orchestration patterns should be created manually
by the programmer.
– Application Server: It hosts several application services that
provide uniform application services out of either third-party or
internal application services. It has a service repository to maintain
the binding ports and WSDL interfaces of the application services.
The application server can be located inside a care home, also
known as home gateway, or at back office like a care center. This
design choice depends on whether the devices at home are able
to communicate with the application server at back office using
SOAP protocol. In Chapter 8, we explain why our home gateway is
located in the back office.
– Infrastructure Server: It hosts the three infrastructure compo-
nents: process engine, rule engine and context manger. These
components have several inner and outer interfaces. The inner in-
terfaces can be used by one of the other infrastructure components.
The outer interfaces can be used by the application services, service
repository and deployment component.
Fig. 5-7 shows all the inner and outer interfaces of the three
infrastructure components, The rule engine and context manger
have deployment interfaces to deploy a rule and contextual event,
respectively (R8,C2). Since we assume all the possible orchestration
patterns of a service plan have been created on the process engine
before the service plan deployment, the process engine does not have
any deployment interface.
The rule engine sends a notification to the process engine either
to start an orchestration of a service plan or to inform a running
orchestration about new event (R1-P1). In addition, the process engine
can call a reasoning service, provided by executing a rule set on top of
the rule engine (P2-R2).
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Since we used event-condition-action pattern to decouple contextual
concern from the actions done by the services, there is no direct
communication between context manager and process engine. The
process engine can directly call an application service in order to
coordinate the orchestration for instance, call a reminder service to send
reminder to a care-receiver (P3).
Based on the events defined in a service plan, the rule engine or
the context manager subscribes to a set of application services (R7,C3).
The contextual events are defined on the context manager during the
deployment process. For each of the contextual event, the context
manager subscribes to one or several application services. Therefore,
the context changes are sent to the context manager through its interface
(C1). If a contextual event happens, the context manager triggers the
event through the rule engine interface (C4-R5). In addition, if the
rule engine needs more contextual information, it can query the context
manager (R4-C5). The non-contextual events, like calendar events, are
directly defined in the rule engine and the corresponding application
service, like calendar service, can notify the rule engine through its
interface (R3). During the execution, the rule engine contacts the
service repository to know what are the available application services
for a specific SBB (R6) to be bound.
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enquiry
Trigger 
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Send 
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Figure 5-7 : The infrastructure components inner and outer interfaces
The three infrastructure components provide three infrastructure
services namely orchestration service, decision service and context
service which will be explained in more details in Chapter 6.
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5.2.3 Steps Before Running a Homecare Application
Before running a homecare application, it should be created and then
deployed to the DHSP platform. In our design, the application logic
of a homecare application consists of its Data Model, Decision Rule
templates and Orchestration patterns. Therefore, the application
logic is created by the programmer through the following steps:
1. The programmer defines the data model (the XOM) on the
infrastructure server to be accessible by the context manger,
process and rule engines. It defines the structure of the
configuration parameters and their possible values.
2. Using the data model, the programmer should define the rule
templates on the rule engine. These templates can be instantiated
later on during the service plan deployment by the tailoring
platform.
3. The programmer creates the orchestration patterns using the SBBs
defined on the DHSP platform. In our approach, the orchestration
patterns are predefined for each homecare application. Based on
our interviews with the care-givers, each application has several
alternative orchestration patterns with unique id. So during the
tailoring, based on the decision rules and the values of their
configuration parameters, an orchestration pattern will be selected
for a care-receiver using its id.
After the application logic is created, the care-giver can deploy
a service plan using the tailoring platform. During the service
plan deployment, the following tasks will be accomplished by the
provisioning and tailoring platforms:
1. The decision rules will be instantiated on the rule engine during
the service plan deployment. This can be done through the
tailoring platform as far as their input and output parameters remain
unchanged.
2. Based on the events and conditions of the decision rules of a
deployed service plan, the rule engine or the context manager
subscribes to several application services. For instance, the service
plan of Jan’s VsM application has a calendar event, so the rule
engine directly subscribes to the calendar service with Jan’s ID.
The VsM application also needs to know whether Jan’s blood
pressure is measured or not. So the rule engine also subscribes
i
i
i
i
i
i
i
i
THE DHSP PLATFORM ARCHITECTURE 95
to the BP measurement service with Jan’s ID. The Subscription
is done automatically during the service plan deployment process.
Then the deployed application is executed based on its trigger event
such as a calendar event.
5.2.4 Why Orchestration Patterns?
We first wanted to manipulate the orchestration, i.e., adding or
removing activities at runtime to support the adaptivity of the homecare
applications. Several hybrid (process and rules) dynamic service
provisioning have been introduced that can adapt the orchestration at
runtime based on the contextual changes. Generally speaking, they
can be classified into two categories: aspect-oriented [35] and worklet-
based [3, 46].
Inspired by the aspect oriented approaches, we defined task-
depended decision rules (advices) that enables the DHSP platform to
manipulate the orchestrations through the decision service [48]. We
have defined joint points, i.e., some specific points in an orchestration
after or before one activity. Then the joint points are linked to several
advices. An advice consists of one or several BPEL [114] activities
and their corresponding decision rules. For instance, we have an
advice to open the medicine dispenser door (adding one activity), before
sending reminder (joint point), if the care-receiver can not use his hands
(decision rule).
An aspect is different from a decision rule because beside containing
a rule, an aspect also specifies where the rule is applied by its joint
points list. Thus, one can separate decision rules from specific processes
and can increase the reusability of decision rules.
For the implementation, we introduced an aspect manager
implemented by Java script before and after each activity of an
orchestration. The advices are stored in separate XML files. However,
later on, we have decided to use orchestration patterns instead of
manipulating the orchestration at rune time due to several reasons which
are explained as follows:
1. Difficult Tailoring: We, together with the programmer, found
it too complicated for the care-givers to define task-dependent
rules (advices). The programmer had difficulty to model these
task dependent rules somehow that the care-giver can learn how
to configure them. Keep in mind, to address Learnability
and Limited human resources requirements (explained in
Section 4.3), the programmer should build a tailoring platform
which does not take long time from the care-givers to learn and
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to create or to deploy a service plan.
2. Lack of Industry Support: To the best of our knowledge, we
have not found a standard industrial support to apply aspects on
running orchestrations. Therefore, we used the Java script feature
of WebSphere Lombardi process to execute the aspect. Java script
execution takes longer time than executing the orchestration itself
and increased the response time of the homecare application. In
addition, using higher computation power contradicts the limited
human resources requirement (explained in Section 4.3).
3. Difficulty of Service Plan Validation:
Even with a few predefined orchestration patterns, we, together
with the programmer, spent a lot of times to test if all the possible
variations of a service pan works without system error. Adding
aspects significantly increases these possible variations and we had
no tools that can automatically validate them. Not validating all
the possible variation of a service plan execution could be very
crucial due to the accurate adaptivity requirement (explained in
Section 4.3).
4. Tailorability vs.Adaptivity: In our application scenario, we only
needed to change the orchestration for the tailorability and not for
the adaptivity. As such, possible orchestrations were defined based
on the care-givers’ need with respect to exiting Medical protocols
and was selected at the deployment time.
Our proposed approach can be extended by using worklets as a
set of self-contained sub-processes. To do so, the output of decision
rules should be defined based on worklets which can be added to
an orchestration. We discuss this extension in our future work in
Chapter 10
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Chapter 6
Decision as a Service
Good design is obvious. Great design is transparent.
— Joe Sparano
In the previous chapter, we introduced the DHSP platform and its three
infrastructure components. We explained how these three components
interact with the rest of the platform to deploy and to run a service plan.
In this chapter, we zoom into the three infrastructure components and
explain how they interact with each other in more details. The three
components: process engine, rule engine and context manager, realize
three infrastructure services namely orchestration service, decision
service and context service, respectively. We separate decision-
making rules (decision rules) from application process logic and then
expose these rules as a decision service, which can be employed by
the orchestration service to make adaptation decisions with respect
to runtime contextual changes. The interaction between orchestration
and decision services are generally performed in synchronous request-
response manner [128, 129]. We argue that such an interaction is not
efficient to support different types of adaptation at runtime and therefore
asynchronous interaction should also be supported. We also explain
how the data model can be shared between the infrastructure services
by exposing them as a data model service.
This chapter is organized as follows: Section 6.1 introduces the
architecture to support the decision service and explains how the
decision service manipulates the data model values and interacts with
the other services. Section 6.2 introduces the decision service template
including its service interfaces, their input and output messages, and
their message exchange patterns to define the behaviour of the decision
service.
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6.1 Infrastructure Services
The architecture of the infrastructure server (explained in Section 5.2.2
) is shown in Fig. 6-1. It has four infrastructure services: orchestration
service (OS), decision service (DS), context service (CS) and data
model service (DMS). These infrastructure services are application
scenario independent and can be used in any application domain that
requires composition of services dynamically. In addition, the figure
also shows the service interfaces and the interaction between them.
In this chapter, we only show the four infrastructure services and not
the application services. We will show the application services, when
we explain the implementation of the architecture later in Chapter 8.
We will show the usability of the proposed architecture in supporting the
interaction between infrastructure and application services in Chapter 9.
Decision service (DS)
Context service (CS)
Orchestration service (OS)
Data model service 
(DMS)
Decision 
enquiry
Context 
notification
Notify 
process
Trigger 
process
Subscribe
Write Read
Subscribe
Context 
enquiry
Figure 6-1 : The architecture of the infrastructure server (Fig. 5-6) to support the DS
To clarify our explanation, we repeat the service plan example here
in Fig. 6-2. In the following subsections, we describe the role and
responsibilities of each infrastructure service depicted in Fig. 6-1.
6.1.1 Context Service
The context service (CS) is responsible for aggregating the contextual
information from physical sensors which are accessible through a set of
application services. As mentioned in Section 2.1, context information
is used to characterize the situation of an entity (e.g., person) which is
relevant to an user, application or their interaction [43, 44]. For instance,
in the homecare domain, location or blood pressure value of a care-
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Figure 6-2 : The service plan of VsM application from the programmer’s point of view
receiver is the context which is relevant to the VsM application, since
this information characterizes (the situation of) the care-receiver. The
context service (1) triggers a subscribed contextual event to the decision
service (e.g., the event ‘Jan leaves home’ is subscribed to decide when
to use which device to deliver a reminder message to Jan) through the
context notification interface or (2) responds to the context enquiry
coming from the decision service (e.g., to get the latest blood pressure
measurement needed for its validation) through the context enquiry
interface. In order to receive a specific contextual event, the DS should
first subscribe for that contextual event through the subscribe interface.
We used a simple key-value ontology model [136] to define
contextual events and the relationship between them. There are some
other approaches such as Markup Scheme Models (for hierarchical
data structure), Graphical Models (for graphical representation feature)
and Object Oriented Models (for encapsulation and reusability) [136].
However, none of these approaches are of our interest with respect to
our research scope. Therefore, we used key-value pairs as the most
simple data structure for modeling contextual information, which is also
frequently used in distributed service-oriented environment [136].
Using this ontology model, we specify the contextual events and
their corresponding application logic. It is used by the CS and DS to
react appropriately, when a contextual event happens. The explanation
of the ontology model is out of the scope of this thesis.
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6.1.2 Data Model Service
The data model service (DMS) is responsible to keep the data model
and their values. The data model is shared between the orchestration
and the decision services. Each service plan has a data model which
consists of all the configuration parameters which are used within
its orchestration patterns. For instance, the data model of the VsM
application consists of t1,t2,m1,m2, which are shown in Fig. 6-2. The
data model values are used by the DS and OS. To avoid inconsistency
of the data, the values of the data model can be changed only by the DS
through the write interface, and the OS can only read the values of the
data model through the read interface.
6.1.3 Decision Service
The decision service (DS) updates the values of the data model,
based on the contextual events and corresponding firing decision rules.
The DS needs to be notified about the contextual changes to make
decisions [36]. This information is obtained from the CS, as explained
before. Since contextual changes can happen any time during the
orchestration execution, the decision service needs to be able to receive
this information during execution time. As such, the DS supports both
synchronous and asynchronous communication with OS and the CS. By
synchronous and asynchronous communication we mean pulling and
pushing data which are shown in Fig. 6-3.
Figure 6-3 : How to pull and push context and decision
For pushing data, the CS should be able to push a contextual event to
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the DS and accordingly the DS should be able to push the corresponding
decision (an updated value in the data model instance) to the OS.
Pushing data is done through publish-subscribe pattern. For pulling
data, the DS might need more contextual information and therefore, it
should be able to pull context from the CS. Moreover, the OS might
need more data model values and therefore, it should be able to pull
decision (data model values) from the DS. To provide the puling and
pushing data features, the DS makes use of two internal processes
shown in Fig. 6-4 and Fig. 6-5.
Internal process A is used to push decision to OS (Fig. 6-4). This
process is instantiated whenever a contextual event is received from the
CS. Internal process B is used to pull decision by the OS from the DS
(Fig. 6-5). This process is instantiated, whenever a request-response
call arrives from the OS through the decision enquiry interface.
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Execute 
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rules
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Process has been 
instantiated 
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Notify the 
OS
Update data 
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Figure 6-4 : The internal process A of DS to push decision to OS
Called by the 
OS
Select 
related 
rules
Context 
enquiry
Read data 
model values
Need more 
contextual 
Information?
Execute
selected 
rules
Respond the 
OS
Update data 
model values
Figure 6-5 : The internal process B of DS to enable the OS to pull decision
Internal process A implements the two interfaces of the DS: trigger
process interface to instantiate an instance of orchestration pattern
through the OS and notify process interface to notify a running
orchestration pattern instance. This internal process is used to choose
decision rules to be executed based on the context information coming
from the CS. And it might also query the CS for up-to-date information
required for evaluating the selected rules. The contextual events and
their corresponding rules are related to a specific service plan and its
orchestration pattern. For instance, the calendar event is related to the
orchestration pattern of the VsM application. Therefore, if a calendar
event is received specifying that the care-receiver’s blood pressure
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should be measured, then the DS selects the related rule, which is r0
(in Fig. 6-2) and queries the last measured blood pressure for rule r0 (in
Fig. 6-2).
Then, the DS either instantiates a data model by creating an instance
of that data model and initialize its parameters (if the VsM application
is not instantiated before) or retrieves the values of the data model (if an
instance of VsM application is instantiated before) through the DMS.
This means that, before executing the selected rules, the DS always
retrieves the up-to-date values of the corresponding data model.
After executing the rules, the DS updates the data model values by
calling the write interface of the DMS. Based on the executed rules, it
might not be necessary to notify or to trigger an orchestration pattern
instance. For instance, a blood pressure is measured within the last two
hours and therefore, based on r0(in Fig. 6-2), there is no need to trigger
a new instance of the VsM application.
The orchestration pattern instances are executed independent of each
other. So it could be possible that we have a running VsM application
instance based on a vital-sign measurement and because the measured
value is not stored, a new instance of VsM created based on a calendar
event. It could lead to sending a reminder to a care-receiver a few
seconds after the vital-sign measurement. However, since a measured
vital-sign is stored less than a second, the possibility is very low.
In case of triggering an orchestration pattern instance, the DS calls
the OS to trigger that instance. The OS reads the values of the
data model from DMS and also subscribes to the DS to receive the
notifications related to that orchestration pattern instance through the
subscribe interface of the DS. The DS sends only the references of the
variables (configuration parameters) that their values are updated. Then
the OS reads these new values from DMS.
In case of notifying an orchestration pattern instance, the DS notifies
the OS to read the new values of the data model from the DMS. For
instance, if a new blood pressure measurement is received by the CS,
it triggers the DS and then, the DS updates the data model values and
notifies the OS to read the values for the subscribed instance of the VsM
application.
For instance, r6(in Fig. 6-2) is a reminder rule, which can be
executed upon a request coming from the OS exactly before the
reminder activity. The DS chooses the rules based on the activity type
(e.g., reminder activity). Similar to triggering the process, it might need
more contextual information. The DS fires the selected rules, updates
the values of the data model and responds to the OS. Then, the OS reads
the new values of the data model from the DMS.
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6.1.4 Orchestration service
The orchestration service (OS) is responsible to trigger or to notify
an orchestration pattern instance based on messages coming from the
DS. The OS queries the DS by making use of proper identification
mechanisms, then the OS can dispatch incoming messages to proper
orchestration pattern instances, and the DS can dispatch incoming
messages to proper decision rules and their corresponding data model.
The OS also provides the latest values of the data model to the
orchestration patterns by reading them from the DMS. To enable the
OS to fulfill these responsibilities, we defined an orchestration template.
All the orchestration pattern instances must follow the orchestration
template which is shown in Fig. 6-6. We use BPMN 2.0 [28] notation to
illustrate the orchestration template. For instance, the orchestration of
VsM application shown in Fig. 6-2, needs to be modified with respect to
this template to be able to use the OS. Fig. 8-4 presented in Section 8.1,
shows the modified version of Fig. 6-2.
As the orchestration template shows, the orchestration instances are
triggered by the DS. Immediately after starting the process, two parallel
sub-process will start. One is the main orchestration process, and the
other is a listener sub-process that can receive the event notifications
from the DS.
The listener sub-process has an intermediate message event, which
listens to the DS and catches notifications. This listener sub-process
is always running until its main sub-process ends. This allows
asynchronous notifications (pushing decision) from the DS. Based on
the received notifications, the OS reads the new values of the data model
from the DMS and then, the listener sub-process returns to intermediate
message event, i.e., the listening state (notified by the DS as shown
in Fig. 6-6), to wait for a new notification. The listener and main
sub-processes share a local data model instance. Therefore, when the
listener sub-process updates the local data model in read the data
model values activity, the main sub-process also has the updated values.
The main sub-process consists of several activities and decision
points. Each activity such as activity A, itself is a sub-process which
includes several other activities. An activity is implemented by a call to
an application service. The DS is called before and after an activity. As
mentioned earlier, each time the DS is called, the local data model will
be updated. During the call of the application service, some of these
values of the data model might be used.
In the decision points of the main sub-process, there are some
conditions, which need to be evaluated based on the values of the
data model. Based on their values, one of the alternative paths is
selected. Since, these values are assigned by the DS, either in triggering,
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Figure 6-6 : The orchestration template for all the application orchestration patterns
notification, before or after activity call, as opposed to the existing
approaches, there is no need to call the DS at the decision points. We
assumed that the configuration parameters and their values, which are
required by these decision points, are defined in the data model of the
orchestration pattern. Therefore, the OS provides the up-to-date values
of the data model to the orchestration pattern.
6.2 The Decision Service Template
We define a reference decision service template to implement a decision
service in any application domain. The decision service template
includes the service interfaces, their input and output messages, and
their message exchange patterns to define the behaviour of the decision
service. The messages are defined in an abstract level, allowing them to
be specialized as required by the application domain. The behaviour and
the message exchange patterns remain the same. We use Web Services
Description Language (WSDL) to define the abstract interfaces of the
decision service. The behaviour of the decision service is modeled by
a state diagram. In the following subsections, we explain the interface
and the behaviour of the decision service.
6.2.1 The Service Interface
Fig. 6-7 shows the WSDL interface of the decision service in pictorial
view, generated using Eclipse Web Tools Platform (WTP) [50]. The
WSDL consists of two port types: (a) Decision_Process and (b)
Decision_Context to interact with the OS and the CS, respectively.
The Decision_Process provides two operations: subscribe and
decisionEnquiry. The subscribe operation is defined as one-way
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operation and is called by the OS as soon as an orchestration pattern
instance is triggered and instantiated. This operation takes the instance
ID of the new orchestration pattern instance as well as a trigger ID as its
input message. The trigger ID is generated by the decision service for
each trigger event. Therefore, the decision service knows which data
model instance belongs to which orchestration pattern instance.
Figure 6-7 : The WSDL interface of the decision service in pictorial view, generated using
Eclipse Web Tools Platform (WTP) [50]
The decisionEnquiry operation is defined as a request-response
operation, which is called by the OS. It receives the orchestration pattern
instance ID and the type of activity (before or after which the decision
service is called) as input message. Therefore, the decision service is
able to select the rules which are related to that specific activity. We
assumed that we know all the activity types which can be employed
by an orchestration pattern and also their decision rules, which are
assigned to before or after of these activity types. The decisionEnquiry
operation produces the new values of the data model as its output
message. These values are also updated in the DMS. The data model,
as mentioned before, consists of all the configuration parameters of the
orchestration pattern.
The decision service can also notify and trigger an orchestration
pattern instance through the OS. The trigger and notify interfaces are
implemented by the OS as one-way operation. Therefore, the decision
service template does not need any service interface to trigger or to
notify the OS.
The Decision_Context port type has an one-way operation:
contextNotification. The decision service subscribes to some specific
contextual events based on the rules, which are defined for the deployed
orchestration pattern. Whenever one of the events happens, the context
service notifies the occurrence of this specific event to the decision
service. Regarding the context enquiry, the interface is implemented
i
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by the context service and the decision service can call it to get the
latest value of the context.
6.2.2 The Dynamic Behaviour
Fig. 6-8 shows the behaviour of the decision service. When the context
service notifies a contextual event or the OS calls the decision service,
an instance of the decision service is created. Once an instance of
the decision service is created, it either instantiates the data model or
retrieves one instance of the data model through the DMS. The data
model instantiation is performed to keep track of the up-to-date values
of the data model associated to its orchestration pattern instance. The
decision service then retrieves the up-to-date values of the data model
and enters the reasoning state.
Reasoning
Context enquiry
Contextual 
notification/
[Needs more 
info]/Query the 
CS
[Required info 
received ]/
/Triggers or notifies or 
responds to the process
Retrieves the data 
model values
[values 
retrieved]/
Updates the 
data model values
[No need to 
notify or 
trigger]/
Decision 
enquiry/
/Gets data model 
values
[Reasoning is 
done]/
Figure 6-8 : The behaviour model of the decision service
In the reasoning state, if more contextual information is required,
the decision service queries the context service and enters the context
enquiry state until it receives back response from the context service.
As Fig. 6-8 shows, the decision service can be instantiated several
times during the execution of one application and the instances are
running independent of each other. Therefore, it is possible to handle
a contextual event related to a specific application while responding
to a decision enquiry coming from the same application. After the
reasoning, the decision service updates the data model values in the
i
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DMS. Then, in case of contextual event notification, the decision
service, based on the reasoning, may trigger or notify an orchestration
pattern instance. If there is no need to trigger or to notify an
orchestration pattern instance, the decision service finishes without any
action. In case of decision enquiry, the decision service responds to the
the OS and then finishes.
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Chapter 7
Assumption-based Risk
Identification Method
Living at risk is jumping off the cliff and building your wings on
the way down.
— Ray Bradbury
In this chapter we consider service-oriented applications composed of
component services provided by different, economically independent
service providers. As in all composite applications, the component
services are composed and configured to meet requirements for the
composite application. However, in a field test of composite service-
oriented applications we found that, although the services as actually
delivered by the service providers meet their requirements, there is
still a mismatch across service providers due to unstated assumptions,
and that this mismatch causes an incorrect composite application to
be delivered to end-users. Identifying and analyzing these initially
unstated assumptions turns requirements engineering for service-
oriented applications into risk analysis.
In this chapter, we describe a field test with an experimental service-
oriented homecare system, in which unexpected behaviour of the
system turned up unstated assumptions about the contributing service
providers. We then present an assumptions-driven risk identification
method that can help identifying these risks, and we show how we
applied this method in the second iteration of the field experiment.
The method adapts some techniques from problem frame diagrams
to identify relevant assumptions on service providers. The method is
informal, and takes the "view from nowhere" in that it does not result
in a specification of the component services, but for every component
service delivers a set of assumptions that the service must satisfy in
order to contribute to the overall system requirements. We end this
i
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chapter with a discussion of generalizability of this method.
This chapter is organized as follows:
Section 7.1 elaborates the problem that we aim to address by
introducing the ARM method. Section 7.2 explains the related work and
positions the ARM method with respect to them. Section 7.3 describes a
homecare system field experiment that showed unexpected behaviours
due to unstated assumptions. Section 7.4 describes our assumption-
based risk identification method (ARM). Section 7.5 shows how we
applied ARM in the second iteration of the field experiment, and the
risks that were identified. Section 7.6 discusses the results and lessons
learned from the field experiment.
7.1 The Problem Statement
An application service (i.e., composite application) can be built without
knowing the internal implementation mechanisms of the services.
A composite application composed of component services provided
by independent providers, is implemented as a network of actors
(including service providers and end-users) that, as a whole, must
satisfy application requirements, that in turn are motivated by overall
goals.
Each of the contributing service providers makes assumptions about
its environment (consisting of the other component service providers,
and the end-users) and delivers a service that, if those assumptions
were correct, would satisfy the specification of that component service.
In practice, these assumptions are mostly unstated, and some of them
are incorrect, or at least mutually inconsistent across different service
providers.
In our field experiment, these unstated assumptions created
unexpected behaviour of the applications, which violated the
application requirements. The interactions between component services
that made incorrect assumptions about their environment had been
unforeseen, and were unwanted.
This problem does not simply go away by specifying in detail what
each component service must do, and then matching provided services
with this specification. The specifications of component services are
often not fully available to the programmer creating the composite
application.
Component services are subject to many requirements in addition to
those that derive from one particular application. This has influenced
their internal implementation decisions, their interpretation of our
requirements on their service, and the assumptions they implicitly make
i
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on their environment (i.e. the other component services and the end-
users). This leads to a situation in which the service providers and
application programmer all believe, mistakenly, that provided services
are required services.
The unpredictability of composing services provided by independent
providers increases with dynamic service provisioning. In dynamic
service provisioning, a composite application can be reconfigured.
Dynamicity increases the range of possible application behaviours and
therefore also increases the range of possible unexpected interactions
between component services.
It is important for homecare systems to avoid unexpected behaviour
and so requirements engineering for these systems contains a risk
assessment. In the literature, different definitions of risks have been
given in different domains [144, 81, 49]. We will stay close to the
dictionary definition of risk by defining it as "the possibility of loss or
disadvantage to end-users due to composite application behaviour".
The loss or disadvantage to end-users of an application can happen
when that application either acts in a way that is not desired by the end-
users, or fails to act when it should have responded to environmental
changes.
We will not assume that this risk is quantifiable. In home care, care-
givers are aware of safety risks but cannot quantify them.
If all the assumptions for all possible environmental changes can be
stated explicitly during design time, and all provided services can be
shown to satisfy the composite application’s requirements under these
assumptions, there would be no need to do a risk assessment. The first
condition is not met in dynamic service provisioning in general, and
the second condition is not met because of unstated assumptions and
specifications.
7.2 Related Work
Garlan et al. [60, 41] have identified the problem of incorrect
or conflicting assumptions for building a system out of existing
subsystems. As one of the solutions to alleviate this problem, they have
proposed to make these assumption explicit. In our approach, we aim to
make the assumptions on the component services as explicit as possible.
To do so, we investigate how and why a service provider might interpret
the implicit parts of an assumption differently, and how these different
interpretations could lead to a risk.
Knowledge Acquisition in automated specification (KAOS) [146]
emphasized on identifying obstacles that prevent the achievement of
i
i
i
i
i
i
i
i
112 CHAPTER 7 ASSUMPTION-BASED RISK IDENTIFICATION
METHOD
a goal such as, safety, security, or user-friendliness goals. If these
obstacles are unrecognized or underestimated, the requirements on the
system and its environment would be inadequate and incomplete. Then
the system is exposed to a variety of risks. The obstacle analysis in
KAOS is formal and can be applied for any types of goals. While the
ARM method is informal and limited to the safety and security risks.
Failure Mode, Effects and Criticality Analysis (FMECA) [27],
identifies the risks which would happen if a component fails and
prioritizes them based on their severity, frequency of occurrence,
and detectability. However, risks of incomplete assumptions are
not limited to the failure of one of the component services. In
the cases for which our method is intended, component services
work properly with respect to their corresponding assumptions, but
incomplete or incorrect assumptions causes a risk. This is the core
observation that motivated the STPA hazard analysis method [118, 79].
However, the STPA approach is designed for a distributed system
with dedicated components and one actor who is responsible for the
entire system design, while we have a provisioning platform with
no dedicated component services, and we should identify the risks
based on incompletely specified services offered by independent service
providers.
Argumentation technique combined with the Jackson’s problem
frame can be used to investigate the security requirements on
components of a system and the assumptions behind them [69].
However, ARM emphasizes on identifying the mismatch among several
component services due to their unstated assumptions instead of
focusing on one component service and its corresponding assumptions.
HAZards and OPerability studies (HAZOP) [88] identifies a set
of risks that can arise due to deviation of the system from the
intended design specification by a set of parameters and guide words,
such as ‘more’, ‘late’ and ‘no’. The guide words of HAZOP
are not directly applicable to identification of risks of incomplete
assumptions. Our work is similar to an extended version of HAZOP
for programmable electronic systems [125]. However, we tailor
risk identification even further to our specific problem domain, as
we investigate how requirements of a service provider can affect its
corresponding assumptions which are represented as natural-language-
like descriptions.
ARM is similar to the RISA method for identifying security
requirements in a network of components [113]. However, RISA
focuses on security requirements and uses public databases of security
vulnerabilities, where we focus on safety and use methods derived from
safety engineering. And where RISA extends problem frames with
i
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the Toulmin argumentation technique, we use an informal reasoning
approach based geared to sharing the risk assessment with stakeholders
who are not computer experts.
Human factors such as end-users exceptional behaviours, have been
considered for identifying risks [71]. Similarly, we have investigated
the risks of incorrect assumptions on end-users [108]. We consider our
proposed method as complementary to the existing risk management
approaches to identify new risks. Moreover, we do not talk about risks
prioritization since it can be done using the existing approaches.
7.3 Our Field Experiment in the Homecare Domain
We conducted a field experiment at Orbis, a care-institution in the
Netherlands [115]. This institution consists of residential blocks
where elderly can live and receive care services that are provided by
professional care-givers. The aim of this institution is to provide round-
the-clock services to their care-receivers and at the same time to enable
them to live an independent life as much and as long as possible.
As part of the U-Care (User-tailored Care services platform)
project [142], we developed a prototype of an IT-based homecare
service provisioning platform [8].
The field experiment has been done in two iterations of two months
each, with one month in between to improve existing applications and
to add new applications. The problems that we have faced in the first
iteration motivated us to design the ARM risk identification method,
which we then applied in the second iteration of the field experiment.
Fig. 7-1 shows some of the infrastructure and application services
of the U-Care system. It is an instance of the architecture shown in
Fig. 2-1. More details and justification of this architecture has been
given elsewhere [7, 8].
In this section, we explain the vital-sign monitoring (VsM)
application of the U-care system to motivate the need for the ARM
method. In Section 7.4.2, we explain the medication monitoring (MdM)
application to validate the ARM method in the second iteration of our
field experiment.
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Figure 7-1 : Part of the architecture of the U-Care system.
Fig. 7-1 shows all the component services which are employed by
VsM and MdM applications. There are 3rd-party application services
which are used by the VsM application: calendar, reminder, vital-sign
measurement and vital-sign reporting and medicine dispenser. The
medicine dispenser service is only used by the MdM application and
will be described later.
The calendar, reminder and vital-sign reporting services are
provided by the Biomedical Signals and Systems (BSS) group of the
University of Twente [140]. These services are running on end-user
Tablet PCs available to the care-givers and care-receivers.
The tailoring platform is provided by the Information System (IS)
group of the University of Twente [141]. It is running as an application
on end-users Tablet PC available to the care-givers.
If the application logic needs to be updated manually to address
unforeseen changes, a programmer of IS modifies the application logic
and accordingly, updates the tailoring platform. The tailoring platform,
through the deployment service of the provisioning platform, deploys a
schedule to the calendar service based on the deployed service plan.
The vital-sign measurement service is provided
i
i
i
i
i
i
i
i
OUR FIELD EXPERIMENT IN THE HOMECARE DOMAIN 115
by the MobiHealth [106] company. Care-receivers use a vital-sign
measurement device at home, which is connected to a server in
MobiHealth. The MobiHealth server forwards vital-sign measurement
values (e.g., blood pressure), which it receives from the measurement
devices, to the context service.
We also show an internal application of the provisioning platform.
The alert service sends an alert to a care-giver’s PDA. This internal
application service and the infrastructure services are running on top
of the infrastructure which are provided by Orbis as the care center in
our field experiment.
Orbis also provides communication infrastructure for the 3rd-party
application services and the PDA or Tablet PC used by the care-givers
and care-receivers.
The U-Care system architecture illustrates some of the problems
with the composition of services provided by independent providers.
We explain this using a scenario in which Jan, a care-receiver, measures
his vital signs at home, and in which Nancy is the care-giver responsible
for Jan. Nancy creates the vital sign monitoring (VsM) service plan for
Jan. The service plan helps Jan to measure his vital-signs (e.g., weight)
on time.
After the service plan deployment, Jan can see his schedule for vital-
sign measurement on the calendar service running on his Tablet PC. The
VsM application starts based on a the scheduled time, and reminds Jan,
possibly several times, to measure his vital-signs such as blood pressure.
Vital-sign measurement is actually an interaction with MobiHealth, who
notifies the provisioning platform of the measurement. If Jan does not
measure it on time, or if his vital-signs are not in the normal range,
the application sends an alert to Nancy. To monitor whether a vital-
sign measurement is not on time, the U-Care system uses the vital-sign
reporting service provided by BSS.
This application was tested in the first iteration of the field
experiment. The test revealed several problems, of which the following
three are illustrative. Fig. 7-2 zooms in on the part of the architecture
of Fig. 7-1 that supports the VsM scenario. Each box represents a
service which is provided by a service provider mentioned between
the parentheses. To explain the problems, the internal implementation
components of each service are also shown. Fig. 7-2 shows that
MobiHealth gives a vital-sign measurement device and an smart
phone to the care-receiver. The smart phone communicates with the
measurement device by Bluetooth and forwards the measurement data
to a web server. Then the web server of MobiHealth, forwards the
data to the context service of Orbis running on an application server
(i.e., App server). Orbis stores the data and then forwards the data to
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the vital-sign reporting service of BSS. This service is running on an
application server that communicates with Nancy’s Tablet PC.
Care-
receiver
Vital-sign 
measurement 
device
Smart 
phone
Web 
server
App 
server
Tablet 
PC
Care-
giver
App
server
Vital-
sign 
value
Vital-sign measurement service (MobiHealth)
Context service (Orbis)Vital-sign reporting service (BSS)
Figure 7-2 : The part of the U-Care architecture supporting the VsM scenario.
We classify the problems into three kinds, so that we can refer to
them later.
– Service availability problem: The Orbis application server is
down for maintenance every night at 3 a.m. Data received in
downtime would be lost. However, unexpectedly, some care-
receivers measured their blood pressure around 3 a.m.
– Data transportation problem: The Bluetooth connection between
the measurement device and the smart phone of the care-receivers
resends data when the sender does not receive an acknowledgment
on time. This turned out to happen sometimes, and then leads to
data duplication not discovered by the rest of the network, i.e. all
other services did not recognize that data was duplicated.
– Data storage problem: All the data must be hashed before
transportation among the component services. Due to hashing
algorithm used by MobiHealth, the hashed care-receiver’s ID
(identification number) exceeds the maximum size of care-
receiver’s ID defined by BSS. Therefore, Orbis faced an error when
it forwards the hashed care-receiver’s ID to BSS. Because BSS can
not store them and sends an error back to Orbis.
These cases of architectural mismatch can be traced by lack of
knowledge of each others internal implementations and operational
processes, as well as lack of knowledge about how end-users behave.
Some implementation decisions are made for good reasons, others are
bad decisions, but none of them are under the control of a central
coordinator.
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7.4 The Proposed Risk Identification Method
In this section we first give an overall description of the method, using
the VsM application as an example. We then provide step-by-step
instructions on how to apply the method in general.
7.4.1 Overall description
We assume that our risk identification method is used by the owner of
the composite application. The owner is the actor who specifies the
requirements for, and is responsible for the delivery of the composite
application. We do not assume that the owner is in charge of any of
the component services used to compose the composite application.
Therefore, the owner cannot specify or implement any of these services.
The owner has the "view from nowhere" because he does not take any
of the component service providers’ point of view.
The owner is responsible for selecting component service providers,
and composing them into a composite application that satisfies his
composite application requirements. To discharge of its responsibility,
the owner must be able to give an argument of the form:
If service providers S1, ..., Sn behave like this: A1, ..., An,
respectively, then the composite application satisfies its
requirements.
This is called a frame concern by Jackson [82], but because we are
reasoning about components services and not about problem domains,
we call it a contribution argument. Note that instead of requirements
on service provider Si, the contribution argument makes assumptions
about the service provider meeting his requirements. We therefore
have two types of assumptions: assumptions made by service providers
about the environment of their service, and assumptions made by the
application owner (A1, ..., An) as part of his contribution argument.
The assumptions made by the owner take the form of descriptions of
the behaviour of the components as inferred or desired by the owner.
Fig. 7-3 extends the architecture diagram of Fig. 7-2 with
annotations that illustrate parts of the contribution argument. We
borrow from problem frame diagrams the notation to represent
requirements in a dashed ellipse, connected by dashed lines to the
actors who are the subject of the requirements. Fig. 7-3 contains the
requirement R1 on the care-giver and care-receiver:
i
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R1 The care-receiver shall provide vital-sign values to the care-giver
according to the service plan for vital-sign measurement. The care-
giver shall respond to situations in which the care-receiver does not
follow the service plan, and situations where the measurements are
outside the safe range as stated in the service plan.
This requirement can be fulfilled if the care-giver is permanently
present at the care-receiver’s location. The U-care system is introduced
to fulfill the requirement even when the care-giver is not permanently
present.
The owner of the vital-sign monitoring (VsM) application service
has designed an architecture of independent service providers, and
translated requirement R1 into a set of assumptions about services
provided by these service providers, such that these assumptions jointly
satisfy R1. The contribution argument now becomes
If the service providers in the architecture of Fig. 7-3 satisfy the
assumptions listed in Fig. 7-3, the composite application satisfies
R1.
Because the owner is responsible for more U-Care applications,
this architecture may contain components that are not optimal for
implementing R1. For example, a simpler architecture from the
standpoint of implementing R1 only, would be to have the vital-
sign reporting service be provided by MobiHealth instead of by BSS.
However, there are other requirements that call for an independent vital-
sign reporting service, which motivates the choice made in Fig. 7-3.
Given an architecture, assumptions are placed on its components so
that the contribution argument can be given. This corresponds to adding
"breadcrumbs" (assumptions) in terms of Seater & Jackson’s method to
transform a requirement into a machine specification [131].
The assumptions on service providers are assumptions on interfaces
of the service providers. An assumption listed under the box
representing the service provider is about its interface represented by
the line (e.g., in Fig. 7-3, assumptioni2 is on “interface i2” of “vital-
sign measurement device”). Assumptions made by the composite
application owner are not specifications to be implemented by a service
provider. Rather, the owner has to check if the service provider has the
capability to satisfy the assumptions made on it. The service provider
has a range of possible behaviours that we call its capabilities. An
actor uses its capabilities to provide services, and usually does so in the
context of different composite applications. For example, MobiHealth
provides services in many other contexts in addition to the U-care
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context, and does so with the same services as those contributed in the
U-Care system.
Every capability implies a limitation: every range of possible
behaviours implies that there are behaviours not in this range. Fig. 7-3
lists some limitations of capabilities by a dashed oval box, connected
to the assumption that they qualify. The assumption states a capability
that the actor is assumed to have, and the limitation is a limitation of
the actor’s capabilities that causes it to fail to meet the assumption.
Note that the actual capabilities of an actor are nowhere stated; they are
unknown to the owner of the composite application. Rather, the owner
states an assumption about these capabilities. A limitation shown in
the diagram states a property of the capability that the actor actually
has. It tells us why this actor, with this limitation, fails to meet the
assumption. The diagram in Fig. 7-3 shows four limitations, which are
four reasons why this architecture with these service providers, fails to
meet requirement R1. In other words, the diagram shows four risks of
this particular network.
Mitigating these risks involves a choice between accepting the
risks (occasional failure on the system), transferring them (taking out
insurance against failure), avoiding them (dropping requirement R1),
removing it (replacing a service by one that satisfies the assumptions on
it) or compensating it (changing the capability of some service provider
so that the limitation stops being a case for failing to meet R1). Risk
mitigation falls outside of the scope of this thesis.
Fig. 7-3 also lists the reasons why some actors have some
limitations in their capabilities. The diagram shows two requirements
on MobiHealth and one on Orbis that are extraneous to the U-Care
project. The actors are subject to these requirements independently
from whether or not they participate in U-Care.
These requirements are themselves motivated by higher-level goals,
namely privacy laws in the homecare domain [32] and business goals
(cost-effectiveness). The reasons explain why some actors made some
implementation choices, that caused the limitations noted in the Fig. 7-
3. They also make clear that these choices will not be changed just to
satisfy a U-Care requirement.
Finally, note that the three requirements listed for MobiHealth and
Orbis are context-free in the sense that they refer to one actor only.
This explains why these requirements are not necessarily mentioned in
discussions with other actors or with the owner of the application.
We next classify the limitations that we have found in the first
iteration of our field experiment into three kinds, illustrated earlier by
three problems.
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– Service availability limitation: A service provider has a limitation
on its capability to a service always running.
– Data transportation limitation: A service provider has a limitation
on its data transportation capability, such data transportation
assumptions made by the composite application owner are not
satisfied. (This assumption could be: no later than delivery, no
earlier than delivery, at most once delivery, exactly once delivery
etc.)
– Data storage limitation: The capability of a service to add, store
or delete data may differ from that assumed by the owner of the
composite application.
We claim that these are all the limitations that the owner should look
for when doing a risk assessment.
7.4.2 Step-by-step description of ARM
Our assumption-based risk assessment method ARM consists of three
steps. We assume that the requirements are known and that an
architecture for the composite application has been designed in which
service providers provide the component services. We now identify
relevant assumptions, and search for risks that the requirement will not
be satisfied.
1. Translate the main requirements into assumptions on the interfaces
of the network actors. This is done by constructing a contribution
argument in which the assumptions on the interfaces of service
providers are listed, needed for ensuring that the composite
application satisfies its requirement. In our experience we find this
step the most difficult one. In our field experiment, the programmer
with the help of the service plan (given by a nurse), and service
specification and end-user manual (given by the service providers)
writes down these assumptions. How complete and accurate are
they? This is a difficult question and its answer is outside of the
scope of this thesis.
2. Explore the capabilities and limitations of each service provider
to satisfy the assumptions on its interface. That is, we try to
identify capabilities that a service provider should have in order
to satisfy the assumptions on its interface. These capabilities are in
correspondence with the three types of limitations which we have
faced in the first iteration of our field experiment. They are mainly
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related to how a service provider manipulates data.
Here are sets of questions that we have found useful to ask about
each service provider, in order to assess whether it has the assumed
capabilities.
(a) Service availability questions. What are the operating
systems of the internal components used by the provided
service? How (and how often) are they maintained? What
are the limitations of employed software or hardware? For
instance: do they need to restart for maintenance and if yes,
how long does it take and how often? How will a software or
hardware component be updated (e.g., on-the-fly)? Do they
have a second power supply? How long can they continue
on the second power supply? If they use a battery, how long
can they go on battery power?
(b) Data transportation questions. How are the internal
components connected to each other? How reliable are
services and the interconnections (e.g., error handling,
packet lost, duplicate packet, ..)? What are the limitations of
employed networks and networks protocols? For instance:
do they guarantee the messages will be transfered? Be sent
maximum once? Do they send an acknowledge? What
happens if before receiving an acknowledge the connection
is lost?
(c) Data storage questions. How are the internal data stored?
What are the primary or foreign keys? How are these
data added or edited or deleted? What are the limitations
for storing or internal transportation the data values? For
instance: does the provider have the permission to store the
data? How long can the provider keep the data? What is
the minimum level of encryption for storing and transporting
the data? Is data hashing sufficient? Can the provider find
out who is the owner of the data? Can the provider make a
distinction between data based on their owner?
Questions like these can be answered by inspecting the contract
with a service provider, or, if more detailed information is needed,
by inspecting technical documentation provided by a service
provider or by interviewing experts inside the service provider
organization.
The answers for these questions might be motivated by the
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extraneous requirements on the service providers.
3. Explore in which way each limitation identified in the previous step
could cause the service provider fail to meet an assumption.
One way to do this is to change keywords in the capability
descriptions in a HAZOP-like manner [88] [125]. The assumptions
are written in natural language, and so variations in these
assumptions can be derived by adding or removing some words
(e.g., adverb) in the assumptions.
For the VsM application, limitationi2 and limitationi5_1 could be
changed into corresponding assumptions as follows:
– Assumptioni2′ : The device might send any vital-signs that is
measured to smart phone more than once.
– Assumptioni5′ : The Orbis server might call BSS web service
to notify a vital-sign more than once.
By knowing these two affected assumptions, we could have
identified the Data transportation problem of duplication data
before the field experiment. Since it is not a serious risk, we could
inform care-givers for such application behaviour and asking them
to take care of that (transferring the risk).
As another example, the limitationi4 and limitationi5_2 could be
changed into corresponding assumptions as follows:
– Assumptioni4′ : The web server calls context service to notify
a vital-sign and delete the data.
– Assumptioni5” : The Orbis server calls BSS App server to
notify a vital-sign not during the maintenance.
By knowing these two affected assumptions, we could have
identified the Service availability problem and the risk of losing
vital-sign measurement data did not occur. It is a serious risk
and either Orbis has to remove limitationi5_2 or MobiHealth has to
remove limitationi4.
7.5 Applying ARM to Our Case
In the second iteration of our field test, we applied the ARM method
to the medication monitoring (MdM) application scenario. In this
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scenario, the care-receiver uses medicines made available by a medicine
dispenser provided by the Innospense company [78]. As in the first
iteration, we use ”Nancy” as short-hand for the care-giver, and ”Jan”
for the care-receiver. Nancy creates a service plan, using the tailoring
platform, to help Jan to take his medication on time (see Fig. 7-1).
Similar to the VsM application, if Jan does not take his medication, the
MdM application will send a reminder to him, possibly several times
(shown on his Tablet PC). If Jan has not taken his medication after
a tailored number of reminders, the application will send an alert to
Nancy (shown on her PDA).
Fig. 7-4 zooms in one the part of the architecture of Fig. 7-1 that
supports the MdM application scenario. It shows three sub-networks. In
sub-network (1), the medicine dispenser, which is located at Jan’s home,
communicates with the web portal of Innospense and forwards the
timestamp of Jan taking his medication. The web portal then forwards
the timestamp to the context service running on an application server of
Orbis.
Medicine
dispenser 
Web 
portal
Medicine dispenser (Innosepnse)
Medication
taken time
App
server
Context service (Orbis)
App
server
Reminder 
message
Context service (Orbis)
App 
server
Tablet 
PC
Reminder service (BSS)
Care-
receiver
App
server
Alert
message
Context service (Orbis)
App 
server
Tablet 
PC
Alert service (Orbis)
Care-
giver
(1)
(2)
(3)
Figure 7-4 : Part of the U-Care architecture supporting the MdM scenario.
In sub-network (2), the context server checks at the scheduled time
for medication if it has recently received the timestamp from Jan’s
medicine dispenser. If no timestamp has been received, the context
service sends a context-aware reminder message (e.g., if Jan is outside
his home, the reminder message would be: “please go home and take
your medicine”) to the reminder service of BSS. This service is running
on an application server that communicates with Jan’s Tablet PC.
In sub-network (3), if the context service has not received
a timestamp from Innospense after having sent several reminder
messages, it will send a context-aware alert message (e.g. “Jan is
outside his home and has not taken his medicine yet”) to the alert
service. This service runs on the application server of Orbis that
forwards the alert to Nancy’s PDA.
The MdM application must satisfy requirement R2 on the care-giver
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and care-receiver:
R2 The care-receiver shall take a medicine from the dispenser at the
scheduled time according to his service plan. The care-giver shall
respond to situations in which the care-receiver does not follow his
service plan.
Fig. 7-5 contains R2 and extends the architecture diagram of Fig. 7-
4. This figure is explained through the steps of the ARM method.
Step 1: Translate the main requirements into assumptions on the
interfaces of the network actors.
Based on the service plan, the programmer as the owner of the MdM
application, drew the network of actors for the MdM application
according to its service plan. As elaborated in a previous paper [8], the
service plan contains a BPMN (Business process modeling language)-
like part that shows the combination of the component services.
Then, the programmer wrote down the assumptions on capabilities
of each actor. In this case, the end-user manual of Innospense turned out
to be useful, since it specified the external behaviour of the medicine
dispenser.
As the figure shows, if the service providers
satisfy assumptionsi8,i9,i10,i11,i12, Jan will receive a reminder if he
forgot to take his medicine. Besides, if the service providers satisfy
assumptionsi8,i9,i13,i14,i15, Nancy will receive an alert message if Jan
does not take his medicine after several reminder messages. Together,
these assumptions fulfill requirement R2 even when the care-giver is not
permanently present.
Step 2: Explore the capabilities and limitations of each service
provider to satisfy the assumptions on its interface.
As an example, based on interviews with the service providers we
identified this requirement for Innospense:
RI1 Innospense aims to reduce its communication costs between
devices.
This requirement in turn motivated Innospense to make some
implementation decisions. We uncovered these decisions by asking
the three Service availability, Data transportation, and Data storage
questions. Innospense limits the communication between its web portal
(located in the company) and the medicine dispenser device (located
at home) to some specific time granularity. As such, limitationi8 is
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imposed.
Step 3: Explore in which way each limitation identified in
the previous step could cause the service provider fail to meet an
assumption.
To continue our example, we found the following impact of limitationi8
on assumptionsi8:
– Assumptioni8′ : The device sends the timestamp with a maximum
delay of m minutes after the medicine is taken.
Based on the affected assumption, we identified the following
scenarios and risks:
Risk 1 for assumptioni8′ : we can think of a scenario in which Jan
receives a reminder even though he has taken his medication. This
happens when the scheduled time for taking the medicine expires before
the timestamp is received by the context service, due to the delay
introduced by the medicine dispenser.
Risk 2 for assumptioni8′ : we can think of a scenario in which
Nancy receives an alert even though Jan has taken his medication. This
happens when the scheduled time for sending an alert is reached (after
sending the last reminder and) before the timestamp is received by the
context service, due to the delay introduced by the medicine dispenser.
There are other assumptions, limitations and risks in addition to
those mentioned above, but these have been omitted for brevity. We
indeed completed the risk assessment for the MdM application before
the second iteration of our field test. Therefore, the provisioning of the
MdM application was more reliable than the VsM application in the
first iteration of our field test.
7.6 Discussion and Future Work
We have presented and illustrated a method to identify risks in a
decentralized system that is composed of component services provided
by independent providers. Each component service provider is
responsible for the way it provides its service, and the owner of the
composite application cannot demand a component service provider
to provision a dedicated service. In this situation, the owner of
the composite service does not specify component services, but must
make assumptions about them, that reflect agreements made with every
component service provider.
The end-users are not computer experts, which limits the kind of
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assumptions we can make on end-users. At the same time our system
is safety-critical because a failure to meet system requirements may
harm end-users. Riskiness is increased by dynamicity in the form of
adaptability, tailorability and evolvability of the system.
The ARM method starts out with the requirements on a composite
application and the component service network used to meet these
requirements. It proceeds by listing the assumptions about each
component service, checking whether the component service provider
really has the capability to meet these assumptions. Then, it explores
the impact of any limitations of these capabilities for the ability of each
component service provider to meet its assumptions, and hence of the
service network to meet the overall requirement. Any risks identified
this way are managed by accepting, avoiding, transferring or reducing
the risk. Mitigation is typically done in agreement with the stakeholders
but is outside the scope of the ARM method.
We have developed and used the method in a field experiment of a
homecare system. This test showed that the method can be used and
delivers useful results in this case. A possible threat to internal validity
could be that the risk identification actually was successful, not because
ARM was used, but because we were aware of the risks in some other
way already. However, this was not the case: We were not aware of the
risks identified in between the two iterations before we used the ARM
method.
An important threat to external validity is that perhaps we were able
to use this method in this project, but that this is not repeatable in
other projects, neither by other people nor by us. Usability by other
people in other projects must be shown in future experiments, by giving
this method to other risk assessors in similar projects. The method
is arguably repeatable in similar projects with decentralized service
networks because the method explicitly assumes such decentralization
and provides means to represent it and reason about it. Moreover,
the method might only be feasible for human analysts rather than for
automated tools, as the analysis rules and representations are hard to
formalize.
We specify the assumptions in a natural-language-like description.
Therefore, unlike HAZOP, we are not limited to a set of predefined
guide words. Instead, we can more informally investigate the variation
of the assumptions by either adding or removing any words.
The ARM method can be applied as soon as the design of the
composite application has completed. Risks can be identified before the
application is built or the component services have been implemented.
ARM can therefore be used in an early stage of application development
when mistakes can still be corrected with relatively little cost.
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After identifying a risk, we need to reach an agreement among the
service providers on how to prevent or to mitigate that identified risk.
Therefore, one or several actors should pay the cost and to some degree
compromise their requirements. To do so, the requirements of actors
should be prioritized. Some of them, for instance the privacy law, are
compulsory and the service providers must comply. Nevertheless, some
others such as the goal of reducing cost can be negotiated. We can even
inform the stakeholders, for instance the care-givers, about a risk and
if it is acceptable, there would be no need to (re)plan the application
behaviour. Instead, we plan end-users behaviour by making them aware
of the risk in advance.
Another challenge that we have found in our pilot study is that
after introducing the homecare applications, the end-users change their
behaviour because of the new possibilities. For instance, Jan has not to
wait until Nancy comes to his apartment to measure his blood pressure.
Therefore, he often measures his blood pressure earlier than scheduled
time and goes out to meet his friends. Predicting these type of end-user
behaviour as what if scenarios [147] is not a straightforward task at the
design time.
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Chapter 8
Experimental Prototype
A good idea is about ten percent and implementation and hard
work, and luck is 90 percent.
— Guy Kawasaki
In this chapter, we discuss the prototype implementation of the
proposed dynamic homecare service provisioning (DHSP) platform.
The prototype is a proof of concept to be validated using a near real-life
setting. As explained in Chapter 5, the DHSP platform consists of two
types of services: infrastructure services and application services.
To explain the DHSP implementation, we should explain how these
two types of services have been implemented including their message
formats (to exchange data) and database structure (to store data). Since
all the application services were provided through the SOAP [150]
protocol, we implemented both types of services as web services using
WSDL [151] specification. Using web service enables the DHSP
platform to be decentralized, i.e., all the infrastructure and application
services can be hosted on different physical servers regardless of their
geographical locations as long as these services can communicate with
each other through the SOAP protocol. Later in the field test, we
chose a deployment architecture which suits the involved stakeholders’
requirements. For instance, the application service providers hosted
their services on their servers within their organizations.
This chapter is organized as follows: Section 8.1 explains how we
implemented the infrastructure services including the decision service
(explained in Chapter 6). Section 8.2 explains how we implemented
the application services as the implementation of the SBBs (explained
in Section 5.1). Section 8.3 discusses the structure of the database
used by the infrastructure and application services in our prototype.
Section 8.4 explains our deployment architecture and the reasons behind
the deployment choices which we have made in our field test.
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8.1 Infrastructure Services
In this section, we explain how we specialized and then implemented
the logical architecture introduced in Section 6.1. We use the VsM
application for blood pressure monitoring (explained in Section 5.1.3)
as an example during our explanation. We have employed several
tools and technologies such as process and rule engines which can be
installed either on one or separate physical servers due the decentralized
feature of the DHSP platform.
Fig. 8-1 shows how the infrastructure services, namely OS
(orchestration service), DS (decision service), CS (context service), and
DMS (data model service) were implemented on top of the process
and rule engines. We used WebSphere Lombardi Edition [74] and
WeSphere ILOG [75] as process and rule engines, respectively. The
implementation of application services including the application server
will be explained in more details in next section. However, we also need
to show them in this section to explain the infrastructure services.
Rule engine
CS 
Process engine
Application service
Application server
Data flows
Orchestration
 instance
OSDS DMS
Third-party and internal application services
- BP measurement
- Medicine dispenser
- Calendar
- Reminder
- Alert 
...
Figure 8-1 : The implementation of the infrastructure services (shown in Fig. 6-1)
Regarding the infrastructure services, the DS and CS were
implemented on top of the rule engine, since, both of them make use of
several decision rules. The DMS (data model service) was implemented
as part of the decision service. Therefore, the decision service can
update the data model values locally and the OS (orchestration service)
can read the data model values through the decision service. Moreover,
the OS was implemented as part of the orchestration instances of our
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homecare applications. This means that the OS template (shown in
Fig. 6-6) is implemented by the orchestration instances. Therefore
the orchestration instances could be triggered or notified by the DS,
or they could query the DS. The orchestration patterns themselves
were implemented on top of the WebSphere Lombardi Edition as the
processes engine.
To clarify our explanation, we repeat the service plan example here
in Fig. 8-2. The rest of this section is explained with respect to this
service plan example.
Yes
No
Yes
Yes
Bloodpressure.GetData
Bloodpressure.GetData r1
Reminder.Send
Reminder.Send
r4
Start r2
t1: time out
dia1: Diastolic level 1
(default value: 55)
dia2: Diastolic level 2
(default value: 100)
sys1: Systolic level 1
(default value: 80)
sys2: Systolic level 2
(default value: 200)
No
t2: Waiting between each reminder
     (default value: 30 min)
n: Number of repetition
    (default value: once)
m1: Message to send
rmo: Modality (default value: Visual)
rd: which device to send the reminder
   (default value: Tablet PC) 
Alert.send
Alert.send
m2: Message to send
in: interface (default value: SMS)
cg: to send to whom (care-giver)
No
r3
Yes
No
Rule:
r0 :If it is the time to measure BP & its value is older than 2 hours then 
start BPM application
r1 : If the blood pressure is measured after t1 min
r2: If the blood pressure is measured after t2 min
r3: (dia< 55 or dia> 100) & (sys< 80 or sys> 200)
r4: If Reminder.repetition < n
r5: (sys> 140)
r6: If care-reciever is at home then send reminder 
to his Tablet PC else send reminder to his PDA
r5
Call MdM
Call MdM
No
Yes
r0 r6
Parameters
Parameters
Parameters
Figure 8-2 : The service plan of VsM application from the programmer’s point of view
Fig. 8-3 shows how the infrastructure services interact with
each other to implement the VsM application for blood pressure
monitoring. As explained above, the OS was implemented as part of
the orchestration of VsM application.
The calendar service notifies the context service about a new blood
pressure measurement event and then, the context service notifies
the decision service by a calendar event. The decision service has
subscribed for this event during the VsM application deployment.
Because of r0 in Fig. 8-2, the decision service needs to query the
context service to get the latest measured blood pressure value. If it
was not measured, for example within the last two hours, the decision
service triggers an instance of VsM application. The instance of VsM
application subscribes to the decision service for each event which is
used by the orchestration pattern of the VsM application. Before the
i
i
i
i
i
i
i
i
134 CHAPTER 8 EXPERIMENTAL PROTOTYPE
reminder activity, the VsM application calls the decision service to
execute the related rules. Since, r6 in Fig. 8-2, is assigned to be executed
before reminder activity, the decision service queries the context service
to get the location of the care-receiver, which is needed by this rule.
After the reminder activity, the decision service is called to check
whether it reaches to the maximum number of reminder repetition or
not. Whenever a new blood pressure value is arrived, the decision
service executes r3 in Fig. 8-2, and notifies the VsM application by
the new values of the data model. The VsM application immediately
interrupts the orchestration and jumps to the related decision point.
Context service Decision service
VsM orchestration instance
(orchestration service)
Send calendar 
event
Notify calendar 
event
Latest BP enquiry
Latest BP values
If r0 ,  trigger an instance of 
VsM orchestration
Subscribe for the events 
defined in the instance by 
the instance id
If r0 , instantiate a BPM 
data model
The VsM process 
instantiated with 
the values of the 
data model
Send reminder
Query DS before reminder
New data model values
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Figure 8-3 : The Interaction of the infrastructure services for the VsM application
The VsM orchestration pattern, which was implemented on
WebSphere Lombardi, is shown in Fig. 8-4. In compliance with the
generic process template (shown in Fig. 6-6), it has a start event
and parallel sub-process to catch all the triggers and notifications
coming from the decision service, respectively. The start event, which
implements the trigger interface of the OS, instantiates (based on trigger
event) the VsM orchestration pattern. Then the OS subscribes to
the decision service for later notifications used by that orchestration
pattern instance. The parallel sub-process, which implements the notify
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interface of the OS, reads the values of the data model from the DMS
and accordingly, it might post a message to the event manager of
Lombardi.
Figure 8-4 : The VsM orchestration pattern on Lombardi in compliance with the generic
process template (shown in Fig. 6-6)
This message can be received by all the intermediate message events
which are attached to the activities. This enables the orchestration
pattern of VsM application to immediately interrupt the execution and
to jump to a specific point of the orchestration pattern. For instance,
by receiving a new blood pressure measurement, the VsM application
jumps to the decision point of r3 in Fig. 8-2.
To call decision enquiry before or after the activity, all the activities
have an internal process. The internal process of the reminder activity,
which implements the enquiry interface of the OS before and after
sending the reminder, is shown in Fig. 8-5. Based on the values of the
data model, after the decision enquiry, the process may either choose
PDA or Tablet PC to send the reminder.
Figure 8-5 : The internal process of the reminder activity
8.1.1 Message Format
Based on our implementation of the infrastructure services, there are
two message exchanges (and message formats) among the infrastructure
services: (1) between the CS and the DS, and (2) between the DS
(including the DMS) and the OS. Since the DS is involved in both
message exchanges, we explain the specification of the DS that covers
both message exchanges and their used message formats. As we
explained, we used SOAP and WSDL to specify our infrastructure and
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application services. Listing 8.1 shows the WSDL specification of the
DS.
<wsdl:message name="decisionEnquiryRequest">
<wsdl:part name="OrchestrationInstanceID" element="prov:orchestrationInstanceID"> </
wsdl:part>
<wsdl:part name="activityTypes" element="prov:ActivityTypes"> </wsdl:part>
<wsdl:part name="before_after" element="prov:Before_After"> </wsdl:part>
</wsdl:message>
<wsdl:message name="decisionEnquiryResponse">
<wsdl:part name="dataModel" element="prov:DataModel"> </wsdl:part>
</wsdl:message>
<wsdl:message name="contextNotificationMsg">
<wsdl:part name="contextualEvent" element="prov:ContextEvent"> </wsdl:part>
</wsdl:message>
<wsdl:message name="subscribeMsg">
<wsdl:part name="OrchestrationPatternID" element="prov:orchestrationPatternID"> </
wsdl:part>
<wsdl:part name="triggerId" element="prov:TriggerId"> </wsdl:part>
</wsdl:message>
<wsdl:porttype name="Decision_Process">
<wsdl:operation name="subscribe">
<wsdl:input message="tns:subscribeMsg"> </wsdl:input>
</wsdl:operation>
<wsdl:operation name="decisionEnquiry">
<wsdl:input message="tns:decisionEnquiryRequest"> </wsdl:input>
<wsdl:output message="tns:decisionEnquiryResponse"> </wsdl:output>
</wsdl:operation>
</wsdl:porttype>
<wsdl:porttype name="Decision_Context">
<wsdl:operation name="contextNotification">
<wsdl:input message="tns:contextNotificationMsg"></wsdl:input>
</wsdl:operation>
</wsdl:porttype>
Listing 8.1 : DS interface in WSDL
The message contextNoticationMsg is exchanged between the
CS and DS to notify the contextual event. In our application
scenario the contextual events could be either a new vital-sign
measurement or medication intake. Therefore, we define a complex
type (contextualEvent) as shows in Listing 8.2, to represent all the
required event types. This complex type consists of three elements:
– EventType: It is an enumerated data type to restrict the number of
event types. It could be either a vital-sign type or medication event.
We have different vital-sign types which will be explained as part
of the application services in next section.
– EventValue: We convert all of the vital-sign values and medication
intake information to string format in order to have a unique
message format between CS and DS.
– TimeStamp: It shows the time that its corresponding event
happens. We used a string format for instance, "08-04-2012
13:52:40".
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The message decisionEnquiryRequest and
decisionEnquiryResponse are exchanged between the DS and OS to
update the data model values of the OS. The decisionEnquiryRequest
has OrchestrationInstanceID which is created when the DS triggers
an orchestration pattern through the OS. This instance ID is unique for
each homecare application (and its data model) instance and stored by
the DS and OS as part of the data model. The instance ID is used by
the DS and OS to retrieve the correct data model instance in upcoming
interaction.
<xs:complexType name="contextualEvent">
<xs:sequence>
<xs:element name="EventlType" type="prov:eventType"/>
<xs:element name="EventValue" type="xsd:string"/>
<xs:element name="TimeStamp" type="xsd:string"/>
</xs:sequence>
</xs:complexType>
<simpleType name="eventType">
<restriction base="xsd:string">
<enumeration value="bood_pressure"/>
<enumeration value="weight"/>
<enumeration value="oxygen_saturation"/>
<enumeration value="medication"/>
</restriction>
</simpleType>
Listing 8.2 : Data schema of the context event used by the
contextNoticationMsgmessage exchanged between the CS and DS.
In order to select the decision rules to be executed, the OS also
informs the DS that before or after which activity the inquiry is
performed. We have defined an enumerated data type (activity_type)
which has several string activity types such as "reminder" and "alert".
The before_after is also an enumerated data type with two string
options: "before" and "after". Using these two data types, the OS can
inform the DS that from where (within an orchestration pattern) the
inquiry is performed.
The decisionEnquiryResponse message includes the decision and
the updated data model values since we implemented the DMS as part
of the DS. Moreover, the decision is actually the updated values of a
data model instance. Therefore, decisionEnquiryResponse message
format is the same as data model. Listing 8.3 shows the data model
schema which is used as the element of the decisionEnquiryResponse
message.
<xs:complexType name="dataModel">
<xs:sequence>
<xs:element name="start_process" type="xsd:boolean">
<xs:element name="send_reminder" type="xsd:boolean">
<xs:element name="send_first_reminder" type="xsd:boolean">
<xs:element name="wait_before_first_reminder" type="xsd:int">
<xs:element name="reminder_repetition" type="xsd:int">
<xs:element name="wait_before_reminder_repetition" type="xsd:int">
<xs:element name="reminder_message" type="xsd:string">
<xs:element name="reminder_modality" type="prov:modalityType">
<xs:element name="reminder_binding_port" type="xsd:string">
<xs:element name="send_alert" type="xsd:boolean">
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<xs:element name="alert_message" type="xsd:string">
<xs:element name="alert_interface" type="prov:interfaceType">
<xs:element name="alert_binding_port" type="xsd:string">
<xs:element name="call_medicine_dispenser" type="xsd:boolean">
<xs:element name="care_giver_id" type="xsd:string">
<xs:element name="orchestration\_instance\_id" type="xsd:int">
<xs:element name="service\_plan\_id" type="xsd:int">
</xs:sequence>
</xs:complexType>
Listing 8.3 : Data model used by the decisionEnquiryResponse
message exchanged between the DS and OS.
Due to similarity of the configuration parameters for our homecare
application types, we have used the same data model for all
the application types (e.g., blood pressure, weight and medication
monitoring). The data model consist of several parameters which are
explained as follows:
– start_process: it is a boolean variable to indicate whether it
is needed to start the process (orchestration) of a homecare
application. For instance, if the blood pressure is measured within
the last two hours and there is no need for the alert, this variable is
false and the process of MdM application will not start.
– send_reminder: it is a boolean variable to indicate whether it is
needed to send a reminder for instance, if the medication is taken
on time, this variable is false and no reminder message will be sent.
– wait_before_first_reminder: it is a integer variable to indicate
that how many minutes the application should wait before sending
the first reminder. The maximum value can be 30 minutes. Thus,
all the orchestration instances are triggered by the DS half an hour
before the scheduled time. Then, if this variable is set to 10,
it means that the application sends the first reminder 20 minutes
before the scheduled time.
– reminder_repetition: it is a integer variable to indicate the
maximum number of sending reminder messages.
– wait_before_reminder_repetition: it is a integer variable to
indicate that how many minutes the application should wait before
sending the next (e.g., second or third) reminder.
– reminder_message: it is a string variable to set the reminder
message for instance, "Jan, please go home and take your
medication".
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– reminder_modality: it is an enumerated variable to set the
modality of the reminder message for instance, "audio" and "text".
– reminder_binding_port: It is a string variable to set the
binding address of the reminder application service for instance,
" http://localhost:8080/Ucare-Applications/reminder?wsdl". As
such, we assume that the DS knows the available application
services at runtime.
– send_alert: it is a boolean variable to indicate whether it is needed
to send an alert for instance, if measured blood pressure value is not
in the normal range.
– alert_message: it is a string variable to set the alert message for
instance, "Jan's blood pressure is 12/18, go to his apartment
immediately".
– alert_interface: it is an enumerated variable to set the interface
of the alert message for instance, "SMS" and "GTalk".
– alert_binding_port: It is a string variable to set the binding
address of the alert application service.
– call_medicine_dispenser: it is a boolean variable to indicate
whether it is needed to call the MdM application from the VsM
application. For instance, if the systolic of Jan’s blood pressure is
higher than 14 but less than 18, he should take a medication and
then this variable becomes true.
– care_giver_id: It is a string variable to assign a care-giver to an
application to receive the alert messages.
– orchestration_instance_id: it is a integer variable which is
created when an orchestration pattern is triggered by the DS. Then
in all the message exchanges between the DS and the OS, this is
used as a unique reference id.
– service_plan_id: it is an integer variable which is created when
a care-giver creates an application for a care-receiver. All the
configuration parameters are stored in the data base with this unique
id. The data base schema will be explained in Section 8.3.
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The data model is also used for the notification message which is
sent by the DS to notify the OS. The values of the variables of a data
model can be null or not used by the OS if it is not required within a
specific interaction. For instance, the reminder repetition element is
null when there is no need to send a reminder.
In our application scenarios, the data model instances were less
than 1 KB and therefore the whole data model is exchanged in each
transaction. However, if there are many variables, the data model can be
divided into a set of modules in order to reduce the amount of exchanged
data between the DS an OS. We discuss this idea as our future work in
Chapter 10.
8.2 Application Services
In this section, we explain how the application services were
implemented on top of the application server (shown in Fig. 8-
1). The application services are the implementation of the SBBs
which we explained in Section 5.1.1. As such, an application
service implements the functionalities of its corresponding SBB. For
instance, the blood pressure monitoring application service provided by
MobiHealth implements the Notify blood pressure() functionality of
Blood pressure measurement SBB.
A SBB might be implemented by two application services, one
on the service provider platform and the another one on the DHSP
platform. The location of an application service is determined based on
who is calling that application service. For instance, the calendar SBB
is implemented by two application services: (1) an application service,
hosted on the BSS server, to implement the Set agenda() functionality
which is called by the DHSP platform and (2) an application service,
hosted on the DHSP platform, to implement the Notify calendar
event() functionality which is called by the BSS server.
The configuration parameters of a SBB are used by the DS in order
to adapt the application behaviour, for instance all the configuration
parameters of the Blood pressure measurement SBB. Nevertheless,
some of the configuration parameters might be passed to the application
service as its input message for instance, message parameter of the
reminder SBB is also given to the reminder application service to
define the textual reminder message.
Each application service provider has the freedom to implement its
related SBBs with respect to its requirements. The service provider can
use its own message formats and deployment architecture. Therefore,
we explain the application services based on their providers in the
i
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following subsections.
8.2.1 Application Services Provided by MobiHealth
MobiHealth [106] provides three application services which
implements the Blood pressure measurement , Weight measurement
and Oxygen saturation measurement SBBs (see Section 5.1.1). The
required vital-sign measurement device at home is connected to a server
in MobiHealth company. The application services are hosted on our
application server and acts as a data relay. Thus, they forward any
vital-sign measurement values to the CS. To receive these values, first
the application services should subscribe to the MobiHealth server.
Listing 8.4 shows the WSDL specification of all the three vital-sign
measurement application services.
<wsdl:types>
<xs:schema attributeFormDefault="unqualified" elementFormDefault="unqualified"
targetNamespace="http://mobihealth.com/datarelay/schemas">
<xs:element name="MethodResponse" type="tns:MethodResponse"/>
<xs:element name="NotifyBPRequest" type="tns:NotifyBPRequest"/>
<xs:element name="NotifySatRequest" type="tns:NotifySatRequest"/>
<xs:element name="NotifyWeightRequest" type="tns:NotifyWeightRequest"/>
<xs:complexType name="NotifyBPRequest">
<xs:sequence>
<xs:element form="qualified" name="Diastolic" type="xs:int"/>
<xs:element form="qualified" name="PatientId" type="xs:string"/>
<xs:element form="qualified" name="PulseRate" type="xs:int"/>
<xs:element form="qualified" name="Systolic" type="xs:int"/>
<xs:element form="qualified" name="TimeStamp" type="xs:string"/>
</xs:sequence>
</xs:complexType>
<xs:complexType name="NotifySatRequest">
<xs:sequence>
<xs:element form="qualified" name="PatientId" type="xs:string"/>
<xs:element form="qualified" name="Saturation" type="xs:int"/>
<xs:element form="qualified" name="TimeStamp" type="xs:string"/>
</xs:sequence>
</xs:complexType>
<xs:complexType name="NotifyWeightRequest">
<xs:sequence>
<xs:element form="qualified" name="PatientId" type="xs:string"/>
<xs:element form="qualified" name="TimeStamp" type="xs:string"/>
<xs:element form="qualified" name="Weight" type="xs:int"/>
</xs:sequence>
</xs:complexType>
<xs:complexType name="MethodResponse">
<xs:sequence>
<xs:element form="qualified" name="ResultCode" type="xs:int"/>
</xs:sequence>
</xs:complexType>
</xs:schema>
</wsdl:types>
<wsdl:message name="MethodResponse">
<wsdl:part element="sch:MethodResponse" name="MethodResponse"></wsdl:part>
</wsdl:message>
<wsdl:message name="NotifyBPRequest">
<wsdl:part element="sch:NotifyBPRequest" name="NotifyBPRequest"></wsdl:part>
</wsdl:message>
<wsdl:message name="NotifySatRequest">
<wsdl:part element="sch:NotifySatRequest" name="NotifySatRequest"></wsdl:part>
</wsdl:message>
<wsdl:message name="NotifyWeightRequest">
<wsdl:part element="sch:NotifyWeightRequest" name="NotifyWeightRequest">
</wsdl:part>
</wsdl:message>
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<wsdl:portType name="DataRelay">
<wsdl:operation name="NotifyBP">
<wsdl:input message="tns:NotifyBPRequest" name="NotifyBPRequest"> </wsdl:input>
<wsdl:output message="tns:MethodResponse" name="MethodResponse"></wsdl:output>
</wsdl:operation>
<wsdl:operation name="NotifySat">
<wsdl:input message="tns:NotifySatRequest" name="NotifySatRequest"></wsdl:input>
<wsdl:output message="tns:MethodResponse" name="MethodResponse"></wsdl:output>
</wsdl:operation>
<wsdl:operation name="NotifyWeight">
<wsdl:input message="tns:NotifyWeightRequest" name="NotifyWeightRequest"></wsdl:
input>
<wsdl:output message="tns:MethodResponse" name="MethodResponse">
</wsdl:output>
</wsdl:operation>
</wsdl:portType>
Listing 8.4 : The specification of the three vital-sign measurement
application services provided by MobiHealth
The WSDL shows three complexTypes for the three vital-sign types:
(1) NotifyBPRequest for blood pressure, (2) NotifySatRequest for
oxygen saturation, and (3) NotifyWeightRequest for weight. Later, all
these vital-sign types are converted to a uniform vital-sign types (shown
in Listing 8.2) used by the infrastructure services.
The WSDL defines a port type with three operations : (1) NotifyBP
to notify the latest blood pressure value, (2) NotifySat to notify the
latest measured oxygen saturation, and (3) NotifyWeight to notify
the latest measured weight. These three operations implement the
functionalities of the three vital-sign measurement SBBs.
8.2.2 Application Services Provided by Innospense
Innospense [78] provides an automatic medicine dispenser which
is accessible as an application service. This application service
implements the medicine dispenser SBB (see Section 5.1.1). Since
Innospense used a web portal application, it can provide a request-
response functionality and thus implements the get medication
intake() functionality of themedicine dispenser SBB. This application
service is hosted on the web portal located within Innospense company.
On the application server, there is a web service client to interact with
this web service. Furthermore, this web service client also implements
set schedule() functionality of the medicine dispenser SBB to enable
the DHSP platform to define medication schedule on the dispenser
device. Listing 8.5 shows the WSDL specification of the automatic
medicine dispenser application service. We only show part of its
specification which is related to the two aforementioned functionalities
of the medicine dispenser SBB.
<xsd:complexType name="scheduleArray">
<xsd:all>
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<xsd:element name="id" type="xsd:int"/>
<xsd:element name="client_id" type="xsd:int"/>
<xsd:element name="date_time" type="xsd:string"/>
<xsd:element name="amount" type="xsd:string"/>
<xsd:element name="dispensed" type="xsd:int"/>
<xsd:element name="forgotten" type="xsd:int"/>
<xsd:element name="time_taken" type="xsd:string"/>
<xsd:element name="custom_alarm" type="xsd:string"/>
</xsd:all>
</xsd:complexType>
<xsd:complexType name="databaseReturn">
<xsd:all>
<xsd:element name="result" type="xsd:int"/>
<xsd:element name="message" type="xsd:string"/>
</xsd:all>
</xsd:complexType>
<xsd:complexType name="scheduleArrayList">
<xsd:complexContent>
<xsd:restriction base="SOAP−ENC:Array">
<xsd:attribute ref="SOAP−ENC:arrayType" wsdl:arrayType="tns:scheduleReadArray[]"/>
</xsd:restriction>
</xsd:complexContent>
</xsd:complexType>
<xsd:complexType name="scheduleArrayListReturn">
<xsd:all>
<xsd:element name="list" type="tns:scheduleArrayList"/>
</xsd:all>
</xsd:complexType>
...
<message name="getPeriodRequest">
<part name="soap_username" type="xsd:string"/>
<part name="soap_password" type="xsd:string"/>
<part name="client_id" type="xsd:int"/>
<part name="date" type="xsd:string"/>
<part name="days" type="xsd:string"/>
</message>
<message name="getPeriodResponse">
<part name="return" type="tns:scheduleArrayListReturn"/>
</message>
<message name="addRequest">
<part name="soap_username" type="xsd:string"/>
<part name="soap_password" type="xsd:string"/>
<part name="changes" type="tns:scheduleWriteArray"/>
</message>
<message name="addResponse">
<part name="return" type="tns:databaseReturn"/>
</message>
...
<operation name="getPeriod">
<documentation>retrieves all the entrie(s) from the schedule for the given period.</
documentation>
<input message="tns:getPeriodRequest"/>
<output message="tns:getPeriodResponse"/>
</operation>
<operation name="addSchedule">
<documentation>Adds the specified entry from the schedule.</documentation>
<input message="tns:addRequest"/>
<output message="tns:addResponse"/>
</operation>
Listing 8.5 : Part of the specification of the automatic medicine
dispenser application service provided by Innospense
Innospense defines scheduleArray as a complexType either to send
or to receive medication schedules. Each medication schedule has
a unique id which is correspondent to an event id defined on the
DHSP platform. To implement set schedule() functionality, the DHSP
platform sends a list of scheduleArray (scheduleArrayList) through
the addSchedule operation. Innospense application service sends an
acknowledge with sending back the databaseReturn message. This
list are build based on the calendar event which are deployed by the
tailoring platform.
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To implement get medication intake() functionality, the DHSP
platform call the getPeriod operation to take a list of scheduleArray,
for a specific period of time. The addRequest message has a user-name
and password to authenticate for each transaction, and date and days to
specify a specific period of time. Innospense application service sends
back the scheduleArrayListReturn as a list of scheduleArray. The
dispensed, forgotten and time_taken elements of the scheduleArray
convey the medication intake information. The DHSP platform store
the information in its data base which will be explained in Section 8.3.
8.2.3 Application Services Provided by BSS
BSS [140] provides calendar, reminder, (vital-sign or medication
records) reporting and manual medicine dispenser application services.
These application services implement thier corresponding SBBs (see
Section 5.1.1).
BSS provides some of the functionalities of these SBBs, which must
be called by the DHSP platform, as different operations of one web
service so-called WebAPI. The WebAPI is hosted on an application
server of the BSS and provides 26 operations to add, edit, delete and
query the data used by the provided application services. Listing 8.6
shows part of the WSDL specification of the WebAPI.
...
<xs:complexType name="addAgendaItem">
<xs:sequence>
<xs:element name="event_id" type="xs:string" />
<xs:element name="care_receiver_id" type="xs:int"/>
<xs:element name="startDate" type="xs:string" />
<xs:element name="endDate" type="xs:string" />
<xs:element name="notificationTimeBefore" type="xs:string" />
<xs:element name="location" type="xs:string" minOccurs="0"/>
<xs:element name="weblink" type="xs:string" minOccurs="0"/>
<xs:element name="email" type="xs:string" minOccurs="0"/>
<xs:element name="commentary" type="xs:string" minOccurs="0"/>
<xs:element name="category" type="xs:string" minOccurs="0"/>
<xs:element name="pictogram_url"
type="xs:string" minOccurs="0"/>
</xs:sequence>
<xs:complexType name="addAgendaItemResponse">
<xs:sequence>
<xs:element name="return" type="xs:int"/>
</xs:sequence>
</xs:complexType>
<xs:complexType name="sendReminder">
<xs:sequence>
<xs:element name="subject" type="xs:string" />
<xs:element name="message_text" type="xs:string" />
<xs:element name="modality" type="xs:string" />
<xs:element name="care_receiver_id" type="xs:int"/>
<xs:element name="event_id" type="xs:int"/>
</xs:sequence>
</xs:complexType>
<xs:complexType name="sendReminderResponse">
<xs:sequence>
<xs:element name="return" type="xs:int"/>
</xs:sequence>
</xs:complexType>
...
<message name="addAgendaItem">
<part name="parameters" element="tns:addAgendaItem"/>
</message>
<message name="addAgendaItemResponse">
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<part name="parameters" element="tns:addAgendaItemResponse"/>
</message>
<message name="sendReminder">
<part name="parameters" element="tns:sendReminder"/>
</message>
<message name="sendReminderResponse">
<part name="parameters" element="tns:sendReminderResponse"/>
</message>
...
<operation name="sendReminder">
<input wsam:Action="http://ws/WebAPI/sendReminderRequest" message="tns:sendReminder
"/>
<output wsam:Action="http://ws/WebAPI/sendReminderResponse" message="tns:
sendReminderResponse"/>
</operation>
<operation name="addAgendaItem">
<input wsam:Action="http://ws/WebAPI/addAgendaItemRequest" message="tns:
addAgendaItem"/>
<output wsam:Action="http://ws/WebAPI/addAgendaItemResponse" message="tns:
addAgendaItemResponse"/>
</operation>
...
Listing 8.6 : Part of the specification of the WebAPI provided by
BSS
BSS defines addAgendaItem as a complexType to send or to receive
calendar events. The event id for each calendar event is unique and
used by the BSS application server to notify the DHSP platform. Using
the startDate and endDate, the DHSP platform deployed the time of
calendar event during the deployment. The notificationTimeBefore
is used by the BSS server, to know how many minutes in advance, it
should notify a calendar event. There are several data type conversions
which are done by the adapters hosted on the DHSP platform. For
instance, the DHSP platform uses integer (e.g., 30 minutes) for
notificationTimeBefore and it must be converted to string in order
to deploy into the BSS calendar service.
A calendar event deployment is done through the addAgendaItem
operation and in return, the BSS sends back an acknowledge indicating
that the event is successfully deployed (addAgendaItemResponse). We
have defined several integer response codes which are shared by all the
application providers for instance, addAgendaItemResponse=0 means
that the deployment is successfully done.
In addition, the WebAPI implements the send message()
functionality of the reminder SBB using the sendReminder operation.
The sendReminder, as an input data type, indicates the message
subject, text and modality of the reminder message. In returns,
the BSS acknowledge sending the reminder by sending back the
sendReminderResponse message.
The Notify calendar event() functionality of the calendar SBB
is implemented by another application service which is hosted on the
DHSP platform. Listing 8.6 shows the specification of this application
service.
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<xs:complexType name="UcareCalendarNotify">
<xs:sequence>
<xs:element name="cr_id" type="xs:string" minOccurs="0"/>
<xs:element name="event_id" type="xs:int" />
<xs:element name="event_type" type="xs:string" minOccurs="0"/>
<xs:element name="start_date" type="xs:string" minOccurs="0"/>
<xs:element name="end_date" type="xs:string" minOccurs="0"/>
<xs:element name="reminder_time_before" type="xs:string" minOccurs="0"/>
</xs:sequence>
</xs:complexType>
<xs:complexType name="UcareCalendarNotifyResponse">
<xs:sequence>
<xs:element name="return" type="xs:string" minOccurs="0"/>
</xs:sequence>
</xs:complexType>
<message name="UcareCalendarNotifyRequest">
<part name="parameters" element="tns:UcareCalendarNotify"/>
</message>
<message name="UcareCalendarNotifyResponse">
<part name="parameters" element="tns:UcareCalendarNotifyResponse"/>
</message>
<operation name="UcareCalendarNotify">
<input wsam:Action="http://adapter.prov.ucare/calendar/UcareCalendarNotifyRequest"
message="tns:UcareCalendarNotify"/>
<output wsam:Action="http://adapter.prov.ucare/calendar/UcareCalendarNotifyResponse"
message="tns:UcareCalendarNotifyResponse"/>
</operation>
Listing 8.7 : The specification of the calendar application service
(The DHSP platform side) provided by the BSS
The UcareCalendarNotify operation is called by the BSS in
notificationTimeBefore in advance to notify a calendar event. The
input message, UcareCalendarNotifyRequest, has the event id by
which the DHSP platform can retrieve
the corresponding data from its data base. The DHSP platform sends
an acknowledge to indicate that the calendar event is received using the
UcareCalendarNotifyResponse.
The Notify medication intake functionality of the medicine
dispenser SBB is implemented by an application service which is
hosted on (the application server of) the DHSP platform. Listing 8.8
shows the specification of this application service.
<xs:element name="confirm_medication" type="tns:confirm_medication"/>
<xs:element name="confirm_medicationResponse" type="tns:confirm_medicationResponse"/>
<xs:complexType name="confirm_medication">
<xs:sequence>
<xs:element name="event_id" type="xs:int"/>
<xs:element name="status" type="xs:string" />
<xs:element name="taken_time" type="xs:string" minOccurs="0"/>
</xs:sequence>
</xs:complexType>
<xs:complexType name="confirm_medicationResponse">
<xs:sequence>
<xs:element name="return" type="xs:string" minOccurs="0"/>
</xs:sequence>
</xs:complexType>
<message name="confirm_medicationRequest">
<part name="parameters" element="tns:confirm_medication"/>
</message>
<message name="confirm_medicationResponse">
<part name="parameters" element="tns:confirm_medicationResponse"/>
</message>
<operation name="confirm_medication">
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<input wsam:Action="http://adapter.prov.ucare/medicine_dispenser/
confirm_medicationRequest" message="tns:confirm_medication"/>
<output wsam:Action="http://adapter.prov.ucare/medicine_dispenser/
confirm_medicationResponse" message="tns:confirm_medicationResponse"/>
</operation>
Listing 8.8 : The specification of the manual medicine dispenser
application service provided by BSS
BSS provides a web-based interface to press a button to confirm tak-
ing a medication. Then the BSS server calls the confirm_medication
operation of the medicine dispenser application service hosted on the
DHSP platform. The BSS sends confirm_medicationRequest mes-
sage which includes the event id and status of the medication intake
(e.g., "taken" and "not-taken"). In case the medication is taken, the
timestamp of medication intake is also sent by the taken_time element.
8.2.4 Internal Application Service
As an internal application service, the DHSP platform provides an alert
application service to implement the alert SBB. This application service
is hosted on (the application server of) the DHSP platform. Listing 8.9
shows the specification of the alert application service.
<xs:complexType name="sendAlert">
<xs:sequence>
<xs:element name="alert_message" type="xs:string" minOccurs="0"/>
<xs:element name="alert_interface" type="xs:string" minOccurs="0"/>
<xs:element name="cg_contact" type="xs:string" minOccurs="0"/>
</xs:sequence>
</xs:complexType>
<xs:complexType name="sendAlertResponse">
<xs:sequence>
<xs:element name="return" type="xs:int" />
</xs:sequence>
</xs:complexType>
<message name="sendAlert">
<part name="parameters" element="tns:sendAlert"/>
</message>
<message name="sendAlertResponse">
<part name="parameters" element="tns:sendAlertResponse"/>
</message>
<operation name="sendAlert">
<input wsam:Action="http://adapter.prov.ucare/alert/sendAlertRequest" message="tns:
sendAlert"/>
<output wsam:Action="http://adapter.prov.ucare/alert/sendAlertResponse" message="tns:
sendAlertResponse"/>
</operation>
Listing 8.9 : The specification of the manual medicine dispenser
application service provided by BSS
It implements the send alert() functionality of the alert SBB using
the sendAlert operation. The input data type , sendAlert, which
includes the alert message, interface and care-giver id (to whom the alert
must be sent). In our implementation, we only have one alert interface
which is "Google_talk".
As such the alert application service, first retrieves the Google id
of the corresponding care-giver and second sends the alert message to
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her Google talk application which is running on her PDA. In return,
after getting message delivered confirmation from Google server,
the alert application service sends back an acknowledge using the
sendAlertResponse message.
8.3 Database Structure
We classify the database structure, used by the DHSP platform, into
three substructures. These three substructures are designed and used
for different purposes individually. The whole database structure were
implemented in DB2 [73]. In the following we explain the conceptual
models of the three database substructures.
8.3.1 Database Structure for Service Plan
This part of the database structure is used to store a deployed service
plan and its configuration parameters. Since, the service plan is also
used by the tailoring platform, we designed the required database
structure for the service plan together with the programmer [168].
Nevertheless, to have the complete explanation of our design, we
explain the database structure of the service plan with respect to the
terminology of this thesis in this section. Fig. 8-6 shows the conceptual
model of the database structure which is used to store a deployed service
plan.
Homecare Application Type
-Name
-Description
Orchestration Pattern
-Description
-Figure_URL
Service Plan
Calendar SBB
-Event time
-Occurance
-Acctivate date
-Expire date
-Reminder time before
-Time division
1 1..*
1
*
1
1
Care-receiver
1
*
Reminder SBB
-Wait before reminder repetition (inside home)
-Wait before reminder repetition (outside home)
-Wait before first reminder (inside home)
-Wait before first reminder (outside home)
-Number of repetition (inside home)
-Number of repetition (outside home)
-Message (inside home)
-Message (outside home)
-Modality (inside home)
-Modality (outside home)
1
1
Alert SBB
-Message for forgetting
-Message for hazard
-Interface
1
1
Care-giver
-Google_talk_id
-Skype_id
-Tel number
1..*
*
BP measurment SBB
-BP validity
-Diastolic min
-Diastolic max
-Sistolic min
-Sistolic max
1
0..1
OX Measurment SBB
-OX validity
-OX min
-OX max
1
0..1
Weight Measurment SBB
-WT validity
-WT min
-WT max
-WT compare point
1
0..1
Figure 8-6 : The conceptual model of the database structure used to store a deployed service
plan
A care-giver through the tailoring platform creates a service plan
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for a homecare application type (the VsM, MdM or SaM application).
Based on our design, we have only one service plan per pair of
application type and care-receiver for instance, we have one blood
pressure monitoring application (VsM) service plan for Jan as a care-
receiver. When a new service plan is added, the DHSP platform
deactivates the previous service plan by setting a flag in all the tables
that have a record related to that service plan. Therefore, we can keep
the history of service plan creations.
As discussed before, the service plan consist of two parts:
configuration parameters and an orchestration pattern. The
configuration parameters are stored in the corresponding tables of the 6
SBBs (e.g., reminder SBB table). The orchestration patterns are stored
in the orchestration patterns and assigned to an application type. Then
when a service plan is created for a specific application type, it only can
use one of the orchestration patterns of that application type.
In addition, we have two other tables: care-receiver and care-giver
tables. Despite the tailoring platform, the DHSP platform only keeps
a hashed ids of the care-receiver (not the real name or id) in the care-
receiver table. Care-giver table is used to store the contact information
of the care-givers who receive alert messages.
During a service plan deployment, a new record is added to the it
service plan table with a unique service plan id. In addition, based on
the SBBs used by that service plan, new records are also added to the
corresponding SBB tables. The tailoring platform gives all the required
values of the configuration parameters through the deployment server
explained in Section 5.2.2. We implemented a web service which can
be called by the tailoring platform in order to send these values.
8.3.2 Database Structure for Provisioning Records
During the provisioning, the DHSP platform receives several data
records from the application services which must be stored. These data
can be used later by the reporting application service. To store these
data records, the DHSP platform needs several database tables. Fig. 8-6
shows the conceptual model of the database structure which is used to
store the data records during the provisioning of homecare applications.
Based on the calendar SBB table, the DHSP platform creates
several calendar events and stores them in the calendar event table.
These events are defined for a service plan and several service plans can
be assigned to a care-receiver.
The calendar events could be either social event, vital-sign event
or medication event. For each of these event types, the DHPS platform
deploys the calendar event on the corresponding third-party service and
stores the returned event id. For instance, the DHSP platform deploys
i
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-start_date
-end_date
-event_type
-reminder_time_before
Calendar Event
Srvice Plan
1 *
-Type
-Value
-Timestamp
Vital-sign record
Medication Event
Vital-sign Event
Social Event
Care-receiver
1
*
-Status
-Timestamp
Medication Intake Record
1 1
1
0..*
Figure 8-7 : The conceptual model of the database structure used by the provisioning data
records
several calendar events of a VsM application into the calendar service
provided by BSS and stores the returned event ids in the vital-sign
event table.
One or several vital-sign measurement values which are stored in
the vital-sign record table can be related to one vital-sign calendar.
It enables the care-receiver to measure their vital-signs one or several
times for one scheduled measurement event in their calendar. However,
it is also possible that the care-receiver measured his vital-sign on his
own request and therefore there is no corresponding calendar event for
that measurement value.
Unlike vital-sign measurement, a medication intake record which
is stored in the medication intake record table can be related to
only one medication calendar event. Because the care-receiver can
not take medication on his own request and must follow a predefined
medication intake schedule. For social events, the DHSP platform does
not store any records and it only need the social event table to stored
the deployed event.
8.3.3 Database Structure for Provisioning Logs
After our field test, we analyzed the system logs to investigate the
effectiveness and efficiency of the DHSP platform objectively. As
such, the DHSP platform must store the logs of transactions among the
(application or infrastructure) services. and thus it needs a database
structure to support. To store the transaction logs, the DHSP platform
needs several database tables. Fig. 8-8 shows the conceptual model of
the database structure which is used to store the transaction logs during
the provisioning of the homecare applications.
We defined all the services in the service table. Each service is either
an application service (e.g., alert service) or infrastructure service (e.g.,
orchestration service) and has a unique name. Each service has several
i
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-Name
Service
-Name
Operation
1
1..*
Infrastrcutre Service
Application Service
-Timestamp
-Parameters
-Values
Transaction
1 0..*
Figure 8-8 : The conceptual model of the database structure used by the transaction logs
operations which also have unique names (e.g., send_reminder and
update_data_model). Several transaction logs can be defined for one
operation which are stored in the transaction table. Each transaction
log has the time stamp, sent or received parameters and their values.
In our field test, we had 26 operations and in some of them we write
the transaction logs twice, for instance, in the notify_blood_pressure
operation, we wrote a transaction log when a vital-sign measurement
is received and and another transaction log when the acknowledge is
sent. This enabled us to measure the time spent by the DHSP platform
to react to a new vital-sign measurement as a contextual change.
8.4 Deployment Architecture
As shown in Fig. 5-6, the DHSP platform has three subsystems: (1)
infrastructure Server, (2) application Server, and (3) deployment
Server. Each of these subsystems has one or several components.
In this section we explain how these components are deployed in our
field test. Since we implemented all the application and infrastructure
services as web services, they can be deployed on different services at
different locations as long as these services can communicate with each
other over the Internet for instance, through SOAP [150]. Therefore,
we have several alternative deployment architectures and we chose the
one which suits the requirement of our stakeholders the most. Fig. 8-9
depicts how the DHSP platform has been deployed.
– Infrastructure server: Infrastructure server as one of the three
subsystems of the DHSP platform is running on a PC with Windows
2008 server operating system [163]. It has the three infrastructure
component: process engine, rule engine and context manger
i
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(see Section 5.2). As a process engine, we used WebSphere
Lombardi Edition [74] and as a rule engine we used WebSphere
ILOG JRules [75]. As discussed in Section 8.1, we implemented
the context service as part of the decision service and thus the
context manger was also running on the rule engine where the
decision service was running.
In our field study, all the application services, were accessible by
the infrastructure services through SOAP protocol, therefore, the
infrastructure server can be located at our back office and this eases
the maintenance of the server for us and the programmer.
The proposed rule engine has a GUI to edit the rules called rule
editor which can only be installed on Windows platform. As such,
we chose Windows 2008 server [163] for the infrastructure server.
On the two components of the infrastructure server (process
and rule engine), the three infrastructure services (orchestration,
decision and context services) were running as it is shown in
Fig. 8-9. All the application services communicate with these three
infrastructure services through the SOAP protocol.
<<PC Windows 2008>>
Infrastructure Server
<<Process engine>>
WebSphere 
Lombardi Edition
<<Ubuntu 10.4 >>
Application Server
<<Rue engine>>
WebSphere 
ILOG JRules
Orchestration 
service
Application 
services
Decision 
service
Context 
service
MobiHealth
Application server
BSS 
application server
Innospense
web portal 
Vital-sign 
measureme
nt device
Automatic 
medicine 
dispenser
<<protocol>>
SOAP
<<protocol>>
SOAP
<<protocol>>
XMPP
<<protocol>>
SOAP
<<protocol>>
HTTP
<<protocol>>
HTTP
<<protocol>>
SOAP
<<protocol>>
<<protocol>>
SOAP
<<protocol>>
SOAP
<<protocol>>
<<protocol>>
Bluetooth
Care-
receiver 
PDA
Care-
receiver 
Tablet PC 
Care-giver 
PDA
Care-giver Tablet PC
<<Deployment server>>
Deployment 
service
Tailoring 
platform
<<protocol>>
SOAP
HTTP/GPRS
SMS/GPRS
Figure 8-9 : The deployment architecture of the DHSP platform in our field test
– Application server: The application services on the application
server must be able to communicate with their service providers’
heterogeneous hardware and software components. In the
homecare domain, some of the hardware components such as
location sensors are resource-constrained and therefore, only
capable to use network technologies with limited connectivity such
as Bluetooth [159]. On the other hand, it is not financially feasible
to put a server inside each care home. In our field test, all the service
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providers’ components are accessible trough the SOAP protocol
and thus, although our application server can be located inside
the care home, it is also located in the back office for the ease of
maintenance.
We setup the application server on a Ubuntu (version 10.4) [143]
machine. All the application services (and adapters) were
implemented in an open source application server called
GlassFish3 [62]. Its openness and support of all Java EE API
specifications such as web services, XML and JMS (Java Message
Service), seems promising in order to have heterogeneous types of
adapters.
The vital-sign measurement application services communicate with
a server located in Mobihealth [106] through SOAP protocol and
this server communicates with a care-receiver’s PDA through the
GPRS protocol [160]. On top of the GPRS, the PDA uses
HTTP [161] protocol to send the measured vital-sign values to the
MobiHealth server. The PDA collects the vital-sign measurement
values through Bluetooth [159] protocol and then forwards the
values to the server of MobiHealth.
The medication monitoring application service communicate with
the web portal of Innospense [78] through SOAP protocol and
this web portal communicates with the medicine dispenser devices
locate at the care homes through the GPRS protocol. On top of the
GPRS, the medicine dispenser uses SMS [162] protocol to send the
medication taken timestamps to the Innospense server.
The calendar, reminder, and other application services provided by
BSS [140] communicates with the application server of BSS and
the BSS server communicates with a web-based application running
on the Tablet PCs of the care-giver and care-receivers through the
HTTP protocol.
For the alert application service, we used a Google talk client
that communicates with the PDA of the care-givers through the
Extensible Messaging and Presence Protocol (XMPP) protocols.
As such, a care-giver should sign in on a Google talk application
on her PDA.
– Deployment server: The deployment server is implemented as
part of the application server. It is implemented as a web service
that communicates with the tailoring platform through the SOAP
protocol. The tailoring platform is running as an application on
the Tablet PC (or laptop) of a care-giver. When a care-giver
confirms deployment of a service plan, the tailoring platform sends
the service plan and the values of its configuration parameters to
i
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the deployment service. Then the deployment service sends the
deployed service plan to the decision service and context service
(running on the rule engine) using the SOAP protocol. Since the
required orchestration patterns are predefined on the orchestration
service, the deployment service does not need to communicate with
the orchestration service. All the decision rules (the configuration
and composition rules) are predefined on the rule engine and during
the deployment the rules are instantiated with the values of the
configuration parameters sent by the tailoring platform.
i
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Chapter 9
Validation
Everything that can be counted does not necessarily count;
everything that counts cannot necessarily be counted.
— Albert Einstein
As discussed in the previous chapter, as a proof of concept, we have
developed a prototype of the dynamic homecare service provisioning
(DHSP) platform. The prototype is validated using a near real-life
setting field test including two experiments. During the field test,
the DHSP platform was used in daily use with more than 400,000
transactions among the infrastructure and application services. The
goal of the field test was to study the usability of the DHSP platform
in terms of (a) effectiveness, i.e., to see the number of useful system
tasks such as sending an alert (adaptivity goals), deploying a service
plan (tailorability goals) or modifying the application logic (evolvability
goals), which have been completed within a specific time without
systems errors, (b) efficiency, i.e., to see whether the completion
time of the system tasks is acceptable by the stakeholder, and (c)
end-user satisfaction, i.e., to see whether the perceived effectiveness
and perceived efficiency of the system (consists of provisioning and
tailoring platforms, and application services) from the end-users’ point
of view meets their expectations. For the satisfaction, we ask care-
givers also about the care-receivers’ opinion about using the U-Care
system. Furthermore, we investigate the possible improvements based
on the care-givers’ feedback.
This chapter is organized as follows: Section 9.1 describes our
validation criteria and evaluation strategy for evaluating our DHSP
platform. Section 9.2 presents the setup of the field test and the role of
involved organizations (including service providers and the care center).
Section 9.3 presents the results of the first experiment, and how the
system evolved based on the changes requested by the care-givers.
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Section 9.4 discusses the results of the second experiment, how the
system improved, and the lessons learned from the field test. Section 9.5
concludes our field test with an outlook on our future research.
9.1 Validation Criteria
We aim to provide a DHSP platform that can provide the following
usability goals:
– To adapt a homecare application successfully within a certain time
expected by an end-user
– To deploy a (re)tailored homecare application successfully within a
certain time expected by a care-giver
– To deploy an evolved homecare application successfully within a
certain time expected by a programmer
We have performed a field test to evaluate the usability of the DHSP
platform. Usability is a multidimensional characteristic which must
be measured in the context of users performing a task with a system
in a specific environment [25]. Most usability evaluation methods
gather both subjective and objective quantitative data. Subjective data
are measures of participants’ opinions or attitudes concerning their
perception of usability. Objective data are measures of participants
performance, such as deployment completion time and completion
rate [132].
To evaluate the usability of our DHSP platform, we follow the
ISO 9241-11 definition of usability, which is "Extent to which a
product can be used by specified users to achieve specified goals
with effectiveness, efficiency and satisfaction in a specified context
of use" [80]. The standard provides guidelines to measure the
effectiveness and efficiency, which results in objective data (through
system transaction logs), and to measure satisfaction, which delivers
subjective data (through end-users’ interviews). Being able to combine
objective and subjective measurements, would be useful to know which
level of effectiveness and efficiency is acceptable in the homecare
domain. Moreover, we identified explanations of our observations that
allowed us to understand which parts of our approach need further
improvement.
i
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9.1.1 Effectiveness
The ISO standard defines effectiveness as "accuracy and completeness
with which users achieve specified goals". In our case, we define it as
the number of useful system tasks such as sending an alert (adaptivity
goals), deploying a service plan (tailorability goals) or modifying
the application logic (evolvability goals), which have been completed
within a specific time without systems errors. Since homecare systems
are real-time reactive systems [155], task completion is measured time-
dependently. For instance, sending a late alert or sending a reminder
when it is not needed, is considered an error, although the system task
is completed. Moreover, we exclude the care-givers’ mistakes. For
instance, if a care-giver makes a mistake in tailoring an application but
the deployment process goes well, we consider it as a completed task.
The effectiveness can be scored on a scale of 0 to 100%. In our field
test, to measure the effectiveness, we will measure successful system
task completion rate, i.e, the number of the system tasks that have been
completed within a specific time as a percentage of the total number of
system tasks.
system− task − completion− rate =
= completed−system−tasks∗100total−number−of−system−tasks
9.1.2 Efficiency
The ISO standard defines efficiency as "the level of effectiveness
achieved to the expenditure of resources". In our case, we define it as
the completion time of the system tasks. There are other interpretations
of efficiency such resource consumption and scalability. However, we
have not considered them since we were not able to measure them in
our field test.
To evaluate the completion time, we should compare it with other
homecare systems. Since in our case there are no other systems
to compare, we evaluate the completion times with the care-givers’
expectations to see if the completion times are acceptable or not.
9.1.3 End-user satisfaction
The ISO standard defines satisfaction as "the extent to which users
are free from discomfort, and their attitudes towards the use of
the product". In our case, we define it as the perceived effectiveness
and perceived efficiency of the system from the end-users’ point of
view. The satisfaction has some other aspects which are more related
to interaction with the end-users [57], however, our platform interacts
indirectly with the end-users through the application services or the
i
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tailoring platform. Thus, to evaluate the satisfaction of the DHSP
platform, we only consider the perceived effectiveness and efficiency.
Moreover, we are interested to see how satisfaction can be affected by
using different application services.
In order to measure satisfaction, we used questionnaires. Since
we limit the satisfaction to the perceived effectiveness and efficiency,
the existing usability questionnaires, that takes some other aspects
into account [57], do not suit our requirements. Therefore, we
have designed a questionnaire to ask specific questions about the
perceived effectiveness and efficiency for each type of system task. Our
questionnaire contains 8 open-end attitudinal questions to uncover end-
users’ beliefs and thoughts on the effectiveness and efficiency of each
type of system task.
9.2 Setup of the Experiments
The field test has been done in two experiments of two months each,
with one month in between to improve existing applications and to add
new applications. The field test is an action case study [158], in which
we aim to improve the current situation of providing care by using
a DHSP platform. We follow the guidelines described by Wieringa
in [157] to perform the experiments systematically.
Each series of the experiments was conducted in a near real-world
setting in a care institute in the Netherlands and each series lasted for
two months. The experiments are close to a real-world setting, because
some real-world aspects are present, such as real care-receivers, real
institution, real nurses and realistic scenarios, but other aspects are
absent, such as only a single homecare institution, a few users and
candies instead of real medicines. In this section, first, we explain
the scenarios to be used in the experiments, then we describe which
actors participate in the experiment and the role of each one (e.g., which
service provider provides which application service) and finally, we
explain the measurement tools and how we collect data.
9.2.1 Homecare Applications
In our field test, we have three types of homecare applications: 1)
vital-sign monitoring (VsM), 2) medication monitoring (MdM) and 3)
social activity monitoring (SaM). For VsM, we consider three types of
vital-signs: blood pressure (BP), oxygen saturation (OX) and weight
(WT). For MdM, we have two types of monitoring: using an automatic
dispenser and using a manual dispenser.
Due to specific requirements of the care-receivers who participated
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in the field test, we have used combinations of these applications. We
involved the care-givers while defining these combinations to make
them as realistic as possible.
9.2.2 Actors
Our field test has been done at Orbis [115], a care-institution in the
Netherlands. This institution owns residential blocks where elderly can
live and receive care services that are provided by professional care-
givers. The aim of this institution is to provide round-the-clock services
to their care-receivers and at the same time to enable them to live an
independent life as much and as long as possible. The institute provides
8 care-receivers and 3 care-givers as end-users for our field test.
There are 3rd-party application services which are used by our
homecare applications: calendar, reminder, vital-sign measurement,
medicine dispenser and reporting service. The calendar, reminder and
vital-sign reporting services are provided by the Biomedical Signals
and Systems (BSS) group of the University of Twente [140]. These
services are running on Tablet PCs available to the care-givers and
care-receivers. The tailoring platform is provided by the Information
System (IS) group of the University of Twente [141]. It is running as an
application on Tablet PCs available to the care-givers. If the application
logic needs to be updated manually to address unforeseen changes,
a programmer of IS modifies the application logic and accordingly
updates the service plan.
The vital-sign measurement services are provided by the
MobiHealth [106] company. Care-receivers use a vital-sign
measurement device, which is connected to a server in MobiHealth.
The MobiHealth server forwards vital-sign measurement values (e.g.,
blood pressure), which it receives from the measurement devices, to the
DHSP platform. We also have an alert service as an internal application
of the provisioning platform. The alert service sends an alert to a care-
giver’s PDA when there is a hazard situation.
The automatic medicine dispenser is provided by the
Innospense [78] company. Care-receivers use the automatic medicine
dispenser, which is connected to a server in Innospense. The Innospense
server forwards the medicine intake information (e.g., time stamps)
to the DHSP platform. For the manual medicine dispenser, we use a
simple box in combination with the reminder and alert services.
9.2.3 Measurement Instruments
To collect data, we logged all the interactions among the DHSP platform
and application services. The system logs have the timestamp and the
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data of the interactions. They are stored in a SQL database. At the end
of each experiment, we analyzed them off-line.
To evaluate the evolvability, during the first experiment, we
maintained a list of changes, which were requested by the care-
givers. These changes had been applied after the first experiment.
We investigated how much time was required to apply these changes.
The changes can affect the DS (i.e., affecting the decision rules), the
orchestration patterns or both. Generally speaking, updating the DS
and its decision rules requires less time to be deployed into the DHSP
platform than updating the orchestration patterns [171]. Later, in the
second experiment, we investigated how effective the applied changes
are.
After each series of the experiments, we had interviewed the
care-givers and care-receivers who participated in the experiments
using questionnaires. The first interview was about the perceived
effectiveness and efficiency and the requested changes by the care-
givers to improve the system for the second experiment. The second
interview was about the perceived effectiveness and efficiency of the
system in the second experiment similar to the first experiment (the last
9 questions) and also some general aspects such as pros and cons of
using the proposed system (shown in Appendix A-1, A-2, and A-3).
9.3 The First Experiment and its Results
The applications used in the first experiment are: VsM (BP, WT,
OX), MdM using a manual medicine dispenser and SaM. We explain
the result of the first experiment according to the three types of
dynamicity: adaptivity, tailorability and evolvability, both objectively
and subjectively.
9.3.1 Adaptivity
We group the system tasks into four categories: sending reminders,
sending alerts, vital-signs measurements and medications dispensing.
For reminder and alert, the functionality consists of sending the
reminder or alert messages and receiving the acknowledge from the
application service. For vital-sign and medication, the functionality
consists of receiving the vital-sign or medication intake data, sending
the data to the reporting service and sending back the acknowledge
to the vital-sign measurement or medicine dispenser service. Table 9-
1 shows how effective and efficient the application functionalities are
adapted in the first experiment according to the system logs. For
instance, during the first experiment (which lasted 2 months), with
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8 care-receivers using the DHSP platform, the reminder task was in
total 339 times executed, and 46 out of the 339 times the execution
was not successful; and the duration of a single execution of this task
was between 3419 ms and 10974 ms with an average of 6426 ms and
standard deviation of 664 ms.
Table 9-1 : Effectivity and efficiency of adapting the functionalities of the applications
(UnSucc = Unsuccessful, Rate = Success rate)
Effectiveness Efficiency (millisecond)
#Total #UnSucc #Rate #Min #Max #Average #Sdv
Reminder 339 46 %86.4 3419 10974 6426 664
Alert 171 16 %90.6 180 1379 356 176
Vital-sign 247 21 %91.4 6255 6712 6392 97
Medication 55 12 %78.1 165 11888 922 2217
For effectivity, the unsuccessful numbers of activities are calculated
based on receiving exception errors or based on feedbacks from the
care-givers. There are four reasons for the unsuccessful tasks: (1)
operating system update: the DHSP platform was running on a
Windows 2008 server. The operating system updates itself every day at
3 a.m. by default, (2) application update: during the experiment, one of
the service providers updates its application services without informing
the platform providers, (3) behavioral change of the care-receiver: after
introducing the system, some care-receivers measure their vital-signs
much earlier than expected, for instance at 5 a.m. instead of 8 a.m.,
which is the scheduled time. Then if a care-receiver’s vital-sign values
are too high or low, the application must send the alert immediately
after 5 a.m. However, in the first experiment, the application starts only
half an hour before the scheduled time to check the measured values.
Thus, some alert messages were not sent on time, and (4) duplicated
vital-sign measurement values: due to the Bluetooth network used by
MobiHealth, sometimes a vital-sign value was sent twice to the platform
and the platform forwards the value to the reporting service two times
accordingly.
For efficiency, the system measures the time from sending (or
receiving) data until receiving (or sending) an acknowledge. For
instance, the time of vital-sign task is calculated from receiving a
vital-sign value until sending back an acknowledge to the vital-sign
measurement service. Based on the results from our first interview,
we conclude that care-givers are not satisfied with the effectiveness
of the system. Specially missing alerts are considered unacceptable in
life-threatening situations. Besides, when care-receivers cannot use the
system for several times, they are not interested in technical reasons and
they may loose their trust and interest in using the system. However, the
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efficiency was considered acceptable. The care-givers mention that the
alerts must be delivered immediately after the vital-signs measurements
in case the values are higher or lower than a predefined threshold.
We tried to quantify that and we found out that less than one minute
would be considered as immediately by the care-givers. Looking at
the Table 9-1, we can see that the efficiency of successful tasks are
acceptable for the care-givers.
9.3.2 Tailorability
In the first experiment, care-givers can tailor or create three types
of service plans: VsM, MdM (manual) and SaM. The tailorability
task consists of receiving a new service plan by the DHSP platform,
deploying the service plan to application services and sending back the
acknowledge to the tailoring platform. This is done on the fly without
interrupting running applications. Table 9-2 shows how effective and
efficient is the tailorability of the applications. For instance, during the
first experiment, VsM application was tailored in total 134 times, and
12 out of the 134 times the tailorability task was not successful; and the
duration of a single execution of this tailorability task was between 296
ms and 85068 ms with an average of 5252 ms and standard deviation of
13202. There was only one reason for unsuccessful tailorability tasks:
duplicated primary key: the tailoring platform enables care-givers to
delete an existing service plan by deleting its events from the calendar
service and adding a new service plan and its corresponding events.
The calendar service used the Ids (i.e., identifier) of deleted events for
the new events, while the tailoring platform used these Ids as primary
key and does not delete them permanently to keep the activity logs of
tailoring tasks. Therefore, for some tailorability tasks, the process was
interrupted by duplicated primary key error.
Table 9-2 : Effectivity and efficiency of tailorability tasks (UnSucc = Unsuccessful, Rate =
Success rate)
effectiveness Efficiency (millisecond)
#Total #UnSucc # Rate #Min #Max #Average #Sdv
VsM 134 12 %91 296 85068 5252 13202
MdD 30 5 %83.3 316 27337 3069 6458
SaM 270 15 %94.4 16425 97654 26780 19876
For efficiency, we measure the time from receiving a service plan
until sending back the acknowledge to the tailoring platform. Based
on the results from our first interview, we conclude that care-givers are
satisfied with both effectiveness and efficiency of the tailorability. The
number of unsuccessful tailorability tasks was tolerable by care-givers
since there was no effect on the running applications.
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9.3.3 Evolvability
During the first experiment and also our first interview, we collected the
changes which are requested by care-givers (i.e.,unforeseen changes).
Some of the changes are related to end-user interfaces of application
services for instance, showing less text in the calendar service. Some
other changes should be addressed on the DHSP platform and thus
we investigate how the platform supports the evolvability of the
applications. These changes are listed as follows: (1) If care-receivers
measure their vital-signs earlier than the scheduled time and the
measured values are not in the normal range, the alert must be sent
immediately, (2) The vital-sign values should be sent with the alert
messages to help care-givers to be prepared in advance, (3) For weight
measurement, first we sent an alert when the weight of a care-receiver
was either higher or lower than the last measured weight more than a
threshold. Later on, care-givers want to receive this alert if the weight
of a care-receiver is either higher or lower than a threshold without
comparing with his last measured weight value, and (4) The nurses
can add more than one event per day to the calendar service for each
application.
The programmer modifies the application logic manually to evolve
the applications based on the unforeseen changes. To address the
unforeseen change 1, we add an alert activity at another orchestration
pattern that receives vital-sign values from the MobiHealth. The alert
activity calls the decision service of VsM application to see whether it is
necessary to send alert or not. Since, we have reused the VsM decision
service in another orchestration with the same service interface, the
modification is accomplished quickly by dragging and dropping an alert
activity to the orchestration. To address the unforeseen changes 2, 3
and 4, the modification is required only in the decision service without
changing the orchestrations.
We improved evolvability of the applications because of using the
decision service. However, using the decision service increased time
and data communication to run the applications. In the first experiment,
the decision service has been called 256 times. It takes 278 milliseconds
by average (min=149,max=1700, Std=176 milliseconds) to call the
decision service. This period of time is much less than the time
durations of the system tasks (see Table 9-1) and is not noticeable by
care-receivers and care-givers. The data model of messages between
the orchestration and the decision service consists of 19 variables (8
String, 7 Integer and 4 Boolean variables). In our field test, the size
of data which is exchanged between an instance of orchestration and
the decision service is always less than 5 kilobytes for each interaction.
Therefore, we have seen that using of the decision service improves
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evolvability with low cost in terms of its time and data communication.
9.4 The Second Experiment and its Results
Two months after the first experiment, the improved version of the
system based on the requested changes was validated in the second
experiment. The applications used in the second experiment are: VsM
(BP, WT), MD (using manual and automatic dispenser) and SaM. In
the second experiment, we empowered the system with an extra power
supply, disabled automatic operating system update and asked all the
service providers not to modify their application services during the
experiment. We first evaluate the adaptivity and tailorability of the
system to see if the system is improved. After execution of the second
experiment, we interviewed the care-givers to measure their perceived
effectiveness and efficiency. Moreover, we asked the care-givers
to give us their opinions about the whole system through open-end
(descriptive) questions. Even though the focus of this work is the DHSP
platform and its implemented prototype, some of the results reported in
this section are in general about the whole system.
9.4.1 Adaptivity
Based on the result, the effectiveness was improved since we had only
four unsuccessful vital-sign tasks. The reason was that the reporting
service took longer than the first experiment. Therefore, the DHSP
platform sent an acknowledge to the vital-sign measurement service
with a delay and it caused an error on care-receivers’ PDAs. Although
the vital-sign values are received and shown correctly, we consider
them as unsuccessful task since showing this error on the PDA was
inconvenient for care-receivers. The achieved efficiency of the second
experiment is almost the same as the one in the first experiment.
Based on our second interview, the care-givers are satisfied with both
effectiveness and efficiency of the system tasks’ adaptivity.
9.4.2 Tailorability
We have achieved 100% effectiveness regarding VsM and MdM
tailorability. However, we had several failure for SaM tailorability
because care-givers create more than 5000 social events per each
service plan deployment. Thus, the deployment took more than 3
minutes and they stopped using the application since they thought it
was broken. Based on our second interview, care-givers are satisfied
with the effectiveness and efficiency of the VsM and MdM tailorability,
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but not with the SaM tailorability.
9.4.3 General feedback
We experienced that not all the care-givers could distinguish the
different parts of the system. Therefore, our second interview contains
20 task-independent questions to ask care-givers’ opinions regarding
the whole system as an integrated application. These are the lessons
learned:
– Care-givers believe that the proposed homecare system can work
in practice particularly after the second experiment. Note that the
system is not used occasionally, but in daily use with more than
400,000 transactions among the services. However, the end-user
interfaces for care-receivers must be improved (e.g., showing less
text and bigger icons).
– The system would be more useful for private apartments outside of
the care-center because it can save lots of traveling time for care-
givers. Inside the care-center, it is sometimes faster to reach the
care-receiver instead of using the system.
– In close future, care-receivers with less health problems will
be advised by the government to stay at home in order to
reduce healthcare costs and thus, the system would be even more
promising.
– The system reduces physical contact that can decrease care quality.
In this case, a voice or video communication can be helpful.
– Although adding vital-signs values to alert messages was useful, it
is not sufficient to decide what they should do before visiting care-
receivers. So, a video communication can help care-givers to judge.
– It is highly desirable that care-receivers measure their vital-signs
without waiting for a care-giver particularly when they want to
leave their apartments. However, care-receivers would be obliged
to get back home, if they were outside their apartments at the
scheduled time. Therefore, it is useful if they can carry the
measurement devices with themselves.
– The field test can be improved if it takes longer than 4 months with
better target group of care-receivers (e.g., 70-80 years old).
– An automatic dispenser is more successful than the manual one
because first, it has an embedded reminder beep and pressing a
button on the dispenser device is easier than pressing a message box
on Tablet PC, and second, it cuts the bag that contains the medicine.
i
i
i
i
i
i
i
i
166 CHAPTER 9 VALIDATION
9.5 Conclusion
In this work, we discussed a field test of our dynamic homecare service
provisioning (DHSP) platform. We investigated whether the following
goals can be supported by the platform: (a) To adapt a homecare
application successfully within a certain time expected by an end-user,
(b) To deploy a (re)tailored homecare application successfully within
a certain time expected by a care-giver, and (c) To deploy an evolved
homecare application successfully within a certain time expected by a
programmer. At least one of the above goals should be achieved in order
to justify using the proposed DHSP platform. With respect to the these
goals, we investigated the usability, i.e., efficiency, effectiveness and
satisfaction (perceived efficiency and effectiveness) of the homecare
applications running on the platform.
We believe that dynamic homecare applications provisioning must
be efficient for the platform, care-giver, and programmer, i.e., the
required time for adapting, (re)tailoring and evolving the applications
with respect to the contextual changes must be as less as possible. Our
interviews indicated that a desirable property of the DHSP platform is
to decrease the work load of the care-givers, thus saving costs for the
care centers and care-provider organizations. In addition, saving cost
on manpower (needed for manual tasks) should not be annihilated by
extra costs for system resources and application programmers. This
cost saving for addressing new contextual changes is very important in
the homecare domain since its environment is often subject to several
types of changes. Our field test shows that the efficiency of adaptivity
is acceptable for the care-giver although the response time is higher
than that of a stand-alone application due to distributed application
services. The efficiency of tailorability is also acceptable for the care-
givers except for the SaM application due to the large numbers deployed
events in each tailoring task. Separating the decision making rules from
the orchestrations improves the evolvability of the applications since
almost all the changes have been handled within the decision rules
without redeploying the orchestration patterns.
Regarding the effectiveness, the first experiment was not successful
due to several system failures. These failures caused several safety and
availability risks using our proposed platform. However, it motivated
us to develop a risks identification method which we applied after the
first experiment to prevent similar risks in the second experiment. As
a result, the effectiveness of the homecare applications in the second
experiment is acceptable for the care-givers.
The care-givers believe that having a DHSP platform enables
them to use alternative application services (e.g., manual or automatic
i
i
i
i
i
i
i
i
CONCLUSION 167
medicine dispenser) for a specific homecare application (e.g., MdM
application) without affecting how the care-givers tailor and how the
care-receivers use that homecare application. This would be useful to
decrease the required time from both care-givers and care-receivers to
learn how to use a new homecare application. Moreover, using the
DHSP platform enables the care-giver to create applications with more
realistic and useful functionalities. For instance, in our field test, the
care-givers created a new application to ask a care-receiver to take a
medication if his blood pressure is in a specific range, which can be done
by integrating a medicine dispenser and blood pressure measurement
devices.
Our conclusion from the field test is that the DHSP platform is
usable (by care-givers and care-receivers) at least in our field test.
However, the number of homecare applications and end-users involved
in our field test is limited. To be able to provide statistical analysis,
we plan to provision more homecare applications with more care-
givers and care-receivers as our future work. In addition, our field
test shows that both care-givers and care-receiver are interested to see
more often measured vital-sign values. But it is important (1) how
to show this data to the end-users (e.g., using graphical interface or
statistical analysis) and (2) to export the data automatically to other
healthcare applications (e.g., hospital patient record). As such, using
application services with data processing user-interfaces and integrating
the vital-sign measurement and medication intake data with other
existing healthcare information systems are considered in our future
plan.
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Chapter 10
Conclusions and Future Work
Whenever there is any doubt, there is no doubt.
— Ronin (1998)
This thesis proposed an architectural support for dynamic service
provisioning in the homecare domain by introducing a Dynamic
Homecare Service Provisioning (DHSP) platform. The platform
supports three types of dynamicity:
– Adaptivity: is used when a given requirement of a care-receiver
needs to be satisfied, and there are several predefined responses
to satisfy the requirements which depend on the care-receiver’s
context. Then system adapts the response to the situation.
– Tailorability: is used when the care-receiver has a new
requirement, and the response to this requirement has already been
implemented, or can be automatically generated based on high-level
instructions from a care-giver.
– Evolvability: is used when the care-receiver has a new requirement
which is not foreseen at design time and thus no suitable response
has been implemented. Therefore, at a later phase in the lifecycle,
a programmer of a application must modify the application logic to
deal with the new requirement.
The aim of our research was to provide the infrastructure for all
three forms of dynamicity in a composite service-oriented application
in the homecare domain. In addition, the platform integrates different
IT-based services for the provisioning of homecare applications.
In the requirements elicitation phase of our approach, we
interviewed professional care-givers in a care institute in the
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Netherlands and also did a literature study of existing homecare
systems. Moreover, we interviewed three homecare application
providers to bring their requirements into account during the design our
DHSP platform. Based on the identified requirements, we concluded
that a hybrid service composition using a combination of process and
rules is a promising approach for dynamic service provisioning in the
homecare domain.
A prototype implementation of the proposed DHSP platform has
been developed and evaluated in a near real-life setting. In this chapter,
we discuss what we learned with respect to our research questions and
objective, and then propose some challenges as potential future research
topics.
This chapter is organized as follows: Section 10.1 summarizes the
contributions of this thesis by answering the research questions and
discusses to what extent, we have reached our research objectives.
Section 10.2 discusses possible extensions to this work and identifies
possible future research.
10.1 Contributions
The proposed DHSP platform in this thesis has the following usability
goals:
– To adapt a homecare application successfully within a certain time
expected by an end-user.
– To deploy a (re)tailored homecare application successfully within a
certain time expected by a care-giver.
– To deploy an evolved homecare application successfully within a
certain time expected by a programmer.
In the literature, usability is defined as the software quality attribute
which comprises the efficiency, effectiveness and satisfaction aspects.
We have performed a near real-life setting field test to evaluate the
usability of the DHSP platform.
In Section 1.5, we presented the three top-level research questions
and their corresponding sub-questions to be addressed in this thesis. In
this section, we explain our contribution by reflecting on the results and
describe how we addressed the research questions.
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– RQ1: Why do we need a DHSP platform?
To answer this question, we needed to answer several sub-questions
as follows:
1. RQ1-1: What is a homecare service provisioning platform?
In Chapter 2, we defined a homecare service provisioning
platform as part of a homecare system and its stakeholders
such as care-givers and care-receivers. We explained how a
homecare application is created by a care-giver and deployed to
the provisioning platform through a tailoring platform. We also
explained how the provisioning platform employs third-party and
internal (application) services to execute a deployed service plan.
2. RQ1-2: What are the requirements on this platform?
In Chapter 4, we identified functional and non-functional
requirements that a homecare service provisioning platform should
provide. The requirements were identified by interviewing of
the stakeholders (mainly functional requirements) and literature
study of existing homecare systems (mainly non-functional
requirements).
3. RQ1-3: What is dynamicity?
In Chapter 2 (Section 2.1), inspired by the identified requirements,
we defined the three types of dynamicity which must be addressed
in a dynamic service provisioning appraoch. As such, we explained
different types of contextual changes (e.g., observable vs. non-
observable) and which entities (an application itself, an end-user
or a programmer) are responsible to monitor and then to address
the changes.
We also defined a dynamic service provisioning platform that
supports applications for adaptivity, end-users for the tailorability
of the applications, and programmers for the evolvability of the
applications.
4. RQ1-4: What is a homecare system?
In Chapter 2 (Section 2.4), we specialized the dynamic service
provisioning platform in the homecare domain as a DHSP platform
to address the dynamicity of the homecare domain.
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In Chapter 3 (Section 3.1), we studied the exiting home solutions
to investigate to what extent the dynamicity challenges have been
addressed. To study the homecare solutions, we used our service
provisioning framework (introduced in Section 2.5) to explain different
challenges and functionalities of a homecare service provisioning
platform.
Based on the identified requirements and existing homecare
solutions, we concluded that there was a need for a DHSP platform, i.e.,
a homecare service provisioning platform that supports the dynamicity
in the homecare domain. Therefore, we emphasized the dynamicity
challenges and the design of a DHSP platform in our research explained
in Section 3.1.2.
– RQ2: How to design a DHSP platform?
We aimed to design a DHSP platform to improve the current
homecare service provisioning situation with respect to the
dynamicity challenges and the identified requirements. To design
a DHSP platform, we needed to answer several sub-questions as
follows:
1. RQ2-1: What are the existing dynamic provisioning
approaches?
In Chapter 3 (Section 3.2), we positioned our DHSP platform
and its concepts with respect to related existing terminology
and provides an overall view of existing dynamic service
provisioning approaches. Then we studied the exiting hybrid
service composition (processes and rules) approaches. With
respect to the identified requirements, we concluded that a hybrid
service composition using a combination of process and rules is
a promising approach for dynamic service provisioning in the
homecare domain.
2. RQ2-2: What are the components of a DHSP platform?
In Chapter 5, we introduced our dynamic homecare service
provisioning (DHSP) platform based on a hybrid service
provisioning approach. We explained the SBBs, the types of
decision rules, and how a service plan is defined and executed
based on the SBBs and decision rules. We also introduced three
infrastructure services to execute the deployed service plans.
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3. RQ2-3: How do these components interact with each other?
In Chapter 6, we zoomed into the three infrastructure services:
process engine, rule engine and context manager, and explain
how they interact with each other in more details. We separate
decision-making rules (decision rules) from application process
logic and then expose these rules as a decision service, which
can be employed by the orchestration service to make adaptation
decisions with respect to runtime contextual changes. As such,
we introduced the decision service template including its service
interfaces, their input and output messages, and their message
exchange patterns to define the behaviour of the decision service.
4. RQ2-4: How to identify the risks of using a DHSP platform?
The homecare applications are composed of application services
provided by different, economically independent service providers.
In the first experiment of our field test, we found that although the
application services as actually delivered by the service providers
meet their requirements, there is still a mismatch across service
providers due to unstated assumptions. In Chapter 7, we introduced
an Assumption-based Risk identification Method (ARM). The
method identifies potential risks of using the DHSP platform due
to mismatched unstated assumptions made by different service
providers, and this mismatch causes an incorrect composite
application to be delivered to end-users. The ARM method helped
us to identify several risks before using the DHSP platform in the
second experiment of our field test.
By answering all these four sub-questions, we had a complete
design of our DHSP platform and then we explained its prototype
implementation as a proof of concept in Chapter 8.
– RQ1: What is the contribution of our DHSP platform?
The prototype of our DHSP platform was validated in a near real-
life setting field test. In Chapter 9, we reported on two experiments
which are performed in the field test and presented their results.
During the field test, the DHSP platform was used in daily use
with more than 400,000 transactions among the infrastructure and
application services. The goal of the field test was to study the
usability of the DHSP platform in terms of (a) effectiveness, (b)
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efficiency, and (c) satisfaction both subjectively and objectively.
We investigated the contribution of our proposed DHSP platform
by observing how the homecare service provisioning situation is
affected with respect to the three types of dynamicity as follows:
1. RQ3-1: How to validate the adaptivity of the applications?
We observed that the adaptivity of the homecare applications met
the end-users’ (care-receiver and care-giver) expectations, at least
in the second experiment of our field test.
2. RQ3-2: How to validate the tailorability of the applications?
Except the social activity monitoring (SaM) application, we
observed that the tailorability of the homecare applications met
the care-givers’ expectations, at least in the second experiment of
our field test. For the SaM application, the tailorability was not
acceptable by the care-givers due to huge number of events must
be deployed per service plan and thus the long deployment time.
The care-givers were satisfied with the fact that they only need to
use the same tailoring application for all the homecare applications.
3. RQ3-3: How to validate the evolvability of the applications?
We observed that the evolvability of the homecare applications
met the programmers’ expectations. This was possible mainly
because of using the decision service. Most of the unforeseen
changes (requested by the care-givers) were addressed within the
decision rules without the need of changing and re-deploying the
orchestration patterns.
10.2 Future Research
In this thesis, we have answered several research questions. While
answering these questions, we lead to more research questions which
should also be answered. Each of these new research questions could
be a new research topic. In the following, we discuss five topics
for future research that could improve the dynamic homecare service
provisioning:
– Other Field Tests
We only evaluated the proposed DHSP platform in a care center
in the Netherlands in which care-receivers live in their care homes.
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Evaluation of the platform in other situations may have different
results. For example, the DHSP platform should be tested in a
situation where care-receivers live at their own homes and receive
support from care- givers remotely or from family members. Care-
receivers who live at home, might appreciate IT-based services and
are more motivated in using them as opposed to care-receivers live
in a nursing home. On the other hand, the usability of the homecare
applications might be different (e.g., less efficiency because of more
communication time) .
Moreover, the platform should be evaluated using other homecare
application scenarios and theirs required SBBs and application
services. For example, our field test shows that both care-givers and
care-receiver are interested to see more often measured vital-sign
values. However, it is important (1) how to show this data to the
end-users (e.g., using graphical interface or statistical analysis) and
(2) to export the data automatically to other healthcare applications
(e.g., hospital patient records). As such, using application services
with data processing user-interfaces and integrating the vital-
sign measurement and medication intake data with other existing
healthcare information systems could motivate the care centers to
use the DHSP platform.
– Other Types of Context
In our field test, we only used three types of context information
namely: time, location and vital-sign values. We have also designed
the DHSP platform and its decision rules only based on these
three types of context information. We could consider other types
of context information such as people nearby and care-receivers’
current activity. Adding these types of context information could
affect the decision rules and orchestration patterns. Currently we
used a key-value ontology model to define the contextual events
and IF-THEN-ELSE decision rules to adapt the application with
respect to the contextual changes. However, this might not be
efficient when we have several context types and thus we may need
to use other context model and inference approaches such as Object
Oriented Models [136].
– Automatic Service Plan Creation
In our current design, a service plan supports a set of possible
variations. A care-giver, as a domain expert, can select one
of these variations by setting the values of the configuration
parameters through a tailoring platform to address the contextual
changes. If the implemented variations would not be sufficient, an
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application programmer must manually create new variations. The
DHSP platform can also support the care-givers to generate a new
variation by providing a high-level non-technical domain-specific
programming language. Then the care-giver can define the new
situation (e.g., in natural language) and then the DHSP platform
generates the service plan automatically.
– Modularity of the Data Model and its Decision Rules
In our application scenarios, the data model instances were less
than 1 KB and therefore the whole data model is exchanged in each
transaction. However, if there are many variables, the data model
can be divided into a set of modules in order to reduce the amount
of exchanged data between the infrastructure services. Therefore,
based on the executed decision rules, the orchestration service only
needs to update part of a data model instance which is changed.
The modules of a data model are defined by its related decision
rules. For instance, in the VsM application, all the reminder-related
decision rules only could change the reminder-related values of the
data model instance such as the message subject, text and modality
of the reminder message.
– Orchestration Patterns Adaptation
In our current design, there are several predefined orchestration
patterns and one of them can be selected based on the output of the
decision rules at runtime. Thus the decision rules (and the decision
service) can not manipulate the orchestrations patterns. However,
our proposed approach can be extended by using worklets as a
set of self-contained sub-processes [3, 4]. To do so, the output
of decision rules should be defined based on worklets which can
be added to an orchestration. For example, instead of having two
orchestration patterns with and without an MdM call activity, we
can have one orchestration pattern and one MdM call activity as
a worklet. Then the decision rules determine which worklet and
where within the orchestration pattern should be executed. With
respect to exiting industrial process engines, supporting adding and
removing worklets is considered as a challenge.
– On-demand Service Provisioning
We have observed during the field test that using service on demand,
in which the care center can pay for the software and hardware
infrastructure based on the number of its care-receivers, is highly
desirable in the homecare domain. Cloud-computing and its pay-
per-use basis capability could help the care centers to pay for
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their homecare provisioning infrastructure based on the number of
care-receivers. Specially using the decisions service enables the
care centers to run computation-intensive decision-making rules on
a cloud computing infrastructure. Furthermore, the care centers
only have to dedicate cheap application services (and devices)
with limited computational power to their care homes. However,
several issues such as the trade-off between communication and
computation cost should be investigated in order to justify on-
demand service provisioning in the homecare domain.
i
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Usability Survey of the UCare system (final questionnaires from the care-givers) 
Please provide your opinions on the system by answering the questions below. You can also 
comment on each question if you think the question is not applicable or complete enough. 
1. Which things you can do with the system that you could not do before?  
• Answer: 
• Comment on the answer (optional): 
2. Which things you cannot do with the system that you could do before?  
• Answer: 
• Comment on the answer (optional): 
3. Using the system you can schedule, personalize and measure four care tasks namely: blood 
pressure, weight, oxygen saturation and medication intake. Can you see any other tasks which could 
be performed using the system which is not supported now?  
• Answer: 
• Comment on the answer (optional): 
4. Have you ever get upset (frustrated, angry)  using the system? If yes, please describe the 
situation. 
• Answer: 
• Comment on the answer (optional): 
5. Have you ever been pleasantly surprised  when you were using the system? A situation that 
you didn’t expect. If yes, please describe the situation. 
• Answer: 
• Comment on the answer (optional): 
6. Does using the system save your time? In which task(s) and in which way?  
• Answer: 
• Comment on the answer (optional): 
7. Does using the system cause some tasks to take  more time than before? In which task and in 
which way?  
• Answer: 
• Comment on the answer (optional): 
8. Does using the system make  things easier? In which task(s) and in which way?  
Figure A-1 Usability questionnaire for the second series of experiments, page 1
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• Answer: 
• Comment on the answer (optional): 
9. Does using the system make things difficult? In which task(s) and in which way?  
• Answer: 
• Comment on the answer (optional): 
10. Does using the system increase the quality of care? In which way?  
• Answer: 
• Comment on the answer (optional): 
11. Does using the system decrease the quality of care? In which way?  
• Answer: 
• Comment on the answer (optional): 
12. Does using the system increase the quality of life of elderly? In which way?  
• Answer: 
• Comment on the answer (optional): 
13. Does using the system decrease the quality of life of elderly? In which way?  
• Answer: 
• Comment on the answer (optional): 
14. In which situations do you think the IT-based homecare system could be used successfully in 
practice? Please give examples.  
• Answer: 
• Comment on the answer (optional): 
15. In which situations do you think a system like this should not be used? Please give examples 
• Answer: 
• Comment on the answer (optional): 
16. Does the system remind the care-receivers on time to measure their vital signs or to take 
their medications?  
• Answer: 
• Comment on the answer (optional): 
Figure A-2 Usability questionnaire for the second series of experiments, page 2
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17. After measuring the vital signs, does the system show the measured values on the Tablet PC 
in a reasonable time? 
• Answer: 
• Comment on the answer (optional): 
18. Does the system stop sending reminders after the care-receiver has measured his/her vital 
signs? 
• Answer: 
• Comment on the answer (optional): 
19. Does the system send an alert on time when the measured vital signs are too high/low? 
• Answer: 
• Comment on the answer (optional): 
20. You use and configure different devices and applications (e.g., medicine dispenser, blood 
pressure measurement device) from different service providers. Did you notice that they are 
provided by different companies? 
• Answer: 
• Comment on the answer (optional): 
21. In case your answer to question 5 is “yes”, how did you notice? 
• Answer: 
• Comment on the answer (optional): 
22. The system uses both manual medication intake and automatic medication dispenser. Does 
the switching between different medication approaches change the rest of medication 
monitoring application? (e.g., reminder) 
• Answer: 
• Comment on the answer (optional): 
23. Did you find it useful that you can choose between manual medication intake and automatic 
medication dispenser?  
• Answer: 
• Comment on the answer (optional): 
24. When you tailor the application (e.g., changing number of reminder),  does the system 
immediately update its behavior?  
• Answer: 
• Comment on the answer (optional): 
Figure A-3 Usability questionnaire for the second series of experiments, page 3
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Samenvatting
Het gebruik van IT in hulpverlening aan thuiswonende ouderen
(zorgontvangers) is aangedragen als een veelbelovende aanpak voor
het probleem van vergrijzing. Met de opkomst van dienstver-
leners voor thuiszorgtoepassingen kan een thuiszorgsysteem wor-
den gezien als een verzameling gekoppelde diensten. De kosten van ap-
plicatieontwikkeling kunnen worden verlaagd door thuiszorgtoepassin-
gen te configureren en samen te stellen uit bestaande thuiszorgdiensten.
Dit concept wordt extra aantrekkelijk als dienstverlening dynamisch is,
wat betekent dat toepassingen hun gedrag kunnen aanpassen aan veran-
deringen in hun omgeving met geen of weinig mankracht.
Dit proefschrift beschrijft een Dynamisch Thuiszorg Dienstverlen-
ingsplatorm (DTD platform) dat contextuele veranderingen in thuiszorg
op een effectieve en efficiÃ«nte wijze kan adresseren. Met dynamische
dienstverlening kan de configuratie van een samengestelde applicatie
worden aangepast. Dat kan automatisch gebeuren terwijl de applicatie
actief is (adaptieve dienstsamenstelling), door eindgebruikers zoals ver-
pleegkundigen (wij noemen dit aanpasbare compositie van diensten) of
door een programmeur (wij noemen dit ontwikkelbare compositie van
diensten). Het voorgestelde DTD platform maakt adaptieve, aanpasbare
en ontwikkelbare dienstverlening mogelijk op het gebied van thuiszorg.
Om dit te faciliteren wordt een hybride aanpak van compositie van
diensten voorgesteld, waarin de kern van de toepassing, die tamelijk
stabiel is, wordt beschreven in termen van processen, terwijl regels
worden gebruikt om de voorwaarden en beperkingen vast te leggen
om het gedrag van de toepassing aan te passen. De regels worden
dan ontsloten als een beslissingsdienst die door het proces kan worden
gebruikt om adaptieve besluiten te nemen over de omstandigheden
tijdens uitvoering.
Om de bruikbaarheid van dit concept aan te tonen hebben we een
software prototype van ons platform ontwikkeld. Dit prototype is
vervolgens gebruikt in een praktijktest waarin we twee experimenten
hebben uitgevoerd in een Nederlandse instelling voor thuiszorg om
de aanpak te valideren. Deze validatie omvat zowel objectieve als
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subjectieve metingen. Het kunnen combineren van objectieve en
subjectieve metingen is nuttig om te weten te komen welk niveau van
effectiviteit en efficiëntie acceptabel is in thuiszorg. We hebben ook
getracht verklaringen te vinden voor de uitkomst van de metingen,
waardoor we konden begrijpen welke delen van onze aanpak verbeterd
moeten worden.
Tijdens de praktijktest is het DTD platform gedurende vier maanden
dagelijks gebruikt met in totaal meer dan 400.000 transacties in de
infrastructuur en toepassingsdiensten. Het doel van de test was om de
bruikbaarheid van het DTD platform te bestuderen om zo contextuele
veranderingen in thuiszorg te adresseren in termen van (a) effectiviteit,
(b) efficiëntie, en (c) tevredenheid, zowel subjectief als objectief.
Tijdens ons eerste experiment ontdekten
we dat, hoewel de toepassingsdiensten die feitelijk geleverd werden
door de dienstverleners voldeden aan de eisen van de eindgebruikers,
de architecturen van de dienstverleners niet op elkaar aansloten
vanwege onuitgesproken aannames. Daarom hebben we een Aanname-
gebaseerde Risicoinventarisatiemethode (ARM) geïntroduceerd. De
ARM methode heeft ons geholpen om diverse risico’s te identificeren
voordat het DTD platform gebruikt werd in ons tweede experiment.
In de praktijktest observeerden we dat de adaptiviteit van
de thuiszorgapplicaties overeenkwam met de verwachtingen van
de eindgebruikers (zorgontvangers en verpleegkundigen), tenminste
tijdens het tweede experiment. De aanpasbaarheid van de
thuiszorgapplicaties kwam ook overeen met de verwachtingen van
het verpleegkundigen, met uitzondering van een specifiek type
thuiszorgapplicatie. We zagen ook dat de ontwikkelbaarheid van
thuiszorgapplicaties overeen kwam met de verwachtingen van de
programmeurs. Dit werd voornamelijk mogelijk gemaakt door het
gebruik van de beslissingsdienst. Onze praktijktest toonde aan dat het
gebruik van de beslissingsdienst de ontwikkelbaarheid verbeter terwijl
de kosten in termen van tijd en datacommunicatie tamelijk klein zijn.
Onze conclusie uit de praktijktest is dat het DTD platform
bruikbaar is. We hebben echter het voorgestelde DTD platform slechts
geëvalueerd in èèn zorginstelling in Nederland waarin zorgontvangers
in hun zorgappartement wonen. Evaluatie van het platform in andere
situaties (bijvoorbeeld in de situatie waarin zorgontvangers in hun
eigen huis wonen en op afstand zorg ontvangen) kan andere resultaten
geven. Bovendien moet het platform worden geëvalueerd met andere
thuiszorgtoepassingen en hun vereiste toepassingsdiensten.
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Glossary
adaptive application is an application that monitors foreseen
observable changes and reacts to them based on predefined
application logic. 25
application service is a concrete service that provides a set of
functionalities which can be accessed by standard communication
protocols such as SOAP. 22
care home is either a private home located outside of a care center
or a unit located inside a care center. 29
care-giver Expert and volunteer who provides care and social
services to elderly. 29
care-receiver Elderly who lives in a care home and receives care
services from their care-givers. 29
composite application is an application which is composed of
application services provided by possibly different, economically
independent service providers. 22
data model is a data schema that defines the structure of the
configuration parameters which are used by the decision rules.
88, 102
decision rule is a application-logic decision making rule that
determines how to select, configure, or compse the application
services with respect to runtime contextual situation. 80
domain expert is a person who has the domain knowledge and
can define the behaviour of the application by assigning values to
the configuration parameters of the service plan. 27
Dynamic Homecare Service Provisioning (DHSP) platform
is a dynamic service provisioning platform to address the dynam-
icity requirements of the homecare domain including the required
SBBs for homecare applications. 29
dynamic service provisioning is a type of service provisioning
in which composite applications can update their behaviours
with respect to the contextual changes without or with minimum
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manpower. 22
dynamic service provisioning platform
is an adaptive, tailorable and evolvable application service
provisioning platform. The platform should support applications
for adaptivity, end-users for the tailorability of the applications
and programmers for the evolvability of the applications. 26
end-user is a person who use the composite applications running on
top of the platform.. 26
evolvable application is an application that facilitates the manual
update of application logic (i.e., reducing required manpower and
system resources) to address unforeseen changes. 25
foreseen changes is a contextual change which is known by
application programmer at design time, a.k.a. , a prior and she or
he can define a response of application to that contextual changes
by defining the application logic. 23
homecare system A system includes platforms, services, devices,
data and networks that are required to support independent living
of elderly. 29
infrastructure service is an application-scenario independent
service which is used to either select, configure or compose the
application services. 26
observable changes is a contextual change which can be
monitored through physical sensors (i.e., non-symbolic interface).
23
orchestration pattern is part of a service plan and determines
how the SBBs of a service plan and consequently, the selected
application services are composed. A service plan can have
several orchestration patterns. 80
programmer is a person with IT-knowledge who can do arbitrary
IT-specific tasks to define or modify the application logic. 27
relevant contextual change is a contextual change, if it occurs,
makes the current behaviour of a composite application undesired
for the end-users of that application. 22
SBB defines a set of functionalities in the abstract level that can be
implemented by alternative application services. 26, 28
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service plan consists of one or more service building blocks and
describes the configuration and composition of instances of these
service building blocks with respect to run-time circumstances.
26
tailorable application is an application that can not observe and
thus not monitor changes (this is done by the end-user), but can
adapt its behaviour based on reconfiguration by the end-user. 25
tailoring platform is a platform that takes care of the service plan
creation and tailoring, and eventually deploys the service plan to
the provisioning platform for the execution. 26
