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difference approximations 
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ABSTRACT 
A feasible method is presented for the numerical solution of a large class of  linear partial differ- 
ential equations which may have source terms and boundary conditions which are time-varying. 
The Laplace transform is used to eliminate the time-dependency and to produce a subsidiary 
equation which is then solved in complex arithmetic by finite difference methods. An effective 
numerical Laplace transform inversion algorithm gives the final solution at each spatial mesh 
point for any specified set of  values of  t. The single-step roperty of  the method obviates the 
need to evaluate the solution at a large number of  unwanted intermediate ime points. 
The method has been successfully applied to a variety of  test problems and, with two alternative 
numerical Laplace transform inversion algorithms, has been found to give results of good to ex- 
cellent accuracy. It is as accurate as other established finite difference methods using the same 
spatial grid. The algorithm is easily programmed and the same program handles equations of  
parabolic and hyperbolic type. 
1. INTRODUCTION 
The use of Laplace transform ethods i well-estab- 
lished for the analytic solution of low-order linear 
partial differential equations for simple domains and 
involving only one or two spatial variables and time. 
However the inversion of the resulting expressions for 
the transform of the solution can become quite com- 
plicated, frequently involving consideration f branch 
points and infinite sequences ofpoles. In such cases 
the numerical inversion of the Laplace transform ay 
have decided advantages. 
Bellman and his collaborators [1,2] were amongst the 
first to propose amethod for solving time-dependent 
linear problems by using the Laplace transform to 
remove the time-dependency and the use of numerical 
methods to solve the subsidiary equation. 
Consider the nth order linear PDE represented by
L 1 [u(x, t)] = f (x, t) (1) 
(where L 1 belongs to a certain class of linear operators) 
defined over the finite domain C ¢ R m, for t > 0, and 
subject o suitable time-dependent boundary conditions. 
Taking the Laplace transform with respect to t con- 
verts equation (1) into the subsidiary equation. 
L 2 [U (x, s)] = F (x, s) + G (x, s) (2) 
to be solved for the complex function U (x, s) subject 
to the transformed boundary conditions. In equation 
(2) x is an m-vector, s is the Laplace transform variable, 
F is the Laplace transform of f and G contains all the 
relevant initial condition information. For any specified 
value of s, (2) is solved numerically over the region C 
by any appropriate finite difference or finite element 
method giving values for the complex function U (x, s) 
over a discrete spatial grid. The inverse transform re- 
quires the value of U (x, s) for several specified values 
of the complex variable s. Hence the value of the ap- 
proach depends upon an efficient numerical inversion 
routine which requires only a small number of s values 
in order to achieve aresult of acceptable accuracy. 
Many numerical inversion algorithms have been de- 
scribed [3-7]. The effectiveness of two efficient algo- 
rithms, the Gaussian quadrature t chnique [3-6] and a 
method ue to Talbot [7], is demonstrated in this paper 
on a variety of test problems. 
It is shown to be an accurate and computationaUy ef-
ficient approach to the solution of a large class of time- 
dependent problems. It gives the solution directly at 
any desired time point and eliminates the need for 
step-by-step integration along the time axis. 
2.1. Transformation f the partial differential equation 
To simplify the description we limit ourselves to the 
treatment oflinear PDE's in just two independent 
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spatial variables x, y and time t, with coefficients in- 
dependent oftime, defined for t > 0 over the Finite 
region C c R 2. The nth order equation may then be 
written 
aP+q+r u 
L l[u] -= Z Apqr(X, y7 
p +q + r ,~ n ax p ayqat r 
= f (x ,  y ,  t) (37 
where the functions Apq r and f are assumed to be con- 
tinuous. Assume also that sufficient initial and bound- 
ary conditions are given to ensure aunique solution 
u (x, y, t 7 to the problem. The boundary conditions 
are allowed to be time-dependent. The Laplace trans- 
form with respect to t of the general term gives 
£ [Apqr(X, y) ~p+q+ru ] 
8xPayqst r 
aP+q 
= Apqr(X,y ) axPayq 
_ s r -2  0u  -~-  (x ,y ,0 ) . . .  
srU(x, y, s) - sr-lu (x,y, 0) 
ar-1 1 
~tr_l u (x'y'07 
V ap+q 
= Apqr(X,y) | s  r 
~xPayq L- 
- -  U(x,y ,  s) 
-s  r-1 8P+q u (x, y, 0) 
axPay q
-s r -2~[ax  pap+qay q u(x,y, 0)...] 
ar-1 [ -~P+-q 11 
at r-1 [i~xPay q u(x,y,O)jj. 
(4) 
We have assumed here that we can interchange the 
operations of ~P + q/axPay q and integration with 
respect to t. The Laplace transform of the nth order 
equation may be written 
and Talbot's method. Both methods are based on the 
numerical evaluation of the Bromwich integral 
(t) (21ri) -1 ~+ i°° e st v = V (s) ds. 
C --i °° 
Salzer's method is in fact Gaussian quadrature ofthe 
Bromwich integral and gives the following approxima- 
tion to v(t) 
N 
v(t) "~¢(t) = t/~-1 ~; Kj (zj/t)/~V(zj/t) 
j=l 
where zj and Kj are the abscissae and weights of the 
Gaussian quadrature formula of order N. The values 
of Kj and zj are tabulated for various values of # by 
Salzer [3] (# = 1), Krylov and Skoblya [4] and Vlach 
[5]. A computer program for the computation of I~ 
and zj is given by Piessens [6]. For N even, N'= N/2, 
the constants zj and Kj occur in complex conjugate 
pairs so we can save computational effort by using 
N" 
v(t) ~( t )= 2t/~-I j= l  P'e[Kj (zJ/t)/~ V (zJ/t)] (6) 
Talbot's method [7] uses trapezoidal integration after 
a very ingenious deformation of the integration path of 
the Bromwich integral in the complex plane. He ob- 
tains the following approximation 
v(t) ~- fi(t 7 =N k-- e °t N~I eak~'[,vG _//kHk ) OkU~" k=0 ~ k cos 
- (vH k + 3kG k) sin0kU~'] (7) 
where O k = -N--'kn ak = Ok cot O k, ~k = ak(ak- 1)/O k, 
~=Xt, Gk+ iHk=V(Xsk+ o) and sk=ak+iVO k. 
The X, o and v are suitably chosen constants. The 
accuracy of Talbot's method epends strongly on the 
value of these constants. 
2.3. Use of the numerical inversion algorithm 
We assume that, for a ftxed value of the complex par- 
2; s r Apqr(X, y) ~p + q L2[U(x'Y' s)] = p+q g n- r  axPayq 
+ G (x, y, s) = F (x, y, x) + G (x, y, s) (5) 
where F is the Laplace transform of f and G contains 
all the initial condition information embodied in the 
appropriate rms of (47. This (n - r)th order equation 
in only x and y has to be solved numerically for 
U(x, y, s 7 over the domain C subject o the transformed 
boundary conditions. 
2.2. Numerical inversion of the Laplace transform 
We use and compare two methods for the numerical 
inversion of the Laplace transform : Salzer's method 
x---ameter s, (5) with its transformed boundary conditions 
U(x, Y, S~nay be solved by a numerical Finite difference algorithm 
in complex arithmetic to give the complex function 
U(x, y, s). 
Using Salzer's method, the approximate solution ~(t) 
is obtained immediately from the N" values of V(zj/t). 
If V(zj/t) is now identified with U(x,y, zj It), which 
is the solution of (57 with s = zj/t, we see that the prob- 
bhm has been reduced to one in which an equation of 
order (n-r) has to be solved N" times for each value 
oft. 
Talbot's method may be used in two ways. For each 
value of t we may choose an optimal set of constants 
N, X, u, o to achieve the greatest possible accuracy. 
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This entails olving (5) N times for each value of t for 
the U(x, y, hs k + O) values. 
Alternatively we may fix ~k, v and o over the range of t 
values. We need to solve the subsidiary equation (5) for 
U (x, y, hs k + a), k = 0, 1, 2 . . . .  N-  1, where the 
values U(x, y, hs k + o) are independent of the value 
oft.  We then obtain fi(x, y, t) using the summation 
formula (7) for specifu~d values of (x, y, t). Since the 
solution of the subsidiary equation (5) forms the major 
part of the computation time, this algorithm isvery 
economical if solutions u(x, y, t) are desired at a num- 
ber of time points. 
3. NUMERICAL EXPERIMENTS 
The method has been applied to several test problems 
selected to show its various features. The finite differ- 
ence schemes for solving the subsidiary equation were 
based on central difference formulae and unless other- 
wise stated the spatial step length was taken to be 0.1. 
We shall quote results for/a = 0 using single precision 
arithmetic giving 11 Significant figures. 
Problem 1 
This is a heat conduction equation discussed by Smith 
[8], who gave numerical results using the Crank-Nichol- 
son method. 
a2u _au  0<x<l  
ax 2 a t 2 
withu(x, 0)=0,-~xaU (0, t )=0and~x ( _ ,au  1 t )= l .  
The subsidiary equation is 
d2U sU= 0 (8) 
dx 2 
aU (0,s)= 0 and to be solved for U(x, s) subject o ~x  
dxdU (_~_, s)= 1/s. 
For each point (x, t) in table 1, which gives the results 
for this problem using Salzer's method with N'= 5, 
two comparisons are made; firstly with the results 
from the Crank-Nicholson algorithm quoted by Smith 
and secondly with those calculated from the analytical 
solution. The greatest percentage errors occur for small 
values of time (see results for t = 0.01, for example). 
For t ;~ 0.1 the Laplace transform results are within 
1 70 of the analytical solution. For larger values of 
t, u (x, t) is proportional to t and the Taylor series ap- 
proximation i herent in the inversion algorithm yields 
accurate solutions. It is of particular interest to note 
that the Laplace transform and Crank-Nicholson results 
are in close agreement almost everywhere. The errors 
may therefore be attributed primarily to the spatial 
finite difference mesh, a relatively small error coming 
from the time-dependency. 
It follows further that the steady state error propor- 
tional to (8 x) 2 which may be shown [8] to exist for 
any explicit or implicit Fmite-difference scheme for a 
parabolic equation satisfying the above boundary con- 
ditions, must also feature in the Laplace transform 
solution. 
Problem 2 
The wave equation 
a2u _ a2u 
ax 2 ~t 2 
defined on the Finite interval 0 < x < L with initial 
conditions 
u(x, 0)= a(x), 0u (x, 0)= b(x) 
~7 
and boundary conditions 
u (0, t) = c (t), u (L, t) = d (t) 
yields the transformed equation 
d2U sU 2 = - sa(x) - b (x). 
dx 2 
This has to be solved for U(x, s) subject o U(0, s) = C(s) 
and U(L, s) = D(s). 
Comparison with (8) indicates that the parabolic and 
hyperbolic equations have virtually the same subsidiary 
equation. Thus one method of approach will solve both 
problems, in marked contrast to Finite difference ap- 
proaches to the original equations when different 
methods are needed for the two cases. 
We consider next two problems involving cylindrical 
symmetry. Although they concern two quite different 
physical systems it will be shown that they have sub- 
sidiary equations of the same type. This again reduces 
the computer programming effort needed. 
Problem 3 
This concerns the symmetric vibrations of a circular 
membrane of radius a. The equation to be solved is 
~2u 1 au a2u 
ar 2 r Or ~t 2 
such that u(a, t) = 0, ~r(0,  t) = 0, u(r, 0) = f(r) 
and au (r, 0)=g(r). 
The subsidiary equation is
d2U + 1 dU s2U sf(r)-g(r)  
dr 2 r dr 
to be solved for U(r, s) subject o U(a, s) = 0 and 
d_ff (0, s) = 0. At the origin the equation must be 
dr 
replaced by 
2 d2U - s2U = - sf(r) - g (r). 
dr 2 
For the particular case computed we took 
f (r) = J0 (k i r) and g (r) = 0, 
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where kla is the first zero of J0(ka ). The correspond- 
ing oscillatory analytical solution is then 
u (r, t) = J0(klr) cos (klt). The results for this prob- 
lem, with a = i and a spatial step length 8 r = 0.02, are 
given in table 2 for r = 0, the position yielding maxi- 
mum absolute rrors for nearly all the time values. 
For very small times Salzer's method with N '= 2 
yields absolute rrors less than 10 -5. For increasing 
t, t < 1, three figure accuracy is obtained. The results 
for N'= 5 are very similar. As t increases beyond 5 
iwith N'= 5) the approximation is no longer adequate. 
Talbot's method, with N= 20, ),= 1, v= 2, o= 0, 
yields results to three figure accuracy for 0.2 < t g 12.5. 
Results of similar accuracy are also presented for 
N=20,  X=2, v=l ,  o=0.  ForN=40,  ) ,=1, 
v = 2, o = 0, the solution at t = 15 has an absolute 
error 4.0 x 10-3. (In this problem if % and v are chosen 
incorrectly with the result hat the contour does not 
enclose the singularities, then the zero solution is ob- 
tained). 
Other results obtained with a coarser grid (~r = 0.1) 
were less accurate with both algorithms and the range 
of t values for which the absolute rror was less than 
5.0 x 10 -3, was reduced to t g 1. 
Supposing a time profile of u (r, t) is required at P 
points, Salzer's method requires the subsidiary equa- 
tion to be solved N 'P times whilst Talbot's method 
with N = 20 needs N solutions. Thus, for P > 20/N" 
Talbot's method requires less iterations. Furthermore 
it allows one-step solutions up to t = 12.5 (i.e. 5 cycles 
of the sine wave solution) in contrast o Salzer's 
method with N'= 5 which yields solutions for two 
cycles. 
Problem 4 
Consider the motion of a viscous fluid contained be- 
tween two infinitely long concentric circular cylinders 
of radii a and b. The inner cylinder i~ kept at rest, the 
outer cylinder suddenly starts rotating with uniform 
angular velocity. If u is the velocity at time t and v is 
the kinematical viscosity then 
a2u + 1 au u_  1 au a<r<b,  t>0.  
ar 2 r ar r v at 
The initial conditions are 
u ( r, 0) = 0 
and boundary conditions are 
uia, t)= 0, u(b, t) = ~b. 
The transformed equation is 
dr 2 r dr 
to be solved for U(r, s) on the range a < r < b subject to 
U(a,s)=O, U(b ,s ) ;ab /s .  
Results are not given for this problem but it may be 
seen that the subsidiary equation to be solved is very 
similar to that solved for problem 3. 
Problem 5 
This problem was constructed to illustrate the ease 
with which we can treat mixed (a2/axat) derivatives 
and time-varying source terms and boundary condi- 
tions. The equation 
a2u + a2u +a2u +au . au 
ax 2 axat at 2 ~x  ÷-~ =-2e- t  on 
0< x< I, t>  0 
has solution uix, t) = x (1 - x) e - t  when the initial con- 
ditions are 
u(x,  0 )= f l (X)= x (1 -x ) ,  au ~--  ( x, 0)= f2(x) =-x (1 -x ) ,  
a__u__u (x, 0) = f3 (x) = (1-2x) ,  
ax 
and the boundary conditions are 
ui 0,t) = ui  1, t) = 0. 
The transformed equation is 
d2u + is + 1) du  i s2 + s)U (s + 1)f 1 + f2 + f3-  2/is + 1) 
dx--g ~ + = 
to be solved for U(x, s l on (0, 1) subject o 
U(0, s) = U(1, s) = 0. The results given in table 3 using 
Saker's method are correct o seven decimal places for 
t < 0.5, with N'= 2. The accuracy diminishes with in- 
creasing t. 
For purposes of illustration we have so far looked at a 
variety of problems all involving just a simple spatial 
variable. We now consider amore significant problem 
involving two spatial variables as well as time. It is in 
such higher-dimensional problems where the advantages 
of using the Laplace transform to eliminate the time 
variable will be most apparent because of the consequent 
reduced complication of the fmite difference schemes. 
In reference [9] problems on a rectangular g id in the 
x, y space have been solved using the fast Fourier 
transform to solve the discretized subsidiary equation. 
Problem 6 
Consider the problem of the heat conduction i  a 
wedge with circular boundary, first studied by Jaeger 
[10]. The equation to be solved is 
a2u+ 1 au 1 a2u _ au 
ar 2 r ~ + r 2 302 at 
0<l<a,  0<0<00, t> 0 
with u ( r, 0, 0) = 0 
and boundary conditions 
u(r, 0, t) = ui  r, 00, t)= u(a,O, t) = 1. 
The transformed equation is 
a2U + I aU + 1 ~2U sU=0 
ar 2 r ar r 2 30 2 
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to be solved for U(r, 0, s) subject o 
1 U(r, 0, s) -- U (r, 0 0,  s) -- U(a, 0, s) -- - / - .  
The analytic solution is 
OO 
u(r,O,r) = 1 -  --~-8 Z 1 sin (2k + 1)1r0 
~r k=0 2k+1 0 0 
• ~ -za~,m JP ( rap 'm/a)  1 
m=le  [Jp(ap,m)] 2 ~ wJp(ap 'mw)dw 
where r = t/a 2, p = (2k + 1) ~r/0 o and the constants 
ai, m (m - 1, 2 . . . .  ) are the positive roots OfJp(¢) = 0. 
The resuhs for this problem are given in table 4 in 
which the variation of the temperature u with time 
parameter r is tabulated for the centre point of the 
wedge (r/a = 0.5, 0 = 45°7 . The results headed 
'analytical solution' are taken from Jaeger's paper 
and were calculated from the analytical solution 
quoted above• 
For the coarse mesh (Ar = 0•25, A0 = 15 °) the sets of 
results for N '= 2 and N "= 5 may be seen to agree 
closely with each other but both differ slightly from 
the analytical results, particularly for the smaller 
time values. With the fmer mesh and N '= 2 much 
closer agreement with the analytical solution is ob- 
tained. Further results obtained for other positions 
in the wedge confirm that for almost all points, 
N '= 2 coupled with the fine spatial mesh gives answers 
of sufficient accuracy for most purposes using Salzer's 
method. 
4. CONCLUSIONS 
In this paper we have put forward a method for the 
numerical solution of a Large class of time dependent 
linear partial differential equations. The method in- 
volves taking the Laplace transform of  the equation, 
using a Finite difference (or alternatively a finite 
dement) method to solve the transformed equation 
and a numerical Laplace transform inversion algorithm 
to obtain the solution at specified mesh points. 
The method has the following advantages : 
(1) The application of the Laplace transform reduces 
the order of the equation to be solved numerically 
by one, with a consequent saving in programming 
effort;. 
(2) Parabolic or hyperbolic equations both give the 
same form of transformed equation and so the 
same approach will apply to both types. 
(3) Two algorithms for the numerical inversion of 
the Laplace transform have been demonstrated to
give results of good to excellent accuracy. Salzer's 
method is the easiest o apply and can give good 
to excellent resuks for t not too large. With Talbot's 
method one has more free parameters to work 
with and experimentation with these can lead to 
more accurate answers over a longer time range. 
It has the further advantage that it uses less corn- 
puter time than Salzer's method if the solution is 
required at a Large number of  time points. 
(4) The one-step roperty of  the method means that 
the solution need be evaluated only at the time 
points one is interested in. I f  the solution is re- 
quired over a Large time interval this one-step 
property allows one the possibility of  restarting 
the algorithm at suitable intermediate time points 
using the current solution (and its derivatives if
necessary ) as the initial condition(s). 
(5) Time-dependent source functions and boundary 
conditions are handled as easily as constant func- 
tions. 
For a particular application in which a fast Fourier 
transform algorithm is used to solve the subsidiary 
equation the reader may consult reference [9]. 
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TABLE 1. Results for problem i using Salzer's method 
Absolute errors quoted 
t x Analytic N '= 5 Crank- 
solution Nicholson 
i J i i ,w ,m 
0.0 0.0000 0.0001 0.0003 
0.01 
0.5 0.1128 0.0080 0.0027 
0.0 0.0307 0.0002 0.0006 
0.05 
0.5 0.2526 0.0031 0.0027 
0.0 0.1182 0.0009 0.0010 
0.1 
0.5 0.3647 0.0020 0.0021 
0.0 0.9167 0.0017 0.0017 
0.5 
0.5 1.1167 0.0017 0.0017 
0.0 1.9167 0.0017 0.0017 
1.0 
0.5 2.1667 0.0018 0.0017 
TABLE 4. Results for problem 6. Temperature at the 
centre point of  the wedge as a function of  time 
(r = 0.50, 0 = 45 ° 
Analyt- 
ical solu- 
tion[ 10] 
Ar=0.25, Z~9=15 ° 
N'= 2 N '= 5 
| i | l l  
0.01 .044 .060 .060 
0.02 .168 .209 .209 
0.03 .332 .365 .365 
0.04 .478 .500 .499 
0.05 .596 1.609 .607 
0.06 .688 .696 .693 
0.071 .760 .764 .760 
0.08i .805 .817 .813 
0.09! .858 .858 .854 
0.10 ,891 .890 .886 
0.20 .992 .998 .990 
Ar = 0.05 
A0 = 5 ° 
N '= 2 
i 
.028 
• .168 
.334 
.480 
.599 
.692 
.764 
.820 
.863 
.896 
.990 
TABLE 2. Remits for problem 3. Absolute errors quoted at r = 0 using fir = 0.02 
t Analytic Salzer's method Talbot's method (N -- 20, o = 0) 
solution N '=2 N '=5 ~=1,  v=2 ~=2,  v=l  
i i  
0.05 
0.1 
0.5 
1.0 
2.0 
5.0 
10.0 
12.5 
0.99278 
0.97122 
0.36011 
0.74064 
0.97109 
0.85585 
0.46496 
0.21021 
1.5 x 10-6 
6.1 x 10 -6 
7.7 x 10 -5 
1.4 x 10 -4 
3.2 x 10 -2 
1.4 x 10 --6 
6.0 x 10 -6 
1.2 x 10-4 
1.9 x 10-4 
5.5 x 10-4 
6.9 x 10 -3 
3.4 x 10 -3 1.0 x 10 -3 
1.9 x 10 -3 1.8 x 10 -4 
4.1 x 10-4 3.5 x 10-4 
5.0 x 10 -5 9.0 x 10 -8 
9.1 x 10 -5 1.1 x 10-4 
6.7 x 10-4 6.1 x 10-4 
2.1 x 10 -3 
3.1 x 10 -3 
TABLE 3. Results for problem 5 using Salzer's method 
with N '= 2. e = 1 x 10-7 
x= 0.2 
Analytical Absolute 
solution error 
i i i 
0.02 .15683 < e 
0.10 .14478 < e 
0.50 .09704 < e 
1.00 .05886 6 x 10 -7 
2.00 .02165 3 x 10 -5 
5.00 .00108 7 x 10 -.4 
x= 0.4 
Analytical Absolute 
solution error 
.23525 < e 
.21716 < e 
.14557 < e 
.08829 8 x 10 -7 
.03248 4 x 10 -5 
.00162 9 x 10 --4 
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