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Resumen
En esta tesis se propone y desarrolla una aproximacio´n nume´rica a las distribuciones compuestas,
conocidas tambie´n como distribuciones de sumas aleatorias de variables aleatorias; este desarrollo es
motivado por la dificultad conocida para evaluar de manera exacta las distribuciones compuestas,
debido a que son mezclas infinitas. La aproximacio´n propuesta es realizada a trave´s de los esti-
madores de densidad Semi No Parame´trica (SNP), cuya distribucio´n fue planteada y desarrollada
por Gallant & Nychka [19]; dichos estimadores tiene propiedades que los hacen comparables con
los estimadores Kernel y de intere´s para evaluar la aproximacio´n de las distribuciones compuestas.
La aproximacio´n propuesta por los estimadores SNP, se compara con las aproximaciones a las dis-
tribuciones compuestas conocidas: la aproximacio´n Normal Power, Gamma Trasladada y Gamma
Incompleta, con el fin de evaluar la exactitud del ajuste; para esto se evalu´an los casos en que
la asimetr´ıa es menor y mayor al valor de 2, de manera similar al estudio realizado por Gendron
& Crepeau [22] y Chaubey, et al. [6], y se calculan las medidas de distancia de los estad´ısticos
utilizados para las pruebas de Kolmogorov Smirnov y Cramer-von Mises, con el fin de evaluar y
comparar el ajuste entre las aproximaciones mencionadas.
La construccio´n de la aproximacio´n SNP se realiza por medio de dos me´todos: igualdad de momen-
tos teo´ricos y estimacio´n por ma´xima verosimilitud. Se construyeron funciones en R (R Development
Core Team, 2008) para la estimacio´n de la distribucio´n SNP, la definicio´n de la aproximacio´n SNP
y para las comparaciones entre las aproximaciones.
Finalmente, se obtiene que la aproximacio´n SNP propuesta tiene buen desempen˜o en el ajuste a
las distribuciones compuestas, superando a las dema´s aproximaciones evaluadas cuando el nu´mero
de para´metros de la distribucio´n SNP aumenta y cuando se emplea el me´todo de estimacio´n de
ma´xima verosimilitud.
Palabras Clave: Distribuciones compuestas o de sumas aleatorias de variables aleatorias, Ma´xima
verosimilitud, Distribucio´n SNP, Me´todo de igualdad de momentos, Aproximaciones a las Distribu-
ciones Compuestas.
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Introduccio´n
La distribucio´n compuesta, conocida tambie´n como la suma aleatoria de variables aleatorias, se
define como: S =
∑N
j=1 Xj , donde N y Xj son variables aleatorias independientes, ha motivado
el desarrollo de mu´ltiples aproximaciones, debido a que su funcio´n de distribucio´n exacta presenta
serios problemas nume´ricos y de convergencia.
La complejidad de la evaluacio´n exacta de la distribucio´n compuesta y el estudio y desarrollo
de aproximaciones se evidencia en los siguientes art´ıculos: Seal [40], Pentikainen [33], Pentikainen
[35], Gendron & Crepeau [22], Panjer [32], entre otros; en los cuales se revisan y proponen algunas
aproximaciones que involucran distribuciones conocidas como la Normal y la Gamma, e incluso
me´todos recursivos que parten de la discretizacio´n, como el me´todo de Panjer.
En esta tesis se plantea una aproximacio´n a la distribucio´n compuesta por medio de los esti-
madores de densidad Semi No Parame´tricos (SNP), cuya distribucio´n, especificacio´n y propiedades
son expuestos en Gallant & Nychka [19]; los resultados al emplear los estimadores SNP son muy
similares a los obtenidos por los estimadores kernel, esta conclusio´n fue obtenida por Fenton &
Gallant [16] y se evidencia en los resultados de este trabajo.
La aproximacio´n propuesta en esta tesis se desarrolla por los me´todos de igualdad de momentos,
este me´todo ha sido empleado por varios autores para proponer aproximaciones a las distribuciones
compuetas como Chaubey, et al. [6], y el me´todo de estimacio´n por ma´xima verosimilitud. La dis-
tribucio´n desarrollada sera´ llamada en adelante aproximacio´n SNP.
La aproximacio´n SNP propuesta se compara con algunas de las aproximaciones desarrolladas como:
Normal Power, Gamma Trasladada y Gamma Incompleta, entre otras, las cuales son revisadas por
Gendron & Crepeau [22], Chaubey, et al. [6], entre otros.
Con el fin de analizar la calidad de la aproximacio´n SNP propuesta a los datos generados por
la distribucio´n compuesta se emplean las medidas de distancia empleadas para la construccio´n de
los estad´ısticos de prueba de Kolmogorov - Smirnov y de Cramer-von Mises.
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En el Cap´ıtulo 1 se presentan los conceptos ba´sicos de las distribuciones compuestas, algunas de las
aproximaciones propuestas por otros autores, las distribuciones de N y X empleadas para evaluar
la aproximacio´n propuesta, y la distribucio´n SNP y sus propiedades. En el Cap´ıtulo 2 se plantea
la aproximacio´n a la distribucio´n compuesta por medio de la distribucio´n SNP, bajo el supuesto
de que N ∼ Poisson(λ), por lo tanto la distribucio´n a la cual se detalla la aproximacio´n es a la
distribucio´n Poisson Compuesta. En el Cap´ıtulo 3 se evalu´a el ajuste de las aproximaciones SNP,
Normal Power, Gamma Trasladada y Gamma Incompleta, a la distribucio´n Poisson Compuesta en
diferentes escenarios establecidos por la asimetr´ıa de la distribucio´n compuesta. En el Cap´ıtulo 4
se plantean posibles aplicaciones para la aproximacio´n SNP. Al final del documento se encuentran
los programas implementados en R para el desarrollo de esta investigacio´n.
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Cap´ıtulo 1
Marco Teo´rico
1.1. Distribucio´n Compuesta
1.1.1. Definicio´n
Una variable aleatoria S se denomina una suma aleatoria de variables aleatorias si puede ser ex-
presada de la siguiente manera:
S = X1 +X2 + ...+XN =
N∑
j=1
Xj (1.1)
donde N es una variable aleatoria. Por lo tanto, S es la suma de variables aleatorias independi-
entes e ide´nticamente distribuidas (i.i.d.), donde el nu´mero de te´rminos de la suma esta´ distribuido
aleatoriamente y es independiente de los sumandos; de la ecuacio´n (1.1) se puede concluir que S = 0
cuando N = 0.
Los siguientes supuestos se asumen en la definicio´n de S:
1. N es una variable aleatoria discreta con valores en {0, 1, 2, . . .}.
2. X1, X2, ... forman una sucesio´n de variables aleatorias i.i.d.. Para desarrollo de este traba-
jo se asumira´ adicionalmente que son variables positivas continuas, es decir, la funcio´n de
distribucio´n acumulada es tal que FX(0) = 0, y existe su derivada que se asume continua,
F ′X(x) = fX(x).
3. Las variables N , X1, X2,...,XN son mutuamente independientes.
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La funcio´n de distribucio´n acumulada de la distribucio´n compuesta S esta´ dada por:
FS(x) = P (S ≤ x)
=
∞∑
n=0
P (N = n)P (S = x|N = n)
=
∞∑
n=0
pnP (X1 +X2 + ...+Xn ≤ x|N = n)
=
∞∑
n=0
pnF
∗n(x) (1.2)
donde pn = P (N = n) representa la probabilidad de ocurrencia de n eventos y F
∗n(x) = P (X1 +
X2 + ... + Xn ≤ x) es la convolucio´n n-e´sima de la funcio´n F consigo misma. En general, la
convolucio´n de F esta´ dada por las siguientes ecuaciones:
Si n = 0
F ∗n(x) =

 0, x < 01, x ≥ 0
Si n = 1, 2, . . .
F ∗n(x) =
∫ ∞
−∞
F ∗(n−1)(x− y)dF (y)
Por lo tanto, la distribucio´n compuesta es una mezcla infinita de distribuciones, con F ∗0(x) ≡ 1,
por lo que se convierte en la principal motivacio´n para buscar aproximaciones a la distribucio´n
compuesta FS(x).
La funcio´n de distribucio´n de probabilidad de S, definida como fS(x), se obtiene a trave´s de
la ecuacio´n (1.2) y esta´ dada por la siguiente ecuacio´n:
fS(x) =
∞∑
n=0
pnf
∗n(x) (1.3)
donde,
f∗n(x) =


d
dxF (x− y), y ≤ x
0, en otros casos
La funcio´n generadora de momentos (f.g.m.) para la distribucio´n compuesta S, dada en Bowers [4],
pag. 369, es:
MS(t) = MN [logMX(t)] (1.4)
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donde MN y MX son las f.g.m. de las variables aleatorias N y X, respectivamente. En adelante,
se hara´ referencia a la sucesio´n de variables aleatorias: X1, . . . , XN a trave´s de la variable aleatoria
X.
Klugman, et al. [27], pag. 136, enumera las ventajas que existe al modelar la distribucio´n de
la variable aleatoria N por separado de la distribucio´n de la variable aleatoria X, desde un punto
de vista actuarial. Algunos autores mencionan ciertas distribuciones que son comunmente utilizadas
para explicar las variables aleatorias N y X; por ejemplo, Escalante [14] sugiere emplear las dis-
tribuciones Poisson, Binomial, Binomial Negativa y la Geome´trica para explicar la variable aleatoria
N ; Chaubey, et al. [6] emplea las distribuciones Inversa Gaussiana, Gamma, Pareto y Weibull para
explicar el comportamiento la variable X. Rolski [39], pag. 103, menciona tres casos de intere´s de
distribuciones compuestas en aplicaciones actuariales, generados cuando la variable aleatoria N es
explicada por las distribuciones Poisson, Binomial Negativa y Geome´trica, en cada uno de los casos
se obtiene distribucio´n Poisson Compuesta, Pascal o Binomial Negativa Compuesta y distribucio´n
Geome´trica Compuesta, respectivamente.
Ejemplo 1. Caso particular - Distribucio´n Poisson Compuesta. Considere que N se distribuye
Poisson y suponga que la variable aleatoria X tiene una distribucio´n continua, por lo tanto, se
dice que la distribucio´n de S es una distribucio´n Poisson Compuesta. La funcio´n de distribucio´n de
probabilidad de la Poisson Compuesta se define a partir de la ecuacio´n (1.3), donde pn es la funcio´n
de densidad de la distribucio´n Poisson:
pn =
e−λλn
n!
Por lo tanto, la funcio´n de densidad de probabilidad de la Poisson Compuesta, fS(x), esta dada
por:
fS(x) =
∞∑
n=0
e−λλn
n!
f∗n(x) (1.5)
La f.g.m. de la distribucio´n Poisson Compuesta tiene la siguiente expresio´n (derivada de la ecuacio´n
(1.4)):
MS(t) = exp[λ(MX(t)− 1)] (1.6)
Por lo tanto, los primeros cuatro momentos centrales de la distribucio´n Poisson Compuesta estan
dados por el siguiente conjunto de ecuaciones:
µS1 = 0
µS2 = λE[X
2]
µS3 = λE[X
3]
5
µS4 = λE[X
4] + 3λ2
(
E[X2]
)2
(1.7)
donde E[Xk] es el k-e´simo momento de la variable aleatoria X, y la media y la varianza de la
distribucio´n Poisson Compuesta estan dadas por las siguientes ecuaciones:
E[S] = λE[X]
V ar(S) = λE[X2] (1.8)
Panjer & Willmot [31], pag. 171, describen la obtencio´n de los momentos de la distribucio´n Poisson
Compuesta. Bowers [4] y Escalante & Arango [13], ofrecen ma´s detalles de la distribucio´n compues-
ta y de las convoluciones. ‖
En muy pocos casos la distribucio´n compuesta puede ser expresada de forma anal´ıtica, el siguiente
ejemplo presenta uno de estos casos.
Ejemplo 2. (ver Rolski [39], pag. 104, example 1) Suponga que N ∼ Poisson(λ) y X ∼ i.i.d.
Exp(δ). Entonces la funcio´n de distribucio´n de la variable compuesta S es de la forma:
FS(x) =
∞∑
n=0
e−λ(λn/n!)F ∗nX (x),
donde F ∗nX (x) = δ
n
∫ x
0 e
−δttn−1dt/(n−1)!, para n = 1, 2, . . .. La funcio´n de distribucio´n FS(x) tiene
probabilidad positiva en x = 0, correspondiente a la probabilidad P (S = 0) = e−λ = p0, y es
derivable en (0,∞), con densidad dada por:
f
(1)
S (x) = e
−(λ+xδ)
∞∑
n=1
(xλδ)n/(xn!(n− 1)!), x > 0
Luego, es posible comprobar que esta u´ltima expresio´n se puede definir mediante una funcio´n Bessel
modificada, I1(x), la cual esta´ dada por:
I1(x) =
∞∑
k=0
(x/2)2k+1
k!Γ(k + 2)
de tal forma que la densidad fS(x) se puede expresar como:
fS(x) = p0δ(x) + (1− p0)f (1)S (x) = p0δ(x) + (1− p0)e−(λ+xδ)
√
λδ/xI1(2
√
λδx),
donde δ(x) es la funcio´n Delta de Dirac, que corresponde a la parte discreta de la densidad. La
funcio´n δ(x) tiene un valor nulo en cualquier otro punto diferente de x = 0. ‖
Este ejemplo muestra que en general se puede escribir la funcio´n de densidad de la variable S como
una mezcla discreta - continua de la forma: fS(x) = p0δ(x) + (1 − p0)f (1)S (x), donde f (1)S (x) es
una funcio´n continua en [0,∞). Por tanto, el evento (S = 0) no es relevante en la discusio´n de las
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aproximaciones y en el resto de este trabajo se asumira´ que se esta´ trabajando con la parte continua
de la distribucio´n y las aproximaciones se referira´n siempre a la aproximacio´n de la distribucio´n
acumulada F
(1)
S (x) =
∫ x
0 f
(1)
S (t)dt que se seguira´ escribiendo, sin peligro de confusio´n, como FS(x).
La distribucio´n compuesta dada en el Ejemplo 2 y en el caso en el que la distribucio´n de N es una
Binomial Negativa y la distribucio´n de X una Exponencial, (ver Ejemplo 2 en [39], pag. 104), son
los u´nicos ejemplos conocidos en los cuales es posible expresar la distribucio´n compuesta mediante
una fo´rmula anal´ıtica. Para los casos en los que se asume que X tiene distribucio´n absolutamente
continua es muy dif´ıcil o imposible encontrar tal distribucio´n. Esto explica el porque´ los me´todos
de aproximacio´n, incluyendo simulacio´n, han sido un a´rea activa de investigacio´n desde la de´cada
de 1960. En la siguiente seccio´n se detallan algunos desarrollos encaminados a la obtencio´n de
aproximaciones.
1.1.2. Me´todos de Aproximacio´n a la Distribucio´n Compuesta
Como se menciono´ anteriormente, en muchos casos la distribucio´n compuesta presenta dificultades
en el momento de ser estimada y evaluada a trave´s de una solucio´n ana´litica, lo que ha motivado el
desarrollo de me´todos nume´ricos, algoritmos recursivos, te´cnicas asinto´ticas y me´todos de aproxi-
macio´n nume´rica.
Las aproximaciones para las distribuciones compuestas han sido estudiadas por muchos an˜os y ana-
lizadas por varios autores, algunos de ellos son: Bowers [3], Seal [40], Pentikainen [33], Pentikainen
[34], Pentikainen [35], Gendron & Crepeau [22], Chaubey, et al [6], Barbour & Chryssaphinou [2],
Panjer [32], entre otros que revisan y proponen aproximaciones para las distribuciones compuestas.
Varios me´todos han sido desarrollados para lograr una aproximacio´n lo ma´s exacta posible a las
distribuciones compuestas, es decir a FS(x), algunos de ellos son: la aproximacio´n Normal, la apro-
ximacio´n Normal Power (NP), que es una variante de la aproximacio´n Normal, la aproximacio´n
Gamma Incompleta y Gamma Trasladada, el me´todo recursivo de Panjer, entre otras evaluaciones
nume´ricas. Algunas de estas aproximaciones fueron construidas mediante la igualdad de momentos,
me´todo que sera´ evaluado ma´s adelante y por medio del cual se hace una propuesta de estimacio´n
a la distribucio´n compuesta a trave´s de la distribucio´n Semi No Parame´trica. Los me´todos de apro-
ximacio´n que se emplean en esta tesis para comparar la calidad del ajuste con la aproximacio´n que
se sustenta a trave´s de la distribucio´n Semi No Parame´trica, son descritos a continuacio´n. Al final
se realiza una breve revisio´n de otros me´todos que se han empleado para construir aproximaciones
a las distribuciones compuestas.
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Aproximacio´n Normal Power
La aproximacio´n Normal emplea la funcio´n de distribucio´n Normal a trave´s de la estandarizacio´n
de la variable aleatoria X:
FS(x) ≈ Φ(Z) = Φ
(
s− µS
σS
)
donde µS y σS son la media y desviacio´n esta´ndar estimadas de S, respectivamente, y que pueden
ser derivados de la ecuacio´n (1.4). En el caso en el que FS sigue una distribucio´n Poisson Compues-
ta, µS y σS pueden ser estimadas a trave´s de las expresiones dadas en (1.9), segu´n Chaubey, et al.
[6], pag. 217.
La aproximacio´n Normal Power (NP) modifica la definicio´n de la aproximacio´n Normal por medio
de un ajuste a la variable estadarizada Z:
FS(x) ≈ Φ(z +∆z) = Φ
[√
9
γ2S
+ 1 +
6z
γS
− 3
γS
]
(1.9)
donde γS es la asimetr´ıa de la distribucio´n compuesta S y z = (s− µS)/σS ; en el caso en el que S
tiene una distribucio´n Poisson Compuesta, ver Ejemplo 1., la asimetr´ıa esta´ dada por:
γS =
λE[X3]
(λE[X2])3/2
(1.10)
Pentikainen [33], pag. 281, aclara que si ∆z es pequen˜o se puede utilizar la siguiente expresio´n para
la aproximacio´n NP:
FS(x) ≈ Φ
(
z − γS
6
(z2 − 1)
)
Segu´n Gendron & Crepeau [22], pag. 254, e´sta aproximacio´n es buena mientras la asimetr´ıa de la
distribucio´n compuesta no exceda en valor a 2. Para que la aproximacio´n NP funcione adecuada-
mente se sugiere que la distribucio´n de la variable aleatoria X no sea muy asime´trica.
Pentikainen [33] defiende el uso y la implementacio´n de esta aproximacio´n y demuestra su buen
desempen˜o nume´ricamente, mientras Seal [40] critica su uso y sustenta que la aproximacio´n Gamma
Incompleta arroja mejores resultados y adicionalmente la defiende ya que la precisio´n no depende
del valor de la asimetr´ıa como en la aproximacio´n NP. Por otro lado, Ramsay [38], comenta en su
art´ıculo que la aproximacio´n NP es bastante precisa cuando z > 1 y la exactitud o precisio´n de
esta aproximacio´n disminuye a medida que γS aumenta.
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Aproximacio´n Gamma Incompleta
Seal [40], pag. 214, describe la aproximacio´n Gamma Incompleta a trave´s de la siguiente expresio´n:
FS(x) ≈ 1
Γ(α)
∫ α+z√α
0
e−yyα−1dy ≡ P (α, α+ z√α)
donde Γ es la funcio´n gamma, α = 4
γ21
y z es definida en la descripcio´n de la aproximacio´n anterior.
Seal [40], muestra la superioridad en ajuste de esta aproximacio´n sobre la aproximacio´n NP. Seal
[41], comenta de nuevo acerca de la calidad en el ajuste de dicha aproximacio´n y la emplea para
construir una aproximacio´n a la distribucio´n de probabilidad de ruina. Gendron & Crepeau [22],
concluyen que la aproximacio´n Gamma Incompleta produce mejores estimaciones a la FS(x) que
las dema´s aproximaciones analizadas, incluso cuando el valor de la asimetr´ıa es relativamente alto.
La funcio´n de distribucio´n Gamma Incompleta ha sido ampliamente empleada para la construccio´n
de aproximaciones dada su flexibilidad. Bowers [3] emplea la funcio´n de la Gamma Incompleta
para construir una aproximacio´n a la distribucio´n compuesta por medio de sumas de funciones
ortogonales. La aproximacio´n se describe en la siguiente fo´rmula, la cual emplea los primeros cinco
momentos de la distriucio´n compuesta:
FS(x) = Γ(x, α)−A
[
xαe−x
Γ(α+ 1)
− 2x
α+1e−x
Γ(α+ 2)
+
xα+2e−x
Γ(α+ 3)
]
+B
[
xαe−x
Γ(α+ 1)
− 3x
α+1e−x
Γ(α+ 2)
+
3xα+2e−x
Γ(α+ 3)
− x
α+3e−x
Γ(α+ 4)
]
−C
[
xαe−x
Γ(α+ 1)
− 4x
α+1e−x
Γ(α+ 2)
+
6xα+2e−x
Γ(α+ 3)
− 4x
α+3e−x
Γ(α+ 4)
+
xα+4e−x
Γ(α+ 5)
]
donde Γ(x, α) es la funcio´n Gamma Incompleta y esta´ dada por:
Γ(x, α) =
1
Γ(α)
∫ x
0
zα−1e−zdz
y
A =
µ3 − 2α
3!
B =
µ4 − 12µ3 − 3α2 + 18α
4!
C =
µ5 − 20µ4 − (10α− 120)µ3 + 60α2 − 144α
5!
donde, µk hace referencia el momento k-e´simo de la distribucio´n compuesta.
Adicionalmente existe una restriccio´n, la cual es que el primer y el segundo momento de la dis-
tribucio´n compuesta deben de ser iguales, para esto, Bowers [3], pag. 127, sugiere construir una
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variable aleatoria que permita escalar la variable original, con el fin de obtener los mismos valores
en los dos primeros momentos.
Aproximacio´n Gamma Trasladada
Esta aproximacio´n esta´ basada en la distribucio´n Gamma con tres para´metros, la cual consiste en
aproximar la distribucio´n compuesta S por medio de k+Y , donde k es el para´metro de traslacio´n y
Y una variable aleatoria con distribucio´nGamma(α, β), con funcio´n de distribucio´n de probabilidad
dada por:
f(y) =
1
βαΓ(α)
yα−1e−x/β
La aproximacio´n es construida por el me´todo de igualdad de momentos, que consiste en la solu-
cio´n del sistema de ecuaciones conformado por los primeros tres momentos centrales de la Gamma
Traslada y los momentos centrales de la distribucio´n compuesta S.
Con el fin de ilustrar el desarrollo de esta aproximacio´n, se establece el sistema de ecuaciones con la
distribucio´n Gamma Trasladada y la distribucio´n Poisson Compuesta, considerando que la variable
aleatoria N sigue una distribucio´n Poisson, para tener ma´s detalle de esta distribucio´n compuesta
ver Ejemplo 1. A trave´s del sistema de ecuaciones se obtiene la estimacio´n de los para´metros de
la Gamma Trasladada (k, α, β) en funcio´n de los para´metros de la distribucio´n Poisson Compuesta
S. La aproximacio´n Gamma Trasladada esta´ descrita en McNeil et al. [29], pag. 477, y Bowers, et
al. [4], pag. 388.
El sistema de ecuaciones resultante al igualar los primeros tres momentos de ambas distribuciones
es:
k +
α
β
= λE[X]
α
β2
= λE[X2]
2√
α
=
E[X3]√
λE[X2]3
donde E(Xk) corresponde al k-e´simo momento de la variable aleatoria X.
Resolviendo el sistema planteado, se obtienen los para´metros de la distribucio´n Gamma Trasladada
en funcio´n de los para´metros de la distribucio´n Poisson Compuesta:
k = λE[X]− 2λ(E[X
2])2
E[X3]
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α =
4λ(E[X2])3
(E[X3])2
β =
2E[X2]
E(X3)
La aproximacio´n Gamma Trasladada no se encuentra implementada en el R, sin embargo, su im-
plementacio´n se puede realizar de manera sencilla.
Revisio´n de otros Me´todos de Aproximacio´n
A continuacio´n se presentan algunas de las revisiones realizadas sobre las aproximaciones a las
distribuciones compuestas:
Seal [40], justifica las ventajas del ajuste de la aproximacio´n Gamma Incompleta a la distribu-
cio´n compuesta FS(x), sobre la aproximacio´n NP. En el mismo an˜o Pentikainen [33], hace
referencia al art´ıculo de Seal [40] y mediante una evaluacio´n concluye que no se encuentran
diferencias significativas en la exactitud entre los me´todos NP y Gamma Incompleta, adema´s
concluye que la aproximacio´n Normal es aceptable so´lo cuando la distribucio´n de X no es
muy asime´trica.
Diez an˜os ma´s adelante, Pentikainen [35] realiza una comparacio´n de posibles aproximaciones
a la funcio´n de distribucio´n compuesta FS(x) y comenta acerca de los me´todos utilizados para
la construccio´n de las aproximaciones; el me´todo de igualdad de momentos ha sido empleado
para definir algunas de las aproximaciones analizadas, Pentikainen [35] tambie´n comenta
acerca de algunas dificultades de e´ste me´todo en casos espec´ıficos. La aproximacio´n que ana-
liza es una modificacio´n de la aproximacio´n de Haldane y las compara con la aproximacio´n
NP y la fo´rmula de Wilson - Hilferty, que es un me´todo exacto, ambas aproximaciones son
descritas en su art´ıculo.
Gendron & Crepeau [22], evalu´an varias aproximaciones a la distribucio´n compuesta cuando
N ∼ Poisson(λ) y X ∼ IG(µ, σ). El ajuste de las siguientes aproximaciones fue analizado: la
aproximacio´n Normal, NP, de Edgeworth, de Esscher y la Gamma Incompleta; en e´ste estudio
se compara la calidad de estas aproximaciones segu´n la asimetr´ıa de la distribucio´n Poisson
Compuesta y concluyen que la aproximacio´n Gamma Incompleta es la que mejor ajusta a los
casos evaluados, adema´s que el desempen˜o de esta aproximacio´n no es tan sensible al valor
de la asimetr´ıa como el de las dema´s aproximaciones.
Chaubey, et al. [6] proponen realizar un ajuste a la distribucio´n compuesta FS(x) por medio
de la distribucio´n Inversa Gaussiana, motivados por la capacidad de esta distribucio´n para
modelar datos asime´tricos; y comparan sus resultados con otras aproximaciones ya existentes.
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Adema´s, proponen otra aproximacio´n que emplea una mezcla entre las distribuciones Gamma
e Inversa Gaussiana (IG). En este art´ıculo se consideran las distribuciones Poisson, Binomial
y Binomial Negativa para la distribucio´n de pn y las distribuciones IG, Gamma, Pareto y
Weibull para la distribucio´n FX(x). Las aproximaciones propuestas en este art´ıculo son con-
struidas mediante la igualdad de los momentos de la distribucio´n compuesta y los momentos
de la distribucio´n IG o bien, los correspondientes a la mezcla entre las distribuciones Gamma
e IG. Mediante ca´lculos nume´ricos concluyen que la aproximacio´n IG propuesta arroja resul-
tados muy similares a los de la aproximacio´n Gamma Incompleta, sin embargo, los resultados
de la aproximacio´n mezclada (Gamma e IG) proporciona un mejor ajuste.
Klugman, et al. [27], comentan acerca de algunos me´todos de aproximacio´n que han sido em-
pleados para las distribuciones compuestas. El me´todo de los momentos es conocido y muy
empleado en las aproximaciones, adema´s es simple y fa´cil de aplicar, sin embargo, es critica-
do en este texto ya que, dependiendo de la distribucio´n que se emplee para la construccio´n
de la aproximacio´n, depende el buen ajuste del me´todo, sobretodo en la cola derecha de la
distribucio´n. Otro me´todo analizado es el me´todo del ca´lculo directo, como se comento´ an-
teriormente, se menciona que e´ste medio presenta dificultades en la evaluacio´n de la n-e´sima
convolucio´n de la distribucio´n de la variable aleatoria X y que no en todos los casos es viable.
Otro me´todo revisado por ellos es el me´todo recursivo, el cua´l aclaran que es ma´s efectivo en
un 99.9% en la reduccio´n del tiempo de la estimacio´n.
Panjer [32], pag. 174, describe detalladamente el me´todo recursivo de Panjer, el cual es un
algoritmo que permite la estimacio´n de la FS(x) mediante la discretizacio´n de la funcio´n de
distribucio´n de F (x). Existen ba´sicamente dos requisitos para calcular la aproximacio´n a la
distribucio´n compuesta: el primer requisito es que la distribucio´n de N sea discreta (Poisson,
Binomial Negativa, Geome´trica, entre otras), y el segundo requisito es que la distribucio´n de
las Xj pueda ser discretizada. Escalante [14] obtiene la distribucio´n de probabilidad de la FS
a trave´s del me´todo de Panjer. Adema´s, Sundt [43] hace una revisio´n amplia y detallada del
me´todo recursivo de Panjer.
Como se menciono´ anteriormente en las referencias presentadas se pueden hallar otras aproxi-
maciones propuestas para las distribuciones colectivas, como la aproximacio´n de Edgeworth que
esta´ basada en la funcio´n de distribucio´n acumulada de la Normal Esta´ndar; la aproximacio´n Ess-
cher, que segu´n Gendron & Crepeau [22], arroja mejores resultados en el ajuste de la cola que la
aproximacio´n de Edgeworth; la aproximacio´n Normal, que fue parcialmente descrita en la definicio´n
de la aproximacio´n NP, entre otras. Otros me´todos con base en la Transformada Ra´pida de Fourier
y con base en el me´todo de Stein son revisados por Panjer [32] y Barbour & Chryssaphinou [2]. Es
posible realizar la simulacio´n de la distribucio´n compuesta de manera sencilla, adicionalmente en
la librer´ıa actuar de R hay implementadas algunas de las aproximaciones definidas anteriormente.
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1.1.3. Distribuciones de prueba para evaluar las aproximaciones
Hasta el momento es claro que la precisio´n de algunas de las aproximaciones dependen de las dis-
tribuciones que modelan el comportamiento de las variables aleatorias N y X. Por tal motivo en
esta seccio´n se exponen las distribuciones que se emplean para el desarrollo de la aproximacio´n
propuesta en esta tesis.
Las distribuciones ma´s comunes para modelar la variable aleatoria N fueron mencionadas ante-
riormente cuando se hacia referencia al art´ıculo de Escalante [14]. Las propiedades de emplear cada
una de las distribuciones discretas sugeridas para modelar la variable aleatoria N (Binomial, Poi-
sson, entre otras) son mencionadas por varios autores como Panjer & Willmot [31], Bowers [4] y
Panjer [32]. El empleo de la distribucio´n Poisson es muy frecuente y las siguientes propiedades lo
sustentan:
La suma de n variables aleatorias independientes Poisson se distribuye Poisson con valor de
para´metro igual a la suma de los n para´metros de las variables iniciales. Esta propiedad se
define a trave´s de un teorema por Panjer [32], pag. 109.
Bajo el supuesto que N hace referencia al nu´mero de eventos y se distribuye Poisson con
para´metro λ, suponga que cada evento puede ser clasificado en una de m categor´ıas, cada
una con probabilidades p1, . . . , pm independientes de los otros eventos. Entonces el nu´mero de
eventos N1, . . . , Nm, correspondiente a las categor´ıas 1, . . . ,m, son variables aleatorias Poisson
mutuamente independientes con medias λp1, . . . , λpm
Por lo tanto, se empleara´ la distribucio´n Poisson para modelar la variable aleatoria N , ya que se
ha considerado como una de las distribuciones ma´s sencillas y flexibles de emplear. De esta manera
no se descarta el empleo de otras distribuiones discretas para el desarrollo de aproximaciones a las
distribuciones compuestas, simplemente se deja para trabajos futuros.
Algunas de las distribuciones empleadas en la literatura para determinar el comportamiento de
la variable aleatoria X son mencionadas a continuacio´n:
Gendron & Crepeau [22], utilizan la distribucio´n Poisson para modelar la variable alaeatoria
N y las distribuciones Inversa Gaussiana para explicar la distribucio´n de la variable aleatoria
X.
Chaubey et al. [6], emplean las distribuciones Gamma, Pareto, Weibull e Inversa Gaussiana
para modelar la variable aleatoria X. Adema´s, mencionan que una distribucio´n ampliamente
empleada en actuar´ıa y riesgos es la distribucio´n Log-Normal.
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Otros autores como Consul & Jain [9], Pentikainen [35], Bowers [4] y Embrechts & Puccetti
[12], justifican el uso de la distribucio´n Log-Normal para modelar la variable aleatoriaX. Estos
autores emplean la distribucio´n compuesta en sus art´ıculos para casos pra´cticos relacionados
con temas de seguros, riesgos y actuar´ıa.
A continuacio´n se describen las distribuciones continuas empleadas para la variable aleatoria X en
el desarrollo de esta tesis:
Distribucio´n Inversa Gaussiana
Folks & Chhikara [17], hacen una breve resen˜a acerca de la distribucio´n Inversa Gaussiana
(IG) donde se remontan al an˜o 1915 cuando Schro¨dinger da el primer paso en la construccio´n
de esta distribucio´n y mencionan la evolucio´n que tuvo e´sta en los an˜os 1945 y 1947, en los
que Tweedie y Wald, respectivamente, aportaron avances para llegar a lo que hoy conocemos
como la distribucio´n Inversa Gaussiana.
La forma de la distribucio´n esta dada por:
f(x;µ, σ) =
( σ
2pix3
) 1
2
exp
{−σ(x− µ)2
2µ2x
}
, x > 0 (1.11)
donde µ y σ son constantes positivas.
Si la variable aleatoria X se distribuye Inversa Gaussiana, entonces se puede expresar que
X ∼ IG(µ, σ).
Esta funcio´n de densidad pertenece a la familia exponencial y tiene las caracter´ısticas de
ser unimodal y sesgada positivamente, adema´s de la particularidad que cuando µ = 1 la dis-
tribucio´n obtenida es llamada la distribucio´n de Wald. Como en la distribucio´n Gamma, la
suma de variables que se distribuyen Inversas Gaussianas es Inversa Gaussiana.
La media y la varianza de la distribucio´n Inversa Gaussiana esta´n dados por:
E[X] = µ
V ar[X] =
µ3
σ
Los para´metros µ y σ son interpretados como los para´metros de localizacio´n y escala, respec-
tivamente.
Seshadri [42], presenta caracter´ısticas particulares de la distribucio´n Inversa Gaussiana y
algunas propiedades que entran ma´s al detalle de esta distribucio´n.
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La f.g.m. de la distribucio´n IG esta´ definida como:
Mx(t) = exp[σµ
−1{1− (1− 2tµ2σ−1)1/2}] (1.12)
Mediante la f.g.m. se obtienen las siguientes expresiones para los cuatro primeros momentos
positivos de la distribucio´n Inversa Gaussiana:
E[X] = µ
E[X2] = µ2 + µ3σ−1
E[X3] = µ3 + 3µ4σ−1 + 3µ5σ−2
E[X4] = µ4 + 6µ5σ−1 + 15µ6σ−2 + 15µ7σ−3 (1.13)
Gendron & Crepeau [22], evalu´an varias aproximaciones a FS(x), cuando la variable aleatoria
X sigue una distribucio´n IG. El buen ajuste de las aproximaciones se evalu´a a trave´s del
para´metro de asimetr´ıa de la distribucio´n Poisson Compuesta.
Distribucio´n Log-Normal
La distribucio´n Log-Normal es utilizada en aplicaciones muy diversas, como: la biolog´ıa, la
confiabilidad, seguros y riesgos, entre otros campos de aplicacio´n, por su sencillez y fa´cil im-
plementacio´n. Una de las ventajas ma´s mencionadas acerca de esta distribucio´n es que se
ajusta muy bien a las distribuciones emp´ıricas y es muy flexible y fa´cil de estimar. Estas
caracter´ısticas motivan el empleo de e´sta distribucio´n para modelar la variable aleatoria X.
La funcio´n de distribucio´n de probabilidad de X, cuando X ∼ LogN(µ, σ) es:
f(x;µ, σ) =
1
σx
√
2pi
exp
[
−(ln(x)− µ)
2
2σ2
]
(1.14)
Los momentos de la distribucio´n Log-Normal existen, sin embargo, no hay una expresio´n
definida para explicar la f.g.m. En su lugar, existe una funcio´n recursiva que permite calcular
los momentos y que se define como:
E[Xk] = exp[kµ+ k2σ2/2] (1.15)
Los primeros cuatro momentos hallados a trave´s de la anterior ecuacio´n, esta´n dados por:
E[X] = exp[µ+ σ2/2]
E[X2] = exp[2µ+ 2σ2]
E[X3] = exp[3µ+ 9σ2/2]
E[X4] = exp[4µ+ 8σ2] (1.16)
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1.2. Distribucio´n Semi No Parame´trica (SNP)
La distribucio´n Semi No Parame´trica (SNP) fue definida por Gallant & Nychka [19], quienes motiva-
dos por dar solucio´n a la falta de especificacio´n en algunas aplicaciones de los modelos econome´tricos
y a las implicaciones de emplear el me´todo de ma´xima verosimilitud en ellos, plantean a trave´s de
la distribucio´n SNP un estimador cuyo objetivo principal es aproximar una funcio´n de densidad
desconocida a trave´s de las series de Hermite.
Fenton & Gallant [16] resaltan esta distribucio´n como un me´todo conveniente para estimar si-
multa´neamente los parame´tros de un modelo no lineal y la densidad de un proceso latente por
ma´xima verosimilitud, adema´s obtienen como conclusio´n relevante para este trabajo que los esti-
madores SNP funcionan asinto´ticamente similar a los estimadores kernel.
Durante la e´poca de los 90 se estudio´ con ma´s profundidad las propiedades no parame´tricas de los
estimadores SNP y se generaron desarrollos importantes que conllevaron a que estos estimadores
fueran implementados en a´reas como la economı´a, las finanzas y hasta la ciencias de la salud, segu´n
Fenton & Gallant [15].
La definicio´n de este estimador de densidad es dada a continuacio´n, junto con la descripcio´n de
algunas propiedades y aplicaciones que motivan su implementacio´n en el desarrollo de esta tesis.
1.2.1. Definicio´n del estimador de densidad SNP
Gallant & Nychka [19], proponen un me´todo de estimacio´n Semi No Parame´trico, cuyo objetivo
principal es estimar una funcio´n de densidad desconocida a trave´s de las series de Hermite. Un
requisito para que el me´todo sea consistente es que el nu´mero de te´rminos de la serie de Hermite
aumenten con el taman˜o muestral, por lo tanto, la aproximacio´n del me´todo mejora a medida que
el taman˜o de la muesta se ampl´ıa.
Gallant & Nychka [19], definen el estimador SNP considerando el resultado de Phillips [36], quien
muestra que la forma ERA (Extended Rational Approximant)
h(u) =
P 2(u)
Q2(u)
φ2(u|τ,Σ)
puede aproximar cualquier densidad sujeta a ciertas restricciones. En la ecuacio´n anterior, P (u) y
Q(u) son polinomios y φ(u|τ,Σ) es la funcio´n de densidad de la Normal multivariada. Para que h(u)
sea una funcio´n de densidad, es necesario restringir a los polinomios para que la funcio´n integre a
1.
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Gallant & Nychka [19], restringen la funcio´n h(u) a un espacio H, que esta´ definido por un conjunto
de funciones de densidades aceptables, espec´ıficamente al espacio Hk cuyas densidades son de la
forma Hermite:
h(u) = P 2K(u− τ)φ2(u|τ,Σ)
donde PK(u − τ) es un polinomio de grado K. Para obtener ma´s detalles de los espacios de las
densidades y de sus especificaciones dir´ıjase a Gallant & Nychka [19], pag 367.
Fenton & Gallant [16], pag. 82, mencionan que ((Gallant & Nychka (1987) nombran el indicador
semi no parame´trico para sugerir que el me´todo se encuentra en medio de los me´todos parame´tri-
cos y no parame´tricos: los algoritmos esta´ndar parame´tricos son usados aunque el me´todo tiene
propiedades no parame´tricas)).
La ventaja de este me´todo es que no limita con respecto a un modelo particular, Klaauw & Koning
[26], pag. 2, mencionan que la densidad Normal es usada como base y agregan que cualquier funcio´n
de densidad con funcio´n generadora de momentos podr´ıa ser empleada en lugar de la distribucio´n
Normal. Por lo tanto, una alternativa del me´todo propuesto por Gallant & Nychka [19], es optar
por la densidad de la distribucio´n Normal en forma univariada. El caso de la distribucio´n SNP
definida con la distribucio´n Normal univariada es definido por Fenton & Gallant [16].
Polinomios de Hermite
Los polinomios de Hermite son polinomio ortogonales definidos como
Hn(x) = (−1)ex2/2 d
i
dxi
e−x
2/2 (1.17)
y cumple con las siguiente propiedades (para ma´s detalles dir´ıjase a Fenton & Gallant [16], pag.
84):
Ecuacio´n diferenciable
Posee una relacio´n de recurrencia
Hn(x) = xHn−1(x)− nHn−2(x)
Posee una relacio´n diferenciable
d
dx
Hn(x) = nHn−1(x)
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A trave´s del polinomio Hermite normalizado, definido como
H¯n(x) = (
√
2pin!)1/2Hn(x)
se puede obtener la relacio´n recurrente para el polinomio de Hermite normalizado:
H¯n(x) = (xH¯n−1(x)−
√
n− 1H¯n−2(x))/
√
n (1.18)
Definicio´n parame´trica de la distribucio´n SNP
Leo´n, Menc´ıa & Sentana [28], exponen las propiedades parame´tricas de la distribucio´n SNP; estos
autores son los primeros en analizar la distribucio´n SNP presentada por Gallant & Nychka [19]
desde el punto de vista parame´trico. La distribucio´n SNP es definida por la siguiente ecuacio´n:
fSNP (x; d) =
φ(x)
d′d

 k∑
j=0
djHj(x)


2
(1.19)
donde x ∈ R, d = (d0, d1, . . . , dk)′ ∈ Rk, k = 1, 2, ... es un vector de para´metros, Hj(x) es el
polinomio de Hermite normalizado definido en la ecuacio´n (1.18) y φ(x) es la funcio´n de la normal
esta´ndar. Existe una restriccio´n para que se cumpla que fSNP sea una funcio´n de probabilidad:
d0 = 1.
La ecuacio´n (1.19) es la definicio´n de la de la Distribucio´n SNP que se empleara´ para realizar
una aproximacio´n a las distribuciones compuestas en esta tesis.
Una expresio´n alternativa de la densidad fSNP puede ser obtenida al resolver la expresio´n que
se encuentra al cuadrado:
fSNP (x; d) = φ(x)
2k∑
m=0
γm(d)Hm(x)
donde γm(d) =
d′Amd
d′d , donde Am es una matriz sime´trica cuadrada cuyos elementos son definidos
a trave´s de la siguiente expresio´n:
aij,m =
(i!j!m!)1/2
( i+j−m2 )!(
i+m−j
2 )!(
m+j−i
2 )!
si m ∈ Γ y en otro caso es cero, y
Γ =
{
m ∈ ℵ : |i− j| ≤ m ≤ i+ j; i− j +m
2
∈ ℵ
}
A partir de las expresiones anteriores es posible definir la funcio´n generadora de momentos de la
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densidad SNP:
E[etx] = exp
(
t2
2
Λ(d, t)
)
(1.20)
donde
Λ(d, t) =
2k∑
m
γm(d)
tm√
m!
Mediante la funcio´n de densidad de probabilidad o la f.g.m. pueden ser hallados los momentos
de la distribucio´n SNP. Para el caso de estudio inicial de esta tesis se emplea, la densidad SNP
definida con cuatro para´metros, es decir k = 4, por razones de simplicidad y tratabilidad, se deja
abierta la propuesta para emplear esta densidad con mayor nu´mero de para´metros. Los primeros
cuatro momentos de la funcio´n de densidad definida con cuatro para´metros, fSNP (d1, d2, d3, d4)
esta´n dados por:
µSNP1 =
2d1 + 2
√
2d1d2 + 2
√
3d2d3 + 4d3d4
1 + d21 + d
2
2 + d
2
3 + d
2
4
µSNP2 =
1 + 4
√
3d2d4 + 9d
2
4 + 2
√
6d1d3 + 7d
2
3 + 5d
2
2 + 2
√
2d2 + 3d
2
1
1 + d21 + d
2
2 + d
2
3 + d
2
4
µSNP3 =
6d1 + 2
√
6d3 + 12
√
2d1d2 + 18
√
3d2d3 + 4
√
6d1d4 + 48d3d4
1 + d21 + d
2
2 + d
2
3 + d
2
4
(1.21)
µSNP4 =
3 + 12
√
2d2 + 15d
2
1 + 39d
2
2 + 75d
2
3 + 123d
2
4 + 20
√
6d1d3 + 56
√
3d2d4 + 4
√
6d4
1 + d21 + d
2
2 + d
2
3 + d
2
4
1.2.2. Propiedades del estimador SNP
Los estimadores SNP poseen propiedades pra´cticas al momento de emplearlos para estimar fun-
ciones de densidad, e´stas son mencionadas a continuacio´n:
Fenton & Gallant [16] concluyen que el comportamiento del estimador de densidades SNP es
asinto´ticamente equivalente al estimador kernel.
El estimador de densidad SNP pertenece a la clase de estimadores sieve. La explicacio´n de
estos estimadores puede ser encontrada en Chen [8], quien expone que los modelos semi no
parame´tricos son ma´s flexibles y robustos que los modelos parame´tricos, pero a su vez tiene
complicaciones en la definicio´n de espacios parametrales. El me´todo de sieve proporciona
una manera de tratar estas complejidades a trave´s de la optimizacio´n de un criterio sobre el
espacio de para´metros original. Para asegurar la consistencia del me´todo se requiere que la
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complejidad de los sieve aumente a medida que el taman˜o de muestral aumenta. Chen [8],
pag. 5574, menciona como un ejemplo de un estimador sieve al estimador de densidad SNP
cuyo espacio parametral, HK , es usado para aproximar una densidad desconocida.
Dado que el estimador SNP es un estimador sieve, su representacio´n puede ser en forma
parame´trica, lo que permite que metodolog´ıas de inferencia, como pruebas de hipo´tesis y la
estimacio´n de medidas como el AIC o BIC, puedan ser calculadas.
1.2.3. Aplicaciones del estimador de densidad SNP
En esta seccio´n se mencionan algunas de las aplicaciones de los estimadores de densidad SNP,
adema´s de mencionar algunas referencias claves en el estudio de este tema.
La distribucio´n SNP tiene una relacio´n directa con los desarrollos en serie de polinomios
ortogonales de una funcio´n de densidad. Detalles sobre aplicaciones en Estad´ıstica de estos
desarrollos, y detalles de la teor´ıa ba´sica se pueden consultar en el cap´ıtulo 8 del texto de
Khuri [25].
Gallant & Tauchen [21] emplean la densidad SNP para explicar el comportamiento de los
retornos de las acciones.
Gabler, Laisney & Lechner [18], usan la densidad SNP para modelar la distribucio´n de error
bivariada de un modelo de seleccio´n binaria.
Por la flexibilidad y capacidad de los estimadores de densidad SNP, estos estimadores han
sido usados en el ana´lisis de series de tiempo no lineales, algunos de los art´ıculos conocidos
en esta aplicacio´n son: Brunner [5] y Gallant, et al. [20].
Klaauw & Koning [26], emplean la funcio´n de densidad SNP para estimar las distribuciones
de las alteraciones o de los errores. Este art´ıculo detalla de manera clara la distribucio´n SNP y
sus propiedades, segu´n la definicio´n dada por Gallant & Nychka [19]. Una de las propiedades
mencionadas es que a medida que se incrementa el nu´mero de te´rminos en el polinomio, los
estimadores de densidad presentan mejor desempen˜o.
Coppejans & Gallant [10] emplean el estimador de densidad SNP como un atributo de la
estimacio´n estructural del me´todo eficiente de los momentos.
Leo´n, Menc´ıa & Sentana [28], plantean las propiedades parame´tricas de la densidad SNP y
adema´s, la emplean para modelar la valoracio´n de opciones.
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1.3. Medidas de distancia para comparar las aproximaciones
Las medidas de distancia son elementos fundamentales en el ana´lisis de datos y han sido empleadas
en mu´ltiples a´reas con el objetivo de comparar dos poblaciones, muestras o distribuciones. Adi-
cionalmente las medidas de distancia son herramientas para la construccio´n de pruebas de hipo´tesis,
para el estudio de propiedades asinto´ticas de los estimadores, la construccio´n de estimadores, etc.
Por lo tanto, las medidas de distancia son un elemento teo´rico intuitivo que facilita el ana´lisis y la
comparacio´n entre dos distribuciones o muestras.
En el caso de estudio, las medidas de distancia son empleadas para comparar el ajuste de las
aproximaciones a las distribuciones compuestas. En esta tesis se emplearan las medidas de dis-
tancia de Kolmogorov Smirnov y la medida de Cramer-von Mises ponderada. A continuacio´n, se
presenta un detalle de cada una de las estas medidas de distancia.
Medida de Distancia de Kolmogorov - Smirnov
El estad´ıstico de Kolmogorov - Smirnov esta construido por la siguiente medida de distancia:
KS = supx∈R
∣∣∣ ˆF (x)− F (x)∣∣∣ (1.22)
donde F (x) corresponde a la funcio´n de distribucio´n y ˆF (x) es la funcio´n de distribucio´n apro-
ximada. Por lo tanto, el valor de KS es la ma´xima distancia que exista entre ambas funciones de
distribucio´n acumulada.
El estad´ıstico de Kolmogorov es frecuentemente empleado para la construccio´n de pruebas de
hipo´tesis que verifican la igualdad de dos muestras, distribuciones o de una muestra frente a una
distribucio´n de referencia.
Medida de Distancia de Cramer-von Mises
La medida de distancia que soporta el estad´ıstico de prueba de Cramer-von Mises esta´ dada por:
CVM =
∫ ∞
−∞
(
F (x)− ˆF (x)
)2
dF (x)
Hogg & Klugman [23], definen la medida de distancia de Cramer-von Mises de la siguiente manera:
1
n
n∑
i=0
(
F (x)− ˆF (x)
)2
Adicionalmente a esta definicio´n, Hogg & Klugman [23] mencionan que es posible incluir en esta
ecuacio´n una ponderacio´n w(x) para darle mayor peso a ciertos puntos de la distribucio´n. Por
lo tanto, la siguiente expresio´n se define como el estimador ponderado de la distancia mı´nima de
Cramer-von Mises:
CVM =
n∑
i=0
w(xi)
(
F (xi)− ˆF (xi)
)2
(1.23)
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donde la funcio´n w(x) puede ser definida por la siguiente expresio´n, la cual le asigna mayor peso
a los valores finales de la distribucio´n, que es precisamente donde se desea ser ma´s estrictos con
respecto al ajuste:
w(x) =
n
F (x) (1− F (x))
Una definicio´n ma´s amplia es dada en Hogg & Klugman [23], pag. 83 y 135. Esta funcio´n de
distancia fue empleada por Hurlimann [24], el cual menciona que esta medida es especialmente u´til
para realizar pruebas emp´ıricas de las colas de la distribucio´n.
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Cap´ıtulo 2
Me´todo de Aproximacio´n SNP
El objetivo principal de esta tesis es proponer y desarrollar una aproximacio´n a las distribuciones
compuestas por medio de la distribucio´n Semi No Parame´trica (SNP), con el fin de proporcionar un
me´todo de aproximacio´n efectivo para el ana´lisis de distribuciones compuestas en las que se torna
complejo un desarrollo exacto.
Asumiendo que la distribucio´n de X, denotada por FX(x), depende de m para´metros, (θ1, ..., θm),
y asumiendo N tiene una distribucio´n denotada por pn, que depende de n para´metros λ1, . . . , λn,
se puede obtener una distribucio´n compuesta denotada por S ∼ FS(λ1, . . . , λn, F (x; θ1, ..., θm)). El
propo´sito es aproximar la distribucio´n de S, FS(x), mediante la distribucio´n SNP, FSNP (x; d1, . . . , dk),
tal que
sup x≥0 {|FS(x)− FSNP (x)|} (2.1)
sea lo ma´s pequen˜a posible. Como se menciono´ anteriormente, el nu´mero de para´metros de la dis-
tribucio´n SNP seleccionado en esta tesis es 4, es decir: se empleara´ la funcio´n FSNP (x; d1, . . . , d4), lo
cual garantiza la existencia de los cuatro primeros momentos y el manejo teo´rico de la distribucio´n.
La aproximacio´n propuesta a trave´s de la distribucio´n SNP para las distribuciones compuestas
sera´ analizada para el caso espec´ıfico de la Poisson Compuesta, es decir, cuando N ∼ Poisson(λ).
Se deja abierto el tema y la revisio´n de las aproximaciones para cuando la distribucio´n compuesta
esta´ conformada por otras distribuciones que modelan el comportamiento de la variable aleatoria
N . Por lo tanto, en el estudio de esta tesis asumiremos que S ∼ PC(λ, F (x; θ1, ..., θm)), la especi-
ficacio´n de esta funcio´n se presenta en el Ejemplo 1., ecuacio´n (1.5).
Para el desarrollo de la aproximacio´n es necesario estimar los para´metros d1, ..., d4 de la distribucio´n
SNP, en funcio´n de λ, θ1, ..., θm, los para´metros de la Poisson Compuesta; para la estimacio´n de
estos para´metros se emplean los siguientes me´todos:
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Me´todo de los Momentos (conocido como moment matching metodology): Igualdad de los
primeros cuatro momentos teo´ricos de la distribucio´n Poisson Compuesta y la distribucio´n
SNP.
El me´todo de estimacio´n por ma´xima verosimilitud.
Ambos me´todos de aproximacio´n son evaluados para los casos considerados de ana´lisis. Espec´ıfi-
camente el me´todo de aproximacio´n por la igualdad de los momentos es utilizado so´lo cuando se
garantiza que los momentos de la distribucio´n Poisson Compuesta pueden ser definidos.
Una vez se obtengan los para´metros estimados de la distribucio´n SNP, la aproximacio´n SNP sera´ la
evaluacio´n de la funcio´n de distribucio´n SNP en estos para´metros. El desempen˜o de la aproximacio´n
SNP es analizado cuando la variable aleatoria X es modelada por diferentes distribuciones, las con-
sideradas en este trabajo son: Inversa Gaussiana y Log-Normal. Adicionalmente, la aproximacio´n
SNP se compara con las aproximaciones descritas anteriormente: Normal, la Normal Power (NP),
Gamma Incompleta y Gamma Trasladada.
En las siguientes secciones se justifica el empleo de la aproximacio´n SNP para las distribuciones
compuestas y especifican los procedimientos para la construccio´n de la aproximacio´n SNP con
ambos me´todos de estimacio´n.
2.1. Aproximacio´n SNP a las distribuciones compuestas
La propuesta de esta tesis es aproximar la funcio´n de distribucio´n acumulada (f.d.a.) de la distribu-
cio´n compuesta FS(x) mediante la correspondiente distribucio´n SNP(d), indicada por FSNP (x), en
esta seccio´n se analizan las propiedades que favorecen esta aproximacio´n y algunas de las condi-
ciones para su desarrollo.
Una de las primeras condiciones para el desarrollo de la aproximacio´n es que la definicio´n de
e´sta debe ser absolutamente continua, por lo que se excluyen el caso FS(0) > 0; por lo tanto, lo
que se busca es aproximar FS por una FSNP (x) que cumple FSNP (0) = 0.
En la literatura se encuentran dos procedimientos para plantear este tipo de aproximaciones:
1. Aproximar la variable S por una SNP (d), es decir, FS(x) ≈ FSNP (x), x > 0.
2. Aproximar la variable S estandarizada con una SNP (d), es decir:
P (S ≤ x) = P ((S − µS)/σS ≤ (x− µS)/σS) ≈ FSNP ((x− µS)/σS)
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El primer procedimiento se aplica en el me´todo de la Gamma Transladada y en el me´todo propuesto
por Chaubey et al. [6], quien propone una aproximacio´n a la distribuciones compuestas a trave´s
de la distribucio´n Inversa Gaussiana por el me´todo de igualdad de momentoss. El segundo proce-
dimiento se aplica en los me´todos Normal, Normal Power, Edgeworth, y Gamma (segu´n lo presenta
Bowers [3]). En el desarrollo de esta tesis se empleara´ el segundo procedimiento para plantear la
aproximacio´n SNP, guardando consistencia con la distribucio´n base empleada para la distribucio´n
SNP, la normal esta´ndar.
Por lo tanto, la variable aleatoria S sera´ estandarizada para aplicarle tanto el me´todo de igual-
dad de mometos, como el me´todo de ma´xima verosimilitud. En la siguiente seccio´n se justificara´ el
empleo de la distribuciones SNP para aproximar las distribuciones compuestas. En las siguientes
secciones se especificara´ al detalle el desarrollo de la aproximacio´n con ambos me´todos de esti-
macio´n.
2.1.1. Condiciones para emplear el estimador de densidad SNP
En esta seccio´n se presentan algunas conclusiones que sustentan la propuesta de aproximar dis-
tribuciones compuestas con la distribucio´n SNP. Fenton & Gallant [15], presentan las condiciones
suficientes para que una funcio´n de densidad pueda ser aproximada a trave´s de la distribucio´n SNP,
es decir, para que el estimador de densidad SNP pueda ser adecuadamente empleado; estas condi-
ciones son analizadas para el caso en el que la funcio´n de densidad es una distribuciones compuesta,
con el fin de justificar la propuesta de aproximacio´n que en esta tesis se plantea.
Fenton & Gallant [15], con el objetivo de comparar el comportamiento de los estimadores SNP
con otros estimadores de densidad, como el kernel, establecen condiciones suficientes para que la
aproximacio´n de una funcio´n de densidad mediante la distribucio´n SNP sea va´lida. Suponga que la
densidad a ser aproximada es denotada por f(x), es decir, la distribucio´n de S, la cual es definida
continua en R. El supuesto principal para que la aproximacio´n sea va´lida en Fenton & Gallant [15],
pag. 720, es que la funcio´n f(x) puede ser escrita de la siguiente forma:
f(x) = g2(x) exp(−x2/2). (2.2)
Adicionalmente, las derivadas gj(x) = (d
j/dxj)g(x) deben existir hasta cierto orden k ≥ 1, y deben
satisfacer la condicio´n ∫ ∞
∞
g2j (x) exp(−x2/2)dx <∞, j = 0, 1, ..., k. (2.3)
Y adema´s, se exige que para toda pareja de nu´meros a0 ∈ R, a1 > 0 existan k0, k1 > 0 tales que
P (S2 ≥ a0 + a1t) ≤ k0e−k1
√
t, (2.4)
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para S variable aletoria con densidad f(x). Esta condicio´n se cumple si las colas de la distribucio´n
de S decrecen de manera exponencial a cero. Si se cumplen las condiciones (2.2), (2.3), (2.4) el
estimador de densidad SNP ajusta de manera adecuada la funcio´n f(x).
Para construir la aproximacio´n se debe realizar el procedimiento que se describe a continuacio´n.
Se asume una muestra aleatoria de la variable S de taman˜o n, denotada por xt, t = 1, ..., n, y
se estandariza la variable xt, se denota zt = (xt − x¯)/s como la variable estandarizada con s la
desviacio´n esta´ndar y x¯ la media de la muestra aleatoria. Luego, se estima un modelo SNP por
ma´xima verosimilitud o por el me´todo de igualdad de momentos con base en la muestra anterior,
por lo tanto, se deben estimar pk coeficientes dj , j = 1, ..., pk; a medida que n el valor de k tambie´n,
por lo tanto, se asume que el nu´mero de coeficientes de la aproximacio´n SNP aumenta como funcio´n
del taman˜o de la muestra de la variable cuya densidad se quiere aproximar. La densidad SNP con
base en estos pk para´metros estimados se indica por fˆk(x). Entonces, el Teorema 1 de Fenton &
Gallant [15], pag. 720, concluye que si pk = n
α, donde 0 < α < 1, entonces:∫ ∞
−∞
|f(x)− fˆk(x)|dx = A(α, k)
donde A(α, k) converge a cero casi en todas partes, ma´s ra´pidamente que nδ−1/2+α/2 para δ > 0
pequen˜o.
Fenton y Gallant [15] sen˜alan que a partir de este resultado se puede observar que los estimadores
SNP son muy similares a los estimadores no parame´tricos de densidades tipo kernel. Por ejemplo,
cuando n = 1000 la tasa de convergencia ma´s ra´pida se obtiene con α = 1/5. En este caso pk ≈ 4.
Para el desarrollo de esta tesis se plantea considerar la variable S modelada por una distribu-
cio´n compuesta, por lo tanto, se debe comprobar que las condiciones (2.2), (2.3), (2.4), se cumplan.
Las primeras dos condiciones se cumplen, ya que S es una distribucio´n compuesta y por lo tanto,
P (S ≥ 0) = 1. La condicio´n (2.4) implica ma´s detalle y estudio.
Willmot & Lin [44], expresan que la funcio´n de f(x) puede ser escrita como: f(x) =
∑∞
j=0 pjg
∗j(x),
donde g∗j(x) representa las convoluciones de g(x). Por lo tanto, para cumplir con la condicio´n (2.4)
se requiere tener un resultado de la forma:
P (S > t) ≤ k0e−k1t (2.5)
Como anteriormente se ha mencionado, la variable aleatoria S > 0, por lo que S positiva si t > 0;
por lo tanto, si se cumple (2.5) entonces
P (S2 > t) = P (S >
√
t) ≤ k0e−k1
√
t
que es equivalente a (2.4). Luego, la condicio´n que debe cumplirse para la aproximacio´n SNP sea
va´lida para las distribuciones compuestas, cuando estas tienen distribuciones asociadas g(x) sufi-
cientemente suaves, es (2.5).
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En la literatura existen resultados que garantizan estas condiciones cuando S tiene una distribucio´n
compuesta. Por ejemplo, Willmot & Lin [44], demuestran que la distribucio´n compuesta puede ser
escrita de la forma requerida por Fenton & Gallant [15] para cumplir con las condiciones necesarias
para obtener un buen ajuste por el estimador SNP; el siguiente resultado lo demuestra: Suponga
que la distribucio´n compuesta puede ser escrita de la forma f(x) =
∑∞
j=0 pjg
∗j(x) y asuma que
existen: una constante φ2 ∈ (0, 1) tal que an ≤ φ2an−1 para an =
∑∞
j=n+1 pj = P (N ≥ n) y otra
constante k2 > 0 tal que MX(k2) = 1/φ2 donde MX(t) es la f.g.m de la variable X con densidad
g(x), la cual se asume existe en una vecindad del origen. Entonces se cumple que
P (S > t) ≤ 1− p0
φ2
e−k2t (2.6)
La condicio´n para que exista φ2 en el caso N ∼ Poisson(λ) esta´ en Willmot & Lin [44]. La condicio´n
para que exista k2 depende del modelo asumido para X; por ejemplo, en el caso de asumir una
distribucio´n Inversa Gaussiana, X ∼ IG(µ, β), se tiene que la f.g.m. esta´ dada por la ecuacio´n
(1.12), por lo tanto, la solucio´n de Mx(k2) = 1/φ2 se puede encontrar y es igual a
k2 = log(1/φ2)
2β − µ log(1/φ2)
2µβ
(2.7)
No´tese que φ2 debe satisfacer en este caso e
−β/µ < φ2 < 1 para que exista la solucio´n k2. Como
resumen de la discusio´n anterior podemos enunciar el siguiente resultado.
Teorema 1. Suponga una variable S distribu´ıda Poisson Compuesta, S ∼ PC(λ, F (x)), con
X ∼ F (x) distribu´ıda Inversa Gaussiana, IG(µ, β). Entonces, asumiendo que existen constantes φ2
tal que P (N ≥ n + 1|N ≥ n) ≤ φ2,∀n = 1, 2, . . ., y k2 definida por (2.7), entonces se cumplen las
condiciones (2.2), (2.3) y (2.4) y por tanto,
∫∞
−∞ |fS(x)−fˆn(x)|dx→ 0, n→∞ con probabilidad uno.
Otros casos para la distribucio´n de la variable X requieren ana´lisis similares. Por ejemplo, para el
caso en el cual X se distribuye Log-Normal(µ, σ), no existen, hasta donde nuestro conocimiento
llega, resultados similares a los obtenidos por Willmot & Lin [44]. Una explicacio´n es que no es
posible garantizar que puede encontrarse la solucio´n k2 tal que MX(k2) = 1/φ2, debido a que la
f.g.m. de la distribucio´n Log-Normal no tiene expresio´n anal´ıtica, no conocemos co´mo podr´ıa ase-
gurarse la existencia de la solucio´n. Sin embargo, existen resultados similares, como el siguiente, en
Panjer y Willmot [31], pag. 348.
P (S > x) ∼ E(N)σ3(2pi)−1/2 x
log(x)− µ)2 e
−(log(x)−µ)2/(2σ2), x→∞
Lo cual garantiza que la distribucio´n Log-Normal es de la clase subexponencial.
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2.2. Aproximacio´n SNP por el Me´todo Ma´xima Verosimilitud
El me´todo de ma´xima verosimilitud es uno de los principales me´todos de estimacio´n parame´trica
conocido por las buenas propiedades de sus estimadores, ya que estos cumplen con las siguientes
propiedades: son asinto´ticamente insesgados, invariantes y eficientes.
Para aplicar el me´todo de estimacio´n por ma´xima verosimilitud se parte del supuesto de que
existe una muestra aleatoria, denotada por: z1, z2, ..., zn, con funcio´n de distribucio´n de probabi-
lidad f(z, ω) donde ω = (ω1, ..., ωk) son los k para´metros, f(z|ω1, ..., ωk), cuya funcio´n de ma´xima
verosimilitud existe y es definida como:
L(ω|z) =
n∏
i=1
f(zi|ω1, ..., ωk)
Los estimadores ma´ximo veros´ımiles son aquellos valores de ωˆi que maximizan la funcio´n de
verosimilitud.
Para la construccio´n de la aproximacio´n SNP es necesario conocer la funcio´n de verosimilitud de
dicha distribucio´n; por lo tanto, si la funcio´n de distribucio´n de probabilidad de la SNP esta´ dada
por fSNP (x; d1, d2, d3, d4), la funcio´n de verosimilitud se define de la siguiente manera:
L(x; d1, . . . , d4) =
n∏
i=1
fSNP (xi; d1, d2, d3, d4)
=
n∏
i=1
e−x
2
i /2 (1 + d1h1(xi) + d2h2(xi) + d3h3(xi) + d4h4(xi))
2
√
2pi(1 + d21 + d
2
2 + d
2
3 + d
2
4)
=
(
1√
2pi(1 + d21 + d
2
2 + d
2
3 + d
2
4)
)n
e−
∑n
i=1 x
2
i /2
n∏
i=1
(1 + d1h1(xi) + d2h2(xi) + d3h3(xi) + d4h4(xi))
2 (2.8)
Por lo tanto, el logaritmo de la funcio´n de ma´xima verosimilitud tiene la siguiente expresio´n:
log(L(x; d1, d2, d3, d4)) = −log(
√
2pi(1 + d21 + d
2
2 + d
2
3 + d
2
4))−
n∑
i=1
x2i /2 (2.9)
+
n∑
i=1
log((1 + d1h1(xi) + d2h2(xi) + d3h3(xi) + d4h4(xi))
2)
donde log corresponde al logaritmo natural.
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El me´todo de ma´xima verosimilitud consiste en estimar los valores de los para´metros de la dis-
tribucio´n SNP, d1, d2, d3, d4, que maximicen la probabilidad de obtener los valores que se dieron
en la muestra, dicha muestra se genera a partir de simulacio´n de la distribucio´n Poisson Com-
puesta. Los estimadores ma´ximo veros´ımiles son calculados a partir de la derivada de la funcio´n
de verosimilitud con respecto a cada para´metro di; normalmente se toma el logaritmo natural de
la funcio´n de ma´xima verosimilitud para facilitar la obtencio´n de los estimadores. Como anterior-
mente se menciono´, este me´todo produce estimadores que son funciones de estad´ısticos suficientes
si el estimador ma´ximo verosimil es u´nico, proporciona estimadores eficientes, es decir, de varianza
mı´nima, y los estimadores obtenidos son asinto´ticamente insesgados.
Para estimar los para´metros d1, d2, d3, d4 de la distribucio´n SNP a trave´s del me´todo de ma´xima
verosimilitud una muestra aleatoria de la distribucio´n Poisson Compuesta es generada. El proce-
dimiento para hallar los estimadores de los para´metros comienza con la simulacio´n de los datos de la
distribucio´n Poisson Compuesta (PC(λ;FX(x))) para cada caso de distribucio´n FX(x) considerado,
dichos datos son estandarizados con la media y la desviacio´n esta´ndar de la distribucio´n compuesta
dadas por la ecuacio´n (1.9). La estimacio´n de los para´metros de la distribucio´n SNP es hallado a
trave´s de una funcio´n implementada en R, la funcio´n del logaritmo de ma´xima verosimilitud, la cual
se optimiza por la funcio´n optim.
Una ventaja de la implementacio´n de este me´todo de estimacio´n es que podra´ ser empleado en
el caso particular en el que el sistema de ecuaciones de momentos no pueda ser definido debido a
que la distribucio´n de las Xj no posee al menos los cuatro primeros momentos. Adicionalmente, es
implementado para objetivos de comparacio´n en la estimacio´n de las distribuciones compuestas.
2.3. Aproximacio´n SNP por el Me´todo de Igualdad de Momentos
El me´todo de los momentos es uno de los ma´s antiguos procedimientos que se conocen para obtener
estimadores puntuales, con la virtud de ser uno de los me´todos ma´s simples de estimacio´n. Este
me´todo consiste en igualar los momentos teo´ricos de una distribucio´n D1 con los momentos mues-
trales de una distribucio´n D2, con el fin de estimar los para´metros de la distribucio´n D1 en funcio´n
de los valores muestrales de la distribucio´n D2. Para lograrlo, se plantean tantas ecuaciones como
para´metros a ser estimados; al final, los estimadores de los para´metros son aquellos valores que dan
solucio´n al sistema de ecuaciones conformado.
El me´todo, llamado en esta tesis, igualdad de momentos es una modificacio´n del me´todo de momen-
tos anteriormente definido, ya que, en lugar de igualar los momentos teo´ricos de una distribucio´n
D1 a los momentos muestrales de la distribucio´n D2, el sistema se conforma por los momentos
teo´ricos de ambas distribuciones; de esta manera se conforma un sistema de ecuaciones el cual es
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resuelto cuando se halla la definicio´n de los para´metros de la distribucio´n D1 en funcio´n de los
para´metros de la distribucio´n D2.
En la revisio´n realizada sobre las aproximaciones a las distribuciones compuestas, se encontro´ que
muchas de las aproximaciones son definidas empleando el me´todo de igualdad de momentos, por lo
tanto, para construir la aproximacio´n SNP este me´todo de estimacio´n es evaluado. Una evidencia
de esto es la construccio´n de la aproximacio´n Gamma Trasladada, presentada en el cap´ıtulo ante-
rior. Panjer [32], pa´g. 181, tambie´n aplica e´ste me´todo. Chaubey, et al. [6], pa´g. 223, proponen la
aproximacio´n Inversa Gaussiana a FS(x) a trave´s de este me´todo.
Para definir la aproximacio´n SNP es necesario hallar los para´metros de la distribucio´n SNP, es
decir d1, d2, d3, d4, en funcio´n de los para´metros de la distribucio´n Poisson Compuesta, que son
λ, θ1, ..., θm, donde θ1, ..., θm son los m para´metros de la distribucio´n de la variable aleatoria X.
Para obtener la aproximacio´n SNP se emplea el me´todo de igualdad de los momentos, creando un
sistema no lineal de cuatro ecuaciones con cuatro inco´gnitas, al igualar los cuatro primeros momen-
tos de la distribucio´n SNP con los momentos estandarizados de la distribucio´n Poisson Compuesta:
µSNPj = E[Z
j ], j = 1, . . . , 4 (2.10)
con inco´gnitas d1, ..., d4. Donde µSNPj corresponden al momento j-e´simo de la distribucio´n SNP,
los primeros cuatro momentos de la distribucio´n SNP esta´n dados en las ecuaciones (1.21); E[Zj ]
corresponde al j-e´simo momento de Z, la cual, bajo el supuesto de que S ∼ PC(λ;FX(x; θ1, ..., θm)),
es:
Z =
S − µS
σS
la variable estandarizada de la variable aleatoria S, donde µS y σS son la media y la desviacio´n
esta´ndar de la distribucio´n de S, dadas en la ecuacio´n (1.8).
El sistema de ecuaciones conformado para hallar la aproximacio´n SNP de la distribucio´n Poisson
Compuesta, en forma general, debe ser planteado de la siguiente forma:
µSNP1 = 0
µSNP2 = 1
µSNP3 =
λE[X3]
(λE[X2])
3
2
µSNP4 =
λE[X4] + 3λ2(E[X2])2
(λE[X2])2
(2.11)
Por lo tanto, se conforma un sistema de ecuaciones no lineales que debe ser resuelto por me´todos
nume´ricos. Este sistema se puede resolver siempre y cuando los momentos de la variable aleatoria
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Xj existan. En caso contrario, la estimacio´n de los para´metros puede ser resuelta por el me´todo de
estimacio´n ma´xima verosimilitud.
La solucio´n del sistema de ecuaciones no lineales se resuelve en R a trave´s de la funcio´n optim,
que emplea varios me´todos de optimizacio´n, entre ellos el me´todo quasi-Newton. El me´todo quasi-
Newton es un me´todo de optimizacio´n, tambie´n conocido como me´todo o algoritmo de me´trica
variable, y es empleado para hallar ma´ximos y mı´nimos locales. Este me´todo esta´ basado en el
me´todo de Newton para encontrar el punto estacionario de una funcio´n, donde el gradiente es 0.
La aproximacio´n SNP a la distribucio´n Poisson Compuesta es evaluada para cuando la variable
aleatoria Xj es modelada por las distribuciones continuas: IG y Log-Normal. Un planteamiento
similar es realizado por Chaubey, et al. [6], pag. 217, ya que en este art´ıculo se evalu´an las aproxi-
maciones cuando FX(x) adopta las siguientes distribuciones: IG, Gamma, Pareto y Weibull.
A continuacio´n se plantean los sistemas de ecuaciones no lineales a ser resueltos para cada una
de estas distribuciones de FX(x) consideradas. Los resultados de la Aproximacio´n SNP son presen-
tados en el siguiente cap´ıtulo.
2.3.1. Aproximacio´n SNP cuando X ∼ IG
La distribucio´n Inversa Gaussiana, como fue comentado anteriormente, posee la propiedad repro-
ductiva, es decir, la convolucio´n de n distribuciones IG indepencientes es nuevamente IG, lo cual
resulta u´til para la evaluacio´n de la distribucio´n de la variable aleatoria S. Es por esta razo´n, que
esta distribucio´n ha sido atractiva para explicar las severidades y evaluar el desempen˜o de las dis-
tribuciones compuestas, tal como lo hacen Gendron & Crepeau [22].
Para desarrollar la aproximacio´n SNP es necesario construir el sistema de ecuaciones conforma-
do por los momentos de la distribucio´n SNP y los momentos estandarizados de la distribucio´n
Poisson Compuesta cuando X ∼ IG(µ, σ), S ∼ PC(λ; IG(µ, σ)).
La definicio´n teo´rica de los momentos de la distribucio´n Poisson Compuesta cuando X ∼ IG(µ, σ),
se obtienen a partir de la ecuacio´n (1.7) y los momentos de la distribucio´n IG son obtenidos a
trave´s de las ecuaciones dadas en (1.13). A continuacio´n se presentan los momentos de la variable
estandarizada Z, cuando S ∼ PC(λ; IG(µ, σ)):
µZPC1(λ;IG) = 0
µZPC2(λ;IG) = 1
µZPC3(λ;IG) =
λ(µ3 + 3µ4σ−1 + 3µ5σ−2)
(λ(µ2 + µ3σ−1))
3
2
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µZPC4(λ;IG) =
λ(µ4 + 6µ5σ−1 + 15µ6σ−2 + 15µ7σ−3) + 3λ2(µ2 + µ3σ−1)2
(λ(µ2 + µ3σ−1))2
(2.12)
El objetivo es estimar los para´metros (d1, d2, d3, d4) en funcio´n de los para´metros de la Poisson
Compuesta (λ, µ, σ) mediante el me´todo de igualdad de los momentos, tal como lo demuestra el
siguiente diagrama:
(λ, µ, σ) {µZPCj(λ;IG) = µsnpj}
(d1, d2, d3, d4)
H
H
H
H
H
HHj
-
?
Diagrama 1. Composicio´n del sistema de momentos
Por lo tanto, el sistema de ecuaciones no lineales a resolver es el presentado en la ecuacio´n (2.11)
resultante de igualar las ecuaciones (1.21) y (2.12) es:
µSNP1 = µZPC1(λ;IG)
µSNP2 = µZPC2(λ;IG)
µSNP3 = µZPC3(λ;IG)
µSNP4 = µZPC4(λ;IG)
La solucio´n de este sistema se halla utilizando la funcio´n optim del R. Para conocer ma´s detalles
de la programacio´n ver el Ape´ndice A.
2.3.2. Aproximacio´n SNP cuando X ∼ LogN
La aproximacio´n SNP se evalu´a cuando la variable aleatoria X tiene una distribucio´n Log-Normal.
Todos los momentos de la distribucio´n Log-Normal existen teo´ricamente, por lo tanto, la aprox-
imacio´n SNP puede ser planteada a trave´s del me´todo de igualdad de los momentos. Los mo-
mentos estandarizados de la distribucio´n Poisson Compuesta cuando X ∼ LogN(µ, σ), S ∼
PC(λ; logN(µ, σ)), estan dados por:
µZPC1(λ;LogN) = 0
µZPC2(λ;LogN) = 1
µZPC3(λ;LogN) =
λ(exp[3µ+ 9σ2/2])
(λ(exp[2µ+ 2σ2]))
3
2
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µZPC4(λ;LogN) =
λ(exp[4µ+ 8σ2]) + 3λ2(exp[2µ+ 2σ2])2
(λ(exp[2µ+ 2σ2]))2
(2.13)
(λ, µ, σ) {µZPCj(λ;LogN) = µsnpj}
(d1, d2, d3, d4)
H
H
H
H
H
H
Hj
-
?
Diagrama 2. Composicio´n del sistema de momentos
El sistema de ecuaciones no lineales a resolver, construido igualando los momentos de la distribucio´n
SNP (d1, d2, d3, d4) denotados µSNPj y descritos en las ecuaciones (1.21), con los momentos de la
variable estandarizada Z dados en (2.13), cuando S ∼ PC(λ; logN(µ, σ)), como se expresa en la
ecuacio´n (2.11) y se muestra en el diagrama 2, es:
µSNP1 = µZPC1(λ;LogN)
µSNP2 = µZPC2(λ;LogN)
µSNP3 = µZPC3(λ;LogN)
µSNP4 = µZPC4(λ;LogN)
La solucio´n al sistema de ecuaciones no lineales es resuelta en R a trave´s de la funcio´n optim. Los
detalles de programacio´n son especificados en el Ape´ndice A.
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Cap´ıtulo 3
Ana´lisis de las Aproximaciones a la
Distribucio´n Compuesta
En este cap´ıtulo se analiza y compara la calidad del ajuste de las aproximaciones: SNP, Normal
Power (NP), Gamma Trasladada y Gamma Incompleta a la distribucio´n Poisson Compuesta cuan-
do la variable aleatoria N se distribuye Poisson(λ) y X adopta diferentes distribuciones definidas
en el cap´ıtulo anterior, las cuales son: la distribucio´n Inversa Gaussiana y Log-Normal.
Algunos autores como Chaubey, et al. [6] y Gendron & Crepeau [22], advierte que el ajuste de
las aproximaciones pierde su calidad cuando la asimetr´ıa de los datos de la distribucio´n compuesta
supera el valor de 2. En la revisio´n realizada acerca de las aproximaciones existentes a las dis-
tribuciones compuestas, es evidente que la asimetr´ıa de la distribucio´n S es un factor determinante
en el desempen˜o y eficiencia de las mismas. Gendron & Crepeau [22] analizan las aproximaciones
para tres valores distintos de para´metros de la distribucio´n Inversa Gaussiana, con el fin de obtener
diversos valores de asimetr´ıa resultante de la distribucio´n Poisson Compuesta. Chaubey, et al. [6]
asigna diferentes valores a los para´metros de la distribucio´n compuesta, con el fin de que los valores
de la asimetr´ıa y la kurtosis fueran obtenidos para cada caso, doce escenarios fueron generados y
se obtuvo una asimetr´ıa de la distribucio´n compuesta en un rango entre: [0.56, 2.08] para evaluar
el ajuste.
Por lo tanto, este sera´ uno de los criterios de evaluacio´n, para probar el nivel de ajuste que pro-
porciona la aproximacio´n SNP. La evaluacio´n de las aproximaciones se realiza para cada una de las
distribuciones de la variable aleatoria X, en la cual se generan dos casos de asimetr´ıa para analizar
el desempen˜o de cada una de las aproximaciones, los casos de asimetr´ıa son:
Escenario 1 γS < 2
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Escenario 2 γS > 2
El ana´lisis de ajuste de las aproximaciones se concentra en la cola superior de la distribucio´n Poisson
Compuesta, ya que e´sta es la parte de mayor intere´s en las aplicaciones de este tipo de distribu-
ciones; un ejemplo de aplicacio´n es en el tema de riesgos, ya que la parte superior de la distribucio´n
aporta valiosa informacio´n para la administracio´n y gestio´n. Por lo tanto, las comparaciones se
realizan cuando la funcio´n de distribucio´n acumulada de la Poisson Compuesta toma valores de
probabilidad acumulada superiores a 0.85.
En el cap´ıtulo inicial de esta tesis, se presentaron las conlcusiones de Klaauw & Koning [26],
las cuales indican que a medida que el nu´mero de para´metros de la distribucio´n SNP aumenta, los
estimadores de densidad SNP presentan mejor desempen˜o. Por lo tanto, para cada uno de los casos
analizados se evalu´a el desempen˜o de la aproximacio´n SNP a medida que el nu´mero de para´metros
aumenta. El nu´mero de para´metros considerados para la distribucio´n SNP son: 4, 6, 8 y 10. Adi-
cionalmente se aumenta el taman˜o de muestra para el ana´lisis del desempen˜o de las aproximaciones.
Como se menciono´ anteriormente, la aproximacio´n SNP puede ser construida a trave´s de igualdad
de momentos y de estimacio´n por ma´xima verosimilitud, es de aclarar entonces, que la construccio´n
de igualdad de momentos es so´lo evaluada para cuando la distribucio´n SNP tiene cuatro para´me-
tros, ya que al aumentar el nu´mero de para´metros aumenta la dificultad de estimacio´n del sistema
de ecuaciones conformado por los momentos. Por lo tanto, cuando se menciona que el nu´mero de
para´metros de la distribucio´n SNP aumenta para construir la aproximacio´n, se esta´ haciendo refe-
rencia exclusivamente al me´todo de estimacio´n por ma´xima verosimilitud.
Muestras aleatorias de la distribucio´n Poisson Compuesta pueden ser halladas a trave´s de un de-
sarrollo en R, lo que permite establecer un ana´lisis de ajuste comparando las dema´s aproximaciones
mencionadas en esta tesis. Para establecer el nivel de ajuste de cada una de las aproximaciones
analizadas se emplean las medidas de distancia definidas en las ecuaciones (1.22) y (1.23), las cuales
proporcionan una idea de la diferencia entre las curvas de la distribucio´n Poisson Compuesta y la
aproximacio´n que se este´ analizando.
El procedimiento para analizar las aproximaciones consiste en plantear conjuntos de valores para
los para´metros considerados en la evaluacio´n de la distribucio´n Poisson Compuesta, los cuales son
el para´metro de la distribucio´n Poisson y los para´metros de la distribucio´n de la variable aleatoria
X; luego, calcular el valor de la asimetr´ıa, estimar cada una de las aproximaciones y calcular las
distancias empleadas para la comparacio´n. Adicionalmente, se evalu´a la aproximacio´n al aumentar
el nu´mero de para´metros considerados para la distribucio´n SNP y el taman˜o de muestra para la
generacio´n de datos con distribucio´n Poisson Compuesta.
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Los resultados son presentados gra´ficamente y a partir de tablas, en las cuales se especifican las
medidas de distancia empleadas, para cada una de las aproximaciones comparadas; las escalas de
las gra´ficas son logar´ıtmicas, con el objetivo de poder observar mejor el desempen˜o de las aproxi-
maciones. Se hace e´nfasis en la aproximacio´n SNP al presentar tablas y gra´ficas con los resultados
obtenidos al aumentar el nu´mero de para´metros empleados y el taman˜o de la muestra inicial de
la distribucio´n Poisson Compuesta; con el fin de obtener resultados y conclusiones objetivas que
permitan sugerir su empleo.
3.1. Resultados de la aproximacio´n SNP a la PC(λ; IG(µ, σ))
Como se menciono´ en la introduccio´n de este cap´ıtulo, se presentan en e´ste ana´lisis dos casos de
para´metros, de los cuales una de ellos presenta as´ımetria inferior al valor de 2 y la otra mayor. En
esta seccio´n se considera que X se distribuye Inversa Gaussiana. El taman˜o de muestra inicial para
los datos de la distribucio´n Poisson Compuesta es de n = 2000. Los resultados para cada uno de
los casos de asimetr´ıa son presentados a continuacio´n.
3.1.1. Caso de Asimetr´ıa γS < 2, cuando S ∼ PC(λ; IG(µ, σ))
Para evaluar este caso, se emplean los siguientes valores de los para´metros de la distribucio´n com-
puesta PC(λ; IG(µ, σ)): λ = 20, µ = 0.2 y σ = 2. Este conjunto de valores arrojan una asimetr´ıa
de la distribucio´n compuesta γS = 0.2577, la cual puede ser evaluada empleando la ecuacio´n dada
en (1.10).
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Figura 3.1: Gra´ficas de densidad: Distribucio´n Inversa Gaussiana IG(0.2, 2) y Distribucio´n Compuesta
PC(20; IG(0.2, 2)), con γS < 2. Ajuste Kernel y SNP4.
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En la Figura 3.1 se muestra el comportamiento de la distribucio´n Inversa Gaussiana con los valores
de para´metros considerados, adicionalmente se presenta el histograma de la muestra de la distribu-
cio´n Poisson Compuesta PC(20; IG(0.2, 2)) y los ajustes de los estimadores de densidad kernel y
SNP. Note que ambas curvas, nombradas como kernel y snp respectivamente, presentan un ajuste
muy similar a los datos de la distribucio´n compuesta.
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Figura 3.2: Comparacio´n de las Aproximaciones a la Distribucio´n Compuesta, cuando S ∼
PC(20; IG(0.2, 2)) y γS < 2.
La Figura 3.2 permite analizar el desempen˜o de las aproximaciones estudiadas para la distribucio´n
compuesta. Cada una de las gra´ficas muestra el ajustes de las aproximaciones: SNP estimada por
ma´xima versosimilitud (snpmv), SNP por el me´todo de los momentos (snpmom), Gamma Traslada-
da (Gamma Tras.), Gamma Incompleta (Gamma Incom.) y Normal Power (NP); adicionalmente
cada una de las gra´ficas presenta el valor de las medidas de distancia empleadas, las cuales son pre-
sentadas en la Tabla 3.1. En esta tabla se puede evidenciar que la aproximacio´n SNP, estimada por
ma´xima verosimilitud presenta un buen ajuste, incluso, el mejor ajuste si se analiza la medida de
distancia de Cramer-von Mises (CvM); analizando la medida de distancia de Kolmogorov Smirnov
(KS) es la segunda aproximacio´n que mejor se ajusta a los datos de la distribucio´n compuesta. En
este punto es importante aclarar que las medidas de distancia empleadas no pueden ser comparadas
entre s´ı, ya que su construccio´n las hace muy dististas.
Con el fin de ampliar el ana´lisis de la aproximacio´n por medio de los estimadores SNP, se procede
a aumentar el nu´mero de para´metros de la distribucio´n SNP considerados para construir la apro-
ximacio´n. El ajuste de cada una de las distribuciones SNP construidas con 4, 6, 8 y 10 para´metros
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Tabla 3.1: Medidas de ajuste de las Aproximaciones a la distribucio´n PC(20; IG(0.2, 2)) cuando γS < 2.
Aproximacio´n CvM KS
SNPLM 66.24 0.0067
SNPMOM 453.75 0.0091
Gamma Trasladada 124.38 0.0089
Gamma Incompleta 1250.26 0.0083
NP 89.59 0.0053
a la distribucio´n Poisson Compuesta es presentado en la Figura 3.3, en la cual se compara el
ajuste de los estimadores kernel y la estimacio´n SNP; es importante anotar, que a medida que el
nu´mero de para´metros de la distribucio´n SNP aumenta la estimacio´n SNP se hace muy similar a
la estimacio´n por los kernel. Los resultados del ajuste con estas condiciones son presentados en la
Figura 3.4 y en la Tabla 3.2.
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Figura 3.3: Gra´ficas de ajuste de los estimadores Kernel y SNP con 4, 6, 8 y 10 para´metros a la
PC(20; IG(0.2, 2)), con taman˜o de muestra n = 2000 y γS < 2.
Note que la diferencia de probabilidad, calculada con la medida de distancia KS es ma´s pequen˜a a
medida que el nu´mero de para´metros de la distribucio´n SNP aumenta.
Para analizar la aproximacio´n SNP a medida que el taman˜o de muestra de los datos iniciales
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Tabla 3.2: Medidas de ajuste de las Aproximaciones SNP con 4, 6, 8 y 10 para´metros a la distribucio´n
PC(20; IG(0.2, 2)), cuando γS < 2.
Aproximacio´n CvM KS
SNP4 66.24 0.0067
SNP6 72.94 0.0073
SNP8 234.58 0.0059
SNP10 50.52 0.0050
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Figura 3.4: Gra´ficas de aproximacio´n de los estimadores de densidad SNP con 4, 6, 8 y 10 para´metros, con
taman˜o de muestra n = 2000 y γS < 2.
de la distribucio´n Poisson Compuesta aumenta, se evalu´an las aproximaciones con taman˜os de
muestra n = 4000 y n = 6000. La Tabla 3.3 presenta los resultados de las medidas de distancia
para cada una de las aproximaciones consideradas.
Un punto importante para analizar es que a medida que el taman˜o de muestra aumenta, el ajuste
parece mejorar para cada una de las aproximaciones consideradas. Las aproximaciones con mejor
desempen˜o en este ana´lisis son: SNP por ma´xima verosimilitud, la Gamma Trasladada y la NP.
Con el fin de continuar con el ana´lisis al incrementar el nu´mero de para´metros, se presenta la
Figura 3.5 que muestra el ajuste de la distribucio´n SNP a los datos simulados de la distribucio´n
Poisson Compuesta con taman˜o de muestra n = 6000.
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Tabla 3.3: Medidas de ajuste de las Aproximaciones a la distribucio´n PC(20; IG(0.2, 2)), cuando γS < 2 y
los taman˜os de muestra son n = 4000 y n = 6000.
Taman˜o muestra n = 4000 n = 6000
Aproximacio´n CvM KS CvM KS
SNPLM 359.82 0.0041 693.88 0.0047
SNPMOM 2128.86 0.0095 6326.35 0.0084
Gamma Trasladada 468.87 0.0082 633.01 0.0039
Gamma Incompleta 4431.29 0.0094 7213.60 0.0093
NP 327.30 0.0043 604.41 0.0046
Note que para el taman˜o de muestra n = 6000, el ajuste kernel y el de los estimadores SNP
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Figura 3.5: Gra´ficas de ajuste de los estimadores SNP con 4, 6, 8 y 10 para´metros de la distribucio´n
PC(20; IG(0.2, 2)), con taman˜o de muestra n = 6000 y γS < 2.
son muy similares. Adicionalmente, la Figura 3.6 y la Tabla 3.4, dan evidencia que a medida que
el taman˜o de muestra aumenta, al igual que el nu´mero de para´metros, la aproximacio´n SNP a los
datos de la distribucio´n Poisson Compuesta mejora su desempen˜o notablemente.
De la gra´fica y la tabla anterior, se puede concluir que la aproximacio´n SNP mejora a medida
que el nu´mero de para´metros a considerar en esta distribucio´n aumenta, a la igual que el taman˜o
de muestra; lo que comprueba la conclusio´n obtenida en Klaauw & Koning [26].
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Tabla 3.4: Medidas de ajuste de las Aproximaciones SNP con 4, 6, 8 y 10 para´metros a la distribucio´n
PC(20; IG(0.2, 2)) cuando γS < 2 y los taman˜os de muestra son n = 4000 y n = 6000.
Taman˜o muestra n = 4000 n = 6000
Aproximacio´n CvM KS CvM KS
SNP4 359.82 0.0041 693.88 0.0047
SNP6 396.35 0.0056 683.04 0.0036
SNP8 299.14 0.0062 392.94 0.0045
SNP10 302.42 0.0062 453.99 0.0041
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Figura 3.6: Gra´ficas de aproximacio´n de los estimadores de densidad SNP con 4, 6, 8 y 10 para´metros, con
taman˜o de muestra n = 6000 y γS < 2.
3.1.2. Caso de asimetr´ıa γS > 2, cuando S ∼ PC(λ; IG(µ, σ))
Para evaluar el caso de asimetr´ıa alta, es decir, mayor al valor de 2, se consideran los siguientes
valores de los para´metros para la distribucio´n Poisson Compuesta PC(λ; IG(µ, σ)): λ = 10, µ = 4
y σ = 0.5; esta distribucio´n tiene una asimetr´ıa de γS = 2.5415, la cual se halla a trave´s de la
ecuacio´n (1.10).
En la Figura 3.7 se presenta la gra´fica de la distribucio´n Inversa Gaussiana, la cual evidente-
mente presenta una asimetr´ıa alta; adicionalmente, se presenta la gra´fica de la distribucio´n Poisson
Compuesta PC(10; IG(4, 0.5)) y el ajuste de la estimacio´n kernel y SNP con 4 para´metros. En este
caso, el estimador de densidad SNP con 4 para´metros no presenta un buen desempen˜o comparado
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con el estimador kernel.
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Figura 3.7: Gra´ficas de densidad: Distribucio´n Inversa Gaussiana IG(4, 0.5) y Distribucio´n Compuesta
PC(10; IG(4.0.5)), con γS > 2. Ajuste Kernel y SNP4.
El desempen˜o de las aproximaciones evaluadas presenta dificultades para el caso de asimetr´ıa al-
ta, la Figura 3.8 evidencia una diferencia alta entre la funcio´n de distribucio´n acumulada de la
Poisson Compuesta y las aproximaciones. De igual manera a trave´s de la Tabla 3.5, se puede
concluir que la aproximacio´n que mejor estima los datos de la distribucio´n Poisson Compuesta,
PC(10; IG(4, 0.5)), es la aproximacio´n Gamma Trasladada.
La evaluacio´n de la distribucio´n PC(10; IG(4.0.5)) tambie´n es realizada a trave´s del aumento
Tabla 3.5: Medidas de ajuste de las Aproximaciones a la distribucio´n PC(10; IG(4.0.5)) cuando γS > 2.
Aproximacio´n CvM KS
SNPLM 6630.51 0.0287
SNPMOM 23595.20 0.1310
Gamma Trasladada 1591.83 0.0069
Gamma Incompleta 5000.79 0.0471
NP 15420.43 0.0524
de para´metros de la distribucio´n SNP; la Figura 3.9 presenta el ajuste de la SNP con 4, 6, 8,
y 10 para´metros. Es evidente, a trave´s de esta gra´fica, que a medida que aumenta el nu´mero de
para´metros considerados, el ajuste a la distribucio´n Poisson Compuesta mejora.
La anterior conclusio´n se evidencia tambie´n en la Figura 3.10, en la cual se puede observar
que la l´ınea punteada se ajusta mejor a la l´ınea cont´ınua, que corresponde a la distribucio´n Poisson
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Figura 3.8: Comparacio´n de Aproximaciones a las Distribuciones Compuestas, cuando S ∼
PC(10; IG(4.0.5)) y γS > 2.
Ajuste con SNP
 4 Parámetros
y
De
ns
ida
d
0 2 4 6 8 10
0.0
0.2
0.4
0.6
0.8
kernel
snp
Ajuste con SNP
 6 Parámetros
y
De
ns
ida
d
0 2 4 6 8 10
0.0
0.2
0.4
0.6
0.8
kernel
snp
Ajuste con SNP
 8 Parámetros
y
De
ns
ida
d
0 2 4 6 8 10
0.0
0.2
0.4
0.6
0.8
kernel
snp
Ajuste con SNP
 10 Parámetros
y
De
ns
ida
d
0 2 4 6 8 10
0.0
0.2
0.4
0.6
0.8
kernel
snp
Figura 3.9: Gra´ficas de ajuste de los estimadores Kernel y SNP con 4, 6, 8 y 10 para´metros, con taman˜o
de muestra n = 2000 y γS > 2.
Compuesta. En la tabla Tabla 3.6, se puede observar co´mo el valor del KS disminuye a medida
que el nu´mero de para´metros aumenta; igualmente, el valor de la medida de distancia CvM tiende
a disminuir. Con estos resultados se puede concluir, que la asimetr´ıa es un factor determinante
para asegurar el buen desempen˜o de las aproximaciones, ya que mientras mayor valor tenga, mayor
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Figura 3.10: Gra´ficas de aproximacio´n de los estimadores de densidad SNP con 4, 6, 8 y 10 para´metros,
con taman˜o de muestra n = 2000 y γS > 2.
Tabla 3.6: Medidas de ajuste de las Aproximaciones SNP con 4, 6, 8 y 10 para´metros a la distribucio´n
PC(20; IG(0.2, 2)), cuando γS < 2.
Aproximacio´n CvM KS
SNP4 6630.51 0.0287
SNP6 13430.29 0.0268
SNP8 2726.73 0.0149
SNP10 2121.77 0.0054
dificultad presentan las aproximaciones.
En la Tabla 3.7, se puede observar que las medidas de distancia disminuyen mientras el taman˜o
de muestra aumenta. Una conclusio´n similar puede ser obtenida a trave´s Figura 3.11 y 3.12, en las
cuales se observa que la calidad de ajuste mejora a medida que el nu´mero de para´metros aumente
en la distribucio´n SNP.
La estimacio´n de la aproximacio´n SNP por el me´todo de los momentos no presenta un buen ajuste,
lo que permite concluir que existen problemas de convergencia en el momento de estimacio´n de los
para´metros. La alternativa de estimacio´n por ma´xima verosimilitud, resulta ma´s eficiente. Final-
mente, la Tabla 3.8, confirma la conclusio´n obtenida anteriormente, el nu´mero de para´metros de la
distribucio´n SNP esta´ completamente relacionado con la eficiencia de los estimadores de densidad
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Figura 3.11: Gra´ficas de ajuste de los estimadores Kernel y SNP con 4, 6, 8 y 10 para´metros a la
PC(10; IG(4, 0.5)), con taman˜o de muestra n = 6000 y γS > 2.
Tabla 3.7: Medida de ajuste de las Aproximaciones a la distribucio´n PC(10; IG(4, 0.5)) cuando γS > 2, y
los taman˜os de muestra son: n = 4000 y n = 6000.
Taman˜o muestra n = 4000 n = 6000
Aproximacio´n CvM KS CvM KS
SNPLM 15130.17 0.0474 59082.92 0.0185
SNPMOM 76231.23 0.1071 160339.11 0.0929
Gamma Trasladada 2798.65 0.0095 4388.48 0.0085
Gamma Incompleta 13381.82 0.0336 28884.42 0.0264
NP 30738.78 0.0438 78517.15 0.0386
SNP, tal como lo presentan Klaauw & Koning [26].
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Figura 3.12: Gra´ficas de aproximacio´n de los estimadores de densidad SNP con 4, 6, 8 y 10 para´metros,
con taman˜o de muestra n = 6000 y γS > 2.
Tabla 3.8: Medidas de ajuste de las Aproximaciones SNP con 4, 6, 8 y 10 para´metros, a la distribucio´n
PC(10; IG(4, 0.5)) cuando γS < 2, y los taman˜os de muestra son n = 4000 y n = 6000.
Taman˜o muestra n = 4000 n = 6000
Aproximacio´n CvM KS CvM KS
SNP4 15130.17 0.0474 59082.92 0.0185
SNP6 18217.56 0.0325 26243.78 0.0163
SNP8 5948.26 0.0117 17988.98 0.0134
SNP10 3101.51 0.0047 11477.74 0.0074
3.2. Resultados de la aproximacio´n SNP a la PC(λ;LN(µ, σ))
3.2.1. Caso de asimetr´ıa γS < 2, cuando S ∼ PC(λ;LN(µ, σ))
Con el objetivo de generar un caso paticular en el cual se cumpla que γS < 2, cuando N ∼
Poisson(λ) y X ∼ LN(µ, σ), se escogieron los siguientes valores de los para´metros: λ = 10, µ = 1 y
σ = 0.2; esta distribucio´n genera una asimetr´ıa de γS = 0.3357. La Figura 3.13 permite observar
la distribucio´n LN(1, 0.2) y su ajuste Kernel, adicionalmente, presenta la gra´fica de la distribu-
cio´n PC(10;LN(1, 0.2)) con los ajustes Kernel y SNP. Las gra´ficas evidencian el valor pequen˜o de
asimetr´ıa en los datos a trave´s de una PC(10;LN(1, 0.2)).
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Figura 3.13: Gra´ficas de densidad: Distribucio´n Log-Normal LN(1, 0.2) y Distribucio´n Compuesta
PC(10;LN(1, 0.2)), con γS < 2. Ajuste Kernel y SNP4.
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Figura 3.14: Comparacio´n de Aproximaciones a las Distribuciones Compuestas, cuando S ∼
PC(10;LN(1, 0.2)) y γS < 2.
LaFigura 3.14 y la Tabla 3.9 dan evidencia del ajuste de las aproximaciones a la distribucio´n
Poisson Compuesta, cuando X ∼ LN . La aproximacio´n SNP por estimacio´n de ma´xima verosimili-
tud, arroja uno de los mejores resultados en el ajuste, en ambas medidas de distancia empleadas. La
aproximacio´n SNP por estimacio´n de igualdad de momentos no presenta buenos resultados, lo que
permite intuir que esta estimacio´n presenta problemas de convergencia en la solucio´n del sistema
de ecuaciones.
Las aproximaciones NP y Gamma Trasladada presentan unos buenos resultados en el ajuste de
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Tabla 3.9: Medidas de ajuste de las Aproximaciones a la distribucio´n PC(10;LN(1, 0.2)) cuando γS < 2.
Aproximacio´n CvM KS
SNPLM 85.22 0.0060
SNPMOM 2941.05 0.0223
Gamma Trasladada 230.99 0.0106
Gamma Incompleta 1092.26 0.0078
NP 106.11 0.0068
la distribucio´n Poisson Compuesta, cuando la γS < 2.
Continuando con el propo´sito de analizar el aumento de para´metros en la distribucio´n SNP para
evaluar el ajuste a la distribucio´n Poisson Compuesta, se presenta la Figura 3.15 en la cual se
puede observar que el ajuste de la aproximacio´n SNP por ma´xima verosimilitud mejora a medida
que el nu´mero de para´metros considerados en el ana´lisis aumentan; adicionalmente, se observa una
vez ma´s que los estimadores Kernel y SNP son muy parecidos para el caso de asimetr´ıa baja, es
decir, γS < 2.
La Tabla 3.10 y la Figura 3.16 verifican una vez ma´s la conclusio´n obtenida anteriormente.
La aproximacio´n SNP para este caso arroja resultados muy buenos de ajuste.
Tabla 3.10: Medidas de ajuste de las Aproximaciones SNP con 4, 6, 8 y 10 para´metros a la distribucio´n
PC(10;LN(1, 0.2)), cuando γS < 2.
Aproximacio´n CvM KS
SNP4 85.22 0.0060
SNP6 70.99 0.0048
SNP8 69.31 0.0050
SNP10 66.81 0.0054
Al aumentar el taman˜o de muestra, los resultados de la aproximacio´n SNP mejoran notablemente,
y si adicionalmente se aumenta el nu´mero de para´metros de la distribucio´n SNP, el ajuste gana
mayor precisio´n.
Adicionalmente, el taman˜o de muestra aumenta para analizar los resultados, la Tabla 3.11 pre-
senta las medidas de distancia de las aproximaciones consideradas cuando el taman˜o de muestra es
n = 4000 y n = 6000.
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Figura 3.15: Gra´ficas de densidad de ajuste de los estimadores Kernel y SNP con 4, 6, 8 y 10 para´metros
a la PC(10;LN(1, 0.2)), con taman˜o de muestra n = 2000 y γS < 2.
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Figura 3.16: Gra´ficas de aproximacio´n de los estimadores de densidad SNP con 4, 6, 8 y 10 para´metros,
con taman˜o de muestra n = 2000 y γS < 2.
La Figura 3.17 presenta los histogramas de la distribucio´n PC(10;LN(1, 0.2)) y el ajuste para
cada uno de los para´metros considerados para la distribucio´n SNP. En esta gra´fica se observa que
la diferencia entre los estimadores Kernel y SNP es muy pequen˜a.
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Tabla 3.11: Medidas de ajuste de las Aproximaciones a la distribucio´n PC(10;LN(1, 0.2)), cuando γS < 2
y los taman˜os de muestra son n = 4000 y n = 6000.
Taman˜o muestra n = 4000 n = 6000
Aproximacio´n CvM KS CvM KS
SNPLM 752.69 0.0033 246.21 0.0022
SNPMOM 21565.48 0.0194 21665.72 0.0193
Gamma Trasladada 1537.43 0.0039 1998.10 0.0058
Gamma Incompleta 9548.52 0.0055 10353.28 0.0079
NP 1647.04 0.0040 135.81 0.0023
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Figura 3.17: Gra´ficas de ajuste de los estimadores Kernel y SNP con 4, 6, 8 y 10 para´metros a la
PC(10;LN(1, 0.2)), con taman˜o de muestra n = 6000 y γS < 2.
Finalmente, en la Figura 3.18 y la Tabla 3.12 permiten afirmar las conclusiones realizadas ante-
riormente. Note que en la Figura 3.18 cuando la aproximacio´n se construye con 8 para´metros, el
ajuste a la distribucio´n Poisson Compuesta es muy bueno.
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Figura 3.18: Gra´ficas de aproximacio´n de los estimadores de densidad SNP con 4, 6, 8 y 10 para´metros,
con taman˜o de muestra n = 6000 y γS < 2.
Tabla 3.12: Medidas de ajuste de las Aproximaciones SNP con 4, 6, 8 y 10 para´metros a la distribucio´n
PC(10;LN(1, 0.2)) cuando γS < 2 y los taman˜os de muestra son n = 4000 y n = 6000.
Taman˜o muestra n = 4000 n = 6000
Aproximacio´n CvM KS CvM KS
SNP4 752.69 0.0033 246.21 0.0022
SNP6 643.29 0.0032 2155.27 0.0035
SNP8 639.19 0.0029 189.73 0.0029
SNP10 186.82 0.0037 120.09 0.0024
3.2.2. Caso de asimetr´ıa γS > 2, cuando S ∼ PC(λ;LN(µ, σ))
Como anteriormente se menciono´, el intere´s de esta revisio´n pra´ctica es analizar la eficiencia del
me´todo de aproximacio´n SNP para valores de asimetr´ıa inferiores y superiores al valor de 2. En este
caso, se seleccionaron los siguientes valores de los para´metros con el fin de obtener una asimetr´ıa
de la distribucio´n Poisson Compuesta mayor a 2, γS > 2; por lo tanto, λ = 15, µ = 3 y σ = 1.3. La
asimetr´ıa obtenida con estos para´metros es γS = 3.2575, a trave´s de la ecuacio´n (1.10).
En la Figura 3.19 se puede observar la asimetr´ıa de los datos de una muestra Log-Normal con
e´stos para´metros; de igual manera, se presenta el ajuste de los estimadores Kernel y SNP a la
distribucio´n Poisson Compuesta PC(15;LN(3, 1.3)).
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Figura 3.19: Gra´ficas de densidad: Distribucio´n Log-Normal LN(3, 1.3) y Distribucio´n Compuesta
PC(15;LN(3, 1.3)). Ajuste Kernel y SNP4.
El ajuste de las aproximaciones evaluadas son presentadas en Figura 3.20 y las medidas de dis-
tancia esta´n dadas en Tabla 3.13. Note que las medidas de distancia sugieren dos aproximaciones:
la medida de distancia CvM presenta un menor valor de distancia en la aproximacio´n Gamma
Incompleta, mientras arroja la mı´nima distancia para la aproximacio´n SNP estimada por a´xima
verosimilitud. En general, las aproximaciones no presentan una estimacio´n tan buena, como cuando
la asimetr´ıa γS > 2.
La revisio´n de este caso se realiza de forma similar a los anteriores, en los cuales se revisan las
aproximaciones de la distribucio´n SNP aumentando los para´metros y el taman˜o de muestra. Note
de la Tabla 3.14 que a medida que el nu´mero de los para´metros aumenta, las medidas de distancia,
CvM y KS disminuyen, lo que confirma de nuevo las conclusiones anteriores; gra´ficamente, Figura
3.21 y 3.22, se puede percibir que la aproximacio´n SNP mejora, sin embargo, presenta dificultades
para la estimacio´n en la cola de la distribucio´n Poisson Compuesta.
Tabla 3.13: Medidas de ajuste de las Aproximaciones a la distribucio´n PC(15;LN(3, 1.3)) cuando γS > 2.
Aproximacio´n CvM KS
SNPLM 3633.83 0.0122
SNPMOM 866166.52 0.2032
Gamma Trasladada 8952.95 0.0170
Gamma Incompleta 1416.55 0.0183
NP 6104,97 0,0383
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Figura 3.20: Comparacio´n de Aproximaciones a las Distribuciones Compuestas, cuando S ∼
PC(15;LN(3, 1.3)) y γS > 2.
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Figura 3.21: Gra´ficas de ajuste de los estimadores Kernel y SNP con 4, 6, 8 y 10 para´metros a la
PC(15;LN(3, 1.3)), con taman˜o de muestra n = 2000 y γS > 2.
Al aumentar el taman˜o de muestra las medidas de distancia de las aproximaciones empleadas
para comparar con la aproximacio´n SNP, no presentan variante significativas que indiquen que se
mejora el ajuste al aumentar el taman˜o de muestra. Mientras, al aumentar el taman˜o de muestra
para la aproximacio´n SNP se evidencia un mejor ajuste a las distribuciones Poisson Compuesta,
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Tabla 3.14: Medidas de ajuste de las Aproximaciones SNP con 4, 6, 8 y 10 para´metros a la distribucio´n
PC(15;LN(3, 1.3)). cuando γS > 2.
Aproximacio´n CvM KS
SNP4 3633.83 0.0122
SNP6 4619.00 0.0098
SNP8 1536.36 0.0060
SNP10 956.87 0.0055
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Figura 3.22: Gra´ficas de aproximacio´n de los estimadores de densidad SNP con 4, 6, 8 y 10 para´metros,
con taman˜o de muestra n = 2000 y γS > 2.
Tabla 3.15: Medidas de ajuste de las Aproximaciones a la distribucio´n PC(15;LN(3, 1.3)), cuando γS > 2
y los taman˜os de muestra son n = 4000 y n = 6000.
Taman˜o muestra n = 4000 n = 6000
Aproximacio´n CvM KS CvM KS
SNPLM 11489.62 0.0147 30916.62 0.0119
SNPMOM 3120932.14 0.2041 6505350.82 0.2057
Gamma Trasladada 33724.04 0.0258 48955.32 0.0174
Gamma Incompleta 3306.08 0.0104 17851.03 0.0151
NP 16705.68 0.0250 98495.85 0.0359
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Figura 3.23: Gra´ficas de ajuste de los estimadores Kernel y SNP con 4, 6, 8 y 10 para´metros a la
PC(15;LN(3, 1.3)), con taman˜o de muestra n = 6000 y γS > 2.
vea Figura 3.24 y Tabla 3.16.
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Figura 3.24: Gra´ficas de aproximacio´n de los estimadores de densidad SNP con 4, 6, 8 y 10 para´metros,
con taman˜o de muestra n = 6000 y γS > 2.
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Tabla 3.16: Medidas de ajuste de las Aproximaciones SNP con 4, 6, 8 y 10 para´metros a la distribucio´n
PC(15;LN(3, 1.3)) cuando γS < 2 y los taman˜os de muestra son n = 4000 y n = 6000.
Taman˜o muestra n = 4000 n = 6000
Aproximacio´n CvM KS CvM KS
SNP4 11489.62 0.0147 30916.62 0.0119
SNP6 7684.45 0.0115 33737.18 0.0104
SNP8 4350.69 0.0080 14367.22 0.0082
SNP10 2519.90 0.0037 10528.75 0.0035
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Cap´ıtulo 4
Aplicaciones
La distribucio´n Poisson Compuesta ha sido empleada en temas relacionados con el ana´lisis de ries-
gos y de seguros, que comunmente involucran un periodo de tiempo para el ana´lisis de las posibles
ocurrencias, siniestralidades o eventos. Las aplicaciones mencionadas en este cap´ıtulo esta´n rela-
cionadas con el estudio de los riesgos operacionales y la aplicacio´n en seguros. Sin embargo, otras
aplicaciones se encuentran dirigidas al ana´lisis de supervivencia, Aalen [1].
Panjer [32], se concentra en la aplicacio´n y modelacio´n del riesgo operacional, incluyendo la apli-
cacio´n de las distribuciones compuestas y exponiendo los detalles de la metodolog´ıa por e´l propuesta.
En las siguientes secciones se presenta la aplicacio´n de la distribucio´n Poisson Compuesta al tema
de riesgo operacional y al modelo de riesgo colectivo.
4.1. Aplicacio´n al Riesgo Operacional
Las corporaciones financieras y la industria en general, se encuentran expuestas a riesgos de ope-
racio´n que puede fa´cilmente llevar a la quiebra a cualquier compan˜´ıa. Algunas entidades financieras
de los pa´ıses ma´s desarrollados se acogen al Acuerdo de Basilea II, que define los riesgos opera-
cionales a los que se encuentran expuestas las entidades bancarias y sugieren algunos tratamientos
para este riesgo.
En el Acuerdo de Capitales de Basilea II 1, el riesgo operacional se define como: ((El riesgo de
1El Comite´ de Supervisio´n Bancaria de Basilea fue creado en 1975 por los dirigentes de los bancos centrales
del Grupo de los Diez (G10), y esta´ compuesto por autoridades de supervisio´n bancaria. Dicho Comite´ construye
acuerdos con el fin de dar recomendaciones sobre la legislacio´n y regulacio´n bancaria, proponiendo un referente base
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pe´rdida resultante por fallas en los procesos internos, humanos y de los sistemas o por eventos
externos. Esta definicio´n incluye el riesgo legal 2, dejando por fuera el riesgo estrate´gico y reputa-
cional))3.
Segu´n la definicio´n de Basilea II, este tipo de riesgo consta de siete grandes categor´ıas de eventos, los
cuales son considerados como las principales causas de las pe´rdidas operacionales en las entidades
financieras:
Fraude interno
Fraude externo
Pra´cticas de empleo, salud y seguridad en el trabajo
Pra´cticas con clientes, productos, y de negocio
Dan˜os en activos f´ısicos: hacen referencia a pe´rdidas o dan˜os en activos f´ısicos de la entidad,
originados por desastres naturales u otros sucesos.
Interrupcio´n del negocio y fallas en los sistemas
Ejecucio´n, entrega y gestio´n de los procesos
Para efectos de clasificar las actividades del sector financiero, el Comite´ de Basilea II considera las
siguientes l´ıneas de negocio:
Finanzas Corporativas
Negociacio´n y Ventas
Banca Minorista
Banca Comercial
Pagos y Liquidaciones
a las entidades con objeto de establecer los requerimientos de capital necesarios para asegurar la proteccio´n frente a
los riesgos financieros y operativos. Por lo tanto, el Acuerdo de Basilea II publicado en Junio de 2004, se ha vuelto
un referente para los entes reguladores de las entidades.
))
2Riesgo legal: Es la posibilidad de pe´rdida en que incurre una entidad al ser sancionada u obligada a indemnizar
dan˜os como resultado del incumplimiento de normas o regulaciones y obligaciones contractuales.
3Riesgo Reputacional: Es la posibilidad de pe´rdida en que incurre una entidad por desprestigio, mala imagen,
publicidad negativa, cierta o no, respecto de la institucio´n y sus pra´cticas de negocios, que cause pe´rdida de clientes,
disminucio´n de ingresos o procesos judiciales. La Superintendencia Financiera de Colombia incluye este riesgo en la
definicio´n o concepcio´n del riesgo operacional.
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Servicios de Agencia
Administracio´n de Activos
Intermediacio´n Minorista
Las anteriores definiciones de 7 tipos de eventos y 8 l´ıneas de negocios, son establecidas con el
fin de dar consistencia y claridad en la recoleccio´n de los datos y de estandarizarlos para posibles
comparaciones.
El tratamiento y la cuantificacio´n del riesgo operacional ha tomado mayor fuerza en los u´ltimos
an˜os y varios autores han propuesto metodolog´ıas que permiten exponer estad´ısticamente el com-
portamiento de las pe´rdidas obtenidas por este tipo de riesgo. Embrechts, et al [11] exponen una
discusio´n acerca de los me´todos para cuantificar el riesgo operacional en los bancos y mencionan
posibles metodolog´ıas para su tratamiento, entre ellas: teor´ıa de valores extremos, colas pesadas
y la probabilidad de ruina. Moscadelli [30] menciona en su art´ıculo la importancia de tener en
una entidad expuesta al riesgo operacional una adecuada administracio´n y un buen sistema de
medicio´n, y analiza dos metodolog´ıas: las distribuciones actuariales y los modelos basados en la
Teor´ıa de Valor Extremo. Otros autores como Panjer [32], han propuesto metodolog´ıas para tratar
los datos provenientes de este tipo de riesgo. Chavez- Demoulin, et al. [7] presenta una ejemplo
de de la aplicacio´n de la distribucio´n Poisson Compuesta para aplicacio´n de modelos avanzados
mencionados en Basilea II.
Consideramos que la aproximacio´n SNP puede ser una alternativa buena para aproximar la dis-
tribucio´n de los riesgos operaciones de cualquier entidad, siempre y cuendo los valores de pe´rdida
no sean muy extremos, ya que de ser as´ı, el mejor tratamiento ser´ıa el propuesto por Moscadelli
[30]: particionar el comportamiento de las pe´rdidas en dos distribuciones.
4.2. Modelos de Riesgo Colectivo
El modelo ba´sico de Riesgo Colectivo o de Cramer-Lundberg se define como un proceso estoca´stico
en tiempo continuo, R(t), t ≥ 0, con valores en R, definido mediante las siguientes variables:
(N(t), t ≥ 0) : proceso Poisson con tasa λ.
(Xj)j=1,2,... : sucesio´n de variables aleatorias i.i.d., con distribucio´n F (x) = P (Xj ≤ x),
independientes de N(t).
S(t) =
∑N(t)
j=1 Xj : suma aleatoria de variables aleatorias, que conforman la distribucio´n
compuesta.
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El Modelo de Riesgo Colectivo se define como
R(t) = u+Πt− S(t), t ≥ 0 (4.1)
donde u,Π > 0 son constantes dadas.
Se han definido varias extensiones de este modelo, entre las cuales se pueden mencionar el modelo
de Sparre Andersen, que tiene la misma forma del modelo: R(t) = u+Πt−∑N(t)j=1 Xj , pero donde
{N(t)}t≥0 es un proceso en tiempo continuo generado por una sucesio´n de variables aleatorias i.i.d.
no negativas, denominadas “tiempo entre arribo” {Tj}j≥0, de tal forma que
N(t) = ı´nf{j ≥ 0 : T0 + · · ·+ Tj ≥ t},
Se asume que las variables aleatorias {Tj}j≥1 y {Xj}j≥1 son independientes.
Las variables definidas tienen las siguientes interpretaciones, en el contexto de seguros de dan˜os:
(N(t), t ≥ 0) : el nu´mero de reclamos hasta el tiempo t.
(Xj)j=1,2,... : el costo de cada reclamo, con µ = E(Xj).
S(t) =
∑N(t)
j=1 Xj : el costo total acumulado hasta t.
u: reserva inicial de capital, R(0) = s.
Π: prima anual.
u+Πt− S(t) = “ingresos - gastos”.
R(t) = u+ Pt− S(t): supera´vit hasta el tiempo t.
En el caso especial en el que las Xj se distribuyen exponencialmente y N(t) se distribuye Poisson
tiene una expresio´n expl´ıcita para la distribucio´n compuesta de S(t). El modelo de riesgo colectivo
en las aplicaciones se utiliza para un per´ıodo anual con t = 1, con el fin de analizar el ca´lculo de Π
dado el nivel de reservas u y la distribucio´n de Xj . Tambie´n se utiliza en tiempo continuo t ≥ 0 con
el fin de analizar la probabilidad del evento de insolvencia (R(t) < 0) en un per´ıodo t ∈ [0, T ]. El
intere´s en este trabajo es aproximar la distribucio´n compuesta S(t) en un per´ıodo de tiempo anual
t = 1. En adelante se denotaran las variables del modelo sin referencia al tiempo, por ejemplo S,
en lugar de S(t), etc..
Escalante & Arango [13] presentan de manera ma´s detalla la teor´ıa que soporta los aspectos ba´sicos
del modelo de riesgo colectivo.
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Cap´ıtulo 5
Conclusiones
En el desarrollo de esta tesis se comprueba que los estimadores de densidad SNP pueden ser em-
pleados para estimar las distribuciones compuestas, simpre y cuando cumpla con las condiciones
que se especifican en la seccio´n 2.1.1. Adicionalmente, la implementacio´n de esta aproximacio´n no
resulta muy compleja para desarrollar (en el ape´ndice A se presentan los programas con los cuales
se ejecuto´ la aproximacio´n SNP).
La aproximacio´n SNP propuesta, estimada por ma´xima verosimilitud, presenta muy buenos re-
sultados al compararla con algunas de las aproximaciones mencionadas. La aproximacio´n SNP
construida a partir del me´todo de igualdad de momentos no presenta los mismos resultados, ya que
su solucio´n es ma´s compleja; por esta razo´n, no se desarrollo´ la aproximacio´n para ma´s para´metros,
ya que la solucio´n del sistema de ecuaciones, conformado por los momentos de las distribuciones
compuestas y SNP, es ma´s complejo a medida que se vinculan a la estimacio´n ma´s para´metros. Por
lo tanto, se sugiere emplear el me´todo de estimacio´n por ma´xima verosimilitud para construir la
aproximacio´n SNP a las distribuciones compuestas.
A trave´s de los resultados gra´ficos, se puede concluir que los estimadores de densidad Kernel y
SNP son muy similares, esta conclusio´n se obtuvo por Fenton & Gallant [16]. Este resultado le da
impulso teo´rico a la aproximacio´n propuesta en esta tesis, ya que se comprueba que los estimadores
SNP presentan un buen desempen˜o para plantear aproximaciones.
Adicionalmente, se verifican las conclusiones obtenidas por Klaauw & Koning [26], las cuales sen˜alan
que los estimadores de densidad SNP mejoran su desempen˜o y ajuste, a medida que el nu´mero de
para´metros considerados en la distribucio´n aumentan; la mayor´ıa de los casos pra´cticos desarrolla-
dos permiten verificar estas conclusiones. Adema´s, el taman˜o de muestra presenta en ocasiones un
efecto favorable en la estimacio´n de las distribuciones.
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Al comparar los resultados obtenidos en el ana´lisis de las aproximaciones Gamma Trasladada,
Gamma Incompleta, NP y SNP, con las conclusiones obtenidas por las referencias, concluimos:
La asimetr´ıa es un factor determinante en la exactitud del ajuste de las aproximaciones, ya
que los resultados al aplicar las aproximaciones estudiadas demuestran que se obtiene mejor
desempen˜o cuando γS es menor a 2 y se presentan dificultades al estimar la parte superior de
la cola derecha de la distribucio´n Poisson Compuesta cuando γS > 2. Esta conclusio´n coincide
con los resultados obtenidos por Gendron & Crepeau [22].
Los resultados no coinciden con las conclusiones obtenidas por Seal [40], ya que es evidente
que el desempen˜o de la aproximacio´n Gamma Incompleta es dependiente del valor de la
asimetr´ıa, tal como lo concluye Pentikainen [33].
Se coincide tambie´n con Gendron & Crepeau [22] en la conclusio´n que hace referencia a que
la aproximacio´n NP subestima el valor exacto de la distribucio´n Poisson Compuesta.
En la ejecucio´n pra´ctica de las aproxiamciones se observa que el desempen˜o de las aproxima-
ciones es muy similar al de la aproximacio´n SNP, sin embargo, la aproximacio´n SNP mejora
al aumentar el nu´mero de para´metros considerados. Esta conclusio´n es ma´s expl´ıcita cuando
el valor de la asimetr´ıa es alto.
Finalmente, esta tesis brinda una nueva aproximacio´n a las distribuciones compuestas, la cual es
fa´cil de calcular y por medio de la cual se obtienen buenas aproximaciones, sobretodo cuando el
nu´mero de para´metros considerados en la distribucio´n SNP es alto.
Futuros avances de esta aproximacio´n podr´ıan estar dirigidos al ana´lisis con otras distribuciones
que expliquen las variables aleatorias N y X, a realizar aplicaciones en los temas relacionados con
actuar´ıa y el estudio de riesgos, entre otros temas.
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Ape´ndice A
Documentacio´n y Co´digo de las
Funciones en R
Por simplicidad so´lo se exponen las funciones de la distribucio´n SNP con cuatro para´metros.
fd.snp4
Funcio´n de densidad de la SNP
Descripcio´n
Calcula la densidad de la distribucio´n SNP.
Uso
fd snp(x, d)
Argumentos
x Vector de cuantiles.
d Vector de para´metros de la distribucio´n SNP. Para este caso es de longitud 4.
Resultado
Vector con valores de la densidad de la distribucio´n SNP (x; d).
Co´digo
fdp.snp4 = function(p,zt){
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d1 = p[1];
d2 = p[2];
d3 = p[3];
d4 = p[4]
h1 = zt;
h2 = (zt^2-1)/sqrt(2);
h3 = zt*(zt^2-3)/sqrt(6);
h4 = (zt^4-6*zt^2+3)/(2*sqrt(6));
res = ((1+d1*h1+d2*h2+d3*h3+d4*h4)^2)*exp(-zt^2/2)/sqrt(2*pi)/(1+d1^2+d2^2+d3^3+d4^2)
return(res)
}
fda snp
Funcio´n de Distribucio´n Acumulada de la SNP (d)
Descripcio´n
Calcula la funcio´n de distribucio´n acumulada de la distribucio´n SNP (d) con 4 para´metros.
Uso
fda snp(d, x)
Argumentos
d Vector de para´metros de la distribucio´n SNP.
x Vector de cuantiles.
Resultado
Un vector con las probabilidades acumuladas. Hay una forma sencilla de calcular la funcio´n de
densidad acumulada que es por medio de la integracio´n; existe otra manera precisa de calcular los
valores de la FDA, que es la ecuacio´n exacta de la funcio´n de distribucio´n acumulada, que no se
presenta por lo extensa.
rand pc ig
Funcio´n generadora muestras aleatorias de la Poisson Compuesta cuando X se dis-
tribuye Inversa Gaussiana
Descripcio´n
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Esta funcio´n genera muestras aleatorias de la distribucio´n Poisson Compuesta cuando la distribu-
cio´n de X es Inversa Gaussiana con para´metros (µ, σ).
Uso
rpc ig(n, lambda,mu, sigma)
Argumentos
n Taman˜o de la muestra que se desea calcular.
lambda Tasa de ocurrencia de los eventos, para´metro de la distribucio´n Poisson.
mu Para´metro de la distribucio´n Inversa Gaussiana positivo.
sigma Para´metro de precisio´n de la Inversa Gaussiana.
Resultado
Un vector que contienen la muestra aleatoria de la distribucio´n PC(λ; IG(µ, σ)).
Co´digo
rand_pc_ig = function(n,lambda,mu,sigma){
rt = double(n)
for( j in 1:n){
k = rpois(1,lambda);
if( k > 0 ) rt[j] = sum(rinvgauss(k,mu,sigma))
else rt[j] = 0;
}
return(rt)
}
rand pc ln
Funcio´n generadora muestras aleatorias de la Poisson Compuesta cuando X se dis-
tribuye Log-Normal
Descripcio´n
Esta funcio´n genera muestras aleatorias de la distribucio´n Poisson Compuesta cuando la distribu-
cio´n de X es Log-Normal con para´metros (µ, σ).
65
Uso
rpc ln(n, lambda,mu, sigma)
Argumentos
n Taman˜o de la muestra que se desea calcular.
lambda Tasa de ocurrencia de los eventos, para´metro de la distribucio´n Poisson.
mu La media de la distribucio´n Log-Normal.
sigma La desviacio´n esta´ndar de la distribucio´n Log-Normal.
Resultado
Un vector que contienen la muestra aleatoria de la distribucio´n PC(λ;LogN(µ, σ)).
Co´digo
rand_pc_ln = function(n,lambda,mu,sigma){
rt = double(n)
for( j in 1:n){
k = rpois(1,lambda);
if( k > 0 ) rt[j] = sum(rlnorm(k,mu,sigma))
else rt[j] = 0;
}
return(rt)
}
sis mom
Estimacio´n por el Me´todo de los Momentos de los Para´metros de la Distribucio´n SNP
Descripcio´n
Esta funcio´n estima, por medio del me´todo de igualdad de momentos, los para´metros de la distribu-
cio´n SNP. Esta funcio´n esta´ definida para estimar los valores de los 4 para´metros de la distribucio´n
SNP. La funcio´n es definida para ser utilizada por la funcio´n de optimizacio´n optim.
Uso
sis mom
Para estimacio´n:
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optim(par = p0, fn = sis mom,method = ”BFGS”).
Argumentos
d Valores de los para´metros de la SNP.
p0 Valores iniciales para estimar los valores de los para´metros.
l Para´metro λ de la distribucio´n Poisson.
m Para´metro µ de la distribucio´n Log-Normal.
s Para´metro σ de la distribucio´n Log-Normal.
Resultado
Valores de los cuatro para´metros de la distribucio´n SNP.
Co´digo
sis_mom <- function(d,l,m,s){
dd<-(1+d[1]^2+d[2]^2+d[3]^2+d[4]^2)
d1 <- d[1]; d2 <- d[2]; d3 <- d[3]; d4 <- d[4]
v_res <- rep(NA, 4)
v_res[1] <-2*d1+2*sqrt(2)*d1*d2+2*sqrt(3)*d2*d3+4*d3*d4-0*dd
v_res[2] <-1+2*sqrt(2)*d2+3*d1^2+2*sqrt(6)*d1*d3+5*d2^2+4*sqrt(3)*d2*d4+7*d3^2+9*d4^2-1*dd
v_res[3] <-6*d1+12*sqrt(2)*d1*d2+18*sqrt(3)*d2*d3+48*d3*d4+2*sqrt(6)*d3+4*sqrt(6)*d1*d4-
(l*(exp(3*m+9*s^2/2))/(l^(3/2)*(exp(2*m+2*s^2))^(3/2)))*dd
v_res[4] <-3+12*sqrt(2)*d2+15*d1^2+20*sqrt(6)*d1*d3+39*d2^2+56*sqrt(3)*d2*d4+75*d3^2+123*d4^2+
4*sqrt(6)*d4-((l*(exp(4*m+8*s^2))+3*l^2*(exp(2*m+2*s^2))^2)/(l^2*(exp(2*m+2*s^2))^2))*dd
sum(v_res^2)
}
optim(d_0,sis_mom,l=lambda,m=a,s=b,method="BFGS",hessian=T,control=list(maxit=20000))
El sistema de momentos se construye de forma similar para cuando X ∼ IG.
snplogpdf 4
Estimacio´n por el Me´todo de Ma´xima Verosimilitud de los Para´metros de la Distribu-
cio´n SNP
Descripcio´n
Esta funcio´n estima por el me´todo de ma´xima verosimilitud los para´metros de la distribucio´n SNP.
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La estimacio´n se hace por medio de un proceso de optimizacio´n y empleando la funcio´n optim.
Uso
snplogpdf4
Para estimacio´n:
optim(par = p0, fn = snplogpdf4,method = ”BFGS”, x = z)
Argumentos
d Valores de los para´metros de la SNP.
p0 Valores iniciales para estimar los valores de los para´metros.
z vector de muestra aleatoria de la distribucio´n Poisson Compuesta, los datos deben ser
estandarizados.
Resultado
Valores de los cuatro para´metros de la distribucio´n SNP.
Co´digo
snplogpdf_4 = function(p,y){
d1 = p[1]
d2 = p[2]
d3 = p[3]
d4 = p[4]
m = length(y)
h1 = y
h2 = (y^2-1)/sqrt(2)
h3 = y*(y^2-3)/sqrt(6)
h4 = (y^4-6*y^2+3)/(2*sqrt(6))
loglik = sum(log((1+d1*h1+d2*h2+d3*h3+d4*h4)^2))-sum(y^2/2)-m*log(1+d1*d1+d2*d2+d3*d3+d4*d4)
return(-loglik)
}
res = optim(d_0,snplogpdf_4,y=y,method="BFGS",hessian=T,control=list(maxit=20000))
Esta funcio´n puede ser generalizada para cuando se requiere la estimacio´n por ma´xima verosimil-
itud de la distribucio´n SNP con 6, 8 y 10 para´metros. En la librer´ıa actuar del R se encuentran
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programadas las aproximaciones Normal, Normal Power y Panjer. A continuacio´n se presentan los
programa empleados para calcular estas aproximaciones.
apr gamma
Aproximacio´n Gamma Trasladada
Descripcio´n
Esta l´ıneas de programacio´n calculan la aproximacio´n Gamma Trasladada a las distribuciones
Poisson Compuestas. Para ver ma´s detalles de la propuesta de aproximacio´n Gamma Trasladada
vea Embrechts [11].
Argumentos
Los argumentos empleados para esta funcio´n son los para´metros de la Poisson cuando X ∼
LN(µ, σ).
Resultado
Los valores de la aproximacio´n de la Gamma Trasladada.
Co´digo
(P = LN.Gamma(lambda,mu,sigma))
k = P[1]
alfa = P[2]
beta = P[3]
g1 = P[4]
y.gama = pgamma(x-k,shape=alfa,rate=beta)
LN.Gamma = function(lambda,mu,sigma){
E = double(4)
E[1] = exp(mu+sigma^2/2)
E[2] = exp(2*mu+2*sigma^2)
E[3] = exp(3*mu+9*sigma^2/2)
E[4] = exp(4*mu+8*sigma^2)
# parametros de la gamma transladada
k = lambda*E[1] - 2*lambda*E[2]^2/E[3]
a = 4*lambda*E[2]^3/E[3]^2
b = 2*E[2]/E[3]
# asimetria de la PC(l,LN(mu,sigma))
g1 = lambda*E[3]/sqrt(lambda*E[2])^3
p = c(k,a,b,g1)
return(p)
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}Esta funcio´n puede ser implementada para cuando X ∼ IG(µ, σ).
apr gammaInc
Aproximacio´n Gamma Incompleta
Descripcio´n
Calcula la Aproximacio´n Gamma Incompleta
Argumentos
Los para´metros de la distribucio´n Poisson Compuesta, cuando X ∼ LN(µ, σ) para calcular el valor
de la asimetr´ıa denotado por g1 y obtenido por la funcio´n anterior.
Resultado
Los valores de la aproximacio´n de la Gamma Incompleta.
Co´digo
alfa.B = 4/g1
y.gama.B = pgamma(alfa.B + sqrt(alfa.B)*t,shape=alfa.B,scale=1 )
apr NP
Aproximacio´n Normal Power
Descripcio´n
Calcula la Aproximacio´n Normal Power
Argumentos
Los para´metros de la distribucio´n Poisson Compuesta, cuando X ∼ LN(µ, σ) y el valor de la
asimetr´ıa denotado por gamma y obtenido por la funcio´n anterior.
Resultado
Los valores de la aproximacio´n NP
Co´digo
fda.np = function(x,m,s,gamma){
z = (x-m)/s
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g = gamma/6
xo = -sqrt(7/4)
eo = ifelse(xo - z,1,0)
y = ifelse(x > 1, sqrt(1+1/(4*g^2)+z/g)-1/(2*g),z-g*(z^-1)+g^2*(4*z^3-7*z)*eo)
F = pnorm(y,0,1)
return(F)
}
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