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Abstract. Assessing textual complexity is a diﬃcult, but important endeavor,
especially for adapting learning materials to students’ and readers’ levels of
understanding. With the continuous growth of information technologies spanning
through various research ﬁelds, automated assessment tools have become reliable
solutions to automatically assessing textual complexity. ReaderBench is a text
processing framework relying on advanced Natural Language Processing tech‐
niques that encompass a wide range of text analysis modules available in a variety
of languages, including English, French, Romanian, and Dutch. To our knowl‐
edge, ReaderBench is the only open-source multilingual textual analysis solution
that provides uniﬁed access to more than 200 textual complexity indices
including: surface, syntactic, morphological, semantic, and discourse speciﬁc
factors, alongside cohesion metrics derived from speciﬁc lexicalized ontologies
and semantic models.
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1 Introduction
Two important and cumbersome tasks, which often face many teachers, are selecting
reading materials suitable for their students’ levels of understanding, and assessing their
written productions (e.g., essays, summaries). In order to support both tasks, Reader‐
Bench [1], a multilingual, open-source framework centered on discourse analysis, was
developed. From an architectural perspective, as shown in Fig. 1, our framework
comprises three layers: (a) linguistic resources that provide solid language background
knowledge and can be used to train the semantic models and compute various measures;
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(b) linguistic services used to process and append semantic meta-information to text
resources, and (c) linguistic applications that rely on machine learning and data mining
techniques, and are designed for various educational experiments and visualizations.
ReaderBench implements various metrics and categories of textual complexity indices
that can be used to leverage the automated classiﬁcation of datasets in multiple
languages, such as English [2], French [3], Romanian [4] and Dutch [5].
Fig. 1. ReaderBench processing architecture.
2 Description of Textual Complexity Indices
More than 200 textual complexity indices computed by the ReaderBench platform have
been used in a number of experiments. ReaderBench integrates a multitude of indices,
discussed brieﬂy below, ranging from classic readability formulas, surface indices,
morphology and syntax, as well as semantics and discourse structure.
Surface Indices. These are the simplest measures that consider only the form of the text.
This category includes indices such as sentence length, word length, the number of
unique words used, and word entropy. All these indices rely on the assumption that more
complex texts contain more information and, inherently, more diverse concepts.
Word Complexity Indices. This category of indices focuses on the complexity of words,
but goes way beyond their form. Thus, the complexity of a word is estimated by the
number of syllables and how diﬀerent the ﬂectional form is from its lemma or stem,
considering that adding suﬃxes and preﬁxes increases the diﬃculty of using a given
word. Moreover, a word’s complexity is measured by considering the number of poten‐
tial meanings derived from the word’s senses available in WordNet, as well as a word’s
speciﬁcity reﬂected in its depth within the lexicalized ontology.
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Syntactic and Morphologic Indices. These indices are computed at the sentence level.
The words’ corresponding parts of speech and the types of dependencies that appear in
each sentence can be used as relevant measures, reﬂective of a text’s complexity. In
addition, named entity-based features are tightly correlated with the amount of cognitive
resources required to understand the given text.
Semantic Cohesion Indices. Cohesion plays an important role in text comprehension
and our framework makes extensive usage of Cohesion Network Analysis. ReaderBench
estimates both local and global cohesion by considering lexical chains, diﬀerent
semantic models (semantic distances in diﬀerent multilingual WordNets, LSA – Latent
Semantic Analysis, LDA – Latent Dirichlet Allocation, and Word2Vec), as well as co-
reference chains.
Discourse Structure Indices. Speciﬁc discourse connectives and metrics derived from
polyphonic model of discourse [1], which considers the evolution of expressed points
of view, provide additional valuable insights in terms of the text’s degree of elaboration.
Word features and vectors from the integrated linguistic resources are also used to reﬂect
speciﬁc discourse traits.
3 Validation Experiments
Multiple experiments have been performed to validate ReaderBench as a multi-lingual
text analysis software framework. This section focuses on the latest and most represen‐
tative experiments conducted in English, French, Romanian, and Dutch languages. The
ﬁrst experiment [2] was performed on a set of 108 argumentative essays written in
English and timed to 25 min. For the analysis, only essays that contained three or more
paragraphs were considered in order to use global cohesion measures reﬂective of inter-
paragraph relations. Individual diﬀerence measures such as vocabulary knowledge and
reading comprehension scores were assessed. The results showed that writers with
stronger vocabulary knowledge used longer words with multiple senses and higher
entropy, but also created more cohesive essays. Also, students with higher reading
comprehension scores created more cohesive and more lexically sophisticated essays,
using longer words, and with higher entropy.
The second experiment [3] relied on a set of 200 documents collected from primary
school French manuals. The documents were pre-classiﬁed into ﬁve complexity classes
mapped onto the ﬁrst ﬁve primary grade levels of the French national education system.
A Support Vector Machine (SVM) was used to classify the documents. The pre-trained
model was used to determine the complexity for an additional set of 16 documents that
were manually classiﬁed into three primary grades. Students belonging to the three
classes had to read the texts and answer a posttest. Correlations between the textual
complexity factors’ scores and the students’ average scores were computed. This
allowed the computation of the impact for each factor in calculating the reliability of
prediction of the textual complexity score for a given document.
The third experiment [4] was conducted on a set of 137 documents written in Roma‐
nian language. The documents were collected from two time periods, 1941–1991 and
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1992-present, and two regions, Bessarabia and Romania. The ﬁrst period altered the
Romanian language spoken in the country because of the implementation of the Russian
language into the education system of Bessarabia. The aim of the experiment was to
determine whether diﬀerences between the two regions and the two time periods could
be observed in relation to the complexity of written texts. The analysis showed that more
elaborated texts were created in the second period for both Bessarabia and Romania,
while more unique words have been used in the second period for Bessarabia, but
remained the same for Romania. The semantic cohesion of the texts increased over time,
but no signiﬁcant diﬀerences were observed between the two regions.
The fourth experiment [5] was run on a set of 173 technical reports written in Dutch
language belonging to high or low performance students. Due to the length of the docu‐
ments, a multi-level hierarchical structure was automatically generated based on the
section headings. The experiment showed that students who received higher scores had
longer reports, but also greater word entropy. They used more pronouns, discourse
connectors and unique words, but also had lower inner cohesion scores per paragraph
which is indicative of more sophisticated paragraphs.
4 Conclusion
Many pedagogical scenarios can fully integrate the use of ReaderBench, thanks to its
versatility. The wide range of textual assessment features can support both teachers’
assessment and learners’ writing self-regulation. Moreover, multiple learning contexts
take advantage from ReaderBench’s support: either individual textual production and
reﬂection, or collaborative knowledge building.
The presented experiments support the ReaderBench framework for determining the
textual complexity of texts written in English, French, Romanian, and Dutch languages.
Other languages, such as Spanish, Italian, and Latin are also partially supported. To our
knowledge, ReaderBench is a unique multilingual system that provides access to a wide
range of textual complexity indices and to various textual cohesion analyses.
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