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Spatial characterization of pulsed and continuous atom sources* 
Carmen Wah-kit Huie 
Under the supervision of Edward S. Yeung 
From the Department of Chemistry 
Iowa State University 
Atomic spectroscopic methods have been widely accepted for the 
analyses of many element. Optimizations of the analytical signals re­
quire thorough fundamental understanding of each elemental step involved 
in a particular measurement. Important parameters such as spatially 
resolved temperature and concentration profiles of the atomizers are 
necessary for researchers to study the efficiency of free atom produc­
tion, the dissociation and excitation processes, and the effects of 
interferences. 
A new concept for the determination of spatially resolved vibra­
tional temperatures is demonstrated. A collimated laser beam is coupled 
to a vidicon camera to allow spatial mapping of absorption in flames. 
Vibrational temperature for each spatial location of the flame can be 
calculated by measuring the relative intensities of absorption from 
different vibrational levels in the ground states of the molecules. 
Temperature information generated by this system is very helpful to the 
understanding of dissociation and recombination of molecules in flames. 
*DOE Report IS-T-1191. This work was performed under Contract W-
7405-eng-82 with the U.S. Department of Energy. 
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The laser microprobe is a powerful technique for in situ elemental 
analysis of a small spot on the surfaces of any materials. Optimiza­
tions of the laser microprobe require the understanding of the fundamen 
tal processes that occur in the formation of the laser-generated plume. 
The availability of dynamic information such as spatial and temporal 
distribution of atoms and molecules is very important for the study of 
vaporization mechanisms. The spatial distribution of sodium dimers in 
laser-generated plume is obtained for the first time in our laboratory. 
Finally, a new imaging instrument based on an acousto-optic deflec 
tor is developed for diagnostic studies of pulsed atom sources. This 
device has the capability of deflecting a laser beam across a spatial 
region of interest in the microsecond regime so that transient events 
can be recorded in real-time. This capability is demonstrated by apply 
ing this system to acquire spatially resolved scattering profiles of 
particles and absorption profiles of atoms in a laser microprobe. This 
information gives insight into the efficiency of free atom production 
and the formation and decay of a single laser-generated plume. 
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CHAPTER I. IMAGE ANALYSIS IN ANALYTICAL CHEMISTRY 
Introduction 
For many optical spectroscopic measurements, the ability to obtain 
spatially and temporally resolved information is of great importance. 
Spatial resolution in two or three dimensions obtained with good time 
resolution is needed for the understanding of the dynamics of many chem­
ical and physical systems. In atomic spectroscopy, atomization sources 
including flames, arc and spark discharges, inductively coupled plasma, 
and laser microprobe all exhibit spatial heterogeneity (1-6). Optimiza­
tion of atomization processes occurring in these sources requires under­
standing and ultimately controlling the processes involved in the con­
version of sample material to emitting or absorbing atoms, which re­
quires the availability of spatial maps of ground states and excited-
state species. In mass spectroscopy, concentration profiles are needed 
to characterize pulsed sources such as the laser microprobe (7). In 
combustion research, the ability to provide in situ measurements of gas 
temperature, and molecular and atomic free radical concentration pro­
files is vital to the understanding of pollutant kinetic mechanisms (8) 
and the correlation of experimental observations with thermodynamic data 
(9). Many analytical samples also exhibit chemical or physical spatial 
heterogeneity (10,11). Therefore, it is also of interest to acquire 
spatially resolved concentration profiles of various analytes within the 
sample. 
A number of approaches which take advantage of the nonintrusive 
nature of optical probes have been used to obtain spatial information. 
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Techniques such as atomic and molecular emission (12,13), absorption 
(14-16), fluorescence (17-20), and scattering (21,22) have been applied 
to study a wide range of systems and problems. Often time, point-by-
point measurements have to be made with these optical techniques in 
order to construct a complete map. Aside from the fact that the meas­
urement process is slow if a large number of spatial positions are ex­
amined, there are problems with reproducibility if the system does not 
exhibit steady state behavior. A laser microprobe is an example of a 
dynamic system in which transient events are not reproducible from one 
trial to the next. As a consequence, average system behavior may not be 
meaningful at all. In addition, since spatial information is changing 
rapidly in such a system, point-by-point measurements become more diffi­
cult when temporal information is desired. 
The obvious solution to these problems is to develop a diagnostic 
system which is capable of instantaneous spatial mapping of the particu­
lar chemical or physical system. To accomplish this, one approach is to 
use some sort of multidimensional detectors coupled with an imaging 
system. The first and second chapters of this thesis are devoted to the 
applications of this approach to obtain spatially resolved vibrational 
temperature profiles in flames and the spatial distribution of sodium 
dimers generated in a laser microprobe. Another approach that can be 
used to obtain instantaneous spatial mapping is to employ a high speed 
acousto-optic scanner in the imaging system. In this system, transient 
events are frozen in space during individual scans due to the extremely 
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high scan speed of the probe laser beam. This concept is described in 
the final chapter of this thesis. 
Digital Image Processing Techniques 
A picture is worth a thousand words is a statement often used to 
describe the ability of two-dimensional images to transform information 
or ideas of high complexities to a visual pattern which can be readily 
interpreted by humans. Images can reflect nature's external or internal 
structure, and capture the spatial relationships between individual 
elements. Ancillary to the ready display of complex information for 
human interpretations, images reveal quantitative information of the 
subject under investigation. The quantitative content of the image can 
be very high, depending on the numbers of picture elements or pixels 
that can be acquired. 
The combined use of video technology to encode optical information 
and subsequent computer extraction of quantitative data from the video 
signal is a well-developed discipline referred to as image analysis. It 
has broad application to the physical and life science. Numerous publi­
cations have been written on the applications of digital image proc­
essing techniques in image enhancement, restoration and segmentation. 
These subjects are reviewed in a number of excellent books (23-26). 
Image analysis gained its initial impetus from the work of the 
Mariner Mission and demonstrated its power in Voyager's fly by Saturn. 
More recently, a new galactic ridge was discovered by the satellite 
Exosat (27). The successful launch of Exosat provided a unique opportu­
nity to map the distribution of galactic x-ray emission with good sensi­
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tivity and accuracy. This spatial information is important to the un­
derstanding of the dynamics and heating of the interstellar medium, 
which will contribute to the understanding of the origin of our galaxy. 
Image analysis has also been introduced into light microscopy, 
electron microscopy, radiography, and many other fields (28) that pro­
duce large amounts of image information. It is interesting to note that 
the 1979 Nobel prize in physiology and medicine was awarded to A. M. 
Cormack and G. N. Hounsfield for their work on computed medical imaging. 
All of the medical imaging techniques such as computed tomography (29) 
and ultrasonography (30) involve some form of radiation which is trans­
formed into a visual pattern in a spatially well-defined manner. The 
energy may be either transmitted or reflected by structure deep inside 
the body. It is now possible to image blood flow and metabolic proc­
esses, as well as structures of connective tissue and the size and con­
figurations of organs and tumors. Medical image can also serve as a 
physiological record that may be transient or permanent depending on the 
medium and the problem to be addressed. The possibilities of applying 
medical image techniques to the chemical analysis of nonmedical systems 
should be actively pursued. For example. Dr. James Arnold has nonde-
structively probed the interior of a heterogeneous meteorite by computed 
tomographic scanning technique (31). 
Other applications of images analysis in the life and physical 
sciences include, for example, cell biology, textiles, and particle 
counting. Automatic image analyzers are being used in these areas to 
generate information accurately and rapidly. Integrated optical density 
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and spatial distribution studies of nuclear chromatin have been per­
formed permitting the characterization of cells throughout the cell 
cycle. Image analysis of shapes and sizes of textile filaments that 
make up the fibers is critical to the quality control of the physical 
properties of the textiles. Counting of white blood cells can also be 
done with the aid of image analyses to diagnose various kinds of 
diseases. 
The implications of image analysis for chemical analysis are great, 
spanning the macroscopic to the microscopic. On the macroscopic side, 
an example is the remote sensing of the earth's surface from aircraft 
and from spacecraft which provides information not easily acquired by 
surface observation. Orbital imaging radar can now provide subsurface 
data in arid regions (32) and recent work in high spectral resolution 
radiometry shows that mineral components on the surface, as well as 
vegetation stressed by metals in the substrate, can be identified 
(33,34). Advanced remote sensing systems have also been developed for 
monitoring of chemical pollutants. By comparing old and more recent 
photographs obtained by airplanes and satellite using image analysis, it 
is possible to identify abandoned toxic waste sites throughout the U.S. 
On the microscopic side, examples of the usefulness of image analy­
sis can be drawn from several recent developments: (i) A microscopic 
image digital acquisition system for quantification of the secondary ion 
mass spectrometric images produced by an ion microscope has been devel­
oped by K. Furman and G. H. Morrison (35) to provide simultaneous three-
dimensional spatial and elemental information about a sample. This 
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technique has been applied to the analysis of impurities in a semi con-
ductor device with an area of about 200 ym . (ii) The structure of 
small metal crystals has been intensively examined by high resolution 
electron microscopy (36). In particular, multiple twinned gold and 
silver crystals have been characterized using image analysis at atomic 
resolution. The motion of atomic columns and the existence of atom 
clouds revealed in this study may have important consequences for crys­
tal growth, surface science and catalysis studies, (iii) Time resolved 
images of silicon surfaces have been obtained during a 600 ps time pe­
riod following intense ultra short laser pulse excitation (37). The 
images allow surface changes including melting and evaporation to be 
monitored with a time resolution of 100 femto-second and a spatial reso­
lution of 5 pm. (iv) A new spectrophotometer technique for determining 
concentration vs. distance profiles of absorbing solution species gen­
erated at an electrode surface has been developed (38). This technique 
can accurately describe diffusion layers as thin as 8 pm, after only 50 
ms of electrolysis. Experimentally observed concentration profiles 
should elucidate mass transport to microelectrodes and in flowing 
streams and should also provide insight into the reaction mechanisms of 
electrogenerated species, (v) Two new optical imaging spectrometers 
have been developed (39) for spatial mapping of inductively coupled 
plasma and flames based on emission spectroscopy. Spatial resolution in 
the order of 0.3 mm was attainable. 
Image analysis has grown rapidly in the past decade and will con­
tinue to accelerate its growth as the demand for handling larger amounts 
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of quantitative data grows in the future. Advanced techniques of image 
manipulation and display will be required to handle the large quantities 
of data provided by new sensors. New imaging systems which can provide 
multidimensional information with improved spatial and temporal resolu­
tions will be in great demand. It is up to the imagination and ingenu­
ity of investigators to apply them to complex and challenging problems. 
Multichannel Image Detectors 
The most common image detector is probably the human eye. Most of 
us do not realize that our eyes are capable of performing multiparameter 
image analysis. Parameters such as shapes, colors, and intensities are 
transformed into electrical impulses by the retina and they are proc­
essed by the brain. The major drawback with using our eyes as image 
detectors are that the acquisition time of multidimensional information 
is relatively slow and the brain is usually not capable of performing 
quantitative analysis. Devices that are capable of providing instanta­
neous and quantitative spatial mapping have been available for many 
years in the form of photographic emulsions. Although photographic 
detection is low cost and is available in a number of format sizes, it 
suffers from a number of problems. The sensitivity (quantum efficiency) 
of these detectors is poor and the requirement of frequent emulsion 
calibration and tedious two-dimensional densitometry severely limit its 
practicality. 
In the last decade, the applications of state-of-the-art TV cameras 
as simultaneous multiwavelengths detectors have been widely accepted by 
spectroscopists. All TV detectors or, more generally, optoelectronic 
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image detectors (OID) are comprised of three basic components: a trans­
ducer to convert photon images to their electrical analogs, a device for 
storing their electrical images and a readout mechanism to reconstruct 
the stored images and transmit them in real-time to a display monitor or 
via the use of an A/D converter to store them in a digital memory for 
further data processing and manipulation. 
Image detectors can be divided into two basic categories. The 
first category includes devices that have no image storage capability 
and, thus, cannot be used for simultaneous detection. The various types 
of image dissector tubes fall into this category. The second category 
includes devices that have image storing capability and it is these 
detectors that are most applicable for instantaneous spatial mapping. 
Devices that fall into this category include the image-orthicon and 
isocon, silicon, lead-oxide and KCl vidicons, and a variety of solid 
state imagers, such as self-scanned photodiode arrays, charged-coupled 
and charge injection devices. Recently, the trend in OID industry has 
been toward simplification via consolidation of the various components 
inside the detector. For example, in the charged-coupled devices, all 
three basic components of the detector including the video preamplifier 
itself are combined on a single monolithic silicon crystal wafer. The 
extremely low noise and multichannel capability of the charged-coupled 
devices have convinced experts to predict the eventual replacement of 
the photomultiplier tube by this type of detector. At the present time, 
the limited commercial availability and high cost of this device has re­
stricted its use as a spectrometric detector. The choice of which par­
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ticular image device is best suited for a particular application must 
depend on a number of factors including sensitivity, dynamic range, 
signal to noise ratio, resolution, spectral response, and cost. 
OID have found wide use in spectroscopic applications. In molecu­
lar spectroscopy, applications have been in absorption (40-42), fluores­
cence (43-45), and Raman spectroscopies (46). OID have been used in a 
number of fundamental kinetic studies (41,42) and as multiwavelength 
detectors in liquid chromatography (44-49). In atomic spectroscopy, 
applications have been in absorption (50) and emission (51) spectros­
copies with conventional optics and two-dimensional echelle spectrometer 
optics for multielements determinations. Two excellent books that de­
scribe the theory of operation and applications of OID have been pre­
sented by Talmi (52,53). 
Laser-Based Silicon-Vidicon Spectrometer 
In order to perform instantaneous spatial mapping on a particular 
chemical or physical system using spectroscopic and digital image proc­
essing techniques, one has to consider the optical system needed to 
properly transfer spatial information on to the digital image processor. 
Not all spectroscopic techniques are equally suited for spatial imaging. 
For emission measurement, the signal strength is a problem because high 
f-number collection optics must be used to obtain sufficient depth of 
field, especially in a thick system. Similar light collection problems 
are also found in fluorescence and Raman scattering techniques in which 
high photon flux over a large image area is required for simultaneous 
spatial mapping, which is difficult to achieve. Absorption seems to be 
10 
the best choice, particularly if one uses a tunable laser as the light 
source. The high collimation of a laser beam can be used to project the 
image onto the detector at a large distance from the dynamic system for 
remote monitoring. The high monochromaticity of the laser allows spe­
cific atomic and molecular lines to be probed with reduced spectral 
interference. An acousto-optic device such as a Bragg cell can be used 
to provide temporal resolution. 
As mentioned before, the selection of an image detector is depend­
ent on the particular application. In the case of performing diagnostic 
studies on pulsed and continuous atom sources from atomic and molecular 
absorption spectroscopies, a silicon-vidicon camera would be a good 
choice. The heart of the silicon-vidicon camera is a single monolithic 
silicon crystal wafer with a microscopic array of a few million diode 
junctions grown on it. A continuously scanning electron beam recharges 
all photodiodes to an equal and preset reversed bias potential. Expo­
sure of the target to the photons causes production of electron hole 
pairs that combine to deplete the surface charge. When the beam scans 
again, a recharging current flows. The current is proportional to the 
depleted charge and is proportional to the number of photons incident on 
each diode. The imaging resolution of the vidicon is limited by the 
diameter of the scanning electron beam, typically 25 pm. 
The main attraction of the vidicon as a image detector is that it 
is an integrating device, where the target serves as a memory buffer, 
storing information until the electron beam reads and erases it. Other 
advantages are that the photosensitive surface of the silicon target is 
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two-dimensional, the quantum efficiency of silicon is 10% to 80% in the 
UV to near IR region, and the dynamic range is sufficient for most ab­
sorption measurements. Two of the more serious technical problems asso­
ciated with the vidicon are the lag and blooming characteristics. Lag 
is manifested as the incomplete erasure of images in the first readout 
cycles after storage. The phenomenon is caused by target capacitance 
and reduced beam acceptance at low discharge levels. Blooming, or sig­
nal spreading, is caused by the lateral diffusion of charge from a re­
gion of high spectral intensity to a region of low spectral intensity. 
Blooming increases with increasing signal levels and causes a loss of 
resolution. 
By combining the unique properties of a laser such as collimation 
and monochromaticity together with absorption spectroscopy and subse­
quent computer extraction of quantitative information from the video 
signal by a video processor, a very versatile diagnostic scheme for 
studying pulsed and continuous sources for atomic and molecular spec­
troscopies has been developed (54). Substantial improvements in relia­
bility and in acquisition speed are demonstrated compared to prior at­
tempts, particularly in the study of pulsed atom sources. When compar­
ing this system with the point-by-point methods that are normally used, 
one can assume that 1 s is a reasonable time for one measurement. Con­
ventional rastering techniques require 8 hours for a matrix of 120 x 120 
and the corresponding reference matrix. In this system, each frame 
takes 1/30 s, so that 60 frames are needed for the equivalent of 1 s 
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measurement for the reference and the absorbed intensities. The total 
data acquisition time including storage in the computer is 30 s. 
Laser Properties Relevant to Image Analysis 
Power 
This is the most well-known property of laser even though its use­
fulness may be the same as other properties, depending on the particu­
lar application. In some cases, high laser intensity may not necessar­
ily improve the measurement. In image analysis, a high laser power is 
advantageous in absorption, fluorescence, and Raman scattering measure­
ments in which the signal to noise ratio would be improved, providing 
that the background is relatively independent of laser power. For exam­
ple, in the case of obtaining spatially resolved information in flames, 
the high intensity of laser made it possible to discriminate against 
flame emission by placing neutral density filters in front of the detec­
tor. High intensity of lasers also allow imaging to be performed over a 
relatively large area by expanding and recollimating the laser beam. In 
the case of mapping transient events by using a Bragg cell to gate the 
probe beam, time resolution can be improved by high laser power. 
Monochromati city/tunabi1ity 
One of the more useful characteristics that makes lasers good tools 
for spectroscopic measurement is their ability to deliver a large photon 
flux in a very narrow spectral region. For a gas laser such as an argon 
ion laser, the output can be extremely monochromatic, but the major 
problem with this type of laser is that it is not tunable. This problem 
13 
can be solved by using a dye laser which is tunable over a relatively 
large spectral region and has a power efficiency of 1-10%. By introduc­
ing various optical elements such as birefringent filters and étalons 
into the laser cavity, single frequency operation down to a thousandth 
of a wavenutnber can be produced while still maintaining relatively large 
output power. The high monochromaticity and tunability of a dye laser 
allows specific atomic and molecular species to be probed with reduced 
spectral interference. Using a very high resolution laser such as a 
ring dye laser, the spectral profile can be measured with good accuracy, 
and spatially resolved transiational temperature can be determined for 
each spatial location of the imaged area. 
Spatial and temporal coherences 
The laser emits a very directive beam of spatially coherent light, 
which means that natural divergence of a laser is very low compared to 
conventional light sources and the laser beam can be focused down to a 
diffraction limited spot. The size of this spot limits the spatial 
resolution of a particular imaging system. The optical characteristics 
of a laser cavity usually result in a well-defined spatial distribution 
of the output intensity. The simplest form of these is Gaussian in 
space and time and it known as the TEM^^ mode (transverse electric and 
magnetic mode). The TEM^^ mode has the lowest diffraction loss and the 
electric field has a constant phase across the entire wavefront. Thus, 
this mode represents the optimum conditions for spatial mapping because 
it has the smallest angular divergence outside the cavity which makes 
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imaging reliable and simple, and allows the detector to be placed at a 
large distance for remote monitoring. Also, the beam can be focused 
down to the smallest spot size for high spatial resolution or the beam 
can be expanded and recoilimated to provide a homogeneously illuminated 
image onto the detector. The temporal properties of lasers can be used 
to probe a dynamic system with good temporal resolution since pulsed or 
mode-locked pulse width can be as short as 10"^^ s. Transient phenomena 
at the very beginning of a event can be probed with a pulsed laser pro­
viding that the beam is homogeneous and imaged onto the detector. Such 
information is very valuable to the understanding of the dynamics of a 
system such as a laser microprobe. 
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CHAPTER II. SPATIALLY RESOLVED VIBRATIONAL TEMPERATURE PROFILES 
IN FLAMES FROM MOLECULAR ABSORPTION SPECTROSCOPY 
Review 
When aerosols of metal salt solutions are introduced into appropri­
ate flames, free atoms of most metallic elements are formed in suffi­
cient abundance to allow their detection and quantitative determination 
at solution concentrations in the order of parts per million by spectro­
scopic analysis. In flame photometry, flames are used as the atomiza-
tion and excitation source. Emission from the excited analyte species 
is detected by a photodetector. In atomic absorption spectroscopy, 
flames are used to atomize the sample solution, putting the elements to 
be analyzed in the form of atomic vapor. A monochromatic light source, 
specific for the element to be analyzed, is passed through the atomic 
vapor and the amount of absorption is measured. Recently, atomic fluo­
rescence spectroscopy, in which flame is used as the atomizer, has 
emerged to be a highly sensitive technique for the determination for a 
few elements. The development of very intense light sources with broad 
spectral range will definitely increase the applicability of this 
technique. 
The reactions occurring in flames are very complex, and much re­
mains to be learned about the fundamental processes going on within a 
flame. Flame processes of special analytical interest include the con­
version of analyte from a condensed form into a cloud of free atoms 
after sample introduction. The sequence of events occurring in rapid 
succession in the flame can be summarized as follows: 
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(1) The water or other solvent is evaporated, leaving minute particles 
of dry salt. 
(2) The dry salt is vaporized into the gaseous state. 
(3) A part or all of the gaseous molecules are progressively dissoci­
ated to give free neutral atoms or radicals. The amount of neutral 
atoms remaining in the ground state is important to the sensitivity 
of atomic absorption and fluorescence spectroscopies. 
(4) A part of the neutral atoms may be thermally excited or even ion­
ized. The fraction that is thermally excited is responsible for 
the emission of light measured in flame photometry. 
(5) A portion of the neutral atoms or radicals in the flame may combine 
to form new gaseous compounds. Chemical reactions of three com­
pounds may produce radiation which deviates from thermal equilib­
rium, but more importantly, these effects reduce the population of 
neutral atoms in the flame. 
From examining this sequence of events, one can see that optimiza­
tion of the analytical signal in various flame techniques can be per­
formed through the investigation of dissociation and excitation proc­
esses in flame, by the proper design and utilization of the atomizers, 
and the development of combustion models, so that efficient production 
of neutral atoms can be maximized and interference by chemical and phys­
ical processes can be minimized. 
In any evaluation of the physical and chemical events which occur 
within flames, temperature is a very important parameter. It has been 
noted by several authors that the reaction kinetics, chemical equilib-
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n'a, ionization, and excitation found in analytical flames are all 
highly temperature dependent (55-57). Magnitude of these processes can 
be significantly different in various regions of the flames. Tempera­
ture is also essential for the interpretation of thermodynamic data in 
combustion processes. As a consequence, a flame is commonly character­
ized by its temperature. Since the spatial distribution of temperature 
varies according to parameters such as burner type, gases, and relative 
flow rates, optimization of the analytical performances of flame re­
quires the availability of spatially resolved temperature profiles. 
Numerous methods have been devised for the measurement of flame 
temperatures. They can be divided into two large groups: (a) thermo-
metric measurements by introduction of a thermometric body into the 
flame and (b) optical measurements, based on the spectroscopic proper­
ties of flame. 
Thermometric measurements are usually made by the introduction of a 
metallic wire or thermocouple into the desired zone of a flame. The 
temperature of the wire, in equilibrium with that of the hot gases, is 
then measured from the changes in its electrical resistance, the thermo­
electric voltage developed at the junction of the couple, or from the 
brightness measured with an optical pyrometer. Due to the intrusive 
nature of this technique, the temperatures obtained are, in general, 
lower than the true temperature of the flame through losses of energy by 
thermal conductivity and radiations, and interferences by catalytic 
reactions occurring at the surface of the wire. 
18 
Optical measurements are usually the methods of choice because the 
measurement process will not alter the flame conditions unless the light 
source used to probe the flame has high enough photon flux to initiate 
chemical reactions within the flame. Most optical methods involve the 
introduc ion into a flame and thermometric specie whose effective tem­
perature is measured. The first flame temperature measurements employ­
ing an optical method were made by Kurlbaum on luminous flames of hydro­
carbons in 1902 (58). The adaptation of this procedure to the measure­
ment of nonluminous flames was made by Fery (59), and Kurlbaum et al. 
(60), which led to the development of the famous line-reversal method 
commonly used for the determination of excitation temperature. In this 
method, an excitable metal, such as sodium or lithium, is introduced 
into a nonluminous flame and the temperature of the flame is measured by 
comparing its radiation at the wavelength of the excited resonance line 
with the radiation of a blackbody radiator of known temperature. Other 
spectroscopic methods involve measurements by either relative absorption 
of two line (61,62), emission-slope (63,64), emission-absorption (65, 
66), and Raman scattering (67). In recent years, coherent anti- Stokes 
Raman spectroscopy (CARS) (68,69) and laser induced fluorescence spec­
troscopy (70,71) have been investigated extensively as techniques for 
measuring gas temperatures. They possess many characteristics of an 
ideal diagnostic probe: they provide large signal strengths for major 
species and offer good spatial and temporal species. An excellent re­
view of these techniques have been given by Bradshaw et al. (72). 
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There are other techniques that do not fall into the two groups 
just mentioned. They are nonspectroscopic methods which can be used to 
determine flame temperature in a nonintrusive manner. For example, in 
interferometric methods (73,74), flame temperatures are determined by 
measuring the spatial distribution of the index of refraction, provided 
that the chemical composition of the flame is known. In optoacoustic 
methods (75,76), a pulsed laser is used to excite an acoustic pulse in 
the flame. Temperatures are measured by observing the transient deflec­
tion of the probe beam passing through the flame. 
In the literature, there is often a large discrepancy in reported 
temperature values obtained by spectroscopic techniques among different 
laboratories. The principal reasons are related to the fact that in 
some cases experimental values obtained do not represent the average 
temperature and will depend on: (a) the measurement method employed, 
(b) the energy of the quantum states involved in the line producing 
transition or the transition probability, (c) the particular temperature 
distribution prevailing in the flame, and (d) the concentration distri­
bution of the probe species. 
For most flames, there are appreciable temperature gradients along 
the cross section of the flame, and especially the outer zone of the 
flame may be cooled by entrainment of excess air. Unfortunately, most 
conventional spectroscopic techniques normally involve direct line view­
ing of radiation from a flame which results in spatially averaged tem­
perature being obtained. Temperature gradients are obscured in this 
case. Abel inversion techniques (77,78) may be applied to obtain mean­
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ingful local flame temperatures by deconvoluting measurements at differ­
ent line of sight positions. A common example is an axisymmetric medium 
such as the hot gas in a cylindrical burner. In this case, line of 
sight measurement at one position can be subtracted from a measurement 
at an adjacent position to yield information on the property of the 
medium at  the d i f ferent ia l  opt ical  path.  Abel  t ransform mathemat ics are 
used to invert the line of sight measurements to the radical profile. A 
relatively large amount of computational work is involved. The applica­
tion of the Abel inversion to temperature measurements, however, is 
limited by self-absorption effects which are more probable for longer 
path lengths as well as by the presence of both temperature and concen­
tration gradients which cause self-reversal and subsequent distortion of 
computed radial profiles. 
The accuracy of spectroscopic temperature measurements by either 
the slope or two line method is directly dependent on the accuracy of 
the transition probability data for the lines producing transitions. 
Transition probabilities may be calculated from the wavefunctions of the 
upper and lower energy states involved in the transition but, in most 
cases, the required wavefunctions are not well-known and the values 
calculated from them are not reliable. Therefore, experimentally deter­
mined values are highly desirable, particularly for lines in complex 
spectra. A large number of transition probability data have been com­
piled in the literature (79). Despite these efforts, there are still 
large disagreements among published absolute transition probabilities. 
For spectroscopic temperature measurements, relative atomic transition 
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probability values suffice, but even here there are intolerable differ­
ences in the published values for many of the lines. An improvement in 
the reliability of temperature values obtained involving the use of 
transition probabilities can be accomplished by using a wide range of 
energy levels for the measurements. A correlation of temperature values 
can be made from the set of transition probability data used. Another 
way to improve upon the reliability is to completely eliminate the use 
of transition probability data for the calculation of temperatures. 
This can be done in methods in which intensities of two adjacent lines 
are ratioed and the transition probabilities for the two lines are can­
celed out in the calculations. 
As a result of the exothermic combustion reactions, the gases which 
constitute the flame are brought to different temperatures, according to 
combustion conditions, flame structure and geometry. The thermal energy 
in a flame, which is reflected in its temperature, exists in many forms, 
such as internal energy of molecules, kinetic energy of motions, chemi­
cal energy and as radiation. A system is in complete thermodynamic 
equilibrium when the amount of energy in any one form is statistically 
constant and the energy is equally partitioned among the various forms. 
For any form or degree of freedom, the amount of energy will be propor­
tional to the absolute temperature T, and equal to 1/2 kT per molecule, 
where k is the Boltzmann constant. Thus, translational energy for a 
molecule is equal to 3/2 kT. For the various forms of internal energy 
of the molecule, such as energy of rotation, internal vibration and 
electronic excitation, the energy of a molecule may only take certain 
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discrete values because of the quantization restrictions. The quantum 
restrictions reduce the amount of energy which can go into these degrees 
of freedom. The distribution of molecules among the possible energy 
states will then be given by the Maxwell-Boltzmann distribution law. If 
for a particular molecular specie, there are possible energy states with 
energies EQ, E^, etc., the the number of molecules with these energies 
-E AT -E^/kT 
will be proportional to e , e , etc. 
At equilibrium, the rate of conversion of energy of one form into 
that of another must be the same as for the reverse process. For exam­
ple, deactivation of an electronically excited molecule by collision 
must be balanced by excitation by collision. Deactivation by emission 
of radiation must be balanced by absorption of radiation. Release of 
transiational energy following chemical reactions must be balanced by 
loss of translational energy in activating the reverse chemical reac­
tion. Each energy state can be defined separately by its own tempera­
ture, and this value is identical for all these states when the flame is 
in thermal equilibrium. 
For a typical premixed flame, which consists of an inner-cone, 
outer-cone and interconal zone, only the interconal zone immediately 
above the inner-cone region is in complete thermodynamic equilibrium. 
This part of the flame is almost always used in analytical flame spec­
troscopy. The height of this zone above the burner varies considerably 
with the type of burner, type of gases being burned, and their flow 
rates. The equilibrium temperature of this zone is used to characterize 
a flame. The inner cone is generally a region of partial combustion. 
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which consists of immediate oxidation products. The outer-cone region 
is a secondary combustion zone where partially oxidized products may 
complete their combustion. The chemical reactions, ionization, and 
self-absorption occurring in the inner- and outer-cone regions produce 
processes which deviate from thermal equilibrium. The temperature for 
each state will be different in this case. 
In the inner-zone region of a premixed flame, the notion of temper­
ature may lose its meaning but the partitioning of energy into elec­
tronic and vibrational states is of great interest for a full under­
standing of the energy transfer process in flames. The extent and type 
of this departure from equilibrium may be of great interest for a full 
understanding of detailed processes in flames. Studies of the energy 
distribution or effective vibrational temperature in the various forms 
the newly released energy may take can, thus, be of great value even 
when equilibrium does not exist, and may contribute to the solutions of 
problems such as the mechanisms of formation of Cg and CH radicals, and 
the abnormal ionization in the flame gases and lead to a better under­
standing of the mechanisms of flame propagation. 
Theory 
Conventionally, vibrational temperatures can be determined from the 
vibrational intensity distribution of individual bands within a system. 
The emission intensity I of a particular vibrational band in a system is 
given by Eq. (1): 
, -E /kT 
I = C . P . V e " (1) 
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where C is a constant, P is the transition probability, v is the wave-
number, is the vibrational energy of the initial state, k is the 
Boltzmann's constant, and T is the temperature. 
From Eq. (1), the logarithm of I can be taken: 
Ln I = Ln C + Ln(P . v^) - E^/kT . (2) 
4 Therefore, if we plot Ln I - Ln(P • v ) against E^, we should obtain a 
straight line whose slope will give kT. From a knowledge of the values 
of P, V and E^, T can be determined. The disadvantage of this method is 
that the reliability of the temperature obtained is dependent on the 
accuracy of the transition probability data which is usually unreliable 
for most transitions as mentioned before. 
In this chapter, a new method is used to determine spatially re­
solved vibrational temperature in air-acetylene flame from molecular 
absorption spectroscopy. In this method, the electron transition proba­
bility values for the lines producing transitions are canceled out based 
on the Franck-Condon principle which states that electron jump in a 
molecule takes place so rapidly in comparison to the vibrational motion 
that immediately afterward the nuclei still have very nearly the same 
relative position and velocity as before the jump. 
For a particular electronic transition, the transition moment R can 
be defined as: 
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R = / 4^ dr ; Mg tè* 4^; dxg (3) 
where M is the electric moment vector, is the electronic and ih is 
e ^e 
the vibrational eigenfunctions, is a complex conjugate of %{,, d-r^ 
represents the element of volume of the space of the electronic coordi­
nates and dr represents the internuclear distance. The electronic tran­
sition moment can be written as: 
Re = / Mg 4,; dTg . (4) 
The electronic eigenfunctions depend slightly on the internuclear 
distance as a parameter and, therefore, for a given electronic transi­
tion Rg depends to some extent on the internuclear distance. Based on 
the Franck-Condon principle, the variation of with r is slow and, 
therefore, R^ may be replaced by an average value Then, we have: 
K = Kg ; dr . (5) 
2 As was first postulated by Born, |,|,| dt gives the probability that 
the particle under consideration will be found in the volume di. The 
transition probability is, therefore, proportional to the square of the 
transition moment: 
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/ K K dr]Z 
The integral is referred to as the Franck-Condon overlap integral. 
Vibrational temperature is defined with respect to the Boltzmann 
equation: 
h h (-(Ei-E2)/kT) 
Ç = gj * IT = - e ' ' (6) 
where and Ng represent the population of molecules at the two vibra­
tional levels of the same electronic state at energies and Eg and 
with degeneracies g^ and respectively, and k is the Boltzmann con­
stant. The ratio N^/Ng can be determined experimentally for each spa­
tial location by measurement of the ratio of absorbances, A^/Ag, since 
A /A = ^ ^ (7) 
^ ^ C L vg Rg Fg Ng 
where C is a constant, L is the pathlength, v is the transition fre­
quency, and F is the Franck-Condon overlap integral. Therefore, the 
electronic transition probability values and the pathlength are elimi­
nated from the numerator and the denominator in the calculation using 
this ratio method. By combining Eqs. (6) and (7) and knowing the values 
of the various parameters, vibrational temperature can be calculated for 
each spatial location. The degeneracy g has a value of one for vibra-
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tional analysis. Franck-Condon factors can be obtained either experi­
mentally or by calculations, assuming energy functions (80). 
Experimental 
The schematic for the experimental setup is shown in Fig. 1. An 
argon pumped CW ring dye laser (Spectra Physics, Mountain View, CA, 
Model 580A) was used to provide a highly collimated and monochromatic 
light beam for the observation of molecular absorption in the system 
under investigation. 
To ensure a fairly homogeneous illumination focused onto the image 
detector, only the central part of the Guassian beam profile was used. 
This was accomplished by using a spatial filter to focus the probe beam 
through a 25 y pinhole. The expanded probe beam was recoilimated by a 1 
meter f.l. lens before reaching a scattering medium. A glass diffuser 
was needed to scatter the probe beam before it was focused by the camera 
lens of the image detector because when a highly coherent light beam 
passes through a lens, the formation of interference rings are very 
likely. In order to focus the image on the glass diffuser onto the 
sensor of the detector, the length of the camera lens had to be ex­
tended. A 2.5 cm long copper tube was mounted between the lens and the 
camera body so that a 6 mm x 8 mm image could be monitored. The imaging 
size was checked by putting a calibrated target in place of the glass 
diffuser and the image was observed with a closed-circuit TV monitor. 
In order to minimize the effects of long term and short term inten­
sity fluctuations of the probe laser on the precision of temperature 
Figure 1. Experimental arrangement for the determination of spatially resolved vibrational 
temperature profiles in air-acetylene flame. Optical paths are shown as solid 
lines and electrical connections are shown as broken lines. 
B, laminar flow burner; D, diffuser; FC, servo-controlled feedback circuitry; 
ICI, image conversion interface; Li, spatial filter assembly; L2, 1 meter f.l. 
lens; Mi, dielectric mirror; M2, aluminum mirror; P, polarizer; PC, pockel cell; 
PD, photodiode; PDP-11, mini-computer; PH, pinhole; R, rotameter type 
flowmeters 
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measurements, a servo-controlled pockel cell was placed immediately 
after the laser to stabilize the output intensity of the probe beam. 
The laser beam was passed through a pockel cell by which the plane of 
polarization of the laser beam can be rotated when an electric field was 
applied. Also, a polarizer was placed right after the pockel cell. 
Intensity modulation can be achieved by rotating the polarizer in such a 
way that only about 70% of the light passes through it. The light 
passed through the pockel cell and polarizer was monitored by a photo-
diode so that light intensity fluctuations can be converted into voltage 
fluctuations. 
The major sources of noise were contributed by the intensity fluc­
tuations of the argon ion laser and the pump noise of the dye laser. 
These fluctuations could be observed by monitoring the dye laser beam 
with a photodiode. The signal observed was similar to a periodic sine-
wave on top of a large dc background. A relatively flat signal could be 
observed after the servo-control led technique was employed. 
An integral part of this servo system is an electronic circuit, 
shown in Fig. 2, designed to invert the voltage fluctuation generated by 
the photodiode into opposite polarity so that they are exact mirror 
images of the voltage fluctuation and to amplify the voltage to a level 
appropriate for inputs into the pockel cell. Listed below are summa­
rized procedures for setting up the servo system for light intensity 
stabilization: 
Figure 2. Circuit diagram for the servo-controlled feedback system 
Reference 
Output 
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1. Alignment of laser beam through the pockel cell: This can be done 
with the aid of a ruler and a power monitor. Attention must be paid 
to see that the polarization of the laser beam is parallel to the 
plane of polarization of the pockel cell. When properly aligned, 
90% of the light beam should be recovered after passing through the 
pockel cell. 
2. Alignment of pockel cell with respect to the polarizer: The plane 
of polarization of the laser beam is rotated 90° after passing 
through the pockel cell. This plane should make an angle of about 
20° with respect to the plane of polarization of the polarizer in 
order for light intensity modulation to be achieved. 
3. Alignment of laser beam entering the photodiode: The position of 
the photodiode should be adjusted to a level so that a DC voltage of 
negative 0.2 to 0.4 volt can be monitored. 
4. Adjustments on the feedback circuitry: First, the input signal is 
referenced to ground. Second, the DC part of the input signal is 
biased to about 5 volt and the AC part is adjusted to about 5 volt 
peak to peak by tuning the gain control. The inverted signal can be 
observed at the P.O. monitor output terminal. 
5. Applying appropriate voltages to the pockel cell: The output signal 
from the feedback circuitry is amplified by the HV op. amp. The 
bias control on the HV op. amp. is used to adjust the DC voltage so 
that maximum change in intensity can be obtained with minimum change 
in voltage. Adjust the gain control until a relatively flat signal 
can be observed. 
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Wavelength calibration was provided by a wavemeter (Burleigh In­
struments, Fishers, NY, Model WA-20) accurate to 0.01 cm"^. The wave-
meter was used to set up the laser near to the absorption maxima, and 
the laser was then fine tuned to locate the peak absorption for each vi-
bronic band where data was taken. The wavemeter was interfaced to a 
minicomputer so that the frequency values at which data were taken can 
be transferred to the computer memory together with the absorption data 
and stored in the records. 
At the rear panel of the wavemeter, the I/O port (25-pin "D" con­
nector) can be used to provide timing and frequency values to external 
devices. The output signals of this I/O port consist of 5 volt TTL 
pulses which are compatible with most computer interfacing instruments. 
The End of Signal (EOS) pulse was used to initiate the beginning of 
frequency value collection. The laser frequency value in BCD code were 
read into the computer memory after the EOS has gone high (+5 V) in a 80 
ps cycle. The I/O port of the wavemeter can be interfaced directly to 
the LPS OR Digital I/O port of the LPS-11 Laboratory Peripheral System 
which was interfaced with the PDP-11 computer via the uni bus. The LPS 
DR Digital I/O system consists of a 16-bit buffered input register and a 
16-bit buffered output register. The 8-bit digitized absorption data 
from the image conversion interface, vide infra, were transferred to the 
computer via the lower order byte of the input register and the fre­
quency data were transferred via the higher order byte of the input 
register. This presented a problem because the frequency data would 
appear to be part of the absorption data when they were read into the 
35 
memory. To solve this problem, the wavemeter signals were interfaced to 
a data selector/multiplexer (TI 74157 integrated silicon chip). Through 
program control, the higher order byte was cleared when the frequency 
data were being read. When the absorption data were being read, the 
multiplexer switched the wavemeter signals to positive five volts so 
that absorption data can be transferred without introducing any random 
errors. 
The digital image processor used to record the two dimension image 
of the flame provided by the probe beam in this experiment has been used 
earlier to record spatially resolved atomic and molecular concentration 
profiles in pulsed end continuous sources for atomic spectroscopy (54), 
and has been used to obtain translational temperature profiles in flames 
from measuring the spectral profiles using absorption spectroscopy (81). 
It is made up of three basic elements: a vidicon camera (Cohu, San 
Diego, CA, Model 4415-200), a home-made image conversion interface 
(ICI), and a minicomputer (Digital Equipment Corp., Maynard, MA, PDF 
11/10) with 28 K words memory and LPS-11 Laboratory interface. The 
vidicon camera has a 525 lines/frame, 30 frames/sec, 2:1 interlaced 
scanning format controlled by an internal sync generator. The automatic 
sensitivity and black level controls were disabled to prevent unpre­
dictable results. The camera was equipped with a silicon-diode array 
vidicon tube (RCA, Model 4522A) with an active area of 10 x 13 mm and 
useful over the spectral range 380-1100 nm. 
A schematic of the ICI is shown in Fig. 3. The timing and control 
portion of the ICI is responsible for recognizing the beginning of a new 
Figure 3. Block diagram of the digital image processor 
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frame of data, controlling the parts of the frame to be digitized, and 
timing of all portions of the circuits. The signal conversion portion 
of the ICI consists of a sample and hold amplifier to define the points 
sampled before an A/D converter digitizes the signal at a rate of 1.2 
MHz. Since the computer cannot store the information at such a high 
rate, the ICI contains 16 K x 8 bits of static random access memory as a 
storage buffer. Only one of the vertically interlaced scans was used 
for a total of 240 lines in 16 ms. Using a staggered digitization for­
mat for each successive lines, a 120 x 120 pixel image can be obtained 
even through the sampling speed only allowed 60 points per horizontal 
line. Transfer of this image to the computer takes approximately 0.5 
sec. Since the vidicon is an integrating device, all image data can be 
recorded simultaneously. To perform diagnostic studies on a relatively 
stable continuous atom source such as a premixed laminar flow burner, 
the vidicon may be illuminated continuously so that time averaged meas­
urements can be made. To study pulsed atom sources such as a laser 
microprobe, it is necessary to operate the vidicon in a pulsed fashion 
with a time resolution limited only by the width of the pulse. The 
detailed constructions and operations of the image conversion interface 
can be found in Ref. 54. Only the modifications of the ICI are de­
scribed in this thesis. 
In addition to the inherent dark current noise of the vidicon tube, 
other types of electronic noise were also observed. A series of peri­
odic noise spikes with a magnitude of 0.05 volts was observed during the 
digitization process. These spikes could be generated by the A/D con­
. 
39 
verter or other electronic interferences. This presented a problem 
because these noise spikes showed up on the digitized image. An elec­
tronic filtering technique was used to reduce the magnitude of these 
spikes. A 0.01 yf capacitor was placed at the video output terminal of 
the camera and, in addition, another 0.01 pf capacitor was placed at the 
input terminal of the A/D converter. Furthermore, the signal to noise 
ratio was improved by biasing the black level of the video signal to 
near ground with a 3 volt DC battery connected with the A/D circuitry. 
This arrangement altered the gain of the analog amplifier used to con­
vert the 0.0 to 0.7 volt video signal to a 0.0 to -5.0 volt signal com­
patible with the analog to digital converter. A variable resistor was 
placed in parallel with the gain resistor of the amplifier to reduce the 
overall gain of the video signal voltage. 
In order to make sure that these modifications did not degrade the 
spatial resolution of the digitization system, a target with 60 alter­
nating black and white lines was placed in front of the camera to check 
if the lines were resolvable. The linear dynamic range was also checked 
by inserting a series of calibrated neutral density filters into the 
optical path and comparing the real absorbances with the measured val­
ues. The system was found to be linear in the range of 0 to 1.5 absorb-
ance units. 
The system investigated was a premixed laminar flame of acetylene 
and air at a relative flow rate of 1:5, provided by a 10 cm long slot 
burner (Varian, Palo Alto, CA). Yttrium oxide was chosen as the dia­
tomic species used as a probe in the flame. A 1.5% of yttrium by weight 
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of the test solution was prepared by dissolving YgOg in dilute hydro­
chloric acid. 
Spatial maps of the absorption profiles were obtained in the fol­
lowing manners: In order to provide better signal to noise ratios for 
each wavelength, 50 frames of video information were usually averaged 
using the computer program PRUN. In the experiment, optical and elec­
tronic noise which contributed to the intensity of the black level of 
the video signal was obtained with the dye laser blocked but other ex­
perimental conditions unchanged. The major contribution to this back­
ground was the molecular emission of YD in the flame. This background, 
I^, is small, however, compared to the laser intensity and can be sub­
tracted from all the data files using the program DC. The reference 
intensity, I^, was established by aspiration of YgOg test solution into 
the flame, but with the laser tuned off resonance from the absorption 
bands. The data files, I, were then collected under the same conditions 
but with the laser tuned onto resonance. This way, any scattering by 
particulates in the flame due to the aspiration of the sample will af­
fect I^ and I equally, and will not introduce errors in the calculated 
absorbance. To compensate for the difference in intensity of the probe 
laser beam at the peak of the absorption band and at the wings when 1^ 
files were measured, the reference intensity was varied by inserting a 
pair of slanted glass slides into the optical path. 
The reference intensity, the background intensity, and the data 
intensity for each of the 120 x 120 points in the spatial array were 
combined to generate absorbances, log using the program 
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PCON. These absorbances files then represent the spatial distribution 
of the molecular species in the flame at the vibrational levels being 
studied. The ratio of absorbances at different wavelengths for each 
spatial location was then used to calculate the vibrational temperature 
using the computer program TCON. After that, a 9-point smoothing pro­
gram PSMO was used to smooth the absorbance and temperature files. This 
was justified since the spatial resolution was not limited by the vidi-
con. No significant distortions in the resulting smooth contours can be 
detected. Program PLOT was used to generate the absorbance and isotherm 
maps on a graphic display (Visual Technology, Inc., Tewksbury, MA, Model 
550) and printed on a dot matrix printer (Micro Peripherals, Salt Lake 
City, UT, Model 1150G). 
Results and Discussion 
In selecting a thermometric species to be aspirated into the flame 
for absorption measurements, YO was chosen because it exhibits well-
resolved spectral features that can be assigned to various combinations 
of vibrational levels in the ground and excited electronic states. The 
spectrum of YO is of great astrophysical interest. The two band systems 
2 2 2 in the visible region are the blue-green (B % - X and orange (A n -
2 X e) systems. These band systems have been studied extensively for 
vibrational (82,83) and rotational (84) analyses, and Franck-Condon 
factors have been calculated for numerous transitions (80). Yttrium, 
scandium, and many other elements have been shown to form very stable 
monoxide species in flames. The absorption spectra of YO in flames was 
first reported by Fiorino et al. (85). 
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2 2 The orange (A ir - X z) system was investigated in our experiment 
because the locations of the vibronic bands in this system are within 
the spectral range of the dye laser used. The absorption of four vi­
bronic bands of YO were measured. They were the (0,0) band at 597.207 
2 2 
nm and the (1,1) band at 598.766 nm of the A ^3/2 - ^ % transition, and 
the (0,0) band at 613.211 nm and the (1,1) band at 614.837 nm of the 
2 2 A ttj^2 - X z transition. The bands in each electronic transition origi­
nate from the same pair of ground vibrational states, the population of 
which can be used to determine the vibrational temperature. The Franck-
Condon factors for the first pair of vibronic bands are 0.996 and 0.987 
with energies 0 eV and 0.105 eV, respectively. 
Figure 4 represents the measured absorbance for the band at 597.207 
nm after 7-point smoothing by the computer program PSMO. The absorption 
contours for the other bands have a similar profile but with slightly 
different absorbances, depending on the values of the Franck-Condon 
factors. This absorption map represents the distribution of YO mole­
cules in the ground vibrational state. Since the vibrational tempera­
ture was quite high, vide infra, there are large numbers of molecules 
distributed among the various vibrational levels according to the 
Boltzmann's law of distribution. Therefore, it is necessary to sum over 
all absorbances for the entire (N,N) vibronic progression for the same 
electronic transition to obtain the true distribution of YO molecules. 
This is an important point to consider when one tries to determine mo­
lecular concentration profiles from absorption measurements. 
Figure 4. Concentration profiles for YO in the ground vibrational 
level in a 4 X 8 mm cross section immediately above the 
burner. The centerline coincides with that of the burner. 
Absorbance contours are shown at values of 0.1 to 0.4 at 
0.1 unit intervals 
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Figures 5 and 6 represent temperature maps obtained when Eqs. (6) 
and (7) were applied to the measured absorbances for the pair of transi-
2 tions to the A level. The overall distribution of temperatures was 
2 the same if, instead, the transitions for the A level were used. 
In the latter case, reliable Franck-Condon factors were not available, 
so the calculated temperatures may include systematic errors and they 
are not used for discussion. The plotted region has dimensions of 4 mm 
(horizontal) and 8 mm (vertical) and was immediately above the burner 
head. The width of the flame was approximately 2 mm wide. The spatial 
resolution of the points corresponds to about 0.06 mm. By proper imag­
ing, one can, in principle, increase or decrease the size of the image 
area with a corresponding decrease or increase in spatial resolution, 
provided that the flame is stable to that level. 
The isotherms in Figs. 5 and 6 show that the vibrational tempera­
ture in the primary combustion zone is the highest, lower in the second­
ary combustion zone, and still lower in the interconal layer. It is 
interesting to compare these figures with Fig. 4. The lack of correla­
tion between them is a good indication that the structures of the iso­
therms are real and are not artifacts of the absorption data. The vi­
brational temperature distribution is quite different from that of 
trans!ational temperature (81). The transiational temperature is high 
in the interconal layer; lower in the primary and secondary combustion 
zones. The maximum temperature in the interconal layer is about 2500°K. 
The extremely high vibrational temperatures found in the primary 
and secondary combustion zones can be explained by the nonequilibrium 
Figure 5. Isotherms for a vibrational temperature of 3000°K in a 4 x 
8 mm cross section immediately above the burner. The 
centerline coincides with that of the burner 
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Figure 6. Isotherms for vibrational temperatures of 2500°K (solid 
lines) and of 4000°K (dashed line) in a 4 x 8 mm cross 
section immediately above the burner. The centerline 
coincides with that of the burner 
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conditions that exist in these regions. When the yttrium salt is being 
heated up in the primary reaction zone, dissociation occurs gradually, 
with the last step being that of the YD molecules. These molecules are 
then expected to be highly excited vibrationally. In this flame, nitro­
gen is probably the primary molecule responsible for transfer of energy 
through colli sional processes. The number of collisions necessary to 
provide equilibrium are different for each degree of freedom. The num­
ber of collisions required for vibration is about four orders of magni­
tude larger than that for translation. Therefore, the attainment of 
vibrational equilibrium requires time which is in the microsecond regime 
at 1 atmosphere. For example, the probability of vibrational activation 
or deexcitation in one collision is about lO'^at room temperature and 
about 1 at 8000°K for CO^ (86). 
The highest vibrational temperature obtained in our experiment 
corresponds to about 5000°K. This is consistent with the exothermicity 
of the CgHg + Og reaction. The reason why the transiational temperature 
in such flames does not reach this level is that entrained Ng depletes 
the available thermal energy while it attains the same translational 
temperature. In the interconal layer, the residence time of YO mole­
cules is long enough such that equilibration with other degrees of free­
dom causes the vibrational temperature to be lower. In the secondary 
combustion zone, recombination of the radicals, atoms and molecules 
takes place rapidly, so that vibrational temperature once again becomes 
high and deviates from thermal equilibrium. 
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The reliability of the temperature values determined by this method 
depends on several factors. The geometry of the flame is important. In 
our experiment, a 10 cm slot burner was used so that the flame was made 
longer than it was wide. This "long" geometric arrangement enables the 
image to correctly reflect the cross sectional distribution of concen­
tration and temperature without resorting to more tedious mathematical 
treatments such as the Abel inversion technique as mentioned before. 
The values of the Franck-Condon factors used influence the calculated 
temperatures. For the transitions used in this work, the Franck-Condon 
factors are very close to unity. This then represents the most favor­
able case, where errors in the actual Franck-Condon factors used have 
negligible effect on the calculated vibrational temperatures. In the 
calcula ions of the vibrational temperature, the experiment was simpli­
fied by measuring the ratios of the peak absorbances of the two bands 
rather than taking the ratios of the integrated absorbances. This is 
justified because for a system such as a flame, one can assume that the 
rotational temperature is identical for each vibrational level since 
rotational to translational relaxation and the reverse process are ex­
pected to be rapid. The relative shape of each vibrational band is a 
function of the rotational temperature. If it is identical for the 
vibronic bands under investigation, the ratio of the peak absorbances is 
then equal to the ratio of the integrated absorbances. 
The main contribution to the uncertainty of temperature data is the 
precision of the absorbance data. This precision is affected by the 
fluctuations of laser intensity, flickering of the flame, magnitude of 
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absorbances, and noise of the imaging sytem. As mentioned before, the 
laser intensity was stabilized by a servo technique. The average change 
in for each point over the entire 120 x 120 array was determined to 
be less than ±2%. The flickering of the flame presented a major problem 
since a movement of flame of more than ±0.05 mm was intolerable as far 
as the integrity of the spatial resolution was concerned. The flame was 
stabilized by placement of the burner inside a wire cage (87). To fur­
ther stabilize the flame, the flow rates of the gases were set as high 
as possible so that the flame was rather stiff. The movement of the 
flame also caused the probe beam to deviate from the original optical 
path because of the refractive index gradients that exist in the flame. 
The degree of deviation of the probe beam can be minimized by placing 
the vidicon camera as close to the flame as possible. The amount of 
absorbance was another important factor since the uncertainty for ab­
sorption data is the lowest for absorbances between 0.3 and 0.5. For 
this reason, temperature was not calculated whenever the absorbance 
values fell below 0.05. The formation of YO is known to be very depend­
ent upon the stoichiometry of the flame (88). Therefore, the fuel to 
air ratio and concentrations of the test solutions were adjusted to 
yield optimum absorbance values. The noise of the imaging electronics 
was minimized as much as possible by modifying the ICI as mentioned 
before. The errors in temperature introduced by uncertainties in ab­
sorbances was small for lower temperatures and vice versa, with an over­
all uncertainty of 200°K at a tem erature of 2500°K. This was satisfac-
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tory considering the range (1000°K to 5000°K) in this particular spatial 
region. 
The temperatures obtained in this experiment indicate that thermo­
dynamic equilibrium does not exist in most parts of the flame. Each 
kind of temperature (ionic, electronic, vibrational, rotational, and 
translation) has its own implications in the understanding of the over­
all chemical or physical process. A knowledge of these temperatures is 
a prerequisite to the definitive understanding of flame reaction rates 
and propagation mechanisms, the disposition of various dissociation and 
ionization equilibria involving the flame species, and the processes 
involved in the atomization, excitation and ionization of flame species. 
The vibrational temperature values determined here are very useful to 
the understanding of dissociation and recombination involving the YO 
molecules. 
Logical extensions of this work may be the determination of spa­
tially resolved rotational and electronic temperature profiles in 
flames. For rotational analysis, it is necessary to use a tunable laser 
with high resolution to resolve the individual rotational lines so that 
population ratios can be determined or mathematical deconvalution tech­
niques can be used to analyze the unresolved bands. For electronic 
analysis, a suitable thermometric species has to be found so that the 
transitions for different line pairs are within the wavelength region of 
the probe laser, which may be difficult because the electronic transi­
tions for most elements in flames are beyond the visible region. Ac­
quiring temperature profiles for pulsed events is feasible by gating the 
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probe laser, as long as the events can be repeated enough times to gen­
erate ratios of data points for vibrational, rotational and electronic 
analyses or spectral scan point by point for transiational analysis. 
Conclusions 
Spatially resolved vibrational temperature profiles can be obtained 
with good spatial resolution and decrease in acquisition time using a 
colli mated laser beam and a vidicon. A new concept for the determina­
tion of vibrational temperature by measuring the relative intensities of 
absorption from different vibrational levels in the ground state of the 
molecules and taking the ratios of the Franck-Condon factors was proved 
to be reliable. The distribution of vibrational temperature was quite 
different from that of transiational temperature. The information ob­
tained is directly relevant to the understanding of dissociation in 
flames. 
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CHAPTER III. SPATIAL DISTRIBUTION OF SODIUM DIMERS 
GENERATED IN A LASER MICROPROBE 
Review 
The impact of chemical pollutants in the environment has been rec 
ognized as a potential health hazard of growing proportion (89). Eval 
ation of trace concentrations of metals in biological, medical, indus­
trial, and environmental materials has become a major analytical task. 
Consequently, there is an increasing demand for a trace element micro-
probe of a selected group of elements in a wide variety of material 
samples. The ideal characteristics of such a trace element microprobe 
are: 
1. Selective microsampling capability 
2. No sample preparation: in situ measurement 
3. Real time analysis 
4. High relative and absolute concentration sensitivity 
5. Freedom from matrix effects 
6. Highly selective for elements of interest 
7. Linearity of response over wide dynamic range of concentration 
8. Minimum variation in sensitivity between elements 
9. Depth profiling capability 
10. Simultaneous multielement measurement possible 
11. Capable of distinguishing between isotopes 
12. Insensitive to the nature of substrate material 
Many special techniques have been developed for the purpose of 
microprobe analysis but most of these methods are restricted to the 
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analysis of electrically conducting samples. With nonconducting sam­
ples, in situ local analysis of a small part of a sample can only be 
performed indirectly by first mechanically removing part of a sample and 
then analyzing it by a standard method. 
Since the invention of a ruby laser by Maiman in 1960 (90), the 
inherent possibilities of powerful pulsed lasers as spectrochemical 
excitation sources were explored within a short time. Several research 
groups have experimented with focusing high power laser beams onto spec­
imen in order to vaporize small samples. The earliest indication of 
successful laser-produced spectra was given by Brech and Cross (91), who 
were interested in using the laser as a microprobe for in-situ analysis 
of a small spot of a surface. The laser microprobe is the only tech­
nique which has the unique capability of vaporizing both conducting and 
nonconducting samples. Therefore, sample preparation is often not re­
quired and contamination can be minimized. 
When focused laser radiation acts on a solid sample, the sample 
substance is ejected out of the laser-produced crater in the form of a 
plume consisting of plasma, vapor, liquid droplet, and solid particles 
components. Analytical information can be obtained by subjecting this 
laser-generated plume to optical or mass analysis. There are several 
ways of utilizing the plume for optical atomic spectrochemical analysis. 
Basically, there are two different approaches by which analytical sig­
nals can be obtained, namely, those in which atomic absorption or emis­
sion is directly observed and those in which prior to the measurement, 
the vapor cloud is subjected to additional excitation. 
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In the case of directly monitoring plume emission, the spectrum 
intensity is proportional to the amount of the plasma plume component 
only. The absolute detection limits of elements are 10"^ to 10"^^ g, 
and the relative limits are between 10"^ to 10'^% (92). Exceptionally 
low absolute detection limits have been obtained under specially opti­
mized conditions for detecting the emission spectra in the case of anal­
ysis of highly volatile biological microsamples of a very small volume 
and mass (93). Additional excitation of the plume can lead to consider­
able intensification of the emission spectrum intensity and to a lower-
-2 ing of the detection limits usually down to 10" to 10' g (92). The 
most common auxiliary excitation source is the impulse electric dis­
charge passing through the plume with a definite time delay. Other 
auxiliary excitation sources include a gaseous flame (94), an induc­
tively coupled plasma (95), and microwave induced plasma (96). Re­
cently, laser induced fluorescence excitation has been used to interro­
gate a laser microplume (97). An absolute detection limit of about 
10"^^ g is reported to be feasible. 
The plasma and vapor components of the plume can be analyzed by 
atomic absorption spectroscopy. Mossotti et al. (98) were the first to 
measure absorption signals directly in a laser microplume. A continuous 
primary source of high radiance produced by a flash lamp and having a 
similar time duration as the vapor cloud was employed. Limits of detec­
tion in the ppm range or to the nanogram level were possible for ele­
ments that did not form stable oxides. Other primary light sources for 
atomic absorption analysis have been investigated. For example, a 
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pulsed hollow cathode lamp (99), the glowing surface of the crater 
(100), and a laser spark (101) have been tried. Additional atomization 
of the plume can be achieved by using a two step approach. Matousek and 
Orr (102) have used a graphite furnace, and Kantor et al. (103) have 
used a flame burner to prolong the presence of free atoms in the optical 
path. 
Furthermore, a two stage method based on complete time separation 
of sampling and excitation processes, which enables one to analyze a 
sample portion removed by a laser shot, has been investigated (104). 
The plume substances condense on an auxiliary substrate and subsequent 
spectrochemical analysis of the condensate can be performed. The lower 
-2 -3 limits of detection are usually around 10 to 10" %. 
The ionized component of the plume can be subjected to mass spec­
troscopic analysis. More than 45 papers have been published (105) de­
scribing the analyses of gaseous impurities in solids and thin films by 
laser mass spectrometry since Honig and Woolston (106) introduced the 
laser as an ionization source. The development of a commercial laser 
microprobe mass spectrometer in 1978 (107) marks a significant break­
through in laser mass spectrometry, particularly t its applications to 
nonvolatile organic compounds (108). This technique is frequently used 
for ultratrace analysis of all metallic (109,110), and nonmetallic ele­
ments (111) in relatively small volume near the surface of any sample 
materials. Hillenkamp et al. (112) have shown that extremely low abso­
lute detection limits of 10^ atoms can be achieved for a few elements 
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with a time of flight mass spectrometric detection of the vaporized 
sample. 
The combination of laser microprobe with other analytical tech­
niques such as mass spectrometry and laser induced fluorescence has 
shown potential to closely approach the analytical requirements for an 
ideal trace element microprobe. But there are still major basic prob­
lems associated with laser microprobe analysis which prevent it from 
becoming a successful analytical tool used in daily routine analysis. 
The major problem encountered in this technique is the high relative 
standard deviation derived from repeated measurements. The average 
relative deviations for emission and absorption spectroscopies lie in 
the range of 20 to 30%. Therefore, most determinations are restricted 
to semiquantitative analyses. Another problem is the inability of a 
laser microprobe to efficiently generate and maintain a reasonable popu­
lation of the chemical species, for example, excited atom vapor for 
emission systems, free ground state neutral atoms for the atomic absorp­
tion systems, or ionized components for mass analysis system. The laser 
plume contains significant amounts of solid particulate materials which 
are not detected by the analytical system. The final major problem is 
that the sensitivity of each element is strongly dependent on matrix 
composition. In order to obtain quantitative results, the standard 
samples should have the same composition in major elements as the un­
known sample. This may be difficult to achieve for some biological 
samples. 
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Researchers have tried to improve upon the sensitivity and repro­
ducibility of laser microprobe analysis by using various empirical ap­
proaches. For example, space and time resolved spectroscopies (113,114) 
and inclination of the sample to an angle of 45° with respect to the 
vaporization laser (115) have been employed in their investigations but 
detection limits and precisions have only shown moderate improvement. 
The overall results remain unsatisfactory. 
The major obstacle in the improvement of the analytical perform­
ances of laser microprobe techniques is the lack of knowledge of what is 
taking place in the laser sampling, excitation, and cooling steps. 
Consequently, much time is spent in empirically establishing acceptable 
analytical procedures. A better understanding is needed of the way 
energy is transferred from the laser beam to the sample, the way mate­
rial is ejected from the sample and excited, the processes involved when 
energy is transferred from the laser beam to the plume, the cooling 
processes, and the final vapor loss processes. The influence of matrix 
on both sampling and excitation is poorly understood. More systematic 
research should be undertaken in order to procure some elucidation in 
this matter. With this knowledge, researchers would have a better 
chance of controlling the behavior of a laser microprobe. Hopefully, 
the sensitivity, accuracy, and reproducibility can be optimized for a 
particular laser microprobe analysis. 
The interaction of a focused laser beam with a solid surface is a 
very complex process and very difficult to successfully model at the 
fundamental level. The conditions of the crater: depth, size and 
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shape, as well as the amount of the sample removed, depend on the prop­
erties of the sample, the condition of the surface, the pressure and 
composition of the atmosphere, and the properties of the laser, all of 
which undergo complex time dependent changes during the laser pulse. 
Piepmier and others have done extensive work in trying to answer 
some of the fundamental questions concerning the formation of laser-
generated plumes. They have conducted spatially and temporally spectro-
metric experiments on plumes generated by single and multispikes Q-
switched lasers (116) and, also, experiments on the physical and chemi­
cal effects of different atmospheres above the sample (117-119). They 
have found that pressure and chemical composition of the atmosphere can 
influence the free atom concentration in the vapor plume and, also, the 
atmosphere has the effect of attenuating the vaporization laser beam 
above the sample surface by a radiation supported atmospheric plasma 
(117). Atmospheric pressure and composition under which vaporization is 
performed have also been shown to influence both the spatial and tem­
poral properties of the vapor plume (54,120). Both the lifetime and the 
spatial expansion of the plume have been shown to be greater at reduced 
pressures. The point in time of the maximum fluorescence or absorption 
signal is also influenced by these parameters. Effects of crater size, 
volume, and laser energy on the analytical signals have also been stud­
ied extensively. 
By comparing the experimental results obtained by various investi­
gators, a model of laser plume formation has been proposed (116). Plume 
formation can be described in the following sequence of events: 
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1. Sample is heated during the early part of the laser pulse. 
2. High energy electrons and high energy ions are ejected from the 
surface of the sample. 
3. These electrons and ions initiate the formation of a plasma in the 
atmosphere and provide the means of inverse bremstrahlung absorption 
of the laser energy in the atmosphere. 
4. When the laser beam reaches sufficient high power density, the plas­
ma is rapidly propagated through the atmosphere. 
5. This propagation results in an emitting atmospheric plasma which 
does not contain any of the sample species. 
6. Sample ions from the hot surface then begin to move away from the 
sample with somewhat lower propagation velocity then the atmospheric 
plasma. 
7. Neutral atoms, molecules and particles follow the sample ion and 
begin to boil into the plume until the sample has cooled near the 
boiling point. 
In atomic absorption spectroscopy, it is very important to under­
stand how neutral atoms, molecules, and particles are being formed dur­
ing the vaporization process because precision and sensitivity of the 
analysis are directly related to the reproducibility and efficiency of 
the production of the neutral ground state atoms. Quentmeier et al. 
(121,122) studied the plume systematically and found nonspecific absorp­
tion of the light due to Rayleigh scattering particles inside the plume. 
Marich et al. (123) found the presence of molecules in the laser plume 
and concluded that chemical reactions between the analyte and compounds 
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in the sample matrix are responsible for the presence of molecules. The 
presence of molecules has also been reported by Beenen and Piepmeier 
(119). They studied the spatial and temporal properties of binary mole­
cules formed by the reaction of the sample vapor with the surrounding 
molecules. Some authors (108,124,125) have determined the presence of 
molecular ions and cluster ions using a combination of laser vaporiza­
tion and mass spectrometry. 
An important question that should be addressed is what role do 
atomic clusters, including dimers, play in the atomization process be­
cause the formation and dissociation of clusters in the plume could be 
one major source of error in laser microprobe analysis. Clusters can be 
formed directly from the surface, in which case efficient dissociation 
is necessary to produce free atoms that contribute to the analytical 
signal. On the other hand, clusters can be formed after the atoms are 
cooled and recombine with one another. Then, dissociation is not a 
problem and lower energies can be used in the atomization process. 
Several recent reports (126,127) suggest that monoatomic vapor is formed 
via laser vaporization, and that dimers and clusters are formed through 
recombination or expansion in a supersonic jet. 
In this chapter, spatial mapping of sodium dimers in a laser-
generated plume is described. A comparison with the corresponding spa­
tial distribution of sodium atoms provides insight into the vaporization 
process. Spatial maps of concentrations are provided by the silicon-
vidicon spectrometer used for the measurement of spatially resolved 
vibrational temperature in Chapter II. Since the composition of the 
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plume is changing rapidly with time, an addition of a Bragg cell in the 
experimental setup was needed to make simultaneous measurements from all 
spatial locations with good temporal resolution. 
Experimental 
The schematic for the study of the spatial distribution of sodium 
atoms and dimers is shown in Fig. 7. An argon ion (Control Laser, 
Orlando, FL, Model 554A) pumped CW dye laser (Spectra-Physics, Mountain 
View, CA, Model 735 with a 3-plate birefringent tuning element) with a 
band pass of 0.05 nm was used as the probe beam. Since the vapor plume 
generated by the pulsed laser was a transient species, it was necessary 
to pulse the probe laser to obtain space-time profiles of this plume. 
Temporal resolution was accomplished by a Bragg cell (Coherent Associ­
ates, Danbury, CT, Model 304 and 305D). When gated off, all the radia­
tion from the laser was in the zeroth order of the Bragg cell and was 
blocked by a beam catcher. When gated on, about 75% of the light was 
diffracted into the first order end towards the main optical path. 
Optimization of the first order beam intensity was done by adjusting the 
gain of the acoustic wave driver and by rotating the angle of the Bragg 
cell with respect to the probe beam. The shortest time duration which 
the first order beam can be gated on is about 0.5 ps, without attenu­
ating the intensity significantly. Time resolution of this system can, 
therefore, be in the microsecond regime. 
In order to provide a fairly uniform intensity over the mapping 
area, the probe beam was focused into a 25 ^m pinhole before expanding 
and recoilimated by a 25 cm f.l. lens. The collimated beam was about 4 
Figure 7. Experimental arrangement for the determination of spatial distribution of sodium 
dimers generated by a laser microprobe 
ICI, image conversion interface; Lj, spatial filter assembly; L2, 25 cm f.l. 
lens; L3, 6 cm f.l. cylindrical lens; M^, aluminum mirror; M2, aluminum mirror; 
PDP-11, minicomputer; YAG, vaporization laser 
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cm diameter, but only the central 1 x 0.8 cm area was imaged onto the 
detector. The sample cell was constructed from an aluminum block 6.4 x 
6.4 X 7.6 cm in dimensions. A cylindrical lens with a f.l. of 6 cm 
mounted immediately above the cell was used to focus the vaporization 
beam onto the sample through a glass window on top of the cell. The 
sample was mounted on a rod fitted with an 0-ring sealed to the bottom 
of the cell. The sides of the cell were mounted with two 2.5 cm antire­
flection coated windows to accommodate the collimated probe beam. The 
entire cell was mounted on a transiational stage connected to a stepping 
motor so that new surfaces can be exposed without opening the cell. An 
argon atmosphere of 500 Torr was used to confine the plume within the 
observation region during the time of measurement. 
The vaporization laser used in the experiment was a Nd:YAG laser 
(Model VG480, Quantel, Santa Clara, CA) operating at 1060 nm. The pulse 
duration and repetition rate were 10 ns and 10 Hz, respectively. The 
two most important parameters of the vaporization laser were stability 
of the pulse energy and the quality of the mode structure from shot to 
shot. The synchronization of timings between various components, vide 
infra, required the vaporization laser to be externally controlled. The 
firing of the flashlamps was controlled by the timing signals of the 
vidicon camera, and the firing of the Pockels cell within the laser cav­
ity was under program control. A series of studies were conducted to 
examine the stability of laser power by varying the flashlamp voltages, 
firing rates of the flashlamps and Pockels cell. The conclusion was 
that power fluctuations of the laser was within 5% when the flashlamp 
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voltage was set at the maximum level which was at 1.8 KV. No difference 
in pulse energy was observed when the Pockels cell was triggered at a 
different frequency. In the experiment, the vaporization laser was 
operated under these conditions so that pulse to pulse variation in 
energy was kept to a minimum. Five pieces of glass slides separated in 
air were used to attenuate the vaporization laser beam before it was 
focused onto the sample. Typical energy irradiating the sample was 120 
mJ per pulse. The mode structure of the vaporization laser beam was 
close to Tem^g. The spatial intensity distribution of the beam was made 
as homogeneous as possible in the center by adjusting the angle of the 
rear mirror of the laser cavity. 
The imaging system used in this experiment was identical to the one 
used for recording vibrational flame temperatures, except that the image 
conversion interface was modified so that transient events could be re­
corded and stored in the computer memory. A laboratory constructed 
synchronization circuitry was built to control the timing between vari­
ous components in the experimental setup so that the imaging of the 
transient event onto the camera coincided with the beginning of the 
video frame. The various events that had to be synchronized were the 
firing of the flashlamps and Pockels cell of the vaporization laser, 
enabling of the image conversion interface, and the gating of the Bragg 
cell. The circuit was also used to control the time between the vapori­
zation pulse and the probe pulse. The construction of this circuit is 
shown in Fig. 8. 
Figure 8. Schematic diagram for the pulse and delay circuitry 
BC, trigger the Bragg cell; CE, computer enable; CO, charging of flashlamps is 
over; CF, charging of flashlamps begins; FF, firing of flashlamps; FL, trigger 
the vaporization laser; IE, interface enable; VB, vertical blanking 
O l  
f, E hi h L 
X I  
XOZ i ^ lmo  ?|0l Kt z 
Da^— 
It Ol 11 Of 
. 9 S O JF s 0 
i r i f r L  ^  '  i T / f ^ L  (  
Mor 
1^4— 
y foz  Wr to -o  
II Ol II ol 
4 r S 0  Ç 
1 TUT t 
€ s O 
9 
1 cHr L 
A S * *  
ASl* 
AD 
^ 44 aa 
l z i " h  L  
L O I - h L  
71 
The operations of the synchronization circuit are best explained by 
looking at the timing diagram for various components as shown in Fig. 9. 
Timing was derived from the vertical blanking signal of the camera (line 
A). This signal consists of five volt pulses which occur at 16 msec 
preceding the start of every frame. Since the vertical blanking signal 
occurs at a 30 Hz cycle and the Nd:YAG pulse laser has to be operated at 
10 Hz, a binary counter-BC was used to divide the frequency of the ver­
tical blanking signal by three (line B). Since it takes about 12 ms for 
the flashlamps to be charged before it can be fired, the trailing edge 
of the pulse from BC (line B) was used to trigger a one- shot-OSl (line 
C) so that a delay can be introduced before the trailing edge of the 
pulse from 0S2 (line 0) was used to trigger the charging of the flash-
lamps (line E). After about 12 ms, the capacitor banks of the laser 
were charged and an end of charge signal (line F) was used to trigger 
the flashlamp firing input (line G). Now, the flashlamps were firing at 
10 Hz and synchronized with the vertical blanking signal of the camera. 
The reason that the firing of the flashlamps has to be controlled exter­
nally was because the discharge of the capacitor banks has to be syn­
chronized with the Pockels cell, which was externally triggered by the 
computer. An enabling signal (line H) generated by the computer was 
used to initiate the measurement of a single transient event. 
In order to make sure that the vaporization laser was fired at the 
beginning of a video frame, the computer enabling signal was connected 
to a J-K flip flop (FF) together with the vertical blanking signal. A 
positive signal (line I) was generated at 2Q of FF and it was connected 
Figure 9. ICI timing diagram. All the signals are +5 v TTL compat­
ible except line E which is a +15 v signal 
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to 1 clear of FF. Since the discharge of the flashlamps was also syn­
chronized with the vertical blank signal, the firing flashlamp signal 
(line G) was connected to 1 clock of FF to generate a negative going 
pulse (line J). This pulse (output from IQ of FF) can then be used to 
trigger the firing of the Bragg cell and Pockels cell. OS3 was used to 
introduce a delay between the discharge of the flashlamps and firing of 
the Pockels cell. An optimum delay time of 270 us was determined to 
produce maximum laser power per pulse. Another one-shot (0S4) was used 
to trigger a pulse generator capable of producing a 20 volt positive 
pulse used to externally trigger the firing of the Pockels cell through 
a fast-switching circuit within the laser housing. Such a large trigger 
voltage was needed because the input impedance of the fast-switching 
circuit was as low as the output impedance of the pulse generator (see 
Fig. 10). Another one shot (0S5) determined the time resolution of the 
Bragg cell. The delay was adjustable from 0 to 1.2 msec and the probe 
laser pulse from 0 to 140 sec. 0S6 was then used to generate a pulse to 
gate the Bragg cell on and off. 
The collections and treatments of data were obtained in the follow­
ing manners: First, the sample was attached to the end of a brass rod 
with double-sided adhesive tape and inserted into the sample cell. The 
sample used was a polished crystal of tungsten bronze. Nag yWg g. It 
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was cut to a size of 1.5 cm x 0.3 cm using a diamond saw. The probe 
laser was tuned to absorption resonance of the species of interest by 
either aspirating a solution of the analyte species into a flame placed 
in the probe beam and tuning the laser until visible laser excited 
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fluorescence was observed in the flame on monitoring the wavelength 
using a monochromator. The power of the probe laser, width of the probe 
pulse and the aperture of the camera lens were adjusted to expose the 
vidicon tube near saturation over the entire surface of the tube. Typi­
cally, a probe beam power of 150 mw reached the image detector. The 
camera had to be placed about 2 meters away from the sample cell to 
minimize the amount of background emission from the plume reaching the 
detector. To account for this background and the dark current of the 
vidicon tube, a single frame of data was taken while blocking the probe 
beam and leaving other experimental condition unchanged. To obtain an 
absorption map, two other frames were take after a predetermined time 
delay. The reference file was taken without the production of the 
plume while the data file I was taken with the production of the plume. 
The computer program PTAKE was used to control the firing of the vapori­
zation laser, gating of the Bragg cell, enabling of the ICI, and the 
transfer of data into the computer. The program DC was used to subtract 
the reference and data files from the background. Program PCON con­
verted the two frames of data to an absorbance image of the vapor plume 
at the specific time delay. The program PSMO was used to perform a 
two-dimensional smooth of the absorption data. Program PLOT was used to 
generate absorbance contour map for display in the Visual 550 terminal 
and printed on a dot matrix printer. 
Results and Discussion 
In the experiment, a neodynium YAG laser with an activity Q-
switched system operating at the fundamental wavelength was used. A 
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Figure 10. Fast switching circuit at the synchronization input of the YAG laser 
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laser excited fluorescence was observed in the flame on monitoring the 
wavelength using a monochromator. The power of the probe laser, width 
of the probe pulse and the aperture of the camera lens were adjusted to 
expose the vidicon tube near saturation over the entire surface of the 
tube. Typically, a probe beam power of 150 mw reached the image detec­
tor. The camera had to be placed about 2 meters away from the sample 
cell to minimize the amount of background emission from the plume reach­
ing the detector. To account for this background and the dark current 
of the vidicon tube, a single frame of data was taken while blocking the 
probe beam and leaving other experimental condition unchanged. To ob­
tain an absorption map, two other frames were take after a predetermined 
time delay. The reference file was taken without the production of 
the plume while the data file I was taken with the production of the 
plume. The computer program PTAKE was used to control the firing of the 
vaporization laser, gating of the Bragg cell, enabling of the ICI, and 
the transfer of data into the computer. The program DC was used to 
subtract the reference and data files from the background. Program PCON 
converted the two frames of data to an absorbance image of the vapor 
plume at the specific time delay. The program PSMO was used to perform 
a two-dimensional smooth of the absorption data. Program PLOT was used 
to generate absorbance contour map for display in the Visual 550 termi­
nal and printed on a dot matrix printer. 
Results and Discussion 
In the experiment, a neodynium YAG laser with an activity Q-
switched system operating at the fundamental wavelength was used. A 
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Q-switched laser was chosen because the pulse energy was believed to be 
more reproducible than a normal laser pulse. Q-switched lasers have, 
therefore, found wider use in analytical applications. Many studies 
have been made of phenomena that result when a Q-switched laser beam was 
focused on a sample. The solid samples have especially received much 
experimental and theoretical attention (128,129). The special oscilla­
tor design and a single pass amplifier of the Nd:YAG laser produce a 
nearly Gaussian beam profile which should give more reproducible plume 
formation when comparing to multimode lasers. 
To enhance the amount of absorption, the vapor plume was generated 
by a laser beam focused to a line by a cylindrical lens. An optimum 
focal line of 1 cm x 0.04 cm was determined by monitoring the amount of 
neutral sodium atoms produced while adjusting the height between the 
cylindrical lens and the sample. Even though some variations in the 
cross sectional distribution was still expected along the length of the 
plume, the geometry was good enough to study spatial distribution of 
concentration without mathematical deconvolution. 
To study the atomic distribution, the probe laser beam was tuned to 
the Na D line at 589.0 nm by observing the excited fluorescence signal 
from a flame. Figure 11 represents an absorbance map for each spatial 
location of a single laser-generated plume with a time delay of 0.25 ms. 
The lines represent absorption contours after a 7-point smoothing pro­
gram PSMO was used. 
The plume was generated in a 500 Torr argon atmosphere. The buffer 
gas was needed to confine the plume within the observation region at 
Figure 11. Absorption contours for Na atoms generated by a laser 
microprobe. The surface is at the lower edge of the map, 
which is 1 cm high and 0.8 cm wide. The vaporization 
laser is focused at the center of the lower edge of the 
map. Delay between vaporization and observation is 0.25 
ms 
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0.25 lîis. The rate of movement was related to the rate of diffusion of 
sodium gas in argon, corrected for the rate of condensation back to 
sodium metal. The center of the group of atoms in Fig. 11 moved about 
0.7 cm away from the surface in 0.25 ms. This indicated a velocity of 
about 1/10 that of the speed of sound. Under near vacuum conditions, 
the sodium atoms would simply be traveling away from the surface at a 
velocity determined by the translational temperature, such that V = (8 
kT/wm)^/^, and fill up the observation region very rapidly. Improving 
the temporal resolution will be necessary to study these situations. 
The vapor plume was generally of a mushroom or filament shape, 
indicating that a large amount of material was vaporized. Even though 
all plumes showed the same qualitative distribution in space, the exact 
contours vary from plume to plume for repeated measurements. This was 
due to shot to shot variation in the intensity and the mode structure of 
the vapor izat ion laser.  The most important feature to not ice in Fig.  11 
is that one localized group of atoms was formed from laser vaporization. 
This group of atoms moved away from the surface and expanded in size as 
a function of time. 
To study the spatial distribution of sodium dimers, the laser was 
tuned to the Na2 red band v" = 0 to v" = 12 absorption line at 612.23 nm 
(130). Fine adjustments of the birefringent tuning element of the dye 
laser were made around this region until maximum absorption was ob­
served. To make sure that the signal was not due to light loss via 
scattering by particles, intensity maps were also obtained for the plume 
at a wavelength 0.5 nm away from resonance. No absorption was observed. 
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So, the relative concentrations of Nag can be measured. A representa­
tive absorption contour map of Nag is shown in Fig. 12. Again, the 
exact distribution in Fig. 12 varied from one plume to another, but 
qualitatively the identical distribution was always observed. The im­
portant features to notice are that there were two groups of dimers 
associated with each laser-generated plume. They were located on the 
sides and somewhat toward the lower parts of the localized group of 
atoms. The key points to remember are that Nag was not correlated with 
Na in distribution and Nag was not observed towards the top of the group 
of atoms. 
As mentioned before, the interaction of laser radiation with the 
sample is very complex. Depending on the laser parameters, sample prop­
erties, and composition and pressure of the atmosphere, one vaporization 
mechanism may dominate over others. There are essentially two types of 
vaporization processes. As the laser radiation is absorbed by the sur­
face within a depth of a few hundredths of a millimeter, the temperature 
of this layer is raised to the boiling point and evaporization begins. 
At the same time, heat conduction into the interior of the material 
occurs. This represents a gradual process known as thermal vaporiza­
tion. If a very high power density laser beam is focused onto a sample, 
all materials, opaque as well as transparent, metals as well as dielec­
trics, pass quickly into a high absorbing state. The sample surface is 
superheated and the temperature of the vapor leaving the surface is 
higher than the boiling temperature of the specie being vaporized. A 
stream of vapor leaves the surface with very high velocity. Vaporiza-
Figure 12. Absorption contours for sodium dimers generated by a laser 
microprobe. Ail parameters are identical to Fig. 11 
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tion becomes a violent event with the ejection of possibly even solid 
particles from the surface. This, then, represents a sputtering 
mechanism. 
The spatial distribution of sodium atoms and dimers from Figs. 11 
and 12 supports a sputtering mechanism. If thermal vaporization is the 
main mechanism for the formation of atoms from the surface in a laser 
microprobe, one would expect only monoatomic species to be formed ini­
tially. Dimers can be secondary products when the atoms are cooled by 
collision and condense with one another. A series of time dependent 
experiments have been conducted for the formation of sodium plumes (54). 
The results indicated that the sides of the atom plume are cooled to the 
same extent as the top region as judged by the rate of expansion of the 
plume. From this, one would expect to see equal likelihood of dimers 
being present at the top region as towards the sides. On the other 
hand, if the laser microprobe acts more via a sputtering mechanism, 
clusters and particles will eject from the surface initially. Dissocia­
tion due to further heating will produce dimers and then free atoms. 
Since the intensity distribution of the vaporization pulse was close to 
being Gaussian, the center part of the laser-generated plume was heated 
much more then the sides, dissociation would be most efficient at the 
center. Undissociated dimers would be located on the sides of the plume 
but not at the top of the plume. 
The maximum absorbances recorded for the atoms was 0.8 and that for 
the dimers was 0.4. The absorption strength for the atom is substan­
tially larger than that of one of the vibronic levels so the dimer. If 
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one divides the oscillator strength among the various observed vibronic 
transitions of the red absorption band of Nag, the ratio of the absorp­
tion strength of sodium atom is about ten times larger than that of 
dimers. This means that the dimer concentration was actually higher 
than that of the monomer. Again, this supports sputtering as a main 
mechanism responsible for atom formation in the laser microprobe. 
Based on the results obtained in this experiment, efficient produc­
tion of free atoms in a laser microprobe has been shown to depend 
strongly on the characteristics of the vaporization pulse. Although the 
power stability of the Nd:YAG laser was about 5%, the shot to shot vari­
ations of absorbance values were quite large. This was probably due to 
the variations of the intensity distribution of the vaporization pulse 
in space and time, A vaporization laser with better power stability and 
beam profile with Gaussian distribution in time and space would defi­
nitely improve upon the vaporization efficiency and reproducibility of 
vapor plume. A copper vapor laser would be a good choice because the 
power fluctuation from shot to shot is less than 1% and, also, the in­
tensity distribution of the beam profile is very homogeneous since the 
beam diameter is about one Inch. One major problem is that the energy 
per pulse for a copper vapor laser is about 2 millijoules, which may be 
too weak to vaporize sufficient material from the surface for analysis. 
Future experiments that may be worth pursuing are the study of the 
change in spatial distribution of atoms and clusters as one varies the 
composition and pressure of the atmosphere, laser energy, pulse width. 
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power density, and wavelength. The effects of sample properties on 
spatial distribution are also interesting. 
Conclusions 
The spatial distribution of sodium dimers in the laser-generated 
plume derived from surface vaporization was observed for the first time. 
The spatial distribution indicates that sputtering was the main mecha­
nism responsible for the formation of free atoms. The distributions 
were strongly dependent on the characteristic of the vaporization laser 
2 (1060 nm, 120 mJ, 10 ns, 0.04 cm ). At other power densities, thermal 
vaporization may dominate instead. This experiment shows that it is 
very important to use spatial mapping to study the atoms and clusters 
that are generated from the particular laser microprobe system used. 
Optimization of the operating conditions to allow production of atoms is 
then possible. 
V-
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CHAPTER IV. NEW IMAGING TECHNIQUE FOR DIAGNOSTIC 
STUDIES IN PULSED ATOM SOURCES 
Introduction 
One of the most important characteristics of an ideal imaging tech­
nique designed for spatial mapping of transient events occurring in a 
dynamic system such as a laser microprobe is the ability to record spa­
tially resolved information of the entire imaging area in real time 
throughout the lifetime of the transient event with good spatial and 
temporal resolution. 
The major limitation of the silicon-vidicon spectrometer used in 
the experiments described in Chapters II and III is that the scan speed 
of the vidicon camera allows the recording of only a single event for a 
laser-generated plume since it takes 1/60 s for each video frame to be 
read by the camera, during which a lot of valuable information is not 
recorded. In this system, spatially resolved information on plume 
growth and decay can only be obtained by taking time-lapse sequence of 
plumes generated from different laser shorts. The variations in plume 
concentrations and contours makes it difficult to correlate information 
from different time-lapse events. 
In this chapter, the development of a new imaging technique based 
on the ability of an acousto-optic modulator to deflect a laser beam 
with high speed and resolution is described. The unique characteristic 
of this new imaging technique is its ability to obtain spatially re­
solved information continuously over a relatively long period of time 
with good spatial and temporal resolution. This ability was demon­
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strated by applying this technique to acquire spat ally resolved scat­
tering profiles of particles and absorption profiles of atoms of a sin­
gle laser-generated plume. 
Two major problems which limit the analytical performances of a 
laser microprobe are the low sampling efficiency and precision obtained 
in the analysis. The inability of a laser microprobe to generate either 
sufficient ions for mass analysis or neutral ground state and excited 
atoms for optical analysis is a serious limitation in the application of 
this technique for local chemical analysis. The energy transferred from 
the vaporization laser pulse to the sample surface initiates the forma­
tion of a plume which consists of gaseous ions, atomic vapor, liquid 
droplets, and solid particles. The fraction of each component in the 
plume is highly dependent upon the experimental conditions. 
In atomic absorption spectroscopy, we are interested in maximizing 
the fraction of neutral atoms formed during the vaporization process. 
To this end, little research has been done on evaluating the sampling 
efficiency of the laser microprobe by examining the fraction of solid 
particles that are formed. This is a factor which should not be over­
looked because a major fraction of the vaporization pulse energy and 
sample materials would be wasted if the laser plume consists mainly of 
solid particles since they are not detected in either mass or optical 
ana ysis. In addition, the low precision of analysis in laser micro-
probe may be contributed by the combination and dissociation of parti­
cles within the plume. A similar problem can be found in flame atomic 
absorption spectroscopy and inductively coupled plasma spectroscopy in 
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which sample introduction is the major stumbling block in the analytical 
progress of these techniques (131). Sampling efficiency on the order of 
1 to 10% is typical for these systems. To overcome problems in sample 
introduction, it is necessary to study basic mechanisms of aerosol gen­
eration, transport, and interaction with plasma and flames. 
To study fundamental processes occurring in a laser microprobe by 
acquiring dynamic information such as spatially resolved concentration 
and temperature profiles of the laser-generated plumes, it is of great 
interest to obtain this information from a single plume because shot to 
shot variations of plume compositions and geometry makes it difficult to 
acquire meaningful information from one trial to the next. For example, 
if one wants to determine spatially resolved vibrational temperature 
profiles of laser-generated plumes by determining the relative absorb-
ances of the probe specie at different wavelengths, it is necessary to 
make sure that the temperature and concentration for each spatial loca­
tion remain relatively constant for each trial of measurement. This can 
be best accomplished by employing an imaging technique which is capable 
of acquiring spatial information with good temporal resolution such that 
transient events are "frozen" in space for repeated measurements over 
the entire imaging area. 
Theory of Operations 
Today, many of the applications that employ lasers require the 
laser to be modulated and deflected. The dominant devices to perform 
these tasks are acousto-optic and electro-optic modulators. The princi-
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pies of operation and applications of each method are different. Only 
those related to acousto-optic devices are described in this section. 
Acousto-optic (A-0) devices or as they are often called Bragg 
cells, are probably the most versatile way of incorporating information 
onto a laser beam. A-0 devices have the capability of altering the 
amplitude, frequency, position and polarization of a laser beam. They 
are employed in numerous commercial applications such as nonimpact com­
puter output printers (132), image recorders (133), and video disc 
recordings (134). 
The operation principles of a typical Bragg cell can be described 
by referring to Fig. 13. In this figure, the laser beam is aligned to 
intercept the A-0 device at the Bragg angle 0. The laser parameters are 
altered in the A-0 device by means of an electrically controlled dif­
fraction grating. This diffraction grating is obtained by launching an 
ultrasonic wave into an acoustic wave supporting material. The sound 
wave is derived from a piezoelectric material bonded to the interaction 
material. A laser beam can be modulated or deflected acousto-optically 
by changing the carrier frequency, f^, while operating near the Bragg 
condition: 
C, 
2 Xg sin 0  =  Z J- sin 0  = x (8) 
where is the speed of sound, f^ is the carrier frequency, and x 
are the wavelengths of sound and the laser beam, respectively. The 
angle between the zero order and first order exiting the cell is then 
Figure 13. Acousto-optic beam deflector 
FQ, frequency of sound wave at 0th order; F^, carrier 
frequency of sound at 1st order; e, Bragg angle 
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(using small angle approximation): 
20 = ^ f . (9) 
^s ^ 
The various parameters which govern the performances of Bragg cells 
are: a) the interaction medium index and acoustic velocity; b) interac­
tion length, c) carrier frequency, and d) laser beam size. In general, 
the higher the refractive index of the acoustic medium and velocity, the 
more versatile the cell. The higher the index, the lower the RF drive 
power required to obtain maximum diffraction efficiency, which is one of 
the most useful parameters for determining the performance of an 
acousto-optic device. Higher refractive index of the medium also allows 
a shorter interaction length which in turn produces an inherently 
broader modulation bandwidth Bragg cell. The higher the acoustic veloc­
ity, the faster the sound beam tranverses the laser beam which also 
results in broader bandwidth. In most commercial Bragg cells, the index 
of refraction is between 1.8 and 2.3 and the velocity is in the range of 
3 KM/sec. The carrier frequency is determined by the resonant frequency 
of the transducer. The higher the carrier frequency, the larger the 
separation between diffracted orders and also the broader the bandwidth 
since the transducer's bandwidth is increased. The modulation bandwidth 
of the Bragg cell varies inversely with the laser beam diameter. For 
most devices, a laser with a beam diameter of 1 mm will yield a modula­
tion bandwidth of 2 to 3 MHz. In order to obtain higher bandwidth, beam 
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forming optics can be employed. However, by focusing the laser beam to 
increase bandwidth, the divergence of the laser beam will increase and 
the diffraction efficiency will be reduced. In addition, the number of 
resolvable spots obtainable when using the A-0 device as a beam deflec­
tor will also be reduced under this condition. 
Commercial Bragg cells usually require 1 to 2 watts of drive power 
at 633 nm, delivering 85% diffraction efficiency with carrier frequen­
cies of 40, 80 and 100 MHz. The higher carrier frequency devices are 
more expensive even though there is less material because they require 
the transducers to be machined to the resonant frequency after being 
bonded to the acoustic medium. They are usually less efficient than the 
lower bandwidth devices due to increased in laser beam divergence and 
reduced interaction length. Users should examine all the parameters and 
decide which ones should be optimized for their particular applications. 
By reexamining Eq. (9), one can see that A-0 devices can be used as 
beam deflectors by simply changing the carrier frequency. For a con­
stant X and Cg, a change in f^ by Af^ gives: 
A  ( 2 8 )  =  (  )  A f c  .  ( 1 0 )  
Thus, by changing the carrier frequency at some lower modulation 
frequency, the laser beam can be deflected through an angle proportional 
to the change in the carrier frequency at a deflection frequency equal 
to the modulation frequency. 
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The most important performance parameter of an acousto-optic beam 
deflector is the number of resolvable spots N it can project on a screen 
at an arbitrary distance from the device. A beam deflector is optimized 
to have large deflection angle and a large value of N which is given by 
the following equation: 
N = ^ (11) 
I a 
where T = period of the modulation frequency 
T = time required for sound to cross the light beam's diameter = 
diameter of laser beam 
acoustic velocity 
Af = frequency bandwidth 
a = constant related to the amount of overlap between adjacent 
spots. Values range from 1.17 to 1.66. 
Thus, a high resolution deflector can be made by choosing an inter­
action medium with a high value of t and a high frequency transducer for 
large frequency bandwith. There are products available that yield 1000 
to 2000 resolvable spots at scan rates of 10 spots per microsecond. 
Experimental 
The schematic for the experimental setups for the determination of 
spatially resolved scattering profiles of particles and absorption pro­
files of atoms is illustrated in Fig. 14. The differences in experi­
mental arrangements between the two experiments are that a tunable light 
source was needed for the absorption experiment and the detector used 
Figure 14. Experimental arrangement for the determinations of scattering profiles of par­
ticles and absorption profiles of sodium atoms at laser-generated plumes 
BS, beam splitter; CA, current amplifier; L^, 1 meter f.l. spherical lens; L2, 
10 cm f.l. cylindrical lens; L3, 10 cm f.l. spherical lens; L^, 6 cm f.l. 
spherical or cylindrical lens; LF, 488 nm line filters; M, prism; OA, Bragg 
cell; PD, photodiode; PMT, photomultiplier tube; RF, Bragg cell driver; TC, 
timing circuit; WA, waveform analyzer; WG, waveform generator; YAG, vaporiza­
tion laser 
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was a photodiode. A photomultiplier tube was needed to amplify the 
signals in the scattering experiment. 
To study the light scattering of particles generated by a laser 
microprobe, an argon ion laser (Control Laser, Orlando, FL, Model 554A) 
was used to provide a 2 mm diameter beam with power 1.5 w operating at a 
wavelength of 488 nm. This beam was directed toward the aperture of an 
acousto-optic beam deflector (Isomet, Springfield, VA, Model 1205C-2) 
driven by a defector driver (Isomet, Springfield, VA, Model D322B). 
This is a swept frequency RF source specifically designed to operate 
with the Isomet acousto-optic device such as the 1205C deflector. The 
driver accepts a tuning voltage between approximately +2 to +18 volts 
and provides a RF output to the deflector at the tuned frequency. The 
tuning range for the combined use of the D322B driver and 1205C deflec­
tor is from 57 to 103 MHz with an output power of about 1.0 watts. The 
center frequency is at 80 MHz. 
The D322G driver consists of three input terminals and one RF out­
put terminal. A low impedance source of dc power is required for opera­
tion of this device. The required voltage is +28 VDC at a current drain 
of 400 mft. The dc power source should be regulated to ±2% and the power 
ripple voltage should be less than 25 mV for best results. A high speed 
semiconductor switch is used to gate the RF signal in response to an 
externally supplied digital command. This modulation input is positive 
logic TTL compatible. This input is low impedance and must be driven 
from a low impedance source such as a TTL 50 n line driver. A positive 
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signal of +1.7 volts or greater at the modulation input gates the RF 
output on; a ground level gates the RF output off. 
The output frequency of this driver is determined by a tuned cir­
cuit consisting of an inductor and a varactor diode. This output fre­
quency is linearly proportional to the input tuning voltage with a scale 
factor of approximately 3 MHz/volt. The output form a Wavetek waveform 
generator (Wavetek Corporation, San Diego, CA, Model 184) was used to 
provide the tuning voltage at the Vy input terminal. Since the maximum 
output voltage of the Wavetek is about 12 volts, an external 6 volt 
battery was used to bias the tuning voltage to between +2 to +18 volts. 
A symmetrical triangular waveform with a 200 ys cycle was used to de­
flect the laser beam up and down at the first order. An important point 
to remember while operating the driver was that it requires constant 
cooling by conduction of heat from the mounting force to a heat sink. 
Serious damage to the amplifier may result if the temperature exceeds 
70°C. 
In order to optimize the performance of the acousto-optic device as 
a beam defector, proper installation and adjustment procedures are nec­
essary and they are listed below: 
1. Connect the RF output BNC jack to the acousto-optic deflector. This 
is important because serious damage to the amplifier may result if 
the RF output connector is operated open-circuited or short-
circuited. 
2. With no dc power applied, connect the +28 VDC line to the center 
terminal of the feed-thru terminal. Do not apply power at this 
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time. 
The driver output power is factory present to a specified level. 
The optimum RF power level required for the deflector to produce first 
order intensity will be different at various laser wavelengths. Apply­
ing RF power in excess of this optimum level will cause a decrease in 
first order intensity and make an accurate Bragg alignment difficult. 
Initial alignment should, therefore, be performed at a low RF power 
level. 
3. Remove the snap-in plug from the driver case. 
4. Rotate the potentiometer fully counterclockwise to decrease the RF 
power output, then clockwise approximately 1/4 turns. 
Owing to the fact that the 1205C A-0 device has a single acoustic 
transducer, the deflection efficiency rolls off faster on the high side 
of the center frequency than on the low side of the center frequency. 
Therefore, when this device is used as a linear scan deflector, it is 
necessary to adjust the Bragg angle at a frequency slightly higher than 
the normal center frequency so as to obtain best uniformity of deflec­
tion efficiency. 
5. Apply a frequency of 85 MHz which corresponds to a tuning voltage of 
about +9.0 v to the terminal. 
6. Connect the modulator input connector to a +5 VDC source to gate the 
RF on. 
7. Apply +28 VDC power to the driver. 
8. Using a photodiode and a dc coupled oscilloscope, observe the dif­
fracted first order beam output from the acousto-optic deflector and 
102 
the undeflected zeroth order beam. Adjust the Bragg angle to maxi­
mize the first order beam output by rotating the deflector slightly 
by hand. 
9. Adjust the RF power so as to maximize the first order beam inten­
sity. The correct potentiometer setting is that which causes satu­
ration in the first order beam. The drive output power should not 
be increased beyond this correct setting. 
To optimize the uniformity of deflection efficiency of the deflec­
tor, further adjustments are needed: 
10. Apply a ramping voltage between +2 and +14 volt with the Wavetek to 
the Vj input connector to tune the driver over the frequency band­
width of the deflector. The lower and upper frequencies correspond 
to 65 and 95 MHz. 
11. Observe the diffracted first order beam output from the deflector. 
Adjust the Bragg angle slightly to equalize the intensity at both 
ends of the scan. 
After the deflector has been optimized for the argon ion laser 
beam, the next step is to properly focus the first order beam so that 
the maximum number of resolvable spots can be obtained at an imaged area 
immediately above the sample surface. The T«Af product of the 1205C 
device is listed in the specifications by the manufacturer to have a 
value of 22 obtained with a laser beam diameter of 2.0 mm. According to 
Eq. (11), the resolution of this device will start to degrade at a 
modulation frequency of 50 KHz or higher. This means that if one wants 
to deflect the first order beam over a distance of 1 cm and retain the 
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optimum resolution, the laser beam has to be deflected at a modulation 
frequency below 50 KHz and the beam has to be focused to approximately a 
diameter of 1/22 cm at the region of observation. This diameter defines 
the spatial resolution of the system. 
In the experiment, the optical system consisted of a 1 meter f.l. 
spherical lens and a 10 cm f.l. cylindrical lens placed at a distance of 
4 cm and 125 cm from the existing aperture of the deflector, respec­
tively. The sample cell was placed at a distance of 10 cm away from the 
cylindrical lens. The dimensions of the deflecting first order beam 
were about 12 mm x 0.6 mm. The resolution of this arrangement can be 
checked by placing a transparent grid that consists of 22 lines/cm and 
monitor the first order beam by focusing it with a 10 cm f.l. lens into 
a photodiode. 
The sample cell used in this experiment was identical to the one 
described in Chapter III except an extra 2.5 cm window was mounted to 
the side of the cell so that the scattering signal could be observed by 
a photomultiplier tube (Hamamatsu Corp., Middlesex, NJ, Model R928) 
placed adjacent to the observation window. In order to minimize the 
amount of background scattering signals due to the cell windows and body, 
the interior of the cell was painted black, and a small black paper tube 
was inserted adjacent to the observation window so that only light scat­
tering from the particles of the sample would be monitored by the detec­
tor. To minimize the amount of background emission from the plume, two 
488 mn line filters were placed in between the observation window and 
the detector. The signal from the PMT was fed directly into the input 
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channel of a transient waveform digitizer (Data Precision, Dan vers, MA, 
Model D6000). The time constant of the input channel was decreased by 
placing a 4 K ohms resistor parallel to the input impedances. 
The vaporization laser used was the same as the one described in 
Chapter III. It was operated at a wavelength of 1060 nm and a repeti­
tion rate of 1 Hz triggered internally. Typical pulse energy reaching 
the surface was about 100 mO. The beam was focused onto the sample 
surface using a 6 cm f.l. cylindrical or spherical lens. The synchroni­
zation output signal from the laser was used to trigger the waveform 
analyzer immediately after the laser pulse vaporized the surface and, 
also, this signal was used to trigger the Wavetek through a one-shot 
schmitt trigger circuit to produce a series of triangular waveforms fed 
into the terminal of the driver. 
The scattering profiles of particles from a single laser-generated 
plume were obtained in the following manner: Optical alignments have to 
be made so that the first order beam coincide with the vaporization 
laser beam immediately above the sample surface. The sample was mounted 
on a brass rod so that a new surface can be exposed for each measure­
ment. To avoid the effect of air turbulence, the cell was enclosed in 
air at atmospheric pressure during the measurement, but it was necessary 
to occasionally blow out the particles after several laser shots to 
avoid the accumulation of particles within the observation region. 
Since the vaporization laser was triggered internally at a frequency of 
1 Hz, it was possible to block or transmit the laser pulse manually 
during the experiment. 
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The first order beam was made to scan up and down immediately above 
the sample surface at a 200 pS cycle. A digitization period of 2 ys was 
set at the waveform analyzer so that 50 data points were collected for 
each up and down scan. The total number of data points collected was 
1500, which means that a total of 30 scans was recorded. Two types of 
data files were recorded. The background file contained the scattering 
signals due to cell walls, windows, and other materials. This file can 
be subtracted from the data file which contained scattering signals due 
to particles ejecting from the sample surfaces. To make sure that sam­
ples were positioned at the same relative location relative to the first 
order beam and the detector, one could observe the background signal on 
the waveform analyzer, which was relatively flat, until a double peak 
appeared. These peaks indicated that the first order beam was striking 
part of the sample surface. Since the waveform analyzer was triggered 
by the synchronization output signal from the vaporization laser, it was 
necessary to store the data into the internal buffer before the next 
pulse occurs by pressing the DARM button on the front panel. The wave­
form analyzer presently has the capability of storing up to 4028 data 
points in its internal buffer. This capability can be expanded to 64 K 
if additional memory boards are installed. In order to store the data 
into permanent records, these data were transferred to the POP 11/10 
minicomputer using the computer program D6000R. 
The experimental arrangement for measuring absorption profiles of 
sodium atoms was very similar to that of the scattering experiment. In 
the absorption experiment, an argon ion pumped dye laser (Spectra Phys­
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ics, Mountain View, CA, Model 375) was used to provide a tunable mono­
chromatic light beam at the resonance absorption line of Na at 597.2 nm. 
The diameter of the dye laser beam was about 0.5 mm at the output aper­
ture of the laser. In order to obtain the optimum resolution of the 
deflector, it was placed at a distance of about 1 meter from the dye 
laser so that the beam diverged to about 2 mm while tranversing through 
the acoustic medium. The optical arrangement was identical to the pre­
vious experiment except the first order beam was reflected by the first 
surface of a 5% beam splitter and then focused by a 10 cm f.l. spherical 
2 lens onto a 10 x 10 mm photodiode (Hamamatsu, Middlesex, NO, Model 
S1790-01). The current from the photodiode was fed into a current am­
plifier operating with a gain of 40 dB. The output from the amplifier 
was then fed into the transient waveform analyzer. 
To obtain spatially resolved absorption profiles, the following 
procedures can be followed: The dye laser was tuned to the resonance 
wavelength of sodium by observing maximum the fluorescence signal of 
excited atoms in a Bunsen burner. Alignment and operation procedures of 
the acousto-optic deflector are identical to the scattering experiment. 
In order to provide optimum absorption and confinement of the vapor 
plume, 500 Torr of argon was introduced into the cell. The sample used 
was a polished crystal of Nag ^Wg g. A 6 cm f.l. cylindrical lens was 
used to focus the vaporization laser beam to a line of 1 cm x 0.4 mm. 
Typical vaporization laser pulse energy was about 140 mJ. The first 
order beam was deflected with a symmetrical triangular waveform at a 20 
liS cycle. The sampling period of the waveform analyzer was set at 200 
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ns so that 50 data points were recorded for each up and down scan. The 
total number of data points collected was about 2000, which means that 
the total number of scans recorded for each laser-generated plume was 
about 30. In this experiment, the Vj input of the deflector driver was 
continuously driven by the output from the Wavetek without any synchro­
nization with the vaporization because it was found that the diffraction 
efficiency was lower at the beginning of each scan due to the fact that 
a warm-up time of about 50 ys was needed for the deflector system to 
reach a steady diffraction efficiency. In this case, vaporization might 
occur in the middle of the scan, but it did not present a major problem 
because only a small fraction of the information was lost. Two data 
files were collected for each absorption measurement; I^ files collected 
the intensity of the first order beam without any vaporization while 
other experimental conditions remained unchanged. I files collected the 
spatially resolved absorption information encoded in the deflecting 
first order beam scanning immediately above the sample surface. The 
data were transferred to the computer using the D6000R program. 
Results and Discussion 
In the scattering experiment, our goal was to demonstrate that the 
acousto-optic beam deflector can be a valuable diagnostic tool in evalu­
ating the vaporization efficiency of a laser microprobe by acquiring 
spatially resolved scattering profiles of particles in a laser-generated 
plume. The first order beam emerging from the Bragg cell was made to 
scan vertically up and down above the sample surface at a velocity which 
is faster than the velocities of the particles ejecting from the sample 
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surface. This means that the particles are essentially frozen in space 
for each individual scan and the scattering profiles generated are inde­
pendent of particle velocities. Thus, the spatial profiles of the par­
ticles yield valuable information as to the relative size and uniformity 
of the particles as a function of time. The ultimate goal is to be able 
to optimize vaporization efficiency by controlling various experimental 
parameters. 
The effect of laser power density on the relative size and uniform­
ity of particles was examined by using either a 6 cm f.l. cylindrical or 
spherical focusing lens to focus the vaporization laser pulse onto the 
sample surface. Figures 15 and 16 show two different sets of scattering 
profiles generated by varying the distance of the focusing lens relative 
to the sample surface while other experimental conditions were kept 
constant. Each data set represents the recording of scattering inten­
sity profiles in real-time for a single laser-generated plume from the 
beginning to 3 msec after vaporization had occurred. The energy of the 
vaporization pulse was about 100 mJ. 
From these data, a certain symmetry can be observed for each up and 
down scan due to the fact that the velocity of the ramping voltage used 
to tune the acoustic driver was fast enough to freeze the particles in 
space for each up and down scan. Since the symmetrical triangular wave­
form was operated at a 200 ys cycle, the average velocity of the parti­
cles ejecting from the surface was observed to be much lower than the 
atomic plume. By varying the power density of the laser pulse, the 
spatial profiles obtained for each set of data was quite different. 
Figure 15. Scattering profiles of particles generated by a laser microprobe at high power 
density. The sample used was a piece of polished aluminum. The probe beam was 
scanning up and down immediately above the sample surface for a distance of 
about 1 cm. The period per scan was 100 ys 
•V 
110 
nviMOis 
Figure 16. Scattering profiles of particles generated by a laser microprobe at low power 
density. The sample used was a piece of copper. The probe beam was scanning 
up and down immediately above the sample surface for a distance of about 1 cm. 
The period per scan was 100 ys 
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Figure 15 represents a case in which larger particles were ejecting from 
the surface and Fig. 16 represents a very dense cloud of fine particles 
formed during the vaporization process since a monotonie change of spa­
tial profiles was observed in this set of data. This results indicate 
that laser parameters such as power density are important factors to 
consider when optimization of sampling efficiency is desired. 
The next experimental parameter that we wanted to study was sample 
property. Five different samples were chosen for this study. They were 
copper, aluminum, polished aluminum, tantalum, and molybdenum. The 
sample was placed at the same position relative to the focusing lens for 
each measurement to make sure that physical properties of the samples 
were the only variable in this experiment. The spatial profiles for 
each sample were observed to be quite different. This was expected due 
to the differences in absorptivity, vapor pressure, reflectivity and 
conductivity of the samples. The scattering profiles of molybdenum 
indicated a very small amount of particles was ejected from the surface 
while the scattering profiles of tantalum (similar to Fig. 17) indicated 
a dense cloud of particles was generated. An interesting thing to no­
tice was the effect of surface condition on the scattering profiles 
evident in the data sets between polished and unpolished aluminum. See 
Figs. 15 and 17. These results indicate that the experimental condi­
tions determined for optimum vaporization efficiency in a laser micro-
probe are a function of sample property and possibly geometry. 
In the absorption experiment, the frequency of the triangular wave­
form used to tune the driver was increased to deflect the first order 
Figure 17. Scattering profiles of particles generated by a laser microprobe. The sample 
used was a piece of unpolished aluminum. All other experimental parameters 
were the same as Fig. 15 
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beam at a 20 ys cycle since the atomic vapor is expanding away from the 
sample surface much faster than the particles. According to Eq. (11), 
the number of resolvable spots obtained at high modulation frequency can 
reduce the value of N drastically. With a T value of 10 ysec, the num­
ber of resolvable spots is reduced from 22 to 6. This resolution was 
confirmed by placing a transparent grid in place of the sample cell and 
monitoring the first order beam with a photodiode. 
Spatially resolved absorption profiles of a single laser-generated 
plume were recorded in real-time from the beginning of vaporization to 
0.4 msec afterward. Absorption profiles of sodium atoms are shown in 
Fig. 18. From this 3-dimensional plot, we can see that immediately 
after the laser pulse reached the sample surface, not much absorption 
was observed. At 10 ys, atomic vapor began to eject perpendicularly 
away from the surface. The optical density was rather dense from 50 to 
150 viS. The vapor plume continued to expand in size in time and the 
optical density decreased. At 200 ys, two distinct absorption regions 
were observed in each scan due to the formation of two groups of opti­
cally dense atoms within the plume. 
The data obtained in this experiment demonstrated that the acousto-
optic beam deflector is a very powerful tool in acquiring spatially 
resolved information from a dynamic system such as a laser microprobe 
because transient events can be recorded in real-time over the lifetime 
of a single laser-generated plume. This is quite important due to the 
fact that pulse to pulse variations of the laser pulse makes it diffi­
cult to correlate spatial Information from different plumes. 
Figure 18. Absorption profiles of sodium atoms generated by a laser microprobe. The sam­
ple used was a polished crystal of Nag yWOg. The probe beam was scanning up 
and down immediately above the sample surface for a distance of about 1. cm. 
The period per scan was 10 ys 
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Further improvement of this technique involves the capability to 
obtain two-dimensional spatial information with good temporal resolution 
possibly by using two acousto-optic deflectors scanning in different 
directions. Dynamic information such as spatially resolved concentra­
tion and temperature profiles of the laser microprobe can be very valua­
ble to the understanding of fundamental processes occurring in a laser 
microprobe. Hopefully, this information will lead to the overall im­
provement of the performance of laser microprobe as an analytical tool 
by optimizing experimental conditions in a particular analysis. 
Conclusions 
The ability of acousto-optic devices to deflect a laser beam with 
high speed and resolution has been proven to be very valuable in diag­
nostic studies of dynamic systems such as a laser microprobe. Spatially 
resolved absorption profiles can be obtained in real-time over the life­
time of a single laser-generated plume. Vaporization efficiency of a 
laser microprobe can be evaluated by studying the spatially resolved 
scattering profiles of solid particles ejecting from the sample surface. 
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APPENDIX: COMPUTER PROGRAMS 
This appendix contains brief descriptions and source file listings 
of computer programs used to collect and treat data for all the experi­
ments described in this thesis. The programs are summarized in Table 
1. 
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Table 1. Summary of computer programs 
Program Function 
PRUN 
VIDMAC 
DC 
PCON 
TCON 
PSMO 
SMOOTH 
PLOT 
PTAKE 
PV 
D6000R 
Collect data from the ICI and laser frequency values 
from the wavemeter. 50 video frames are averaged in 
this program. It also governs the timing and control 
of the ICI. 
Macro-subroutine for the main program PRUN. 
Subtract 1^ and I files from the background I^ file. 
Convert the (1^ - I^) and (I - I^) files into 
absorption files. 
Convert the absorption files into temperature files. 
Perform a 2-dimensional smoothing procedure on the 
14,400 data points. 
Fortran-subroutine containing smoothing algorithm for 
the main program PSMO. 
Plot 2-dimensional maps on the Visual 550 terminal. 
Collect data from the ICI and control the movement of 
the stepping motor. A single frame can be collected 
using this program. It also governs the timing and 
control of the ICI and firing of the vaporization laser 
and Bragg cell. 
Macro-subroutine for the main program PTAKE. 
Collect data from the transient waveform analyzer. 
2000 data points can be collecting with a baud rate of 
9600. 
c PROGRAM PRUN 
H-50 
IM»6 
CALL^IDMAC (M, MM, MI » 
SO CONTINUE 
STOP 
END 
.GLOBL VIDHAC 
.MCALL ..V2....BEGDEF 
.. V2. . 
.'MCALL^. EXIT. . C5ICEH, . CLOSE, . READH, . HRITH 
STATU5«170MO 
!BUFF'I70412 
OBUrF=1704l4 
1UFFHR-17040Ô 
SP-%6 
•:LST«170404 
t  
TST „ 
MOV •l4R5)t,MH 
MOV (!<B5H.HI 
C* MOV aP.SAVESP 
.CSIGEN «DSPACE.«DEXT 
MOV SAVESP.SP 
CLR CLST 
CLE BUFFER 
MOV !L77777FOBUFF 
MOV #7..HO 
MOV TA.RL 
LLL CLR (RL)-*-
DEC RO 
BIIE LI 
MOV *7. . BO 
MOV #6. 
TI» MOV IBUFF.Bl 
BIT «010000.R3 
IHE TL 
CLR CLST 
MOV «000403,CLST 
L2S BIC «000200,CLST 
L3: T5TB 
BPL 
CLE 
BIS 
NOV 
DEC 
BH£ 
MOV 
MOV 
L4i BIC 
DEC 
BIIE 
HOV 
VID*. MOV 
MOV 
LOOPII CLR 
DEC 
BNE 
CL5T 
L3 
STATUS 
#000002.STATUS 
IBUFF,(Rl)» 
Ht> 
L2 
«7. .  Rv 
»A. HI 
#170377, (  R1 4 
HO 
L4 
M. R2 
#14400..RV 
«ARRAY.R1 (RIM 
Rv 
LOOM 
BR 
CCî BE 
LOOP 21 MOV 
MOV 
CLE 
MOV 
CLE 
MOV 
; 
LOOP I  TSTB 
BPL 
CLE 
BIC 
EI S 
BIS 
EIC 
LOOP 2 
C 
#14400.,RO 
«ARRAY,R1 
STATUS 
#177774,OBUFF 
STATUS 
«177745,OBUFF 
STATUS 
LOOP 
STATUS 
«000001,OBUFF 
#000001,OBUFF 
«000002,OBUFF 
«000040,OBUFF 
LOOP3i CLR STATUS 
BIS «000002.STATUS 
ADD IBUFF, <Ë1M 
;  LOAD LOC OF ARRAY 
:CLR ARRA\ 
;  DEC COUNTER 
;  SET POINT COUNTER i-
:  LOAD LOC OF ARRAY 
;CLR STATUS REG 
:CLR Ê RESET 
•CLR STATUS REG 
:  ENABLE INTERFACE 
(TEST FOR DATA READY 
;CLR STATUS REG 
:  READ INPUT BUFFER 
DEC 
BME 
DEC 
BNE 
NOV 
MOV 
RO 
L00P3 
H2 
LOOP 2 
ftARRAY,R2 
#-tO. ,E*J 
L00P7» 
I 
t 
SAVESPI 
M: 
MM: 
Ml* 
AREA: 
DEXTi 
;  
: 
DSP: 
MOV R3, R4 
ADD #60.,R4 
.WmiTW »AREA.»0,R2,«240.,R4 
ADD #48v.,52 
INC R3 
BME LOOP? 
HOV •A.R2 
.UlITH #AREA, #0,R2,#7. ,#60. 
.CLOSE *0 
DEC MM 
BNE CI: 
IT 9 PC 
.WORD 0 
.WORD 0 
.WORD 0 
.WORD 0 
. WORD 0. Of 0.0.0 
.RAD50/DATDATDATDAT/ 
a: .BLKW 7. 
ARRAY: .BLKW 14400. 
.WORD 0  
DSPACE». 
.END 
;  DEC POINT COUNTER 
PROGRAM DC 
INTEGER*! I  BUFF<240).I2BUFF•240>, SPEC(3V), OBUFF(240» 
REAL*4 KXT<Z) 
DATA EXT/6HDATDAT.6RDATDAT/ 
WHITE'S.20) 
FORMAT!'OUTPUT F1LE=1FILE.I2FILE . / / )  
IF<ICSI(BPEC.EXT,,,0).WE.0)GO TO 30 
ICHAN=IGETC() 
IZCHAN-1GETC(> 
JCHAN=IGETC<) 
IF 11 FETCH(SPEC<16)).NE.0) STOP BAD FETCH 
IF ( IFErCH(SPEC(20) ) .HE. (Jt STOP 'BAD FETCH 
1F(IFETCH(SPEC(1»).NE.O»STOP BAD FETCH 
IF(lENTER(JCHAH,SPEC(1).-1).LT.0) STOP 'ENTER FAIL' 
IF (LOOKUP (ICHAN, SPEC ( 16 ) ) .LT.<J)3T0P 'BAD LOOKUPl '  
IF(LOOKUP(I2CHAN,SPEC(20n.LT.O)STOP BAD L00KUP2' 
T-0. 0 
DO 50 J-1, 60 
K=J-] 
IF (  1READH( 240, IBl/FF .K, ICHAN). LT.OSTOP 'BAD READ' 
IF ( IEEhDH(240,IZBUFFfK. IZCHAN>.LT.0)STOP BAD READ' 
iO 40 L«1.240 
OBIFr(L)«IBUFF(L)-I2BUFF(L) 
CONTINUE 
IF<IWRITW(240,OBUFF,K,JCHAN).LT.0)STOP BAD WRITE 
CALL CLOSEC(ICHAN) (AIL CLOSCC(JCHAN) 
CALL IFREEC(ICHAN> 
CALL IFREECtIZCHAN) 
CALL IFREEC(JCHAN, 
STOP 
END 
PROQRAM PCOH 
?NTEGE1*i '^lÊUFF( 240 ) .  IZBUFF( 240 ) ,  SPEC (39),  OBUFFi 240 ) 
%A1A*Êxf/6RDATDAT,ÔRDATDAT/ 
LOG N ) = ALÙG10 (  FLOAT (  N ) )  
HRITE(5, 30 :' 
FORMAT*'OUTPUT FILE=IFILE,IZFILE', / /> 
IFCICSKSPEC.EXT, ,  .0). I IE.0)G0 TO 30 
ICHAN=IGETC() 
I2CHAM=IGETC() 
JCHAM-rGETC<) 
IF » I  FETCH(SPEC(lô)).NE.0) STOP BAD FETCH' 
IF (1FETCH(SPEC(20»).HE.Oi STOP BAD FETCH' 
IFCIFETCHCSPECd) ».NE.O)STOP BAD FETCH' 
IF(IEMTER(JCHAN, SPECdi.- l i .LT.O) STOP '  ENTER FAIL 
IF(LOOKUP(ICHAN,SPEC(16)>.LT. 0)STOP BAD LOOKUP1 
IF(LOOKUP(IZCHAN»SPEC(20)).LT.0)STOP BAD LOOKUP2' 
1 = 0  
V»0. 0 
1EAD(5,35) NF 
FORMAT(14) 
DO 50 J»l,60 
K-J-1 
IF (IREADH(240,IBUFF.K,ICHAN).LT.O)STOP BAD READ 
IF (IREADU(240,IZBUFF,K,IZCHAN>.LT.O)STOP 'BAD READ' 
lO 40 L<1,240 
X»0.0 
IFK (IBUFF(L)/NF).LE. D.AND. ( (  IBUFF( L )/NF ) .  GE.-1 ) )  GO TO 
i r ( I B U F F ( L ) . L E . O ) I B U F K ( L > - - I B U F F ( L /  
lF(rZBUFF(L).LE.0)IZBUFF(L)=-IZBUFF(L) 
X=LOG(IZBUFF(L »/NF i  -LOG(IBUFF(Li/NF) 
I 
IFIX.EO.0)1=1*1 
OBUFF(L)='IFIX(X»1000. 0) 
IF(IWRITW(240.OEUFF.K.JCHAN).LT.0)STOP BAD HRUTE' 
Y=Y/(14400.0-FLOAT(I))  
WRITE(5.55# I  
FORMAT(iX,'» OF BAD POINTS-15,/)  
WRITE(5.60) Ï  
FORMATdX, F5.3) 
CALL CLQSEC(ICHAH> 
CALL CLOSEC(JCHAN) 
CALL IFREECdCHAN) 
CALL irREEC(I2CHAN) 
CALL IFREEC<JCHAH) 
STOP 
END 
c PROGRAM TCON D c* A1 « ^  L.fi (400) 
INTEGER.2 IBUFF(240).IZBUFF(2ft0 >.3PEC(39).OBUFF(240) 
REAL*4 EXT<2) 
DATA EXT/6RDATDAT,6HDATDAT/ 
DO 10 M:=l.  256 
10 LN(N)=ALOG(FLOAT < N)» 
:0 FORMATT-OUTPUT FILE»IFILE.IZFILE'. / / )  
30 IF(ICSI(SPEC,EXT,,.0).HE.0)e0 TO 30 
ICHAN=IGETC<) 
IZCHAU=IGETC(> 
1 = 0  w  
Y«0.0 
so 50 Jal,60 
îissf r::kr.rHkH';TLî:'oTiîot 
10 40 L'l ,240 
TF?( IBUFF(L).LT.50).0R. <1"BUFF(L).LT.50) )  GO TO 37 
X=FLOAT(IZBUFF(L))/FLOAT(IBUFF(L)» 
1F(X.LT.1.1) GO TO 37 
IX«1F1X(X«100.0) ^ 
T=-1219. 0/(  (LN( IX)-LN(IOO) )-0. OII60) 
Y = Y*T 
37 IF<T.EQ.O.O» 1 = 1 + 1 
50 IF MWRITW(240JoBUFF,K.JCHAN).LT.0)STOP BAD WRITE 
Y = V/« 14400. O-FLOATd ) )  
UR1TE(5,55) I  _ 
55 FORMAT*IX,'# OF BAD POINTS» ,15,/f  
IY-IFIX(Y) 
WRITE<5,60) lY 
60 FORMAT<IX.18) 
1 iiiiiii 
STOP 
END 
PROGRAM P3M0 
INTEGEH»2 SPEC i  39 ) .  lEUFF< 240 >. DATBUF':240. 60) 
INTEGER» 2 I IBUFF ( 150 ) .  SBUFF ^  ISO ) .  DBUFF ( 240 ) 
iEAL«4 EXT<2) 
COMMON NBUFF.SBUFF 
DATA EXT/6RDATDAT.6HDATDAT/ 
HRITE<5.120» 
FORMAT(^ =IFILE') 
IF(ICSI(SPEC,EXT,,,OKNE.O> GO TO 130 
JCHAN"IGETC() 
ICHAN=IGETC < » 
IF(I  FETCH < SPEC 41)).NE.O) STOP BAD FETCH 
IF (IFETCH(SPEC(16>).NE.OI STOP BAD FETCH' 
1F(IENTER(JCHAN, SPEC(l),-D.LT. 0) STOP ENTER FAIL 
IF(LOOKUP(ICHAN.SPEC(16)i.LT.O)STOP 'BAD LOOKUP' 
IEAD (5.140) NPTS 
FORMAT(12) 
DO 170 J=l,60 
K = J-1 
irtIlEADH(240,IBUFF.K,ICHAN).LT.0) STOP BAD BEAD' 
DO 170 N-1.4 
ID 170 M=i;60 
DATBUF(K*4+H.M)»IBUFr((H-l)«60+H) 
DO 210 J»1.240 
DO 200 K=l.60 
NBUFF(K)=DATBUF<J.K) 
CALL SMOOTH (60,NPTS) 
BO 210 K»l,60 
DATBUFiJ.K)«SBUFF(K) 
DO 330 J«1,Ô0 
DO 300 K=l,240,2 
NBUFF((K*1)/2)»DATBUF(K,J) 
CALL SMOOTH(60,NPTS• 
DO 310 K-1,240,2 
DATBUF(K, Ji=»SBUFF( (K+l)/2i 
DO 320 K=2,240.2 
NBUFF(K/2)=DATBUF(K.J) 
CALL SMOOTH(60,NPTS) 
DO 330 K=2,240.2 
DATBUF(K. J"î»SBtlFF(K/2» 
DO 410 N=l,60 
DO 400 M=l,4 
DO 400 L-1.60 
OBUFFi (M-1) •60-»L)  ^ DATBUF( (N-1) *4 + M, L) 
IF(IHRITH(240.0BUFF.N-1.JCHAHi.LT.CJ STOP BAD WRITE' 
CALL 
CALL 
CALL 
CALL 
CALL 
STOP 
END 
CLOSEC(ICHAN) 
CLOSEC(JCHAH) 
IFHEEC(ICHAN) 
1FREEC(IZCHAHj 
IFHEEC(JCHAN) 
4 
5 
SUBROUTINE SMOOTHfN.M) 
INTEGER»2 DATAflSO),D(150 », Y(150).C(6,16) 
COMMON DATA.V 
1-3, ~ 2 , -21, -36, -11,-78, 12, 3, 14, 9,0, - lo, 
iïliiilfilÉiilJil» 
J — H# 2 
L=J + 1 
IL-J-l  
DO 1 K«1,J 
D<Ki»0 
DO 2 K=l,J 
DO 3 K«1,N 
D(K+J)»DATA(K) 
DO 5 K^L,N«L 
YY(K-J)=0 
Y  Y  <  K - Y  Y  <  K - J  )  * F L O A T  C  (  L L ,  K K  )  )  » F L O A T  (  D  (  K - J * K K )  )  
YY{r.-J)»VY (K-J)/C(LL. 16) 
Y(K-J)«IFIX(YY(K-J)) 
RETURN 
END 
CO vo 
c PROGAM PLOT 
UIHCHEION IX'4). IY(4) 
INTEGER*: IEUFF<Z41).IA{121.IZl),âPEC(40) 
REAL#4 EXT<2> 
DATA EXT/6bDAT0AT,ôEDAT0AT/ 
WRITEC. 10) 
10 FORMAT ( IX, «IFILEV» 
IZ IF<ICSI(SPEC,EXT,,.ûi.HE.O) GO TO 15 ÏCHAN=IGETC<> 
IF 11 FETCH*SPEC(16* >.NE.0) STOP BAD FETCH' 
IF ( LOOKUP UCHANt SPEC (  16 >>.LT.O) STOP BAD LOOKUF' 
URITE<5.20» 
20 FORMAT(IX,'TEMP LEVEL V) 
READ(5.30) LEVEL 
30 FORMAT(IB) 
DO 40 J «1,ÔU 
K-J-1 ^ 
IF(IREADW(240,IBUFF,K,ICHAN).LT.0) STOP BAD BEAD' ^ 
KC-(2«Ji-l  °  
KC1«2*J 
DO 70 N«l,60 
I-<2*H>-1 
XA(nc. N VIBUFFCHi 
70 CONTINUE 
DO 80 M-61,120 
g"2*(M-60) 
lAdCC.Nt-IBUFFCN) 
80 CONTINUE 
DO 90 M*121,180 
•-(2t(N-120))-l  
1A(KC1.N>-IBUFr(H) 
iO CONTINUE 
DO 100 M=iai,240 
N«(2«(M-iaO> » 
lA (KCl.N)-IBUFF(M) 
100 CONTINUE 
40 CONTINUE 
JP-120 
103 DO 110 M»17.96 
IF((IAtM.JP).LT.LEVEL).AND.(IA(Mtl,JP).QE.LEVEL)) GO TO 180 
IF((IA(M,JP>.GE.LEVEL).AND.(IA<H«1.JF>.LT.LEVEL)) GO TO ISO 
lit 
180 ÎS'î"»--7*<B«TL2L-JP»> 
LÏLIR.IÏÎIUI 
I T >  
lY 
400 
19* 
ÏF^ïiri???Jî'S6'ïà'îio 
GO TO 110 
IF(JP.EQ.O) 00 TO 190 
GO TO 105 
iliiii 
END 
c PROGRAM PTAKE 
MhITE(5,10) 
10 FORMAT(IX, ENTER » FRAMES.STEPPING INTERVAL',.# 
READ(E,20) M.MO 
20 FORMAT(15,110) 
HM>6 
MI'-77 
CALL VIDHAC(H.HH.MI,HO) 
SO CONTINUE 
STOP 
END 
.QLOEL PV 
.riCALL . .V2.. , .REGDEF 
. . V 2 . .  
REGDEF 
!rtCALL .EXIT..C3IGEN..CLOSE,.HEADH,.HEITH 
STATUS»170410 
IEUFF»170412 
OEUFF=170414 
BUFFEIl»170406 
SP = \6 
CLST-170404 
L. 
C» 
Lia 
TST ( R5 ) •  
NOV 
liOV #{R5)•,MM 
MOV @(R5)4,M1 
HOV @(R5)f,MO 
MOV 5P-SAVESP 
.CSIGEN »DSPACE,«DEXT 
MOV SAVESP,SP 
CLl CLST 
CLR BUFFER 
IMP LOO 
MOV 
HOV 
MI,BUFFER 
#177777,OBUFF 
MOV •  7. .  RO 
HOV »A. Kl 
CLR (Rl)-» 
DEC RO 
BHE LI 
HOV #7.,RO 
»A. Rl MOV 
Til NOV 1BUFF.R3 
BIT *010000. B'3 
IHE T1 
CLR CLST 
110 V #000403,CLST 
L2> BIC #000200.CLST 
131 TSTB CLST 
BPL L3 
OLl STATUS 
BIS #000002.STATU! 
UOV IBUFF,(Rl)• 
DEC RO 
BNE L2 
MOV #7. .HO 
MOV «A.ït l  
L4i BIC #170377,(Rl)+ 
DEC RO 
BNE L4 
LOO: MOV M, R2 
VIDi MOV #14400..HO 
MOV «ARRAY,Hi 
LOOPIt CLR (RIM 
DEC RO 
; 
BNE LOOPl 
i 
BR L00P2 
CC: BR C 
LOOP 21 MOV MO, H3 
S3i MOV #177777.OBUFF 
MOV #5000.,R4 
SI* DEC R4 
BNE SI 
HOV #177737.OBUFF 
MOV *5000..R4 
S2l DEC R4 
BNE 52 
DEC R3 
BNE S3 
HOV #100..R4 
S4* DEC R4 
BNE S4 
lOV #14400.,RO 
w 
;  LOAD LOG OF ARRAY 
;CLR ARRAY 
;  DEC COUNTER 
;  SET POINT COUNTER 
I 
LOOP I  
loop 31 
I 
iOOP7i 
MOV 
CLl 
MOV 
CLl 
NOV 
TSTB 
BPL 
CLl 
EIC 
IIS 
BIS 
l ie 
CLH 
BIS 
ADl 
DEC 
BNE 
DEC 
BNE 
HOV 
NOV 
MOV 
ADD 
«ARRAY,R1 
STATUS 
#177774.OBUFF 
STATUS 
#177745,OBUFF 
STATUS 
LOOP 
STATUS 
#000001,OBUFF 
#000001,OBUFF 
#000002,OBUFF 
•000040,OBUFF 
STATUS 
#000002.STATUS 
IBUFF,(Rl)• 
HO 
LOOP 3 
R2 
L00P2 
•ARRAY.R2 
•-60.,R3 
R3,R4 
•60.,R4 
.URITH »AREA.*0.R2.»240.,R 
ADD #480.,R2 
INC R3 
BNE L00P7 
NOV #A.R2 
.UlITH #AREA,»0.R2.#7. .»60 
.CLOSE #0 
DEC MM 
BNE CC 
ITS PC 
LOAD LOC OF ARRAY 
CLH STATUS REG 
CLH £ RESET 
CLH STATUS REG 
ENABLE INTERFACE 
TEST FOR DATA READY 
CLR STATUS REG 
READ INPUT BUFFER 
DEC POINT COUNTER 
SAVES?* .WORD O 
Hi .WORD 0 
MM* .WORD p 
HI I .WORD 0 
MO» .WORD O ^ ^ ^ . 
: SSSSO/D'atÊAÎdSTSAT/ 
t 
* A» .BLKH 7. 
ARRAYS .BLKH 14400. 
ISfi . WORD 0 
DSPACE*. 
.EID 
4^ 
CJ1 
c 
c» 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
P r j q r a m  D é O O O R  
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Proqram to transfer data from a Data Precision 6000 siqnai averagxnq 
unit. Aleda is used to connect te an external serial ocrt. Cuinmandi: 
ar* sent to the D6000. Command responses (which are ignored) and data 
are received back from the D6000. The data is decoded, stored in the 
local DATA area, and saved in a file as unformated binarv data. 
Approximately 4K data values are expected in a dump. The data is 
stored in two records* the first is one inteqer*2 which is the 
number of data values, and the second i# the data written as one 
record. 
Written 14-Auq->B9 DVJensen for Carmen Huie, Ames Lab, Anes, lA 50011 
BEAL*4 DATA(4200) 
Integer#; Dmiz* ! Dsize is the size of the data arrav. 
! It is defined below declarations to avoid 
! the non-standard statement ordering warning. 
BYTE AUX0N(4>tAUX0FF(4), FILNAH(20) 
lYTE 0utBUF(64). INBUF<4000), LINE(e2), TRANSF(2) 
Bvte Copv(5),Cop0ff(5), Null, TERHsib). XFRA1(7), CR 
Integer*2 Count,I,Isave,Yes,No,Break, RtnCod 
Data Dsize/4200/ ! Size of the DATA arrav. 
Yes/2/, No/3/. Break/1/ * Values returned from LgetYN 
Null/0/, CR/13/ 
AUXON/27, 'C, '5', i / 
TERMS/3,0,' "12,"13/ ! Null, Blank, Prompt, 
Copv/27,'I'.'7*,'i'/.CopOff/27,'C','7','6','i 
XFftAl/'â', U', P', A\ 1,0/ 
m 
Data 
Data 
DATA 
lATA 
Data 
BATA 
DATA 
LF, 
/ 
CR 
AUXOFF/27,'I','4','i'/ 
CALL LENABL<1) ! Enable console list. 
Call Lputstf'Data Precision 6000 Transfer Program\') 
C#il Lputst('This program must be run from the console ') 
Call Lputsti'(Decwriter). \) 
Call Lputst* The D6000 must be connected to the EIA port of ) 
Call Lputst<'the computer.\') 
Call Lenabl(O) ! Enable console input. 
Call LgetYN('Readv to proceed',IAns) 
I t  (lans .ne. Yea) Stop 
-V 
Call Lputst('\') 
CALL LPUTST* The D6000 EIA port ia now being enabled.\ ) 
Call Lenabl(2. Inbuf, 2000, BtnCod, ,"176530, "330 ) 
If (Btncod .It. 0) Goto 900 ! Error. 
Call Lenabl(3, OutBuf, 64, Btncod, , "176534, "334 ) 
If (Btncod .it. 0) Goto 900 ! Error. 
! Input 
! Output 
Call LPutSt('Now configuring the Data Precision 6000...') 
If< LputLN(3, LINDLM=NULL , 64, Btncod, 1, Terms) » Goto 900 f tLNt-J inuj 
Call lputln(3,cr.1> . , . 
Mill have to use carrxaqe return as the Ixne delxmxter. 
If( LputLN(3. MSODLM'NULL , 64, 
64, 
64, 
64, 
«FLDCOL ,64, 
Btncod, 
BtnCod, 
Btncod, 
Btncod, 
Btncod, 
Btncod, 
Btncod, 
i , nauu 
Call luutln(3 | C r . 1 >  
Iff LputLN(3, PÙRT-SEBO , 
Call lputln(3.cr.1> 
If( LputLN(3, LINEND-LF , 
Call lputln43fcr.1> 
If( LputLN(3, *HSGEND*NULL', 
Call lputln(3rcr,1) 
If( LPutLN(3, FLDDLM 
Call lputln(3fcr,1) 
in LputLN<3, FLDLEN'IO , 64, 
Call IputLn(3.cr.1> 
Xf( LputLH(3, 'LÎNELEN'IO', 64, 1, Terms) ) 
Call LGetYN('Beadv to dump - OK to proceed',BtnCod> 
If (BtnCod .ne. ves> gcto 900 
Call LputST( \ I 
I f (  LrecevtZt , , Btncod) ) goto 900 ! Set now to recexve from 06000. 
If ( 
1. 
1. 
1. 
i, 
U  
1. 
.
Terms) 
Terms) 
Terms) 
Terms) 
Terms) 
Terms) 
goto 900 
Goto 900 
Goto 900 
Goto 900 
goto 900 
Goto 900 
goto 900 
•C» 
'BUF.Al', 64, Btncod, 1, Terms) ) goto 900 ! Start dump. 
, iputln<3.cr.1> 
If( Lgetln(2,line,81,rtncod,1,terms)) Goto 900 ! Flush the junk. 
! Expect to get a null terminator. 
LputLN<3. 
Call li 
160 
170 
180 
c 
190 
200 
210 
C 
400 
990 
Idone'O 
la«v*»0 
IPls ^ 0 
IH LGETLN<2, LINE, 81, BtnCod, l,TE&f(9l I Goto 900 ! Get a data point 
Count " RtnCod 
Xf (lineicount>.eq. '>'> goto 200 ' The prompt indicates done. 
If f Count . It. 5 I Goto 160 ! We have <«ii end-cf-line &eq. 
Count • Count-1 
Ipta » Ipts * 1 
Decade* Count, 170, Line, Err«190 ) DataCIpta) ! Decode the point. 
Fornicii <ElO. 3) 
If (IPta .ae.Daizel Goto 180 ! Data at ray la full, mumt terminate. 
Goto 160 
Call I.putmt( The data array ia full - dump terminated. \ ' ) 
GotCi 200 
Call Lputat<'Error in decoding data point number ') 
Tvpe #,Ipta 
Call 
C ^ l l  
lataiIpta) 
Gctc. 16u 
Call Ldaabl(2> 
Call LdsablO) 
Tvpe 210,Ipt» 
Format(16,*) 
Call Lputst<' pointa dumped and 
If( LgetSt('Enter the file name 
Goto 900 
Call LputSTi'\') 
OPEN(UNIT-2,NAME-FILNAM,TYPE- NEW 
HRITE(2) Ipta 
Hrit* <2) (Datad), 1=1, Ipta) 
CL0SE(UNIT»2) 
Call Lputst('Data stored xn fxle 
Call Lputst(Fllnam) 
Lputln(1,Line,count » 
Lpiitatf' - Contxiiuinq. \ ' ) 0 .0  Override bad data point to zero. 
-P» 
00 
decoded 
fur the 
from the D6000.\') 
data', FilNan,20,RtnCod) 
,FORM-'UNFORMATTED') 
Call 
Goto 
Lputst< 
990 
- Program completed.\') 
If( RtnCod .It. 
Call Ldsabl(2) 
Ldsabl(3) 
LDSABL(O) 
Ldsabl(l) 
0) Call Lerror(Rtncod) ! List aleda error message. 
Call 
CALL 
Call 
END 
