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Abstract 
The estimation of energy demand (by power plants) has traditionally relied on historical energy use data for the region(s) that a 
plant produces for. Regression analysis, artificial neural network and Bayesian theory are the most common approaches for 
analysing these data. Such data and techniques do not generate reliable results. Consequently, excess energy has to be generated 
to prevent blackout; causes for energy surge are not easily determined; and potential energy use reduction from energy efficiency 
solutions is usually not translated into actual energy use reduction. The paper highlights the weaknesses of traditional techniques, 
and lays out a framework to improve the prediction of energy demand by combining energy use models of equipment, physical 
systems and buildings, with the proposed data mining algorithms for reverse engineering. The research team first analyses data 
samples from large complex energy data, and then, presents a set of computationally efficient data mining algorithms for reverse 
engineering. In order to develop a structural system model for reverse engineering, two focus groups are developed that has direct 
relation with cause and effect variables. The research findings of this paper includes testing out different sets of reverse 
engineering algorithms, understand their output patterns and modify algorithms to elevate accuracy of the outputs. 
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1. Introduction 
    Rapid global energy demand growth has raised concerns over energy supply shortages, exhaustion of energy 
resources and negative environmental impacts [1]. Electricity is considered to be a secondary energy source as it is 
generated by coal, petroleum, natural gas and nuclear fuel [4]. China leads the world in total electricity generation 
from renewable sources while the United States generates the most electricity from non-hydroelectric renewable 
sources [5].  
    Utility companies rely on historical records of base, average and peak electricity loads to project future energy use 
requirements. A power plant often generates enough energy to cover base or average load, and uses its excess 
capacities or procures energy from external sources to cover the gaps between peak loads or sudden demand surge, 
and base/average loads. Excess energy production is a major cause of energy inefficiency. 
    This research focuses on understanding why traditional analysis approaches may not fulfill the need of modern 
day data, and why new models are needed. The study also suggests new models that integrate the relational physical 
system, social and environmental factors of a building with their interoperability and interconnectivity. The research 
moves away from traditional data mining techniques (such as Bayesian networks, artificial neural networks, 
regression analysis, and decision trees) towards a new approach for computationally efficient data mining 
techniques used for reverse engineering. 
2. Data collection and analysis 
    Data was collected from the Energy Information System (EIS) of several buildings at ASU. The data includes 
electricity, solar, heating load, cooling load, watt/square feet, etc., and are divided into fifteen minutes intervals.  
 
                         Table 1. List of Data collected 
 
 
2.1 Regression analysis and results 
 
     The data collected are naturally large and complex as most of them are divided into fifteen minutes interval. A 
simple regression analysis is conducted to determine the difficulties of adopting traditional techniques on a large 
data set, and to emphasize the need of new data mining technique for better prediction accuracy. Figure 1 shows the 
linear relationship (R2) between human counts in the building and other factors, such as electricity, cooling load, 
heating load and Watt/Sq. ft. The analysis is only done for the months of March, June and October, 2013. The 
analysis is also conducted for every hour. The analysis exhibits interesting results with most of the R2 ranging above 
60% in all three months. The Watt/Sq. ft. curve and electricity consumption curve coincide except for June. It is 
difficult to predict from the results that human occupants have nominal impacts on the building energy consumption 
since the values range between 20% and 85%. Thus, linear regression fails to provide a clear perspective on the 
structural relationship between the factors on large and complex data set. 
The regression analysis technique is typically used for modeling linear relationships, whereas we expect system 
models of energy consumption/demand to be nonlinear due to the interconnectivity and interdependencies of system 
factors. The decision and regression tree technique has difficulty of effectively learning structural relationships of 
variables from a large data set. The analysis helps to identify the relationship between the human counts and their 
impacts on electricity user, cooling load, heating load and Watt per square foot. Also, time is an important factor to 
be considered as these statistical techniques consumes more time for large data sets. 
Factors Units Data Frequency (min) Nature of the data Buildings 
Electricity kWh 15 Physical 
119 buildings 
Solar kWh 15 Environmental 
Heating load BTU 15  Physical 
Outside air temperature Centigrade 15 Environmental 
Heat index Centigrade 15  Environmental 
Cooling load Ton hours 15 Physical 
Watts/ Sq. ft. Watts 15 Physical 
 Occupancy Persons 60 Social 
Types of occupants Persons + Types 15 Social 
Building contents Description 15 Physical 
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Fig. 1. R2 values for various factors (March, June and October, 2013) 
 
2.2 Limitations of other current techniques 
Some of existing data mining techniques such as Bayesian networks, artificial neural networks, regression 
analysis, and decision trees have been used to analyze the historical energy use demand of building and project the 
energy production. When the structure of a Bayesian network cannot be pre-defined, learning the Bayesian network 
from data of variables is a NP-hard problem [6]. Similarly, an artificial neural network gives a black box 
representation of relationships which does not reveal explicit system dynamics such as significant system factors 
and explicit relationships among significant system factors and energy consumption/demand [3]. 
Advanced sensing and information technologies have enabled to collect and store real-time data of many physical 
system, social and environmental factors. However, there is no pre-defined system models of energy 
consumption/demand which will allow us to estimate/predict energy consumption/demand from available, real-time 
data and thus connect available multi-tier data/information with the generation and consumption of energy at 
building equipment, contents, systems and occupants, building, building cluster and community levels. In overall, 
existing data mining techniques are not effective in deriving system models with explicit, structural relationships of 
variables from data. This paper presents a set of computationally efficient data mining algorithms for reverse 
engineering which can be used to learn and construct energy consumption/demand models from observed system 
data of energy consumption/demand.  
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3. Proposed model 
System models of energy consumption/demand at multi-tiers are not pre-defined but have to be discovered 
through data mining for reverse engineering. Although system models of energy consumption/demand are unknown, 
they exist to drive system behaviors and produce system data. A set of data mining algorithms is developed 
(including Algorithms I – IV) to handle various types of data and structural system models.  
Algorithm I is a data mining algorithm to learn a causal model with a cause determined by values of one variable 
(called the one-variable cause) and to handle categorical variables with two values representing the presence and 
absence of factors. Figure 2 presents a system model which is supposed unknown to us but exists to drive system 
behaviors and produce observed system data. The system model in Figure 4 presents causal relations of nine factors 
represented by nine categorical variables, x1… x9. Each directed link between two variables in Figure 1 represents a 
causal relation. For example, the directed link, x1 Æ  x5, represents that the presence of x1 causes the presence of x5. 
Each directed link or each causal relation in Figure 2 has only one variable as the cause, called the one-variable 
cause. In Figure 2, x2 and x3 are two one-variable causes for x4, but are not a multiple-variable cause. The presence 
and absence of a factor are denoted by the values of 1 and 0 for the corresponding variable, respectively.  
 
 
 
 
 
 
 
Fig 2. System model with casual relations of nine factors 
 
A system condition with the presence of x1 as the root cause produces the following data vector [1 0 0 0 1 0 1 0 
1], based on the causal relations of nine variables. A similar observation is done for 24 different system conditions 
and the data instances for these system conditions are observed. Algorithm I has the following steps to construct a 
causal model with one-variable cause and to handle categorical variables with two values representing the presence 
and absence of factors. 
1. Identify and take out variables which are isolated nodes in a causal model. A variable which is an isolated node 
in a causal model is not present with any other variable in data observations.  
2. After taking out variables which are isolated nodes in a causal model in Step 1, compute the confidence of each 
possible causal relation between two variables. 
3. Draw a causal link from variable x to variable y, x Æ y, if confidence(x Æ y) = 1. 
4. Use all the causal links from Step 3 and variables as isolated nodes from Step 1 to construct a causal model of 
variables. 
5. Check each node x in the causal model from Step 4 to see if there are more than one path of causal links going 
to node x. If there are more than one path to node x, trace each path backward and examine if multiple paths go 
through the same node y. If multiple paths go through the same node y and there is a direct causal link y Æ x, 
remove the direct causal link y Æ x. For example, if we have two paths going to node x7: x1 Æ x7 and x1 Æ x5 Æ 
x7, we remove the direct causal link of x1 Æ x7. 
The steps involved in Algorithm 1 has been applied to 24 different data instances and the matrix of confidence is 
determined. For example, using the 24 data instances, the presence of x1 is 8 times in the 24 instances and the 
presence of both x1 and x5 is also 8 times in these instances.  Hence, confidence(x1 Æ x5) = 8/8 = 1.  Table 2 has the 
matrix of confidence derived from the 24 data instances. Each cell in the matrix gives the confidence value of the 
causal relation from the variable in the row to the variable in the column. Figure 3 shows the final casual network 
between the variables. 
 
 
 
 
x1 x5 x9
x7x6 x2 
x3 x4 x8 
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       Table 2 Matrix of confidence values for the data set 
 x1 x2 x3 x4 x5 x6 x7 x8 x9 
x1  2/8 2/8 4/8 8/8=1 4/8 8/8=1 6/8 8/8=1 
x2 2/7   4/7 7/7=1 3/7 5/7 6/7 7/7=1 4/7 
x3 2/8 4/8  8/8=1 4/8 8/8=1 8/8=1 8/8=1 6/8 
x4 4/14 7/14 8/14  6/14 8/14 11/14 14/14=1 8/14 
x5 8/12 3/12 5/12 6/12  5/12 12/12=1 9/12 12/12=1 
x6 4/12 5/12 8/12 8/12 5/12  12/12=1 10/12 8/12 
x7 8/20 6/20 8/20 11/20 12/20 12/20  15/20 14/20 
x8 6/18 7/18 8/18 14/18 9/18 10/18 15/18  11/18 
x9 8/15 4/15 6/15 8/15 12/15 8/15 14/15 11/15  
 
In addition to Algorithm I, the other algorithms are also developed, including the following. 
x Algorithm II: a data mining algorithm to learn a causal model with one-variable causes and to handle generic 
categorical variables with two or more multiple values  
x Algorithm III: a data mining algorithm to learn a causal model with one-variable causes and to handle both 
categorical variables and numeric variables. 
 
 
 
 
 
 
 
 
 
 
    Fig. 3. Final casual network 
4. Conclusion 
    In order to develop a structural system model for reverse engineering, the focus groups are divided into two main 
cause variables which has direct relations with the sub variables or effect variables. Space utilization, 
student/faculties major and campus activities are a few among the effect variables. The focus groups are divided into 
three streams which involves students, staffs/faculties and other utilizers (visitors and industry participants). The sub 
variables or effect variables includes major of study, year, campus activities, time spent on campus, semester type 
(fall or spring) , age of students and, type of jobs they do on the campus. 
    The application of the data mining algorithms to the building energy data is still in the initial stage of 
implementation and testing. Most of the models assume the human-building interactions to involve relationship 
between temperature, consumption, air movement and humidity [2]. The research takes human “occupants” as a 
one-variable cause which has characteristics that includes space utilization (using less space of a large building) 
impacts, widespread utilization, type of occupants and other relational factors. These factors need to be observed for 
the casual network and algorithmic techniques must be applied for constructing the energy models. 
The first step of this research is to identify the variables that contributes to the energy supply-demand 
characteristics. These variables are essential variables which contributes to the specific impact of humans on 
buildings. With these variables, the algorithms will be tested for intended outputs. All the variables of human 
behaviors is related to other main variables which includes electricity, heating, cooling, heat index and natural 
factors like climatic changes, temperature and humidity.  
The results of this testing and evaluating the reverse engineering algorithms will give us insights into the 
performance of the algorithms and enhance the algorithms if needed, after which the algorithms can be applied to 
develop a generic system model to identify energy demand-supply characteristics. These factors need to be observed 
for the casual network and algorithmic techniques must be applied for constructing the energy models. Existing 
historical energy use data and traditional energy models lack the critical features for accurate augmentation. The 
x1 x5 x9
x7x6 x2 
x3 x4 x8 
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focus of this research is to establish the groundwork of using new data mining techniques to tackle multi-tiers 
energy consumption and production estimation. Using support, the research team will use university campus as an 
example to build up the model since it reflects the scenario as a small-size city. The research aims to create new 
knowledge in reverse engineering, data-mining and energy modeling. The solution is to have better analytics 
approaches, and types and sources of data. 
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