Abstract: We present a strong form, meshless point collocation explicit solver for the numerical solution of the transient, incompressible, viscous Navier-Stokes (N-S) equations in two dimensions. We numerically solve the governing flow equations in their stream function-vorticity formulation. We use a uniform Cartesian embedded grid to represent the flow domain. We compute the spatial derivatives using the Meshless Point Collocation (MPC) method. We verify the accuracy of the numerical scheme for commonly-used benchmark problems including lid-driven cavity flow, flow over a backward-facing step and vortex shedding behind a cylinder. We have examined the applicability of the proposed scheme by considering flow cases with complex geometries, such as flow in a duct with cylindrical obstacles, flow in a bifurcated geometry, and flow past complex-shaped obstacles. Our method offers high accuracy and excellent computational efficiency as demonstrated by the verification examples, while maintaining a stable time step comparable to that used in unconditionally stable implicit methods.
Introduction
In this paper, we describe the development of a meshless point collocation method for numerically solving the two-dimensional, non-stationary, incompressible Navier-Stokes (N-S) equations in their stream function-vorticity formulation. Our method relies on the ability of meshless methods to accurately compute spatial derivatives, and on their flexibility to solve partial differential equations (PDEs) in complex geometries. The proposed numerical method can efficiently handle uniform Cartesian point clouds embedded in a complex geometry, and/or irregular sets of nodes that directly discretize the flow domain. To compute the spatial derivatives that appear in the governing flow equations, we apply a combination of Finite Difference (FD) and strong form meshless point collocation methods when the spatial domain is represented by Cartesian embedded grids, and a meshless collocation method for irregular nodal distributions.
The mathematical formulation of the N-S equations, depending on the choice of dependent variables, can be classified as (i) primitive variables, (ii) vorticity-vector-potential, (iii) stream function-vorticity, and (iv) velocity-vorticity. The majority of numerical methods are expressed in the primitive variables (velocity-pressure) formulation [1] [2] [3] . Although the primitive variables formulation is widely employed, difficulties occur when dealing with pressure boundary conditions, and coupling of the velocity and pressure fields is challenging.
The vorticity-vector-potential [4] [5] [6] and velocity-vorticity [7] formulations have a clear advantage over the primitive variables formulation, because pressure does not appear in the field equations, and the difficulty of determining the pressure boundary conditions in incompressible flows is avoided [8] . The extension to 3D flow is also straightforward, although the number of field variables increases from three to six. For 2D cases, stream functionvorticity is the preferable method for the numerical solution of the incompressible N-S equations, since the continuity equation (conservation of mass) is inherently fulfilled.
The non-stationary N-S equations can be numerically solved using explicit, explicitimplicit or implicit time integration schemes in the framework of finite element (FE), finite volume (FV), finite difference (FD) or spectral methods. Fletcher [9] provides an overview of finite element and finite difference techniques for incompressible fluid flow, while Gresho and Sani [10] review the field, focusing on finite elements. Standard texts on computational fluid dynamics (CFD) using finite difference and finite volume methods can be found in [11] [12] [13] , and finite elements in [14] [15] [16] .
Substantial effort has been invested in reducing or eliminating problems related to mesh generation. Attempts to eliminate the human and computational effort related to mesh generation have resulted in the development of meshless methods (MMs). Various MMs, developed for computational fluid dynamics (CFD), have been used to solve the incompressible N-S equations. Of particular interest is the Meshless Local Petrov-Galerkin (MLPG) method, which has been used to solve the N-S equations in their primitive variables [17] , velocity-vorticity [18, 19] and stream function-vorticity [20] formulations. The moving least squares (MLS) approximation method has been used to compute shape functions and derivatives. Additionally, radial basis functions (RBFs) are able to interpolate shape function and its derivatives [21] . The Local Boundary Integral Method (LBIE) has been successfully applied to solve incompressible, laminar flow cases [22] , while the multi-region Local Boundary Integral Equation (LBIE) has been combined with the radial basis functions (RBF) interpolation method [23] . The mesh-free Local Radial Basis Function Collocation Method (LRBFCM) for transient heat transfer and fluid dynamics problems was presented in [24] , while others [25, 26] reported the use of an indirect/integrated radial-basis-function network (IRBFN) method to solve transient partial differential equations (PDEs) governing fluid flow problems. Velocity-vorticity flow equations were solved in [27] [28] [29] using a point collocation method, along with a velocity-correction method, while a meshless point collocation with both velocity and pressure correction methods [30] were applied in several fluid mechanics problems. Eulerian based meshless methods, in contrast to Lagrangian based meshless methods, such as Smoothed Particle Hydrodynamics (SPH), have been mainly applied to regular geometries (square, circles, tubes), where generating a computational grid is relatively straightforward.
In this work, we focus on the Eulerian formulation of the N-S equations. A meshless point collocation method is used for the numerical solution of the non-stationary, incompressible, laminar 2D N-S equations in their stream function-vorticity formulation in complex geometries. The stream function-vorticity formulation is an effective way to describe 2D incompressible flow, since the incompressibility constraint for the velocity is automatically satisfied and the pressure variable is eliminated. The method is generalizable to three dimensions via vector potential-vorticity formulation [4] [5] [6] . The vorticity boundary conditions are imposed in a local form. We treat the transient term using an Euler explicit time integration scheme. Since the explicit integration scheme is conditionally stable, we compute the critical time step that ensures stable numerical results using the Gershgorin circle theorem [31, 32] .
This circumvents the need to calculate eigenvalues, which would be time consuming. The requirement for a stable time-step is counterbalanced by the low computational cost of each step, since only one Poisson-type equation is solved for the stream function equation and the vorticity field is updated using the explicit solver (in three dimensions three Poisson-type equations need to be solved [4] [5] [6] ). The proposed scheme applies to both uniform embedded and irregular nodal distributions and can be used with ease in complex geometries. This paper is structured as follows: in Section 2, we (i) present the governing equations
(ii) present a numerical scheme for the velocity-vorticity formulation based on the meshless point collocation method (iii) briefly describe the Discretization Correction Particle Strength Exchange (DC PSE) differentiation method and (iv) discuss issues related to the accuracy and the computational cost of the proposed scheme. In Section 3, we highlight the accuracy of the scheme through benchmark problems, while in Section 4, we demonstrate the accuracy, efficiency and the ease of use of the proposed scheme using numerical examples. Finally, in Section 5 we present our conclusions and some preliminary results for 3D lid-driven cavity flow using the vorticity-vector potential formulation.
Governing equations and solution procedure

Stream function-vorticity formulation of Navier-Stokes equations
The governing equations for the non-stationary, viscous, laminar flow of an incompressible fluid are based on conservation of mass and momentum. The non-dimensional form of the stream function-vorticity (ψ-ω) formulation is:
where Re is the Reynolds number. Taking the spatial derivative of the stream function yields the velocity components u and v, as follows:
We require a solution to Eqs. (1) and (2) , defined in the spatial domain Ω with boundary Ω, given the initial conditions at time = 0 = "
and boundary conditions
We solve the governing equations using an explicit Euler time integration scheme for the transient terms and a strong form meshless collocation method to compute spatial derivatives.
Temporal discretization using explicit Euler method
We treat the viscous term explicitly [33] to obtain the following difference formula in time:
using the notation ω n+1 =ω(t n+1 ) and ψ n+1 =ψ(t n+1 ), where t n+1= t n +δt. The proposed scheme computes the stream function (along with velocity components) and vorticity field by applying a three-step marching algorithmic procedure:
Step 1: update vorticity at the interior grid points
Step 2: compute stream function by solving Poisson type problem
Step 3: update velocity
Discretization Corrected Particle Strength Exchange (DC PSE) method
The accuracy of the proposed scheme relies on the accurate computation of spatial derivatives for the unknown field functions in Eqs. (8)- (10) . In the present study, we use the Discretization Corrected Particle Strength Exchange (DC PSE) method, which to our knowledge is one of the most accurate meshless methods for computing spatial derivatives.
The DC PSE method originated as a Lagrangian particle-based numerical method [34] and is based on Particle Strength Exchange (PSE) operators. To solve PDEs using the DC PSE meshless method, the authors in [35] reformulated the Lagrangian DC PSE method to work in the Eulerian framework. For completion, the PSE operators and the DC PSE method are described below.
Particle Strength Exchange (PSE) operators
The Particle Strength Exchange (PSE) method utilizes kernels to approximate differential operators that conserve particle strength in particle-particle interactions. The PSE method was proposed by Degond and Mas-Gallic [36] for diffusion and convection-diffusion problems. Eldredge et al. [37] then developed a framework for approximating arbitrary derivatives.
In general, a PSE operator ( ) for approximating the derivative ( ) has the
with , = ( / )/ -a scaled kernel of radius , and d the number of dimensions. The sign in Eq. (11) is negative when |β| is even and positive when |β| is odd, with β a multi-index [34] .
, where . , = 1,2, … , is a non-negative integer. Then the partial differential operator can be expressed as =
The challenge is to find a kernel , that leads to good approximations for D β . To find such kernels for arbitrary derivatives we adopt the idea in Eldridge et al. [37] and start from the Taylor expansion of a function f(y) about a point x:
Next, we subtract or add f(x), depending on whether |β| is odd or even, to both sides and convolute the equation with the unknown kernel , . Considering Eq. (11), this leads to:
Introducing the continuous α-moments
and isolating the derivatives D β on the right-hand side of Eq. (13) we obtain:
Finally, to approximate Q β f(x) with order of accuracy r, the following set of conditions is imposed for the moments Ma:
In addition, if we impose
the mollification error ε(x)= ( )-( ) is bounded [34] . The procedure to construct a kernel that satisfies the conditions in Eq. (16) has been described in [34] . Once the kernel is defined, the operator in Eq. (13) can be discretized using a midpoint quadrature over the nodes
where N(x) is the number of all nodes in a neighborhood around x, which can be defined by a cut-off radius rc, usually chosen such that N(x) coincides to a certain level of accuracy with the kernel support, and Vp is the volume associated with each particle. Given such a discretization,
is also bounded [34] .
The Discretization Corrected PSE operators
The Discretization Corrected PSE operators were introduced by Schrader et al. [34] to reduce the discretization error 8 ( ) in the PSE operator approximation. The derivation of the DC PSE approximation starts from Eq. (18), with the aim of finding a kernel function which minimizes the difference between this discrete operator and the actual derivative. To achieve this, each term f(xp) in Eq. (38) is replaced with its Taylor expansion about x. This leads to the following expression for the derivative approximation:
with
and the discrete moments defined as:
9∈;( ) Therefore, the set of moment conditions becomes:
for all | | ≠ 0, where >.% is one when | | is odd and zero when | | is even. The kernel is chosen as:
The kernel function consists of a polynomial correction function ( , ) and the weight function ( ). Different types of weight functions can be applied with the possible choices described in [38] .
The unknown coefficients ( ) are obtained by requiring the kernel given by Eq. (23) to satisfy the conditions in Eq. (22), resulting in the following linear system of equations:
with weights
To compute the approximated derivative 8 ( ) at node xp, the coefficients are found by solving the linear system of Eq. (24) for x=xp. Given our choice of kernel function, the DC PSE derivative approximation becomes:
where
and (x) are the vectors of terms in the monomial basis and their coefficients, respectively. By using the DC PSE method, the spatial derivatives I up to second order are given as:
and
Vorticity boundary conditions
In finite difference methods, a number of formulae can be used to impose the vorticity boundary conditions [33] [34] [35] [36] [37] [38] [39] . These formulae, generally referred to as local, compute vorticity values on a given node on the boundary from the vorticity values in the interior domain, without involving other nodes on the boundary. The most widely used method is Thom's formula [39] .
Unfortunately, applying these formulae in real applications had limited success. As stated in [33] , vorticity boundary conditions should be global, in the sense that computing the boundary vorticity values should involve vorticity values at nodes in the interior and the boundary.
Herein, to achieve global vorticity boundary conditions, we impose vorticity boundary conditions through strong form meshless differential operators, used to compute spatial derivatives. This way, imposing vorticity boundary conditions is consistent with the rest of the algorithm (described in Section 2.2) and becomes quite straightforward.
DC PSE methods are recognized as one of the most accurate and efficient numerical methods to compute derivatives on an irregularly distributed set (cloud) of nodes [34, 35, 38] .
For the stream function-vorticity N-S equations, given the velocity field values computed previously by the updated stream function values %&' (Step 2, Section 2.2), we can compute the updated vorticity values %&' for the entire spatial domain (including boundaries) using the strong form meshless operators for first order spatial derivative as
We have already computed the updated values %&' at the interior nodes (Step 1 in the Euler explicit solver). The updated vorticity values on the boundary nodes are computed using the updated velocity values and the DC PSE operators (described in Section 2.3) for spatial derivatives (Eq. (27)).
Poisson solver
To compute the stream function field values (Eq. (2) [41] .
In the present study, we use a direct solver. The discrete Laplace operator defined in the Poisson type equation is accurately discretized using DC PSE method, which performs accurately on uniform and locally refined Cartesian grids. The grid is fixed in time so a LU factorization can be precomputed, which reduces the computational cost significantly. For up to 4 million nodes, the factorization is fast and requires low memory. For larger number of nodes, we utilize iterative solvers since the linear systems are always positive definite, diagonally dominant and symmetric.
Critical time step
To compute the critical time step needed to obtain stable results, we rewrite Eq. (1) as
which can be written in matrix form as
where %&' is a column vector of dimension × 1 ( is the number of nodes). Matrix is defined as
with matrices and being linear operators approximated using DC PSE
The explicit method defined by Eq. (31) is stable if
where K are the eigenvalues of the matrix . The above stability condition requires the eigenvalues K to be either real and negative, leading to
or complex with negative real parts, leading to
When the problem discretisation includes a large number of nodes, matrix becomes very large, and calculating the eigenvalues is not practical. The terms of matrix are determined by the Laplacian operator , which consists of second order derivatives, and by the advection operator , which includes only first order derivatives. The relative weight of the two operators on the structure of matrix is dictated by discretisation and velocity field values (velocity is related to stream function and vector potential field values); a more refined discretisation leads to a higher weight of operator (diffusion) and lower influence of operator (convection), while higher Reynolds number and higher velocity field values leads to a higher influence of operator . When the nodal discretisation is not adequately refined, the higher weight of the operator can lead to eigenvalues with a positive real part; in such case explicit time integration is not possible and discretisation has to be refined.
A positive aspect of a refined discretisation is that the resulting matrix is diagonally dominant, having its eigenvalues distributed close to the real axis. Therefore, we can estimate the maximum time step using Eq. (36)- (37) with an upper bound of the maximum eigenvalue of matrix computed using the Gershgorin circle theorem [31] . Given the composition of matrix , the upper bound of the maximum eigenvalue can be computed without assembling the matrix:
Eq. (38) clearly shows that the eigenvalues of matrix depend on the spatial derivatives of the field variables, computed using the DC PSE method. Therefore, how derivatives are computed reflects on the critical time step. We notice that for the same Reynolds number and the same nodal discretization, the critical time step increases when spatial derivatives are computed using a large number of nodes (more than 40) in the support domain of each node, compared with the critical time step computed using a small number of nodes (around 15). In some cases, this increase in the critical time step can up to two orders of magnitude, which decreases the computational cost dramatically.
The reason for the increased critical time step is the upwind inherent nature of meshless methods. Meshless methods are local based methods, that use neighboring nodes to compute spatial derivatives. Furthermore, since matrix involves derivatives of the stream function, by computing the critical time step using the Gershgorin circle theorem we ensure that the computation resembles the estimation of the critical time step based on the nodal spacing (∝ Δ 6' ) and the CFL condition(∝ ‖ ‖ReΔ 6' ). Therefore, by adjusting the number of support domain nodes, we can tune the critical time step to be comparable to that used by implicit time integration schemes.
Algorithm verification
To demonstrate the efficiency and accuracy of the proposed numerical scheme, we first apply our method to well-established benchmark problems in computational fluid dynamics, including lid-driven cavity flow, the backward-facing step (BFS), and the vortex shedding behind a cylinder.
For all the examples presented here, we examine the accuracy and the efficiency of the proposed scheme for each benchmark problem. Furthermore, we examine the dependence of the critical time step on the grid resolution, Reynolds number and nodes in the support domain.
Computations were conducted using an Intel i7 quad core processor with 16 GB RAM.
Lid-driven cavity
Our first example involves incompressible, non-stationary flow in a square cavity ( In most numerical studies on the lid-driven cavity flow problem, the flow regime reaches a steady state solution for Reynolds (Re) numbers lower than Re=10,000. In our study, we report on the results obtained by the proposed scheme for Reynolds numbers Re=5,000, 7,500 and 10,000. We consider both uniform Cartesian and irregular nodal distributions. For uniform nodal distributions, our previous studies [27] [28] [29] 35] show that for Reynolds numbers up to Re=10,000 a uniform Cartesian grid with resolution of 361 × 361, captures the forming vortices, and provides a grid-independent and accurate numerical solution. In the present study, to highlight the efficiency of the proposed scheme, we use successively finer uniform Cartesian grids, from 512 × 512 to 2048 × 2408 nodes. We notice that for Re=10,000 the 1024 × 1024
grid resolution can capture all the flow scales and can be used for Direct Numerical Simulation (DNS) studies.
We use the Gershgorin theorem to define the critical time step for different nodal distributions (Tables 1 and 2 ) and for various Reynolds numbers. Table 1 lists the critical time step computed using the Gershgorin circle theorem, considering several grid resolutions and different Reynolds numbers (up to Re=10,000). For the results reported in Table 1, 20 nodes were used in the support domain. We further examine the dependence of the critical time step on the number of neighboring nodes in the support domain. Table 2 lists the critical time step computed using the Gershgorin circle theorem with 40 nodes in the support domain. We can observe that the critical time step increases with the number of nodes in the support domain. Hence, steps 1 and 2 must be performed only once at the beginning of the simulation. We set the Reynolds number to Re=10,000 and the total time for the flow simulation to Tfinal=250. At that time, the flow regime has all the characteristic features of steady state [42] .
We use a 1024 × 1024 grid resolution and a time step for the simulations of = 5 × 10 6N . through the geometric center of the cavity, for Re=7,500 and 10,000, obtained using the proposed scheme compared to those reported by Ghia et al. [42] . Table 4 . Table 4 .
Fig. 5. Vorticity isocontour patterns for (a) Re=7,500 and (b) Re=10,000
To verify the applicability of the proposed scheme in irregular nodal configurations, we compute the flow regime for Re=10,000 using randomly distributed nodes. We use 496,987
nodes to discretize the spatial domain, which provides a grid-independent numerical solution (for the uniform Cartesian grid, a grid independent solution was obtained using a 401 × 401 grid resolution with 160,801 nodes). We obtain the irregular point cloud through a 2D triangular mesh generator (MESH2D-Delaunay-based unstructured mesh-generation). To compare the results with those obtained using the uniform nodal distribution (regular Cartesian grid), we project the velocity, stream function and vorticity values computed using the irregular point cloud onto the uniform nodal distribution using the moving least squares (MLS) approximation method [43] and compute the maximum normalized root mean square error
For all field variables considered the NRMSE was less than 10 -4 , which highlights the accuracy of the proposed method for irregular nodal distributions.
Backward-facing step
The second benchmark problem considered is the backward-facing step [45] . This problem has been studied by several researchers using different numerical methods and is considered to be a demanding flow problem to solve, mainly due to the flow separation that occurs when the fluid passes over a sharp corner and re-attaches downstream [1, 45, 46] . We first discretize the flow domain with a uniform Cartesian grid. In our previous studies [29, 35] , we have shown that grid with resolution 31 × 901 is sufficient to compute a grid-independent numerical solution for Reynolds numbers up to Re=800. As in the previous section, to highlight the efficiency of our scheme, we use a denser grid with resolution 121 × 3630, resulting in 439,230 nodes. We set the total time Ttotal=250 (to ensure that the solution will reach steady state), and the time step dt=10 with other numerical methods for 2D computations [1, 46] . In [1] , the authors used a finite difference method and predicted separation lengths of Llower ≈6.0 and Lupper ≈5.75, while [46] using the FIDAP code predicted Llower≈5.8 and the upper Lupper ≈ 4.7. between the present scheme and those obtained using the FEM method [45] , along the line x=7
and x=15 for Re=800.
Additionally, we computed the shear stress, defined as #U #W on the lower and upper wall, for increasingly refined nodal resolution. Fig. 9a shows plots of the shear stress for the upper and lower wall, while Fig. 9b displays the convergence of the upper wall shear stress when successively denser point clouds are used. We can see that shear stress converges and is accurate when compared to results of [45] . The accurate computation of spatial derivatives is a particular advantage of the strong form meshless method. In contrast, convergence of many finite element methods can be obtained only in terms of integral norms, and the point-wise convergence for the velocity gradient cannot be guaranteed even in the case of a smooth numerical solution [47] . 
Flow past a cylinder
We examine the case of external flow past a circular cylinder in an unbounded domain [48] . The flow domain is large compared to the dimensions of the cylinder, as shown in Fig The uniform flow is not perturbed near the inlet, which is far from the body. Therefore, we assume that the inflow velocity uinlet behaves like the potential flow upotential given as:
or in terms of the stream function:
The boundary conditions for the stream function and vorticity on the remaining boundaries (the top and bottom wall, outlet and cylinder surface) are:
• We represent the flow domain with a uniform Cartesian embedded grid, locally refined in the vicinity of the cylinder (Fig. 11a) . We use 402,068 nodes (0.5 sec to create the nodal distribution) and we set Reynolds number to Re=40. We use a time step of = 10 6N for the entire flow simulation. It takes 0.3 sec to update the solution for each time step, and we obtained a steady state solution after 20,000 time steps. The spatial derivatives (up to 2 nd order) are computed in 4.24 sec using a C++ code. Additionally, we solve the flow problem using an irregular nodal distribution with 221,211 nodes, locally refined in the vicinity of the cylinder.
Reynolds number was set to Re=40 (Fig. 11b) .
We compute the following flow parameters: the pressure coefficient (Cp) on the body surface, the length (L) of the wake behind the body, the separation angle (θs), and the drag coefficient (CD) of the body. The drag and lift coefficient of the body are given by:
where D is the characteristic length of the body, ž / and ž W are the unit normal vector in x-and y-direction, respectively, and ^ is the total drag force acting on the body. The total drag force is given as:
where 9 , the pressure drag, can be determined from the flux of vorticity on the surface of the cylinder as:
The friction drag ` may be computed from the vorticity on the surface of the body as:
with ž b = − + . Table 5 lists the recirculation length (Lrec) of the wake behind the body, the separation angle (θs), and the drag coefficient (CD) for Re=40. The numerical findings obtained by the proposed scheme are listed in Table 5 , and are in good agreement with those in the literature [48] [49] [50] [51] . The stream function and vorticity contours around the body are illustrated in Fig. 12 . 
Numerical examples
In this section, we examine the applicability and reproducibility of the proposed scheme for several flow cases involving complex geometries.
Vortex shedding behind cylinders
We study the vortex shedding behind a cylinder in a rectangular duct [52] , as shown in First, we consider a uniform Cartesian embedded grid with grid spacing h, defined by the average distance of the boundary nodes on the cylinder circumference. We conducted a grid independent analysis, applying successively refined Cartesian grids, starting from 34, 999 (90 nodes on the circular boundary) up to 406,678 (720 nodes on the circular boundary) nodes. We conducted a comprehensive analysis in order to obtain a grid independent numerical solution. For the Cartesian grid we use 279,178 nodes (0.42 sec to create the nodal distribution), while for the irregular point cloud we use 353,617 nodes (1.2 sec to create the irregular nodal distribution). The total time was set to Ttot=2 sec, the time step was set to dt=10 -4 sec . For each time step, the time needed to update the solution was 0.32 sec. 18 . Velocity profiles at x=1 for Re=100 (Um=1.5 m/s) for flow behind multiple cylinders at time t=1 and t=2 sec.
Flow in a bifurcated duct
Finally, we consider two flow cases in the flow domains shown in Fig. 19 . The first one is an irregularly shaped obstacle downstream, while in the second the flow domain is split into two branches, forming a bifurcation. The length L is set to L=0.12 and 0.041 m for the first (Fig. 19(a) ) and second ( Fig. 19(b At the outlet, the flow is fully developed (du/dx=0). For the remaining boundaries we applied no-slip conditions. In both cases, we represent the flow domain with uniform Cartesian embedded grid, and irregular nodal distribution (Fig. 20) . We observe that two vortices are formed; the first is located at the inlet of the bypass, the second at the upper domain of the bypass which is moving towards the outlet of the flow domain. Fig. 22(a) For the bifurcated geometry, we use both uniform Cartesian and irregular nodal distributions. In the case of Cartesian embedded grid, we obtain a grid independent numerical solution by using successively denser nodal distributions, with the denser one consisting of 678,967 nodes (for the fine grid it takes 0.68 sec to create the nodal distribution). The total time for the simulation was set to Ttot=3 sec and the time step used is dt=10 -4 sec, which is smaller than the critical time that ensures stability for the explicit solver (the solution in each time step is computed in 0.52 sec). The inflow velocity .%VQP = 4 > g c6W c $ h, with Um=0.015 m/s results in Reynolds number Re=212. Fig. 23 shows the iso-contours for the stream function and vorticity field functions, at time t=1 and t=3 seconds. 
Conclusions
In this contribution, we described a meshless point collocation algorithm for solving the stream function-vorticity formulation of N-S equations. We demonstrated our algorithm to work well in complex geometries. An important advantage of our method is the ease and speed with which one can construct computational grids for flow domains with irregular shapes.
The meshless scheme based on DC PSE methods to compute spatial derivatives, can be used in the case of Cartesian and Cartesian-embedded grids. The method works both efficiently and accurately for uniform Cartesian (embedded) grids and for irregular point clouds. We verified the accuracy of the proposed scheme through the following three benchmark problems:
lid-driven cavity flow, backward-facing step and flow behind a cylinder. The results were in good agreement with other published numerical studies.
Our proposed scheme offers several advantages over other commonly used methods:
• Rapid and easy generation of computational grids, as demonstrated by examples of the flow in a bifurcated duct considered in Section 4.3.2.
• High accuracy, as demonstrated in verification examples discussed in Section 4.2
• Computational efficiency, as demonstrated by time per iteration and total simulation time given for all examples in this paper. Our approach makes Direct Numerical Simulations (DNS) [53] possible (see lid driven cavity example with 1024 × 1024 grid resolution).
• Critical time step is easily computed with low computational cost.
• The imposition of Dirichlet boundary conditions is straightforward.
The proposed method can be extended to 3D using vector potential-vorticity formulation [4] [5] [6] 54] . There is a gauge potential associated with the three-dimensional stream functionvorticity equations, which must be resolved by imposing divergence conditions on ω and ψ, in addition to those on velocity.
We present preliminary results for the vector potential-vorticity formulation with the DC PSE meshless interpolation scheme in the case of the 3D lid-driven cavity flow for low shows the comparison of u-z and x-w plots at the profile y=0.5 at steady state, between the proposed scheme results and the results reported in Young et al. [54] . The comparison shows good agreement and demonstrates that the proposed scheme has promise for simulation of viscous flow problems in 3D. [54] .
