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GEOMETRIC CLASS FIELD THEORY
Abstract. In this paper we prove global class field theory using a purely geo-
metric result. We first write in detail Deligne’s proof to the unramified case of
class field theory, including defining the required objects for the proof. Then we
generalize the notions appearing in the proof to prove also the tamely ramified
case relying on the unramified one.
1. Introduction
In this paper, we assume familiarity with some standard notions from commuta-
tive algebra, algebraic geometry, algebraic number theory and the theory of e´tale
morphisms, which can be found for example in [AM], [Ha], [CF] and [Mi] respec-
tively.
Class field theory was developed in the period between 1850 to 1950. Its results
describe the Galois groups of abelian extensions of global and local fields.
One type of global fields, which will be the only type we deal with in this work, are
function fields over finite fields. These are field extensions of transcendence degree
1 over the finite field Fq. Function fields enjoy the nice properties of global fields, in
particular the Galois group of an abelian extension can be described in terms of the
valuations of the field. But in addition, they have unique special advantages of their
own, e.g., there are no Archimedean places in function fields. More importantly,
function fields can be realized, as their name suggests, as fields of rational functions
on algebraic curves.
The first proofs of class field theory didn’t make use of these advantages of the
function field case and are somewhat complicated. In the 50s, S. Lang, M. Rosenlicht
and J. -P. Serre proved class field theory using algebraic geometry and the close
relation between function fields and algebraic curves. We develop this connection in
Section 3 and Section 4. The old meaning of the term ”geometric class field theory”
is this theory of Lang and Rosenlicht, which can be found in [Se1].
Later, P. Deligne gave an elegant proof of unramified global class field theory over
function fields using `-adic sheaves. In modern language, the notion ”geometric
class field theory” refers to working with sheaves rather than functions, and this is
the language we use starting from Section 5. In this modern viewpoint we get the
result of class field theory as a corollary of the main theorem 7.4. A sketch of the
1
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proof of the main theorem, only in its unramified version, can be found also in [La]
(only the complex case) or in [Fr1] (the general base field case).
In addition to its beauty, Deligne’s proof has a more important advantage, in-
stead of describing Gal(Kab/K), the Galois group of the maximal abelian extension
of the field K, it describes characters of the Galois group of the maximal extension:
Gal(K¯/K) → Q¯×`. Although it is equivalent, characters can be generalized to rep-
resentations in non-abelian groups, such as Gln(Q¯`) or more generally, a reductive
group G (conjecturally), in order to obtain a non-abelian generalization of class field
theory. This is the essence of the Langlands program, but we shall not deal with
the non-abelian case here.
In this paper we first define the required notions and state the unramified and
ramified versions of global class field theory (theorems 2.8 and 2.16 respectively).
This is done in Section 2.
We develop the geometric objects which correspond to the ones occurring in class
field theory. The most important objects here are the generalized Picard group
(Section 3) and the e´tale fundamental group of a scheme (Section 4); these objects
correspond to the adelic side and the Galois side in classical class field theory,
respectively. These sections also explain how the classical and geometric objects
are connected. In fact, this is a restatement of the classical theorems of class field
theory in the language of algebraic geometry.
In Section 5 we explain relations between sheaves and functions. The motivation
here is to consider things from the modern viewpoint of algebraic geometry, which
uses sheaves rather than functions. As we shall see, this viewpoint is more convenient
to work with since standard operations on functions have analogous operations on
sheaves, but there are additional ways to manipulate sheaves that don’t exist for
functions.
Section 6 finally starts to prove class field theory. Class field theory is a corre-
spondence between adelic and Galois representations. In this section we prove the
easier part of the correspondence, we construct from an adelic representation a Ga-
lois one, saving the converse construction for later. We prove here the unramified
and tamely ramified cases.
Section 7 gives the statement of the geometric result from which class field theory
follows. There are three versions of the theorem: for the unramified case, the
ramified case, and the ramified version in characteristic zero. The third has nothing
to do with classical class field theory, but we state it for its own interest. In this
section we also show why the geometric results imply class field theory.
Section 8 is devoted to a detailed explanation of the proof of the geometric theorem
in its unramified case. While Section 9 gives the modifications of the proof in the
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ramified version, the characteristic zero case and the tamely ramified case follows
relatively easily from the unramified case after all this preliminary work.
2. classical global class field theory
In this section, we state some of the results of global class field theory in the
function field case. Proofs will be given later using geometric techniques.
Notation 2.1. We use some standard notations from class field theory: K will be
a function field over Fq, q = pn, p ∈ Z is a prime number and ` ≠ p is another prime.
We let v or p denote a valuation of K . By abuse of language we will sometimes
interchange between the words prime, valuation and place. Kv (or Kp) will be the
completion of K at v. Ov (or Op) the ring of integers in Kv and mv the corresponding
maximal ideal of Ov.
K¯ is the separable closure of K and GK will denote Gal(K¯/K) the absolute Galois
group of K.
Definition 2.2 (Adele ring). The adele ring of K is the restricted topological prod-
uct AK ∶=∏
v
′Kv with respect to the open subrings Ov, the product is taken over all
the primes of K.
According to the definition of restricted topological product, the group of invert-
ible adeles is
A×K = {(av)v ∈∏
v
K×v ∶ av ∈ O×v for almost all v}
There exists a subring OK =∏
v
Ov of AK .
There exists also an inclusion i ∶K ↪ AK defined by a↦ (a)v which has a discrete
image. By abuse of notation we denote the image i(K) by K.
The following definition will help us to establish a connection between extensions
of a global field and its localizations:
Definition 2.3. (1) Let K ′/K be a finite Galois extension with Galois group
GK′/K , p a prime ideal of K and P is a prime over p in K ′.
The decomposition group is defined to be:
D(P) = {σ ∈ GK′/K ∶ σP =P}
(2) A compatible set of primes is a choice of a prime P′ over p for any finite
Galois extension K ′ ⊇ K. Such that if K ′′ ⊇ K ′ ⊇ K, and P′′,P′ are the
corresponding primes then P′′ is over P′. In this case, for such extensions
we have a map D(P′′)→D(P′).
(3) For a compatible system primes P over p, the inverse limit of the decompo-
sition groups D( lim←Ð
K⊆K′P
′) can be defined.
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Remark 2.4.
(1) Since the elements of D(P) acts continuously with respect to the P-adic
topology, we obtain a map i1 ∶D(P) ≈Ð→ Gal(K ′P/Kp), this map is an isomor-
phism. Also, D( lim←Ð
K⊆K′P
′) is a subgroup of GK isomorphic to GKp .
(2) There exists a surjective map i2 ∶ Gal(K ′P/Kp) ↠ Gal(Fq′/Fq) here, Fq′ ,Fq
are the residue fields of K ′,K respectively. The kernel of the map i2 ○ i1 is a
normal subgroup of the decomposition group D(P), it is called the inertia
group and it is denoted I(P).
1→ I(P)→D(P)→ Gal(Fq′/Fq)→ 1
(3) Note that if P,P′ are different primes of K ′ over p, then D(P) and D(P′)
are conjugate subgroups of GK′/K . Hence a character of GK′/K vanishes
on one iff it vanishes on the other, those the notion of vanishing on the
decomposition group (or some specific subgroup of it) is independent of the
choice of P.
(4) A similar result is true for the inverse limits: the decomposition groups for
different choices of compatible system of primes D( lim←Ð
K⊆K′P) and D( lim←ÐK⊆K′P′)
are conjugate in GK . A similar result applies to the inertia group.
According to the last remark, the following is well defined:
Definition 2.5. Let ρ ∶ GK → Q¯×` be a character.
(1) ρ is unramified at p if it is vanishes on the inertia group I( lim←Ð
K⊆K′P
′) for some
(hence any) compatible set of primes over p.
(2) ρ is unramified if it is unramified at any p.
We shall now define special elements of the Galois group and the invertible adele
group, that will correspond to one another under global class field theory.
Definition 2.6. Assume p is a prime of K.
(1) Let pip = (ap′)p′ ∈ AK× denote an element such that ap′ = 1 for p′ ≠ p and
ap = pip a uniformizer, i.e. a generator of mp.
(2) In the notation of the above definition, since Fq′/Fq is an extension of finite
fields, there exists the Frobenius automorphism F ∈ Gal(Fq′/Fq), defined by
F (x) = xq. Recall the exact sequence from remark 2.4 (2), the inverse image
FrP/p of F in D(P) is defined up to an element of the inertia subgroup I(P).
Note that the different decomposition groups for different primes P are
conjugate to one another in Gal(K ′/K). Therefore, FrP/p defines up to
inertia and conjugacy an element of Gal(K ′/K), which is the Frobenius
element.
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(3) Taking the inverse limit of the Frobenius elements in a compatible set of
primes, we obtain the Frobenius element Frp ∈ GK , which is also defined up
to conjugacy and inertia.
Remark 2.7. Note that if a character ρ ∶ GK → Q¯×` is unramified at p, then it
vanishes on the inertia I( lim←Ð
K⊆K′P
′). Since Q¯×` is abelian, the value of ρ is constant on
the conjugacy class. Combining this two facts we get that in this case ρ(Frp) has
well defined value.
We are finally ready to state the unramified version of global class field theory
over function fields:
Theorem 2.8 (Unramified class field theory). In the above notations:
(1) For each character ξ ∶ K×/A×K/O×K → Q¯×` there exists a unique continuous
unramified character ρ ∶ GK → Q¯×` such that ρ(Frv) = ξ(piv) for all v.
(2) For each continuous unramified character ρ ∶ GK → Q¯×` there exists a unique
character ξ ∶K×/A×K/O×K → Q¯×` such that ρ(Frv) = ξ(piv) for all v.
To deal with ramified extensions, we must first define a notion that quantify the
ramification of an extension at some prime:
Definition 2.9 (Higher ramification groups). See also [Se3] for this defini-
tion and properties.
(1) Let L be complete with respect to a nontrivial discrete valuation. L′ a finite
Galois extension of L with Galois group GL′/L. Then the u lower numbered
ramification group, u ≥ −1 of this extension is GL′/L,u = {σ ∈ GL′/L ∶ ∀a ∈OL′ , vL(σ(a) − a) ≥ u + 1}.
(2) In the same situation define the Herbrand function φL′/L ∶ [−1,∞)→ [−1,∞)
by:
φL′/L(u) = { ∫ u0 dt[GL′/L,0∶GL′/L,t] 0 ≤ u
u −1 ≤ u ≤ 0
this function is clearly increasing (and piecewise linear), therefore it has an
inverse.
(3) Define the v upper numbered ramification group by Gv
L′/L ∶= GL′/L,u where
v = φL′/L(u).
(4) If L′′ ⊇ L′ ⊇ L are finite Galois extension of complete nontrivial DVR. Then
the quotient map GL′′/L → GL′/L induces maps GiL′′/L → GiL′/L (see [Se3]). So
we define the higher ramification groups of L by GiL = lim←Ð
L⊆L′G
i
L′/L.
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Remark 2.10. Note that G0
L′/L is precisely the inertia group I(P) defined above,
where L′ is the completion of K ′ at the prime P.
Definition 2.11. (1) A p group is a finite group of order a power of p.
(2) A pro-p group is an inverse limit of p-groups.
Proposition 2.12. With the notations above, the group G0
L′/L/G1L′/L is isomorphic
to a subgroup of F×q hence it is a finite group of order prime to p. GiL′/L for i ≥ 1 are
p-groups.
Proof. [Se3, Chapter IV, §2, Corollaries 1,3]. 
With this definition in hand, we can finally measure the ramification of field
extensions:
Definition 2.13 (Ramification). Let ρ ∶ GK → Q¯×` be a character of GK in the field
of `-adic numbers (or any other field) and let p be a prime of K. Recall that the
decomposition group D(p) is defined up to conjugacy in GK and it is isomorphic to
GKp (it will sometimes be denoted by Gp).
(1) We say that ramp(ρ) ≤ i if ρ vanishes on the higher ramification group Gip.
(2) Assume [D] = ∑nipi is an effective divisor on K (i.e. a finite formal sum of
its primes with ni ≥ 0), we say that ram(ρ) ≤ [D] if for all i rampi(ρ) ≤ ni.
(3) We say that ρ is tamely ramified, if its ramification at any prime p bounded
by 1. Otherwise, it is wildly ramified.
Remark 2.14. We already defined unramified characters, note that ρ is unramified
iff its ramification is bounded by 0 at any prime p, this is true because of remark
2.10.
We need the following notation in order to state the ramified version of theorem
2.8:
Definition 2.15. Let [D] = ∑nivi be an effective divisor on K.
(1) The support of [D] is the set of valuations that occur with nonzero coefficient
in [D], it is denoted Supp(D).
(2) Define Uni = {x ∈ O×vi ∶ x ≡ 1 mod mnivi }.
(3) O×D will denote the product ∏
vi∈Supp(D)Uni × ∏v∉Supp(D)O×v .
Now we are ready to generalize the theorem 2.8 to the ramified case:
Theorem 2.16 (Ramified class field theory). In the above notations:
(1) For each character ξ ∶ K×/A×K/O×D → Q¯×` there exists a unique continuous
character ρ ∶ GK → Q¯×` with ram(ρ) ≤ [D] and ρ(Frv) = ξ(piv) for all primes
v ∉ Supp(D).
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(2) For each continuous character ρ ∶ GK → Q¯×` with ram(ρ) ≤ [D] there exists
a unique character ξ ∶ K×/A×K/O×D → Q¯×` such that ρ(Frv) = ξ(piv) for all
primes v ∉ Supp(D).
The following theorem will be useful immediately:
Theorem 2.17 (Chebotarev’s density theorem). Let K ′/K be a finite extension, C
a conjugacy class of Gal(K ′/K). The set of primes v unramified in K ′ such that
the conjugacy class of Frv is in C has density #C/#Gal(K ′/K).
Proof. [FJ, Theorem 6.3.1]. 
Proof of uniqueness in 2.16. (1) Since Q¯×` is abelian, it is enough to check the
value of ρ on conjugacy classes. By continuity of ρ, in order to prove that
it is unique it is enough to show that it is uniquely defined on some dense
subset of GK . We know by the theorem how it is defined on the conjugacy
classes of Frv v ∉ Supp(D) (namely ρ(Frv) = ξ(piv)). Hence we must prove
that the set of such conjugacy classes of Frv is dense. By definition of the
Krull topology, it is enough to prove that if K ′/K is a finite extension, then
every element of Gal(K ′/K) is the image of some Frv (i.e. image of any
element of this conjugacy class) under the quotient map GK → Gal(K ′/K).
By functoriality of the Frobenius, it is enough to show that any element
of Gal(K ′/K) is in a conjugacy class of some Frobenius, but Chebotarev’s
density theorem states that this is indeed the case (actually, for infinitely
many places v).
(2) Let x ∈ A×K , we must show that it is generated by the elements piv v ∉
Supp(D). By the weak approximation theorem we can find an element y ∈
K∗ ⊆ A×K such that y ≡ x mod mnivi for all vi ∈ Supp(D), hence (x/y)vi ∈ Uni
but x/y is equivalent to x as an element of K×/A×K/O×K , therefore we can
replace x by x/y and assume that (x)vi ∈ Uni for all vi ∈ Supp(D).
If we denote valv(x) the value of x under the valuation defined by v we
have that as elements of K×/A×K/O×K , x is equivalent to ∏
v∉Supp(D)pivalv(x)v , note
that this product is actually finite by definition of A×K . We conclude that piv
v ∉ Supp(D) generates K×/A×K/O×K .
ξ is a homomorphism, hence it is determined by its values on the generators
piv v ∉ Supp(D). Since the theorem requires that ξ(piv) = ρ(Frv) it defines ξ
uniquely on K×/A×K/O×K .

Therefore it remains to prove only the existence.
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3. The generalized Picard group
Remark 3.1. In this section we refer to the Zariski topology and not to the e´tale
topology, unless otherwise stated explicitly.
Our next goal is formulating the results of class field theory in terms of alge-
braic curves, so that the machinery of algebraic geometry will help us prove them.
The basic connection between field extensions, which we want to understand, and
algebraic geometry is provided by the following result:
Theorem 3.2. Let k be an algebraically closed field, there exists an equivalence of
categories between the following:
(1) (Function fields of transcendence degree one over k and k morphisms)op.
(2) Nonsingular connected projective curves and dominant morphisms.
(3) Connected quasi-projective curves and dominant rational maps.
Proof. [Ha, Chapter I, Corollary 6.12]. 
The symbol op in the above theorem, means the opposite category: the same
category with arrows in the reverse direction.
We remind this correspondence here in a few words, a more detailed account
can be found e.g. in [Ha]. The connection between (2) and (3) is that every quasi-
projective curve is birationally isomorphic to a unique nonsingular projective model.
Also (2) corresponds to (1) by passing to the field of rational functions. If f ∶
X → Y is a dominant morphism of nonsingular curves, then there exists a morphism
between the fields of rational functions K(f) ∶K(Y )→K(X) defined by φ↦ φ ○ f .
The following correspond to each other under the correspondence of the above the-
orem To get the classical result we will use a similar correspondence for corves over
the finite field Fq, The following correspond to each other under the correspondence
of the above theorem:
Fields of transcendence degree 1 over k Nonsingular projective curves over k
Morphism of k algebras Dominant morphism
Unramified field extension E´tale morphism
Finite Galois extension Finite Galois covering
Primes of K Points of X
From now on unless otherwise stated explicitly, let X be a nonsingular projective
connected curve over the the separably closed field k.
The next thing to do is to find the geometric analog of K×/A×K/O×D.
From now on, let D be a finite subscheme of X and [D] = ∑
i
nixi the corresponding
finite formal sum where xi ∈ ∣X ∣ are different closed points and ni ∈ N for all i. Recall
that closed points of X correspond to places of K (the function field of X), and
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elements of K correspond to rational functions. Note also that for any prime v,
K×v /O×v ≅ Z, hence the group A×K/O×K is the free abelian group generated by the
primes of K. This motivates the following definition.
Definition 3.3 (Generalized Weil divisors). (1) A Weil divisor on X −D is de-
fined as an element of Div(X −D) - the free abelian group generated by the
closed points of X −D.
(2) Let f ∈ K×D(X) i.e. a nonzero rational function such that ∀i ∶ f ≡ 1 mod mnixi
(we also denote it by f ≡ 1 mod D). We can associate to f a Weil divisor
on X − D: (f) = ∑x∈X ordx(f)x, where ordx(f) is the order of the zero
of f in x. Weil divisors of the form (f) are called D-principal. The D-
principal divisors form a subgroup of Div(X −D) since if f1, f2 ∈ KD(X)×
then (f1/f2) = (f1) − (f2). Two divisors are called D-linearly equivalent if
their difference is D-principal.
(3) The quotient group of Div(X −D) by the D-principal divisors is called the
D-Weil class group of X and is denoted by ClD(X).
(4) Define the degree map deg ∶Div(X−D)→ Z by deg(∑ bixi) = ∑ bi recall that
for any rational function f , deg((f)) = ∑x∈X ordx(f) = 0, hence there exists
a well defined map on the quotient deg ∶ ClD(X)→ Z. The inverse image of
d ∈ Z under this map if the set of degree d divisors (under the equivalence
D1 ∼ D2 iff D1 − D2 = (f) for some f ∈ K×D(X)), and is denoted also by
Cld(X).
(5) A Weil divisor D′ = ∑ bixi is called effective, if ∀i ∶ bi ≥ 0.
(6) Let D1,D2 be two Weil divisors, we say that D1 ≥D2 iff D1 −D2 is effective.
We will write f1 ≡ f2 mod D′ if (f1 − f2) ≥D′ as elements of Div(X).
Remark 3.4. Points of X correspond to primes of OK and elements of K are
rational functions on X. We obtain that in the case when X defined over Fq,
ClD(X) is exactly K×/A×K/O×D defined above.
From now on O denotes the sheaf of regular functions on X.
Another useful way, which is more geometric, to look at divisors is using line
bundles. We define it here:
Definition 3.5 (Generalized Picard group). The generalized Picard group PicD(X)
of X Is the moduli space of pairs (L, ψ) where L is a line bundle on X, and ψ ∶ L∣D ≈Ð→O∣D is a trivialization over D (which mean a map ψ = ∏ψi where ψi ∶ Lxi/mniL,xi ≈Ð→Oxi/mnixi , mL,xi is the maximal ideal of Lxi). Two such pairs (L, ψ) and (L′, ψ′) are
equivalent if there exist an isomorphism θ ∶ L ≈Ð→ L′ such that the following diagram
commutes:
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L∣D θ∣D //
ψ !!
L′∣D
ψ′||O∣D
The group operation of the generalized Picard group is ⊗ of line bundles, (L, ψ)⊗(L′, ψ′) = (L′′, ψ′′) where L′′ = L ⊗ L′ and ψ′′ is the composition L∣D ⊗ L′∣D ψ⊗ψ′ÐÐ→O∣D ⊗O∣D a⊗b↦abÐÐÐÐ→ O∣D. It makes the PicD(X) into an abelian group.
Remark 3.6. (1) The Picard group can be given a structure of a commutative
algebraic group, it is done using the functorial approach to moduli schemes.
The proof in the case D = ∅ can be found in [Kl, Theorem 4.8].
Later, in propositions 3.13, 3.14 and 3.16 and also in the proof of 7.7, we
will show that fibers of specific maps involving Picard schemes are isomor-
phic to an affine space, projective space ar other variety as sets, all these
isomorphisms are also isomorphisms of schemes, to prove it the functorial
approach must be used.
(2) In the above definitions, if we take D = ∅ we obtain the usual well known
examples, the class group and Picard group of X, they will be denoted simply
by Cl(X) and Pic(X).
(3) We defined the Picard group in terms of line bundles. Any vector bundle
defines a locally constant sheaf by taking its sheaf of sections, this operation
is an equivalence of categories between the category of k-vector bundles of
rank r and the category of locally constant sheaves of k-vector spaces with
dimension r (proof of this claim can be found e.g. in [LP, Proposition 1.8.1]).
Thus, in what follows we freely switch between these two categories and
sometimes think on the Picard group in terms of locally constant sheaves of
rank 1, i.e. invertible sheaves.
Notation 3.7. When the curve X will be clear from the context, we sometimes
omit it from the notation and write ClD and PicD instead of ClD(X) and PicD(X),
respectively.
If X is defined over Fq, which is the most interesting case as far as class field
theory concerned, The Picard group is just the automorphic side of class field theory,
K×/A×K/O×D:
Proposition 3.8. There exists an isomorphism of groups between K×/A×K/O×D and
the set of Fq-points of PicD, PicD(Fq).
Proof. Consider first the group B of triples of the form (L,{(φx)}x∈∣X ∣, φK) where L
is a line bundle on X. Since L is locally constant, for any closed point x ∈ ∣X ∣ we
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can trivilize it over SpecOx, let φx ∶ L∣SpecOx ≈Ð→ Ox be such a trivilization. We can
also trivialize it over some small enough open neighborhood, and therefore over the
generic point SpecK, let us denote such a trivialization by φK ∶ L∣SpecK ≈Ð→K.
B becomes a group under the operation of tensor product, if (Li,{(φix)}x∈∣X ∣, φiK) ∈
B for i = 1,2 then their product (L,{(φx)}x∈∣X ∣, φK) is defined to be L = L1 ⊗L2, φx
is the composition:
L1∣SpecOx ⊗L2∣SpecOx φ1x⊗φ2xÐÐÐÐ→ Ox ⊗Ox s⊗s′↦ss′ÐÐÐÐ→ Ox
and similarly for φK .
We claim first that there exist an isomorphism of groups α ∶ B → A×K defined as
follows: let (L,{(φx)}x∈∣X ∣, φK) ∈ B restricting each φ to SpecKx we get isomor-
phisms gx = φx ○ φ−1K ∶ SpecKx ≈Ð→ SpecKx, these are elements of K×x for all x, sinceL is locally constant, almost all gx are in O⋆x therefore this is an element of A×K .
α is homomorphism: let (Li,{(φix)}x∈∣X ∣, φiK) ∈ B for i = 1,2 then consider the
following isomorphisms:
Kx
ss′↤s⊗s′ÐÐÐÐ→Kx ⊗Kx φ−11K⊗φ−12KÐÐÐÐÐ→ L1∣SpecKx ⊗L2∣SpecKx φ1x⊗φ2xÐÐÐÐ→Kx ⊗Kx s⊗s′↦ss′ÐÐÐÐ→Kx
and under these maps we have:
1↦ 1⊗ 1↦ φ−11K(1)⊗ φ−12K(1)↦ g1x(1)⊗ g2x(1)↦ g1x(1)g2x(1) = g1xg2x
if (L,{(φx)}x∈∣X ∣, φK) = (L1,{(φ1x)}x∈∣X ∣, φ1K) ⋅(L2,{(φ2x)}x∈∣X ∣, φ2K) the above map
shows that gx = φx ○ φ−1K = g1xg2x hence α is an homomorphism.
α is injective. Indeed, assume (L,{(φx)}x∈∣X ∣, φK) ∈ ker(α), therefore gx = φx ○
φ−1K ∣SpecKx = 1 the identity, hence φx, φK ∶ L∣SpecKx →Kx are compatible, and by the
gluing property we can glue them to get φ ∶ L ≈Ð→ O, therefore (L,{(φx)}x∈∣X ∣, φK) is
trivial.
α is also surjective, let {(gx)}x∈∣X ∣ ∈ A×K since by gluing to define a sheaf L it
is sufficient to define LOx = L∣SpecOx = Ox, LK = L∣SpecK = K and give gluing
isomorphisms on the intersections: LOx ∣SpecKx ≈Ð→ LK ∣SpecKx . We take this gluing
isomorphisms to be the required gx the sheaf L we obtain is locally constant since(gx) ∈ A×K , and φx, φK are defined to be the identifications LOx = Ox and LK = K,
respectively. α(L,{(φx)}x∈∣X ∣, φK) = {(gx)}x∈∣X ∣.
If we consider pairs of the form (L,{(φx)}x∈∣X ∣) as quotients of B, under the
imorphism α it is it is the same as introducing the equivalence relation defined by
K× on A×K hence there exists an isomorphism between K×/A×K and such pairs.
PicD(Fq) is a quotient of such pairs, the quotient map is (L,{(φx)}x∈∣X ∣)↦ (L, ψ)
where ψ∣SpecOx ≡ φx mod mnixi here as usual mxi are the maximal ideals of Oxi .
In particular, two such pairs (L,{(φx)}x∈∣X ∣) and (L′,{φ′x}x∈∣X ∣) maps to the same
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element of PicD(Fq) if L ≅ L′ and the maps induce the same trivialization ψ over
D, that is (φx ○ (φ′x)−1) ∈ O×D. We conclude that K×/A×K/O×D ≅ PicD(Fq) and we are
done. 
Notation 3.9. We can define a map OD ∶ Div(X −D) → PicD by x ↦ (O(x), ψ)
where O(x) is the sheaf of regular function with (f) ≥ [x] and ψ ∶ O(x)∣D → OD is
the identity map, this map induces a canonical isomorphism of group ClD
≈Ð→ PicD,
which will also be denoted by OD.
Definition 3.10.
(1) We can define an action act ∶ (X−D)×PicD → PicD by act(x,L) ∶= OD([x])⊗L.
(2) We sometimes use the notation actx ∶ PicD → PicD for actx(L) = act(x,L).
(3) In particular, taking (L, ψ) = (O, id) we obtain a map φ ∶ X −D → PicD,
defined by φ(x) = OD([x]). From now on, the letter φ will be used only for
this map. The image of φ is actually contained in the connected component
Pic1D of PicD defined by line bundles of degree 1.
The following generalization of the classical notion will be very important for us
later:
Definition 3.11. A complete linear system is the set of effective divisors on X −D
D-equivalent to some D0. It is denoted by ∣D0∣D.
Notation 3.12. l(D0) will denote dimk(H0(X,O(D0))).
Proposition 3.13. In the case [D] = 0, D0 is a Weil divisor. The set ∣D0∣ is in
one to one correspondence with the projective space H0(X,O(D0))/k× ≅ Pl(D0)−1.
Proof. [Ha, Chapter II, Proposition 6.13]. 
We now want to generalize the above proposition, and calculate the complete
linear system in the ramified case, [D] > 0.
Proposition 3.14. Assume Supp(D0)⋂Supp(D) = ∅, [D] > 0 and D0 ≥ 0 then the
elements of the complete linear system ∣D0∣D corresponds to the points of the affine
space H0(X,O(D0 − [D])) ≅ Al(D0−[D]).
Proof. H0(X,O(D0 − [D])) is the set of global sections of the sheaf O(D0 − [D]),
such global sections are just rational functions f ∈ K that satisfies for any point
x ∈ ∣X ∣ ordx(f) ≥ ordx([D] −D0), this is simply the statement that (f) ≥ [D] −D0
or (f) +D0 − [D] is effective.
We know that the constant function 1 ∈K is inH0(X,O(D0)) sinceD0 is effective.
Hence we can define a map H0(X,O(D0 − [D]))→H0(X,O(D0)) by f ↦ f + 1.
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Also note that since Supp(D0)⋂Supp(D) = ∅, a function f ∈H0(X,O(D0−[D]))
satisfies f ≡ 0 mod [D], hence f + 1 ≡ 1 mod [D].
On the other hand, f + 1 ∈ H0(X,O(D0)) therefore (f + 1) +D0 is effective. We
obtain a map h ∶H0(X,O(D0 − [D]))→ ∣D0∣D defined by h(f) = (f + 1)+D0. If we
prove that h is bijective we are done.
h is injective: we claim that if for two functions f1, f2 ∈ H0(X,O(D0 − [D]))
satisfies (f1+1) = (f2+1) then f1 = f2. Indeed, (f1+1f2+1) = 0 the zero divisor, it implies
that f+1f ′+1 ∈ H0(X,O×) is a (nonvanishing) regular function, but X is projective,
so a regular function is necessarily constant. Hence f1+1f2+1 = λ ∈ k× and it follows
that the difference f1 − λf2 = λ − 1 is a constant function. But if [D] > 0 and
Supp(D0)⋂Supp(D) = ∅ then the only constant function in H0(X,O(D0 − [D]))
is zero, therefore λ = 1 and f1 = f2.
h is surjective: we must show that any function that satisfies g ≡ 1 mod [D] and(g) +D0 ≥ 0 is of the form g = f + 1 where f ∈ H0(X,O(D0 − [D])); this is easy:(g)+D0 ≥ 0 implies (f)+D0 ≥ 0 (because D0 is effective and f, g have the same poles).
Also, g ≡ 1 mod [D] implies f ≡ 0 mod [D] and therefore ordx(f) ≥ ordx([D]) for
any x ∈ Supp(D). We conclude that (f) − [D] + D0 is effective, in other words
f ∈H0(X,O(D0 − [D])), so we are done. 
We now give a relation between the generalized Picard in the ramified and un-
ramified case, but first we define:
Definition 3.15. Define a functor RD ∶ Schop → Ab by:
RD(T ) = the group of trivializations of OT×X ∣T×D.
We state without giving a proof that this functor is representable by an algebraic
group RD whose set of k-points is isomorphic to ∏
xi∈Supp(D)O×xi/(1 +mnixi).
Proposition 3.16. There exist a natural surjective homomorphism of algebraic
groups PicD → Pic with kernel isomorphic to RD/Gm.
Proof. On the level of points, the kernel of the map PicD → Pic defined by (L, ψ)↦L consists of all trivializations ψ ∶ L∣D ≈Ð→ O∣D. Such trivialization corresponds
to trivializations of the form θ ∶ O∣D ≈Ð→ O∣D, indeed, since L∣D is trivial we can
choose a trivialization ψ0 ∶ L∣D ≈Ð→ O∣D and the map θ ↦ θ ○ ψ0 is bijective be-
cause its inverse is composition with ψ−10 . Therefore the fiber is isomorphic to
the set of all trivializations θ ∶ O∣D ≈Ð→ O∣D, a trivialization is an automorphism
of ∏
xi∈Supp(D)Oxi/mnixi preserving each factor, but this is simply multiplication by an
element of RD = ∏
xi∈Supp(D)O×xi/(1 +mnixi). There is another equivalence on the fiber
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since by the definition of PicD two trivializations of O are considered the same if
they differ by an automorphism of O i.e. nonzero constant function, hence the fiber
is RD/Gm. 
Remark 3.17. Note that the statement is about algebraic schemes, but we proved
a statement about the set of points. Therefore the proof is incomplete, to prove it
as algebraic varieties, the functorial approach must be used. The method for the
proof will be as follows:
(1) Define functors PicD,Pic ∶ Schop → Ab by:
PicD(T ) = the group of invertible sheaves L on T ×X with trivialization
over T ×D, divided by the group of invertible sheaves on T ×X which are
pullbacks of a sheaf on T under the projection map T ×X → T .
Pic(T ) = the group of invertible sheaves L on T ×X.
(2) Show that these functors are representable, Pic and PicD are by definition
the schemes representing Pic and PicD respectively.
(3) Give a natural transformation between the functors PicD →Pic, it is simply
the transformation that forgets the trivialization.
(4) To conclude, show that natural transformation induces a surjective homo-
morphism between the representing scheme PicD → Pic, with kernel RD.
4. The e´tale fundamental group
On our way to find geometric analogs of notions from class field theory, we now
want to define the analog of the Galois group. The group Gal(Kun/K), the max-
imal unramified extension, turns out to be a more natural geometric object than
Gal(K¯/K), so we define the geometric analog of Gal(Kun/K). Recall that finite
Galois unramified extensions of K corresponds to finite e´tale Galois covering of X,
since the Galois group is the group of automorphisms of the covering, the following
definition is very natural:
Definition 4.1 (The e´tale fundamental group). Let X be a connected scheme, x¯ a
geometric point. Define a functor from the category of finite e´tale coverings of X
to the category of sets F ∶ FEt/X → sets by F (Y ) = HomX(x¯, Y ). AutX(Y ) acts
on F (Y ) such that if Y is connected, then the action is faithful. If the action is
also transitive, then Y is called Galois over X. The functor F is pro-representable,
i.e there exist a projective system {Xj → Xi ∶ i < j ∈ I} indexed by I of finite e´tale
coverings pi ∶ Xi → X such that F (Y ) = limÐ→
i
HomX(Xi, Y ). The projective system
X̃ = (Xi)i∈I can be chosen such that the coverings pi ∶ Xi → X are Galois coverings
of X since the Galois objects are a cofinal system: for any finite e´tale covering
Y ′ → X, there exist Y → Y ′ finite e´tale, such that Y → X is Galois. We define the
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fundamental group of X to be: If i < j ∈ I then the map Xj → Xi induces a map
AutX(Xj)→ AutX(Xi) therefore this is also a projective system, and we can define:
pi1(X, x¯) = AutX(X̃) ∶= lim←Ð
i
AutX(Xi). There are some statements in this definition
given here without proofs, the proofs can be found in [Mu1].
This fundamental group is the group of automorphisms of the ”maximal” e´tale
covering, exactly as the group Gal(Kun/K) is the automorphism group of the maxi-
mal unramified field extensions of K. Therefore, in the unramified case of class field
theory - this is exactly the group GK we want to explore. We shall now give some
properties of the fundamental group, which will be useful later.
Remark 4.2. The fundamental group is independent of the base point, pi1(X, x¯) ≈Ð→
pi1(X, x¯′) canonically up to inner automorphism of pi1(X, x¯).
Notation 4.3. Following the above remark, we will sometimes omit the base point
from the notation and write simply pi1(X) instead of pi1(X, x¯).
When we refer to the fundamental group of a disconnected scheme (such as
pi1(Pic(X))), the meaning is the fundamental group of one of its connected com-
ponents; in all cases considered the components will have isomorphic fundamental
groups. Sometimes the reference will be to some specific connected component, and
it will be clear which one from the context.
Construction 4.4 (Functoriality of the fundamental group). Let f ∶ Y → X be a
morphism such that f(y¯) = x¯. we have a contravariant functor f∗ ∶ FEt/X → FEt/Y
defined by base change f∗(X ′) = X ′ ×
X
Y . If α ∈ pi1(Y, y¯) we can define an element
f∗(α) ∈ pi1(X, x¯) as follows: if X ′ → X is a finite Galois covering, then α gives
an automorphism α¯ of any finite etale X ′ ×
X
Y → Y (it is just its image under the
quotient map pi1(Y ) ↠ pi1(Y )/pi1(X ′ ×
X
Y )). α¯ induces an automorphism f∗(α¯) of
X ′ → X since by property of base change, the fibers of X ′ ×
X
Y → Y are naturally
isomorphic to the fibers of X ′ → X. We obtain a compatible set of automorphisms
for all finite Galois coverings X ′ → X (compatibility follows from the fact that all
automorphism came from quotients of the same α), this is the required element
f∗(α) ∈ pi1(X, x¯).
We can translate between properties of coverings and the morphism f∗ ∶ pi1(Y, y¯)→
pi1(X, x¯), for example:
Proposition 4.5. f∗ ∶ pi1(Y, y¯) → pi1(X, x¯) is surjective iff for any connected e´tale
covering X ′ →X, X ′ ×
X
Y is connected.
Proof. [Mu1, Chapter V, 5.2.4]. 
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We want to understand what happens to the fundamental group under a finite
e´tale covering.
Proposition 4.6. Let pi ∶ Y → X be a finite e´tale covering and y¯ ∈ Y, x¯ ∈ X are
geometric points such that pi(y¯) = x¯. Then pi∗ ∶ pi1(Y, y¯)↪ pi1(X, x¯) is injective, and
it is of finite index.
Proof. The fundamental group pi1(Y ) is by definition the group of automorphisms of
the universal covering pi ∶Xi → Y , X̃ = (Xi)i∈I , taking the composition f○pi ∶Xi →X
this is also the universal covering of X. But clearly any Y -automorphism is also
X-automorphism so AutY (Xi) ≤ AutX(Xi). These inclusions induces the map on
the fundamental groups pi1(Y ) = lim←Ð
i
AutY (Xi) ↪ pi1(X) = lim←Ð
i
AutX(Xi). It is of
finite index since we can consider a finite e´tale covering Y ′ → Y such that Y ′ → X
is Galois. In this case pi1(Y ′) ⊲ pi1(X) is a normal subgroup, and the quotient is
just AutX(Y ′) which is a finite group since its size equal the degree of the covering
Y ′ → X. But pi1(Y ′) ≤ pi1(Y ) ≤ pi1(X) and the fact that pi1(Y ′) ≤ pi1(X) is of finite
index implies that pi1(Y ) ≤ pi1(X) is also of finite index, and we are done. 
Example 4.7. The projective line over a separably closed field k is simply connected
(pi1(P1k, x¯) is trivial).
In order to prove it we will use the following theorem:
Theorem 4.8 (Hurwitz’s theorem). Let f ∶ Y →X be finite and separated morphism
of curves (as in [Ha], curve here is nonsingular projective curve over an algebraically
closed field k) of degree n then 2g(Y )− 2 = n(2g(X)− 2)+ degR, where g stands for
genus and R is the ramification divisor of f .
Proof. [Ha, Chapter IV, Corollary 2.4]. 
Proof that P1 is simply connected. We want to show that any finite e´tale covering of
P1 is trivial. Let f ∶ Y → P1 be a connected finite e´tale covering. Finite morphisms
are proper, e´tale morphisms are smooth. Hence Y is smooth, irreducible (since
connected and smooth) i.e. a curve. Therefore we can use Hurwitz’s theorem for
f ∶ Y →X = P1. Since e´tale morphisms are unramified we have R = 0. According to
Hurwitz 2g(Y ) − 2 = n(g(P1) − 2) = −2n and the only solution is n = 1, g(Y ) = 0, a
trivial covering P1 → P1. 
Example 4.9. Pn, n ≥ 2 is also simply connected.
We prove it using:
Theorem 4.10 (The connectedness theorem). Let Y be an irreducible variety, f ∶
Y → Pn a proper morphism and L ⊆ Pn a linear subvariety of codimension < dimY .
Then f−1(L) is connected.
GEOMETRIC CLASS FIELD THEORY 17
Proof. [DS, Theotem II 1.4]. 
Proof that Pn is simply connected. Let P1 ↪ Pn be an inclusion of a linear subva-
riety. And X ′ → Pn be a finite connected e´tale covering. Then X ′ ×
Pn
P1 → P1 is
connected according to the connectedness theorem. Proposition 4.5 above then im-
plies that pi1(P1) → pi1(Pn) is surjective. But by the previous example, pi1(P1) is
trivial, hence also pi1(Pn). 
In the case k = C, the field of complex numbers, we have the e´tale fundamental
group pi1(X) and the topological fundamental group with respect to the complex
topology pitop1 (X(C)). A relation between the two groups will be useful in calcula-
tions of fundamental groups. We can’t expect the two groups to be isomorphic in
general, since topological covering spaces can be of infinite degree while algebraic
covering cannot. But there is still a strong connection provided by:
Theorem 4.11 (The Riemann’s existence theorem). Let X be a connected scheme
over C and Y ′ →X(C) a finite unramified covering of complex analytic spaces, then
there exist a unique finite e´tale covering Y → X such that Y ′ = Y (C). It gives an
equivalence of categories between finite e´tale coverings of X, and finite topological
covering of X(C).
Proof. The case of X(C) complete can be found in [GAGA] and the general case in
[GR]. 
Corollary 4.12. Let X be a connected scheme over C, then pi1(X) ≅ pˆitop1 (X(C)).
Whereˆhere means profinite completion.
Proof. Immediate from the Riemann existence theorem. The finite quotients of
pitop1 (X(C)) are provided by Galois groups of finite extensions, but finite extensions
are algebraizable by the existence theorem. And the e´tale fundamental group is
exactly the inverse limit of the corresponding groups, i.e. the profinite completion.

This result helps us calculate the fundamental groups of curves over C; the fol-
lowing will give us the result for curves over a field k of characteristic 0:
Theorem 4.13. Let k ⊆ k′ be an extension of separably closed fields. X → Speck a
proper connected scheme. Then the induced map pi1(X ×
Speck
Speck′) ≈Ð→ pi1(X) is an
isomorphism.
Proof. [Mu1, Chapter VII, Proposition 7.3.2]. 
Example 4.14. Assume Char(k) = 0 then the affine space Ank is simply connected.
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Proof. The fact that pitop1 (AnC(C)) = pitop1 (Cn) = 1 is well known, by corollary 4.12
from the Riemann existence theorem pi1(AnC) = 1. Considering the inclusion Q¯↪ C,
we obtain by the above theorem pi1(AnQ¯) = 1. Since any separably closed field of
characteristic 0 contains a copy of Q¯, we obtain an inclusion Q¯ ↪ k, using the last
theorem again we conclude that pi1(Ank) = 1. 
Example 4.15. Assume Char(k) = p then the fundamental group pi1(Ank)ab is a
pro-p group.
Proof. We can show it by induction on n.
The case n = 1 follows from [SGA1, XIII, Corollary 2.12], which calculates more
generally the non-p part of the abelianization of the fundamental group in the affine
curve case. It also follows from the Abhyankar’s conjecture, which gives the finite
quotients of the fundamental group of affine curves, and was proved for the affine
line in [Ra] and in general in [Harb].
Assume that for n−1 the fundamental group is a pro-p group. By a basic property
of the fundamental functor (see [Mu1]), the fundamental group of a fiber product
is given by pi1(X ×
Z
Y ) ≅ pi1(X) ×
pi1(Z) pi1(Y ) therefore pi1(Ank) ≅ pi1(An−1k ) × pi1(A1k)
so pi1(Ank)ab ≅ pi1(An−1k )ab × pi1(A1k)ab is a product of pro-p group by the induction
hypothesis, and therefore a pro-p group. 
Remark 4.16. In the case Char(k) = p, the fundamental group pi1(Ak)ab is non
trivial, since we have the Artin-Schreier extension k[x]↪ k[x, y]/(yp − y − a) which
is finite e´tale extension, for more details consult [Mi].
Definition 4.17. (1) A scheme X over k is separable (over k) if for any field
extension K of k, X ⊗
k
K is reduced.
(2) A morphism f ∶ Y → X is separable if Y is flat over X and for any point
x ∈X the fiber Y ⊗
X
k(x) is separable over k(x).
(3) A morphism f ∶ Y → X is a fibration if Y is locally for the e´tale topology a
product of the form F ×X for some scheme F .
It is known from algebraic topology that fibrations give rise to exact sequences of
the homotopy groups. We state an algebraic analog to this result:
Theorem 4.18 (The first homotopy exact sequence). Assume that f ∶ Y → X is
either a proper and separable morphism or a fibration. Assume also that X,Y, f−1(x)
are geometrically connected. Then we have an exact sequence of the fundamental
groups
pi1(f−1(x))→ pi1(Y )→ pi1(X)→ 1.
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Proof. For the proper separable case see [Mu1, Chapter VI, 6.3]. For the case of
fibration let p ∶ X̃ → X denotes the universal covering of X, then we obtain a
fibration with base X̃:
F // X̃ ×
X
Y
id×
X
f
//

X̃
p

F // Y
f // X
But a fibration over a simply connected scheme is trivial, therefore pi1(F ) ≅ pi1(X̃×
X
Y ). By an elementary property of the fundamental group, for a (pro-e´tale) covering
X̃ ×
X
Y → Y the map induced on the fundamental groups pi1(X̃ ×
X
Y )→ pi1(Y ) makes
the former a subgroup of the latter. The quotient here is the group of automorphisms
of the covering X̃ ×
X
Y → Y which is exactly the fundamental group of X, this is
precisely the statement that there exist an exact sequence as required:
pi1(F )→ pi1(Y )→ pi1(X)→ 1.

In the case of open immersions, we can say something about the map induced on
the fundamental groups:
Proposition 4.19. If U,X are connected normal varieties, i ∶ U ↪X is an inclusion
of an open subscheme, then the induced map: i∗ ∶ pi1(U)→ pi1(X) is surjective.
Proof. [SGA1, IX, Corollary 5.6] 
We end this section by claiming that the fundamental group is independent of
changing a ”small” subscheme, the exact result is this:
Theorem 4.20. Let X be a locally Noetherian regular scheme, U ⊆ X an open
subscheme and assume X − U is of codimension ≥ 2. Then the morphism induced
by inclusion on the fundamental groups pi1(U,x0) ≈Ð→ pi1(X,x0) is an isomorphism.
Proof. [SGA1, X, Corollary 3.3] 
5. Grothendieck’s sheaf-function correspondence
5.1. Representations and local systems. Let X be a connected scheme, x¯ a
geometric point. Xet is the e´tale site on X and Sh(Xet) the category of sheaves on
the e´tale site.
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The next step to make our statement of class field theory more geometric is the
equivalence between representations of the fundamental group and local systems.
Note that in this section a reference with topological meaning refers to the e´tale
topology. For example:
Definition 5.1. (1) A local system F ∈ Sh(Xet) on X is a locally constant sheaf
of abelian groups on X. Here, ”locally constant” means that there exist an
e´tale covering {ιi ∶ Ui →X}i∈I of X such that ι∗iF are constant sheaves.
(2) A constructible sheaf of abelian groups F ∈ Sh(Xet) on X is a sheaf such
that there exist a decomposition of X into a disjoint union of (Zariski) locally
closed subset X =∐Xi such that F ∣Xi is locally constant.
Remark 5.2. The results of this subsection have analogies for F a sheaf of R-
modules. But for now, let F be a sheaf of abelian groups.
The basic connection between representations of the fundamental group and local
systems is:
Theorem 5.3. The map F ↦ Fx¯ is an equivalence of categories between locally
constant sheaves of abelian groups on X with finite stalks and finite modules (or
representations) of the algebraic fundamental group.
Sketch of proof. Let us give constructions in both directions which are inverses to
one another. Given a sheaf F we construct the corresponding representation of the
fundamental group, we must show how pi1(X, x¯) acts on Fx¯ ≅ G. Let X̃ = (Xi)i∈I be
the universal covering of X, where pi ∶Xi →X are Galois coverings.
The local system F must be trivial on the universal covering because it is simply
connected: it has no nontrivial e´tale coverings to trivialize the local system, but
we know that the local system can be trivialize using some covering (it is locally
constant). So write p ∶ X̃ → X (this map is only ”pro-e´tale”, because it is not
necessarily locally of finite type) and choose an isomorphism α ∶ p∗F ≈Ð→ G where
G is the constant sheaf with stalk G (G an abelian group). This isomorphism is
determined uniquely up to a choice of isomorphism of groups (p∗F)z¯ ≈Ð→ G for some
z¯ over x¯. Note that α defines isomorphism of groups αz¯′ ∶ (p∗F)z¯′ ≈Ð→ G for any point
z¯′ of X̃.
Let g ∈ pi1(X, x¯), and let z¯′ = gz¯ be two points of the universal cover over x¯.
Then we can define ρ(g) to be the G-automorphism αz¯ ○ gz¯,z¯′ ○ α−1z¯′ ∈ Aut(G) where
gz¯,z¯′ ∶ (p−1F)z¯′ ≈Ð→ (p−1F)z¯ is the map induced on the stalks by g ∶ X̃ → X̃.
Concerning the other direction, given a representation ρ ∶ pi1(X, x¯)→ Aut(G) and
an e´tale morphism U → X we can define a local system on X. Let Ũ denotes the
product X̃ ×
X
U , F(U) will be constructed as the set of all functions f ∶ Ũ → G
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satisfying f(gz¯) = ρ(g)f(z¯) where g ∈ pi1(X, x¯) is an element of the fundamental
group which acts on the fiber of p, i.e on the first factor of Ũ .

We want to characterize local systems which are pullbacks of some other local
system:
Definition 5.4. Let G be an algebraic group (in our case G will be finite) acting
from the left on the scheme Y and let
s ∶ Y → G × Y, pi ∶ G × Y → Y, i = 1,2, qi ∶ G ×G × Y → G × Y, i = 1,2,3
defined for y ∈ Y , g, g′ ∈ G by:
s(y) = (1, y), p1(g, y) = g−1y, p2(g, y) = y
q1(g, g′, y) = (g′, g−1y), q2(g, g′, y) = (gg′, y), q3(g, g′, y) = (g, y)
A G-equivariant sheaf on Y is a sheaf F on Y and an isomorphism α ∶ p∗2F ≈Ð→ p∗1F
satisfying the cocycle conditions:
s∗(α) = idF , q∗2(α) = q∗1(α) ○ q∗3(α)
Proposition 5.5. Let pi ∶ Y → X be a Galois covering with Galois group G =
AutX(Y ), x¯, y¯ as above. For a local system F on Y , the following are equivalent:
(1) There exist a G-equivariant structure on F , α ∶ p∗2F → p∗1F .
(2) F = pi∗F ′ for some local system F ′ ∈ Sh(Xet).
Proof. (1) ⇒ (2): F is G-equivariant if there exists an isomorphism α ∶ p∗2F →
p∗1F satisfying the cocycle condition. The statement that pi ∶ Y → X is Galois
covering means that the map f ∶ G × Y → Y ×
X
Y defined by f(g, y) = (g−1y, y) is an
isomorphism.
Let pii ∶ Y ×
X
Y → Y i = 1,2 be the two projections. It is clear that pi = f ○ pii
i = 1,2 therefore, since f is an isomorphism, the isomorphism α ∶ p∗2F → p∗1F gives
after base change under f−1 an isomorphism β = (f−1)∗α ∶ pi∗2F → pi∗1F .
We can finish the proof using the gluing property for sheaf on X. Let (fi ∶ Ui →X)
be a covering of X where fi are e´tale morphisms of finite type, and let pi1 ∶ Ui ×
X
Uj →
Ui, pi2 ∶ Ui ×
X
Uj → Uj denotes the projections. The gluing property of sheaves states
that to give a sheaf on X is the same as to give sheaves Fi on Ui and isomorphisms
of sheaves on Ui ×
X
Uj: pi∗1Fi ≈Ð→ pi∗2Fj for all i, j.
In our case, the covering is simply pi ∶ Y → X, then (2) is equivalent to an
isomorphism over Y ×
X
Y between pi∗1F ≈Ð→ pi∗2F but β is exactly such an isomorphism.(2) ⇒ (1): The same proof, in the reverse direction, works here too. Note that
the cocycle condition for equivariant sheaves becomes trivial. Indeed, the maps
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σ ∶ Y ×
X
Y
piiÐ→ Y piÐ→X coincide, and if F = pi∗F ′ then the isomorphism β ∶ pi∗2F → pi∗1F
is just the identity on σ∗F ′. Therefore α ∶ p∗2F → p∗1F is also the identity and the
cocycle condition follows immediately. 
Remark 5.6. If we denote the category of G-equivariant sheaves on Y by ShG(Yet)
then pi∗ ∶ Sh(Xet)→ ShG(Yet) is an equivalence of categories. Its inverse is (pi∗−)G ∶
ShG(Yet) → Sh(Xet) defined by F ↦ (pi∗F)G, the invariants of the direct image.
See [Vis] for treatment of the subject in a more general context.
5.2. `-adic local systems. We first recall here some definitions concerning sheaves:
Definition 5.7. Let Q` ⊆ F be a finite extension, OF the ring of integers in F and
mF its maximal ideal.
(1) An OF -sheaf is a projective system (Fn)n∈N where Fn is a constructible sheaf
of OF /mnF modules such that Fn+1 → Fn induces isomorphisms Fn+1 ⊗OF /mn+1FOF /mnF ≈Ð→ Fn.
(2) The category of F -sheaves is the quotient of the category of OF -sheaf by the
torsion objects (sheaves that killed by some power of `. Specifically, these are
sheaves (Fn)n∈N such that for n large enough Fn = F is independent of n).
Given an OF -sheaf F its image under this quotient is denoted by F ⊗OF F .
(3) If Q` ⊆ F ⊆ F ′ are finite extensions. Then there exists a functor from the
category of F -sheaves to F ′-sheaves F ↦ F ⊗
F
F ′ defined by extension of
coefficients. A Q¯`-sheaf is a direct limit limÐ→FF , where FF is a F -sheaf and
F runs through the finite extensions of Q`.
Definition 5.8. Let Q` ⊆ F be a finite extension, OF the ring of integers in F and
mF its maximal ideal.
(1) An OF -sheaf (Fn)n∈N is locally constant if each Fn is.
(2) A F -sheaf F ⊗OF F is a locally constant is F is.
(3) A Q¯`-sheaf is locally constant, if it can be written as a limit of locally constant
F -sheaves. Such a sheaf is called an `-adic local system.
Remark 5.9. The definitions of direct and inverse images of sheaves and the state-
ments of the previous subsection have analogs in the `-adic case. The process is the
following: First, take inverse limit to get versions for OF -sheaves. Then tensor with
F to get rid of the torsion and state version for F sheaves. Finally, by direct limit
conclude the corresponding statements about `-adic local systems. We immediately
state such a version of theorem 5.3.
Theorem 5.10. Let X be a connected scheme, x¯ a geometric point, then there
is an equivalence of categories between `-adic local systems on X and continuous
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representations of pi1(X, x¯) in finite dimensional Q¯` vector spaces. It is defined byF ↦ Fx¯
Remark 5.11. (1) In particular we get a correspondence between one dimen-
sional `-adic local systems and characters.
(2) We can use the theorem above to apply notions defined for representations
also for local systems and conversely. In particular, the notion of ramifica-
tion of a local system is defined to be the ramification of the corresponding
representation.
5.3. The Frobenius action. In this subsection, X will be an algebraic variety over
the finite field Fq.
Notation 5.12. X¯ will denote X ×
SpecFq
Spec F¯q, it is an algebraic variety over F¯q.
The projection map X¯ →X will be denoted by piX .
We will use the same notation for sheaves, if F is a sheaf over X, we will write F¯
for the pullback pi∗XF .
Now we define three different endomorphisms of X¯:
Definition 5.13. (1) The absolute Frobenius AbX ∶ X → X is defined as the
identity on the underlying space and f ↦ f q on the structure sheaf OX¯ ,
similarly we can define AbX¯ ∶ X¯ → X¯.
(2) The geometric Frobenius map FX ∶ X¯ → X¯ is the map AbX × idSpec F¯q ∶
X ×
SpecFq
Spec F¯q →X ×
SpecFq
Spec F¯q.
(3) The arithmetic Frobenius map FX ∶ X¯ → X¯ is the map idX × AbSpecF¯q ∶
X ×
SpecFq
Spec F¯q →X ×
SpecFq
Spec F¯q.
Notation 5.14. We sometimes omit X from the notation when it is clear from the
context and write simply F , Ar and Ab for FX , ArX and AbX respectively.
Remark 5.15.
(1) The geometric Frobenius FX ∶ X¯ → X¯ is a morphism over F¯q and ArX ∶ X¯ →
X¯ is an automorphism of X¯ corresponding to the Frobenius automorphism
of the field extension F¯q/Fq.
(2) From the definition it is clear that the following relation between the Frobenii
is satisfied:
ArX ○ FX = FX ○ArX = AbX ×AbSpecF¯q = AbX¯
(3) The Frobenii are functorial. If θ ∶ X → Y is a map of schemes over Fq then
AbY ○ θ = θ ○ AbX . The equality as maps of the underlying spaces is clear,
and the equality of the maps on the structure sheaves also follows since the
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map g ∶ OY (U) → θ∗OX(U) is an homomorphism of rings, and therefore for
f ∈ OY (U) we have: g(f q) = g(f)q. We conclude that if θ¯ ∶ X¯ → Y¯ is the
induced map of schemes over F¯q, then FY ○θ¯ = (AbY ×idSpec F¯q)○(θ×idSpec F¯q) =(θ × idSpec F¯q) ○ (AbX × idSpec F¯q) = θ¯ ○FX therefore the geometric Frobenius is
functorial, and similarly for the arithmetic Frobenius ArY ○ θ¯ = θ¯ ○ArX .
Definition 5.16. A Weil sheaf F over X is a pair (F¯ , ψ) where F¯ is an `-adic sheaf
over X¯ and ψ is an isomorphism of sheaves: ψ ∶ F ∗F¯ ≈Ð→ F¯ . We can think about ψ
as an action of Frobenius.
Construction 5.17. Let F = (F¯ , ψ) is a Weil sheaf on SpecFq. F¯ is a sheaf on
Spec F¯q so it is just a Q¯` vector space (corresponding to the stalk in the zero ideal
of F¯q). The geometric Frobenius F is the identity morphism in this case, therefore
ψ ∶ F¯ → F¯ is an endomorphism of this vector space, whose trace will be denoted by
Tr(F).
Proposition 5.18. For any sheaf F¯ on X¯ there exist a canonical isomorphism:
θ ∶ Ab∗F¯ ≈Ð→ F¯ .
Proof. [SGA5, XV, Expose´ §2, n○1]. 
We now give a structure of Weil sheaves to sheaves that come from X:
Proposition 5.19. If F is a sheaf on X, then F¯ = pi∗XF has a natural action of
Frobenius that makes it a Weil sheaf.
Proof. By the above proposition we have: (F ○ Ar)∗F¯ = Ab∗F¯ ≅ F¯ apply (Ar∗)−1
on this equation to get F ∗F¯ ≅ (Ar∗)−1F¯ . Since Ar acts only on the second factor
of the structure sheaf of X¯ =X ×
SpecFq
Spec F¯q we have piX ○Ar = piX and therefore:
F ∗F¯ ≅ (Ar∗)−1F¯ = (Ar∗)−1pi∗XF = pi∗XF = F¯
Is the required action of Frobenius. 
Proposition 5.20. Let θ ∶ X → Y be a map, and let (F¯ , ψ) be a Weil sheaf on Y .
Then the pullback θ¯∗F¯ has a natural action of Frobenius that makes it a Weil sheaf.
Proof. We have the isomorphism ψ ∶ F ∗Y F¯ ≈Ð→ F¯ . Apply θ¯∗ to get θ¯∗ψ ∶ θ¯∗F ∗Y F¯ ≈Ð→ θ¯∗F¯ .
But by functoriality of the Frobenius, θ¯ ○FX = FY ○ θ¯ therefore θ¯∗ψ ∶ F ∗X θ¯∗F¯ ≈Ð→ θ¯∗F¯
is an action of Frobenius on θ¯∗F¯ . 
Remark 5.21. If (F¯1, ψ1), (F¯2, ψ2) are Weil sheaves on X then the tensor productF¯1 ⊗ F¯2 has also a structure of a Weil sheaf by: F ∗(F¯1 ⊗ F¯2) ≈Ð→ F ∗F¯1 ⊗F ∗F¯2 ψ1⊗ψ2ÐÐÐ→F¯1 ⊗ F¯2.
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Construction 5.22 (Sheaf-function correspondence). Let X(Fq) be the set of Fq
points of X. To a Weil sheaf F = (F¯ , ψ) we can associate a function fF ∶X(Fq)→ Q¯`
defined by:
fF(x) = Tr(i∗xF)
Where ix ∶ SpecFq →X is just the Fq-point x.
Remark 5.23. This notion is convenient since many useful functions come from
sheaves, and operations on functions correspond to operations on sheaves. For
example, let g ∶X → Y then:
(1) Pullback of functions and sheaves correspond to one another, if F is a Weil
sheaf on Y then:
f g
∗(F) = g∗(fF)
This property is immediate from the definition, since if x ∈ X(Fq) maps to
g(x) = y ∈ Y (Fq), then i∗yF = i∗xg∗F since iy = g ○ ix.
(2) Tensor product of sheaves corresponds to product of functions, if F1,F2 are
Weil sheaves on X:
fF1⊗F2 = fF1 ⋅ fF2
This is also trivial using the definition of the Weil sheaf structure on the
tensor product and the fact that if fi ∶ Vi → Vi i = 1,2 are linear maps of the
vector spaces Vi then Tr(f1 ⊗ f2) = Tr(f1)Tr(f2)
More importantly, sheaves have other operations that don’t exist for functions,
making them better objects to work with.
6. Proof of the first part of class field theory
6.1. Unramified case. Let X be a smooth projective connected curve defined
over Fq with function field K = Fq(X) we have already proved that PicD(X)(Fq) ≅
K×/A×K/O×D (3.8). The following statement will be useful:
Proposition 6.1. Let H be a commutative algebraic group defined over Fq, then
there exists a surjective morphism LH ∶ pi1(H)↠H(Fq) defined in the proof.
Proof. The Lang isogeny L ∶ H → H is defined by a ↦ F (a)/a, where F ∶ H → H is
the geometric Frobenius defined above. L is a Galois covering with group of covering
transformation ker(L) =H(Fq) (It acts on the covering by translation, Tx ∶H ≈Ð→H
is Tx(y) = xy). But pi1(H) is the group of covering transformations of the universal
covering, therefore H(Fq) is a quotient LH ∶ pi1(H)↠H(Fq). 
Remark 6.2.
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(1) A character ξ ∶ H(Fq) → Q¯×` defines by composition with LH a character
pi1(H)→ Q¯×`, which is equivalent to a one dimensional local system H on H
by theorem 5.3. Since H is defined over Fq it has a structure of a Weil sheaf
by proposition 5.19. We claim that fH = ξ.
Indeed, let x ∈ H(Fq) and we use here the notations of the sheaf function
correspondence 5.22. The value of the function fH(x) is defined to be the
trace of the action of Frobenius on the stalks of i∗xH, in the one dimensional
case, the action of Frobenius is simply multiplication by an element of Q¯×`,
hence the trace is equal to this element, so by definition it is fH(x).
On the other hand if y is a point such that L(y) = x then x = F (y)/y
hence xy = F (y), therefore the action of Frobenius on i∗xH is induced by the
action of Tx ∶ H → H defined by Tx(y) = xy on the covering L ∶ H → H.
But the action of Tx is exactly how x ∈H(Fq) acts on the covering, which is
multiplication by ξ(x). We conclude that fH(x) = ξ(x).
(2) If F is a one dimensional local system on X and ρ ∶ pi1(X) → Q¯×` the corre-
sponding representation under the equivalence of theorem 5.10, F defines a
Weil sheaf by proposition 5.19. Let x ∈X be the Fq point of X corresponds
to the valuation v of K, then ρ(Frv) = fF(x). Indeed, consider the map ix
defined by composition SpecFq → SpecOx → X. The inverse image of Frv
under the map pi1(SpecFq) → pi1(X) is x ↦ xq ∈ Gal(F¯q/Fq) hence the pull-
back i∗xρ is defined on the generator by i∗xρ(x↦ xq) = ρ(Frv). But x↦ xq is
simply the geometric Frobenius on the structure sheaf of SpecFq. Therefore
by definition fF(x) = Tr(i∗xF) = ρ(Frv).
Proof of existence 2.8 (1). We start from a character ξ ∶ K×/A×K/O×D ≅ PicD(Fq) →
Q¯×`. By remark (1) above it gives a Weil sheaf H on PicD. We pull H back under
the map φ ∶ X −D → PicD defined above in 3.10 to get a Weil sheaf F on X −D,
therefore (using theorem 5.10) we get a representation ρ ∶ pi1(X −D) → Q¯×`. In the
case [D] = 0 this is a character of pi1(X) which is simply an unramified character of
GK .
Now, it remains to show that ρ(Frv) = ξ(piv) for an unramified prime v of K, (this
proof will also work for the ramified case). Let x be the Fq-point of X corresponding
to v, by remark (2) above, ρ(Frv) = fF(x). Since φ(x) = O([x]) we get by remark
5.23 (1) that fF(x) = fH(O([x])). But [x] corresponds to piv under the correspon-
dence between ClD and K×/A×K/O×D, hence by remark (1) above fH(O([x])) = ξ(piv)
and we are done. 
6.2. Tamely ramified case.
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Proof of existence in 2.16 (1), tame ramification case. Here [D] = ∑
i
xi is a sum of
points with multiplicity 1. Let ξ ∶ PicD(Fq) → Q¯×` be a character, and consider also
ξq−1. In our case, proposition 3.16 gives a short exact sequence of schemes, since
Hom(SpecFq,−) is left exact we obtain the sequence:
1→ (∏
i
Gm)/Gm(Fq) fÐ→ PicD(Fq) gÐ→ Pic(Fq)→ Ext1(SpecFq, (∏
i
Gm)/Gm)
Where we wrote the kernel RD ≅ ∏
i
Gm)/Gm explicitly in the tamely ramified case.
By Hilbert theorem 90 we have Ext1(SpecFq,Gm) = 1, and by properties of Ext,
the last element in the sequence above is also trivial.
But Gm(Fq) is of order q − 1, hence f∗(ξq−1) = (f∗(ξ))q−1 is trivial on the kernel,
so it induces a character of η ∶ Pic(Fq)→ Q¯×`. By the unramified case proved above,
we obtain from η an unramified representation τ ∶ GK → Q¯×`. By the construction of
the above subsection, ξ itself gives a representation of ρ ∶ GK → Q¯×`, and we want to
bound the ramification of ρ. In the tamely ramified case, the theorem states that ρ
should be trivial on the ramification groups GjKxi
for j ≥ 1. We already know from
the unramified case, that τ = ρq−1 is trivial on GjKxi for j ≥ 0. But by proposition
2.12, GjKxi
for j ≥ 1 are pro-p groups and since q − 1 is prime to p, if ρq−1 is trivial
on these group, then so is ρ. 
7. The main theorem
Here, X is a smooth projective connected curve over a separably closed field k. In
this section we state the main theorem of this paper, and show why it completes the
proof of class field theory. Recall the maps φ ∶X −D → PicD, act ∶ (X −D)×PicD →
PicD from definition 3.10 and define:
Definition 7.1. Let F be a sheaf on X − D. A Hecke eigensheaf on PicD with
eigenvalue F is a pair (E, i), where E is a sheaf on PicD and i ∶ act∗E ≈Ð→ F ⊠E is
an isomorphism.
An isomorphism of Hecke eigensheaves (E1, i1) and (E2, i2) is an isomorphism
j ∶ E1 ≈Ð→ E2 such that the following diagram commutes:
act∗E1 i1ÐÐÐ→≈ F ⊠E1
≈×××Öact∗j ≈×××ÖidF⊠j
act∗E2 i2ÐÐÐ→≈ F ⊠E2
In the unramified case, the statement of the main theorem is the following:
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Theorem 7.2. [The main theorem - unramified case] For any `-adic local system of
rank 1 F on X, there exists a Hecke eigensheaf (EF , iF) with eigenvalue F on Pic
satisfying φ∗EF = F , it is unique up to unique isomorphism (here act is the same
as above, but in the case [D] = 0).
In the ramified case, the statement is a little more subtle, and we have to dis-
tinguish between two cases, according to the characteristic of k. Only the case of
Char(k) = p > 0 will be used to prove class field theory and we will prove it in the
tamely ramified case, but since also proving the characteristic zero version doesn’t
add any new difficulties, we will prove it too. But first, let us state them:
Theorem 7.3. [The main theorem - ramified case, Char(k) = 0] For any `-adic
local system of rank 1 F on X −D, there exists a Hecke eigensheaf (EF , iF) with
eigenvalue F on PicD satisfying φ∗EF = F , it is unique up to unique isomorphism.
Theorem 7.4. [The main theorem - ramified case, Char(k) = p] For any `-adic local
system of rank 1 F on X −D with ram(F) ≤ [D], there exists a Hecke eigensheaf(EF , iF) with eigenvalue F on PicD satisfying φ∗EF = F , it is unique up to unique
isomorphism.
Proposition 7.5. A more general property than the Hecke eigensheaf property ac-
tually holds: if m ∶ PicD × PicD → PicD is the group operation: (L,L′) ↦ L ⊗ L′
then m∗EF ≅ EF ⊠EF .
Remark 7.6. In the characteristic zero version, note the absence of a condition
about the ramification of the local system F . It implies that the condition on F
doesn’t depend on D but only on Supp(D); inspired by this, we can conjecture (and
prove) that pi1(PicD) depends only on Supp(D) too. This is indeed the case.
Proposition 7.7. Assume that Supp(D) = Supp(D′) are two subschemes and
Char(k) = 0, then pi1(PicD) ≅ pi1(PicD′).
Proof. Since we can pass through any two such divisors by a finite sequence of adding
and deleting a point [x], without loss of generality it is enough to prove the theorem
for the case [D′] = [D] + [x]. Where, of course, x ∈ Supp(D).
If we use the first exact sequence of homotopy 4.18 and the fact that the affine
space (in characteristic zero) is simply connected 4.14, it is enough to prove that
the kernel of the map PicD′ → PicD is A1. We consider this map as a map of
groups, though it is actually a map of algebraic groups and to show it precisely the
functorial approach must be used as we already stated above in proposition 3.16
and its remark.
Write [D] = ∑nixi + nx, the map g ∶ PicD′ → PicD is defined to be g(L, ψ) =(L, ψ∣D), therefore an element is in the kernel if L ≅ O and the restriction of the
trivialization to D is the identity.
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A trivialization over D′ is an automorphism of Ox/mn+1x ×∏Oxi/mnixi preserving
each factor and we are looking for trivializations such that the restriction to D is the
identity, i.e. the automorphism is trivial when restricted to Ox/mnx×∏Oxi/mnixi . Such
trivializations are addition of elements from a ∈ mnx: b ∈ Ox/mn+1x ↦ a + b ∈ Ox/mn+1x
where we ignore the rest of the factors which are irrelevant for this discussion. Of
course, the automorphism a is trivial iff a ∈ mn+1x , therefore the kernel is simply
mnx/mn+1x but since Ox is a DVR we get that the latter is a one dimensional k vector
space so it is non-canonically isomorphic (as an additive group) to k, which can be
identified with A1.

Proof of existence in theorem 2.16 (2). Let ρ ∶ GK → Q¯×` be a continuous character
with ram(ρ) ≤ [D] as given in the theorem. Here X is a smooth projective connected
curve defined over Fq with function field K. ρ gives rise to a representation of
pi1(X −D), with ramification bounded by [D]. By theorem 5.10, it is the same as
`-adic local system Fρ on X −D with ramification bounded by [D], pulling it back
using the map piX−D ∶X −D = (X−D) ×
SpecFq
Spec F¯q →X−D by proposition 5.19 we
obtain a Weil local system (F¯ρ, ψρ) on X −D. Hence, by theorem 7.4, there exists
a unique local system EF¯ρ on PicD(X¯) such that act∗EF¯ρ ≅ F¯ρ ⊠EF¯ρ .
Notation 7.8. To make notations simpler, let us denote the geometric Frobenii:
FX−D, FPicD(X¯) and FX−D×PicD(X¯) by FX , FP and FXP respectively.
We want a structure of a Weil sheaf on EF¯ρ . We must establish an isomorphism
j ∶ F ∗PEF¯ρ ≈Ð→ EF¯ρ . If we show that F ∗PEF¯ρ also satisfies the property: act∗F ∗PEF¯ρ ≅F¯ρ ⊠ F ∗PEF¯ρ then we obtain the isomorphism j from the uniqueness assumption of
the theorem.
Indeed, since the Frobenius is functorial (remark 5.15 (2)), it commutes with act,
so we obtain an isomorphism act∗F ∗PEF¯ρ ≅ F ∗XPact∗EF¯ρ . By the property of EF¯ρ
the latter is isomorphic to F ∗XP (F¯ρ ⊠ EF¯ρ). Again by functoriality, the Frobenius
commutes with projection, so this is the same as F ∗XF¯ρ ⊠ F ∗PEF¯ρ . But since F¯ρ is a
Weil sheaf we get an isomorphism to F¯ρ⊠F ∗PEF¯ρ . Composing all these isomorphisms
we get the required isomorphism: act∗F ∗PEF¯ρ ≅ F¯ρ⊠F ∗PEF¯ρ . Therefore EF¯ρ is a Weil
sheaf.
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F ∗XPact∗EF¯ρ //
''
F ∗XP i
++
act∗F ∗PEF¯ρ //

F¯ρ ⊠ F ∗PEF¯ρ

F ∗XP (F¯ρ ⊠EF¯ρ)oo
vv
act∗EF¯ρ i // F¯ρ ⊠EF¯ρ
We claim that the isomorphism act∗EF¯ρ ≅ F¯ρ ⊠ EF¯ρ is an isomorphism of Weil
sheaves. Indeed, all the maps in the above diagram are isomorphisms. The middle
square commutes since j ∶ F ∗PEF¯ρ ≈Ð→ EF¯ρ is an isomorphism of Hecke eigensheaves.
The curved arrow also commutes with the upper row since the Frobenius commutes
with pullback and tensor product. The diagonal arrows are defined as the composi-
tion of the corresponding maps such that the triangles will also commute, therefore
the diagram is commutative. But by definition of the Weil structure on the tensor
product and pullback (5.21 and 5.20 respectively), the diagonal arrows are exactly
the action of Frobenius on act∗EF¯ρ and F¯ρ⊠EF¯ρ . Therefore the commutativity of the
big curved trapeze is exactly the statement that i is an isomorphism of Weil sheaves.
It will follow later from the construction, that the isomorphism m∗EF ≅ EF ⊠EF of
the generalized Hecke eigensheaf property 7.5 will also be an isomorphism of Weil
sheaves.
We can now finish the proof, let us define the character ξ by: ξ = fEF ∶K×/A×K/O×D ≅
PicD(Fq)→ Q¯×`, we want to show that ξ is indeed a homomorphism. To do this, we
use the generalized Hecke eigensheaf property 7.5. EF has a structure of a Weil sheaf,
and therefore so do m∗EF and EF ⊠EF . The isomorphism of the Hecke eigensheaf
property m∗EF ≅ EF⊠EF is an isomorphism of Weil sheaves on PicD×PicD. There-
fore, the functions that they define should be equal, so let us calculate their value
on the point (x, y) where x, y ∈ PicD(Fq). By remark 5.23, fm∗EF (x, y) = fEF (xy) =
ξ(xy), and by the same remark fEF⊠EF (x, y) = fEF (x)fEF (y) = ξ(x)ξ(y). Hence,
ξ(xy) = ξ(x)ξ(y).
The last thing remains to prove is that ρ(Frv) = ξ(piv) for all primes v ∉ supp(D).
Let x ∈ X − D be the point corresponds to v, in particular it is defined over Fq.
There exists an isomorphism of Weil sheaves on (X −D) ×PicD: act∗EF ≅ F ⊠EF .
Hence the functions these Weil sheaves defines should be equal, so let us cal-
culate their value on the point (x,1) ∈ (X − D)(Fq) × PicD(Fq) using remark
5.23. fact
∗EF (x,1) = fEF (act(x,1)) = fEF (O([x])) = ξ(piv) where the last equal-
ity holds since [x] corresponds to piv under the isomorphism between ClD and
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K×/A×K/O×D. On the other hand, by the same remark and since ξ is homomor-
phism fpi
∗
1F⊗pi∗2EF (x,1) = fF(x)fEF (1) = fF(x)ξ(1) = fF(x). But fF(x) = ρ(Frv)
by remark 6.2 (2). We conclude that ρ(Frv) = ξ(piv) and we are done. 
8. Proof of the main theorem - unramified case
In this section we prove our main theorem in the unramified case, theorem 7.2.
The proof will proceed according to the following steps:
(1) We first construct a local system F (d) on the symmetric product X(d).
(2) Using the map φ(d) ∶X(d) → Picd(X), we give a local system on Picd(X).
(3) By the eigensheaf condition, we will extend it to a local system EF all
Pic(X).
This section is divided into three subsections, devoted for each part of the proof.
8.1. Construction of local system on the symmetric product. We start by
studying some properties of the symmetric product.
Proposition 8.1. If X,Y are (quasi) projective varieties, then so is X × Y .
Proof. Using the Segre embedding, details can be found in [Hu, 1.7]. 
Proposition 8.2. Let X be a (quasi) projective variety with an action of a finite
group G. then the quotient X/G exist, and it is a (quasi) projective variety.
Proof. [Harr, Lecture 10]. 
Construction 8.3. Let X be a smooth, (quasi) projective connected algebraic
curve. Then according to what we just proved, the power Xd is a (quasi) projective
and (clearly) connected algebraic variety of dimension d. The symmetric group
Sd acts on this product by permuting the points, we get quotient which is (quasi)
projective connected algebraic variety of dimension d, it is called the symmetric
power of X and denoted X(d).
We now want to show that:
Proposition 8.4. X(d) is nonsingular.
Remark 8.5. This is not true for the higher dimensional case.
To prove this we must state first some well-known results.
Theorem 8.6. A Noetherian local ring is regular iff its completion is.
Proof. [AM, Proposition 11.24]. 
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Theorem 8.7 (The fundamental theorem of symmetric polynomials). The algebra
of symmetric polynomials over a field k in n variables is isomorphic to the free
algebra of rank n over k: k[x1, ..., xn] ≅ k[x1, ..., xn]Sn. After a completion at the
ideals generated by x1, ..., xn it follows that also k[[x1, ..., xn]] ≅ k[[x1, ..., xn]]Sn.
Proof. [Vin, Theorem 3.89]. 
Proof of proposition 8.4. We can now prove the proposition, first recall that smooth-
ness is preserved under change of the base field, therefore X(d) → Speck is smooth
iff X(d) ×
Speck
Spec k¯ → Spec k¯ so we can assume without loss of generality that k is
algebraically closed.
By theorem 8.6 it is enough to prove that the completion of the local ring at any
point of X(d) is regular.
We check the point x = (x1..., xd) of Xd. Without loss of generality assume that
y1 ∶= x1 = x2 = ... = xd1 ≠ y2 ∶= xd1+1 = ... = xd2−d1 ≠ ... ≠ ym ∶= xdm−1+1 = ... = xd
otherwise we can switch between two coordinates without changing the local ring
(by commutativity of the tensor product).
The completion of the local ring at a point xi is: OˆX,xi ≅ k[[x]], and in the
product the completion is simply:
OˆXd,x = k[[x1]]⊗ˆ...⊗ˆk[[xd]] ≅ k[[x1, ..., xd]]
A function on the symmetric product is just a symmetric function, therefore the
completion of the local ring is:
OˆX(d),x = k[[x1, ..., xd]]/(Sd1 × ... × Sdm) ≅
k[[x1, ..., xd1]]/Sd1⊗ˆ...⊗ˆk[[xdm−1+1, ..., xd]]/Sdm
But by the symmetric polynomial theorem the latter is isomorphic to:
k[[x1, ..., xd1]]⊗ˆ...⊗ˆk[[xdm−1+1, ..., xd]] ≅ k[[x1, ..., xd]]
which is regular, therefore X(d) is nonsingular at x and we are done.

Let us begin now with the process of constructing a local system. From a n-
dimensional `-adic local system F on X, we can get a nd-dimensional local systemF⊠d on Xd. Our next goal is to provide a local system F (d) on the symmetric
product X(d).
To do this, consider the quotient morphism pi ∶Xd →X(d), and define:
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Definition 8.8. We define the diagonal of Xd to be the set of points with at least
two coordinates equal. We denote it by diag. By abuse of notation, its image under
pi will also denoted by diag.
Sd acts freely on Xd−diag (by definition diag is the set of fixed points of nontrivial
permutations). By [Kn, IV.2.3] ,restricting pi to the complement of the diagonal
we obtain a finite Galois covering with Galois group Sd, pi∣Xd−diag ∶ Xd − diag →
X(d) −diag. But F⊠d∣Xd−diag is a G-equivariant sheaf. Indeed, in the notation of the
definition of G-equivariant sheaf 5.4, to define the isomorphism α we must establish
for each g ∈ Sd and f ∶ U →Xd e´tale compatible isomorphisms F⊠d(g−1U) ≈Ð→ F⊠d(U),
where g−1U is the composition g−1 ○ f ∶ U → Xd but from the commutativity of the
following diagram:
g−1U = U
g−1○f

U
f

Xd
g //
pii

Xd
pig(i)

X X
We see that (g−1 ○ f)∗pi∗i F = f∗pi∗g(i)F . Hence we can define the isomorphismF⊠d(g−1U) = d⊗
i=1(pi∗i F)(g−1U) ≈Ð→ F⊠d(U) = d⊗i=1(pi∗i F)(U) to be simply the permuta-
tion of the factors.
Therefore, by proposition 5.5 and its remark, we have a local system onX(d)−diag:F (d) = (pi∗F⊠d)Sd and pi∗F (d) = F⊠d.
The next step is to extend the local system to the diagonal, since local systems
are equivalent to representations of the fundamental group, by theorem 4.20, it is
enough to prove that the local system extends to an open subscheme U of X(d) with
codim(X(d) −U,X(d)) ≥ 2. We take U to be the set of all points where at most two
coordinates are equal. Indeed, X(d) − U is of codimension 2, since the complement
of the inverse image of U in Xd is a finite union of subschemes defined by two
independent equations (the equations {(x1, ..., xn) ∶ xi = xj = xk} or {(x1, ..., xn) ∶
xi = xj, xk = xl}). Therefore, and because the question is local, it will be sufficient
to extend the local system to a point x with at most two coordinates equal.
We can now assume without loss of generality that x = (x1, ..., xd) where x1 = x2 ≠
x3... ≠ xd, and we want to extend the local system to x. By the gluing property of
sheaves, if we can extend the sheaf locally over an e´tale covering, we can glue the
extensions to get a a globally defined sheaf, therefore the question of extending a
local system is an e´tale local question and we can pass to strict Henselization. Let
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us denote X˜xi = SpecOshX,xi the strict Henselization at the point xi. The restriction
of F under X˜xi → X is constant since F is locally constant. We must show that
the local system extends to (X˜x1 × ... × X˜xd)/Sd → (X × ... ×X)/Sd. But since only
x1 = x2 it can be written as (X˜x1×X˜x2)/S2×X˜x3× ...×X˜xd and we get a commutative
diagram:
X˜x1 × ... × X˜xd rd //

(X˜x1 × X˜x2)/S2 × X˜x3 × ... × X˜xd

X˜x1 × X˜x2 r2 // (X˜x1 × X˜x2)/S2
Where the horizontal maps are quotients and the vertical are projections. Let
qi ∶ X˜x1 × ... × X˜xd → X˜xi be the projections. The sheaf on X˜x1 × ... × X˜xd is defined
as q∗1F ∣X˜x1 ⊗ ... ⊗ q∗dF ∣X˜xd . Similarly, a sheaf on X˜x1 × X˜x2 can be defined as G⊠2 =
q∗1F ∣X˜x1 ⊗ q∗2F ∣X˜x2 . If we will extend G(2) = (r2∗G⊠2)S2 to the diagonal, then we can
define a sheaf F (d)∣X˜x1×...×X˜xd = G(2) ⊗ q∗3F ∣X˜x3 ⊗ ... ⊗ q∗dF ∣X˜xd extending the sheaf(rd∗F⊠d)Sd to the diagonal. It is indeed an extension, since the map rd can be
written as r2 × id and the inverse of G(2) and q∗3F ∣X˜x3 ⊗ ... ⊗ q∗dF ∣X˜xd under these
maps gives q∗1F ∣X˜x1 ⊗ q∗2F ∣X˜x2 and q∗3F ∣X˜x3 ⊗ ... ⊗ q∗dF ∣X˜xd respectively, so we are
reduced to the case d = 2.
In the case d = 2, we must extend the local system to the point (x,x) ∈X(2). This
is an e´tale local statement, hence we can pass to the strict Henselization. Since F is
locally constant, its restriction to X˜x will be constant. Therefore we can assume thatF is constant. It implies that F⊠2 is also constant (as tensor product of restrictions
of constant sheaves). Now, by the equivalence of categories 5.5 F (2) is the unique
sheaf that its inverse image under pi is the constant equivariant sheaf (F⊠2, α) where
α ∶ p∗2F⊠2 ≈Ð→ p∗1F⊠2 acts permuting the factors as explained above (notation as in the
definition of equivariant sheaf, 5.4). But we know such a sheaf, namely the constant
sheaf on X(2) − diag. Therefore F (2) is the constant sheaf and a constant sheaf is
clearly extendable.
The extension is unique: local systems are equivalent to representations, from
proposition 4.19 it follows that the map i∗ ∶ pi1(X(d)−diag)→ pi1(X(d)) is surjective.
Therefore if ρ ∶ pi1(X(d))→ Q¯∗` is a representation then it is uniquely determined by
the restriction (ρ ○ i∗) ∶ pi1(X(d) − diag)→ Q¯∗`, since ρ(a) = (ρ ○ i∗)(i−1∗ (a)).
Remark 8.9. If h ∶ X ×X(d) = Xd+1/Sd → X(d+1) = Xd+1/Sd+1 is the quotient map
(which is defined on the points by h(x,D) = D + [x]) then h∗F (d+1) ≅ F ⊠ F (d).
Indeed, consider the diagram:
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X ×Xd id×pi(d)ÐÐÐÐ→ X ×X(d)∥ h×××Ö
Xd+1 pi(d+1)ÐÐÐ→ X(d+1)
From the proof that F (d) extends to the diagonal, we can see that this extension
is unique, so it is enough to prove the assertion outside the diagonal. To make
notation easier, from now on in this remark, we will write simply Xd,X(d) for
Xd−diag,X(d)−diag. Consider the Galois covering id×pi(d) ∶X ×Xd →X ×X(d), by
the equivalence between sheaves on X ×X(d) and equivariant sheaves on X ×Xd, it
is enough to prove that the restrictions (id × pi(d))∗h∗F (d+1) ≅ (id × pi(d))∗(F ⊠F (d))
are isomorphic as Sd-equivariant sheaves.
The restrictions are F⊠(d+1) and F ⊠F⊠d which are clearly isomorphic as sheaves
(we denote this natural isomorphism by i). But since the equivariant structure
on F⊠d = pi(d)F (d) is permutation of the factors as explained above, we know that
the equivariant structure on (id × pi(d))∗F ⊠F (d)F ⊠F⊠d is permutation of the last
d factors. But the equivariant structure on pi(d+1)∗F (d+1) = F⊠(d+1) as an Sd+1-
equivariant sheaf is also permutation of the factors. But pi(d+1) is the composition:
Xd+1 id×pi(d)ÐÐÐÐ→X ×Xd/Sd hÐ→Xd+1/Sd+1 therefore as an Sd-equivariant sheaf, the equi-
variant structure on F⊠(d+1) is also permutation of the last d factors (the action of
the subgroup Sd < Sd+1). So both sheaves have the same equivariant structure and
we are done.
8.2. Local system on Picd(X).
Notation 8.10. Recall that Picd(X) is the connected component in Pic(X) of
degree d line bundles on X.
Caution: don’t confuse with PicD(X).
Definition 8.11. Note that a point of X(d) is an unordered d-tuple of points of
X, which is exactly an effective Weil divisor of degree d, D ∈ Cld(X). So at least
in the level of points, X(d) classifies Weil divisors of degree d. Therefore, on the
level of points we can define the Abel-Jacobi map φ(d) ∶ X(d) → Picd, it is defined
by D′ ↦ O(D′) where D′ is any effective divisor on X, D′ = ∑
x
dx[x] with ∑x dx = d.
The functorial language, which we are not using here, shows that this is a map of
schemes as in [Kl, §3].
We want to use the Abel-Jacobi this map to get from our local system F (d) a
local system EdF on Picd. So we must calculate the fiber of this map, to do this,
we will use the Riemann-Roch theorem, whose statement and proof can be found in
[Ha, Chapter IV, Theorem 1.3].
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As a simple corollary of the Riemann-Roch theorem we obtain that if degD′ = d ≥
2g − 1 (here g is the genus of X) then l(D′) = degD′ + 1 − g = d + 1 − g. Proposition
3.13 implies that in this case the fiber of φ(d) over L, which is the complete linear
system of effective divisor linearly equivalent to L, is the projective space Pd−g.
In the case d ≥ 2g − 1 the map φ(d) is a fibration with fiber Pd−g, therefore by the
first exact sequence of homotopy (theorem 4.18), we have the exact sequence:
pi1(Pd−g)→ pi1(X(d))→ pi1(Picd)→ 1
but by example 4.9 the projective space is simply connected. So we obtain an
isomorphism φ(d)∗ ∶ pi1(X(d)) ≈Ð→ pi1(Picd). Then for any representation of ρ of
pi1(X(d)) there exists a representation ρ′ = ρ ○ (φ(d)∗)−1 of pi1(Picd), and we get
ρ′ ○φ(d)∗ = ρ. It is equivalent to state it in terms of local systems: if we take ρ to be
the representation associated with F (d). Define EdF to be the local system associated
with ρ′. Then the relation ρ′ ○ φ(d)∗ = ρ implies that F (d) = φ(d)∗EdF . We therefore
have the required local system on Picd.
8.3. Local system on Pic(X). We now have a local system on ⋃
d≥2g−1Picd. Re-
stricted to this part of Pic, we claim that there exists an isomorphism iF ∶ act∗EF ≈Ð→F ⊠EF , this is the Hecke eigensheaf property, or if we want to be more precise and
pay attention to the degrees, we claim: iF ∶ act∗Ed+1F ≈Ð→ F ⊠EdF .
Indeed, the statement is that iF is an isomorphism of local systems on X ×Picd.
Recall that the fibers of the map id × φ(d) ∶ X ×X(d) → X × Picd are simply con-
nected, therefore by the first exact sequence of homotopy 4.18 and the correspon-
dence between local systems and representations 5.3, the map G ↦ (id × φ(d))∗G
is an equivalence of categories between local systems on X × Picd and local sys-
tems on X × X(d). So it is enough to prove that the restrictions are isomorphic:(id × φ(d))∗act∗Ed+1F ≅ (id × φ(d))∗(F ⊠ EdF). Consider the (clearly commutative)
diagram:
X ×X(d) h //
id×φ(d)

X(d+1)
φ(d+1)

X × Picd act // Picd+1
where h is as in remark 8.9 and φ(d) the Abel-Jacobi map defined in 8.11. By
commutativity and by remark 8.9 we indeed obtain that:(id × φ(d))∗act∗Ed+1F ≅ h∗(φ(d+1))∗Ed+1F ≅ h∗F (d+1) ≅ F ⊠F (d) ≅ (id × φ(d))∗(F ⊠EdF)
It only remains to extend the local system to Picd, where d < 2g − 1. We argue
by descending induction.
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Proposition 8.12. Assume that there exists a local system EF defined on ⋃
d≥N+1Picd
satisfying the Hecke eigensheaf property then EF can be extended uniquely to a local
system on ⋃
d≥NPicd which also satisfies the Hecke eigensheaf property.
Remark 8.13. By the above Subsection 8.2 we have the base for the induction, a
local system EF on ⋃
d≥2g−1Picd which satisfied the Hecke eigensheaf property. Hence,
if we prove the induction step in above proposition, we get that the local system
can be extended to ⋃
d≥NPicd for any N ∈ Z, hence it can be extended to the whole
Pic and we are done.
Proof of proposition 8.12. To prove the proposition, we must introduce some nota-
tions. Recall that for any point x ∈ X we have the map actx ∶ Pic → Pic defined in
definition 3.10 to be actx(L) = L⊗O([x]). We define the map ix ∶ Pic→X ×Pic by
ix(L) = (x,L) and let pi1,2 denote the projections of X ×Pic to the first and second
factor respectively. We immediately get that actx = act ○ ix ∶ Pic → Pic, pi1 ○ ix =
Cx ∶ Pic → X the constant function with value x, and idPic = pi2 ○ ix ∶ Pic → Pic.
Therefore, applying i∗x on act∗Ed+1F ≅ pi∗1F ⊗ pi∗2EdF we obtain the isomorphism
(1) act∗xEd+1F ≅ C∗xF ⊗EdF ≅ Fx ⊗EdF
Recall the following well known statement from linear algebra:
Proposition 8.14. Let V be a vector space over some field k and V ∗ its dual space,
then there exists a canonical isomorphism V ⊗ V ∗ ≈Ð→ End(V ).
Since Fx is one dimensional, End(Fx) is naturally isomorphic to Q¯`. Hence,
tensoring the last isomorphism with F∗x we get:
(2) EdF ≅ F∗x ⊗ act∗xEd+1F
which is true for d ≥ N + 1. The only thing we used to get this isomorphism is
the Hecke eigensheaf property. Therefore, if we want the Hecke eigensheaf property
to hold also for d = N , this equation also must be true, so it defines ENF given that
EN+1F is already defined, hence the uniqueness assumption of the proposition holds.
Concerning the existence, we clearly want to take equation (2) with d = N and
some point x as the definition of ENF .
To complete the proof of proposition 8.12 we must show that the Hecke eigensheaf
property holds for this definition of ENF . It is done using the Hecke eigensheaf
property for d = N + 1, we will write here a few isomorphisms and immediately
explain them later:
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act∗EN+1F ≅ act∗(F∗x ⊗ act∗xEN+2F ) ≅ F∗x ⊗ (idX × actx)∗ ○ act∗(EN+2F ) ≅F∗x ⊗ (idX × actx)∗(F ⊠EN+1F ) ≅ F ⊠ (F∗x ⊗ act∗xEN+1F ) ≅ F ⊠ENF
The first and last isomorphisms come from equation (2) for d = N + 1 and d = N ,
respectively. The second is just the statement that for x ∈ X: act ○ (idX × actx) =
actx ○ act which follows from the commutativity and associativity of the tensor
product. The third is true because the Hecke eigensheaf property holds for EN+1F
and the forth again follows from properties of tensor products.
Therefore we get the Hecke eigensheaf property for ENF and the proof of proposi-
tion 8.12. 
We also get the required local system in our main theorem 7.2, and it proves the
existence assertion in the theorem.
In order to complete the proof of the unramified version of the main theorem, we
still have to show that the local system EF is unique.
Consider the composition:
X × ... ×X´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d times
id×...×id×φÐÐÐÐÐ→X × ... ×X´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d−1 times
× Pic1 id×...×id×actÐÐÐÐÐÐ→X × ... ×X´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d−2 times
× Pic2 → ... actÐ→ Picd
The composition of the maps is Xd
pi(d)ÐÐ→ X(d) φ(d)ÐÐ→ Picd. By the Hecke eigen-
sheaf property act∗ENF ≅ F ⊠ EN−1F and since we require that φ∗EF = F we ob-
tain that under this composition the restriction of EdF is the Sd-equivariant sheaf(φ(d) ○ pi(d))∗EdF = F⊠d. Therefore, by the equivalence of proposition 5.5 and its
remark, φ(d)∗EdF = F (d). But for d ≥ 2g − 1 the fibers of φ(d) are simply connected,
hence EdF is uniquely determined by F (d) which is determined by F . But from
proposition 8.12 EF is uniquely determined by EdF for d ≥ 2g − 1. Therefore EF is
uniquely determined by F and we are done.
We can now prove proposition 7.5:
Proof of proposition 7.5. We first prove the proposition for m ∶ Pic1×Picd → Picd+1
d ≥ 2g − 1 and then generalize it to m ∶ Picd × Picd′ → Picd+d′ for d, d′ ∈ Z.
Consider the commutative diagram:
X(d) ×X h //
φ×φ(d)

X(d+1)
φ(d+1)

Pic1 × Picd m // Picd+1
where h is from remark 8.9. We have just seen that EdF is the unique sheaf on Picd
such that its restriction φ(d)∗EdF ≅ F (d). Therefore, to prove that m∗Ed+1F ≅ E1F ⊠EdF
it is enough to prove that the restriction (φ × φ(d))∗m∗Ed+1 ≅ F ⊠F (d). Indeed, by
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the commutativity of the diagram the former is: h∗φ(d+1)∗Ed+1F ≅ h∗F (d+1) ≅ F⊠F (d),
where the last equality uses remark 8.9. It concludes the case m ∶ Pic1 × Picd →
Picd+1 d ∈ N.
Concerning the general case, it is enough to prove that if the proposition is true
for m ∶ Picd × Picd′ → Picd+d′ then it is also true for m ∶ Picd+n × Picd′ → Picd+d′+n
and for m ∶ Picd × Picd′+n → Picd+d′+n where n ∈ Z. We will prove the first result
(the second proceeds in a similar manner).
If we apply equation (1) n times we get:
(3) actn∗x Ed+nF ≅ F⊗nx ⊗EdF
Note that this equation is meaningful for any n ∈ Z, for negative n we take the
inverses of actx and Fx with respect to composition and tensor product respectively.
The equation is not only meaningful, but also true for negative n, since by applica-
tion of act−1∗x to equation (2) we get act−1∗x EdF ≅ F∗x ⊗Ed+1F and in the case of negative
n we can apply it −n times to get (3) for n.
We start from the isomorphism m∗Ed+d′F ≅ EdF ⊠ Ed′F . Clearly m ○ (act−nx × id) =
act−nx ○m, so apply (act−nx × id)∗ to the last isomorphism to get m∗act−n∗x Ed+d′ ≅
act−n∗x EdF ⊠ Ed′F by equation (3) we get m∗(F−⊗nx ⊗ Ed+d′+n) ≅ (F−⊗nx ⊗ Ed+nF ) ⊠ Ed′F
but an inverse image of a constant sheaf is constant, therefore F−⊗nx ⊗m∗Ed+d′+n ≅F−⊗nx ⊗ (Ed+nF ⊠Ed′F ) tensoring with Fnx we get the required m∗Ed+d′+n ≅ Ed+nF ⊠Ed′F
and it completes the proof. 
9. Proof of the main theorem - ramified case
We shall now prove the ramified versions of the main theorem. Most of the proof
remains exactly the same. To be more precise, in steps (1) and (3) of the proof of the
unramified version, we don’t use the projectiveness of X at all. The only difference
in the proof will therefore be in stage (2). We should distinguish here between the
zero characteristic case and the case Char(k) = p > 0.
9.1. Surjectivity of φ(d). Surjectivity is needed in order to use the first homotopy
exact sequence (theorem 4.18). In the unramified case, φ(d) ∶ X(d) → Picd was
surjective for d large enough. The reason was that given an invertible sheaf 0 <L ∈ Pic, the zero divisor of one of its global sections, is an effective divisor D0 with
φ(d)(D0) = L.
It is not so simple in the ramified case, since in proposition 3.14 we assumed thatL ≅ O(D0) where D0 is effective. This assumption was necessary because we used
the global section 1 ∈ H0(X,L), which exists only in the effective case. Hence, the
method of the unramified case doesn’t work in the case of ineffective D0. Therefore
we must find another way to prove surjectivity.
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Let (L, ψ) ∈ PicdD, it is represented by a (not necessarily effective) Weil divisor
D0 ∈ Div(X − D). We want to show that if degD0 is large enough, then there
exists an effective divisor D-equivalent to D0. In order to do this, it is enough
to give a global section f ∈ H0(X,L) such that f ≡ 1 mod [D], as in proposition
3.14. But to do this, it is enough to show that 1 is in the image of the composition
map H0(X,L) → H0(X,L∣D) → H0(X,O∣D), we will show that this composition is
surjective, it is enough to show that the first map is surjective, since the second is
an isomorphism.
Indeed, consider the short exact sequence of sheaves:
0→ L(−[D])→ L→ L∣D → 0
it induces a long exact sequence of cohomology:
...→H0(X,L)→H0(X,L∣D)→H1(X,L(−[D]))→ ...
but by Riemann-Roch theorem, if we take degD0 > deg[D]−2g+2, we getH1(X,L(−[D])) =
0, therefore the map H0(X,L)→H0(X,L∣D) is surjective as required.
9.2. Char(k) = 0. After all this preliminary work, there remains almost nothing
to do. In the unramified case, we only used the fact that the fiber of the map
X(d) → Picd is simply connected (it was the projective space) and the first exact
sequence of homotopy 4.18. If we consider its ramified analog (X −D)(d) → PicdD,
according to proposition 3.14 the fiber over O(D0) ∈ PicD it is the affine space
Al(D0−[D]). Noting that deg(D0 − [D]) = d − deg[D] and using the Riemann-Roch
theorem exactly as in the unramified case (but for D0 − [D]), gives us the required
fiber in the case d − deg[D] ≥ 2g − 1. In this case, the fiber is (by Riemann-Roch)
Ad−deg[D]+1−g. But by example 4.14, the affine space is simply connected in the case
Char(k) = 0, hence we are done.
9.3. Char(k) = p > 0, tamely ramified case. The difference from the Char(k) = 0
case is that the affine space is no longer simply connected here. Given a representa-
tion ρ ∶ GK → Q¯×` with ramification bounded by [D] = ∑xi (tamely ramified), then ρ
is trivial on the ramification groups G1xi . By proposition 2.12, ρ
q−1 is trivial on G0xi ,
i.e. it is unramified. Both ρ and ρq−1 define representations of pi1(X −D), hence
also representations η, ηq−1 of pi1((X −D)(d)), as in the proof of the unramified case.
Recall now proposition 3.13 and proposition 3.14 which give the fibrations in the
rows of the commutative diagram:
Ad−deg[D]+1−g // (X −D)(d) φ(d) //

PicdD
f

Pd−g // X(d) // Picd
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Since ρq−1 is unramified, by unramified class field theory, it gives a representation
of pi1(Picd), and in particular by composition with f , a representation µ of pi1(PicdD)
such that µ○φ(d) = ηq−1. We use here the first exact sequence of homotopy (theorem
4.18) to conclude that the restriction of ηq−1 to the fiber pi1(An) is trivial. But by
example 4.15 pi1(An)ab is a pro-p group and q − 1 is prime to p. Hence also the
restriction of η to the fiber is trivial. Using the first exact sequence of homotopy
again, η induces a representation of pi1(PicdD), which is just what we want to prove.
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