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Smooth Alternating Direction Methods for Fully
Nonsmooth Constrained Convex Optimization
Quoc Tran-Dinh†∗ and Volkan Cevher‡
Abstract We propose two new alternating direction methods to solve “fully” non-
smooth constrained convex problems. Our algorithms have the best known worst-
case iteration-complexity guarantee under mild assumptions for both the objective
residual and feasibility gap. Through theoretical analysis, we show how to update
all the algorithmic parameters automatically with clear impact on the convergence
performance. We also provide a representative numerical example showing the ad-
vantages of our methods over the classical alternating direction methods using a
well-known feasibility problem.
1 Introduction
In this paper, we aim at developing new optimization algorithms to solve nonsmooth
constrained convex optimization problems of the form:
f ? :=
{
min
x:=(u,v)∈Rp
{
f (x) := g(u)+h(v)
}
,
s.t. Au+Bv = c,
(1)
where g :Rp1→R∪{+∞} and h :Rp2→R∪{+∞} are two proper, closed and con-
vex functions, A ∈Rn×p1 , B ∈Rn×p2 , c ∈Rn are given, and p := p1+ p2. Although
our proposed methods can solve (1) with both smooth and nonsmooth objective
functions, we are more interested in the case where both f and g are nonsmooth. In
this case, we refer to (1) as a “fully” nonsmooth problem since, except for convexity,
we do not require any structure assumptions on g and h such as Lipschitz gradient or
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strong convexity. Problem (1) covers many prominent applications such as convex
feasibility problems [2], support vector machine [5], matrix completion [8], basis
pursuit [33], among many others.
Associated with the primal problem (1), we also look at the dual problem:
d? := min
λ∈Rn
{
d(λ ) := g∗(A>λ )+h∗(B>λ )−〈c,λ 〉}, (2)
where g∗ and h∗ are the Fenchel conjugates [30] of g and h, respectively; d is the
dual function; λ is the dual variable; and d? denotes the dual optimal value. The
convex template (1) also manifests itself when we apply convex splitting techniques
to decompose the composite objective f into two terms g and h that are coupled via
linear constraints. It can also include convex constraints on u and v via indicators.
This paper develops a new primal-dual algorithmic framework to solve (1) which
processes g and h in an alternating fashion to obtain approximate numerical so-
lutions. The alternating optimization approach has regained popularity due to its
ability to decentralize data, decompose problem components, and distribute com-
putation in large-scale problems. The underlying theory for the classical alternat-
ing optimization methods, such as the alternating direction method of multipliers
(ADMM) or the alternating minimization algorithm (AMA), is mature as they have
their roots from the splitting methods in monotone inclusions and other classical ap-
proaches, such as forward-backward splitting, Douglas-Rachford splitting, Dykstra
projections, and Hauzageau’s methods [1, 2].
Alternating optimization strategies often provide computational advantages as
compared to processing both terms jointly. This approach leads to several methods
and variants for solving (1) as can be found in the literature, see, e.g., [4, 7, 10, 11,
12, 13, 15, 17, 19, 20, 21, 22, 24, 28, 31, 32, 34, 37, 38, 39]. Among those, ADMM
and AMA are the most popular ones. Unlike the standard AMA and ADMM meth-
ods and their variants mentioned here, we focus on the case that the objective func-
tions g and h are nonsmooth and the sum f does not have a “tractable” proximal
operator. As an example, in convex feasibility problems, we aim at finding a com-
mon point in the intersection of many convex sets. This problem can be formulated
into a nonsmooth constrained convex problem (1) as we are targeting here. The
“full” nonsmoothness of (1) creates some fundamental drawbacks for numerical al-
gorithms. First, algorithms that require gradients of the objective function are not
applicable. Second, evaluating a proximal operator of the full objective function f
becomes impractical. Third, methods using penalty or augmented Lagrangian func-
tions are often inefficient due to complicated subproblems and tuning parameters.
A more thorough discussion on our approach and existing methods is postponed to
Section 7. In this paper, we overcome these drawbacks by proposing a combination
of different techniques in optimization for solving (1).
Our contributions: Our main contributions can be summarized as follows:
(a)(Theory) We introduce a split-gap reduction technique as a new framework for
deriving new alternating direction methods. Our framework unifies the model-
based gap reduction technique of [35], smoothing techniques, and the powerful
forward-backward and Douglas-Rachford splitting techniques. We establish ex-
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plicit relations between primal weighting strategy, the parameter choices, and the
global convergence rate of the algorithms in our framework.
(b)(Algorithms and convergence guarantees) We propose two new smoothing al-
ternating direction optimization algorithms: smoothing alternating minimization
algorithm (SAMA), and smoothing alternating direction method of multipliers
(SADMM). We derive update rules for all algorithmic parameters including
penalty parameters in a heuristic-free fashion. We rigorously characterize the
convergence rate of our algorithms for both the objective residual f (x¯k)− f ? and
the feasibility gap ‖Au¯k +Bv¯k−c‖. To the best of our knowledge, this is the best
known global convergence rate that can be achieved under mildest assumptions
in the literature.
(c)(Special cases) We also illustrate that our technique can exploit additional as-
sumptions on A or B, g and h, whenever they are available.
Let us emphasize the following important points of our contribution.
(i) (Mild assumptions) We only assume that g and h are proper, closed, and con-
vex, the solution set of (1) is nonempty, and Slater’s condition holds. We also require
a technical assumption on the boundedness of the domain of g and h. However, this
assumption can be removed by using Lemma 1. Therefore, our methods can solve a
broad class of convex optimization problems covered by (1).
(ii) (Computational complexity) Our smooth AMA algorithm essentially has the
same per-iteration complexity as the standard AMA [37]. Similarly, our smooth
ADMM has essentially the same per-iteration complexity as the standard ADMM
[5]. Although we require additional computation for accelerated steps and averag-
ing, this computation only requires vector-vector additions and scalar-vector multi-
plications, whose cost is negligible.
(iii) (Parameter update) Our algorithms are heuristic-free in the sense that we up-
date all the parameters automatically at each iteration including the so-called penalty
parameter in alternating direction methods [3, 23, 27]. This solves the major draw-
back in augmented Lagrangian-based methods. We argue that this key feature is
important in parallel and distributed implementation, when tuning parameters is im-
possible to carry out. Intriguingly, our algorithms update their penalty parameters in
a decreasing fashion in stark contrast to the classical algorithms.
(iv) (Convergence guarantees) The proposed methods achieve the best known
global convergence rate on the primal problem (1) as well as on the dual one (2) un-
der required assumptions. Moreover, we can explicitly show how the choice of algo-
rithmic parameters can trade-off the convergence guarantee of the objective residual
f (x¯k)− f ? and the primal feasibility gap ‖Au¯k +Bv¯k− c‖ in the worst case.
Paper organization: Section 2 briefly presents a primal-dual formulation of prob-
lem (1) under basic assumptions, and characterizes its optimality condition. Sec-
tion 3 deals with a smoothing technique for the primal-dual gap function. Section
4 presents a smoothing AMA algorithm and analyzes its convergence. The strongly
convex case is also studied in this section. Section 5 is devoted to developing a
smoothing ADMM algorithm and analyzes its convergence. Section 6 presents nu-
merical experiments to verify the performance of our algorithms. We conclude with
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a discussion of our results in the context of existing work. For clarity of exposition,
several technical and new proofs are moved to the appendix.
Notation: In the sequel, we refer to (1) as the primal problem. We work on the real
spacesRp andRn, endowed with the inner product 〈x,λ 〉 and the standard Euclidean
norm ‖ · ‖. We use the superscript > for both the transpose and adjoint operators.
For a convex function f , we use ∂ f for its subdifferential, and f ∗ for its Fenchel
conjugate. For a convex setX , we use δX for its indicator function, and ri(X ) for
its relative interior. We also use R++ for the set of positive real numbers.
For any proper, closed, and convex function ϕ : Rp → R∪{+∞}, the proximal
operator is defined as follows:
proxϕ(x) := argminz
{
ϕ(z)+(1/2)‖z− x‖2} . (3)
Generally, computing proxϕ is intractable. However, if proxϕ can be computed in
a closed form efficiently or in polynomial time, then we say that ϕ has a tractable
proximity operator. Several examples can be found, e.g., in [2, 29].
2 Preliminaries: Lagrangian primal-dual formulation
This section briefly describes the primal-dual formulation of (1) and our fundamen-
tal assumptions.
2.1 The dual problem
Let x := (u,v) ≡ (u>,v>)> ∈ Rp be the primal variable, dom( f ) := dom(g)×
dom(h), and D := {(u,v) ∈ dom( f ) | Au+Bv = c} be the feasible set of (1). We
define the Lagrange function of (1) associated with Au+ Bv = c as L (x,λ ) :=
g(u)+h(v)−〈λ ,Au+Bv− c〉, where λ ∈ Rn is the Lagrange multiplier. We recall
the dual problem (2) of (1) here:
d? := min
λ∈Rn
{
d(λ ) := max
u
{
〈A>λ ,u〉−g(u)
}
+max
v
{
〈B>λ ,v〉−h(v)
}
−c>λ
}
, (4)
where d is the dual function, and two terms can individually be computed as
ϕ(λ ) := max
u∈dom(g)
{
〈A>λ ,u〉−g(u)
}
= g∗(A>λ ),
ψ(λ ) := max
v∈dom(h)
{
〈B>λ ,v〉−h(v)
}
− c>λ = h∗(B>λ )− c>λ .
(5)
Let us denote by u∗(λ ) and v∗(λ ) one solution of these subproblems, respectively, if
they exist. In this case, using the optimality condition, we have A>λ ∈ ∂g(u∗(λ )),
which is equivalent to u∗(λ ) ∈ ∂g∗(A>λ ). Similarly, B>λ ∈ ∂h(v∗(λ )), which is
equivalent to v∗(λ ) ∈ ∂h∗(B>λ ). These dual components are convex, but generally
nonsmooth. Subgradient or bundle-type methods for directly solving (4) are gener-
ally inefficient [25, 26].
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2.2 Basic assumptions
Let us denote byX ? the solution set of (1). We say that the Slater condition holds
for (1) if we have
ri(dom( f ))∩{(u,v) ∈ Rp | Au+Bv = c} 6= /0, (6)
where ri(X ) is the relative interior ofX (see [30]).
For the primal-dual pair (1) and (4), we require the following assumption:
Assumption 1. The functions g and h are proper, closed, and convex. The solution
setX ? of (1) is nonempty. Either dom( f ) is polyhedral or the Slater condition (6)
holds.
Compared to existing methods in the literature [4, 7, 10, 11, 12, 13, 15, 17, 19, 20,
21, 22, 24, 28, 31, 32, 34, 37, 38, 39], this assumption is perhaps the mildest one
so far. We do not require any strong convexity, error bound, regularity, or Lipschitz
gradient assumptions on g and h.
2.3 Zero duality gap
Under Assumption 1, the solution set Λ ? of the dual problem (4) is nonempty and
bounded. Moreover, strong duality holds, i.e., f ?+d?= 0. From the classical duality
theory, we have f (x)+ d(λ ) ≥ 0 for any feasible primal-dual point (x,λ ). Hence,
the duality gap function G is defined by
G(w) := f (x)+d(λ )≥ 0, ∀x ∈D , ∀λ ∈ Rn, (7)
where w := (x,λ ). Clearly, G(w?) = 0 (zero duality gap) for any primal-dual solu-
tion w? := (x?,λ ?) ∈X ?×Λ ?. In addition, w? is a saddle point of the Lagrange
function; that isL (x?,λ )≤L (x?,λ ?) = f ? =−d? ≤L (x,λ ?) for all x ∈ dom( f )
and λ ∈ Rn. The optimality condition of (1) can be written as
Au?+Bv? = c, A>λ ? ∈ ∂g(u?), and B>λ ? ∈ ∂h(v?). (8)
2.4 Technical assumption
Apart from Assumption 1, the methods we will develop in the following sections
require the following boundedness assumption:
Assumption 2. Both dom(g) and dom(h) are bounded.
According to [2, Corollary 17.19], the boundedness of dom(g) and dom(h) is
equivalent to the Lipschitz continuity of the conjugates g∗ and h∗, respectively. As-
sumption 2 also theoretically restricts the class of problems in (1) that we can solve.
However, if Assumption 2 does not hold, then we can always add an artificial con-
straint ‖x‖ ≤ R to (1) (or ‖u‖ ≤ R and ‖v‖ ≤ R) so that Assumption 2 is satisfied for
this modified problem, where R∈ (0,+∞). Under a proper choice of R, this problem
is equivalent to (1) as showed in the following lemma.
Lemma 1. Consider two constrained convex optimization problems:
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(P∞) f ? := min
x∈D
f (x) and (PR) f¯ ? := min
x∈D
{ f (x) | ‖x‖ ≤ R} ,
where f is defined in (1),D := {x = (u,v) | Au+Bv = c, u ∈ dom(g) , v ∈ dom(h)}
is the feasible set of (1), and R ∈ (0,+∞).
If x? is a solution of (P∞), and ‖x?‖ ≤ R, then it is a solution of (PR). Conversely,
if x¯? is a solution of (PR) and ‖x¯?‖< R, then it is a solution of (P∞).
Proof. It is obvious that if x? is a solution of (P∞), and ‖x?‖ ≤ R, then it is a solution
of (PR). Conversely, if x¯? is a solution of (PR), then we have f (x¯?) ≤ f (x) for all
x ∈ D and ‖x‖ ≤ R. Take any x ∈ D\BR, where BR := {x ∈ Rp | ‖x‖ ≤ R} is a
ball centered at the origin with radius R. Since x¯? ∈ int(BR), the interior of BR,
there exists xˆ on the open segment (x¯?,x) such that xˆ = (1− τ)x¯? + τx and xˆ ∈
D ∩BR, where τ ∈ (0,1). In this case, by convexity of ϕ , we have f (x¯?) ≤ f (xˆ) =
f (1− τ)x¯?+ τx) ≤ (1− τ) f (x?)+ τ f (x). Since τ ∈ (0,1), this inequality implies
f (x¯?)≤ f (x). Therefore, x¯? is a solution of (P∞). 
As suggested by Lemma 1, if we add artificial bounds ‖u‖ ≤ R and ‖v‖ ≤ R to
(1), then the resulting problem is equivalent to
min
u,v
{
gˆ(u)+ hˆ(v) | Au+Bv = c} ,
where gˆ := g+δBR , hˆ := h+δBR , and δBR is the indicator function of the closed ball
BR := {z | ‖z‖ ≤ R}. This problem is of the same form as (1). Under Assumption 2,
the following quantity:
D f := sup
u∈dom(g), vˆ,v∈dom(h)
{
max{‖Au+Bv− c‖,‖Au+B(2vˆ− v)− c‖}
}
(9)
is bounded, i.e., 0≤ D f <+∞.
Note that, in our algorithms below, since we do not require D f as an input of
the algorithms, this quantity can heuristically be estimated after we terminate the
algorithms, and estimate the corresponding artificial radius R based on iteration se-
quences obtained from the algorithms (see Remark 1).
3 Smoothing the primal-dual gap function
The dual function d defined by (4) is convex, but it is generally nonsmooth. Our key
idea is to replace the component g∗ in (5) with a new smoothed approximation g∗γ to
derive new algorithms.
Let us consider the domainU := dom(g) of g. Associated withU , we choose a
proximity function ω , i.e., ω is continuous and strongly convex with the convexity
parameter µω = 1> 0, andU ⊆ dom(ω). In addition, we assume that ω is smooth,
and its gradient is Lipschitz continuous with the Lipschitz constant Lω ∈ [0,+∞).
Given ω , we define the associated Bregman distance
bU (u, uˆ) := ω(u)−ω(uˆ)−〈∇ω(uˆ),u− uˆ〉. (10)
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Let u¯c := argminuω(u) be the prox-center of ω , which exists and is unique. We
consider the function bU (·, u¯c). Clearly, bU (·, u¯c) is smooth and strongly convex
with the convexity parameter µb = µω = 1. Its gradient ∇1bU (u, u¯c) = ∇ω(u)−
∇ω(u¯c) is Lipschitz continuous with the Lipschitz constant Lb = Lω ≥ µω = 1. In
addition, bU (u¯c, u¯c) = 0 and ∇1bU (u¯c, u¯c) = 0.
Given bU (·, u¯c), and the conjugate g∗ of g, we define
g∗γ(z) := max
u∈Rp1
{〈z,u〉−g(u)− γbU (u, u¯c)} , (11)
where γ > 0 is a smoothness parameter. We denote by u∗γ(z) the solution of the
maximization problem in (11), i.e.:
u∗γ(z) := arg max
u∈Rp1
{〈z,u〉−g(u)− γbU (u, u¯c)} , (12)
which is well-defined and unique. Clearly, ∇g∗γ(z) = u∗γ(z) is the gradient of g∗γ ,
which has (1/γ)-Lipschitz gradient. Hence, g∗γ is (1/γ)-smooth [2].
Let g∗γ and ψ be defined by (11) and (5), respectively, and β > 0. We consider
dγ(λ ) := g∗γ(A>λ )+
(
h∗(B>λ )−〈c,λ 〉)= ϕγ(λ )+ψ(λ ),
fβ (x) := g(u)+h(v)+ 12β ‖Au+Bv− c‖2,
Gγβ (w) := fβ (x)+dγ(λ ).
(13)
If γ ↓ 0+, then we have dγ(λ )→ d(λ ). Hence, dγ is a smoothed approximation of
d, but it is not fully smooth due to possible nonsmoothness of ψ . For any feasible
point x = (u,v) ∈ D , we have fβ (x) = f (x). Here, fβ can be considered as an ap-
proximation to f near the feasible set D . Hence, the smoothed gap function Gγβ is
an approximation of the duality gap function G in (7). Moreover, the smoothed gap
function Gγβ is convex. The following lemma shows us how to use Gγβ to charac-
terize the primal-dual solutions for (1)-(2), whose proof is in Appendix 8.1.
Lemma 2. For any x¯k := (u¯k, v¯k) ∈ dom( f ) and λ¯ k ∈ Rn, it holds that
−‖λ ?‖‖Au¯k +Bv¯k− c‖ ≤ f (x¯k)− f ? ≤ f (x¯k)+d(λ¯ k). (14)
Let {w¯k} be an arbitrary sequence in dom( f )×Rn and {(γk,βk)} be a sequence in
R2++. Then, the following estimates hold:
f (x¯k)− f ? ≤ Sk(w¯k),
‖Au¯k +Bv¯k− c‖ ≤ 2βk‖λ ?‖+
√
2βkSk(w¯k),
d(λ¯ k)−d? ≤ 2βk‖λ ?‖2+‖λ ?‖
√
2βkSk(w¯k)+Sk(w¯k),
(15)
where Sk(w¯k) := Gγkβk(w¯
k)+ γkbU (u?, u¯c), which requires the values of Gγβ .
Computing exactly a primal-dual solution (x?,λ ?) is impractical. Hence, our ob-
jective is to find an approximation (x¯k, λ¯ k) to (x?,λ ?) in the following sense:
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Definition 1. Given an accuracy ε > 0, a primal-dual point (x¯k, λ¯ k) ∈ dom( f )×Rn
is said to be an ε-solution of (1)-(2) if
f (x¯k)− f ? ≤ ε, ‖Au¯k +Bv¯k− c‖ ≤ ε, and d(λ¯ k)−d? ≤ ε.
We use the same accuracy parameter ε for each of these terms for simplicity.
We note that by combining ‖Au¯k +Bv¯k− c‖ ≤ ε and (14), we can guarantee a
lower abound f (x¯k)− f ? ≥ −‖λ ?‖ε . In addition, the domain dom( f ) is usually
simple (e.g., box, ball, cone, or simplex) so that the constraint x¯k ∈ dom( f ) can be
guaranteed via a closed form projection onto dom( f ).
The goal is to generate a primal-dual sequence {w¯k} and a parameter sequence
{(γk,βk)} in Lemma 2 such that {Gγkβk(w¯k)} converges to 0 and {(γk,βk)} also
converges to zero. Moreover, the convergence rate of f (x¯k)− f ? and ‖Au¯k+Bv¯k−c‖
depends on the convergence rate of {Gγkβk(w¯k)} and {(γk,βk)}.
4 Smoothing Alternating Minimization Algorithm (SAMA)
We propose a new alternating direction method via the application of the accelerated
forward-backward splitting to the smoothed gap function. We describe SAMA in
three subsections: main steps, initialization, and parameter updates.
4.1 Main steps
At the iteration k ≥ 0, given λˆ k ∈ Rn and the parameters γk+1 > 0 and ηk > 0, the
main steps of our SAMA consists of two primal alternating direction steps and one
dual ascend step as follows:
uˆk+1 := arg min
u∈dom(g)
{
g(u)−〈A>λˆ k,u〉+ γk+1bU (u, u¯c)
}
,
vˆk+1 := arg min
v∈dom(h)
{
h(v)−〈B>λˆ k,v〉+ ηk
2
‖Auˆk+1+Bv− c‖2},
λ¯ k+1 := λˆ k−ηk(Auˆk+1+Bvˆk+1− c),
(SAMA)
where γk+1 and ηk are referred to as the smoothness and the penalty parameter,
respectively, and u¯c is the prox-center of ω in (10).
The subproblems in SAMA can often be computed in a closed form. Let us de-
scribe two cases. First, if bU (·, u¯c) := (1/2)‖ ·−u¯c‖2, the standard Euclidean dis-
tance, then computing uˆk+1 reduces to computing the proximal operator of g, i.e.,
uˆk+1 = proxγ−1k+1g
(
u¯c+ γ−1k+1A
>λˆ k
)
.
Second, if we have B = I or B is orthonormal, then computing vˆk+1 reduces to com-
puting the proximal operator of h, i.e.,
vˆk+1 = proxη−1k h
(
B>(c−Auˆk+1)+η−1k B>λˆ k
)
.
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By inspection, it is easy to see that SAMA is an analog of the classical AMA
(cf., (46)). The first subproblem, due to (11), corresponds to the forward step while
the last two lines correspond to the backward step. Moreover, if we set γk+1 = 0 and
λˆ k+1 = λ¯ k+1, SAMA becomes AMA. However, in contrast to the AMA, the SAMA
also features a dual acceleration and a primal weighted averaging step:{
λˆk := (1− τk)λ¯ k + τkλ ∗k , (dual acceleration)
(u¯k+1, v¯k+1) := (1− τk)(u¯k, v¯k)+ τk(uˆk+1, vˆk+1), (weighted averaging)
(16)
where λ ∗k := β
−1
k (c−Au¯k−Bv¯k), and τk ∈ (0,1) is a given step size. As we will
prove in Theorem 1 below, these dual acceleration and primal weighted averaging
steps allow us to achieve a better convergence rate on both the primal and the dual
spaces compared to standard AMA methods [17].
The following lemma provides conditions showing that the sequence {(x¯k, λ¯ k)}
generated by (SAMA)-(16) maintains the non-monotone gap reduction condition
introduced in [36]. The proof of this lemma can be found in Appendix 8.2.2.
Lemma 3. Let {w¯k} with w¯k := (u¯k, v¯k, λ¯ k) be the sequence generated by (SAMA)-
(16). If τk ∈ (0,1] and γk,βk,ηk ∈ R++ satisfy the following conditions:
(1+L−1b τk)γk+1 ≥ γk, βk+1 ≥ (1− τk)βk,
(1− τ2k )γk+1βk ≥ 2‖A‖2τ2k , and 2‖A‖2ηk = γk+1,
(17)
then the following non-monotone gap reduction condition holds:
Gγk+1βk+1(w¯
k+1)≤ (1− τk)Gγkβk(w¯k)+
ηkτ2k
4
D2f , (18)
where Gγkβk is defined by (13) and D f is defined by (9).
4.2 Initialization
We note that we can initialize the algorithm at any starting point w¯1 := (u¯1, v¯1, λ¯ 1).
However, the convergence bounds will depend on Gγ1β1(w¯
1). In order to provide
transparent convergence results, we propose to use the following initialization in
Lemma 4, whose proof is given in Appendix 8.2.1.
Lemma 4. Given λˆ 0 ∈ Rm, γ1 > 0, and η0 > 0, let (u¯1, v¯1, λ¯ 1) be computed by
u¯1 := arg min
u∈dom(g)
{
g(u)−〈A>λˆ 0,u〉+ γ1bU (u, u¯c)
}
,
v¯1 := arg min
v∈dom(h)
{
h(v)−〈B>λˆ 0,v〉+ η0
2
‖Au¯1+Bv− c‖2},
λ¯ 1 := λˆ 0−η0(Au¯1+Bv¯1− c).
(19)
Then, for any β1 > 0, w¯1 := (u¯1, v¯1, λ¯ 1), and Gγβ defined by (13) satisfy
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Gγ1β1(w¯
1) ≤ η04 D2f+ 12η20
[
1
β1
− (5γ1−2η0‖A‖2)η02γ1
]
‖λ¯ 1− λˆ 0‖2
+η−10 〈λˆ 0, λ¯ 1−λˆ 0〉.
(20)
Consequently, if we choose γ1, β1, and η0 such that 5γ1 > 2η0‖A‖2 and β1 ≥
2γ1
(5γ1−2η0‖A‖2)η0 , then Gγ1β1(w¯
1)≤ η04 D2f +η−10 〈λˆ 0, λ¯ 1− λˆ 0〉.
4.3 Updating the parameters
For simplicity of presentation, we choose ω as ω(u) := 12‖u− u¯c‖2 for a fixed u¯c ∈
dom(g). In this case, bU (·, u¯c) defined by (10) becomes bU (·, u¯c) = 12‖ · −u¯c‖2.
Hence, we can update τk,γk, βk and ηk such that the equality in the conditions (17)
holds. The following lemma provides one possibility to update these parameters
whose proof is given in Appendix 8.2.3.
Lemma 5. Let bU be chosen such that bU (·, u¯c) := 12‖ · −u¯c‖2 for a fixed u¯c ∈
dom(g), and γ1 > 0. Then, for k ≥ 1, if τk,γk,βk, and ηk are updated by
τk :=
3
k+4
, γk :=
5γ1
k+4
, βk :=
18‖A‖2(k+5)
5γ1(k+1)(k+7)
, and ηk :=
5γ1
2‖A‖2(k+5) , (21)
then they satisfy conditions (17). Moreover, the convergence rate of {τk} is optimal,
and βk ≤ 18‖A‖
2
5γ1(k+1)
.
Let us comment here on our weighting strategy and its relation to [12], which
places emphasis on the later iterates in averaging by using ωi = i+ 1 as described
by (45) in Section 7. In our updates, we consider another weighting scheme (45)
that places even more emphasis. For this purpose, we use ωi = (i+ 1)(i+ 2) and
rewrite (45) in a way to mimic the averaging step in (16): x¯k+1 = 1k+4 x¯
k + 3k+4 x
k+1.
Hence, our particular primal weighting scheme (SAMA) uses τk = 3k+4 .
4.4 The new smoothing AMA algorithm
Since λ ∗k in the first line of (16) requires one matrix-vector multiplication (Au,Bv),
we can combine the third line of SAMA and the second line of (16) to compute λ ∗k
recursively as
λ ∗k+1 := β
−1
k+1
[
(1− τk)βkλ ∗k + τkη−1k (λ¯ k+1− λˆ k)
]
. (22)
Consequently, each iteration of Algorithm 1 below requires one matrix-vector multi-
plication (Au,Bv) and one corresponding adjoint operation (A>λ ,B>λ ). Hence, the
per-iteration complexity of (SAMA) and the standard AMA (46) are essentially the
same. Finally, we can combine the main steps (SAMA), (16), (22), and the update
rule (21) to complete the smoothing alternating minimization algorithm (SAMA) in
Algorithm 1.
We can view Algorithm 1 as a primal-dual method, where we apply Nesterov’s
accelerated method to the smoothed dual problem while using a weighted averaging
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Algorithm 1 (Smoothing Alternating Minimization Algorithm (SAMA))
Initialization:
1: Fix u¯c ∈ dom(g). Choose λˆ 0 ∈Rn and γ1 > 0. Set η0 := γ12‖A‖2 and β1 :=
27‖A‖2
20γ1
.
2: Compute u¯1 := proxγ−11 g
(
u¯c+ γ−11 A
>λˆ 0
)
.
3: Solve v¯1 := argmin
v
{
h(v)−〈λˆ 0,Bv〉+ η0
2
‖Au¯1+Bv− c‖2}.
4: Update λ¯ 1 := λˆ 0−η0(Au¯1+Bv¯1− c) and λ ∗1 := β−11 (c−Au¯1−Bv¯1).
Iteration: For k = 1 to kmax, perform:
5: Compute τk := 3k+4 , γk+1 :=
5γ1
k+5 , βk :=
18‖A‖2(k+5)
5γ1(k+1)(k+7)
and ηk := 5γ12‖A‖2(k+5) .
6: Set λˆ k := (1− τk)λ¯ k + τkλ ∗k .
7: Compute uˆk+1 := proxγ−1k+1g
(
u¯c+ γ−1k+1A
>λˆ k
)
.
8: Solve vˆk+1 := argmin
v
{
h(v)−〈λˆ k,Bv〉+ ηk
2
‖Auˆk+1+Bv− c‖2}.
9: Update λ¯ k+1 := λˆ k−ηk(Auˆk+1+Bvˆk+1− c).
10: Compute λ ∗k+1 := β
−1
k+1
[
(1− τk)βkλ ∗k + τkη−1k (λ¯ k+1− λˆ k)
]
.
11: Update u¯k+1 := (1− τk)u¯k + τkuˆk+1 and v¯k+1 := (1− τk)v¯k + τkvˆk+1.
End for
scheme x¯k =
(
∑ki=0ωi
)−1∑ki=0ωixˆi for the primal variables. However, Algorithm 1
aims at solving the nonsmooth problem (1) without any additional assumption on g
and h except for the finiteness of D f in (9).
4.5 Convergence analysis
We prove in Appendix 8.2.4 the convergence and the worst-case iteration-complexity
of Algorithm 1 in Theorem 1.
Theorem 1. Assume that bU is chosen as bU (·, u¯c) := 12‖ ·−u¯c‖2 for any fixed u¯c ∈
dom(g). Let {w¯k} be the sequence generated by Algorithm 1. Then, for any γ1 > 0,
the following estimates hold
f (x¯k)− f ? ≤ 5γ1(k+4)
(
‖u¯c−u?‖2
2 +
9D2f
8‖A‖2(k+3)
)
,
‖Au¯k+Bv¯k−c‖ ≤ 36‖A‖2‖λ ?‖5γ1(k+1) +
6‖A‖
(k+1)
√
‖u¯c−u?‖2
2 +
9D2f
8‖A‖2(k+7) ,
d(λ¯ k)−d? ≤ 36‖A‖2‖λ ?‖25γ1(k+1) +
6‖A‖‖λ ?‖
(k+1)
√
‖u¯c−u?‖2
2 +
9D2f
8‖A‖2(k+7)
+ 5γ1(k+4)
(
‖u¯c−u?‖2
2 +
9D2f
8‖A‖2(k+3)
)
,
(23)
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where D f are defined by (9). As a consequence, if we choose γ1 := ‖A‖, then the
worst-case iteration-complexity of Algorithm 1 to achieve an ε-primal solution x¯k
of (1) in the sense of Definition 1 is O
(
ε−1
)
.
Theorem 1 shows that the convergence rate of Algorithm 1 consists of two parts.
While the first part depends on ‖u¯c− u?‖2 which is only O(1/k), the second part
depending on D f is up to O(1/k2). We can obtain the convergence rate of the feasi-
bility gap ‖Au¯k+Bv¯k−c‖ from the dual convergence as done in [17]. However, this
rate is only O(1/
√
k) when the rate on the dual d(λ¯ k)−d? is O(1/k).
Remark 1. If Assumption 2 fails to hold, then artificial constraints ‖u‖ ≤ R and/or
‖v‖ ≤ R must be added to (1). Since Algorithm 1 does not require R as an input,
we can estimate R after we terminate this algorithm. Theoretically, the sequence{
(u¯k, v¯k)
}
generated by Algorithm 1 converges to x? = (u?,v?) a solution of (1).
Hence, by Lemma 1, R can roughly be estimated as R > supk
{‖u¯k‖,‖v¯k‖}. Note
that, in this case, the objective function of the subproblems in u and v from (SAMA)
is also changed from g to g+ δBR , and from h to h+ δBR , respectively. Practically,
by assuming that R is sufficiently large so that ‖u‖ ≤ R and ‖v‖ ≤ R are inactive,
we can discard the term δBR(u), and δBR(v). Therefore, the computation of uˆ
k+1 and
vˆk+1 at Step 7 and Step 8, respectively, of Algorithm 1 is unchanged.
4.6 Special case: g is strongly convex
We now consider a special case of the constrained problem (1) when g is strongly
convex. If g is strongly convex with the convexity parameter µg > 0, then we can
modify Algorithm 1 so that d(λ¯ k)−d? ≤O( 1k2 ) in terms of the dual objective func-
tion as shown in [17]. However, the convergence rate in terms of the primal objective
residual f (x¯k)− f ? and the primal feasibility gap ‖Au¯k +Bv¯k− c‖ we can prove is
worse than O( 1k2 ).
Let us consider again the dual function ϕ defined by (5). Since g is strongly
convex with the strong convexity parameter µg > 0, ∇ϕ is Lipschitz continuous
with the Lipschitz constant Lϕ :=
‖A‖2
µg . We modify Algorithm 1 in order to obtain
a new variant that captures the strong convexity of g and removes the smoothness
parameter γk. By a similar analysis as in Lemma 3, we can show in Appendix 8.3
that if the following conditions hold
βk+1 ≥ (1− τk)βk and ηk
(3
2
+ τk− ‖A‖
2ηk
µg
)
≥ τ
2
k
(1− τk)βk , (24)
then
Gβk+1(w¯
k+1)≤ (1− τk)Gβk(w¯k)+
τ2kηkD
2
f
4
, (25)
where Gβk(w¯
k) := fβk(x¯
k)+d(λ¯ k). The first iterate u¯1 in (19) can be computed as
u¯1 := arg min
u∈dom( f )
{
g(u)+ 〈λˆ 0,Au〉}. (26)
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Using (26) and new update rules for the parameters in Algorithm 1, we obtain a
new variant of Algorithm 1. The following corollary shows the convergence of this
variant, whose proof is also moved to Appendix 8.3.
Corollary 1. Let {w¯k} be the sequence generated by Algorithm 1 using (26) and the
update rules
τk :=
3
k+4
, ηk :=
µg
2‖A‖2 , and βk :=
2‖A‖2τ2k
µg(1− τ2k )
=
18‖A‖2
µg(k+1)(k+7)
. (27)
Then, the following estimates hold
f (x¯k)− f ? ≤ 9µgD
2
f
16‖A‖2(k+3) = O
( 1
k
)
,
‖Au¯k +Bv¯k− c‖ ≤ 36‖A‖2‖λ ?‖µg(k+1)(k+7) +
9D f
2
√
(k+1)(k+3)(k+7)
= O
(
1
k3/2
)
.
(28)
Alternatively, if we use the following update rules in Algorithm 1
τk :=
3
k+4
, ηk :=
µgτk
‖A‖2 , and βk :=
2‖A‖2τk
3µg(1− τk) =
2‖A‖2
µg(k+1)
, (29)
then 
f (x¯k)− f ? ≤ 27µgD
2
f
4‖A‖2(k+3)2 = O
(
1
k2
)
,
‖Au¯k +Bv¯k− c‖ ≤ 4‖A‖2‖λ ?‖µg(k+1) +
3
√
3
(k+3)
D f√
k+1
= O
( 1
k
)
.
(30)
Here, D f is defined by (9). In both cases, the guarantee of the primal-dual gap
function G(w¯k) := f (x¯k)+d(y¯k) is
G(w¯k)+
1
2βk
‖Au¯k +Bv¯k− c‖2 ≤ 9µgD
2
f
4‖A‖2(k+3) , (31)
where βk is given by either (27) or (29).
We note that, similar to [17], if we modify Step 10 of Algorithm 1 by λ ∗k+1 :=
λ ∗k +
1
τk
(
λ¯ k+1− λˆ k), then we can prove the O( 1k2 )-convergence rate for the dual
objective residual d(λ k)−d? in Algorithm 1 under the strong convexity of g.
4.7 Composite convex minimization involving a linear operator
A common composite convex minimization formulation in image processing and
machine learning [2] is the following problem:
min
u∈Rp1
{ f (u) := g(u)+h(Fu− y)} , (32)
where g and h are two proper, closed and convex functions (possibly nonsmooth),
F is a linear operator from Rp1 to Rn, and y ∈ Rn is a given observed vector. We
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are more interested in the case that g and h are nonsmooth but are equipped with a
tractable proximal operator. For example, g and h are both the `1-norm.
Classical AMA and ADMM methods can solve (32) but do not have an O(1/k) -
theoretical convergence rate guarantee without additional smoothness-type or strong
convexity-type assumption on g and h. In addition, the ADMM still requires to solve
the subproblem at the second line of (44) iteratively when F is not orthogonal.
If we introduce a new variable v := Fu−y, then we can reformulate (32) into (1)
with A=F and B=−I. In this case, we can apply both Algorithm 1 and Algorithm 2
(in Section 5) to solve the resulting problem without additional assumption on g and
h except for the boundedness of D f . However, we only focus on Algorithm 1, which
only requires the proximal operator of g and h. The main step of this algorithmic
variant can be written explicitly as uˆ
k+1 := proxγ−1k+1g
(
u¯c+ γ−1k+1F
>λˆ k
)
,
vˆk+1 := proxη−1k h
(
Fuˆk+1− y−η−1k λˆ k
)
.
Substituting this step into Algorithm 1, we obtain a new variant for solving (32)
using only the proximal operator of g and h.
5 The new smoothing ADMM method
For completeness, we present a new alternating direction method of multipliers
(ADMM) algorithm for solving (1) by applying Douglas-Rachford splitting method
to the smoothed dual problem. Our new algorithm, dubbed the smoothing ADMM
(SADMM), features similar optimal convergence rate guarantees as SAMA. See
Section 7 for further discussion.
5.1 The main steps of the smoothing ADMM method
The main step of our SADMM scheme is as follows. Given λˆ k ∈ Rn, vˆk ∈ dom(h)
and the parameters γk+1 > 0, ρk > 0 and ηk > 0, we compute (uˆk+1, vˆk+1, λ¯ k+1) as
follows:
uˆk+1 := arg min
u∈dom(g)
{
g(u;γk+1)−〈A>λˆ k,u〉+ρk2 ‖Au+Bvˆ
k−c‖2
}
,
vˆk+1 := arg min
v∈dom(h)
{
h(v)−〈B>λˆ k,v〉+ ηk
2
‖Auˆk+1+Bv− c‖2
}
,
λ¯ k+1 := λˆ k−ηk
(
Auˆk+1+Bvˆk+1− c),
(SADMM)
where g(u;γ) := g(u) + γbU (u, u¯c). This scheme is different from the standard
ADMM scheme (44) at two points. First, uˆk+1 is computed from the regularized
subproblem with g(·;γ) instead of g. Second, we use different penalty parameters
ρk and ηk compared to the standard ADMM scheme (44) in Section 7. The com-
plexity of computing uˆk+1 in (SADMM) is essentially the same as computing uk+1
in the standard ADMM scheme (44) below.
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As a special case, if A= I, the identity operator, or A is orthonormal, then we can
choose bU (·, u¯c) = (1/2)‖ ·−u¯c‖2 to obtain a closed form solution of uˆk+1 as
uˆk+1 := prox(ρk+γk+1)−1g
(
(ρk + γk+1)−1
(
γk+1u¯c+A>(λˆ k−ρk(Bvˆk− c))
))
.
In addition to (SADMM), our algorithm also requires additional steps{
λˆk := (1− τk)λ¯ k + τkλ ∗k , (dual acceleration)
(u¯k+1, v¯k+1) := (1− τk)(u¯k, v¯k)+ τk(uˆk+1, vˆk+1), (weighted averaging)
(33)
as in Algorithm 1, where λ ∗k := β
−1
k (c−Au¯k−Bv¯k), and τk ∈ (0,1) is a step size.
We prove in Appendix 8.4.1 the following lemma, which provides conditions on
the parameters to guarantee the gap reduction condition.
Lemma 6. Let {w¯k}with w¯k :=(u¯k, v¯k, λ¯ k) be the sequence generated by (SADMM)-
(33). If τk ∈ (0,1) and γk,βk,ρk,ηk ∈ R++ satisfy
(1− τk)(1+2τk)ηkβk ≥ 2τ2k , γk+1 ≥
(
3−2τk
3−(2−L−1b )τk
)
γk,
βk+1 ≥ (1− τk)βk, and γk+1 ≥ ‖A‖2
(
ηk + ρkτk
)
,
(34)
then the following non-monotone gap reduction condition holds
Gγk+1βk+1(w¯
k+1)≤ (1− τk)Gγkβk(w¯k)+
(
τ2kηk
4
+
τkρk
2
)
D2f , (35)
where Gγkβk is defined by (13), and D f is defined by (9).
5.2 Updating parameters
The second step of our algorithmic design is to derive an update rule for the param-
eters to satisfy the conditions (34). Lemma 7 shows one possibility to update these
parameters, whose proof is given in Appendix 8.4.2.
Lemma 7. Let bU be chosen such that bU (·, u¯c) := 12‖ · −u¯c‖2 for a fixed u¯c ∈
dom(g), and γ1 > 0. Then, for k ≥ 1, τk, γk, βk, ρk, and ηk updated by
τk := 3k+4 , γk :=
3γ1
k+2 , βk :=
6‖A‖2(k+3)
γ1(k+1)(k+10)
,
ρk := 9γ12‖A‖2(k+3)(k+4) , ηk :=
3γ1
2‖A‖2(k+3) ,
(36)
satisfy (34). Moreover, βk ≤ 9‖A‖
2
5γ1(k+1)
, and the convergence rate of {τk} is optimal.
We note that we have freedom to choose γ1 in order to trade off the primal objec-
tive residual f (x¯k)− f ? and the primal feasibility gap ‖Au¯k +Bv¯k− c‖ as in Algo-
rithm 1.
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5.3 The smoothing ADMM algorithm
Similar to Algorithm 1, we can combine the third line of (SADMM) and the second
line of (33) to update λ ∗k . In this case, the arithmetic cost-per-iteration of Algorithm
2 is essentially the same as in the standard ADMM scheme (44). We also use w¯1 =
(u¯1, v¯1, λ¯ 1) computed by (19) at the first iteration. By putting (19), (36), (SADMM),
(33) and (22) together, we obtain a complete SADMM algorithm as presented in
Algorithm 2.
Algorithm 2 (Smoothing Alternating Direction Method-of-Multipliers (SAD-MM))
Initialization:
1: Fix u¯c ∈ dom(g). Choose λˆ 0 ∈Rn and γ1 > 0. Set η0 := γ12‖A‖2 and β1 :=
12‖A‖2
11γ1
.
2: Compute u¯1 := proxγ−11 g
(
u¯c+ γ−11 A
>λˆ 0
)
.
3: Solve v¯1 := argmin
v
{
h(v)−〈λˆ 0,Bv〉+ η0
2
‖Au¯1+Bv− c‖2}. Set vˆ1 := v¯1.
4: Update λ¯ 1 := λˆ 0−η0(Au¯1+Bv¯1− c) and λ ∗1 := β−11 (c−Au¯1−Bv¯1).
Iteration: For k = 1 to kmax, perform:
5: Compute τk := 3k+4 , γk+1 :=
3γ1
k+3 , βk :=
6‖A‖2(k+3)
γ1(k+1)(k+10)
. Then, set ηk := 3γ12‖A‖2(k+3)
and ρk := 9γ12‖A‖2(k+3)(k+4) .
6: Set λˆ k := (1− τk)λ¯ k + τkλ ∗k .
7: Solve uˆk+1 := argmin
u
{
g(u)−〈λˆ k,Au〉+ρk
2
‖Au+Bvˆk−c‖2+ γk+1bU (u, u¯c)
}
.
8: Solve vˆk+1 := argmin
v
{
h(v)−〈λˆ k,Bv〉+ ηk
2
‖Auˆk+1+Bv− c‖2}.
9: Update λ¯ k+1 := λˆ k−ηk(Auˆk+1+Bvˆk+1− c).
10: Compute λ ∗k+1 := β
−1
k+1
[
(1− τk)βkλ ∗k + τkη−1k (λ¯ k+1− λˆ k)
]
.
11: Update u¯k+1 := (1− τk)u¯k + τkuˆk+1 and v¯k+1 := (1− τk)v¯k + τkvˆk+1.
End for
5.4 Convergence analysis
The following theorem with its proof being in Appendix 8.4.3 shows the worst-case
iteration-complexity of Algorithm 2.
Theorem 2. Assume that bU is chosen as bU (·, u¯c) := 12‖ · −u¯c‖2 for a fixed
u¯c ∈ dom(g). Let {(u¯k, v¯k, λ¯ k)} be the sequence generated by Algorithm 2. Then
the following estimates hold
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f (x¯k)− f ? ≤ 3γ1(k+2)
[
‖u¯c−u?‖2
2 +
27D2f
8‖A‖2(k+3)
]
,
‖Au¯k +Bv¯k− c‖ ≤ 18‖A‖2‖λ ?‖5γ1(k+1) +
6‖A‖
(k+1)
√
‖u¯c−u?‖2+ 27D
2
f
8‖A‖2(k+10) ,
(37)
where D f is given by (9). If γ1 := ‖A‖, then the worst-case iteration-complexity of
Algorithm 2 to achieve an ε - solution x¯k of (1) is O
(
ε−1
)
.
As can be seen from Theorem 2, the term 6‖A‖(k+1)
( ‖u¯c−u?‖2
2 +
27D2f
8‖A‖2(k+10)
)1/2
in
(37) does not depend on the choice of γ1. If we decrease γ1, then the upper bound of
f (x¯k)− f ? decreases, while the upper bound of ‖Au¯k +Bv¯k−c‖ increases, and vice
versa. Hence, γ1 trades off these worse case bounds. The convergence rate guarantee
on the dual objective residual can be easily obtained from the last bound of (15).
5.5 SAMA vs. SADMM
There are at least two cases, where SAMA theoretically gains advantages over
SADMM. First, if A is non-orthogonal. The u-subproblem in (SAMA) can be com-
puted by using proxg, while in SADMM, the nonorthogonal operator A prevents us
from using proxg. Second, if g is block separable, i.e., g(u) := ∑si=1 gi(ui), then we
can choose g(u;γ) := ∑si=1
[
gi(ui)+
γ
2‖ui− u¯ci ‖2
]
, which can be evaluated in paral-
lel. This is not preserved in SADMM. Indeed, for SADMM, the subproblem in u
still has the quadratic term ρk2 ‖Au+Bvˆk− c‖2, which makes it nonseparable even if
g is separable.
6 Numerical evidence
We illustrate a “geometric invariant” property of Algorithm 1 and Algorithm 2
for solving the distance minimization problem (39). This problem is classical but
solving it efficiently remains an interesting research topic. Various algorithms have
been proposed including Douglas-Rachford (DR) splitting, Dykstra’s projection,
and Hauzageau’s method as mentioned previously [1, 2]. In this section, we compare
our algorithms with these methods.
We consider the following convex feasibility problem with two convex sets:
Find λ ? such that: λ ? ∈ C1∩C2, (38)
where C1 and C2 are two nonempty, closed and convex sets inRp. Problem (38) may
not have solution. Hence, instead of solving (38), we consider a problem of finding
the best substitution for a point in the intersection C1∩C2 even if it is empty. Such
a problem can be formulated as
d? := min
λ∈Rn
{
d(λ ) := dC1(λ )+dC2(λ )
}
, (39)
where dC is the Euclidean distance to the set C . Unlike (38), the optimal value
d∗ of (39) is always finite as long as C1 and C2 are nonempty. Moreover, d? =
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dist(C1,C2), the distance between C1 and C2. Hence, if C1 ∩C2 6= /0, then d? = 0,
see, e.g., [6].
According to [6], our primal template (1) for (39) then takes the following form
min
u,v
{
sC1(u)+ sC2(v) | u+ v = 0, u ∈ B1, v ∈ B1
}
, (40)
where sCi is the support function of Ci for i = 1,2, and Br := {w | ‖w‖ ≤ r} for
r > 0.
Clearly, (40) is fully nonsmooth, since sCi is convex and nonsmooth for i = 1,2.
In addition, (40) satisfies Assumption 2. Here, we can even increase the constraint
radius, currently 1, to a sufficiently large number such that the constraints u,v ∈ Br
of each subproblems in (44), (SAMA) and (SADMM) are inactive without changing
the underlying problem. In this particular setting, we can choose the center points
for u and v as zero since they actually obtain the optimal solution.
If we apply ADMM to solve (40), then it can be written explicitly as
uk+1 := proxρ−1sC1
(λ k− vk) = λ k− vk−ρ−1piC1
(
ρ(λ k− vk)) ,
vk+1 := proxρ−1sC2
(λ k−uk+1) = λ k−uk+1−ρ−1piC2
(
ρ(λ k−uk+1)) ,
λ k+1 := λ k− (uk+1+ vk+1),
where piCi is the projection onto Ci for i = 1,2, and ρ > 0 is the penalty parameter.
Clearly, multiplying this expression by ρ and using the same notation, we obtain
uk+1 := λ k− vk−piC1
(
λ k− vk) ,
vk+1 := λ k−uk+1−piC2
(
λ k−uk+1) ,
λ k+1 := λ k− (uk+1+ vk+1),
(41)
which shows that this scheme is independent of any parameter ρ . With an elemen-
tary transformation, we can write (41) as a Douglas-Rachford (DR) splitting scheme{
zk := zk−1+piC1
(
2λ k− zk−1)−λ k,
λ k+1 := piC2(z
k).
(42)
To recover uk and vk from zk and λ k, we can use uk := λ k−1−zk and vk := zk−1−λ k.
Now, if we apply our SAMA to solve (40) using bU (u, u¯c) := (1/2)‖u− u¯c‖2,
the two main steps of SAMA becomes uˆ
k+1:= proxγ−1k+1sC1
(u¯c+ γ−1k+1λˆ
k) = γ−1k+1λˆ
k + u¯c− γ−1k+1piC1
(
λˆ k + γk+1u¯c
)
,
vˆk+1:= proxη−1k sC2
(η−1k λˆ
k− uˆk+1)= η−1k λˆ k− uˆk+1−η−1k piC2
(
λˆ k−ηkuˆk+1
)
.
(43)
Clearly, the standard AMA is not applicable to solve (40) due to the lack of strong
convexity. The standard ADMM applying to (40) becomes the alternative projection
scheme (42) for solving (38). This scheme can be arbitrarily slow if the geometry
between two sets C1 and C2 is ill-posed.
Smooth Alternating Optimization Methods 19
To observe an interesting convergence behavior, we test Dykstra’s projection,
Hauzageau’s method, and the ADMM (41) (or its DR form (42)), and compare them
with our algorithms in the following configuration.
We first choose Ci := {u ∈ Rn | 〈ai,u〉 ≤ bi} for i = 1,2 as two half-planes in
Rn, where b1 = b2 = 0. Here, the normal vectors are a1 := (ε, · · · ,ε,−1, · · · ,−1)>,
and a2 := (0, · · · ,0,1, · · · ,1)>, where ε > 0 is a positive angle. The tangent angle
ε is repeated bn/2c times in a1, and the zero is repeated bn/2c times in a2, where
n = 1000. The starting point is chosen as u0 := (1, · · · ,1)>. By varying ε , we can
observe the convergence behavior of these five methods.
We note that Dykstra’s and Hauzageau’s algorithms directly solve the dual prob-
lem (39), while our methods and ADMM solve both the primal and dual prob-
lems (40) and (39). We compare these algorithms on the absolute dual objective
residual d(λ )−d? of (39).
Figure 1 shows the convergence of five algorithms with different choices of ε .
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Fig. 1 The convergence behavior of five algorithms with different values of ε . These plots corre-
spond to ε = 10−1,10−2,10−3 or 10−4
We observe Hauzageau’s and Dykstra’s methods are slow, but Hauzageau’s
method is extremely slow. The speed of ADMM (or DR splitting) strongly depends
on the geometry of the sets, in particular, the tangent angle between two sets. For
large values of ε , these methods work well, but they become arbitrarily slow when
ε is decreasing. The objective value of this method drops quickly to a certain level,
then is saturated, and makes a very slow progress toward to the optimal value as
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seen in Figure 1. Since the ADMM scheme (41) is independent of its penalty pa-
rameter, this is the best performance we can achieve for solving (39). Both SAMA
and SADMM have almost identical convergence rate for different values of ε . These
convergence rate reflects the theoretical guarantee, which is O(1/k) as predicted by
our theoretical results.
7 Discussion
We have developed a rigorous alternating direction optimization framework for
solving constrained convex optimization problems. Our approach is built upon the
model-based gap reduction (MGR) technique in [35], and unifies five main ideas:
smoothing, gap reduction, alternating direction, acceleration/averaging, and homo-
topy. By splitting the gap, we have developed two new smooth alternating optimiza-
tion algorithms: SAMA and SADMM with rigorous convergence guarantees. One
important feature of these methods is a heuristic-free parameter update, which has
not been proved yet in the literature for AMA and ADMM as we discuss below:
(a) Alternating direction method of multipliers (ADMM): The ADMM algo-
rithm can be viewed as the Douglas-Rachford splitting applied to the optimality
condition of the dual problem (2). As a result, the standard ADMM algorithm gen-
erates a primal sequence
{
(uk,vk)
}
together with a multiplier sequence
{
λ k
}
as
uk+1 := arg min
u∈dom(g)
{
g(u)−〈λ k,Au〉+ ηk
2
‖Au+Bvk− c‖22
}
vk+1 := arg min
v∈dom(h)
{
h(v)−〈λ k,Bv〉+ ηk
2
‖Auk+1+Bv− c‖22
}
λ k+1 := λ k−ηk
(
Auk+1+Bvk+1− c),
(44)
where k denotes the iteration count and ηk > 0 is a penalty parameter. This basic
method is closely related to or equivalent to many other algorithms, such as Sp-
ingarn’s method of partial inverses, Dykstra’s alternating projections, Bregman’s
iterative algorithms, and can also be motivated from the augmented Lagrangian per-
spective [5].
The ADMM algorithm serves as a good general-purpose tool for optimization
problems arising in the analysis and processing of modern massive datasets. Indeed,
its implementations have received a significant amount of engineering effort both in
research and in industry. As a result, its global convergence rate characterizations
for the template (1) is an active research topic, see, e.g., [10, 11, 12, 13, 15, 17, 19,
20, 28, 31, 38], and the references quoted therein.
In the constrained setting of (1), a global convergence characterization specifi-
cally means the following: The algorithm provides us x¯k =(u¯k, v¯k) and we determine
the number of iterations k necessary to obtain f (x¯k)− f ?≤ ε f and ‖Au¯k+Bv¯k−c‖≤
εc for some fixed accuracy ε f for the objective and for some— possibly another—
fixed accuracy εc for the linear constraint. Separating constraint feasibility is crucial
so that the primal convergence has any significance otherwise we can trivially have
f ?− f (x¯k)≤ 0 for some infeasible iterate x¯k.
A key theoretical strategy for obtaining global convergence rates for alternating
direction methods is ergodic averaging [10, 11, 12, 19, 20, 24, 28, 31, 38]. For
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instance, as opposed to working with the primal-sequence xk := (uk,vk) from (44)
directly, we instead choose a sequence of weights {ωk} ⊂ (0,+∞) and then average
as follows
x¯k :=
( k
∑
i=0
ωi
)−1 k
∑
i=0
ωixi. (45)
The averaged sequence x¯k then makes it theoretically elementary to obtain the de-
sired type of convergence rate characterizations for (1).
Indeed, existing literature critically relies on such weighting strategies in order to
obtain global convergence guarantees. For instance, He and Yuan in [19] prove an
O(1/k)-convergence rate of their ADMM scheme (44) by using the form (45) with
ωi := 1 but for both primal and dual variables x as well as λ simultaneously. They
provided their guarantee in terms of a gap function for an associated variational
inequality for (1) and assumed the boundedness on both primal and dual domains.
This result is further extended by other authors to different variants of ADMM,
including [18, 34, 39]. The same rate is obtained in [12] for a relaxed ADMM variant
with similar assumptions along with a weighting strategy that emphasizes the latter
iterations by using ωi := k+1 in (45).
We should note that there are also weighted global convergence characterizations
for ADMM, such as f (x¯k)− f ?+ρ‖Au¯k +Bv¯k− c‖ for some fixed ρ > 0 by Shefi
and Teboulle [31]. The authors added proximal terms to the u- and v-subproblems
and imposed conditions on three parameters to achieve the O(1/k)-convergence
rate jointly between the objective residual and feasibility gap. Intriguingly, this type
of convergence rate guarantee does not necessarily imply the O(1/k)-convergence
separately on the primal objective residual and feasibility gap as indicated in [31,
Theorem 5.2] without additional assumptions.
Interesingly, making additional assumptions on the template is quite common
[12, 14, 16, 17]. For instance, the authors in [28] studied a linearized ADMM variant
of (44) and proved the O(1/k)-rate separately, but required the Lipschitz gradient
assumption on either g or h in (1). In addition, the authors in [17] require strong
convexity on both g and h. In contrast, the authors [14] require the strong convexity
of either g or h but need A or B to be full rank as well. In [39] the authors proposed
an asynchronous ADMM and showed the O(1/k) rate on the averaging sequence
for a special case of (1) where h = 0, which trivially has Lipschitz gradient.
Unsurprisingly, these assumptions again limit the applicability of the algorithmic
guarantees when, for instance, g and h are non-Lipschitz loss functions or fully non-
smooth regularizers, as in Poisson imaging, robust principal component analysis
(RPCA), and graphical model learning [9]. Several recent results rely on other type
of assumptions such as error bounds, metric regularity, or the well-known Kurdyka-
Lojasiewicz condition [7, 22, 21]. Although these conditions cover a wide range of
application models, it is unfortunately very hard to verify some quantities related to
these assumptions in practice. Other times, the additional assumptions obviate the
ADMM choice as they can allow application of a simpler algorithm:
(b) Alternating minimization algorithm (AMA): The AMA algorithm, given be-
low, is guaranteed to converge when g is strongly convex or g∗ has Lipschitz gradient
[17]:
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uˆk+1 := arg min
u∈dom(g)
{
g(u)−〈λˆ k,Au〉},
vˆk+1 := arg min
v∈dom(h)
{
h(v)−〈λˆ k,Bv〉+ ηk
2
‖Auˆk+1+Bv− c‖22
}
,
λˆ k+1 := λˆ k−ηk
(
Auˆk+1+Bvˆk+1− c),
(46)
where ηk > 0 is the penalty parameter.
One can view AMA as the forward-backward splitting algorithm applied to the
optimality condition of the dual problem (2) (cf., [17, 37]). Alternatively, we can mo-
tivate the algorithm by using one Lagrange dual step and one augmented Lagrangian
dual step between two blocks of variables u and v [4, 32, 37]. Computationally, (46)
is arguably easier than (44). However, it often requires stronger assumptions than
ADMM to guarantee convergence [17, 37]. The most obvious assumption is the
strong convexity of g.
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8 The proof of technical results
This appendix provides the full proof of technical results presented in the main text.
8.1 The proof of Lemma 2: The primal-dual bounds
First, using the fact that −d(λ ) ≤ −d? = f ? ≤L (x,λ ?) = f (x)+ 〈λ ?,Au+Bv−
c〉 ≤ f (x)+‖λ ?‖‖Au+Bv− c‖, we get
−‖λ ?‖‖Au+Bv− c‖ ≤ f (x)− f ? ≤ f (x)+d(λ ), (47)
which is exactly the lower bound (14).
Next, since A>λ ? ∈ ∂g(u?) due to (8), by Fenchel-Young’s inequality, we have
g(u?) + g∗(A>λ ?) = 〈A>λ ?,u?〉, which implies g∗(A>λ ?) = 〈A>λ ?,u?〉 − g(u?).
Using this relation and the definition of ϕγ , we have
ϕγ(λ ) := max
{
〈A>λ ,u〉−g(u)− γbU (u, u¯c)
}
≥ 〈A>λ ,u?〉−g(u?)− γbU (u?, u¯c)
= 〈A>λ ?,u?〉−g(u?)+ 〈A>(λ −λ ?),u?〉− γbU (u?, u¯c)
= g∗(A>λ ?)+ 〈A>(λ −λ ?),u?〉− γbU (u?, u¯c)
= ϕ(λ ?)+ 〈λ −λ ?,Au?〉− γbU (u?, u¯c).
Alternatively, we have ψ(λ ) ≥ ψ(λ ?) + 〈∇ψ(λ ?),λ − λ ?〉, where ∇ψ(λ ?) =
B∇h∗(B>λ ?)− c = Bv? − c due to the last relation in (8), where ∇h∗(B>λ ?) ∈
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∂h∗(B>λ ?) is one subgradient of ∂h∗. Hence, ψ(λ ) ≥ ψ(λ ?)+ 〈λ −λ ?,Bv?− c〉.
Adding this inequality to the last estimation with the fact that dγ = ϕγ +ψ and
d = ϕ+ψ , we obtain
dγ(λ )≥ d(λ ?)+ 〈λ −λ ?,Au?+Bv?− c〉− γbU (u?, u¯c) (8)= d?− γbU (u?, u¯c) (48)
Using this inequality with d? =− f ? and the definition (13) of fβ we have
f (x)− f ?
(13)+(48)
≤ fβ (x)+dγ(λ )+ γbU (u?, u¯c)−
1
2β
‖Au+Bv− c‖2 (49)
= Gγβ (w)+ γbU (u?, u¯c)−
1
2β
‖Au+Bv− c‖2.
Let S :=Gγβ (w)+γbU (u?, u¯c). Then, by dropping the last term− 12β ‖Au+Bv−c‖2
in (49), we obtain the first inequality of (15).
Let t := ‖Au+Bv−c‖. Using again (47) and (49), we can see that 12β t2−‖λ ?‖t−
S ≤ 0. Solving this quadratic inequation w.r.t. t and noting that t ≥ 0, we obtain
the second bound of (15). The last estimate of (15) is a direct consequence of (49),
the first one of (15). Finally, from (47), we have f (x) ≥ f ?−‖λ ?‖‖Au+Bv− c‖.
Substituting this into (49) we get d(λ )− d?−‖λ ?‖‖Au+Bv− c‖ ≤ S− 12β ‖Au+
Bv− c‖2, which implies
d(λ )−d? ≤ S− (1/(2β ))‖Au+Bv− c‖2+‖λ ?‖‖Au+Bv− c‖.
By discarding −(1/(2β ))‖Au+Bv−c‖2 and using the second estimate of (15) into
the last estimate, we obtain the last inequality of (15). 
8.2 Convergence analysis of Algorithm 1
We provide a full proof of Lemmas and Theorems related to the convergence of
Algorithm 1. First, we prove the following key lemma, which will be used to prove
Lemma 3.
Lemma 8. Let λ¯ k+1 be generated by (SAMA). Then
dγk+1(λ¯
k+1)≤ (1− τk)dγk+1(λ¯ k)+τk ˆ`γk+1(λ )+ 1ηk 〈λ¯
k+1−λˆ k,(1−τk)λ¯ k+τkλ−λˆ k〉
−
(
1
ηk
− ‖A‖22γk+1
)
‖λ¯ k+1−λˆ k‖2− (1−τk)γk+12 ‖u∗γk+1(A>λ¯ k)− uˆk+1‖2, (50)
where
ˆ`γk+1(λ ) := ϕγk+1(λˆ
k)+ 〈∇ϕγk+1(λˆ k),λ − λˆ k〉+ψ(λ )
≤ dγk+1(λ )− γk+12 ‖u∗γk+1(A>λ )− uˆk+1‖2.
(51)
In addition, for any z, γk,γk+1 > 0, the function g∗γ defined by (11) satisfies
g∗γk+1(z)≤ g∗γk(z)+(γk− γk+1)bU (u∗γk+1(z), u¯c). (52)
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Proof. First, it is well-known that SAMA is equivalent to the proximal-gradient step
applying to the smoothed dual problem
min
λ
{
ϕγk+1(λ )+ψ(λ ) : λ ∈ Rn
}
.
This proximal-gradient step can be presented as
λ¯ k+1 := proxηkψ
(
λˆ k−ηk∇ϕγk+1(λˆ k)
)
.
We write down the optimality condition of this corresponding minimization problem
of this step as
0 ∈ ∂ψ(λ¯ k+1)+∇ϕγk+1(λˆ k)+η−1k (λ¯ k+1− λˆ k).
Using this condition and the convexity of ψ , for any ∇ψ(λ¯ k+1) ∈ ∂ψ(λ¯ k+1), we
have
ψ(λ¯ k+1)≤ ψ(λ )+ 〈∇ψ(λ¯ k+1), λ¯ k+1−λ 〉
= ψ(λ )+ 〈∇ϕγk+1(λˆ k),λ − λ¯ k+1〉+η−1k 〈λ¯ k+1− λˆ k,λ − λ¯ k+1〉. (53)
Next, by the definition ϕγ(λ ) := g∗γ(A>λ ), we can show from (11) that uˆk+1 =
u∗γk+1(A
>λˆ k). Since g∗γ is (1/γ)-Lipschitz gradient continuous, we have
γ
2
‖∇g∗γ(z)−∇g∗γ(zˆ)‖2 ≤ g∗γ(z)−g∗γ(zˆ)−〈∇g∗γ(zˆ),z− zˆ〉 ≤
1
2γ
‖z− zˆ‖2.
Using this inequality with γ := γk+1, ∇g∗γk+1(A
>λ ) = u∗γk+1(A
>λ ), ∇g∗γk+1(A
>λˆ k) =
u∗γk+1(A
>λˆ k) = uˆk+1, and ∇ϕγk+1(λ ) = A∇g
∗
γk+1(A
>λ ), we have
γk+1
2 ‖u∗γk+1(A>λ )− uˆk+1‖2 ≤ ϕγk+1(λ )−ϕγk+1(λˆ k)−〈∇ϕγk+1(λˆ k),λ − λˆ k〉
≤ 12γk+1 ‖A>(λ − λˆ k)‖2 ≤
‖A‖2
2γk+1
‖λ − λˆ k‖2.
(54)
Using (54) with λ = λ¯ k+1, we have
ϕγk+1(λ¯
k+1)≤ ϕγk+1(λˆ k)+ 〈∇ϕγk+1(λˆ k), λ¯ k+1− λˆ k〉+
‖A‖2
2γk+1
‖λ¯ k+1− λˆ k‖2.
Summing up this inequality and (53), then using the definition of ˆ`γk+1(λ ) in (51),
we obtain
dγk+1(λ¯
k+1)≤ ˆ`γk+1(λ )+ 1ηk 〈λ¯
k+1− λˆ k,λ − λˆ k〉−
(
1
ηk
− ‖A‖22γk+1
)
‖λ¯ k+1− λˆ k‖2. (55)
Here, the second inequality in (51) follows from the right-hand side of (54).
Now, using (55) with λ := λ¯ k, then combining with (51), we get
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dγk+1(λ¯
k+1) ≤ dγk+1(λ¯ k)+ 1ηk 〈λ¯ k+1− λˆ k, λ¯ k− λˆ k〉−
(
1
ηk
− ‖A‖22γk+1
)
‖λ¯ k+1− λˆ k‖2
− γk+12 ‖u∗γk+1(A>λ¯ k)− uˆk+1‖2.
Multiplying the last inequality by 1−τk ∈ [0,1] and (55) by τk ∈ [0,1], then summing
up the results, we obtain (50).
Finally, from (11), since g∗γ(z) :=maxu {P(u,γ;z) := 〈z,u〉−g(u)− γbU (u; u¯c)},
is the maximization of P over u indexing in γ and z, which is concave in u and
linear in γ , we have g∗γ(z) is convex w.r.t. γ > 0. Moreover,
dg∗γ (z)
dγ =−bU (u∗γ(z), u¯c).
Hence, using the convexity of g∗γ w.r.t. γ > 0, we have g∗γk(z) ≥ g∗γk+1(z)− (γk −
γk+1)bU (u∗γ(z), u¯c), which is indeed (52).
8.2.1 The proof of Lemma 4: Bound on Gγβ for the first iteration
Since w¯1 := (u¯1, v¯1, λ¯ 1) is updated by (19), similar to (SAMA), we can use (55)
with k = 0, λ := λˆ 0 and ˆ`γ1(λˆ
0)≤ dγ1(λˆ 0) to obtain
dγ1(λ¯
1)≤ dγ1(λˆ 0)−
(
1
η0
− ‖A‖
2
2γ1
)
‖λ¯ 1− λˆ 0‖2. (56)
Since v¯1 solves the second problem in (19) and v∗(λˆ 0) ∈ dom(h), we have
h(v∗(λˆ 0)) −〈λˆ 0,Bv∗(λˆ 0)〉+ η02 ‖Au¯1+Bv∗(λˆ 0)− c‖2 ≥ h(v¯1)
−〈λˆ 0,Bv¯1〉+ η02 ‖Au¯1+Bv¯1− c‖2+ η02 ‖B(v∗(λˆ 0)− v¯1)‖2.
Using D f in (9), this inequality implies
h∗(B>λˆ 0)≤ 〈λˆ 0,Bv¯1〉−h(v¯1)− η0
2
‖Au¯1+Bv¯1−c‖2+ η0
2
‖Au¯1+Bv¯1−c‖D f . (57)
Using the definition of dγ , we further estimate (56) using (57) as follows:
dγ1(λ¯
1)
(56)
≤ ϕγ1(λˆ 0)+ψ(λˆ 0)−
(
1
η0
− ‖A‖22γ1
)
‖λ¯ 1− λˆ 0‖2
(11)
= 〈Au¯1, λˆ 0〉−g(u¯1)−γ1bU (u¯1, u¯c)+ψ(λˆ 0)−
(
1
η0
− ‖A‖22γ1
)
‖λ¯ 1−λˆ 0‖2
(57)
≤ 〈λˆ 0,Au¯1+Bv¯1−c〉−g(u¯1)−h(v¯1)− γ1bU (u¯1, u¯c)
−η02 ‖Au¯1+Bv¯1−c‖2−
(
1
η0
− ‖A‖22γ1
)
‖λ¯ 1−λˆ 0‖2+ η02 ‖Au¯1+Bv¯1−c‖D f
≤− fβ1(x¯1)+ 12η20
[
1
β1
− 5η02 +
‖A‖2η20
γ1
]
‖λ¯ 1−λˆ 0‖2+ 1η0 〈λˆ 0, λ¯ 1− λˆ 0〉+
η0
4 D
2
f .
Since Gγ1β1(w¯
1) = fβ1(x¯
1) + dγ1(λ¯
1), we obtain (20) from the last inequality. If
β1 ≥ 2γ1η0(5γ1−2‖A‖2η0) , then (20) leads to Gγ1β1(w¯
1)≤ η04 D2f + 1η0 〈λˆ 0, λ¯ 1− λˆ 0〉. 
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8.2.2 The proof of Lemma 3: Gap reduction condition
For notational simplicity, we first define the following abbreviations
z¯k := Au¯k +Bv¯k− c
zˆk+1 := Auˆk+1+Bvˆk+1−c
u¯∗k+1 := u
∗
γk+1(A
>λ¯ k) the solution of (11) at λ¯ k,
vˆ∗k := v
∗(λˆ k) ∈ ∂h∗(A>λˆ k) a subgradient of h∗ defined by (5) at A>λˆ k, and
Dk := ‖Auˆk+1+B(2vˆ∗k− vˆk+1)− c‖.
From SAMA, we have λ¯ k+1− λˆ k = ηk(c−Auˆk+1−Bvˆk+1) = −ηk zˆk+1. In addition,
by (16), we have λˆ k = (1− τk)λ¯ k + τkλ ∗k , which leads to (1− τk)λ¯ k + τkλˆ k− λˆ k =
τk(λˆ k−λ ∗k ). Using these expressions into (50) with λ := λˆ k, and then using (51)
with ˆ`γk+1(λˆ
k)≤ dγk+1(λˆ k), we obtain
dγk+1(λ¯
k+1) ≤ (1− τk)dγk+1(λ¯ k)+ τkdγk+1(λˆ k)+ τk〈zˆk+1,λ ∗k − λˆ k〉
−ηk
(
1− ηk‖A‖22γk+1
)
‖zˆk+1‖2− (1− τk) γk+12 ‖u¯∗k+1− uˆk+1‖2.
(58)
By (52) with the fact that ϕγ(λ ) := g∗γ(A>λ ), for any γk+1 > 0 and γk > 0, we have
ϕγk+1(λ¯
k)≤ ϕγk(λ¯ k)+(γk− γk+1)bU (u¯∗k+1, u¯c).
Using this inequality and the fact that dγ := ϕγ +ψ , we have
dγk+1(λ¯
k)≤ dγk(λ¯ k)+(γk− γk+1)bU (u¯∗k+1, u¯c). (59)
Next, using vˆk+1 from SAMA and its optimality condition, we can show that
h∗(B>λˆ k) −ηk2 ‖Auˆk+1+Bvˆ∗k−c‖2 = 〈B>λˆ k, vˆ∗k〉−h(vˆ∗k)− ηk2 ‖Auˆk+1+Bvˆ∗k− c‖2
≤ 〈B>λˆ k, vˆk+1〉−h(vˆk+1)− ηk2 ‖Auˆk+1+Bvˆk+1−c‖2− ηk2 ‖B(vˆ∗k− vˆk+1)‖2.
Since ψ(λ ) := h∗(B>λ )− c>λ , this inequality leads to
ψ(λˆ k) ≤ 〈B>λˆ k, vˆk+1〉−〈c, λˆ k〉−h(vˆk+1)− ηk2 ‖zˆk+1‖2− ηk2 〈zˆk+1,Auˆk+1+B(2vˆ∗k−vˆk+1)−c〉
≤ 〈λˆ k,Bvˆk+1− c〉−h(vˆk+1)− ηk2 ‖zˆk+1‖2+ ηk2 ‖zˆk+1‖Dk.
Now, by this estimate, dγk+1 = ϕγk+1 +ψ and SAMA, we can derive
dγk+1(λˆ
k) ≤ ϕγk+1(λˆ k)−h(vˆk+1)+〈λˆ k,Bvˆk+1− c〉− ηk2 ‖zˆk+1‖2+ ηk2 ‖zˆk+1‖Dk
=− f (xˆk+1)+ 〈λˆ k, zˆk+1〉− ηk2 ‖zˆk+1‖2+ ηk2 ‖zˆk+1‖Dk− γk+1bU (uˆk+1, u¯c).
Combining this inequality, (58) and (59), we obtain
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dγk+1(λ¯
k+1) ≤ (1−τk)dγk(λ¯ k)−τk f (xˆk+1)+τk〈λ ∗k , zˆk+1〉
−ηk
(
1+ τk2 − ‖A‖
2ηk
2γk+1
)
‖zˆk+1‖2
− τkγk+1bU (uˆk+1, u¯c)+(1−τk)(γk− γk+1)bU (u¯∗k+1, u¯c)
− (1− τk) γk+12 ‖u¯∗k+1− uˆk+1‖2+ τkηk2 ‖zˆk+1‖Dk.
(60)
Now, using the definition Gk, we have
Gk(w¯k) := fβk(x¯
k)+dγk(λ¯
k) = f (x¯k)+dγk(λ¯
k)+ 12βk
‖Au¯k +Bv¯k− c‖2
= f (x¯k)+dγk(λ¯
k)+ 12βk
‖z¯k‖2.
Let us define ∆Gk := (1− τk)Gk(w¯k)−Gk+1(w¯k+1). Then, we can show that
∆Gk = (1− τk) f (x¯k)+(1− τk)dγk(λ¯ k)− f (x¯k+1)−dγk+1(λ¯ k+1)
+ (1−τk)2βk ‖z¯
k‖2− 12βk+1 ‖z¯
k+1‖2. (61)
By (16), we have z¯k+1 = (1−τk)z¯k+τk zˆk+1. Using this expression and the condition
βk+1 ≥ (1− τk)βk in (17), we can easily show that
(1−τk)
2βk
‖z¯k‖2− 1
2βk+1
‖z¯k+1‖2 ≥− τk
βk
〈zˆk+1, z¯k〉− τ
2
k
2βk(1− τk)‖zˆ
k+1‖2.
Substituting this inequality into (61), and using the convexity of f , we further get
∆Gk ≥ (1−τk)dγk(λ¯ k)−dγk+1(λ¯ k+1)−τk f (xˆk+1)
− τkβk 〈zˆ
k+1, z¯k〉− τ2k2(1−τk)βk ‖zˆ
k+1‖2.
(62)
Substituting (60) into (62) and using λ ∗k :=
1
βk
(c−Au¯k−Bv¯k) =− 1βk z¯
k, we obtain
∆Gk ≥
[
ηk
(
1+
τk
2
− ‖A‖
2ηk
2γk+1
)
− τ
2
k
2(1− τk)βk
]
‖zˆk+1‖2+Rk− τkηk2 ‖zˆ
k+1‖Dk. (63)
where
Rk :=
(1− τk)
2
γk+1‖u¯∗k+1− uˆk+1‖2+τkγk+1bU (uˆk+1, u¯c)−(1−τk)(γk−γk+1)bU (u¯∗k+1, u¯c).
Furthermore, we have
ηk
4
‖zˆk+1‖2− τkηk
2
‖zˆk+1‖Dk = ηk4
[‖zk+1‖− τkDk]2− ηkτ2k D2k4 ≥−ηkτ2k D2k4 .
Using this estimate into (63), we finally get
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∆Gk ≥
[
ηk
(3
4
+
τk
2
− ‖A‖
2ηk
2γk+1
)
− τ
2
k
2(1− τk)βk
]
‖zˆk+1‖2+Rk−
ηkτ2k D
2
k
4
. (64)
Next step, we estimate Rk. Let a¯k := u¯∗k+1− u¯c, aˆk := uˆk+1− u¯c. Using the smoothness
of bU , we can estimate Rk explicitly as
2γ−1k+1Rk ≥ (1− τk)‖a¯k− aˆk‖2− (1− τk)(γ−1k+1γk−1)Lb‖a¯k‖2+ τk‖aˆk‖2
= ‖aˆk− (1− τk)a¯k‖2+(1− τk)
(
τk− (γ−1k+1γk−1)Lb
)‖a¯k‖2. (65)
By the condition (1+ L−1b τk)γk+1 ≥ γk in (17), we have τk − (γ−1k+1γk − 1)Lb ≥ 0.
Using this condition in (65), we obtain Rk ≥ 0. Finally, by (9) we can show that
Dk ≤ D f . Using this inequality, Rk ≥ 0, and the second condition of (17), we can
show from (63) that ∆Gk ≥−ηkτ
2
k
4 D
2
f , which implies (18). 
8.2.3 The proof of Lemma 5: Parameter updates
The tightest update for γk and βk is γk+1 := γkτk+1 and βk+1 := (1− τk)βk due to (17).
Using these updates in the third condition in (17) leads to (1−τk+1)
2
(1+τk+1)τ2k+1
≥ 1−τkτ2k . By
directly checking this condition, we can see that τk = O(1/k) which is the optimal
choice.
Clearly, if we choose τk := 3k+4 , then 0 < τk < 1 for k ≥ 0 and τ0 = 3/4. Next,
we choose γk+1 := γk1+τk/3 ≥
γk
1+τk
. Substituting τk = 3k+4 into this formula we have
γk+1 =
( k+4
k+5
)
γk. By induction, we obtain γk+1 = 5γ1k+5 . This implies ηk =
5γ1
2‖A‖2(k+5) .
With τk = 3k+4 and γk+1 =
5γ1
k+5 , we choose βk from the third condition of (17) as
βk =
2‖A‖2τ2k
(1−τ2k )γk+1
= 18‖A‖
2(k+5)
5γ1(k+1)(k+7)
for k ≥ 1. Using the value of τk and βk, we need
to check the second condition βk+1 ≥ (1− τk)βk of (17). Indeed, this condition is
equivalent to 2k2 + 28k+ 88 ≥ 0, which is true for all k ≥ 0. From the update rule
of βk, it is obvious that βk ≤ 18‖A‖
2
5γ1(k+1)
. 
8.2.4 The proof of Theorem 1: Convergence of Algorithm 1
We estimate the term τ2kηk in (18) as
τ2kηk =
45γ1
2‖A‖2(k+4)2(k+5) <
45γ1
2‖A‖2(k+4)(k+5) − (1−τk)
45γ1
2‖A‖2(k+3)(k+4) .
Combing this estimate and (18), we get
Gk+1(w¯k+1)−
45γ1D2f
8‖A‖2(k+4)(k+5) ≤ (1− τk)
[
Gk(w¯k)−
45γ1D2f
8‖A‖2(k+3)(k+4)
]
.
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By induction, we have Gk(w¯k)− 45γ1D
2
f
8‖A‖2(k+3)(k+4) ≤ ωk[G1(w¯1)−
9γ1
32‖A‖2 D
2
f ] ≤ 0
whenever G1(w¯1)≤ 3γ14‖A‖2 D f , where ωk :=∏k−1i=1 (1− τi). Hence, we finally get
Gk(w¯k)≤
45γ1D2f
8‖A‖2(k+3)(k+4) . (66)
Since η0 = γ12‖A‖2 , it satisfies the condition 5γ1 > 2η0‖A‖2 in Lemma 4. In addition,
from Lemma 5, we have β1 = 27‖A‖
2
20γ1
> ‖A‖
2
γ1
, which satisfies the second condition
in Lemma 4. We also note that βk ≤ 18‖A‖
2
5γ1(k+1)
. If we take λˆ 0 = 0m, then Lemma 4
shows that Gγ1β1(w¯
1)≤ η02 D2f = γ14‖A‖2 D2f <
9γ1
32‖A‖2 D
2
f . Using this estimate and (66)
into Lemma 2, we obtain (23). Finally, if we choose γ1 := ‖A‖, then we obtain the
worst-case iteration-complexity of Algorithm 1 is O(ε−1). 
8.3 The proof of Corollary 1: Strong convexity of g
First, we show that if condition (24) hold, then (25) holds. Since ∇ϕ given by (5)
is Lipschitz continuous with Ldg0 := µ
−1
g ‖A‖2, similar to the proof of Lemma 3, we
have
∆Gβk ≥
[
ηk
(
3
4
+
τk
2
− ηk‖A‖
2
2µg
)
− τ
2
k
2(1− τk)βk
]
‖zˆk+1‖2− τ
2
kηk
4
D2f , (67)
where ∆Gβk := (1− τk)Gβk(w¯k)−Gβk+1(w¯k+1). Under the condition (24), (67) im-
plies (25).
The update rule (27) is in fact derived from (24). We finally prove the bounds
(28). First, we consider the product τ2kηk. By (27) we have
τ2kηk =
9µg
2‖A‖2(k+4)2 <
9µg
2‖A‖2(k+3)(k+4) =
9µg
4‖A‖2(k+4) − (1− τk)
9µg
4‖A‖2(k+3)
By induction, it follows from (25) and this last expression that:
Gβk(w¯
k)− 9µgD
2
f
16‖A‖2(k+3) ≤ ωk
(
Gβ1(w¯
1)− 9µgD
2
f
64‖A‖2
)
≤ 0, (68)
whenever Gβ1(w¯
1) ≤ 9µgD
2
f
64‖A‖2 . Since u¯
1 is given by (26), with the same argument as
the proof of Lemma 4, we can show that if 1β1 ≤
5η0
2 −
‖A‖2η20
µg , then Gβ1(w¯
1)≤ η04 D2f .
However, from the update rule (27), we can see that η0 =
µg
2‖A‖2 and β1 =
18‖A‖2
16µg . Us-
ing these quantities, we can clearly show that 1β1 ≤
5η0
2 −
‖A‖2η20
µg =
µg
‖A‖2 . Moreover,
Gβ1(w¯
1)≤ η04 D2f <
9µg
64‖A‖2 D
2
f . Hence, (68) holds. Finally, it remains to use Lemma
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2 to obtain (28). The second part in (30) is proved similarly. The estimate (31) is a
direct consequence of (68). 
8.4 Convergence analysis of Algorithm 2
This appendix provides full proof of Lemmas and Theorems related to the conver-
gence of Algorithm 2.
8.4.1 The proof of Lemma 6: Gap reduction condition
We first require the following key lemma to analyze the convergence of our SADMM
scheme, whose proof is similar to (55) and we omit the details here.
Lemma 9. Let λ¯ k+1 be generated by SADMM. Then, for λ ∈ Rn, one has
dγk+1(λ¯
k+1)≤ ˜`γk+1(λ )+ 1ηk 〈λ¯
k+1−λˆ k,λ−λˆ k〉− 1ηk ‖λˆ
k−λ¯ k+1‖2+ ‖A‖22γk+1 ‖λ˜
k−λ¯ k+1‖2,
where λ˜ k := λˆ k−ρk(Auˆk+1+Bvˆk−c) and ˜`γ(λ ) := ϕγ(λ˜ k)+ 〈∇ϕγ(λ˜ k),λ − λ˜ k〉+
ψ(λ ).
Now, we can prove Lemma 6. We still use the same notations as in the proof
of Lemma 3. In addition, let us denote by uˆ∗k+1 := u
∗
γk+1(A
>λˆ k) and u¯∗k+1 :=
u∗γk+1(A
>λ¯ k) given in (12), z˜k := Auˆk+1+Bvˆk− c and D˘k := ‖Auˆ∗k+1+Bvˆk− c‖.
First, since ϕγ(λ˜ k)+ 〈∇ϕγ(λ˜ k),λ − λ˜ k〉 ≤ ϕγ(λ ), it follows from Lemma 9 that
dγk+1(λ¯
k+1) ≤ dγk+1(λ )+ 1ηk 〈λ¯ k+1−λˆ k,λ−λˆ k〉−
1
ηk
‖λˆ k−λ¯ k+1‖2
+ ‖A‖
2
2γk+1
‖λ˜ k−λ¯ k+1‖2.
(69)
Next, using [26, Theorem 2.1.5 (2.1.10)] with g∗γ defined in (11) and λ := (1−
τk)λ¯ k + τkλˆ k for any τk ∈ [0,1], we have
ϕγk+1(λ )≤ (1− τk)ϕγk+1(λ¯ k)+ τkϕγk+1(λˆ k)−
τk(1− τk)γk+1
2
‖uˆ∗k+1− u¯∗k+1‖2. (70)
Since ψ is convex, we also have ψ(λ ) ≤ (1− τk)ψ(λ¯ k)+ τkψ(λˆ k) and λ − λˆ k =
(1− τk)λ¯ k + τkλˆ k − λˆ k = τk(λˆ k− λ ∗k ) due to (33). Combining these expressions,
the definition dγ := ϕγ +ψ , (69), and (70), we can derive
dγk+1(λ¯
k+1) ≤ (1− τk)dγk+1(λ¯ k)+τkdγk+1(λˆ k)+ τkηk 〈λ¯ k+1−λˆ k, λˆ k−λ ∗k 〉
− 1ηk ‖λ¯ k+1−λˆ k‖2+
‖A‖2
2γk+1
‖λ¯ k+1−λ˜ k‖2
−(1− τk)τk γk+12 ‖u¯∗k+1− uˆ∗k+1‖2.
(71)
On the one hand, since uˆk+1 is the solution of the first convex subproblem in
SADMM, using its optimality condition, we can show that
Smooth Alternating Optimization Methods 31
ϕγk+1(λˆ
k)− ρk2 D˘2k = 〈λˆ k,Auˆ∗k+1〉−g(uˆ∗k+1)− γk+1bU (uˆ∗k+1, u¯c)− ρk2 D˘2k
≤ 〈λˆ k,Auˆk+1〉−g(uˆk+1)− ρk2 ‖z˜k‖2− γk+1bU (uˆk+1, u¯c)
− ρk2 ‖A(uˆ∗k+1− uˆk+1)‖2− γk+12 ‖uˆ∗k+1− uˆk+1‖2.
(72)
On the other hand, similar to the proof of Lemma 3, we can show that
ψ(λˆ k)≤ 〈λˆ k,Bvˆk+1−c〉−h(vˆk+1)− ηk2 ‖zˆk+1‖2− ηk2 〈zˆk+1,Auˆk+1+B(2vˆ∗k−vˆk+1)−c〉
≤ 〈λˆ k,Bvˆk+1− c〉−h(vˆk+1)− ηk2 ‖zˆk+1‖2+ ηk2 ‖zˆk+1‖Dk. (73)
Combining (72) and (73) and noting that dγ := ϕγ +ψ , we have
dγk+1(λˆ
k) ≤ 〈λˆ k, zˆk+1〉− f (xˆk+1)− ηk2 ‖zˆk+1‖2− ρk2 ‖z˜k‖2− γk+1bU (uˆk+1, u¯c)
− ρk2 ‖A(uˆ∗k+1− uˆk+1)‖2− γk+12 ‖uˆ∗k+1− uˆk+1‖2+ ηk2 ‖zˆk+1‖Dk + ρk2 D˘2k .
(74)
Next, using the strong convexity of bU with µbU = 1, we can show that
γk+1
2 ‖uˆ∗k+1− uˆk+1‖2+ γk+1bU (uˆk+1, u¯c)≥ γk+14 ‖uˆ∗k+1−u¯c‖2. (75)
Combining (71), (59), (74) and (75), we can derive
dγk+1(λ¯
k+1) ≤ (1− τk)dγk(λ¯ k)+ τkηk 〈λ¯ k+1−λˆ k, λˆ k−λ ∗k 〉
− 1ηk ‖λ¯ k+1−λˆ k‖2+
‖A‖2
2γk+1
‖λ¯ k+1−λ˜ k‖2
− τk f (xˆk+1)+τk〈λˆ k, zˆk+1〉− τkηk2 ‖zˆk+1‖2− τkρk2 ‖z˜k‖2
− τkγk+14 ‖uˆ∗k+1−u¯c‖2− (1−τk)τk γk+12 ‖uˆ∗k+1− u¯∗k+1‖2
+(1−τk)(γk−γk+1)bU (u¯∗k+1, u¯c)+ τkηk2 ‖zˆk+1‖Dk + τkρk2 D˘2k .
(76)
Let us define
Rˆk :=
γk+1
2 (1−τk)τk‖uˆ∗k+1− u¯∗k+1‖2+ γk+14 τk‖uˆ∗k+1−u¯c‖2
−(1− τk)(γk− γk+1)bU (u¯∗k+1, u¯c).
(77)
From SADMM, we have λ¯ k+1 − λˆ k = −ηk zˆk+1 and λ˜ k − λˆ k = −ρk z˜k. Plugging
these expressions and (77) into (76) we can simplify this estimate as
dγk+1(λ¯
k+1) ≤ (1− τk)dγk(λ¯ k)+τk〈zˆk+1,λ ∗k 〉− τk f (xˆk+1)− (1+τk)ηk2 ‖zˆk+1‖2
− 1ηk ‖λ¯ k+1−λˆ k‖2+
‖A‖2
2γk+1
‖λ¯ k+1−λ˜ k‖2− τk2ρk ‖λ˜ k− λˆ k‖2− Rˆk
+ τkηk2 ‖zˆk+1‖Dk + τkρk2 D˘2k .
(78)
Using again the elementary inequality ν‖a‖2 + κ‖b‖2 ≥ νκν+κ ‖a− b‖2, under the
condition γk+1 ≥ ‖A‖2
(
ηk + ρkτk
)
in (34), we can show that
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1
2ηk
‖λ¯ k+1− λˆ k‖2+ τk
2ρk
‖λ˜ k− λˆ k‖2− ‖A‖
2
2γk+1
‖λ¯ k+1− λ˜ k‖2 ≥ 0. (79)
On the other hand, similar to the proof of Lemma 3, we can show that ηk4 ‖zˆk+1‖2−
τkηk
2 ‖zˆk+1‖Dk ≥−
ηkτ2k
4 D
2
k . Using this inequality, (79), and λ
∗
k =− 1βk z¯
k, we can sim-
plify (78) as
dγk+1(λ¯
k+1)≤ (1− τk)dγk(λ¯ k)− τkβk 〈zˆ
k+1, z¯k〉− τk f (xˆk+1)−ηk
( 1
4 +
τk
2
)‖zˆk+1‖2
− Rˆk +
(
ηkτ2k
4 D
2
k +
τkρk
2 D˘
2
k
)
. (80)
Since βk+1 ≥ (1− τk)βk due to (34), similar to the proof of (62) we have
∆Gk ≥ (1−τk)dγk(λ¯ k)−dγk+1(λ¯ k+1)− τk f (xˆk+1)
− τkβk 〈zˆ
k+1, z¯k〉− τ2k2(1−τk)βk ‖zˆ
k+1‖2.
(81)
Combining (80) and (81), we get
∆Gk ≥ 12
[(1
2
+ τk
)
ηk−
τ2k
(1−τk)βk
]
‖zˆk+1‖2+ Rˆk−
(
ηkτ2k
4
D2k +
τkρk
2
D˘2k
)
. (82)
Next, we estimate Rˆk defined by (77) as follows. We define a¯k := u¯∗k+1− u¯c, aˆk :=
uˆ∗k+1− u¯c. Using bU (u¯∗k+1, u¯c)≤ Lb2 ‖u¯∗k+1− u¯c‖2, we can write Rˆk explicitly as
2Rˆk
γk+1
= (1− τk)τk‖a¯k− aˆk‖2+ τk2 ‖aˆk‖2− (1− τk)
( γk
γk+1
−1)Lb‖a¯k‖2
= τk
( 3
2 − τk
)∥∥∥aˆk− (1−τ)(3/2−τk) a¯k∥∥∥2+(1− τk)[ τk3−2τk +(1− γkγk+1)Lb]‖a¯‖2.
Since γk+1 ≥
(
3−2τk
3−(2−L−1b )τk
)
γk due to (34), it is easy to show that Rˆk ≥ 0. In addi-
tion, by (34), we also have (1+ 2τk)ηk− 2τ
2
k
(1−τk)βk ≥ 0. Using these conditions, we
can show from (82) that ∆Gk ≥−ηkτ
2
k
4 D
2
k− τkρk2 D˘2k ≥−
(
τ2k ηk
4 +
τkρk
2
)
D2f , which is
indeed the gap reduction condition (35). 
8.4.2 The proof of Lemma 7: Parameter updates
Similar to the proof of Lemma 5, we can show that the optimal rate of {τk} is
O(1/k). From the conditions (34), it is clear that if we choose τk := 3k+4 then 0 <
τk ≤ 34 < 1 for k ≥ 0. Next, we choose γk+1 :=
(
3−2τk
3−τk
)
γk. Then γk satisfies (34).
Substituting τk = 3k+4 into this formula we have γk+1 =
( k+2
k+3
)
γk. By induction, we
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obtain γk+1 = 3γ1k+3 . Now, we choose ηk :=
γk+1
2‖A‖2 =
3γ1
2‖A‖2(k+3) . Then, from the last
condition of (34), we choose ρk :=
τkγk+1
2‖A‖2 =
9γ1
2‖A‖2(k+3)(k+4) .
To derive an update for βk, trom the third condition of (34) with equality, we
can derive βk =
2τ2k
(1−τk)(1+2τk)ηk =
6‖A‖2(k+3)
γ1(k+1)(k+10)
< 9‖A‖
2
5γ1(k+1)
. We need to check the
second condition βk+1 ≥ (1− τk)βk in (34). Indeed, we have βk+1 = 6‖A‖
2(k+4)
γ1(k+2)(k+11)
≥
(1−τk)βk = 6‖A‖
2(k+3)
γ1(k+1)(k+10)
, which is true for all k ≥ 0. Hence, the second condition
of (34) holds. 
8.4.3 The proof of Theorem 2: Convergence of Algorithm 2
First, we check the conditions of Lemma 4. From the update rule (36), we have
η0 = γ12‖A‖2 and β1 =
12‖A‖2
11γ1
. Hence, 5γ1 = 10‖A‖2η0 > 2‖A‖2η0, which satisfies
the first condition of Lemma 4. Now, 2γ1
(5γ1−2η0‖A‖2)η0 =
‖A‖2
γ1
< 12‖A‖
2
11γ1
= β1. Hence,
the second condition of Lemma 4 holds.
Next, since τk = 3k+4 , ρk =
9γ1
2‖A‖2(k+3)(k+4) and ηk =
3γ1
2‖A‖2(k+3) , we can derive
τ2k ηk
4 +
τkρk
2 =
81γ1
8‖A‖2(k+3)(k+4)2
< 81γ18‖A‖2(k+3)(k+4) − (1−τk)
81γ1
8‖A‖2(k+2)(k+3) .
Substituting this inequality into (35) and rearrange the result we obtain
Gk+1(w¯k+1)−
81γ1D2f
8‖A‖2(k+3)(k+4) ≤ (1− τk)
[
Gk(w¯k)−
81γ1D2f
8‖A‖2(k+2)(k+3)
]
.
By induction, we obtain Gk(w¯k)− 81γ1D
2
f
8‖A‖2(k+2)(k+3) ≤ ωk
[
G0(w¯0)− 27γ1D
2
f
16‖A‖2
]
≤ 0 as
long as G0(w¯0) ≤ 27γ1D
2
f
16‖A‖2 . Now using Lemma 4, we have G0(w¯
0) ≤ η04 D2f =
γ1
8‖A‖2 D
2
f <
27γ1D2f
16‖A‖2 . Hence, Gk(w¯
k)≤ 27γ1D
2
f
16‖A‖2(k+2)(k+3) .
Finally, by using Lemma 2 with βk :=
6‖A‖2(k+3)
γ1(k+1)(k+10)
and βk ≤ 9‖A‖
2
5γ1(k+1)
, and sim-
plifying the results, we obtain the bounds in (37). If we choose γ1 := ‖A‖ then, we
obtain the worst-case iteration-complexity of Algorithm 2 is O(ε−1). 
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