Abstract. Beth and Dai studied in their Eurocrypt paper [1] the relationship between linear complexity (that is, the length of the shortest Linear Feedback Shift Register that generates the given strings) of strings and the Kolmogorov complexity of strings. Though their results are correct, some of their proofs are incorrect. In this note, we demonstrate with a counterexample the reason why their proofs are incorrect and we prove a stronger result. We conclude our note with some comments on the use of the LIL test (the law of the iterated logarithm) for pseudorandom bits generated by pseudorandom generators.
Introduction
Feedback shift registers, in particular linear feedback shift registers, are the basic components of many keystream generators. And the linear complexity of strings is an important tool to study different kinds of linear or nonlinear feedback registers.
Kolmogorov [6] , and Chaitin [2] introduced the notion of Kolmogorov-Chaitin complexity of strings, which measures the minimum size of the input to a fixed universal Turing machine to generate the given string. While this complexity measure is of theoretical interest, there is no algorithm for computing it (it is equivalent to the problem of deciding whether a Turing machine halts on a given input, whence it is unsolvable).
Beth and Dai studied in their Eurocrypt paper [1] the relationship between linear complexity (that is, the length of the shortest Linear Feedback Shift Register that generates the given string) of strings and the Kolmogorov complexity of strings. Though their results are correct, some of their proofs are incorrect. In this note, we demonstrate the reason why their proofs are incorrect and we prove a stronger result.
Many stream ciphers utilize deterministically generated "random" sequences to encipher the message stream. Since the security of the system is based on the "randomness" of the key sequences, the criterion to determine the degree of "randomness" is crucial. In cryptographic community, the "randomness postulate" by Golomb [5] and the "universal test" by Maurer [10] have gained widespread popularity. In Rueppel [13] , [14, Ch.4] , and Niederreiter [12] , linear complexity profiles are proposed as a test for randomness. However, these tests cannot detect certain weaknesses in "pseudorandom sequences". For example, it should not be the case that the number of 1's in the initial segments of a random sequence is always larger (or equal) than the number of 0's. And it is easy to see that none of the above mentioned popular "tests" can detect this "weakness" in a sequence. At the end of this note, we suggest the use of the LIL test (the law of the iterated logarithm) as an additional test for pseudorandom sequences. The LIL test can detect several weaknesses in a pseudorandom sequence including the one mentioned above.
We close this section with some notation we will use. {0, 1} * , {0, 1} n , and {0, 1}
∞ are the set of finite binary strings, the set of binary strings of length n, and the set of infinite binary sequences respectively. The length of a string s is denoted by |s|. For a sequence s ∈ {0, 1} * ∪ {0, 1} ∞ and an integer number n ≥ 1, s [1. .n] denotes the initial segment of length n of s (s [1. .n] = s if |s| ≤ n) while s[n] denotes the nth bit of s, i.e., s[1.
For a set C ⊆ {0, 1} ∞ of infinite sequences, P rob[C] denotes the probability that s ∈ C when s is chosen by a random experiment in which an independent toss of a fair coin is used to decide the value of each bit in s. This probability is defined whenever C is measurable under the usual product measure on {0, 1} ∞ (which can also be considered as the unit interval on the real number line).
Definitions and basic results

Linear feedback shift registers
Linear feedback shift registers (LFSR) are the basic components of many keystream generators (see, e.g., Menezes et al. [11] ). There are several reasons for this: LFSRs are well-suited to hardware implementation; they can produce sequences of large period; and they can produce sequences of good statistical properties.
A linear feedback shift register (LFSR) of length l is a sequence of 0-1 bits (s 1 , . . . , s l , c 1 , . . . , c l ) with c 1 = 1. The output of the LFSR is the infinite sequence s 1 s 2 s 3 . . . where s i for i > l is defined by the following equation:
An LFSR L(s 1 , . . . , s l , c 1 , . . . , c l ) is said to generate an infinite sequence s = s 1 s 2 . . . if s is the output sequence of L(s 1 , . . . , s l , c 1 , . . . , c l ). The linear complexity of an infinite sequence s, denoted L(s), is defined as follows:
3. Otherwise L(s) is the length of the shortest LFSR that generates s.
For a finite string s ∈ {0, 1} n , the linear complexity L(s) of s is defined as the length of the shortest LFSR that generates a sequence having s as its first n bits. Theorem 1. (see, e.g., [9, 11] 
n , L(s) = n if and only if s = 0 . . . 01. 4. If s is periodic with period n, then L(s) ≤ n.
Proof. This is straightforward from the definitions.
Theorem 3. (Massey [9] ) For any given string s ∈ {0, 1} n , the BerlekampMassey algorithm will compute L(s) in O(n 2 ) bit operations.
Proof. In the proof of Theorem 3 (see [9, 11] ), it has been shown that if the shortest LFSR for generating s is L(s 1 , . . . s l , c 1 , . . . , c l ), then there are two cases:
This completes the proof of the theorem.
Kolmogorov complexity
Kolmogorov complexity, as developed by Chaitin [2] and Kolmogorov [6] gives a satisfactory theoretical description of the complexity of individual finite strings and infinite sequences. In this section, we review the fundamentals of Kolmogorov complexity theory that we will use in this paper. For more details, it is referred to Li and Vitanyi [7] . Let U be a universal Turing machine. Then the Kolmogorov complexity of a string s ∈ {0, 1} n is defined by
We are also interested in the self-delimiting Turing machines. A self-delimiting Turing machine is a deterministic Turing machine M such that the program set P ROG M = {x ∈ {0, 1} * : M halts on input x after finitely many steps} is prefix-free, i.e., a set of strings with the property that no string in it is a proper prefix of another. Let U c be a universal self-delimiting Turing machine, then the Chaitin-Kolmogorov complexity of a string s ∈ {0, 1} n is defined by
There is a constant c > 0 such that H(s) ≤ K(s) + 2 log |s| + c for all s ∈ {0, 1} * . 3. For each Turing machine M and each string s ∈ {0, 1}
An infinite sequence s ∈ {0, 1} ∞ is Martin-Löf random (see, e.g., [7, 8] ) if and only if there is a constant c > 0 such that H(s [1. .n]) ≥ n − c for almost all n.
Lemma 1. Let s ∈ {0, 1}
∞ be a Martin-Löf random sequence. Then there is a constant c > 0 such that n − 2 log n − c ≤ K(s [1. .n]) ≤ n + c for almost all n.
Proof. It follows from Theorem 6 and the definition of a Martin-Löf random sequence.
Theorem 7. (see, e.g., [7] ) P rob{s : s is Martin-Löf random} = 1.
Linear complexity versus Kolmogorov complexity
Beth and Dai [1] proved the following theorem on the relationship between linear complexity and Kolmogorov complexity. [1] ) For all ε(0 < ε < 1)
Theorem 8. (Beth and Dai
when n → ∞.
After proving the above result, Beth and Dai [1] "proved" the following result:
) With probability 1, a sequence s ∈ {0, 1} ∞ satisfies the following property:
Their proof is as follows:
"Proof". Apply the Borel-Cantelli lemma to the independent cylinder sets
for the positive integers k and ε > 0. From Theorem 8, we conclude that
for the positive integers k and ε > 0. Thus the assertion.
In the following we will show that the above "proof" is incorrect. Note that the second Borel-Cantelli lemma states as follows.
∞ be a sequence of independent, Lebesgue measurable sets, i.e.,
∞ : s ∈ C k for only infinitely many k} has probability 1.
By the Borel-Cantelli Lemma and the assertion ∞ k=1 P rob[A k,ε ] = ∞, we can only infer in the above "proof" of Beth and Dai that A = {s ∈ {0, 1} ∞ : s ∈ A k,ε for infinitely many k} has probability 1. However, from this result we cannot infer that the equation (1) holds for all s ∈ A, since there is an infinite sequence s such that s ∈ A k,ε for infinitely many k, but the equation (1) does not hold for s. Whence, Beth and Dai's "proof" is incorrect. Indeed, we can construct an infinite sequence s such that s ∈ A k,ε for almost all k, but the equation (1) does not hold for s. In order to construct such a sequence s, we first prove two preliminary results. This completes the proof.
Theorem 11. There is a constant k 0 > 0 such that for each k > k 0 , there is a string s k ∈ {0, 1} 2 k−1 with the following properties:
Proof. We define the strings s k by induction on k. Let k 0 be a large enough constant, |s k0 | = 2 k0−2 be a string with L(s k0 ) = 2 k0−3 , and k > k 0 . Assume that s k−1 has already been defined. Then, by Theorems 4, 5, and 6, there is a string s k ∈ {0, 1}
Let s k ∈ {0, 1} 2 k−1 be any string with the properties that
for some constant c 1 > 0. It is straightforward to check that
for some constant c 2 > 0. This completes the proof of the theorem.
Theorem 12.
There is an infinite sequence s such that s ∈ A k,ε for almost all k, but the equation (1) does not hold for s.
Proof. Let k 0 and s k be defined as in Theorem 11. Define an infinite binary sequence s as follows:
Then s ∈ A k,ε for all k > k 0 . Now we show that the equation (1) does not hold for s. It is straightforward to check that for any k > k 0 ,
for some constant c > 0. However, by the choice of s k in Theorem 11, for any
Which implies that the equation (1) can not hold for s.
Theorem 12 shows that Beth and Dai's "proof" of Theorem 9 is incorrect. In the following we will prove a stronger result which implies Theorem 9. We first prove several lemmas.
Lemma 3. For any positive integer n,
Proof. By Theorem 5, we have
In the same way, we can show that |{s ∈ {0, 1} n : L(s) ≥ n 2 +log n}| ≤ 2 n−2 log n .
Lemma 4. (see, e.g., [7] ) Let C 1 , C 2 , . . . ⊆ {0, 1} ∞ be a recursively presentable sequence of Lebesgue measurable sets, such that ∞ n=1 P rob[C n ] converges to a finite number effectively. Then for any Martin-Löf random sequence s ∈ {0, 1} ∞ , s ∈ C n for only finitely many n.
Theorem 13. Let s ∈ {0, 1}
∞ be a Martin-Löf random sequence. Then the equation (1) holds for s.
Proof. Define a recursively presentable sequence of Lebesgue measurable sets as follows (for more details about recursively presentable sequence of sets, it is referred to Martin-Löf [8] ): for each positive integer n, let
Then, by Lemma 3,
Whence,
converges to a finite number effectively. By Theorem 4, for any Martin-Löf random sequence s, we have s ∈ C n for only finitely many n. That is, n/2 − log n ≤ L(s[1..n]) ≤ n/2 + log n for almost all n. Now, by Theorem 1,
Proof of Theorem 9. This follows from Theorems 7 and 13.
Remark: Note that Niederreiter [12] has proved the following result: for any function f defined on the positive integers with the property that
Whence, by Theorem 7 and the above result of Niederreiter, Theorem 9 follows. However, Theorem 13 is stronger than Theorem 9.
Comments on statistical tests
We conclude our note with some comments on statistical tests for pseudorandom bits generated by pseudorandom generators. Martin-Löf randomness concept [8] has been the most successful one defined in the literature (see, e.g., [7] ). By the Chaitin-Kolmogorov complexity characterization of Martin-Löf's random sequences, a sequence is Martin-Löf random if and only if it is incompressible, that is, if and only if the sequence withstands the compressibility test.
A Martin-Löf random sequence is defined to withstand all computational statistic tests (with unlimited resource bound). For example (see, e.g., [7] ), a Martin-Löf random sequence withstands the frequency test (that is, the law of large numbers), the gap test, the correlation test, and the law of the iterated logarithm test. The result (that is, Theorem 13) of this paper can be interpreted in the following sense: a Martin-Löf random sequence withstands the LFSR tests. Amongst others, many of the statistic tests used for testing true randomness have been used to test the quality of the pseudorandom bits generated by a pseudorandom generator (see, e.g., [10, 11] ), for example, the frequency test, the gap test, the correlation test, and the Maurer universal test which is a kind of compressibility test. However, a very strong test, the law of the iterated logarithm test (LIL test), has not been used in testing pseudorandom sequences. The celebrated iterated logarithm has been one of the most beautiful and profound discoveries (see, e.g., [3, 4] ) of probability theory. Wang [16] [17] [18] has shown that the law of the iterated logarithm holds for infinite polynomial time pseudorandom sequences. We suggest that this law should also be used in testing the quality of finite pseudorandom strings. By a standard diagonalization argument of Ville [15] for constructing "Kollektiv" sequences, it can be shown that there are sequences which pass the "randomness postulate" test (by Golomb [5] ), the "universal test" (by Maurer [10] ), and the LFSR test (by Rueppel [12] [13] [14] ), but do not pass the LIL test. It should be mentioned that the LIL test can be finished in O(n 2 ) time, whence it is an attractive addition to the currently used tests. In the following we will present more details on the LIL test. For a sequence s, let S n (s) = . However, this test is not successful in detecting whether a string s always has more 1's than 0's in its initial segments. Obviously, a pseudorandom sequence has some deficiency if there is always more 1's (or 0's) than 0's (or 1's) in its initial segments. As we have mentioned in the previous paragraph, Ville's construction can be used to show that all popular statistical tests used for pseudorandomness in the literature (see, e.g., [10, 11] ) cannot detect this deficiency which may have undesired effects in certain applications. We suggest the use of the law of the iterated logarithm (LIL). This test is "universal" in the sense that it covers many of the commonly used statistical tests such as the gap test and the frequency test, and in addition, it can detect the above mentioned deficiency in a sequence. 
√
n. In probability theory, S n (s) is called the number of successes and S * n (s) is called the reduced number of successes.
The law of large numbers says that, for a pseudorandom string s, the limit of It has been shown that the law of the iterated logarithm holds for MartinLöf random sequences (see [17] ) and for infinite polynomial time pseudorandom sequences (see [16] [17] [18] ). Since there is an efficient algorithm to compute the reduced number of successes in a string, a pseudorandom sequence s ∈ {0, 1} n of high "quality" should have the following LIL property: for large enough i ≤ n, the value of i ) and the value should "reach" both 1 and −1 "frequently". In the above paragraphs, we have given an outline of the LIL test for cryptographic pseudorandomness. In order to implement this test in practice, much work still needs to be done. For example, the distribution of the random variable
should be carefully analyzed. For more details, it is referred to Chow [3] and Feller [4] .
