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Abstract
Let S be a semigroup. In this paper we investigate the injectivity of 1(S) as a Banach right module
over 1(S). For weakly cancellative S this is the same as studying the flatness of the predual left mod-
ule c0(S). For such semigroups S, we also investigate the projectivity of c0(S). We prove that for many
semigroups S for which the Banach algebra 1(S) is non-amenable, the 1(S)-module 1(S) is not injective.
The main result about the projectivity of c0(S) states that for a weakly cancellative inverse semigroup S,
c0(S) is projective if and only if S is finite.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Let S be a semigroup, and let 1(S) be its associated Banach convolution algebra. In this
paper we study certain homological properties of modules over 1(S). The aim is to characterize
homological properties of the Banach algebra 1(S) (and its modules) in terms of the underlying
semigroup S. Homological properties of Banach algebras associated with groups and semigroups
have been studied by many authors. Some recent papers are [1,6–8].
The notions of projectivity, injectivity, and flatness are fundamental in homology theory. The
theory of these concepts in the category of Banach modules is expounded by A.Ya. Helemskii
in [10]. In [4], H.G. Dales and M.E. Polyakov undertook a study of these properties for vari-
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following theorem. Here we regard C0(G) as a submodule of the dual module L∞(G) = L1(G)′.
Theorem 1.1. (See [4, Theorems 3.1, 4.7 and 4.9].) Let G be a locally compact group. Then:
(i) L1(G) is an injective right L1(G)-module if and only if G is discrete and amenable.
(ii) C0(G) is a flat left L1(G)-module if and only if G is amenable.
(iii) C0(G) is a projective left L1(G)-module if and only if G is compact.
In this paper we shall investigate the same questions for the Banach algebra 1(S), where S is a
(discrete) semigroup. We cannot hope for such simple characterizations for a general semigroup.
This is partly due to the complexities of describing the amenability of the Banach algebra 1(S)
in terms of the semigroup S; see [3, Theorem 10.12].
1.1. Overview of contents
• Section 2 contains all the background material and definitions about Banach modules and
semigroups that we shall need.
• In Section 3 we prove some general results about injective Banach modules.
• In Section 4 we show how amenability of the underlying semigroup enters the picture. Here
we show that the injectivity of certain modules over 1(S) implies that S is amenable. This
follows from a general result which also applies to modules over L1(G) and M(G) for
a locally compact group G. In Theorem 4.10, under the additional assumption that S is
cancellative, we give a characterization of the injectivity of 1(S) (S must be an amenable
group). At the end of this section we give an example (Example 4.12) of a finite semigroup
S such that 1(S) is a right injective module, but 1(S) is not amenable.
• In Section 5 we investigate the flatness of the left 1(S)-predual module c0(S) for a weakly
right cancellative semigroup S. Our main theorem (Theorem 5.5) gives a necessary combi-
natorial condition on the set of idempotents. This condition is not satisfied by the bicyclic
semigroup or (N,max).
• In Section 6 we move on to investigating the semigroups S such that c0(S) has the stronger
property of being projective. Here we prove, in Theorem 6.5 that, if S is a weakly cancellative
semigroup such that c0(S) is projective, then S must be finite. An immediate corollary of this
result (Theorem 6.6) gives a characterization for the class of inverse semigroups (c0(S) is
projective if and only if S is finite).
2. Preliminaries
For n ∈ N, we set Nn = {1,2, . . . , n}. The indicator function of a subset T of a set S is
denoted by χT . Let f : S → E be a function from a set S to a vector space E. For T ⊂ S we
define χT f : S → E by (χT f )(s) = f (s) (s ∈ T ) and (χT f )(s) = 0 (s ∈ S \ T ).
Let E be a Banach space. We denote the dual space by E′; the action of λ ∈ E′ on an element
x ∈ E is written as 〈x,λ〉. For a subspace F of a Banach space E we set
F 0 = {λ ∈ E′: 〈x,λ〉 = 0 (x ∈ F)}.
Then F 0 is a closed subspace of E′. We set F 00 = (F 0)0 ⊂ E′′.
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linear operators between Banach spaces E and F .
2.1. Banach modules
Throughout this section A is a Banach algebra. We denote by A-mod, and by mod-A the
categories of Banach left A-modules, and of Banach right A-modules, respectively. We shall
give definitions only for one category of module; similar definitions apply for modules in other
categories.
Let E ∈ A-mod. Then the dual space E′ has a natural right A-module structure given by
〈x,λ · a〉 = 〈a · x,λ〉 (a ∈ A, x ∈ E, λ ∈ E′).
This module is called the dual module of E.
Let S ⊂ A be a subset, and let E ∈ A-mod. We set
S ·E = {a · x: a ∈ S, x ∈ E} and SE = linS ·E,
the linear span of S ·E. If S is a left ideal of A then SE is a submodule of E. The essential part
of E is the closed submodule AE, and E is essential if AE = E. Now we describe the ‘dual’
concept. Let F ∈ mod-A. For a subset S ⊂ A we set
F⊥S = {x ∈ F : x · S = {0}}.
If S is a left ideal of A then F⊥S is a closed submodule of F . We set F⊥ = F⊥A, which is the
annihilator submodule of F . The A-module F is faithful if F⊥ = {0}, and F is an annihilator
module if F⊥ = F . Now suppose that F = E′ for some E ∈ A-mod. Then F⊥S = (SE)0, and
so we have
(SE)′ = F/(SE)0 = F/F⊥S.
Hence, if SE = E, then F⊥S = {0}. In particular the dual of an essential module is faithful.
Similarly, for E ∈ A-mod we set
S⊥E = {x ∈ E: S · x = {0}}.
For E,F ∈ A-mod we denote by AB(E,F ) the subspace of B(E,F ) consisting of bounded
left A-module morphisms. Similarly, BA(E,F ) denotes the space of bounded right A-module
morphisms when E,F ∈ mod-A.
The unitization of A is denoted by A. If E ∈ A-mod, then we consider E ∈ A-mod in the
obvious way.
Let E ∈ A-mod. Then A ⊗̂E ∈ A-mod with module operation specified by
a · (b ⊗ x) = ab ⊗ x (a ∈ A, b ∈ A, x ∈ E).
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π(a ⊗ x) = a · x (a ∈ A, x ∈ E).
Let E ∈ mod-A. Then B(A,E) ∈ mod-A with the module operation
(T · a)(b) = T (ab) (a ∈ A, b ∈ A, T ∈ B(A,E)).
We define the canonical embedding Π : E → B(A,E) by the formula
Π(x)(a) = x · a (a ∈ A, x ∈ E).
2.2. Banach homology
We now recall the definitions and basic relationships from Banach homology that this paper is
concerned with. For full details see [10] and [11]. We eschew the original homological definitions
and give the standard characterizations which have proved most useful for checking projectivity
and injectivity in specific cases. Because of the duality involved it is convenient to study injective
right modules and projective and flat left modules.
Proposition 2.1. Let A be a Banach algebra.
(i) Let F ∈ mod-A. Then F is injective if and only if there exists ρ ∈ BA(B(A,F ),F ) with
ρ ◦Π = IF .
(ii) Let E ∈ A-mod. Then E is projective if and only if there exists ρ ∈ AB(E,A ⊗̂ E) with
π ◦ ρ = IE .
(iii) Let E ∈ A-mod. Then E is flat if and only if there exists ρ ∈ AB(E, (A ⊗̂ E)′′) such that
the following diagram commutes
E
ιE
ρ
(A ⊗̂E)′′
π ′′
E′′.
(iv) If either E is essential or F is faithful, then we can replace A by A in the above charac-
terizations.
Part (i) is proved in [10, III.1.31] and the case where E is faithful is [4, Proposition 1.7];
part (ii) is [10, IV.1.1, IV.1.2]; part (iii) is similar to [10, Exercise VII2.8], see also [15,
Lemma 4.3.22].
The following facts are elementary: a module E is flat if and only if the dual module E′ is
injective; every projective module is flat.
The classes of amenable and contractible Banach algebras are particularly important and
well studied (see [10, Chapter IV], [12] or [2, §2.8]). The following proposition gives one nice
property of these Banach algebras.
3992 P. Ramsden / Journal of Functional Analysis 258 (2010) 3988–4009Proposition 2.2. Let A be a Banach algebra, and let E ∈ A-mod or E ∈ mod-A.
(i) If A is contractible, then E is projective.
(ii) If A is amenable, then E is flat.
The following is a long standing open problem.
Question 2.3. Let A be a Banach algebra such that every E ∈ A-mod and every E ∈ mod-A is
flat [ projective]. Is A amenable [contractible]?
The answer is known to be positive for many classes of Banach algebras, in particular for the
class of group algebras. Part of the motivation for this work was to answer this question in the
class of semigroup algebras. Although we come short of a complete answer, our results strongly
suggest that the answer is ‘yes’ in this class.
2.3. Semigroups and semigroup algebras
Let S be a semigroup. The set of idempotents in S is denoted by E(S). A semigroup S is a
semilattice if S is commutative and E(S) = S. The canonical partial order on E(S) is given by
p  q ⇐⇒ p = pq = qp (p,q ∈ E(S)).
Let S be a semigroup. The semigroup algebra 1(S) is the completion in the 1-norm of the
algebra CS. It is the Banach algebra generated by the semigroup. The convolution product 

on 1(S) is uniquely defined by requiring that δs 
 δt = δst (s, t ∈ S). We identify 1(S) with
1(S), where S is the semigroup formed by adjoining an identity to S. These Banach algebras
have been studied by many authors. A recent exposition is the memoir [3].
2.3.1. Cancellativity
We shall use the following notation introduced by Grønbæk in [9]. For s, t ∈ S we define the
sets [
st−1
]= {u ∈ S: ut = s} and [t−1s]= {u ∈ S: tu = s}.
Let S be a semigroup. An element t ∈ S is left cancellable if u = v whenever tu = tv. Equiv-
alently we require that |[t−1s]|  1 (s ∈ S). Right cancellable elements are defined similarly.
The semigroup S is cancellative if each element is both left and right cancellative. The semi-
group S is weakly left (respectively, right) cancellative if [t−1s] (respectively, [st−1]) is finite
for each s, t ∈ S, and weakly cancellative if it is both weakly left cancellative and weakly right
cancellative.
Lemma 2.4. Let S be a semigroup such that the Banach algebra 1(S) has a left identity. Suppose
that S contains a right cancellable element. Then:
(i) S has a left identity eS ;
(ii) for each right cancellable element t we have teS = t .
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so that |[t t−1]| 1. We have
δt =
∑
s∈S
esδst =
∑
r∈S
( ∑
s∈[rt−1]
es
)
δr .
Hence
∑
s∈[t t−1] es = 1 and in particular the set [t t−1] is non-empty, say [t t−1] = {u}. Then
δu 
 δt = δt = eA 
 δt .
Since t is right cancellable, it follows that δu = eA, and so u is a left identity for S.
(ii) Let t be a right cancellable element and eS a left identity for S. Then t2 = t (eSt) = (teS)t ,
which implies that t = teS . 
2.3.2. Module actions
Let S be a semigroup, and let E ∈ 1(S)-mod or E ∈ mod-1(S). We shall use the following
more compact notation for the module actions
t · x = δt · x, x · t = x · δt (x ∈ E, t ∈ S).
The standard actions of 1(S) on 1(S) are given by
(t · a)(s) =
∑
u∈[t−1s]
a(u), (a · t)(s) =
∑
u∈[st−1]
a(u)
(
s, t ∈ S, a ∈ 1(S)),
where we define the sum over an empty set to be zero. The dual actions of 1(S) on ∞(S) are
given by
(t · λ)(s) = λ(st), (λ · t)(s) = λ(ts) (s, t ∈ S, λ ∈ ∞(S)).
For s ∈ S, the indicator function of the set {s} will be denoted by δs when considered as an
element of 1(S) and by λs when considered as an element of ∞(S). This notation implies that
the left module actions satisfy
t · δs = δts and t · λs = χ[st−1] (t ∈ S).
Proposition 2.5. (See [3, Theorem 4.6].) Let S be a semigroup. Then c0(S) is a left [right] 1(S)-
submodule of ∞(S) if and only if S is weakly right [left] cancellative.
3. Some general results on injective modules
In this section we prove some basic intrinsic properties of injective modules. We begin with a
generalization of [4, Proposition 1.8].
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exist Q ∈ B(A,E) and a subset S ⊂ A such that
Q(ba) = Q(b) · a (b ∈ S, a ∈ A).
Then there is an element x ∈ E with
Q(b) = x · b (b ∈ S).
Proof. There exists a morphism ρ ∈ BA(B(A,E),E) such that ρ ◦Π = IE . Extend Q to A by
setting Q(e) = 0. Then Q ∈ B(A,E) and
Q · b = Π(Q(b)) (b ∈ S).
Set x = ρ(Q) ∈ E. Then we have
Q(b) = (ρ ◦Π)(Q(b))= ρ(Q · b) = x · b (b ∈ S),
as required. 
Corollary 3.2. Let A be a Banach algebra, let I be a complemented ideal in A, and let E ∈
mod-A be injective. Then the map j : E → BA(I,E) given by
j (x) : a → x · a : I → E
is a Banach A-module epimorphism with kernel E⊥I .
Proof. Take T ∈ BA(I,E), and set Q = T ◦ P , where P : A → I is a projection. Then Q ∈
B(A,E) and satisfies Q(ba) = Q(b) · a (b ∈ I, a ∈ A). By Proposition 3.1, there exists x ∈ E
such that T (b) = Q(b) = x · b (b ∈ I ), i.e., T = j (x).
The rest is clear. 
Corollary 3.3. Let A be a Banach algebra.
(i) Let A be a subalgebra of a Banach algebra B . Suppose that B is injective in mod-A. Then
there exists p ∈ B with pa = a (a ∈ A).
(ii) Let I be a closed right ideal in A. Suppose that A/I is injective in mod-A. Then I has a
left modular identity.
(iii) Let I be a closed, complemented right ideal in A. Suppose that I is injective in mod-A.
Then there exists p ∈ I with pa = a (a ∈ I ).
(iv) Let I be a closed, complemented right ideal in A. Suppose that I ′′ is injective in mod-A.
Then I has a bounded left approximate identity.
Proof. These all follow from Proposition 3.1 by choosing specific maps Q.
(i) Take Q : A → B to be the inclusion map.
(ii) Take Q : A → A/I to be the quotient map.
(iii) Take Q : A → I to be a projection.
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into I ′′. Then there exists Φ ∈ I ′′ with Φ · a = a (a ∈ I ). The result now follows by a standard
argument involving the weak-∗ topology on I ′′, see [2, Proposition 2.9.14(iii)]. 
Proposition 3.4. Let A be a Banach algebra, and let E ∈ mod-A be injective. Suppose that there
exists a0 ∈ A \ {0} with a0A = 0. Then E⊥ = E · a0. In particular, the subspace E · a0 is closed.
Proof. The inclusion E · a0 ⊂ E⊥ is clear.
Let x ∈ E⊥. Take μ ∈ (A)′ with 〈a0,μ〉 = 1, and let T ∈ B(A,E) be the rank-1 operator
given by
T (a) = 〈a,μ〉x (a ∈ A).
Let PA,PCe ∈ B(A) be projections on to the subspaces A and Ce, respectively. Then we have
(Πx) ◦ PCe = (T · a0) ◦ PCe .
Clearly, for any S ∈ B(A,E), we have
ρ(S) = ρ(S ◦ PA)+ ρ(S ◦ PCe ).
Combining this with the fact that ρ((Πx) ◦ PA) = ρ((T · a0) ◦ PA) = 0, we have
x = ρ((Πx) ◦ PCe)= ρ((T · a0) ◦ PCe)= ρ(T · a0) = ρ(T ) · a0.
Therefore E⊥ = E · a0. 
Example 3.5. (See [16, Example 4.4].) Let X be a Banach space with dimX  2, and take
ϕ ∈ X′ \ {0}. Define a product on X by
ab = ϕ(a)b (a, b ∈ X).
With this product X is a Banach algebra which, following [16], we denote by Aϕ(X). By [16],
Aϕ(X) is a biprojective Banach algebra. Since Aϕ(X) does not have a right identity, Aϕ(X) is not
injective in Aϕ(X)-mod. The Banach algebra Aϕ(X) is faithful in Aϕ(X)-mod, but not faithful
in mod-Aϕ(X).
Proposition 3.6. The Banach algebra Aϕ(X) is injective in mod-Aϕ(X) if and only if
dimX = 2.
Proof. Set A = Aϕ(X).
Suppose that A is injective in mod-A. Choose a0 ∈ kerϕ \ {0}. By Proposition 3.4 we have
kerϕ = A⊥ = Aa0 = Ca0.
By the rank-nullity theorem, dimX = 2.
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〈a1, ϕ〉 = 1. Take λ ∈ X′ with 〈a0, λ〉 = 1 and 〈a1, λ〉 = 0. We define a map ρ : B(A,A) → A
by
ρ(T ) = 〈T a0, λ〉a1 − 〈T a1, λ〉a0 +
〈
T e, λ
〉
a0
(
T ∈ B(A,A)).
This is a right A-module morphism with ρ ◦Π = IA. The easiest way to see this is to check that
ρ(T · a0) = ρ(T ) · a0, ρ(T · a1) = ρ(T ) · a1 (T ∈ B(A,A)), and ρ(Πa0) = a0, ρ(Πa1) = a1.
Therefore A is injective in mod-A. 
4. Amenability and injectivity
In this section we show how the injectivity of certain modules over a semigroup algebra
implies that the underlying semigroup must be amenable. This is a generalization of the argument
in [4, §4]. In contrast to the group case, for a general semigroup, amenability is only part of the
story.
4.1. General results
Definition 4.1. Let A be a Banach algebra, and let E ∈ mod-A. Then an element λ ∈ E′ \ {0} is
an augmentation-invariant functional if there exists a character ϕ on A, with a · λ = ϕ(a)λ for
each a ∈ A. The triple (E,λ,ϕ) is an augmentation-invariant Banach right A-module.
Example 4.2. (i) Let A be a Banach algebra with a character ϕ, and let I be a closed left ideal of
A with I ⊂ kerϕ. Then (I, ϕ|I,ϕ) is an augmentation-invariant right A-module.
(ii) If E ∈ mod-A is augmentation-invariant, then so is E′′.
Lemma 4.3. Let A be a Banach algebra, let I be a complemented left ideal of A, and let (E,λ,ϕ)
be an augmentation-invariant Banach right A-module with I ⊂ kerϕ. Suppose that E is injective
in mod-A. Then there exists Λ ∈ B(I,E)′ such that:
(i) a ·Λ = ϕ(a)Λ for each a ∈ A;
(ii) 〈Π(x),Λ〉 = 〈x,λ〉 for each x ∈ E.
Proof. Since E is injective there is a right A-module morphism ρ : B(A,E) → E with ρ ◦
Π = IE . Set Λ0 = ρ′(λ) ∈ B(A,E)′. Since ρ′ is a left A-module morphism, we have a · Λ0 =
ϕ(a)Λ0 (a ∈ A).
Take T ∈ B(A,E) such that T |I = 0. Pick a ∈ I with ϕ(a) = 1. Then T · a = 0, and
0 = 〈T · a,Λ0〉 = 〈T ,Λ0〉.
Now take T ∈ B(I,E). We can extend T to T˜ ∈ B(A,E) by setting T˜ = T ◦ P , where
P : A → I is a projection. Set
〈T ,Λ〉 := 〈T˜ ,Λ0〉
(
T ∈ B(I,E)).
P. Ramsden / Journal of Functional Analysis 258 (2010) 3988–4009 3997Since (T˜ · a − T˜ · a)|I = 0 (a ∈ A), it follows that a · Λ = ϕ(a)Λ (a ∈ A). Similarly, since
(Π˜(x)−Π(x))|I = 0 (x ∈ E), it follows that 〈Π(x),Λ〉 = 〈x,λ〉. 
In the following theorem we set π˜ = Π ′ : B(I,E)′ = (I ⊗̂ F)′′ → E′ = F ′′. If F is a left
A-submodule of F ′′, then π˜ |I ⊗̂ F ⊂ F , and we can replace π˜ by π .
Theorem 4.4. Let A be a Banach algebra, let I be a complemented left ideal of A, and let
(E,λ,ϕ) be an augmentation-invariant Banach right A-module with I ⊂ kerϕ. Suppose that E
is the dual of a Banach space F , and that E is injective in mod-A. Then there exists a bounded
net (vα) ⊂ I ⊗̂ F such that:
(i) limα ‖a · vα − ϕ(a)vα‖π = 0 for each a ∈ A;
(ii) limα〈x, π˜(vα)〉 = 〈x,λ〉 for each x ∈ E.
Proof. Set X = I ⊗̂ F , and let σ = σ(X,X′) be the weak topology on X.
First, a net (uα) is indexed by the family of all finite subsets of B(I,E), with the ordering
specified by inclusion. For each such α = {T1, . . . , Tk}, choose uα ∈ X such that 〈Ti, uα〉 =
〈Ti,Λ〉 (i = 1, . . . , k), where Λ ∈ X′′ was specified in Lemma 4.3.
For each a ∈ A and T ∈ B(I,E), we have
〈T ,a · uα〉 = 〈T · a,uα〉 = 〈T · a,Λ〉 = ϕ(a)〈T ,Λ〉 = ϕ(a)〈T ,uα〉,
for each sufficiently large α, and so limα(a · uα − ϕ(a)uα) = 0 in (X,σ ).
Also for each x ∈ E, we have〈
x, π˜(uα)
〉= 〈Π(x),uα 〉= 〈Π(x),Λ〉= 〈x,λ〉,
for each sufficiently large α, and so limα〈Π(x),uα〉 − 〈x,λ〉 = 0.
Let {a1, . . . , ak} and {x1, . . . , x} be finite subsets of A and E, respectively, and let ε > 0. Let
C = C({x1, . . . , x}, ε)= {z ∈ X: ∣∣〈Π(xi), z〉− 〈xi, λ〉∣∣< ε (i = 1, . . . , )},
and consider the Banach space Y = X1 ⊕ · · · ⊕ Xk , where each Xi = X (i = 1, . . . , k) and we
are taking the 1-sum. Also consider the linear operator
W : z → (a1 · z − ϕ(a1)z, . . . , ak · z − ϕ(ak)z), X → Y.
The set C is convex in X, and so W(C) is convex in Y . We have shown that 0 belongs to the
σ(Y,Y ′)-closure of W(C) in Y . By Mazur’s theorem, it follows that 0 belongs to the ‖ · ‖-closure
of W(C) in Y . The existence of the required net (vα) follows. 
4.2. The Banach algebras L1(G) and M(G)
Let G be a locally compact group, and let M(G) denote the measure algebra on G. There is
always one character on M(G); this is the augmentation character ϕG, defined by
ϕG(μ) = μ(G)
(
μ ∈ M(G)).
3998 P. Ramsden / Journal of Functional Analysis 258 (2010) 3988–4009The restriction of ϕG to L1(G) regarded as a closed ideal in M(G) has the form
ϕG(f ) =
∫
G
f (s)dm(s)
(
f ∈ L1(G)).
Let G be a locally compact group. We set
P(G) = {f ∈ L1(G): f  0, ‖f ‖ = 1}.
We shall use the following characterization of amenability, known as Reiter’s condition.
Proposition 4.5. (See [13, Proposition (0.8)].) Let G be a locally compact group. Then G is
amenable if and only if there is a net (fα) ⊂ P(G) such that lim‖t · fα − fα‖ = 0 for each
t ∈ G.
Theorem 4.6. Let G be a locally compact group, and let (E,λ,ϕG) be an augmentation-
invariant Banach right M(G)-module. Suppose that E is a dual space, and that E is injective in
mod-M(G). Then G is amenable.
Proof. Let E have a Banach space predual F . Set A = M(G) and I = L1(G). Let (vα) ⊂ I ⊗̂F
be the net given by Theorem 4.4. Take x ∈ E[1] with 〈x,λ〉 = 1. We have
‖vα‖π 
∥∥π˜ (vα)∥∥F ′′  ∣∣〈x, π˜(vα)〉∣∣ 1/2
for large enough α. Hence by passing to a subnet we may suppose that, for each α, ‖vα‖π  1/2.
We use the identification I ⊗̂ F = L1(G,F ) to define a net (kα) in I by
kα(s) = ‖vα(s)‖F‖vα‖π (s ∈ G).
Then kα  0, and
‖kα‖1 =
∫
G
kα(s)dm(s) =
∫
G
‖vα(s)‖F
‖vα‖π dm(s) = 1.
Now take t ∈ G. We have
‖t · kα − kα‖1  1‖vα‖π
∫
G
∥∥vα(t−1s)− vα(s)∥∥F dm(s) 2‖t · vα − vα‖π .
Hence limα ‖t · kα − kα‖1 = 0. Therefore by Proposition 4.5, G is amenable. 
The same result holds under the hypothesis that E is injective in mod-L1(G). This combines
with Johnson’s theorem and Proposition 2.2 to give the following result, which was proved under
additional hypothesis in [4, Theorem 4.6].
P. Ramsden / Journal of Functional Analysis 258 (2010) 3988–4009 3999Theorem 4.7. Let G be a locally compact group, and let (E,λ,ϕG) be an augmentation-
invariant Banach right L1(G)-module. Suppose that E is a dual space. Then E is injective in
mod-L1(G) if and only if G is amenable.
These theorems apply to the L1(G) or M(G)-modules; L1(G), M(G) and their second duals.
Some further results about modules over M(G) are contained in [14].
4.3. The Banach algebra 1(S)
Theorem 4.8. Let S be a semigroup such that 1(S) is injective in mod-1(S). Then S is a
left-amenable semigroup and 1(S) has a left identity.
Proof. That S is left-amenable follows in the same way as the proof of Theorem 4.6. That 1(S)
has a left identity is Corollary 3.3(i). 
Let A be a Banach algebra with a left identity eA. Then eA is an identity for A if and only if
{a ∈ A: aA = 0} = {0}, i.e., A is a faithful right A-module.
Lemma 4.9. Let S be a semigroup such that 1(S) is injective in mod-1(S). Let t ∈ S be a left
cancellable element. Then there exists at ∈ 1(S) with
at 
 δt 
 eA = eA
for each left identity eA ∈ 1(S).
Proof. Set A = 1(S). There is a map
T : tS → S : ts → s
which extends to a bounded linear operator T : 1(tS) → A. Set U = T ◦ P , where P : A →
1(tS) is a projection. Then U satisfies
U(b 
 a) = U(b) 
 a (b ∈ 1(tS), a ∈ A).
By Proposition 3.1, there exists at ∈ A with U(b) = at 
 b (b ∈ 1(tS)). In particular, eA =
U(δt 
 eA) = at 
 δt 
 eA. 
Theorem 4.10. Let S be a cancellative semigroup. Then 1(S) is injective in mod-1(S) if and
only if S is an amenable group.
Proof. Sufficiency is obvious; we shall prove necessity.
Suppose that 1(S) is an injective right module. By Theorem 4.8, the Banach algebra 1(S)
has a left identity. By Lemma 2.4, S has an identity eS . By Lemma 4.9, for each s ∈ S, there
exists as ∈ 1(S) with as 
 δs = δeS . It follows that there is an element s−1 ∈ S with s−1s = eS .
From the equation ss−1s = eSs and right cancellativity we have ss−1 = eS . Therefore S is a
group. It is amenable by Theorem 4.8. 
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not flat in 1(N)-mod.
Example 4.12. Let S be the right-zero semigroup. The product is given by
st = t (s, t ∈ S).
The Banach algebra 1(S) belongs to the class of Banach algebras of the form Aϕ(X) defined
in Example 3.5. By Proposition 3.6, 1(S) is right injective if and only if |S| = 2. Since in this
case 1(S) is finite dimensional, this is equivalent to the predual module c0(S) = ∞(S) being
projective in 1(S)-mod.
Let S2 be the right-zero semigroup on 2 elements. We note that 1(S2) is not amenable. Indeed
S2 is left-amenable but not right-amenable; further, S2 has a left identity, but 1(S2) does not have
a right identity. Hence the plausible conjecture that 1(S) is injective in mod-1(S) only if 1(S)
is amenable is false.
5. Flatness of the predual module c0(S)
Let S be a weakly right cancellative semigroup. Then, by Proposition 2.5 c0(S) ∈ 1(S)-mod,
and we can identify the dual right 1(S)-module c0(S)′ with 1(S). Hence for weakly right
cancellative semigroups, injectivity of 1(S) in mod-1(S) is the same as flatness of c0(S) in
1(S)-mod. In this section we shall study this problem for the class of weakly right cancellative
semigroups.
5.1. A necessary combinatorial condition
For the next two lemmas, we suppose that S is a semigroup, and that E is a Banach space.
For a subset T ⊂ S, we set XT = 1(T ) ⊗̂ E. For an element t ∈ S, and F ∈ 1(S)-mod, we set
t⊥F = {δt }⊥F .
Lemma 5.1. For each t ∈ S, we have
(
t⊥XS
)0 = X′S · t.
Proof. Let t ∈ S. The inclusion X′S · t ⊂ (t⊥XS)0 is clear.
Take λ ∈ (t⊥XS)0 and u,v ∈ S with tu = tv. Then for each x ∈ E we have
δu ⊗ x − δv ⊗ x ∈ t⊥XS.
Hence, under the identification X′S = ∞(S,E′), we have
0 = 〈δu ⊗ x − δv ⊗ x,λ〉 =
〈
x,λ(u)− λ(v)〉 (x ∈ E).
It follows that λ(u) = λ(v). Hence, for each s ∈ S, λ is constant on the set [t−1s]. Therefore we
can define
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{
λ(u), if there exists u ∈ [t−1s],
0, if [t−1s] = ∅ (s ∈ S).
Then ϕ ∈ X′S and λ = ϕ · t . 
For a subset T ⊂ S and an element t ∈ S, we define the following subset of T :
G(T , t) =
⋃
{s∈S: |[t−1s]∩T |2}
[
t−1s
]∩ T = {u ∈ T : ∃v ∈ T , v = u, tu = tv}.
The complement of G(T , t) in T is perhaps simpler to describe: we have
T \G(T , t) = {s ∈ T : [t−1(ts)]∩ T = {s}}.
For example, if t is a left cancellable element, then G(T , t) = ∅.
For a subset T ⊂ S, we identify XT with the closed, complemented subspace of XS consisting
of functions on S whose support is contained in T . We can then identify X′′T with X00T in X′′S .
Lemma 5.2. For each t ∈ S and T ⊂ S, we have:
(i) t ·X′′S ⊂ (XtS)′′;
(ii) t⊥(X′′T ) ⊂ X′′G(T ,t).
Proof. (i) Let t ∈ S and ϕ ∈ (XtS)0. Then ϕ · t = 0, and so for each Λ ∈ X′′S , we have
〈ϕ, t ·Λ〉 = 〈ϕ · t,Λ〉 = 0.
Therefore t ·Λ ∈ X00tS = X′′tS .
(ii) Let t ∈ S and T ⊂ S. Take z =∑s∈S δs ⊗ xs ∈ t⊥XT . The equation t · z = 0 gives
∑
u∈[t−1s]∩T
xu = 0 (s ∈ S).
Take u ∈ supp z. Then u ∈ [t−1(tu)] ∩ T . Hence |[t−1(tu)] ∩ T | 2, and z ∈ XG(T,t). We have
proved that t⊥XT ⊂ XG(T,t). Now by Lemma 5.1 we have
(XG(T ,t))
0 ⊂ (t⊥XT )0 = X′T · t.
Hence t⊥(X′′T ) = (X′T · t)0 ⊂ (XG(T ,t))00 = X′′G(T ,t). 
Theorem 5.3. Let S be a weakly right cancellative semigroup such that, for each N ∈ N, there
exist elements (s1, r1, t1), . . . , (sN , rN , tN ) in S × S × S with the following properties:
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(ii) the sets [s1r−11 ], . . . , [sNr−1N ] are pairwise disjoint;
(iii) the sets G(r1S, t1), . . . ,G(rNS, tN ) are pairwise disjoint.
Then c0(S) is not flat in 1(S)-mod.
Proof. We set E = c0(S), and for a subset T ⊂ S, we set AT = 1(T ).
Assume towards a contradiction that E is flat in 1(S)-mod. Then there exists a left 1(S)-
module morphism ρ : E → (AS ⊗̂ E)′′ with π ′′ ◦ ρ = iE . Fix N ∈ N, and let (s1, r1, t1), . . . ,
(sN , rN , tN ) ∈ S × S × S be the elements given by the hypothesis. For each n ∈ NN , set
xn = rn · λsn = χ[snr−1n ].
By Lemma 5.2(i), ρ(xn) ∈ (ArnS ⊗̂E)′′. Since sn /∈ Stnrn, we have
tn · ρ(xn) = ρ(tn · xn) = ρ(χ[sn(tnrn)−1]) = 0.
Hence by Lemma 5.2(ii), ρ(xn) ∈ (AG(rnS,tn) ⊗̂E)′′.
Set Φ = ρ(∑Nn=1 xn) ∈ (AS ⊗̂ E)′′. By (ii), ‖∑Nn=1 xn‖∞ = 1. Hence there is a net (zα)
in (AS ⊗̂ E)[‖ρ‖] such that limα zα = Φ in the weak-∗ topology. For each n ∈ NN , let
Pn : AS ⊗̂ E → AG(rnS,tn) ⊗̂ E be a projection. By (iii), we have P ′′n (ρ(xm)) = 0 (n = m).
Hence limα P ′′n (zα) = P ′′n (Φ) = ρ(xn) in the weak-∗ topology.
For each i ∈ NN , by (i) we can pick un ∈ [snr−1n ]. For large enough α, we have
∣∣〈Π(δun),Pn(zα)〉− 〈Π(δun), ρ(xn)〉∣∣< 1/2.
Now for each n ∈ NN , we have
〈
Π(δun), ρ(xn)
〉= 〈δun,π ′′ ◦ ρ(xn)〉= 〈xn, δun〉 = 1.
Hence, for large enough α, we have
∣∣〈Π(δun),Pn(zα)〉∣∣> 1/2,
and so ‖Pn(zα)‖π  1/2. But now using (iii), for sufficiently large α,
‖ρ‖ ‖zα‖π 
N∑
n=1
∥∥Pn(zα)∥∥π N/2.
This holds for each N ∈ N, the required contradiction. 
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Here we describe a special case of the condition in Theorem 5.3, which is easier to apply to
certain examples. The key is the following description of the sets G(qS,p).
Lemma 5.4. Let S be a semigroup, and let p,q ∈ E(S) with p < q . Then pS ⊂ qS and
G(qS,p) = (qS \ pS)∪ p(qS \ pS)
is a disjoint union of sets.
Proof. It is clear that pS ⊂ qS and (qS \ pS)∩ p(qS \ pS) = ∅.
Let π1 : S × S → S be the projection onto the first coordinate. Consider the sets
G = {(u, v) ∈ qS × qS: u = v, pu = pv}
and
F = {(u,pu): u ∈ qS \ pS}∪ {(pu,u): u ∈ qS \ pS}.
We make the identifications
π1(G) = G(qS,p) and π1(F) = (qS \ pS)∪ p(qS \ pS).
Since F ⊂ G we have π1(F) ⊂ π1(G). Now take u ∈ π1(G) with u = π1((u, v)) for some
(u, v) ∈ G. If u /∈ pS, then (u,pu) ∈ F . If u ∈ pS, then v ∈ qS \ pS and (u, v) = (pv, v) ∈ F .
In either case u ∈ π1(F). 
Theorem 5.5. Let S be a weakly right cancellative semigroup. Suppose that there exists an
infinite chain of idempotents
r1 > s1 > t1 > · · · > rn > sn > tn > rn+1 > sn+1 > tn+1 > · · ·
such that for each n ∈ N, tn(rnS \ tnS)∩ rn+1S = ∅. Then c0(S) is not flat in 1(S)-mod.
Proof. We shall apply Theorem 5.3; we verify clauses (i)–(iii).
Clearly sn ∈ Srn \ Stn = Srn \ Stnrn (n ∈ N), so that clause (i) holds.
Take n < m. Assume towards a contradiction that there exists u ∈ [snr−1n ] ∩ [smr−1m ]. Then
urn = sn and urm = sm. Multiplying the first of these equations on the right by rm gives
urm = rm. Hence rm = sm, which is a contradiction. Therefore clause (ii) holds.
For each l m we have
tkS ⊃ rmS.
Hence we have
(rnS \ tnS)∩G(rmS, tm) ⊂ (S \ tnS)∩ rmS = ∅.
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G(rnS, tn)∩G(rmS, tm) = tn(rnS \ tnS)∩G(rmS, tm)
⊂ tn(rnS \ tnS)∩ rmS
⊂ tn(rnS \ tnS)∩ rn+1S
= ∅ (by hypothesis).
Therefore condition (iii) of Theorem 5.3 also holds, and hence c0(S) is not flat in 1(S)-mod. 
Example 5.6. We give some examples of semigroups which satisfy the hypothesis of Theo-
rem 5.5.
(i) Let N∨ = (N,max). The canonical partial order on N∨ is the reverse of the natural order
on N. We set
rn = 3n− 2, sn = 3n− 1, tn = 3n (n ∈ N).
For any n ∈ S, we have nN∨ = [n,∞). Hence for each n ∈ N we have tn(rnN∨\ tnN∨) = 3n[3n−
2,3n− 1] = {3n}, which is disjoint from the set rn+1N∨ = [3n+ 1,∞). Therefore c0(N∨) is not
flat in 1(N∨)-mod.
(ii) Let B be the bicyclic semigroup. Then B = N0 × N0 with the multiplication
(m,n)(p, q) = (m− n+ max{n,p}, q − p + max{n,p}) ((m,n), (p, q) ∈ B).
We set
rn = (3n− 2,3n− 2), sn = (3n− 1,3n− 1), tn = (3n,3n) (n ∈ N).
For any (m,n) ∈ B , we have (m,n)B = [m,∞)× N0. Hence for each n ∈ N we have
tn(rnB \ tnB) = (3n,3n)
([1,3n− 1] × N0)= {3n} × N0,
which is disjoint from the set rn+1B = [3n + 1,∞) × N0. Therefore c0(B) is not flat in
1(B)-mod.
The next example is ‘at the opposite extreme’ to those above. This semigroup does not satisfy
the hypothesis of Theorem 5.3 (and hence also of Theorem 5.5).
Example 5.7. Let X be a set, let PX = P(X) be the power set of X, and let FX be the set of all
finite subsets of X. Then PX is a semilattice with the multiplication
st = s ∪ t (s, t ∈ PX),
and FX is a subsemilattice of PX called the free semilattice over X. The empty set is the identity
of PX . For s, t ∈ PX , we have
[
st−1
]= [t−1s]= {u: ut = s} = {∅ if t ⊂ s,{s \ u: u ⊂ t} if t ⊂ s.
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we have [t t−1] = {u: u ⊂ t}. The canonical partial order on PX is given by
s  t ⇐⇒ t ⊂ s (s, t ∈ PX).
Take r, t ∈ PX with r  t , i.e., t \r = ∅. Take u ∈ rPX . We can write u = r∪s where s∩r = ∅.
Set
v =
{
u∪ (t \ u) if t \ u = ∅,
u \ (s ∩ t) if s ∩ t = ∅.
The condition t \ r = ∅ ensures that one of these cases must occur. Then u = v and t ∪ u =
t ∪ v. Hence u ∈ G(rPX, t) and G(rPX, t) = rPX . Hence for r1  t1 and r2  t2 we have
G(r1PX, t1) ∩ G(r2PX, t2) = r1r2PX . Therefore Theorem 5.5 gives no information about the
injectivity of the module 1(PX).
It is proved in [14] that if X is an infinite set, then 1(PX) and 1(FX) are not right injective
Banach algebras. The proof of this result involves a long technical combinatorial calculation and
will be presented elsewhere.
6. Projectivity of the predual module c0(S)
Again for a weakly right cancellative semigroup S we now consider when c0(S) has the
stronger property of being projective in 1(S)-mod.
6.1. Some technical ‘smallness’ results
Lemma 6.1. Let S be an infinite, weakly right cancellative semigroup such that, for every finite
set F ⊂ S, there exists r ∈ S with rS ∩ F = ∅. Suppose that c0(S) is projective in 1(S)-mod
with splitting morphism ρ : c0(S) → 1(S) ⊗̂ c0(S). Then for each N ∈ N, there exist elements
x1, . . . , xN in c0(S) and a partition {F1, . . . ,FN } of S with the properties:
(i) ‖∑Ni=1 xi‖∞ = 1,
(ii) ‖ρ(xi)‖π  1 for each i ∈ NN , and
(iii) ‖χFiρ(xi)− ρ(xi)‖π < 1/3i for each i ∈ NN .
Proof. We set E = c0(S), and for a subset T ⊂ S, we set AT = 1(T ).
Fix N ∈ N. To begin, choose r1, t1 ∈ S with [t1r−11 ] = ∅ and set
x1 = r1 · λt1 = χ[t1r−11 ].
Then ρ(x1) ∈ Ar1S ⊗̂ E = 1(r1S,E), and 1 = ‖x1‖∞ = ‖π ◦ ρ(x1)‖∞  ‖ρ(x1)‖π . Take a
finite set F1 ⊂ r1S with ‖χF1ρ(x1)− ρ(x1)‖π < 1/3.
Now suppose that x1, . . . , xk and {F1, . . . ,Fk} are already constructed. Choose rk+1 ∈ S with
rk+1S ∩⋃ki=1 Fi = ∅. Set
G =
k⋃[
tir
−1
i
]
and H =
⋃[
(srk+1)r−1k+1
]
.i=1 s∈G
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tk+1 = urk+1 and xk+1 = rk+1 · λtk+1 = χ[tk+1r−1k+1].
Since u ∈ [tk+1r−1k+1] we have ‖ρ(xk+1)‖π  1.
We shall show that the set [tk+1r−1k+1] is disjoint from G. Assume towards a contradiction
that there exists v ∈ [tk+1r−1k+1] ∩G. Then vrk+1 = tk+1 = urk+1, and so u ∈ [(vrk+1)r−1k+1] ⊂ H .
This is a contradiction, and therefore [tk+1r−1k+1] ∩ G = ∅, whence ‖
∑k+1
i=1 xi‖∞ = 1. We have
ρ(xk+1) ∈ Ark+1S ⊗̂ E. Take a finite set Fk+1 ⊂ rk+1S with ‖χFk+1ρ(xk+1) − ρ(xk+1)‖π <
1/3k+1.
In the final stage we may take FN = S \ ⋃N−1i=1 Fi , so that the sets (Fi) form a partition
of S. 
Theorem 6.2. Let S be an infinite, weakly right cancellative semigroup. Suppose that c0(S) is
projective in 1(S)-mod. Then there exists a finite set F ⊂ S such that, for each r ∈ S,
rS ∩ F = ∅.
Proof. We set AS = 1(S) and E = c0(S).
Since E is projective in 1(S)-mod, there exists a left 1(S)-module morphism ρ : E →
AS ⊗̂ E with π ◦ ρ = IE . Assume towards a contradiction that the condition is not satisfied, so
that we can apply Lemma 6.1. Fix N ∈ N, and let x1, . . . , xN and {F1, . . . ,FN } be the elements
corresponding to ρ given by Lemma 6.1.
Firstly, for each m ∈ NN we have∥∥∥∥χFmρ(∑
i =m
xi
)∥∥∥∥
π

∑
i =m
∥∥χFmρ(xi)∥∥π ∑
i =m
∥∥χS\Fi ρ(xi)∥∥π ∑
i =m
1
3i
and ‖χFmρ(xm)‖π  1 − 13m . Hence∥∥∥∥∥χFmρ
(
N∑
i=1
xi
)∥∥∥∥∥
π
 1 − 1
3m
−
∑
i =m
1
3i
 1 −
(
1
1 − 1/3 − 1
)
= 1
2
,
and so,
‖ρ‖
∥∥∥∥∥ρ
(
N∑
i=1
xi
)∥∥∥∥∥
π
=
∥∥∥∥∥χF1ρ
(
N∑
i=1
xi
)∥∥∥∥∥
π
+ · · · +
∥∥∥∥∥χFN ρ
(
N∑
i=1
xi
)∥∥∥∥∥
π
 N
2
.
This holds for each N ∈ N, the required contradiction. 
Corollary 6.3. Let S be a weakly right cancellative semigroup. Suppose that c0(S) is projective
in 1(S)-mod. Then the set
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t∈S
[
t t−1
]
is finite. Hence the set E(S) is also finite.
Proof. Let F be the finite set given by Theorem 6.2. Take t ∈ S and u ∈ [t t−1]. Then either
t ∈ F or f = ts for some s ∈ S and f ∈ F . In the latter case we have uf = uts = ts = f , and so
u ∈ [ff−1]. Hence ⋃
t∈S
[
t t−1
]⊂ ⋃
f∈F
[
ff−1
]
,
and so the set
⋃
t∈S[t t−1] is finite.
For each p ∈ E(S) we have p ∈ [pp−1], hence the set E(S) is finite. 
6.2. Main result for weakly cancellative semigroups
We shall adapt the argument that works for groups [4, Theorem 3.1], to show that if S is
a weakly cancellative semigroup and c0(S) is projective, then S must be finite. The following
technical looking lemma is a key to adapting the group argument. It is trivial that every element
t in an infinite group has the property given in the lemma.
Lemma 6.4. Let S be an infinite, weakly right cancellative semigroup. Suppose that c0(S) is
projective in 1(S)-mod. Then there exists an element t ∈ S such that, for every finite set F ⊂ S,
there exists r ∈ S \ F with [tr−1] = ∅.
Proof. Assume towards a contradiction that the conclusion is false. Then, for every t ∈ S, there
exists a finite set F(t) ⊂ S such that [tr−1] = ∅ for all r ∈ S \ F(t).
Let F be the finite set given by Theorem 6.2. Take s ∈ S \ F . Then su = f for some f ∈ F
and u ∈ S. Since s ∈ [f u−1] it must be that u ∈ F(f ), and hence
S ⊂
⋃
f∈F
⋃
u∈F(f )
[
f u−1
]∪ F.
But the set on the right-hand side is finite, and so S is finite. This is a contradiction. Therefore
the conclusion holds. 
Theorem 6.5. Let S be a weakly cancellative semigroup such that c0(S) is projective in
1(S)-mod. Then S is finite.
Proof. Let ρ : c0(S) → 1(S) ⊗̂ c0(S) be a left 1(S)-module morphism with π ◦ ρ = Ic0(S).
Assume towards a contradiction that S is infinite. Let t ∈ S be the element specified in
Lemma 6.4. Fix N ∈ N, and take a finite set F ⊂ S with ‖χFρ(λt ) − ρ(λt )‖π < 1/N . We
shall construct elements r1, . . . , rN ∈ S with the following properties:
(i) the sets [tr−11 ], . . . , [tr−1N ] are pairwise disjoint and non-empty, and
(ii) the sets r1F, . . . , rNF are pairwise disjoint.
4008 P. Ramsden / Journal of Functional Analysis 258 (2010) 3988–4009To begin choose any r1 ∈ S with [tr−11 ] = ∅. Now suppose that r1, . . . , rk are already con-
structed. Set
X(k) =
k⋃
i=1
⋃
f,g∈F
[
(rif )g
−1], Y (k) = k⋃
i=1
[
tr−1i
]
, Z(k) =
⋃
u∈Y(k)
[
u−1t
]
.
Since the sets X(k) and Z(k) are finite, we can use Lemma 6.4 to choose an element rk+1 ∈
S \X(k)∪Z(k) with [tr−1k+1] = ∅. We now show that clauses (i) and (ii) are satisfied.
Take 1  i < j  N . Assume that there exists u ∈ [tr−1i ] ∩ [tr−1j ]. Then urj = t , and so
rj ∈ [u−1t] for u ∈ [tr−1i ] ⊂ Y(j − 1). Hence rj ∈ Z(j − 1), which is a contradiction, giving
clause (i). Next assume that there exists v ∈ riF ∩ rjF so that rif = rj g for some f,g ∈ F . But
then rj ∈ [(rif )g−1] ⊂ X(j − 1), which is a contradiction, and so clause (ii) holds.
For each i ∈ NN , since [tr−1i ] = ∅, we have ‖ri · ρ(λt )‖π  1 and we have the norm estimate∥∥ri · χFρ(λt )∥∥π  ∥∥ri · ρ(λt )∥∥π − ∥∥ri · (χFρ(λt )− ρ(λt ))∥∥π  1 − 1/N.
Now, we have
‖ρ‖
∥∥∥∥∥ρ
(
N∑
i=1
ri · λt
)∥∥∥∥∥
π

∥∥∥∥∥
N∑
i=1
ri · χFρ(λt )
∥∥∥∥∥
π
−
∥∥∥∥∥
N∑
i=1
ri ·
(
ρ(λt )− χFρ(λt )
)∥∥∥∥∥
π
=
N∑
i=1
∥∥ri · χFρ(λt )∥∥π −
∥∥∥∥∥
N∑
i=1
ri ·
(
ρ(λt )− χFρ(λt )
)∥∥∥∥∥
π
N(1 − 1/N)−N/N = N − 2.
This holds for each N ∈ N, the required contradiction. Therefore S is finite. 
Let S be a finite inverse semigroup. Then 1(S) is contractible [5, Theorem 8], and so every
E ∈ 1(S)-mod is projective. Hence we have the following.
Theorem 6.6. Let S be a weakly cancellative inverse semigroup. Then c0(S) is projective in
1(S)-mod if and only if S is finite.
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