We study reproducing kernel Hilbert spaces (RKHS) on a Riemannian manifold. In particular, we discuss under which condition Sobolev spaces are RKHS and characterize their reproducing kernels. Further, we introduce and discuss a class of smoother RKHS that we call diffusion spaces. We illustrate the general results with a number of detailed examples.
Introduction
Among different notions of function spaces, reproducing kernel Hilbert spaces (RKHS) play a central role in a number of diverse contexts, including stochastic analysis [13] -where they are also known as Cameron-Martin spaces [12] , harmonic analysis [10] , [19] , physics [3] , numerical analysis [46] -where they are also known as native spaces, statistics [11] , and machine learning [18, 41] , to name a few. RKHS are Hilbert spaces of functions with continuous evaluation functionals, a property that naturally yields a number of implications and characterizations, where positive kernels and corresponding integral operators are key objects. Among other references [5] is a classic. Examples of RKHS and kernels abound and include functions defined in Euclidean spaces [11] but also for functions on less structured space, for example discrete space [39] . In many modern applications it is relevant to consider functions depending on a large, if not huge, number of variables potentially related to each others. Considering functions defined on manifolds provide a natural way to formalize this idea. The goal of this paper is to describe in a self contained manner a number of examples of RKHS on Riemannian manifolds with bounded geometry [16, 45] . As we show, if the smoothness index is large enough, Sobolev spaces provide a primary example of RKHS. We observe that in the literature there are many different definitions of Sobolev spaces and the technical assumption that the manifold has bounded geometry, see item g) of Proposition 7, is needed to ensure that the various approaches are equivalent to each other. Examples of manifolds of bounded geometry are: compact Riemannian manifolds and Lie groups with an invariant Riemannian structure. In the paper, after collecting in a unified way a number of definitions and results on Sobolev spaces, we show under which condition they are RKHS and characterize the corresponding kernels and integral operators using spectral theory. Further, we introduce a class of functions spaces, called diffusion spaces, defined by the heat kernel which naturally generalize the RKHS with Gaussian kernels in a Euclidean setting. Finally, we illustrate the general discussion presenting a number of detailed examples.
While connections between Sobolev spaces, differential operators and RKHS are well known in the Euclidean setting, here we present a self contained study of analogous connections for Riemannian manifolds. By collecting a number of results in unified a way we think our study can be useful for researchers interested in the topic.
The rest of the paper is organized as follows. In Section 2 we set the notation and introduce basic concepts and assumptions. In Section 3 we recall different notions and results on Sobolev spaces of functions on a Riemannian manifold. In Section 4 we introduce the concept of diffusion spaces. In Section 5 we specialized the previous definitions and results to the case of compact manifolds where a number of simplifications occur. Finally, in Section 6 we provide an RKHS perspective on the function spaces previously introduce and illustrate them with a number of examples in Section 7.
Notation and assumptions
In this section we fix the notation and state the main assumptions. We refer to Appendix B for definitions and results on Riemannian geometry. In this paper, we consider the class of Riemannian manifolds satisfying the following assumption. Assumption 1. Let M be an n-dimensional manifold, which is connected, complete and with bounded geometry.
The manifold M has bounded geometry if the estimates (B.5a) and (B.5b) given in the Appendix hold true. We denote by g and ∇ the Riemannian metric and the corresponding Riemannian connection, respectively. The Riemannian metric g induces a distance on M and, by Assumption M becomes a complete metric space, see item a) of Prop. 7. We denote by B(m, r) the ball of center m ∈ M and radius r > 0.
In many examples, M is an embedded submanifold of R d with the induced Riemannian structure. In Appendix B we recall some properties and we provide some explicit formulae for g and ∇.
Some typical examples are:
Example 2.1. The space R n with the usual Riemannian structure induced by the Euclidean scalar product satisfies Assumption 1.
Example 2.2. Any compact connected submanifold of R d satisfies Assumption 1. Indeed, the Hopf-Rinow theorem implies that M is complete, see item b) of Prop.7, and M has bounded geometry by the Weierstrass theorem.
Normal coordinates. In order to introduce the Sobolev spaces, one needs a nice family of local charts on M , whose existence is ensured by the following result.
Theorem 1. Given r > 0 small enough, there exists a smooth atlas {U j , ϕ j } j∈J of M such that for all j ∈ J U j = B(m j , r) ⊂ M ϕ j : U j → R n ϕ j (m) = exp 
denotes the support of the continuous function ψ. By our assumption on M , the index set J might be chosen countable and we take it finite if M is compact.
The volume measure. The metric g induces a Radon measure on M , which plays the role of the Lebesgue measure of R d . Indeed, there exists a unique Radon measure dm on M , called the Riemannian volume measure [38] 
where dx is the Lebesgue measure of R n and det g is the determinant of the metric g in local coordinates (see item e) of Prop. 7). If M is orientable, it is possible to define a volume form dΩ such that, if the ortonormal normal base of T m (M ) is positive oriented, then dΩ = det g(x)dx 1 ∧ . . . ∧ dx n , see [32, page 57] . Given p ∈ [1, +∞), we denote by L p (M ) the Banach space of (equivalence classes of) p-integrable real functions on M with the corresponding norm · p and, for p = 2, ·, · 2 is the corresponding scalar product.
The Laplacian. The Riemannian connection ∇ defines the Laplacian on the space of smooth functions as
where ∇f is the unique vector field such that g(∇f, X) = X(f ),
is any orthonormal base of T m (M ). In local coordinates, see [32, page 57],
where det g and g ij are defined in item e) of Prop. 7. We use the Einstein sum convention.
Remark 1. We observe that, if the Riemannian metric is modified by a conformal change, the Riemannian volume measure is multiplied by a smooth nowhere vanishing density and this change reflects to the form of the Laplacian. More explicitly, if
denotes the conformally equivalent metric, then one obtains that the associated Riemannian volume measure dm = ρdm and the Laplacian associated toρ is given in local coordinates by∆
The sign convention is such that ∆ is a positive operator on L 2 (M ) as stated by the following result, see [43, Thm. 2.4] . We denote by D(M ) the space of smooth functions on M with compact support, which is a subspace of L 2 (M ) since compacts sets have finite measure.
uniquely extends to a self-adjoint unbounded operator on L 2 (M ) and this extension, denoted again by ∆, is a positive operator. Remark 2.3. The assumption that M is complete is crucial for the uniqueness statement of Theorem 2, i.e. to ensure that ∆ :
is a symmetric positive operator, Friedrich's extension theorem [36] always provides a self adjoint extension ∆ F , but for incomplete manifolds there are many self-adjoint extensions, corresponding to different boundary conditions, and none of the equivalence statements in the definition of Sobolev spaces given below in Theorem 3 survives in this case, see e.g. [20] . This is one of the main reasons why we stick to Assumption 1.
Given a Borel function Φ : [0, +∞) → R, the spectral calculus allows to define an (unbounded) operator Φ(∆) acting on L 2 (M ) as
Here, for all Borel subsets E ⊂ [0, +∞), E → P (E) is the spectral measure associated with ∆, and dP f,g (λ) denotes integration w.r. to the complex measure P f,g (E) = P (E)f , g 2 , see [29, Chapter XX].
Sobolev spaces
A canonical way to define function spaces that encode the geometry of the underlying manifold is through the notion of Sobolev spaces. In the literature there are different approaches. Here we collect all the equivalent definitions. Since we are interested in Hilbert spaces, we state the result for p = 2, however they hold true for any power p ∈ [1, +∞) with minor modifications. We denote by D ′ (M ) the space of distributions on M . Furthermore, {U j , ϕ j } and {ψ j } j∈J are the atlas and the partion unity given by Prop. 1.
Theorem 3. Fix s ∈ [0, +∞) and let M satisfy Assumption 1. Then, for any distribution f ∈ D ′ (M ), the following conditions are equivalent. a)
where
j is regarded as tempered distribution on R d , which is zero outside the ball B(0, r).
where (Id +∆) c) The distribution f is in the domain of ∆ s/2 and
where ∆ s/2 is the Riesz potential associated with the function Φ(λ) = λ s/2 by spectral calculus.
If one of the above conditions is satisfied, there exists constants c 1 , c 2 , c 3 , c 4 > 0, independent of f , such that
with respect to the norm · H s ,4 , which is equivalent to
In (3.1d) ∇ ℓ denotes the ℓ-fold composition of the Riemannian connection ∇ considered as map from A 0 (T M ) to A 1 (T M ), where A j (T M ) for j ∈ N denotes the module of T Mvalued j−forms on M ; in particular, for j = 0, 1 as above, and X, Y being smooth vector fields on M , i.e. sections of T M , the contraction of ∇Y with X is denoted by ∇ X Y and is thought of as the derivative of Y in the direction of X (or X m , since the connection is tensorial w.r. to X). By an habitual abuse of notation, connections might then be composed, yielding a map 
In general, the above equivalent definitions of Sobolev spaces depend on the metric g, however if M is compact it is possible to show that H s (M ) is independent on the metric
It is interesting to recall the following interpolation result [45, Theorem7.4.4] . Given 0 ≤ s 0 < s < s 2 , set r ∈ (0, 1) such that s = (1 − r)s 0 + rs 1 , then
where [H s 0 , H s 1 ] r,2 denotes the interpolation space given by the real interpolation method, see [8] .
The fact that H s (M ) is a reproducing kernel Hilbert space provided that the smoothness index s is large enough is based on the following embedding theorem, which needs some care.
Recall that, given σ > 0, the Hölder-Zygmund space is defined as, [45, page 314] ,
where the notation is as in (3.1a) and CH σ (R n ) = B s ∞,∞ is the classical Hölder-Zygmund space on R n , [45, Section 1.2.2 and Thm. in Section 1.5.1]). Furthermore, we denote by C(M ) the space of continuous functions endowed with the topology of compact convergence.
We are now ready to state the Sobolev embedding theorems.
Theorem 4. Given s < s ′ and
If s > n/2 and 0 < σ ≤ s − n/2
Proof. The proof can be found in [45, Thm. page 315, item iii) and iv)] taking into account that
Remark 3. The assumption that M has bounded geometry implies that the Ricci tensor R is bounded from below, i.e. there exists a constant k ∈ R such that
If we only assume that the Ricci tensor is bounded from below and, for any n ∈ N, we define the Sobolev space H n (M ) by (3.1d), then there is the following embedding result. For all s ∈ N such that s > n/2 + k, then
where If M has bounded geometry, (3.7) and (3.5a) imply for all s ∈ R and k ∈ N such that Theorem 5. Assume that M is compact. For any 0 < s < s ′ , the embedding
is compact. Furthermore, if s > n/2, the embedding
is compact, too.
Diffusion spaces
We introduce a class of functions that we call diffusion spaces, inspired by the line of work on diffusion geometry in machine learning and harmonic analysis, see e.g. [17] . The idea is to encode the geometry of M into smooth function spaces by means of the heat kernel, which plays a role analogous to the Gaussian kernel in M = R d . We first review the main properties of the heat kernel and then we introduce the corresponding diffusion spaces. For all t > 0, denote by e −t∆ the heat kernel, defined as bounded operator on L 2 (M ) by spectral calculus, see (2.6) with Φ t (λ) = e −tλ . There is the following result [43, Thm.s 3.5 and 3.6].
Theorem 6. There exists a unique smooth function
, for all t > 0 the function e −t∆ f is smooth and
The fact that e −t∆ is a semigroup and the uniqueness of the kernel implies that
We are now ready to define the diffusion spaces. In the literature there is no a standard notation. For all t > 0, set
which becomes a Hilbert space with respect to the scalar product
The following result is a direct consequence of the definition.
Proposition 1. For all 0 < t < t ′ and s > 0
Proof. The semi-group property of e −t∆ shows that
and the inclusion is continuos since e
∆ is bounded. Since the function ϕ t (σ) = e −tσ/2 (1 + σ) s/2 is bounded on [0, +∞), the operator
Compact manifolds
If M is compact, the above equations are easier to write since ∆ admits a base of eigenfunctions, as shown by the following classical result.
Theorem 7 (Sturm-Liouville decomposition). Assume that M is compact. There exists an orthonormal base {f k } k∈N of L 2 (M ) such that each function f k is smooth and
and the multiplicity of each λ k is finite (each eigenvalue is repeated according to its multiplicity). Furthermore, there exist two universal constants C > 0 and k * such that for all
Finally, the vector space
Proof. The claims can be found in [15, page 139] or [9, page 53], up to the bound (5.2), which is proved in Lemma 3.1 of [33] .
We remark that the estimate (5.2) is only slightly better as a trivial application of the Sobolev embedding theorem and not sharp in many cases. E.g., if M = S 1 , the eigenvalues are λ k = k 2 (to be counted twice according to their multiplicity for k = 0), while the eigenfunctions
Note that (2.2) simplifies as
3) where the first series is unconditionally convergent in L 2 (M ). As a consequence, given s ∈ (0, +∞) and f ∈ L 2 (M ) the following facts are equivalent
Finally, for any t > 0,
where the series converges absolutely and uniformly on M , [15, page 139] 
Reproducing kernel Hilbert spaces
In this section, we show that the Laplacian and the heat kernel allow to define a class of reproducing kernel Hilbert spaces on the manifold M . We refer to Appendix A for basic definitions on RKHS. By construction, H s (M ) is continuously embedded in L 2 (M ) and we denote by J s the inclusion.
Theorem 8. Let M be a manifold satisfying Assumption 1.
i) For any s ∈ (0, +∞) such that s > n/2, the Sobolev space H s (M ) is a reproducing kernel Hilbert space on M , its reproducing kernel K s is separately continuous and locally bounded and
is the integral operator with kernel K s .
ii) If M is compact, then the kernel is jointly continuous and bounded.
iii) For all t > 0 the space H t is a reproducing kernel Hilbert space whose reproducing kernel is p(t, ·, ·).
Proof. The first claim is a consequence of (3.5b). Indeed, given a compact subset A ⊂ M ,
where C A is a constant independent of m and f . Hence, by Riesz lemma, there exists
Since f is arbitrary, it follows that
s is the integral operator with kernel K s [14, Prop. 4.4] . We now prove item ii). By a general result on reproducing kernel Hilbert spaces, the kernel K s is jointly continuous if and only if the map m → K m is continuous from M to H s (M ). Denoted by B 1 the unit ball in H s (M ), Since
the joint continuity is equivalent to the fact that the family B 1 regarded as a subset of C(M ) is equicontinuous. Since {f (m) | f ∈ B 1 } ⊂ R is bounded by K m , Ascoli-Arzelá theorem, which holds true for any locally compact space, implies that this last condition is equivalent to the fact that the embedding of H s (M ) into C(M ) is compact, see [14, Prop. 5.3] . Since M is compact, Thm. 5 provides the conclusion.
We now prove iii). Fix t > 0. For any m ∈ M , by (4.5) (with the choice s = t and m ′ = m) and the symmetry of the kernel, it follows that
By Cauchy-Schwarz inequality
so the evaluation functional at m is continuous. Furthermore, with the choice
we have that
so that the reproducing kernel of H t is precisely p(·, ·, t).
If M is compact, we have a natural characterization of the fact that H s (M ) is a reproducing kernel Hilbert space. The notation is as in Thm. 7. 
In such a case, the reproducing kernel K s is given by
where the series is absolutely convergent. 
which is well defined since {f k } k is a base and (1 + λ k ) −s/2 f k (m) k is an ℓ 2 sequence for all m ∈ M . Denoted by R M the vector space of functions from M to R, we claim that the linear map Φ * :
Since the series converges in L 2 (M ), there exists an increasing sequence {n j } j of integers such that, for almost all m ∈ M , 
Since Φ * is injective, Φ * is an isometry from L 2 (M ) onto K. Reasoning as in the proof of injectivity, it is possibile to show that, given
Compering with (3.1b), it follows that
3) is a restatement of (6.6).
Since M is compact the interpolation equality given by (3.3) can be also deduced by Proposition 6 in Appendix. For example, given s > 0 and 0 < r < 1
see also [22] for further results.
Examples
In this section, we specialize the above discussion considering in details a few examples.
The Euclidean case
Denoting by F : S ′ (R n ) → S ′ (R n ) the Fourier transform on tempered distributions, standard arguments (see [27] ) show that the distributional kernel of (1 + ∆) −s = F −1 (1 + |ξ| 2 ) −s F is given by
For s > n/2, the Sobolev space H s (M ), M = R n , is an RKHS, by Theorem 8. Its reproducing kernel is given by (7.1) where the right-hand side now is well defined as a Lebesgue integral (since (1 + |ξ| 2 ) −s is in L 1 (R n )). In particular, by Lebesgue dominance, it defines a continuous function of x, y ∈ R n . Furthermore, passing to polar coordinates ξ = rω, r > 0, ω ∈ S n−1 , integration can be explicitely performed in terms of special functions. More precisely, integration over the unit sphere gives
where J ν (z) denotes the Bessel function of the first kind. Then integration over r yields
where K ν (z) is the modified Bessel function of the third kind (see [1] and [6] ). Relevant properties of K ν (z) are listed in [6] (or see the standard reference [31] ). We remark that, for s ≤ n/2, formula (7.1) remains valid if it is interpreted as an oscillating integral (see [27] ), or, more classically, by Abel integration (i.e. by inserting a convergence generating factor e −ǫ|ξ| 2 inside the integral and letting ǫ ↓ 0 after integration). We leave it to the interested reader to work this out in detail. Here we just recall from [6] that in the limiting case s = n/2 there is logarithmic divergence as x → y, corresponding to the well known relation
We recall that the appearance of logarithmic terms is connected with the (strong) singularity of Bessel's equation in z = 0. As a special case, for n = 2, s = 1, one recovers the well known formulae for the logarithmic potential theory in R 2 (see e.g. [24] ). Furthermore, we recall that a standard computation (using partial Fourier transform with respect to the space variable x ∈ R n and solution of an ordinary differential equation with respect to t ∈ R) gives the heat kernel in the explicit form
the so called Gaussian kernel.
One dimensional compact submanifolds of R d
In this section we analyze one dimensional compact submanifolds of R d in more detail. We recall that for any connected compact one-dimensional sub-manifold M of R d of length 2π there always exists an isometry Ψ from the round circle (S 1 , g c ) onto (M, g M ), where g c is the Riemannian metric on S 1 induced by the embedding of S 1 into R 2 and g M is the Riemannian metric on M induced by the embedding of M into R d . Here, isometry means that Ψ is a diffeomorphism from S 1 onto M such that Ψ * g M = g c . This last condition is equivalent to the fact that in each point x ∈ S 1 the tangent map ψ * is a bijective isometry from T x S 1 onto T Ψ(x) M . 
is a unitary operator, 3. the corresponding Laplacians are unitarily equivalent, i.e.
Proof. First we recall that M 1 and M 2 are diffeomorphic. This is a special case of a more general result in differential geometry: If an d-dimensional manifold M carries d commuting vector fields, linearly independent at each point of M and having flows defined for all times (which is automatic if M is compact), then M is diffeomorphic to a product
The diffeomorphism is basically given by the group action induced by the d commuting flows, namely
: M → M is composition of the commuting flows g t j j corresponding to the commuting vector fields and m ∈ M is an arbitrary reference point (see e.g. [4] ). Thus, for d = 1, it suffices to pick on M a non-vanishing velocity field. If this vector field is chosen of unit length at each point (obtained by normalizing the field at each point), the associated diffeomorphism actually is a diffeomorphism between and M and the round sphere of length ℓ M of M , proving our claim.
For the sake of the reader we shall prove this more explicitly by using a standard parametrization, restricting ourselves to the case of the unit sphere S 1 . Let j : M → R d be the embedding of M into R d and i : S 1 → M be a given diffeomorphism, given e.g. by the first argument above. Furthermore, let x be the system of coordinates on the open set
where I = (θ 0 , θ 0 + 2π) for some θ 0 ∈ R and x 0 = (cos(θ 0 ), sin(θ 0 )). A simple computation shows that
where d dθ denotes the corresponding canonical vector field. Then θ → i(x(θ)) is system of coordinates on the open set M \ {i(x 0 )}. Set
where θ → j(i(x(θ))) is smooth on the closed interval [θ 0 , θ 0 + 2π]. Since
is the canonical vector field associated with the system of coordinates i(x(θ)), then θ → s(θ) is a positive change of coordinates from I into (0, ℓ M ), where
is the length of M since
is a closed simple smooth curve with range M . Possibly by rescaling the metric g M , we assume that ℓ M = 2π, so that s(I) = (0, 2π). It follows that
is system of coordinates on the open set M \ {i(x 0 )} and
where d dt is the canonical vector field associated with the system of coordinates ϕ.
which is by construction a diffeomorphism. As a consequence of (7.6) and (7.7), we get that Ψ * (g M ) = g c , which proves that Ψ is an isometry.
Note that in general i * (g M ) = g c . This means that to identify S 1 with M there is the need to choose an appropriate system of coordinates, namely the arc-length parametrization ϕ (corresponding to a unit tangent vector field). The rest of the proof follows standard arguments and is left to the reader.
We remark that a non-compact connected one-dimensional manifold M still carries a unit tangent field. Thus, if M is embedded in R d with metric induced by the ambient space, it is necessarily of infinite length (otherwise it has endpoints and the submanifold property breaks down at the endpoints). Thus it is isometric to the real line and its Laplacian is unitarily equivalent to the standard Laplacian in R. This extends Proposition 7.1 to the non-compact case.
Since the length of the sphere appears in the spectrum of the Laplacian just as a scaling factor, we may confine ourselves to considering only the case of the unit sphere
By Theorem 8, the Sobolev space H s (M ) is an RKHS for any s > 1/2. Thus, in this case, Proposition 2 applies and gives absolute convergence in a pointwise sense of the expansion (6.3) of the reproducing kernel K s in terms of the eigenfunctions f k of the Laplace-Beltrami operator on M . The above estimate (6.3) on the convergence of the eigenfunction expansion is far from trivial as it automatically implies the pointwise absolute convergence for any compact one dimensional submanifold of R d . Applying the (suboptimal) estimate (5.2) of Theorem 7, for instance, only implies a bound
on the individual terms of the sum in (6.3), and this is quite far from giving convergence. However, analyzing the kernel for the round sphere S 1 , with metric induced from the Euclidean metric in R 2 , can be explicitly performed by Fourier analysis. In fact, the theory of the next section includes the case of the circle S 1 as a special case (provided, as remarked below, the Gegenbauer polynomial is replaced by the Chebyshev polynomial in all appropriate places). For the sake of the reader, we shall here explicitly analyze the case of the round sphere (S 1 , g c ) by classical Fourier analysis.
We equip M with the system of coordinates
where I ⊂ R is any open interval of length 2π. The corresponding vector field and one form are denoted by d dθ and dθ. Given a point m 0 = x(θ 0 ) with θ 0 ∈ I, the map
identifies the tangent space T m 0 (M ) ⊂ R 2 with R. The Euclidean metric of R 2 induces a Riemannian structure on M and the Riemannian tensor is
We have thus explicitly checked that our coordinates actually give an isometry x : R/2πZ → S 1 where by a usual abuse of notation we have identified the intervall I with the manifold R/2πZ. By using the identification given by (7.8), it is immediate to check that, given m 0 = x(θ 0 ) ∈ M , the exponential map at m 0 is
so that the injective radius is j(m) = π and r M = π. The Riemannian volume is
where dθ is the Lebesgue measure of I, and the Laplacian is
For all k ∈ N and i = 1, 2, set
and the eigenvalues of ∆ are
Denote by L 2 (M ) 0 = {f 0 } ⊥ and P the corresponding orthogonal projection, so that
It follows that, given s > 0, the operator ∆ s leaves invariant L 2 (M ) 0 and the restriction is injective. We denote its bounded inverse by ∆ −s and set
where P * is the canonical isometry embedding L 2 (M ) 0 into L 2 (M ). By (7.9),
where the convergence is in the strong operator topology. It follows that f ∈ H s (M ) if and only if there exists a (unique) g ∈ L 2 (M ) such that f = A s g. Furthermore, g is equivalent to the Sobolev norms 
The integral kernel is given by
where the series converge in L 2 (M × M ) and the second equality is a consequence of
Furthermore if s > 1/2, then H s (M ) is a reproducing kernel Hilbert space and the corresponding reproducing kernel is
where the series converges normally. Note that K s is jointly continuous. We now consider two cases. By a standard result on Fourier series, see 1.443.3 and 1.448.2 in [25] 
where the series converge point-wisely. Hence, given m = x(θ), m ′ = x(θ ′ ) ∈ M with θ ′ − θ ∈ [0, 2π),
It is interesting to observe that L K 1/2 = A 1/2 is a positive integral operator mapping 
Fix θ ′ = θ 0 ∈ R, and take the limit for θ going to θ 0 , then
which is impossible. Indeed, set I n = f −1 ((−∞, n]) with n ∈ Z. If I n has a cluster point θ 0 ∈ R, then lim inf θ→θ 0 f (θ) ≤ n, which is impossible. Then I n is countable, but R = ∪ n∈Z I n , which is impossible since R is not countable.
and L K 1 is an integral operator with a Mercer kernel. This provides an alternative counter-example to the construction provided in [47] about the existence of a Mercer kernel K such that L 
denotes the unitary transformation to polar coordinates, one finds
The eigenspace H ℓ of ∆ in L 2 (M ) for the eigenvalue λ ℓ = ℓ(ℓ + d − 2) is precisely given by the restrictions to the unit sphere of harmonic polynomials in R d , homogeneous of degree ℓ, which commonly are called spherical harmonics of degree ℓ. The degree ℓ is a natural parameter for the eigenspace H ℓ and the eigenvalue λ ℓ . Via the relation (7.16) all the eigenvalues λ ℓ and the dimensions d ℓ = dim H ℓ can be explicitly calculated using the euclidean Laplacian −∆ R d in R d , completely avoiding the use of local coordinates for M . One finds
which we consider as a meromorphic function of the complex parameter ℓ ∈ C in view of the basic properties of the Gamma-function Γ(z). Also note for further use that the eigenvalues λ ℓ are analytic functions of ℓ. These analyticity properties will be important for our analysis. For completeness sake we recall that in view of these formulae ∆ + α on H ℓ is multiplication by
which gives the form of the centrifugal barrier in formula (7.16) . For these and most of the subsequent formulae we refer to any good book on PDE like e.g. [24] for basics, the old group theoretic treatment in [34, 35] and in particular the review in [2] which we shall largely follow in spirit. We also mention the work [28] which treats the expansion of a differentiable function on the sphere in terms of spherical harmonics. The main difference to our approach is that it is essentially real (both the parameters ℓ and m, m ′ = − cos θ take exclusively real values) while our approach is essentially complex, using analyticity. Roughly speaking, the real approach is fine to treat absolutely and uniformly converging series, while a complex approach seems much better adapted to handle divergent series by Abel summation and to treat kernels with singularities.
We choose a real orthonormal basis of spherical harmonics f ℓ,k , with 1 ≤ k ≤ d ℓ , of H ℓ . Then the addition formula for spherical harmonics expresses the orthogonal projection Π ℓ on H ℓ in the Hilbert space H = L 2 (M, dσ), for d ≥ 3, in terms of the kernel
is the volume of the sphere M , and the Gegenbauer (or ultra-spherical) polynomial C ν ℓ (z) is defined for ν > 0 by use of its generating function through the identity
We refer to B ν ℓ (z) as the normalized Gegenbauer polynomial. It is expressed in terms of the hypergeometric function F (a, b, c; t) as
The rhs of (7.21) extends as an analytic function to any ℓ ∈ C and ν ≥ 0, and henceforth we shall denote by B ν ℓ (z) this extension provided by the hypergeometric function. In particular one obtains
where T ℓ (z) is the Chebyshev polynomial T ℓ (cos θ) = cos(ℓθ). With this definition of B 0 ℓ (z) the addition theorem (7.19) also holds in dimension d = 2. The normalized Gegenbauer polynomial verifies
Now, using an expression of the associated Legendre function P µ λ (z) for −1 < z < 1 in terms of the hypergeometric function and one of the transformation identities for F (a, b, c; t) one obtains, for ℓ ∈ N and ν ≥ 0,
Then an integral representation of P µ λ (z) can be used to finally obtain the following integral representation of the normalized Gegenbauer polynomial 25) valid for ℓ ∈ C, ν ≥ 0 and 0 < θ < π, see [2] . Although the derivation of (7.25) is classical (based on [34, 35] ) it is possibly not a well known formula, at least compared to the basic identities for the Gegenbauer polynomial which appear in many textbooks.
Analyzing the kernel of (1 + ∆ s ) −1 . With these preparations, it is possible to analyze the kernel K s (m, m ′ ) of (1 + ∆ s ) −1 by explicit computation. At least formally, one has
Thus, using the asymptotic relation d ℓ = O(ℓ d−2 ) and λ ℓ = O(ℓ 2 ) as ℓ → ∞, one obtains for the summands on the rhs of (7.26) the estimate
which proves convergence of the expansion (7.26) for s > We shall now show that in the complementary case 0 < s ≤ d−1 2 Abel summation of the then divergent sum in (7.26) , combined with the integral representation (7.25), can be used to show that the distributional kernel K s (m, m ′ ) of (1 + ∆ s ) −1 is smooth (in fact real analytic) away from the diagonal and to bound the singularity on the diagonal m = m ′ . Technically, the crucial point is to realize the individual terms in the sum on the rhs of (7.26) as residues of an appropriate meromorphic function, allowing to rewrite the sum as a contour integral in the complex ℓ− plane. This so called Sommerfeld-Watson transformation has been popular in the physics literature for analyzing the partial wave expansion in dimension d = 3, see e.g. [30] and [40] . Using the formulae of this section, the method also works in general, i.e. for all d ≥ 2. We have
2 , and m = m ′ , the distributional kernel K s (m, m ′ ) of (1 + ∆ s ) −1 is given by Abel summation of (7.26), i.e.
It is real analytic in this region and satisfies the bound
as m → m ′ , while for 2s = d − 1 the rhs is replaced by O(| log |m − m ′ ||).
Proof. We give a complete proof only for d = 3 and indicate the additional work needed for the general case. Writing
and using Lemma 6.1 from [2] , we find that this is bounded by O(ℓ −2s+d−2 ) for d = 2 and d ≥ 3, m = ±m ′ , and
In particular, the power series in (7.27) defining K s,t (m, m ′ ) converges for t < 1. We shall now show that t = 1 is a regular point of this power series by rewriting it as a contour integral, using the residue theorem. From this we shall prove Abel summability. Observe
ℓ and the estimate
see Lemma 6.1 in [2] . We claim
Here Γ is the complex contour consisting of the imaginary axis for |ℓ| ≥ 1/2 and the halfcircle |ℓ| = 1/2, Re ℓ < 0, traversed from −i∞ to i∞. To prove (7.30), we denote by γ M the complex contour consisting of the half circle in the right half-plane Re ℓ > 0 of radius M + 1/2 for M ∈ N. Then, using (7.29) and the above bound for d ℓ , we find, setting −m · m ′ = cos θ, with 0 ≤ θ ≤ π − ǫ for some ǫ > 0,
which is o(1) as M → ∞, for any t < 1. Thus (7.30) follows by applying the residue theorem to the region bounded by Γ and γ M and letting M tend to infinity. By (7.29) , the integral in ( 
where K s,t (m, m ′ ) is given by (7.30) with the integral on the rhs taken in weak sense, i.e. applied to v ∈ D (this requires redoing the residue argument for T t v). For m = m ′ , this integral has a pointwise sense by the above result on Abel summability, and this finally identifies, for m = m ′ , lim t↑1 K s,t (m, m ′ ) with the distributional kernel of T . We also have obtained the representation
where B ν ℓ (cos θ) is given by (7.25) . Using Fubini and interchanging the order of integration gives the estimate
We remark that this estimate, with absolute value taken inside the integral, is sufficiently sharp only in dimension d = 3 (where ν = 1/2 and the prefactor in (7.34) may be omitted). In the general case one may still apply Fubini, but one needs to carefully take into account oscillations in the integrand to improve the estimate. We leave this to the interested reader. Now observe that for γ + 1 > 0 and β > 0 one has
Thus, using the usual bounds in the integrand in (7.35) and setting γ = d − 2 − 2s (corresponding to −γ − 1 = 2s + 1 − d =: α) we get 1 − d < α ≤ 0 for our parameter range 0 < s ≤ d−1 2 , and combining (7.34), (7.35), (7.36) gives
for some constant C < ∞. Clearly it suffices to estimate J(θ) for θ ↑ π, and we may, up to an irrelevant additive constant, replace the lower bound 0 in the integral defining J(θ) by π/2. Using the elementary trigonometric identity
and setting s := π − φ ≥ t := π − θ, we obtain
Now we first estimate in the non-critical case 2s < d − 1 = 2, emphasizing once again that the estimate in (7.34) is only sharp in dimension 3. Then ν − 1 = −1/2 and (7.38) gives
Now substitute x = t/s and observe ds/s = −dx/x to get being integrabel on J 2 . Clearly, t = π −θ is equivalent to |m − m ′ | as t → 0. Thus, combining (7.40), (7.38) and (7.34) proves the estimate (7.28)in case α < 0. In the critical case α = 0, we proceed similarly, but now observe that the integral over J 1 diverges logarithmically as t ↓ 0. The rest of the assertions of the Theorem, in particular the statement on real analyticity, follow similarly to the arguments in [2] .
Note that the singularity in equation (7.28) coincides precisely with the singularity of the Newtonian potential (or the resolvent kernel for the Laplacian) in R n (with s = 1 and n = d−1). It coincides with the bounds which we obtained for the kernel in Example 1 (i.e. for ∆ in R d ) in terms of the modified Bessel function. This indicates that the singularity of the kernel is basically a local property.
As a consequence of this definition, one finds that if two functions f, g are identical as elements in H, they coincide at any point:
We have the following fundamental result: Theorem A.3. Every RKHS H over X admits a unique reproducing kernel K on X , given by
Conversely, any kernel has a unique RKHS:
Theorem A.4. If K is a kernel over X with feature space H and feature map Φ : X −→ H, then the spaceH
equipped with the norm
is the only RKHS for which K is a reproducing kernel.
Thus, there is a one-to-one relation between kernels and RKHSs.
A.2 Mercer's Theorem and Extensions
Assume that (X , d) is a compact metric space possessing a finite Borel measure ν such that its support supp(ν) = X . Let H be an RKHS on X with continuous kernel K : X ×X −→ R, being bounded by compactness. The integral operator
is bounded, nuclear, selfadjoint (by symmetry of K) and even positive. In particular, L K maps continuously into C(X ), the space of continuous functions on X . The spectral theorem ensures the existence of an at most countable family (f k ) k∈I of functions, forming
The family (λ k ) k∈I are the nonzero eigenvalues of L K , counted with geometric multiplicities. Note that we may choose continuous functions as representatives of the eigenvectors, i.e. f k ∈ C(X ). The classical version of Mercer's Theorem shows that the kernel K enjoys a representation in terms of the eigenvalues and eigenfunctions, i.e., for any x, x ′ ∈ X one has the expansion
where the convergence is absolute and uniform. Such a representation as in (A.1) is called a Mercer representation of K.
The classical Mercer Theorem has been extended, relaxing the compactness of X : Let J : H −→ L 2 (X , ν) denote the inclusion. In general, this map is not injective and thus the family ( . Let X be a Hausdorff space and ν be a Borel measure on X . Moreover, let K be a continuous kernel whose RKHS is compactly embedded into L 2 (X , ν). Then the convergence of
is uniform in x and x ′ on every compact subset A ⊂ supp(ν).
A.3 Relation to Interpolation spaces
The fractional powers of the integral operator L K are defined by (2.6) with the choice Φ(λ) = λ r . Since L K is compact, we have a more explicit formula. Let (f k ) k∈I be an ONS in L 2 (X , ν), consisting of eigenfunctions of L K associated to (λ k ) k∈I . Given r ∈ [0, ∞), the power L r K : L 2 (X , ν) −→ L 2 (X , ν) is given by
Note that this definition is independent of the chosen ONS of eigenfunctions. Then L r K can be identified with an integral operator corresponding to a new kernel. We summarize some results given in [42] .
Proposition 5. Let X be a measurable space with measure ν and K be a measurable kernel on X whose RKHS H is compactly embedded into L 2 (X , ν). Then L r K = L K r , where for any x, x ′ ∈ X one has K r (x,
The power K r is a kernel with associated RKHS H r , provided
Moreover, H r is separable and compactly embedded into L 2 (X , ν), satisfying H r 1 ֒→ H r 2 , r 2 ≤ r 1 .
Let E, F be two Banach spaces which are continuously embedded in some topological (Hausdorff) vector space E. For 0 < r < 1 and 1 ≤ β ≤ ∞ we denote by [E, F ] r,β the interpolation space, defined by the real interpolation method, see e.g. [8] . The images of the above defined power spaces can be identified with interpolation spaces. 
B Basic notions on Riemannian manifolds
In this section we review the definitions and results on Riemannian manifolds, which are needed in the paper, see [32] as a standard reference. f ) The connection ∇ in local coordinates is given by
where the Christoffel symbols of second kind are 
