In marine exploration seismology, surface-related multiples are usually treated as noise mainly because subsequent processing steps, such as migration velocity analysis and imaging, require multiple-free data. Failure to remove these wavefield components from the data may lead to erroneous estimates for migration velocity or result in strong coherent artifacts that interfere with the imaged reflectors. However, multiples can carry complementary information compared to primaries, as they interact with the free surface and are therefore exposed more to the subsurface. Recent work has shown that when processed correctly multiples can improve seismic illumination. Given a sufficiently accurate background velocity model and an estimate for the source signature, we propose a new and computationally efficient two-way wave-equation based linearized inversion procedure that produces accurate images of the subsurface from the total upgoing wavefield including surface-related multiples.
2011; Tu & Herrmann 2012a; Wong et al. 2012 Wong et al. , 2014 . However, wide adoption of these iterative methods is largely hindered by the expensive simulation cost (in terms of the number of wave-equation solves). The second school of imaging-with-multiple methods rely on including a free surface (and / or other reflecting boundaries) in the background model (e.g., Reiter et al. 1991; Brown & Guitton 2005; Wong et al. 2012) . These methods do not fit into current single-scattering based migration paradigm, and are less discussed in the literature. Nevertheless, such a method that accounts for different orders of surface-related multiples still relies on a proper iterative inversion procedure (for example Brown & Guitton 2005; Wong et al. 2012 ) and therefore also faces the challenge of expensive computation.
Contributions of this work
Inspired by the computationally expensive but successful SRME-based iterative inversion approaches (e.g., EPSI and the least-squares type imaging-with-multiples methods), we present a new and computationally efficient inversion method to image data with surface-related multiples. As far as we know, our approach is the first instance where primaries and all orders of surface-related multiples are imaged jointly using a two-way wave-equation based linearized inversion method in a computationally efficient manner. As we will show, the method eliminates dense, and therefore prohibitively expensive, matrix-matrix multiplications by solving wave-equations w.r.t. an areal-source term that contains the total downgoing wavefield. By incorporating this areal source into recently proposed compressive imaging (Herrmann & Li 2012) , we arrive at a formulation that creates high fidelity images at low computational costs.
We control acausal cross-correlation artifacts and computational cost by promoting curveletdomain sparsity in the model space.
Paper outline
We organize the paper as follows: first, we introduce the matrix equation that establishes the physical relationship between the up-and downgoing wavefields at the free surface. Next, we combine this relationship with linearize forward modelling using the solution operator of the time-harmonic Helmholtz system. This combination enables the use of all the techniques discussed in this paper to bring down the computation. With the linearized forward model, we introduce migration with multiples and sparsity-promoting imaging with multiples, using compressive imaging techniques to bring down the cost of our method on a par with that of a conventional RTM. We conclude by evaluating our algorithm using a stylized example and a realistic synthetic case study that demonstrate the superior performance of the proposed method compared to conventional RTM.
IMAGING WITH MULTIPLES
Because we want to image the surface-related multiples, we start our treatise by first introducing the time-harmonic relationship between the up-and downgoing wavefields described by the SRME relation, and then propose to combine this relation with wave-equation based linearized inversion. This will allow us to directly relate the total data, including surface-related multiples, to the perturbations of the subsurface model.
Physics of the free surface
The SRME relation explicitly reveals the role of the surface-free Green's function that relates the total up-and downgoing pressure wavefields at the free surface. Using monochromatic matrices, it can be expressed as (Verschuur et al. 1992 ):
gathers in its rows. The dipole Green's function X i is organized in the same way. Equation (1) assumes fixed-spread acquisition with co-located sources and receivers (i.e., n s = n r ), and therefore the point-source wavefield S i ∈ C nr×ns can also be organized in this way so that the addition of S i and R i P i makes physical sense. For marine streamer acquisitions, one can fill in missing data using reciprocity. With these assumptions, the matrix product in the above expression corresponds to multi-dimensional convolutions consisting of a temporal convolution along the time dimension and a spatial convolution along the source / receiver dimension. Equation (1) describes 2D seismic lines but it can be extended to 3D seismic data where frequency slices can also be organized into matrices (Verschuur et al. 1992; Dragoset et al. 2010) .
Here are more details about X i and S i . In the continuous case, the dipole Green's function is the vertical derivative of the monopole Green's function, which can be alternatively represented using the particle-velocity wavefield (again see Fokkema & van den Berg 1993 Equation (12.25) ). In the discretized case, we approximate X i by the response of the subsurface due to the injection of a (closely placed) pair of monopole impulsive sources (with the opposite sign) above and below the free surface, properly scaled to include the subsurface response due to source ghost. The point-source wavefield S i is a diagonal matrix, with the diagonal entries being the Fourier spectrum of the source wavelet at a given frequency, i.e., S i = w i I with w i the spectrum of the source wavelet at the i th frequency, and I the identity matrix (Verschuur et al. 1992) . Throughout this paper, we approximate the surface reflectivity to be −1, i.e.,
While the Equation (1) has been responsible for major breakthroughs in the mitigation of surface-related multiples, including SRME (Verschuur et al. 1992) and EPSI (van Groenestijn & Verschuur 2009b; Lin & Herrmann 2013) , it poses the following challenges: (i) it relies on dense matrix-matrix multiplications that are computationally expensive in terms of CPU time, memory requirement, and computer input / output, and (ii) these dense matrix products require full data sampling, rendering expensive on-the-fly data interpolations necessary to compute these matrix products. While low-rank approximation techiniques can be used to alleviate the cost of performing matrix products (Jumah & Herrmann 2014) , we propose to altogether avoid these dense matrix products by using the wave-equation solvers to implicitly carry them out.
Modelling the free surface via areal sources
To arrive at a formulation that is conducive to imaging data with surface-related multiples,
we combine the physics of the free surface, described in the previous section, with the wave physics of the Earth interior, i.e., we incorporate the free surface as modelled in Equation (1) into the solution of the wave equation. As imaging is based on a linearization of the waveequation at a smooth background model m 0 , we first approximate the direct-wave-free upgoing dipole Green's function X i via Born modelling, assuming that the high-order reflections such as internal multiples are weak. This approximation can be expressed as
where ∇F i denotes linearized forward modelling at the background model m 0 , which is linear in both the model perturbations δm and the source I (denoting the impulsive source array for the Green's function). The matrix D r is a detection operator that collects data at receiver locations, and D * s injects the source wavefield. Again for the dipole-source effect, a pair of monopole sources are injected at each physical source location (with a positive sign) and the mirrored location w.r.t the free surface (with a negative sign). The matrix H i represents the discretized monochromatic Helmholtz operator with absorbing boundaries (including at the surface, as the Green's function is surface free). Assuming constant density, the operator can be parameterized by the square of the slowness (s 2 /m 2 ) discretized in m. The symbol " . ="
means "defined as". We include the third line of Equation (2), which explicitly reveals the linearity of the forward modelling w.r.t. the source, to facilitate the incorporation of surfacerelated multiples, which we will discuss in the next paragraph.
To incorporate surface-related multiples, a linearized modelling of the total upgoing wavefield can be derived by replacing X i in Equations (1) by (2), yielding:
The use of the symbol ≈ indicates that by linearized modelling of X i , we ignore higher-order scattering in the total upgoing data such as internal multiples. Compared to Equation (1), this linearized modelling involves the same dense matrix-matrix multiplications to predict the multiples, plus we need to simulate the full Green's function X i by solving wave-equations for all (sequential) source experiments. To avoid the expensive dense matrix products, we simplify the forward modelling using the associativity of the matrix product, and arrive at the following identity:
This simplified expression forms the basis of the proposed fast linearized inversion procedure to image data with surface-related multiples. The seemingly trivial algebraic manipulations in Equation (4) the model parameters (however the underlying source grid should still co-locate with the receivers for the SRME relation to hold, although we do not have to put sources on every source grid point). Third, this simplified expression enables us to reduce the number of waveequation solves by subsampling the source experiments (note that one source experiment corresponds to one column of the data matrices P i and S i − P i ) (Herrmann & Li 2012) .
According to the second line of Equation (4), we still need to solve wave-equations for all sequential sources to obtain the full Green's function X i to perform matrix-matrix product,
i.e., the subsampling does not bring down the simulation cost. According to the third line, we only need to solve wave-equations for the subsampled source wavefield and therefore have less source experiments to simulate. Without the simplified expression by Equation (4), significant reduction in simulation cost would be impossible.
To facilitate further discussion and problem formulation, we cast the imaging problem in the canonical form of solving a linear system of equations, i.e., Ax = b where A is a linear operator and x and b are vectors. Throughout this paper, lower case symbols refer to vectors and upper-case symbols to matrices or operators. By vectorizing the wavefield P i and rewriting the forward modelling in Equation (4) in a linear operator form that explicitly reveals the model perturbations as the unknown, we have the following monochromatic expression
where "vec" means to vectorize a matrix, and ∇F i is the linearized demigration (i.e., Born modelling) operator. The above expression for multiple frequencies can be obtained by stacking over the rows (i.e., vertical concatenation along the columns). This expression relates the medium perturbations δm to the total upgoing wavefield in a linear manner. Remember that these multiples are modelled by injecting the downgoing receiver wavefield as an areal source, rather than by placing a free surface in the background model. With this linearized expression in place, we will now show how conventional RTM fails to correctly image the surface-related multiples, which motivates us to exploit the least-squares inversion approach with sparsity promotion.
Migraion with multiples by cross-correlation
Imaging with multiples by applying the cross-correlation imaging condition can be mathematically interpreted as applying the adjoint of the linearized demigration operator to the total upgoing data. In our case, we use two-way propagators and this amounts to the reverse-time migration (Baysal et al. 1983 ). Using Equation (5), we obtain the RTM image after summing over all frequencies:
where δm denotes the RTM image, and superscript H denotes the adjoint. As there are primaries and different orders of surface-related multiples in the total up-and downgoing wavefields, cross-correlation between wrong pairs of up-and downgoing wavefields will lead to acausal artifacts in the image (see detailed explanations by Muijs et al. 2007; Liu et al. 2011 ).
We use a relatively simple velocity Earth model to illustrate these artifacts. The background model and the model perturbations are shown in Figure 1 (a) and 1(b). The model dimensions are 1250 m deep and 2235 m wide with a five-meter grid distance in both dimensions. We make linearized data according to Equation (5) assuming a known source wavelet spectrum w for which we use a Ricker wavelet, and known areal-source wavefields −P i that we simulate using finite-difference modelling with a free-surface boundary condition. The frequency band of the source wavelet goes up to 60 Hz. The total recording time is 2.044 s with 4 ms sampling interval, which corresponds to a total number of 122 non-zero frequencies in the specified frequency range. There are 150 co-located sources and receivers with 15 m spacing.
We show two RTM images here. In both cases, the input data contain surface-related multiples. The first image is based on the conventional single-scattering forward model (i.e., the demigration operator only models the primaries). The result is shown in Figure 1 (c).
We can clearly see the phantom reflectors imaged from multiples (indicated by the arrows in the figure) . This is understandable since the multiples are not taken into account by the modelling operator. The second image is by Equation (6), which models the surface-related multiples by using the total downgoing wavefield as the areal source wavefield. This image is shown in Figure 1 (d) . Although the multiples are modelled by the modelling operator, we still observe severe coherent artifacts (again indicated by the arrows in the figure) caused by acausal cross-correlations between wrong pairs of up-and downgoing wavefields that contain multiples. To overcome these harmful artifacts, we propose to properly invert the linearized modelling operator instead of applying the adjoint.
FAST SPARSITY-PROMOTING IMAGING WITH MULTIPLES
The computational cost of inverting Equation (5) 
Subsampling monochromatic source experiments
To reduce the number of wave-equation solves, which is proportional to the number of monochromatic source experiments, we follow Herrmann et al. (2009) and subsample over both frequencies and source experiments. First, we only use a randomized subset of frequencies, denoted by Ω. Second, we replace the monochromatic forward modelling in Equation (5) by
In this expression, the underlined quantities refer to subsampled source and receiver wavefields by randomized source superimpositions (i.e., forming simultaneous sources) via the action of a tall (i.e., more number of rows than columns) source-encoding matrix E on the right, which has Gaussian-distributed randomized entries. The number of simultaneous sources is defined as the number of columns of the encoding matrix E. Since there are now fewer source experiments, we have fewer wave-equations to solve. However, this speed-up goes at the expense of introducing source crosstalks into an RTM image, caused by the randomized source superimposition (see Romero et al. (2000) , Figure ( 1), and Herrmann & Li (2012) , Figure (1b) ).
We also show such an example here. Instead of using all 150 sequential sources, we use 10 simultaneous sources. For this example we use all the frequencies. We then compute the RTM image of the 10 simultaneous shot-gathers and show it in Figure 2 (b) . In this image we can identify the noisy source crosstalks as well as the coherent acausal artifacts caused by the surface-related multiples. We propose to remove these crosstalk artifacts by promoting curvelet-domain sparsity of the model perturbations using the 1 -norm. 
Removal of source crosstalks by promoting sparsity
where C H represent the curvelet synthesis operator, i.e., its action is to apply the inverse curvelet transform (Candès et al. 2006a) , and x is the curvelet coefficient vector for the image. This optimization program finds, among all curvelet coefficient vectors, the one with the smallest 1 -norm subject to the fact that its inverse curvelet transform yields demigrated (simultaneous) data that explain the input (simultaneous) data within a user-specified σ that allows for noise in the data and modelling errors (e.g., internal multiples). We solve the above BPDN problem using the SPG 1 solver, which, instead of directly dealing with the BPDN formulation, solves a series of underlying Least Absolute Shrinkage and Selection
Operator (LASSO) subproblems (Tibshirani 1996) . We refer to Appendix A for a more detailed explanation of how SPG 1 solves a general BPDN problem.
The CS theory states that solving such a convex sparsity program (cf. Equation (8)) can be used to invert underdetermined systems of equations as long as these systems behave approximately as Gaussian matrices, and δm permits a sufficiently sparse curvelet representation.
The latter argument is made relatively easy by referring to the body of literature that has appeared on the compressibility of seismic images w.r.t. curvelets (Herrmann et al. 2008a,b) .
The first argument is a bit more difficult to make although we can argue that the combination of curvelets, randomized source superimposition, demigration, and free-surface-multiple generation leads to matrices that are well-mixed and not too far off from Gaussian matrices.
However, the demigration operator has a null space caused by finite acquisition aperture and complex geologies, which may result in unresolvable steep dips and shadow zones (see e.g., Prucha & Biondi 2002; Herrmann et al. 2008a ). Therefore we cannot expect perfect recoveries.
Using the same setup as for Figure 2 (b), i.e., 10 simultaneous sources, we obtain an inversion result after 60 SPG 1 iterations. The result is shown in Figure 2 While a 15× speed-up is encouraging, Figure 2 (c) still involves roughly 8× the simulation cost of a conventional RTM of all the data. We need to bring down the cost even further to make the method computationally feasible for large data sets. However, the SPG 1 solver converges too slowly if we subsample too much. We show an example where we only use two simultaneous sources and 15 frequencies. The image after 305 iterations is shown in Figure   2 (d), where we still see lots of remnant noisy artifacts. As explained in recent work on compressive imaging and Approximate Message Passing (AMP), these artifacts are related to the correlation built up between the model iterate and the randomized subsets of monochromatic source experiments (Herrmann & Li 2012; Herrmann 2012; Montanari 2010) . We refer to Appendix B for more details about the cause of these artifacts. We will now explain how we remove these artifacts.
Further acceleration by rerandomization
Motivated by recent findings in AMP (Donoho et al. 2009; Montanari 2010) , we proposed a simple rerandomization of the BPDN problem (cf. Equation (8) To verify the efficacy of rerandomization by comparing with Figure 2 (d) where no rerandomization is used, we rerun the above example using the same setup (i.e., two simultaneous sources, 15 frequencies, 305 SPG 1 iterations) with rerandomization. The result is shown in Figure 2 (e), and we can see that the image quality has drastically improved compared to to that of a single RTM of all the data, i.e., the rerandomization technique enables us to obtain a high-fidelity true-amplitude least-squares migrated image when the computational budget only allows for one RTM with all the data.
Sparsity promoting by 1 or 2
While the success of the speed-up really hinges on the combination of the two contributing factors-sparsity promoting and rerandomization-the role that the 1 -norm plays in promoting curvelet-domain sparsity should not be understated.
To demonstrate the importance of using the 1 -norm as a measurement of sparsity (Mallat 2009 ), we solve a problem that is otherwise the same as Equation (8) except that we replace the 1 -norm by the 2 -norm in the objective function. Again we use two simultaneous sources, 15 frequencies, 305 iterations and rerandomization. The result is shown in Figure 2 (f). We can see that it has more noise compared with Figure 2 (e) where we use the 1 -norm objective.
Therefore the 1 -norm should be used.
Putting it all together
Now we have explained each component of the proposed method, we summarize and explain the algorithm in Algorithm (1), which is an adapted version of the compressive imaging algorithm by Herrmann & Li (2012) . Same as (e) but by 2 norm minimization.
Input and initialization [lines 1-4]
As we stated before, our inversion algorithm requires estimates of the source wavelet and the background velocity model m 0 . The solution vector x 0 is initialized to be a zero vector.
We select the tolerance parameter σ simply to be zero (i.e., we only stop when we reach the maximal number of iteration), and choose the number of simultaneous source experiments n s n s , the number of randomized frequencies n f n f and the maximal number of it-erations k max based on our computational budget (Tu et al. 2013b ). We use l to index the LASSO subproblems.
Main loop [lines 5-10]
Given the input and after the initialization, we enter into the main loop in which we solve the LASSO subproblems. For each subproblem, we draw new independent randomized subsets of frequencies Ω and source experiments by drawing new source encoding matrix E (line 6).
Without this "redraw" step, the algorithm would be identical to the original SPG 1 . Following van den Berg & Friedlander (2008), we compute the sparsity constraint for the l-th LASSO subproblem τ l using τ l−1 and σ using Newton's method on the Pareto curve (line 7), and solve the LS τ subproblem (line 8).
Algorithm 1 Fast imaging with multiples 1: Input:
2: total upgoing wavefield P i , point-source wavefield S i , background velocity model m 0 , tolerance σ = 0, iteration limit k max 3: Initialization:
τ l ← determine from τ l−1 and σ by root finding on the Pareto curve 8:
10: end while 11: Output: Model perturbation estimate δm = C H x
PERFORMANCE ANALYSIS
While the stylized example clearly showed qualitative improvements in the sparse recovery with rerandomization, we would like to study the behavior of the solver more quantitatively. In particular, we are interested in studying the solution path and the model error as a function of the number of wave-equation solves, as it can give us insights into the way that rerandomization works to speed up the convergence. We are also interested in the recovery error as a function of the number of simultaneous sources, frequencies, and iterations, which will help us to choose the optimal inversion parameters for the proposed algorithm given a fixed computational budget.
Solution path and model error
To understand the significant difference between optimizing with and without rerandomization (results in Figure 2 Shown in Figure (3(a) ), the solution path for the optimization with rerandomization behaves differently (expected, as we are solving a different problem with rerandomization) from that of the standard SPG 1 , where the 2 -norm of the data residual decreased close to zero albeit slowly. Because the residual is larger for the case with rerandomization, one would normally expect a deterioration rather than an improvement in the image quality by using rerandomization. However, we can see in Figure ( in Figure 3(a) ), they are difficult to remove even after extended number of iterations. However, by occasionally drawing new compressive modelling operators with independent subsets of frequencies and source experiments, these artifacts can be gradually removed. This observation was also made by Herrmann & Li (2012) , where using rerandomization greatly promotes the convergence in terms of model error.
Computational considerations
As we use wave-equation solvers to carry out the SRME type multi-dimensional convolutions implicitly, which also enables us to reduce the simulation cost by subsampling the monochro- sion strategy given a certain computational budget in terms of the number of wave-equation solves, which is proportional to the product of the number of monochromatic sources and the number of iterations, i.e., n f × n s × n iter . In conventional inversion approaches, people usually work with all sources and frequencies, but can only afford a few iterations. With the proposed approach, we can work with significantly smaller data subsets and can therefore afford many more iterations because each iteration is now much cheaper. While both approaches are parallelizable over independent monochromatic source experiments in the data space or via domain decomposition in the model space, our approach has the advantage of partially removing the computer input / output bottleneck as the subsampling also reduces the data size.
Using the same synthetic model / data as in the previous section, we compare the performance of the proposed method with different combinations of randomized monochromatic source experiments and iterations. The signal-to-noise ratios (SNR) of the recoveries compared to the true model perturbation are shown in Table (1) . From the table we can see that more iterations with cheaper per-iteration cost lead to better recoveries, which also offers flexibility in the design of parallel algorithms.
Another aspect is to understand the interplay between the number of simultaneous sources and frequencies once we fix the number of monochromatic source experiments. We compare five different setups and show the results in Table ( 2). We can see that these combinations lead to almost equally good recoveries.
SYNTHETIC CASE STUDY
To evaluate the performance of the proposed method for a more realistic setup, we verify our method with a more complex Earth model. The model we use here is cropped from the Sigsbee 2B model that contains abundant sedimentary layers. The Sigsbee 2B model is designed to contain a thin high-velocity ocean bottom layer to generate strong surface-related multiples (The SMAART JV 2014). We reduced the thickness of the water column to allow for more orders of surface-related multiples. The modified true and background models are shown in Figure 4 . The background model is obtained by smoothing the true model and is kinematically close to the true model. The grid spacing is 7.62m. There are 261 co-located sources and receivers with 22.86m spacing. We model the data using iWave with a freesurface boundary condition (Terentyev et al. 2014 ). We use a Ricker wavelet with 15Hz peak frequency, and record data for 8.184 seconds. We simulate both the pressure and particle velocity wavefields to separate the upgoing and downgoing wavefields (Wapenaar 1998) . We then remove the direct arrivals by subtracting data modelled with the background model.
Next, we extrapolate the upgoing wavefields to the surface level (see Verschuur et al. 1992 for more details). In the imaging procedure, we use our own frequency-domain modelling engine to
No. of sim. sources 2 3 6 10 15
No. of frequencies 15 10 5 3 2 SNR (dB) 6.2 6.2 6.2 6.3 6.7 Table 2 . SNRs as a function of the number of simultaneous sources and frequencies. The number of monochromatic sources as well as the number of iterations are fixed.
mimic the discrepancy between the observed data and the modelled data in field seismic data processing (van Leeuwen & Herrmann 2012) . For the same reason, we use forward modelling instead of linearized Born modelling to simulate the data. However, our proposed method is robust to this linearization error by virtue of using rerandomization (see Tu et al. 2013b for more details).
For comparison, we first computed the RTM image of data with multiples with all the data according to Equation (6). The result is shown in Figure 4 (c). Again we see the coherent acausal artifacts caused by surface-related multiples, which are indicated by the arrow.
For the proposed method, we use 26 simultaneous sources from all 261 sequential sources (roughly 10× subsampling), 31 frequencies randomly chosen from all 311 discretized frequencies (roughly 10× subsampling), and run the inversion for 50 iterations. In this way the simulation cost remains comparable to a single RTM of all the data (e.g., Figure 4 (c)). After the inversion is finished, we perform a simple additional curvelet thresholding to remove the remaining incoherent noise in the image (see Herrmann et al. 2008a for more details). We choose such a threshold level that the filtered-out noise does not contain noticeable coherent energy. The result is included in Figure 4 (d). This thresholding procedure is also applied to the imaging results in the Discussion section. Again we obtain an image with minimal coherent acausal artifacts arising from the surface-related multiples by using the proposed inversion method. These weak remnant artifacts have the following sources: (i) we use different modelling engine for data simulation and inversion, (ii) the use of a pair of monopole sources to approximate the source-ghost effect is inexact, and (iii) the prediction of multiples is also inexact because of finite aperture. Despite these remnant artifacts, the resulting image is of higher spatial resolution compared to Figure 4 (c), as we properly invert the demigration operator that includes the source wavelet.
To highlight the efficacy of the proposed method in reducing the coherent artifacts caused by the surface-related multiples, we run another inversion with the same setup, but ignore the presence of the surface-related multiples (i.e., the modelling operator only models primaries).
The result is shown in Figure 4 (e), where we can see strong coherent artifacts that mimic those in Figure 4 (c). 
DISCUSSION

The source wavelet
We assumed that we have access to the true source wavelet. In practice, however, source estimation is never a trivial task because of the amplitude / phase ambiguity in blind decon-volution (Ulrych & Sacchi 2005, chapter 6 ). The EPSI algorithm successfully eliminates these ambiguities by using information from surface-related multiples (van Groenestijn & Verschuur 2009a; Lin & Herrmann 2013) . However, it is computationally expensive because it uses an iterative algorithm with dense matrix-matrix multiplies.
Alternatively, source signatures can be estimated during the imaging itself using an approach known as variable projection (Golub & Pereyra 2003; Aravkin & van Leeuwen 2012) .
Recent work by Aravkin et al. (2013) and Tu et al. (2013a) successfully applied this alternating optimization method to recover the image as well as an estimate for the source function. 2013a for more details). This extra computation, which is about half of a single RTM of all the data, is still insignificant compared with a conventional least-squares migration of all the data. We plan to report this source-estimation method in more details in another paper.
Imaging with multiples only
Our proposed method can also be used in cases where a reliable primary / multiple separation is available, e.g. after a conventional multiple prediction step. In that situation, we can image multiples separately and exploit their extra illumination properties without explicit knowledge of the source wavelet. (However, multiple predictions by the SRME-type multi-dimensional convolutions typically need to apply the inverse of the wavelet.) As before, we obtain these images by including an areal source, which now consists of the downgoing receiver wavefield only. Compared to earlier work (e.g. Guitton 2002; Muijs et al. 2007; Whitmore et al. 2010; Liu et al. 2011) , our approach leads to a true inversion result while others merely apply the deconvolutional imaging condition or the cross-correlation imaging condition, which is known to lead to undesirable acausal artifacts. We use the same inversion parameters as for Figure   5 (a), and the result is included in Figure 5 (b).
Sensitivity to the background velocity model
Our method hinges, as all other wave-equation based imaging procedures, on the availability of a smooth background velocity model that accurately captures the kinematics of reflected waves. We have also seen that incorporating surface-related multiples in the formulation calls for an iterative sparsity-promoting inversion procedure and the question arises how sensitive this more elaborate imaging procedure is to errors in the background velocity model. This question is particularly pertinent because migration velocity analysis tools also often suffer from surface-related multiples. Moreover, iterative inversion procedures such as (sparsitypromoting) least-squares migration may be more sensitive to velocity-model errors than conventional RTMs and it is not clear how the inclusion of surface-related multiples plays into this.
To address these concerns we conducted an experiment where we deliberately introduce errors in the velocity model that cumulate with depth (see Figure 6 (a) and 6(b)). The results of this exercise are included in Figure 6 (c) to 6(f) and show that for this example leastsquares imaging with multiples is relatively well behaved with imaging results that degrade gracefully. As expected, imaging results with curvelet-domain sparsity promotion are more coherent by virtue of that fact that curvelets allow for small kinematic errors as reported in the literature (Herrmann et al. 2008c ). The results without curvelet-domain sparsity were obtained by putting the sparsity-contraint parameter τ in each LS τ subproblem to infinity (it is essentially the block Kaczmarz method (see e.g. Needell & Tropp 2014) ), and eliminating the use of the curvelet transform. While more work is needed to fully understand the influence of the background velocity model on our iterative inversion algorithm, these results show that our method is relatively well-behaved w.r.t. possible errors in the background velocity model. and (f ) Image without curvelet-domain sparsity promotion, without and with the velocity error.
Other applications
In essence, the proposed method entails multi-dimensional deconvolutions of wavefields combined with a linearized imaging procedure. While we specialized this approach to image with surface-related multiples, there is nothing that prevents the application of our proposed me-thod to other areas as long as the receivers are sampled adequately. For instance, the method could relatively easily be adapted to imaging with receiver functions. In that case, the observed converted shear waves are deconvolved with the pressure waves to image the pressure-to-shear transmission coefficients (Ryberg & Weber 2000; Shang et al. 2012) . Another example would be the deconvolutional interferometric imaging as recently proposed by van der Neut & Herrmann (2013).
CONCLUSIONS
We proposed a new and computationally efficient method to image seismic data with surfacerelated multiples. Our contributions are threefold. First, our formulation combines the wave equation with surface-related-multiple prediction by using a generalized areal-source term that contains the downgoing receiver wavefield. By incorporating this source term, we arrive at a linearized formulation that predicts, and therefore correctly images, data with surface-related multiples. Instead of predicting the multiples via explicit dense matrix-matrix multiplications as performed in surface-related multiple elimination, which is prohibitively expensive for large seismic data sets, our method predicts multiples implicitly by solving wave equations for the areal-source wavefields, and therefore eliminate the cost of the matrix product altogether. Second, our combination of multiple prediction and linearized forward modelling with the Born approximation allows us to come up with a proper curvelet-domain sparsity-promoting inversion framework where primaries and surface-related multiples are jointly inverted to produce a high-resolution true-amplitude image of the subsurface medium perturbations. Compared to non-iterative correlation-based imaging methods with multiples, this approach leads to high-resolution images with minimal artifacts. Third, we overcome prohibitive computational cost of sparsity-promoting inversion by choosing to work with small independent randomized subsets of data. This subsampling and rerandomization strategy leads to a simulation cost that is comparable to the cost of a single reverse-time migration with all the data, which makes our method feasible in practice. More importantly, our method produces by virtue of the inversion high-fidelity true-amplitude images, an accomplishment that is difficult, if at all possible, to achieve with conventional methods. Because of its superior performance on complex synthetics, in conjunction with a reduced sensitivity to modelling errors and errors in the velocity model, we expect our method to be suitable to field data. where τ is a sparsity constraint on the solution vector x.
van den Berg & Friedlander (2008) found that problem BP σ and LS τ share the same solution for certain choices of σ and τ , which are related by the Pareto trade-off curve between the 2 -norm of the data residual (i.e., the objective function of problem LS τ ) and the 1 -norm of the solution vector (i.e., the objective function of problem BP σ ). As the Pareto curve is continuously differentiable, SPG 1 uses the Newton's method on the Pareto curve to determine the optimal value of τ given an estimate of σ. As a result, SPG 1 effectively solves a series of warm-started LASSO subproblems for gradually increasing τ 's. By "warm-started", we mean that the solution for the k th subproblem with τ k < τ k+1 serves as the initial guess for the next subproblem. Solving each subproblem LS τ itself using the SPG method involves several gradient updates. In each update, we need to evaluate the (expensive) action of A and A H , perform a line search, followed by a (cheap) 1 projection that promotes sparsity.
APPENDIX B: SUBSAMPLING NOISE AND APPROXIMATE MESSAGE PASSING
In simple terms, the key idea of compressive sensing is to work with a flat sampling matrix A that creates noisy interferences, i.e., the action of A H A on a sparse vector yield a "noisy" sparse vector where the "noise" actually is incoherent crosstalks with a noise level that depends on degree of subsampling (aspect ratio of A, defined as the ratio of the number of rows to the number of columns) and the sparsity of x. In principle, this interference noise should be easier to remove than coherent noise. As explained by Donoho et al. (2009) and Herrmann (2012) , this statement holds true for the first iteration where some noises are removed by projection onto the 1 ball (which corresponds to a single soft thresholding with the appropriate threshold
