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Abstract
We give sufficient (and necessary) conditions of local character ensuring that a geometric graph is the 1-skeleton of an unstacked
triangulation of a simple polygon.
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0. Introduction
A triangulation T is a simplicial complex of dimension 2. Such a complex T is cellular if ∪T (the union of all cells
of T ) is homeomorphic to a disc. And T is geometrically embedded if it is cellular and all its cells are geometrically
embedded in R2, i.e., its 0-cells are points, its 1-cells are straight line segments, and its 2-cells are triangles. Fa´ry’s
Theorem [3] ensures that every cellular triangulation can be geometrically embedded. All triangulations considered
here are geometrically embedded (see, e.g., [6] for such triangulations). Thus the body of T , denoted by ∪T ,
is bounded by a simple closed polygon Γ = ∂(∪T ). The Jordan interior innΓ of Γ will satisfy the condition
int(∪T ) = innΓ , where “int” denotes the topological interior, and “innΓ ” denotes the Jordan interior of the simple
closed polygon Γ defined in the following theorem.
Jordan’s curve theorem for a simple closed polygon: If Γ is a simple closed polygon in R2, then R2 \ Γ =
innΓ
⋃· ext Γ , where innΓ is a bounded domain (polygonally connected open set) and ext Γ is an unbounded
domain. Γ is the boundary of both innΓ and ext Γ . Every polygonal path connecting a point p ∈ innΓ with a point
q ∈ ext Γ intersects Γ at least once.
Definition 1. The bounded domain innΓ is the Jordan interior of Γ , and the unbounded domain ext Γ is its Jordan
exterior. We put Γ̂ =def inn Γ ∪ Γ .
We will need the following
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Fig. 1. (For Definition 3).
Corollary. If Γ , Γ ′ are simple closed polygons in R2 such that every edge e′ of Γ ′ lies in innΓ , then innΓ ′ ⊂ innΓ .
Jordan’s curve theorem for a simple polygon has a relatively simple proof (unlike the theorem for general simple
closed curves) known as the “raindrop proof”, because it puts the polygon in a “rain” of parallel rays; see, e.g., [4],
pp. 281–285, or [2], pp. 267–269.
Jordan’s Theorem for simple closed polygons was generalized by Micha A. Perles and the current authors to
polyhedral (d − 1)-complexes in d-space with an analogous “raindrop proof” (see [7]), and we believe that also the
results of the present paper may be generalized using this theorem.
Definition 2. A triangulation T such that int(∪T ) = innΓ , where Γ is a simple closed polygon, is called a
triangulation of Γ , and T is a triangulated polygon. A vertex of a triangulated polygon T which lies in innΓ is
an inner vertex of T .
Note that triangulations (in general) may have inner vertices. The following statement is proved in [4], pp. 286–287.
Theorem. Every simple closed polygon has a triangulation without inner vertices (with n − 2 triangles).
The 1-skeleton of a triangulated polygon is a simplicial complex of dimension 1, and it may be viewed as a
geometric graph in the sense of the following definition.
Definition 3. A simple graph G = (V, E) (without loops or multiple edges) is a geometric graph if its vertices are
represented by points in the Euclidean plane and every edge e = (p, q) of G is represented by the straight line
segment [p, q]. For technical reasons we also assume that there is no vertex of G in the relative interior of an edge
e of G. (Note that this last condition is automatically satisfied if V is in the general position.) From this assumption
it follows that any two edges of a geometric graph are either disjoint, or cross (Fig. 1, left-hand side), or are incident
(Fig. 1, middle). Thus an edge-intersection of T -type (Fig. 1, right-hand side) is excluded.
A geometric graph G is simple if no two edges of it cross. Equivalently, G is simple if it is a one-dimensional
simplicial complex. For example, the 1-skeleton of a triangulation is a simple geometric graph. A 3-clique in G is a
triangle of G.
Definition 4. An edge e of a geometric graph G is
(a) 0-sided, if there is no triangle of G having e as an edge,
(b) 1-sided, if there is a triangle of G having e as an edge and all triangles of G, sharing e as an edge, are contained
in the same half-plane bounded by the line aff e,
(c) 2-sided, if in each of the two half-planes bounded by aff e there is one (at least one) triangle of G having e as an
edge.
An edge e of G is strictly 1-sided [strictly 2-sided] if there is only one triangle of G having e as an edge [if there
are only two triangles of G having e as an edge, and they lie in the two different half-planes bounded by aff e]. Clearly,
in a geometric graph G which is the 1-skeleton of a triangulated simple polygon Γ , all the edges of Γ are 1-sided and
all the other edges of G are 2-sided.
Notation. For a geometric graph G denote by Γ (G) the subgraph of G defined by E(Γ (G)) = {e ∈ E(G) : e is
1-sided in G} and V (Γ (G)) = {p ∈ V (G) : ∃e ∈ E(Γ (G)) : p is a vertex of e}.
Definition 5. A triangulation T is unstacked if for every 3-clique pqr of its 1-skeleton the triangle [p, q, r ] is either
a 2-cell of T or ∪T = [p, q, r ] (or both, if T has only three vertices).
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Fig. 2. (For notation in paragraph 1).
Clearly, all edges of the boundary polygon of an unstacked triangulated polygon T are strictly 1-sided, and all other
edges of T are strictly 2-sided.
The following theorem can be proved by induction on #E .
Theorem 1. Let G = (V, E) be a finite simple geometric graph without isolated vertices. Then G is the 1-skeleton of
a triangulated simple polygon Γ if (and only if) Γ (G) = Γ and all the edges of G not in Γ (G) are 2-sided in G.
We will not prove this theorem.
Now let us present the main results.
Theorem 2. Let G = (V, E) be a finite geometric graph without isolated vertices such that Γ (G) is a simple closed
polygon and all the edges in E \ E(Γ (G)) are 2-sided. Then
(i) G is connected in the sense of graph theory,
(ii) E(G) ⊂ Γ̂ (G)(= innΓ (G) ∪ Γ (G)).
Theorem 3. Under the conditions of Theorem 2, G is the 1-skeleton of an unstacked triangulated polygon if (and only
if) every edge of Γ (G) is strictly 1-sided and every edge in E(G) \ E(Γ (G)) is strictly 2-sided.
Remark. The “only if” part is obvious.
Reading the proofs of this paper, the reader might take a piece of paper and pencil to draw suitable pictures.
1. The “four proposition”
Notation. (a) Let p, q, r be three points in the plane. Denote by aff(p, q) the line spanned by p and q, and by
L+(p; q)[L−(p; q)] the open half-line (ray) of aff(p, q) with endpoint p and containing [not containing] q. If
r 6∈ aff(p, q), then denote by H+(p, q; r)[H−(p, q; r)] the open half-plane bounded by aff(p, q) and containing
[not containing] r .
(b) For an edge [p, q] of a simple closed polygon Γ denote by H+([p, q],Γ )[H−([p, q],Γ )] the open half-plane
bounded by aff(p, q) which contains all points of inn Γ [ext Γ ] in an ε-vicinity of [p, q] for some ε > 0. For
a vertex p of Γ denote by înn (p,Γ )[êxt(p,Γ )] the inner [exterior] angle of Γ at p, in the sense of Jordan’s
Theorem. (The sum of these two angles is 360◦.)
(c) For a vertex p of a graph G denote by E(p,G) the set of edges of G incident with p. If G is a geometric graph
having p as vertex, and if there is a line l passing through p such that all edges of E(p,G) lie in one half-plane
with respect to l, then p is a convex vertex of G. A geometric graph G is a star if ∃p ∈ V (G) : E(G) = E(p,G),
and it is a convex star if p is a convex vertex (in G), see Fig. 2 (left-hand side).
(d) For two vectors Eu, Ev with common origin p define the oriented angle (Eu, Ev) to be the angle swept by Eu when
rotated around p in the positive sense (counterclockwise in our figures) until it reaches the direction of Ev (Fig. 2,
middle). For a full theory of oriented angles and trigonometric functions see [5]. An oriented angle can be
measured by its principal argument Arg(Eu, Ev), i.e., the argument which satisfies 0 ≤ Arg(Eu, Ev) < 360◦.
(Some authors prefer to take −180◦ < Arg(Eu, Ev) ≤ 180◦.)
In what follows we will drop “Arg”, and abuse the notation sometimes to denote by(Eu, Ev) the principal argument.
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(e) Let Γ = (p0, p1, . . . , pn−1) be a simple closed polygon of order n (n ≥ 3) and assume, w.l.o.g., that with the
cyclic ordering (p0, . . . , pn−1) of its vertices Γ is traversed in the negative sense, i.e., clockwise in our figures
(see Fig. 2, right-hand side, for n = 7). Then
(−−−−→pi pi−1,−−−−→pi pi+1) = înn(pi ,Γ ) (and (−−−−→pi pi+1,−−−−→pi pi−1) = êxt(pi ,Γ ))
for 0 ≤ i ≤ n − 1, the indices being taken modulo n, i.e., pn = p0. Hence we have that∑n−1
i=0 (−−−−→pi pi−1,−−−−→pi pi+1) = (n − 2) · 180◦ (this follows from the fact that Γ can be triangulated into n − 2
triangles, see the theorem after Definition 2 in the Introduction).
Finally we note here that the symbols #V and [V ] are used for “cardinality of V ” and “convex hull of V ”,
respectively. The following is the main tool in the proof of Theorem 2.
Proposition 1 (The “Four Proposition”). Under the conditions of Theorem 2 let Γ =def Γ (G) = (p0, p1, . . . , pn−1)
be a representation of Γ (G) as a circuit of order n ≥ 3 (the notation is borrowed from graph theory). Then for
0 ≤ i ≤ n − 1
(Ii ) pi is not included in the relative interior of any edge nor of a triangle of G,
(IIi ) E(pi ,G) ⊂ înn(pi ,Γ ),
(IIIi ) the edge [pi , pi+1] is not crossed by any other edge of G (again all indices are taken modulo n, i.e., pn = p0),
(IVi ) all triangles of G sharing [pi , pi+1] as an edge lie in H+([pi , pi+1],Γ ).
Proposition 2. Under the conditions of Theorem 2 and the notation of Proposition 1, let p be an extremal point of
the convex hull [V ] of V , i.e., p ∈ ext[V ]. Then
(a) p = pi for some 0 ≤ i ≤ n − 1,
(b) înn(pi ,Γ ) < 180◦,
(c) E(pi ,G) ⊂ înn(pi ,Γ ),
(d) none of the two edges of E(pi ,Γ ) strictly separates other two edges of E(pi ,G).
Proof. Note that from (b) and (c) it follows that p is a convex vertex of G, and that (d) follows easily from (b) and
(c). Hence it remains to prove (a), (b), and (c). Since p ∈ ext [V ] and #V < ∞, we have p ∈ V . Since there are
no isolated vertices in G, nor 0-sided edges, it follows that #E(p,G) ≥ 2. Clearly, p is a convex vertex of G. Hence
there are two edges [p, q1], [p, q2] of G such that E(p,G) ⊂ q1 pq2.
It is also clear that [p, q1], [p, q2] are 1-sided in G. Hence they are edges of Γ (G), and p = pi for some
0 ≤ i ≤ n − 1, proving (a). Thus {q1, q2} = {pi−1, pi+1}, and (b) as well as (c) follow easily. 
Proof of Proposition 1. The proof is by complete induction on i, 0 ≤ i ≤ n − 1.
Initial case i = 0: By Proposition 2(a) we see that pt is a vertex of [V ] for some 0 ≤ t ≤ n − 1, and we may assume,
w.l.o.g., that t = 0, i.e., that p0 is a vertex of [V ] (if p0 is not a vertex of [V ], then by a shift i → i − t of the indices
pt becomes p0).
Proof of I0: Since p0 ∈ vert[V ], p0 does not lie in the relative interior of the convex hull of any set of points of V ,
except for itself, and in particular it does not lie in the interior of any triangle of G, nor in the relative interior of any
edge of G.
Proof of II0: This is Proposition 2(c).
Proof of III0: Assume, by r.a.a., that [p0, p1] is crossed by an edge e of G, and let e = [q, r ] be an edge of G for
which the point v=def[q, r ] ∩ [p0, p1] is closest to p0. Since e crosses [p0, p1] ∈ E(Γ ), it is 2-sided (otherwise is
would be an edge of Γ , and the edges of Γ do not cross each other).
Let [q, r, p] be a triangle of G in the half-plane H+(q, r; p0), see Fig. 3 (left-hand side).
Claim 1. p = p0.
Proof. Assume, by r.a.a., that p 6= p0. By I0 we have that p0 6∈ [q, r, p]. Thus, by the Pasch axiom [p0, p1] crosses
either [p, q] or [p, r ]. (The Pasch axiom says that if a (straight) line L intersects an edge of a triangle 4 in its relative
interior, then L either intersects another edge of 4 in its relative interior or L passes through a vertex of 4.) In both
the cases the point of intersection is closer to p0 than v, a contradiction proving the claim. 
It follows from p = p0 that [p0, p1], crossing [q, r ] (in v), separates [p0, q] and [p0, r ], contradicting Proposition 2
(d), see Fig. 3 (middle). This proves III0.
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Fig. 3. (For the proof of Proposition 1).
Proof of IV0: Assume, by r.a.a., that there is a triangle [p0, p1, r ] of G which lies in the exterior side H−([p0, p1],Γ )
of [p0, p1] relative to Γ . Since înn(p0,Γ ) < 180◦ (Proposition 2(b)), înn(p0,Γ ) = ̂pn−1 p0 p1, hence pn−1 ∈
H+([p0, p1],Γ ), cf. Fig. 3 (right-hand side). Therefore also pn−1 ∈ H−(p0, p1; r), and [p0, p1] separates [p0, r ]
and [p0, pn−1], contradicting Proposition 2(d). This proves IV0, concluding the initial case i = 0 of Proposition 1.
Our plan in carrying out the induction step i → i + 1 is as follows. We prove the following five propositions all
relating to Proposition 1.
Proposition 3. I1 holds.
Proposition 4. Ii & IIIi ⇒ IIi+1.
Proposition 5. Ii & IIIi & IIi+1 ⇒ IIIi+1.
Proposition 6. Ii & IIIi & IVi & IIi+1 ⇒ IVi+1.
Proposition 7. Ii & IIIi & IVi & Ii+1 & IIi+1 & IIIi+1 ⇒ Ii+2.
Let us see first how these imply Proposition 1.
By Proposition 3 we have I1.
By Proposition 4 we get I0 & III0 ⇒ II1, hence II1 holds.
By Proposition 5 the implication I0 & III0 & II1 ⇒ III1 holds, hence III1 holds.
By Proposition 6 we have I0 & III0 & IV0 & II1 ⇒ IV1, hence IV1 holds.
This proves Proposition 1 for i = 1. By way of illustration let us see the proof for i = 2.
By Proposition 7 we obtain I0 & III0 & IV0 & I1 & II1 & III1 ⇒ I2, hence I2 holds.
By Proposition 4 we see that I1 & III1 ⇒ II2, hence II2 holds.
By Proposition 5 the implication I1 & III1 & II2 ⇒ III2 is obtained, hence III2 holds.
By Proposition 6 we see that I1 & III1 & IV1 & II2 ⇒ IV2, hence IV2 holds.
This proves Proposition 1 for i = 2.
Induction step i → i + 1 (i ≥ 1)
Assume that Proposition 1 is proved for some i, i ≥ 1, and for all values of the index below it (we use complete
induction).
By Proposition 7 Ii−1 & IIIi−1 & IVi−1 & Ii & IIi & IIIi ⇒ Ii+1, hence Ii+1 holds.
By Proposition 4 Ii & IIIi ⇒ IIi+1, hence IIi+1 holds.
By Proposition 5 Ii & IIIi & IIi+1 ⇒ IIIi+1, hence IIIi+1 holds.
By Proposition 6 Ii & IIIi & IVi & IIi+1 ⇒ IVi+1, hence IVi+1 holds.
This proves Proposition 1 (subject to a proof of Propositions 3–7, of course). 
Let us now prove Propositions 3–7.
Proof of Proposition 3. To prove I1 assume, by r.a.a., that p1 ∈ [p, q, r ] \ {p, q, r}, where pqr is a 3-clique of G.
Since G is a geometric graph, p1 does not belong to the any boundary edge of [p, q, r ] (being an edge of G), hence
p1 ∈ int [p, q, r ]. By III0 (proved above) [p0, p1] is not crossed by any of the edges [p, q], [p, r ], [q, r ], hence
p0 ∈ [p, q, r ], and from I0 it follows that p0 ∈ {p, q, r}, say p0 = p (Fig. 4). Then aff(p0, p1) separates the edges
[p0, q] and [p0, r ], a contradiction to Proposition 2(d). 
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Fig. 4. (For the proof of Proposition 3).
Fig. 5. (For the proof of Proposition 4).
Proof of Proposition 4. Assume, by r.a.a., that there is at least one edge of E(pi+1,G) (=the set of edges of G
incident with pi+1) in êxt (pi+1,Γ ). Orient the star E(pi+1,G) in the positive sense (counterclockwise in our figures).
This induces a linear order on the edges of E(pi+1,G)∩ êxt(pi+1,Γ ) (6= ∅, by assumption). Let [pi+1, q] be the last
edge in this linear order. Two cases arise.
Case 1: (−−−−→pi+1 pi ,−−−→pi+1q) ≤ 180◦.
Then
(−−−→pi+1q,−−−−→pi+1 pi ) ≥ 180◦ (1)
and
înn(pi+1,Γ ) = (−−−−→pi+1 pi ,−−−−−→pi+1 pi+2) ⊂ (−−−−→pi+1 pi ,−−−→pi+1q). (2)
Since [pi+1, q] 6∈ E(Γ ), [pi+1, q] is 2-sided, hence there is a triangle [pi+1, q, r ] of G in the half-plane
H−(pi+1, q; pi+2), implying (−−−→pi+1q,−−−→pi+1r) ≤ 180◦, see Fig. 5 (left-hand side).
Since (−−→pi+1q,−−−→pi+1r) ≤ 180◦ by (1) and (2),
[pi+1, r ] ⊂ êxt(pi+1,Γ ). (3)
Hence [pi+1, r ] follows [pi+1, q] in the linear order described above, a contradiction.
Case 2: (−−−−→pi+1 pi ,−−−→pi+1q) > 180◦ (Fig. 5, right-hand side).
Again [pi+1, q] is 2-sided, and there is a triangle [pi+1, q, r ] in G such that (−−−→pi+1q,−−−→pi+1r) < 180◦. Clearly,
r ∈ H+(pi+1, q; pi ). (4)
Unlike Case 1 above it is not obvious that (3) holds. To prove (3), assume, by r.a.a., that [pi+1, r ] does not lie in(−−−→pi+1q,−−−−→pi+1 pi ). Then by (4) we have [pi+1, pi ] ⊂ (−−−→pi+1q,−−−→pi+1r). By IIIi the segment [q, r ] does not cross
[pi , pi+1], hence pi ∈ int[pi+1, q, r ], contradicting Ii. This concludes the proof of IIi+1. 
Proof of Proposition 5. Assume, by r.a.a., that the segment [pi+1, pi+2] is crossed by an edge e of G, and let
e = [q, r ] be an edge of G for which the point {v}=def[q, r ] ∩ [pi+1, pi+2] is closest to pi+1. Since e ∈ E(Γ )
is crossed by [pi+1, pi+2] ∈ E(Γ ), e is 2-sided. Let [q, r, p] be a triangle of G in H+[q, r; pi+1].
Claim. p = pi+1.
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Fig. 6. (For the proofs of Propositions 5 and 6).
Proof. The proof is similar to that of Claim 1 appearing in the proof of III0 above. 
It follows from p = pi+1 that [pi+1, pi+2] crossing [q, r ] (in v) separates [pi+1, q] and [pi+1, r ]. Assume, w.l.o.g.
that [q, r, pi+1] is positively (counterclockwise) oriented, see Fig. 6 (left-hand side).
By Ii & IIIi, pi 6∈ (−−−→pi+1q,−−−→pi+1r), hence clearly [pi+1, q] ⊂ (−−−−→pi+1 pi ,−−−−−→pi+1 pi+2) = înn(pi+1,Γ ) and
[pi+1, r ] ⊂ êxt(pi+1,Γ ). This last inclusion contradicts IIi+1. This proves IIIi+1, i.e., Proposition 5 is established.

Proof of Proposition 6. Assume, by r.a.a., that there is a triangle [pi+1, pi+2, r ] of G which lies in
H−([pi+1, pi+2],Γ ). Consider two cases.
Case 1: înn(pi+1,Γ ) ≤ 180◦.
Then êxt(pi+1,Γ ) ≥ 180◦, and since (−−−−−→pi+1 pi+2,−−−→pi+1r) ≤ 180◦, we have
[pi+1, r ] ⊂ êxt(pi+1,Γ ), (5)
a contradiction to IIi+1 (see Fig. 6, middle).
Case 2: înn(pi+1,Γ ) ≥ 180◦.
Then (−−−−−→pi+1 pi+2,−−−−→pi+1 pi ) = êxt(pi+1,Γ ) ≥ 180◦ and
r ∈ H+(pi+1, pi+2; pi ). (6)
In order to prove (5) in this case, assume, by r.a.a., that
[pi+1, r ] ⊂ înn(pi+1,Γ ).
Then by (6) either pi ∈ int [pi+1, pi+2, r ], contradicting Ii, or [pi+2, r ] crosses [pi , pi+1], contradicting IIIi, or
r = pi . In this last case (see also Fig. 6, right-hand side) the triangle [pi+1, pi+2, r ] = [pi+1, pi+2, pi ] lies in
H−([pi , pi+1],Γ ), contradicting IVi. Thus (5) holds, a contradiction to IIi+1. This proves IVi+1, i.e., Proposition 6
is established. 
Proof of Proposition 7. Assume, by r.a.a., that
pi+2 ∈ [p, q, r ] \ {p, q, r}
for some 3-clique pqr of G. Since G is a geometric graph, pi+2 does not lie on any boundary edge of [p, q, r ] (being
edges of G as well), hence pi+2 ∈ int[p, q, r ]. We separate the discussion into two cases.
Case a: pi+1 6∈ [p, q, r ].
Then [pi+1, pi+2] crosses one of the edges of [p, q, r ], see Fig. 7 (left-hand side), contradicting IIi+1.
Case b: pi+1 ∈ [p, q, r ].
By Ii+1 we have pi+1 6∈ int[p, q, r ], and since G is a geometric graph, pi+1 does not lie on any boundary edge of
[p, q, r ], unless pi+1 is a vertex of [p, q, r ], i.e., unless pi+1 ∈ {p, q, r}, say pi+1 = p (Fig. 7, right-hand side).
Consider the possible location of pi . There are four possibilities which form a tetrachotomy.
(b1) pi ∈ R2 \(−−−→pi+1q,−−−→pi+1r),
(b2) pi ∈ [pi+1, q, r ] \ {q, r},
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Fig. 7. (For the proof of Proposition 7).
Fig. 8. (also for the proof of Proposition 7).
(b3) pi ∈ (−−−→pi+1q,−−−→pi+1r) \ [pi+1, q, r ],
(b4) pi ∈ {q, r}.
In Case (b1), one of the edges [pi+1, q], [pi+1, r ] lies in (−−−−→pi+1 pi ,−−−−−→pi+1 pi+2), and the other lies in its complement
(to 360◦), namely in (−−−−−→pi+1 pi+2,−−−−→pi+1 pi ). One of these angles coincides with êxt(pi+1,Γ ) (the other being
înn(pi+1,Γ )), a contradiction to IIi+1.
In Case (b2), since pi 6= pi+1, either pi lies in the relative interior of one of the edges of [pi+1, q, r ], which is
impossible in a geometric graph, or pi ∈ int [pi+1, q, r ], contradicting Ii.
In Case (b3), either [pi , pi+1] crosses [q, r ], contradicting IIIi, or pi lies on one of the rays −−−→pi+1q,−−−→pi+1r , which is
impossible in a geometric graph – unless pi ∈ {q, r}. But this brings us to the fourth and last case.
In Case (b4), either pi = q or pi = r . Consider these two possibilities. Assume now, w.l.o.g., that
(pi+1, q, r) is positively oriented. If pi = q , then înn(pi+1,Γ ) = (−−−−→pi+1 pi ,−−−−−→pi+1 pi+2) ≤ 180◦, and hence
[pi+1, r ] ⊂ êxt(pi+1,Γ ), see Fig. 8 (left-hand side). This contradicts IIi+1. If pi = r , then înn(pi+1,Γ ) =(−−−−→pi+1 pi ,−−−−−→pi+1 pi+2) ≥ 180◦, hence q ∈ H−([pi , pi+1],Γ ), contradicting IVi, see Fig. 8 (right-hand side). This
finishes the proof of Proposition 7. 
2. Proofs of Theorems 2 and 3
Proof of Theorem 2. To prove (i), assume, by r.a.a., that G has more than one component (in the sense of graph
theory). Clearly, one component of G, say G1, contains Γ (G) entirely. Let G2 = (V2, E2) be any other component of
G, and let p be a vertex of the convex hull of V2, denoted by [V2]. Since G has no isolated vertices, there are edges
of G incident with p, and clearly all these edges belong to G2. And since every edge of G is incident with at least
one triangle on each side, p is incident with at least three edges in G. Clearly, E(p,G) = E(p,G2) is a convex star,
i.e., there are edges [p, q1], [p, q2] of G2 such that E(p,G2) ⊂ q1 pq2. Clearly, the segments [p, q1] and [p, q2]
are 1-sided in G2, hence they are 1-sided in G, and p is a vertex of Γ (G), a contradiction, proving (i).
To prove (ii), we have to show that
e ⊂ Γ̂ (G) (7)
for e ∈ E(G). The proof is by induction on ν(e)=def distG(e,Γ ) (read: the edge-distance between e and Γ in G),
where distG(·, ·) is the distance between the two subgraphs of G appearing as variables in (·, ·), i.e., the edge-length
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Fig. 9. (For the proof of Lemma 1).
of the shortest path in G between these two subgraphs. We begin with the initial case ν(e) = 0: In this case either e
is an edge of Γ , in which case (7) is obvious, or e has one vertex pi (0 ≤ i ≤ n − 1) in Γ and one vertex q not in
Γ . By Proposition 1, II, e is included in the inner angle înn(pi ,Γ ) of Γ at pi (in the sense of Jordan’s theorem). By
Proposition 1, III, e = [pi , q] does not cross any boundary edge of Γ , and since G is a geometric graph, e does not
include any vertex of Γ in its relative interior relint e. Since at least a part of e, namely the part which is closer to pi ,
is included in Γ̂ , it follows from Jordan’s theorem that relint e ⊂ inn Γ , and (7) follows.
For the induction step ν −→ ν + 1(ν ≥ 0), let e = [q, r ] and assume, w.l.o.g., that the shortest path γ in G from
e to Γ (which has ν + 1 edges) is of the form γ = (q0 = q, q1, . . . , qν+1 = p), where the last point p is a vertex of
Γ ; i.e., p = pi for some 0 ≤ i ≤ n − 1. It is obvious that dist([q, q1],Γ ) = ν, hence by the induction hypothesis
[q, q1] ⊂ Γ̂ . Clearly, q is not a vertex of Γ (otherwise dist(e,Γ ) = 0 < ν + 1), and since G is a geometric graph, q
is not in the relative interior of any edge of Γ . It follows that
q ∈ inn Γ .
By Proposition 1, III, e = [q, r ] does not cross any edge of Γ , nor does it contain any vertex of Γ in its relative
interior. The inclusion (7) follows now from Jordan’s theorem. 
Proof of Theorem 3. The proof is by induction on #E . The initial case #E = 3 is obvious. Assume that the theorem
is proved for some #E = m ≥ 3, and let #E = m + 1. Every edge [pi−1, pi ] (1 ≤ i ≤ n) of Γ (G) is included in
a unique triangle of G, whose third vertex will be denoted by pii . Lemmata 1–4 below will be used in the proof by
induction.
Lemma 1. There is no edge of E(pi ,G) in pii pi pi−1 nor an edge of E(pi−1,G) in pii pi−1 pi .
Proof. It suffices to prove the first assertion. By Theorem 2 the edges [pii , pi ], [pii , pi−1] are contained in Γ̂ ,
hence int[pii , pi , pi−1] ⊂ Γ̂ (by the Corollary that follows Jordan’s Curve Theorem in the Introduction), hencepii pi pi−1 ⊂ înn(pi ,Γ ). Assume, by r.a.a., that there are edges of E(pi ,G) in pii pi pi−1 ⊂ înn(pi ,Γ ). By
Proposition 1, II, all these are different from [pi , pi+1] (as well as from [pi , pi−1]). Thus they are all 2-sided. Let
[pi , q] be an edge of E(pi ,G) inpii pi pi−1 such that the anglepi−1 piq is minimal (see Fig. 9, left-hand side). Let
[q, pi , r ] be a triangle of G in H+(q, pi ; pi−1). By the minimizing property of [pi , q], r 6∈ pi−1 piq, hence either
r = pi−1 (which contradicts the assumption that on [pi−1, pi ] there is only one triangle) or [q, r ] crosses the ray
L+(pi ; pi−1), see Fig. 9, right-hand side. By Proposition 1, III, [q, r ] does not cross [pi−1, pi ], hence [q, r ] crosses
L−(pi−1; pi ). Then clearly pi−1 ∈ int [q, pi , r ], contradicting Proposition 1, I. This proves Lemma 1. 
Lemma 2. The edges [pii , pi ], [pii , pi−1] are not crossed by any edge of G.
Proof. It suffices to show this lemma for one edge, say [pii , pi ]. Assume, by r.a.a., that [pii , pi ] is crossed by an edge
e = [q, r ] of G, and assume, w.l.o.g., that the point v=def e∩ [pii , pi ] is closest to pi among the points of intersection
of [pii , pi ] with edges of G. By Proposition 1, III, [q, r ] is not an edge of Γ (since it is crossed by [pii , pi ]). Hence
there is a triangle [q, r, s] of G in H+(q, r; pi ). By Proposition 1, I, pi does not lie in int[q, r, s], and since G is a
geometric graph, pi does not lie in the relative interior of any edge of [q, r, s]. Hence either one of the edges [q, s] or
[r, s] crosses [v, pi ], which contradicts the minimizing property of e, or s = pi , i.e., [pi , r ], [pi , q] ∈ E(pi ,G), see
Fig. 10 (left-hand side). Since [q, r ] crosses [pi , pii ], we may assume, w.l.o.g., that r ∈ H+(pii , pi ; pi−1).
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Fig. 10. (For the proof of Lemma 2).
By Lemma 1, r 6∈ pii pi pi−1; hence [q, r ] crosses the ray L+(pi ; pi−1). By Proposition 1, III, [q, r ] does not cross
[pi−1, pi ], and hence it crosses L−(pi−1; pi ), see Fig. 10 (right-hand side). In this case clearly pi−1 ∈ int [q, r, pi ],
contrary to Proposition 1, I. This proves Lemma 2. 
The following lemma is analogous to Lemma 1 above regarding the third vertex pii of the triangle [pi−1, pii , pi ].
Lemma 3. There are no edges of E(pii ,G) inside pi−1pii pi .
Proof. The proof is similar to that of Lemma 1 above, even a bit simpler. Assume, by r.a.a., that there is an edge of
E(pii ,G) inside pi−1pii pi .
Claim. This edge is 2-sided, i.e., there is no edge of Γ incident with pii inside pi−1pii pi .
Proof. If pii ∈ inn Γ , then all edges of G incident with pii are 2-sided. If pii is a vertex of Γ , then pii = p j for
some j = j (i), 1 ≤ j ≤ n and, by Proposition 1, II, E(p j ,G) ⊂ înn (p j ,Γ ). Hence all edges of E(p j ,G) insidepi p j pi−1 are inside înn(p j ,Γ ), hence they are not edges of Γ , and the claim follows. 
Let [pii , q] be an edge of G insidepi−1pii pi such that the anglepi−1piiq is minimal. Let [q, pii , r ] be a triangle
of G in H+(q, pii ; pi−1). By the minimizing property of [pii , q], r 6∈ pi−1piiq. Hence either [q, r ] crosses one of the
edges [pii , pi−1], [pi−1, pi ] which is impossible by Lemma 2 and Proposition 1, III, respectively, or r = pi−1, which
contradicts the assumption that there is only one triangle of G in H+(pii , pi−1; pi ) having [pii , pi−1] as an edge. 
Lemma 4. There is an edge [pi−1, pi ] (1 ≤ i ≤ n) of Γ such that either one of the following holds:
(i) pii = pi−2 or pii = pi+1, i.e., one of the edges [pii , pi−1], [pii , pi ] belongs to Γ (G), or
(ii) pii ∈ intΓ , i.e., pii is not a vertex of Γ .
Proof. Let us start by assuming ¬ (ii), i.e., assume that pii is a vertex of Γ for all i with 1 ≤ i ≤ n. In other words,
for all i with 1 ≤ i ≤ n there is an index j = j (i) such that pii = p j (1 ≤ j ≤ n).
Assume, by r.a.a., that ¬ (i) holds, i.e., [p j (i), pi ] and [p j (i), pi−1] are not edges of Γ for 1 ≤ i ≤ n. Define a
polygon Γi (1 ≤ i ≤ n) by Γi = (pi , pi+1, . . . , p j (i), pi ). The reader is advised to draw a figure for his convenience.
Since [pi , p j (i)] is not crossed by any edge of Γ (G) (cf. Lemma 2), and all other edges of Γi are edges of Γ (G), Γi
is a simple closed polygon of order
µ(i)=def
{
j (i)− i + 1 if j (i) > i
n − i + j (i)+ 1 if j (i) < i.
Claim. µ(i) < µ(i + 1) for 1 ≤ i ≤ n (the indices are modulo n, e.g., µ(n + 1) = µ(1)).
Proof. It suffices to prove that p j (i+1) is a vertex of Γi . By Lemma 1, [pi , pi+1] is not in p j (i) pi pi−1, hence
[pi−1, pi ] is not in înn(pi ,Γi ) which implies that [pi , pi−1] is contained in ext Γi , see Fig. 11 (left-hand side).
It follows that the vertices pi−1, pi−2, . . . , p j (i)+1 are outside of Γi . Assume, by r.a.a., that p j (i+1) is not a vertex
of Γi . Then, since it is a vertex of Γ , p j (i+1) ∈ {pi−1, pi−2, . . . , p j (i)+1}. This implies that p j (i+1) is in ext Γi . By
Proposition 1, II, [pi+1, p j (i+1)] ⊂ înn(pi+1,Γ ) = înn(pi+1,Γi ).
Hence at least that part of [pi+1, p j (i+1)] which is closer to pi+1 is in inn Γi , see Fig. 11 (right-hand side).
By Jordan’s theorem [pi+1, p j (i+1)] intersects Γi . The point of intersection can be either in one of the edges
[pi+1, pi+2], . . . , [p j (i)−1, p j (i)], which are edges of Γi ∩ Γ , which is impossible by Theorem 2 (or directly by
Proposition 1, III), or [p j+1, p j (i+1)] intersects [pi , p j (i)], which is impossible by Lemma 2. This proves the claim.
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Fig. 11. (For the proof of the claim in the proof of Lemma 4).
By this claim we have
µ(1) < µ(2) < · · · < µ(n) < µ(n + 1) = µ(1),
a contradiction. This proves Lemma 4. 
Back to the inductive proof of Theorem 3, assume that #E(G) = m + 1. We separate the discussion into two cases
along with the possibilities (i) and (ii) of Lemma 4.
Case 1 (Lemma 4(i)): Assume that [pi−1, pi ] is an edge of Γ such that [pii , pi ] is also an edge of Γ , i.e., pii = pi+1.
We separate this into two subcases.
Subcase 1a: [pii , pi−1] is an edge of Γ as well, i.e., pii = pi+1 = pi−2.
Then Γ is the boundary of the triangle [pii , pi , pi−1] and Γ̂ = [pii , pi , pi−1] (i.e., Γ = (pi , p2, p3) is a triangle).
Claim. V (G) = {pii , pi , pi−1}.
Proof. Assume, by r.a.a., that V (G) has more vertices. They are clearly all in int[pii , pi , pi−1], by Theorem 2(ii). Let
q ∈ V (G) ∩ int[pii , pi , pi−1]. Since G is connected (Theorem 2(i)), there is a path in G from q to one of the vertices
of {pii , pi−1, pi }. The shortest path of this type will not use either of the three edges of [pii , pi , pi−1], hence its last
edge is an edge of E(p,G) for some p ∈ [pii , pi , pi−1] lying inside the angle of [pii , pi , pi−1] at p. This contradicts
either Lemma 1 or Lemma 3, and the claim is proved. 
By this claim #E = 3 < m + 1 (since m ≥ 3), yielding a contradiction.
Subcase 1b: [pii , pi−1] is not an edge of Γ , i.e., [pii , pi−1] is 2-sided (in G).
By Proposition 1, IV, înn(pi ,Γ ) = pi−1 pipii , and by Proposition 1, II, and Lemma 1 the point pi is incident
only with the edges [pi , pi−1], [pi , pii ] in G. Put V ′ = V (G)\ {pi } and define a geometric graph G ′ to be the induced
subgraph of G whose set of vertices is V ′. G ′ is obtained from V by deleting pi and the two edges of G incident with
it, namely [pi , pi−1] and [pi , pi+1].
Clearly, #E(G ′) = (m + 1)− 2 = m − 1 ≤ m.
Claim. G ′ satisfies the conditions of Theorem 3.
Proof. Every triangle of G, except for bd [pii , pi , pi−1], is also a triangle of G ′. Hence every edge of G, except
for the three edges of [pii , pi , pi−1], is 1- or 2-sided in G ′ in accordance with the case whether it is 1- or 2-sided
in G. The edge [pii , pi−1], which is 2-sided in G, is 1-sided in G ′. Hence the set of edges of Γ (G ′) consists of
E(Γ (G)) \ {[pi , pi−1], [pi , pii ]}, in addition to [pi−1, pii ]. Since [pi−1, pii ] is not crossed by any edge of G ′ (by
Lemma 2), Γ (G ′) is a simple closed polygon, and all the remaining edges of G ′ are 2-sided (in G ′). This proves the
claim. 
Since #E(G ′) = m − 1 ≤ m we conclude by the induction hypothesis that G ′ is the 1-skeleton of a triangulation
of Γ̂ (G ′). Putting back the edges [pi , pi−1], [pi , pii ] which are not crossed by any of the edges of G ′, we obtain G,
and now clearly G is the 1-skeleton of a triangulation of Γ̂ (G).
Case 2 (Lemma 4(ii)): Assume that there is an index i , 1 ≤ i ≤ n, with pii ∈ int Γ . Consider the geometric graph
G ′ with V (G ′) = V (G) and E(G ′) = E(G) \ {[pi−1, pi ]}. We leave it to the reader to check that G ′ satisfies the
conditions of Theorem 3, and since #E(G ′) = (m + 1)− 1 = m ≤ m, we conclude by the induction hypothesis that
G ′ is the 1-skeleton of a triangulation of Γ̂ (G ′). Putting back the edge [pi−1, pi ], we obtain that G is the 1-skeleton
of a triangulation of Γ̂ (G), concluding the proof of Theorem 3. 
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Fig. 12. (For paragraph 3).
3. Further inquiries
Let G be a geometric graph satisfying the conditions of Theorem 2. Clearly, G need not be the 1-skeleton of a
triangulation of Γ (G) as the example of Fig. 12 shows.
So to ensure that G is the 1-skeleton of a triangulation of Γ (G), a stronger assumption is necessary. Such an
assumption is given, e.g., in Theorem 3 where unicity of the triangle having a given edge e of G as an edge is
assumed (on each side of e), and this characterizes the 1-skeletons of all unstacked triangulated polygons. In order to
characterize the 1-skeletons of all triangulated polygons either a stronger condition (in addition to those of Theorem 2)
is needed, or one may start from a different set of conditions. A stronger condition of this kind may be the following.
Definition 6. A geometric graph G satisfies the tower condition if for every edge e = [p, q] of G and for every two
3-cliques pqr and pqs of G either
[p, q, r ] ∩ [p, q, s] = e
holds (i.e., r, s lie on different sides of aff e), or [p, q, r ] ⊂ [p, q, s] or [p, q, r ] ⊃ [p, q, s], i.e., all triangles of G
having e as an edge lying on the same side of e form a chain under inclusion.
Clearly, the 1-skeleton of a triangulated simple closed polygon satisfies the tower condition, so one may be inclined
to think that if G is a geometric graph satisfying the tower condition in addition to the conditions of Theorem 2 above,
then G is the 1-skeleton of a triangulation of Γ (G). But this is false as Fig. 12 above easily shows. (But see Theorem 4
below.)
So far we were unable to find a simple condition that in addition to those of Theorem 2 characterizes the 1-skeletons
of all triangulated simple closed polygons.
The geometric graph G of Fig. 12 has a subgraph which is the 1-skeleton of a triangulation of Γ (G), e.g.,
G ′ = G \ {the diagonal of the outer quadrangle}. So the following question arises.
Question. Let G be a geometric graph satisfying the conditions of Theorem 2. Does it follow that G has a subgraph
which is the 1-skeleton of a triangulation of Γ (G)?
The following example, due to Micha A. Perles, answers this question in the negative. The geometric graph G
of Fig. 13 satisfies the conditions of Theorem 2, but no subgraph of it is a triangulation of the pentagon Γ (G).
Nevertheless, it turns out that the tower condition in addition to the conditions of Theorem 2 ensures such a subgraph,
as the following theorem asserts.
Theorem 4. Let G be a geometric graph satisfying the tower condition in addition to the conditions of Theorem 2.
Then G has a subgraph which is the 1-skeleton of a triangulation of Γ (G).
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Fig. 13. (Example for a negative answer to Question 1).
Fig. 14. (for Definition 7).
Hint on the proof : The proof of Theorem 4 is by induction on #E(G), similarly to that of Theorem 3 above, with
the following modification: The vertex pii appearing in Lemmata 1–4 above is now defined as the third vertex of the
innermost triangle in the tower of triangles having [pi−1, pi ] as an edge.
Another approach to characterize the 1-skeleton of a triangulated simple closed polygon is to look at the 1-
neighborhood of each vertex.
Definition 7. A vertex v of a graph H = (V, E) is a wheeled vertex if its 1-neighborhood in H is a wheel, i.e., the
induced subgraph of H on V (E(v, H)) \ {v} is a circuit. The vertex v is semi-wheeled if this induced subgraph is an
open path.
A vertex p of a geometric graph G is simple-wheeled [semi-simple-wheeled] if its 1-neighborhood is a wheel
[semi-wheel] (in the sense of graph theory) and simple (in the sense of geometric graphs). In Fig. 14 we see (from left
to right) a semi-wheel that is not simple, a simple semi-wheel, a wheel which is not simple, and a simple wheel.
If p is simple semi-wheeled in G, then the edges [p, q], [p, r ], where r, s are the two end points of the induced
open path on V (E(p,G)) \ {p}, are the side edges of p.
If G is the 1-skeleton of a triangulated simple closed polygon, then clearly all the vertices of Γ (G) are simple
semi-wheeled and all the other vertices of G are simple-wheeled. Moreover, the side edges of the vertices of Γ (G)
are the edges of Γ (G). The following natural conjecture suggests itself.
Conjecture 1. Let G be a geometric graph in the plane such that
• the set of side edges of its simple semi-wheeled vertices form a simple closed polygon Γ (or order ≥ 3), and
• all other vertices of G are simple-wheeled.
Then G is the 1-skeleton of a triangulation of Γ .
Application: A possible application of Conjecture 1 (provided it will be proved, of course) is to close a gap in [1],
p. 215, lines 12–14. The author claims there that the graph of certain circle packings on the 2-sphere (“immersierte
5498 Y.S. Kupitz, H. Martini / Discrete Mathematics 308 (2008) 5485–5498
Kreispackung”) is automatically the 1-skeleton of a triangulation, without paying attention to the possibility that the
graph of a circle packing as defined there (4.2 in p. 212) may not be a simple geometric graph. But one can easily see
that the geometric graph under discussion there satisfies the conditions of Conjecture 1 above. Thus it is the 1-skeleton
of a triangulation.
4. Possible generalization to d-space
The results and conjectures above can be possibly generalized to d-space (d ≥ 3), using the following result of
Micha A. Perles and the authors which generalizes Jordan’s theorem for polygons.
Generalization of Jordan’s theorem for simple closed polygons to d-space: Let C be a polyhedral complex of
dimension d − 1 in d-space (the maximal faces are (d − 1)-polytopes (facets), and the intersection of every two faces
belongs to the complex). Assume that every (d − 2)-face (subfacet) is common to exactly two facets. Assume also the
following connectivity assumption: Every two facets can be connected by a path of facets such that the transition from
one facet to another is along a common subfacet, i.e., the neighborhood graph of facets along subfacets is connected.
Then Rd \ C has two components, each component being a domain (i.e., a path-connected open set), where one
component is bounded and one is unbounded. C is the boundary of both components.
Remarks. (a) For d = 2 it follows that C is a simple closed polygon and we obtain Jordan’s Theorem for simple
closed polygons. For d ≥ 3 the genus can be arbitrary, e.g., C may be a torus. Note that there are no regularity
assumptions around facets of dimension ≤ d − 3, hence such a complex is called a (d − 1)-polyhedral pseudo-
manifold.
(b) The bounded component of Rd \ C is the interior of C, and the unbounded component is the exterior of C.
The proof given in [7] follows the “raindrop method” referred to in the introduction for d = 2.
With this Theorem one can easily formulate natural generalizations of Theorems 2 and 3 and of the Conjecture
above and try to prove them. The theorem stating that every simple closed polygon in the plane can be triangulated
without adding inner vertices (see our theorem after Definition 2) cannot be generalized to (d−1)-polyhedral pseudo-
manifolds in a straightforward way; we give a counterexample either in [7] or in another occasion.
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