Abstract-There are many auxiliaries with high rotating speed in a power plant, such as pumps, fans, motors and so on. To warrant their safe and reliable operation, their state of vibration has to be monitored. But because of their scattered location, the traditional way of online monitoring with shielded cable connections is costly and work expensive and the precision, reliability and safety of itinerant measurements are unable to meet the requirements of customers. In this paper, a novel method of vibration monitoring for auxiliaries in power plants based on wireless sensor networks has therefore been proposed to realize vibration data acquisition, on-line-detection and data analyzing in this paper, which meets the requirements of auxiliaries with less expenditure and warrants safe operation in the long run. Due to the restrictions of energy and bandwidth on wireless sensor networks, how to utilize the limited resources to acquire available and reliable data from the sensor nodes becomes a hot topic. After modeling and analyzing on mass data by time-sequence technique, a reliable data collection method based on AR(P) model with Petri Net technique are designed in order to improve the whole performance of the system, prolong the lifetime of the network and decrease the energy consumption of the sensor nodes.
I. INTRODUCTION
In the large thermal power plant there are a large number of high-speed rotating machines. In addition to the host generator, there are a lot of auxiliaries, such as turbine pump, electric pump, fans, motors and so on. The vibration monitoring of these auxiliaries is an important means to warrant safe and reliable operation of these auxiliaries. At present, in the general power plant the online turbine supervisory instrumentation is installed in the main equipment and the large auxiliaries, such as turbine pump and so on. Sensors are installed on the facilities and the field vibration signal is sent to the monitoring meter in the central control room by laying of shielded cable. Real-time monitoring is realized by monitoring the vibration of the unit. If the vibration signal of the measured points is too large, the contact signal will be emitted to forcibly shut down the equipment to warrant the security of the unit. Behind the supervisory instrumentation some plants also install the vibration analysis and fault diagnosis system, such as FFT analysis, orbital analysis, waterfall chart analysis and so on. The unit's vibration causes are long-term real-time analyzed under different conditions, to identify the reasons of the unit's vibration, to predict the unit's lifespan and to determine it's maintenance time, that is lifespan estimation, which is widely used and is riper in power plants. However, small-scale rotating machines such as fans and motors are widely scattered in the plant in great number and are far from the central control room. If we adopt the above method, it means great amount of cable laying work and the cost is quite high. Therefore, generally the online long-term monitoring protective equipment is not installed in the field and the point inspection personnel in regular patrol record the data using the portable vibration meter. With the growing capacity of power plant unit and increasing automation, the requirement of the plant running safety performance is higher and higher. Ground damage and equipment obsolescence in many power plants caused by excessive vibration of fan, pump, etc lead to the serious consequence of the generator's shutdown. Now more and more customers are aware of the seriousness of the problem. Therefore the online test equipment is installed in many new power plants and some stronger companies. However, people generally believe that the cost is too high. Some other companies increase the number of inspection in order to reduce the risk of equipment failure by the point inspection personnel in regular patrol. It reduces the cost, but there are its own shortcomings as follows:
. (1)Relatively portable vibration meter is less precise. It can only measure the amplitude, but it can not measure the waveform and analyze the spectrum to identify the problem.
(2)Auxiliaries are scattered in every corner of the power plant. Some are located at the point which personnel should not reach and some are located in the hot or dangerous area, where inspection personnel should not have the point inspection for their security when the auxiliaries are running. Therefore, the point inspection is of great difficulty and labor intensity.
(3)Because vibration is a vector, vibration values measured in different directions are very different. Power plant standard of vibration measurement is required in 45° horizontal or vertical direction. However, in practice it is very difficult for the inspection personnel to control the view direction and the data results measured by the different inspection personnel are different.
For the above-mentioned reasons, there is an urgent need for the vibration monitoring system of low cost, long-term monitoring, high precision and high reliability to monitor the vibration of the power plant's auxiliaries. In order to meet the needs of the customers, this paper proposes a new vibration monitoring and diagnosing system which is very suitable for monitoring and diagnosing the power plant auxiliary vibration based on the wireless sensor networks.
II. THE SCHEME OF THE WIRELESS SENSOR NETWORKS FOR VIBRATION MONITORING
Vibration is an important characteristic parameter of the running auxiliaries in power plant and the vibration monitoring [3] is an important means of the auxiliary state monitoring and fault diagnosis. People can obtain large amounts of detailed and reliable information at any time, place and any environmental conditions from the wireless sensor networks. Development of the wireless sensor networks technology provides a new way to monitor the auxiliaries' vibration in the power plant. To build a wireless, distributed vibration monitoring system using the wireless sensor networks monitoring mode can solve the conflict of the data acquisition range, precision and monitoring costs and achieve the free expansion and large-scale monitoring of the system at lower cost. At the same time, the wireless transmission of wireless sensor networks can improve data collection methods of the monitoring process. Using the processing capacity of the sensor nodes, front-end data processing and data fusion synchronize the data collection and analysis to form the sensor network mode of state maintenance which has preliminary self-analysis and self-diagnostic capabilities. This can not only improves the efficiency of data acquisition and processing but also effectively reduces the communication flow between the collection points and the system of back-end analysis and diagnosis. The scheme [4] of the wireless sensor networks for vibration monitoring is shown in Fig.1 .
Mesh network [5] is a new type of the wireless sensor networks which only allows a node to communicate with its adjacent nodes of short distance, in which all nodes are equal. The vibration monitoring process of auxiliaries in power plant requires higher transmission stability and higher data throughput of the network. At the same time the number of sensor nodes is small, network mobility is not strong after deployment and nodes need simple and reliable self-organization algorithm. In view of this, the wireless sensor networks uses the multicast clustering network mode of the upper multiple base station nodes(sink nodes) combined with bottom mesh network. Sensor nodes collect the vibration signals of auxiliaries. Under normal conditions the sensor nodes are usually in sleep or park. According to actual needs, the sink node will wake up the sensor nodes to query vibration conditions on it's own initiative. Then the sensor node will complete data collection in collaboration and send back the data to the sink node. If a vibration characteristic parameter exceeds the threshold, the sink node will require the sensor nodes to uninterruptedly send vibration data of the auxiliary region. On the top of the monitoring network the multiple sink nodes' processing capability is strong without regard to power supply problems because of cable connection of their ends. This realizes topology control of multiple data collection points and increases data transfer rate to meet the vibration test requirements of low-latency, high frequency sampling and high data throughput. The following is the specific design and algorithm of data gathering and fusing process for the above monitoring network.
III. SAMPLING AND COMMUNICATION SCHEDULING MODELING BASED ON SIMPLE PROBABILITY MODEL

A. Modeling of sample data
In the above-mentioned wireless sensor networks for vibration monitoring, each bottom mesh network is corresponding to a sink node. Each sensor node in mesh network completes sampling and modeling collaborative tasks under the sink node scheduling.
As the resources of sensor nodes that can be used are limited, the modeling algorithm running on the sensor nodes should be as simple as possible and the memory size to be used also should be small. Therefore, a relatively simple AR(P) model [6, 7] is used for modeling of sample data. The following is the method of sample data modeling.
As the sampling data of the sensor node is a time series, we can use the probability model to denote the time series. For the limited resources of sensor nodes, we use the easily implemented AR(P) model to denote the sampling data of the sensor nodes. The form of AR(P) model is given as follows:
Where, X t is the sampling data at moment t, φ the regression coefficient, α t a white noise sequence, which obeys the standard normal distribution. P-order model, denoted by AR(P), uses a linear combination of the front P sampling data and a random white noise to predict data at the moment t.
AR(P) model can be used for prediction. For example, for AR(1) model, it can be for k-step forward prediction with 95% confidence level at moment t given as follows:
Where, X t (k) can be recursively calculated by formula (1), to make P=1.
Using the P-order AR(P) model to model, N sampling values X 1 ,X 2 ,…,X N are to be collected by sensor nodes of the mesh network and then through least squares calculate the coefficients φ 1 ,φ 2 ,…, φ P. order:
Then the formula (1) can be expressed as Y=Aθ+ε and the coefficient matrix θ can be calculated through least squares method:
The task of formula (2) is divided into multiple subtasks and each node implements one of them. Order A t =(X t ,X t-1 ,…,X t-p+1 ) r , which denotes the sample sequence of length p at cut-off time t. Pay attention to A t+1 =Push(Drop(A t ),X t+1 ). That is first to remove the sample X t-p+1 , second to add the new sample data X t+1 and then to get the transpose matrix A r of matrix A, which is given as follows: A r =(A p ,A p+1 ,…,A N-1 ).
In order to calculate the formula (2), we conduct respectively the following calculation:
The formula (3) and (4) decompose the large matrix operation of the formula (2) into the vector operations of the length P without taking up much storage space. In practice, the value of P is usually not very large, for example, P=5, many actual sequences can be fitted.
In order to maintain energy balance [8, 9] of sensor nodes in the wireless sensor networks, the above calculation task is divided into several sub-tasks in accordance with the amount of residual energy of each node in the mesh network. The sub-tasks for each node to be completed is sampling within a specified time limited by task, calculating the partial sum of formula (3) and (4) with the sampling data and returning the above two partial sums to the sink node. Finally the sink node completes the formula (2) calculation. Task partitioning and scheduling is also completed by the sink node.
B. Sample data modeling algorithm
As the AR(P) model supposes the time series with mean 0, the modeling algorithms of the sample data is first to estimate the mean of the time series, then is the sample value minus the estimated value of the mean at the sensor node, that is 0 average processing. The algorithm includes two parts, which is executed in the sink node and in the sensor nodes of the mesh network. The used symbols are given as follows:
M: The number of the sensor nodes involved in the computation within the mesh network. Power i : Residual energy of the node i. N: The total number of samples. N i : The number of samples assigned to the node i. L i : The start time of the designated node i's sampling. μ t : The calculated sample mean at the moment t. T m : The sampling time that the sink node needs to calculate the initial average value. X j : The sampling value at the moment j. P: The orders of AR(P) model. ARA i : The calculated partial value of A r A at the node i in formula 3. ARY i : The calculated partial value of A r Y at the node i in formula 4. A i : The vector A k in formula (3) and (4) at node i. S i : The sum of the sensor node i's sampling value that is used to calculate the average value.
The modeling algorithm of the sample data is designed as follows: Algorithm 1: Modeling algorithm within the wireless sensor networks. Input: N sample data Output: The matrix θ of AR(P) model and the variance δ 2 of the white noise sequence.
1) The sink node performs the following calculations:
//Caculate the average value of the sampling data within T m period and initialize μ t .
//Assign the number of the sampling data according to the sensor node's residual energy and the numbe of the sampling data is at least P+1. Step 1 Calculate the modeling sub-tasks assigned to the sensor node i: Step 2 The sensor node i returns ARA i , ARY i and S i to the sink node and then turns into sleep status;
Step 3 According to the scheduling program, when the sink node sends the parameter matrix the sensor node i will be waked up;
Step 4 The sensor node i calculate and return ε i and
C. Algorithm of sampling and communication scheduling
Through the sample data modeling algorithm, each sink node establishes the AR(P) model on the sampling data of the monitoring target. With the AR(P) model and the user-specified precision the sensor nodes are dynamically woken up to sample and transmit the data so as to minimize the energy consumption. The basic idea of vibration sampling and time scheduling algorithm is given as follows: With the AR(P) model prediction capability, we can predict the future data and dynamically adjust the sampling time interval according to the historical data and the user's precision requirement. If the predicted value can meet the precision requirement, we need not start the actual sampling and data transmission of the sensor nodes and can properly extend the sensor nodes' sleep time [10, 11, 12] . If the prediction error is over the precision range, on the one hand we need the real sampling and data transmission, on the other hand, we must properly adjust the AR(P) model. For AR(P) model, the l-step forward prediction value at the moment t can be calculated by the following formula:
The corresponding 1-α confidence interval is given as follows: According to the above sampling and scheduling model the sampling and scheduling algorithm is designed as follows. In the algorithm, when a sensor node within the mesh network is awakened, it first samples, checks the error between the predicted value calculated by the formula (5) and the current sampling value, and then determines the next sampling time, whether to transmit 
A. The concepts involved
In the wireless sensor networks of vibration, the nodes generally sample and send different types of data with the same fixed period. Data are pooled to the sink node and the related calculations are conducted. If the sensor data change violently and their law can not be forecast in this acquisition strategy, the sink node will receive a lot of duplicate data, with a lot of overhead of the network bandwidth and energy consumption.
In this paper, the data to be sent are divided into two types according to their characteristics: the real-time data and non real-time data. The real-time data and non realtime data are defined as follows:
Real-time data are strictly ensured in the period of the acquisition and transmission. During monitoring realtime vibration data with the wireless sensor networks, the sensor node must get the collected data in each sampling cycle and deliver them to the sink node within the prescribed time, otherwise the useful information will be lost. The feature of such data changing is that the data may change very suddenly and greatly with small inertia. Only if all the collected data are sent to the sink node in time to the best of the wireless sensor networks, the accurate description of monitoring information is not to be lost.
Definition 4.1.2 Non-real-time data
The characteristic of this type of data is the small rate of data change, that is the data change slowly or do not change basically. When special circumstances occur in the control environment, for the non-real-time data, the data change characteristics will change and it is need to send the original non-real time data as the real-time data.
B. Design of data fusion layer
The normal vibration sensor nodes' energy supply and information processing capability are highly limited in the wireless sensor networks of vibration. The sink node as shown in Fig 1 obtained additional supplies of energy with cable connected to the base station and it can also rely on back-end server of the base station to make up for its lack of processing capacity.
At present, the nodes of the wireless sensor networks mostly use the low-power single-chip processor and do not do too much judging and handling of the collected data. The collected data will be only sent to the sink node in a multi-hop manner through the nodes' own wireless communication protocol modules and the data analysis and processing work is completed fully by the Sink node.
The wireless sensor networks can be divided into the sensing application layer [13, 14] and the data communication layer in the logical structure. The sensing application layer implements the sensor data acquisition and sends the collected data to the data communication layer. The data communications layer sends all the data from the sensing application layer to the sink node. The proposed vibration monitoring system based on the wireless sensor networks introduces the data fusion layer to further reduce the data traffic and nodes' energy consumption in the wireless sensor networks to extend the network lifetime.in this paper. Fig 2 shows the logic structure of the wireless sensor networks with the data fusion layer. After the program in the sensing application layer collects the sensor data, it will pass the sensor data to the data infusion layer. In the data fusion layer, nonreal-time data are reduced and ultimately only the realtime sensor data and the changed non-real-time sensor data are sent to the data communication layer. The sink node uses its back-end server to restore a complete change of non-real-time data with the known sampling period and sampling point. With such data collection and transmission strategies we will greatly reduce the data traffic and nodes' energy consumption in the wireless sensor networks to extend the network lifetime.
C. Realization of data fusion algorithm
In the data fusion layer, the reduction processing algorithm of non-real-time data with the petri network [15, 16, 17] is shown in Fig. 3 , in which the state elements set P is shown in Table 1 , transition set T is shown in Table 2 .
The main goals of this paper is to only send the data which can reflect changes of the monitored region by reducing the transmission of unnecessary collected data, which reduces network data traffic and the overall energy consumption of the wireless sensor networks to extend the nodes' survival time. The data reduction target is the non-real-time data. So the last collected non-real-time data β of the same type is temporarily stored in the data fusion layer. Each non-real-time data α to be sent compares with the prior stored and last collected data β and then their difference δ is obtained. When the difference δ of the acquisition is less than the change threshold Δ 1 , it is considered that the data collected and the last collected are the same, there is no need to send it to the sink node and it is not to be sent. When δ is greater than or equal to Δ 2 it means the change rate of monitored data has exceeded non-real-time change threshold and it is needed to send the data with the real-time data processing method.
When the change value of the non-real time data is sent to the sink node with its own recorded sampling period of the non-real-time data in the node, the interpolation and restoration of non-real-time data changes collected in the sensor node are done.
For the sink node, restoring such a non-real-time data is also required to synchronize with the sampling time points of the node in addition to the sampling period. The time synchronization issues discussed in detail are not within the scope of this paper. Therefore in the designed algorithm, the approximate time synchronization is used with an acceptable error. In normal operation of wireless sensor nodes, the sink node receives the sensor data packet information and makes the acquisition time synchronization at the same time.
The synchronization is divided into two specific situations: The first situation, the sink node each time receives the sensor data packets from a sensor node and the sampling time points are synchronized. The second situation, when the monitoring sensor information in the wireless sensor networks has few changes, the sensor nodes send few sensor data packets, which also bring problems: the network itself can not determine the survival of the node. In order to ensure that the node will not become a "dummy node" when monitoring data never changes, the synchronization time-out counter Timer send , and its corresponding threshold T send are set in the node. When Timer send exceeds the threshold T send , the sensor data are forcedly sent a time to synchronize the sampling 
Where, A s denotes the data packet to be sent, a i+1 ～a i+m the collected data of a node at m-consecutive time, a i+1 the benchmark for the similarity judgments. Define each m data as a fusion unit, ε denotes the standard of data similarity verification [18, 19] , ω the size of alarm threshold, f the data fusion algorithm. In addition: Where Num s denotes the times of sending data after the data packet processed in A s , Num the total times of sending data in the sample space. The function g is the aggregation classification algorithm for the data packets in A s , for example, which data packet to be merged and which data packet to be piggybacked. Given any point in the sample space, the sending probability of the data in the fusion unit can be calculated from formula (13) and (15) It can be seen that the sending probability of the point near the mean is smaller than that of the point far from the mean. At the same time the probability of not sending data packet becomes larger with the restriction relaxation of ε, which is fully consistent with the above model and algorithm design requirements. If this algorithm is not used, each packet of data is to be sent and the probability is 1. Using this algorithm, if the sending probability of a point is 0.5, then it can be approximately understood that 50% of the data packets will not be sent in the entire sample, which can save nearly 50% of the sending energy.
V. CONCLUSION
The above method of vibration monitoring based on the wireless sensor networks is a novel method of monitoring. Its main feature is wireless and online. The multi-sink topological structure of WSN can improve the transmission efficiency of multi-hop network to meet the vibration test requirements of low-latency, high frequency sampling and high data throughput, in which only the data which can reflect changes of the monitored region is sent with the reduction of non-real-time data to reduce the transmission of unnecessary collected data, which reduces network data traffic and the overall energy consumption of the wireless sensor networks to extend nodes' survival time. In this paper, the vibration measurement is limited to auxiliaries of rotating machinery in the power plant and it can be gradually applied to the host vibration monitoring after we accumulate some experience. It thus has wide prospects of application.
