In this paper, the results of seasonal modeling of Sokoto monthly average temperature have been obtained using seasonal autoregressive integrated moving average modeling approach. Based on this seasonal modeling analysis, we conclude that , the best seasonal model among the models that are adequate to describe the seasonal dynamics for Sokoto city temperature is SARIMA (3,0,1)(4,1,0) 12, SARIMA (1,0,0)(0,1,1) 12 and SARIMA (4,0,2)(5,1,1) 12 models. These models are the only models that passed all the diagnostic tests and thus it can be used for forecasting at some future time.
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MA (q) Process
The representation, ... 
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In lag notation, (1.07)) can be written as: 2) An ARMA process is said to be invertible if it has an AR representation, while it is said to be covariance stationary if it has an MA representation, that is every AR process is invertible and every MA process is stationary. For ARMA process we normally impose the condition that they are covariance stationary. But most time series data are not stationary. This means that unless we can incorporate the concept of non-stationarity in time series we would not be able to achieve our objective to model such systems. This leads us to ARIMA process. 
should lie outside the unit circle.
ARIMA Process
Most application time series are not stationary. And to model a time series, we normally impose the condition that they are covariance stationary. This means that unless we can incorporate the concept of non-stationarity in time series we would not be able to model such systems. This leads us to ARIMA processes. ARIMA denotes Autoregressive Integrated Moving Average. Or, an ARIMA process is an integrated ARMA process. Here is a class of non-stationary processes which becomes stationary after a finite number of differencing. For such process let d denote that number of terms the process needs to be differenced to become stationary. 
These polynomials are the same as defined in ARMA process. Because of the factor   (Box and Jenkins 1976) , where p denotes the number of autoregressive terms, q denotes the number of moving average terms and d denotes the number of times a series must be differenced to induce stationarity.
P Denotes the number of seasonal autoregressive components, Q denotes the number of seasonal moving average terms and D denotes the number of seasonal differences required to induce stationarity. The seasonal autoregressive integrated moving average model has the following representation:
a is a constant, {e t } is a sequence of uncorrelated normally distributed random variables with the same mean (  ) and the same variance (
L is the lag operator defined by
The selection of the appropriate seasonal ARIMA model for the data is achieved by an iterative procedure based on three steps (Box et al, 1994) . July 2014 , Vol. 4, No. 7 ISSN: 2222 387 www.hrmars.com
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Model Identification
The Model Identification stage enables us to select a subclass of the family of SARIMA models appropriate to represent a time series. This involves stationary transformation, regular differencing, seasonal differencing and the Unit root and Stationarity tests (ADF, KPSS and HYGY).
Stationary transformations:
Our task is to identify if the time series could have been generated by a stationary process. First, we use the time plot of the series to analyze if it is variance stationary. The series departs from this property when the dispersion of the data varies along time. In this case, the stationarity in variance is achieved by applying the appropriate Box-Cox transformation
and as a result, we get the series
In some cases, especially when variability increases with level, such series can be transformed to stabilize the variance before being modeled with the Univariate Box-Jenkins-SARIMA method. A common transformation involves taking the natural logarithms of the original series. The second part is the analysis of the stationarity in mean. The instruments are the time plot, the sample correlograms (ACF and PACF) and the tests for unit roots and stationarity. The path of a nonstationary series usually shows an upward or downward slope or jumps in the level whereas a stationary series moves around a unique level along time. The sample autocorrelations of stationary processes are consistent estimates of the corresponding population coefficients, so the sample correlograms of stationary processes go to zero for moderate lags.
When the series shows nonstationary patterns, we should take first differences and analyze if
is stationary or not in a similar way. This process of taking successive differences will continue until a stationary time series is achieved.
Regular differencing :
To difference a data series, we define a new variable ( W t ) which is the change in t Z from one time period to the next; that is, . If the first differences do not have a constant mean, we might try a new W t , which will be the second differences of t Z , that is:
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in this model the pair of hypothesis 0 :0
is rejected if the t-statistics is smaller than the relevant p-values (critical value).
If =0 (that is, under H 0 ) the series X t has a unit root and is nonstationary, whereas it is regarded as stationary if the null hypothesis is rejected.
(ii) KPSS Test
This test (KPSS) has been proposed by Kwiatkowski et al (1992) 
Model Estimation
The parameters of the selected SARIMA (p, d, q)(P, D, Q) model can be estimated consistently by least-squares or by maximum likelihood estimation methods. Both estimation procedures are based on the computation of the innovations t  from the values of the stationary variable.
Model Diagnostic test
Once we have identified and estimated the SARIMA models, we assess the adequacy of the selected models to the data. This model diagnostic checking step involves both parameter and residual analysis by the use of ACF and PACF residuals plot, Ljung-Box Statistics and Normality test.
If the univeriate modeling procedure is utilized for forecasting purposes then this step can also form an important part of the diagnostic checking. This involves short forecast, middle forecast and long forecast statistics of the fitted models.
Modeling
The focus is to use the seasonal autoregressive integrated moving average (SARIMA) techniques based on Box and Jenkins (1994) methodology to build models (Modelling) for the monthly average temperature of Sokoto city using data set for the period January 1995 to December 2003. The SARIMA model is then used to perform an out of sample forecast for January 2004 to December 2004. The data sets were obtained from the Metrological department, Sokoto State International Air port. July 2014 , Vol. 4, No. 7 ISSN: 2222 390 www.hrmars.com A noticeable feature is the persistent recurrence of the pattern variability in all the periods, suggesting that the series has a pronounced seasonal pattern and hence is not stationary. In this case a formal test has to be carried out to test the presence or absence of seasonal unit root.
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ACF and PACF
Consider the ACF plot of Fig 4. 02 in which the highest spikes always occur at lags 12, 24, 36, etc., this indicates that the series is seasonal with period 12. Also the series is highly autocorrelated and the correlation is very persistent. Since the autocorrelation at seasonal periods are positive we expected that the fitted model should have seasonal autoregressive (SAR) component. On the other hand the PACF shows that the model is a mixed model with both AR and MA components.
Range-mean plot
We observe in the Fig 4. 03 that the ranges are not increasing or do not tend to increase with the means. This means that there is no strong positive relationship between the sample mean and the sample variances for each period in the data. Finally, this indicates that there is no need for a log transformation.
Spectral analysis:
Spectral analysis is a useful frequency domain tool for detecting the existence of periodicity in a time series (Hamilton, 1994) . This can be achieved by plotting the periodogram or spectral density of the series against either period or the frequency. It can be seen in Fig 4. 04 that there is a large-scale component at a frequency of nine cycles, precisely. In this case, there were 108 samples (9 years of data). Therefore, a frequency of nine is nine cycles every 108 months, or one cycles every 12 months (108/9). There is also another spike at a frequency of 18, which corresponds to a period of 6 months (108/18). The frequency spectrum clearly shows that there are both seasonal (12 month) and monthly (6 months) cycles in the sokoto temperature data .the height of the spikes tell you how much each spectral component contribute to the original data.
Unit root test
We use two methods to determine the order of non-seasonal integration of the series: ADF (Augmented Dickey-Fuller) and KPSS tests. The ADF test checks the null hypothesis of unit root against the alternative of stationarity for the data generating process. The KPSS test checks the null hypothesis of stationarity against the alternative of a unit root for the data generating process. The results for the ADF and KPSS tests are in Table 4 .01. At the 5% significant level, the ADF test rejects the null hypothesis of unit root and KPSS test does not rejects the null hypothesis of stationarity. Therefore conclusively the time series does not required nonseasonal differencing.
HYGY Test
The HYGY statistic tests the null hypothesis there is no seasonal unit root against the alternative seasonal unit root. The p-value in table 4.01 is 0.006. Hence the null hypothesis of no seasonal is rejected at 5% significance level, confirming our expectation that the time series is seasonally integrated.
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July 2014 , Vol. 4, No. 7 ISSN: 2222 392 www.hrmars.com For the parameter space p = 0,1,2,…,5; q = 0,1,2,…,4; P = 0,1,2,…,6; Q =0,1,2,…,4, the most parsimonious models given by the two information criteria AIC and BIC using ASTSA are: 1. SARIMA (1, 0, 0)(0,1,1) 12 2. SARIMA (2, 0, 1)(2,1,0) 12 3. SARIMA (2, 0, 2)(3,1,2) 12 4. SARIMA (3, 0, 1)(4,1,0) 12 5. SARIMA (4, 0, 2)(5,1,1) 12
An extension of the search to any wilder parameter space produced the same results. This confirms the optimality of the five models above.
Estimation of Models
The parameter estimation results show that all the models parameters are significant by using their standard error with their P -values. The Table below 
Diagnostic checking
We test whether or not the residuals are generated by a white noise process by using (i) the ACF and PACF plots and using the Ljung-Box test to check whether or not the residuals are uncorrelated, (ii) normal probability plots and the Anderson-Darling test to test the normality of the residuals. Table 3 .03 shows the results for Ljung-Box test, .The tests reveals that only the residuals for the models SARIMA (2,0,1)(2,1,0)12 and SARIMA (2,0,2)(3,1,2)12 are not uncorrelated, using the 5% significance level; these two cases are identified by the symbol *. The results for the normality test are in Table 3 .04.The residuals of the entire five models pass the normality test.
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Conclusion
This paper has considered the seasonal autoregressive integrated moving average (SARIMA) modeling of Sokoto monthly average temperature. Five seasonal models were chosen, by using model selection criteria. Only three models have passed the diagnostic test while the rest failed one or more of the tests. Therefore conclusively, the best seasonal model among the models that are adequate to describe the seasonal dynamics for Sokoto city temperature is SARIMA (3,0,1)(4,1,0) 12, SARIMA (1,0,0)(0,1,1) 12 and SARIMA (4,0,2)(5,1,1) 12 models.
