Abstract. We use the Calerkin and compactness method in appropriate weighted Sobolev spaces to prove the existence of a unique weak solution of the nonlinear boundary valued problem
Introduction
We consider the nonlinear boundary value problem 
---M(x,u'(x)) + f(x,u(x)) = F(x)
(
M(1, u'(1)) + h(u(1)) =0
where -y> 0 and p > 2 are given constants f, F, h are given functions N. T. Long et at.
M : (0, 11 x R -f R satisfies the Carathodory condition and is monotonically increasing with respect to the second variable. is related to the buckling of a nonlinear elastic bar with specific weight Yo immersed in a fluid with specific weight yi that Tucsnak [1] has constructed in the case of
In the case of -y 0 the problem id ---M(x,u'(x)) + f(x,u(x)) = F(x)
where A > 0 is a constant, g and G are given functions with some mechanical meaning, and u(x) is the angle between the tangent of the bar in the buckled state of a point with curvilinear abscissa x and vertical axis Oy. Then, in the case of g = const and M(x, u') = M(u') being monotonically increasing and sufficiently smooth Tucsnak has studied the bifurcation of integral equations equivalent to problems (1.1) and (1.2) depending on a parameter A. We note that problem (1.1) with -y = 0 and u'M(x,u') ^! C i Ju (p > 1,C1 > 0) independent of x had been considered in [2] . In [6] problem (1.1) with p = 2, M(x, u') = x with -y > 0 and the boundary condition u'(l) + h i u(1) = h 2 with given constants h 1 > 0 and h 2 has been studied. At least, in [3, 4] the nonlinear Bessel differential equation
has been studied. In this paper we use the Galerkin and compactness method in appropriate weighted Sobolev spaces to prove the existence of a unique weak solution of problem (1.1). The results obtained here generalize those of [1 -4, 61. 
Preliminary results, notations, function spaces
Put f = (0,1) and p' = P P 1 . We omit the definitions of the usual function spaces
C m () , L(Q), H-() and W m P(cl). We denote by LP(Q)
L the class of all measurable functions u defined on Q for which <00 (1 p < 00) (2.1) where We denote by
the real Banach space with respect to the norm
(1 p < no)
with derivatives in the sense of distributions [8] . In defining the function space W"(i) with weight x 1 , we can also define W P () as the completion of the space
with respect to the norm II ll',p, (see Adams [81) . The following imbedding inequality will be used in the sequence. 
where K1 = t.yi
Proof. (I) Integrating by parts in the following integral, we get
where by using the Holder inequality 
where by using the Holder inequality the later integral in the right-hand side is estimated as
Taking together we deduce that
We again use the HOlder inequality with c = 1 to get from (2.5) that
Hence (2.2) 3 is proved.
(iv) Let p> 2 -and p> 1. We have from (2.2) 3 that
On the other hand, using the HOlder inequality we obtain the inequalities
Hence, Taking together we deduce that
Inverting the variables of integration x and y in the last integral we estimate that integral as 
Theorem on existence and uniqueness
We assume that p ^! 2 and formulate the hypotheses The weak solution of problem (1.1) is formed from the following variational
Remark 4. By (2.13), the terms u(1) and v(1) appearing in (3.2) are defined for every u,v E V. We obtain (3.2) by formally multiplying both sides of (1.1) by xv E V and then integrating by parts when taking conditions (1.1) 2 ,3 , (2.10) and hypothesis (M3).
Then we have the following
Theorem 1. Let FE V' and let hypotheses (M 1 ) -(M 4 ), (F 1 ) -(F3 ) and (H 1 ) hold.

Them the variational problem (3.2) has a solution. Furthermore, if M(x, .), f(x, .), h are non-decreasing, i.e. (M(x,y) -M(x,y))(y -0 >0) (f(x.y)-f(x,y))(y-y)>0 (3.3) (h(y)-h())(y-y) >0J
for all y, E R and a. e. x E ci where two of the three inequalities above are strict in the case y , then the solution is unique.
On the other hand, uniqueness of the solution also holds if condition (3.3) is replaced by the hypothesis (A 1 ) There exist constants C6 ,C71 C8 >0 with 0< C 1 < min {Cs, -} such that (i) (M(x,y) -M(x,ij))(y -) ^! C6xy -(ii) (f (X, y) -f(x, )) (y C7 I!i YI' (iii) (h(y) -h())(y -) CsIy -
for all y,y E R and a.e. x E ci.
Proof. Since V is separable there exists a sequence of linear independent elements {w} which is total in V. We find Urn under the form Urn = 11 cmj wj (3.4) where cmj satisfy the nonlinear equation system 
M(x,u(x))u(x)dx + h(Um(1))um(1) + (f(x,um(X)),m) = (F,tLm) (3.6)
By using hypotheses (M 2 ), (F2 ), (H 1 ) and (2.9), (3.1) we obtain
where Co -min{CiC5}
1+K1
Using the Holder inequality - where C is a constant independent of rn. From hypothesis (M 3 ) and (3.10) it follows that
On the other hand, it follows from hypothesis (F 3 ) and (3.10) that
where C is a constant independent of in. By means of (3.10), (3.11) 
On the other hand, it follows from hypothesis (F 1 ) and (3.13) 2 that
We shall need the following lemma, the proof of which can be found in [9] .
such that Gm -C ac. in 9 and II G m11Z,4( Q ) < C, with C being a constant independent Of M. Then Cm -C weakly in 117(Q).
Applying Lemma 3.1 with
we deduce from (3.12) and (3.15) that Xf(X,Um) -* xf (x,u) weakly in Lv' .
(3.16) If we pass to the limit in equation (3.5) we find without difficulty from (3.13) 3 , (3.14)2 and (3.16) that u satisfies the equation
for all u E V. So we shall prove the existence of the solution of the variational problem (3.2) if we show that x = xM(x,u'). From (3.4) and (3.5) we can deduce
By using (3.13)1,2, (3.14), (3.16 ) and (3.17) and passing to the limit in (3.18) as ni +oo we have
We deduce from (3.13) 1 ,3 and (3.19 ) that
for all 9 E L. Using the monotonicity property of M, we obtain
Jo for all 9 E L. If we choose here 9 = u' -Aw with A > 0 and w E L and let Awe easily deduce that x = xM (x,u') and the existence proof is completed.
To prove uniqueness let u and v be two solutions of the variational problem (3.2). Then w = u -v satisfies the equality
If ( In fact, from hypotheses (M 2 ), (F2 '), (H 1 ) and (3.1), (3.6) we can obtain the following inequality similar to (3.7) Choosing C such that 0 < C3 < C < min {C5, Hence, we obtain (3.10).
Remark 7. In Theorem 1 hypotheses (M 2 ), (M4 ), (F), (H 1 ) are implied by hypothesis (A 1 ). Indeed, it follows from (A 1 ) that
where
5--p h(0) -
From the condition 0 < C7 < min {C8 ,'} we obtain the condition 0 < C3 < min {C5 , i.} with e >0 sufficiently small. We then have the following Remark 8. Theorem 2 still holds if hypothesis (A 1 ) is implied by the following hypothesis (A 2 ) There exist constants C6 , C7 , C8 with 0 < C8 <. mini C6, C7 ) such that, for ally, ER and a.e. x Q.
(i) (M(x,y) -M(x,))(y -) 2 C6 x I y -(ii) (f(x, y) -f(x, ))(y -) 2 C71 y -(iii) (h(y) -h())(y -) 2 -Csly -V.
In fact, from (3.1), (3. for all E > 0 where 
