Orifice-to-orifice inconsistencies in data acquired with an electronically-scanned pressure system at the beginning of a wind tunnel experiment forced modifications to the standard, instrument calibration procedures. These modifications included a large increase in the number of calibration points which would allow a critical examination of the calibration curve-fit process, and a subsequent post-test reduction of the pressure data.
Abstract
Orifice-to-orifice inconsistencies in data acquired with an electronically-scanned pressure system at the beginning of a wind tunnel experiment forced modifications to the standard, instrument calibration procedures. These modifications included a large increase in the number of calibration points which would allow a critical examination of the calibration curve-fit process, and a subsequent post-test reduction of the pressure data.
Evaluation of these data has resulted in an improved functional representation of the pressure-voltage signature for electronically-scanned pressures sensors, which can reduce the errors due to calibration curve fit to under 0.10 percent of reading compared to the manufacturer specified 0.10 percent of full scale. Application of the improved calibration function allows a more rational selection of the calibration set-point pressures. These pressures should be adjusted to achieve a voltage output which matches the physical shape of the pressure-voltage signature of the sensor. This process is conducted in lieu of the more traditional approach where a calibration pressure is specified and the resulting sensor voltage is recorded.
The fifteen calibrations acquired over the two-week duration of the wind tunnel test were further used to perform a preliminary, statistical assessment of the variation in the calibration process. The results allowed the estimation of the bias uncertainty for a single instrument calibration; and, they form the precursor for more extensive and more controlled studies in the laboratory. by the engine exit-plane pressure, p4, are shown in Figure 1 . Additionally, because the maximum freestream static pressure is on the order of 0.3 psi, the closest, logical reference pressure for the instrumentation is vacuum, which means that differential pressure gages must be used in the absolute sense by evacuating the reference side of the gage. Because the engine exhaustplane pressure and tunnel test conditions were varied widely, pressures on the nozzle at a fixed model station also varied widely; in many cases these pressures were outside the central portion of the sensor range, nominally 15-to 85-percent of full scale, where the most accurate measurements are typically achieved.
In some cases the test conditions were such that the pressure at given orifice might drop below the 15-percent "limit" and exceed the 85-percent "limit" during the same wind tunnel run. The new pressure system was also required to measure nozzle pressures on the unpowered model where values near freestream were realized on all orifices simultaneously; thus, large range sensors were required to resolve small pressures. It is important to note that it was not feasible to modify the pressure orifice hookup between wind tunnel runs to more appropriately match measurement requirements with sensor capabilities because of the complexity of the model buildup and time restrictions imposed by the facility test schedule.
As a routine part of the initial setup and system checkout, the wind tunnel was evacuated to low pressure and data were Px recorded in a "wind-off" mode on all model p pressure orifices.
Significant, inconsistent, p4 orifice-to-orifice pressure variations which could Q not be resolved by "tuning" the measurement t system were revealed in these data. 
Standard ESP Calibration Methods
The most crucial portion of any measurement process is the calibration of the instrumentation.
Generally, the quality of the calibration is only as good as the functional representation of the physical process being modeled; in the case of the ESP, this physical process is represented by the pressure-voltage signature of the sensor.
Typical calibration data are shown in Figure 2a for three ports, each from different ESP modules. The pressure data, p, are plotted on a linear scale for variations in output voltage, V.
The port identification nomenclature is a single digit for the module combined with two digits for the port; for example, port 624 represents module 6, port 24. Also shown in the inset is an expansion of the pressure region from 0 psi to 2 psi. Several observations can be made directly for all modules: first, away from zero pressure, the pressure-voltage signature is extremely linear; second, there appears to be significant nonlinearity near zero pressure; and, finally, there is a large variation in the zero-pressure offset value of the sensor. Offset results from the other ports on a given module are randomly dispersed between the limits presented. 
Polynomial-Fitting Method
The standard, supplied method of representing an ESP pressure-voltage signature is to fit an n-1 order curve through n data points. Typically, the pressure data points are selected to cover the minimum and maximum expected values, and, then, equally spaced intervals are created within this range. Figure 3a presents the linear fit using just the two end points. In this case, using the data extremes will bias the calibration curve such that it consistently underestimates intermediate pressures.
Residual errors (RE) in the lowpressure region peak at values near 0.15 psi while peak percent-reading errors (PRE) lie in the 30-50 percent range for all modules. Additionally, any extrapolation of the calibration results toward zero pressure would be erroneous because the linear curve doesn't properly capture the roll off.
A higher-order, parabolic representation is obtained by using a 3-point approximation and the results are shown in Figure 3b . Even though the data and the curve fit are in better agreement, the 2.5-psi module (for example) has a significant discrepancy of 0.05 psi at 1.5 volts (corresponding to 0.7 psi). This discrepancy exceeds the 0.0025 psi full-scale accuracy of the 2.5-psi module at 30 percent of the module range. Figure 3c presents a cubic fit of the data (4 points) which, again, offers little improvement to the calibration, and, in fact, shows a definite non-physical curvature within the range of the 0.36-psi data. Peak PRE values remain in the 8-45 percent range, and PRE is decreased for the 0.36-psi modules only because the calibration curve is fitting error due to smaller numbers of available calibration pressures.
The "best-fit" capability of the System 8400 is with five points which yields a quartic polynomial as shown in Figure 3d . Errors in the high pressure regions have been significantly reduced due to fitting more data points; however, unacceptably large errors (40-percent PRE) still exist in the low-pressure regions. The curves are standard 5-point (quartic) fits for port 16 on a 2.5-psi and port 16 on a 0.36-psi module.
The open symbols represent all calibration data while the filled symbols are the data used to fit the curve.
In the top case, large differences are visible between the calibration curve and the calibration points at the "error station" immediately to the left of the position labeled "Cal Set Point".
In the bottom case, the "Cal Set Point" station has been interchanged with the "error station" and error is re-distributed to the right of the of "Cal Set Point". Additionally, the curves beyond the calibration range show very different, non-physical behavior.
In other words, for the standard method, a judicious placement of the calibration data points is required to minimize the curve fitting error, as is an appropriate selection of the order of the fitting polynomial.
It is important to note that the pressure-voltage signature for each sensor is unique and the best selection of calibration pressures will, therefore, also be unique and possibly vary from port to port.
Polynomial Fit Using Method of Least Squares
The method of least squares (MLS) was applied to the entire calibration data set (1) to minimize the "engineering-judgment" effects of calibration data point selection and (2) to obtain a rational definition of the fitting coefficients which allows for random error in the measurement process.
The results using the calibration data of Figure 3 are shown in Figure  5 for linear (Fig. 5a) (1)
where
The Vo is the sensor voltage at zero pressure and a_, b, and cj are fitting coefficients. General properties of this function include:
(1) As Z becomes large, the coefficients b and cj dominate and a near-linear relationship may be retained for small n; and, (2) As Z approaches zero, the coefficient a_ dominates and the low-voltage nonlinearity in the pressure signature (see Fig. 2a) figure 2a show a distinctly linear trend as voltage becomes large, the value of n was specified as 2 to capture any existing nonlinearity. Trial and error solutions showed it sufficient to specify m as 3.
The resulting specific calibration function is written as
Because absolute zero pressure can never be obtained when the ESP modules are used as absolute gages, the true value of V0 will never be realized in practice. Therefore, Vo must be determined as part of the solution process, resulting in an =apparent" zero-pressure value.
The fitting function coefficients A1, A2, As, and A4, and the zero-pressure voltage Vo are iteratively determined in the following manner. First, the minimum voltage measured during the calibration is selected as the initial value of V0 and used to compute a first estimate for Z for each calibration pressure.
The coefficients are determined using MLS (Press, et al. 1990 ) and used to evaluate the standard error of the calibration data about this candidate fitting curve.
At this point, a new value of V0 is selected and the process is repeated until minimum standard error convergence is obtained.
(Note that Z can never assume a negative value.) For ESP modules used as differential gages, the value of V0 can be measured directly by unloading the sensor (i.e. venting both sides of the sensor to atmosphere), allowing Z to be computed directly. Separate calibrations for positive and negative values of Z may then be conducted, and positive-side and negative-side calibration coefficients may be iteratively obtained by using the absolute values of the calibration pressures and of Z.
Results of the fitting process applied to the improved calibration function are shown in Table 2 An additional indication of the goodness of the improved curve fit can be observed by examing the small size of the percent-full-scale error, defined as curve-fit standard error (SE) normalized by the full-scale module range, which is under 0.1%.
As previously demonstrated, this percent-full-scale error can be stated equally well as a percent-ofreading error.
Several
properties of the present function can be observed by examining the equation, the results of Figure 6 , and the values in Table 2 . First,in direct contrastto results presentedfor the other methods,this function properlycapturesthe physical shape over all module rangestested, especially in the lowpressure kneeregion about Z=0.5 volt. As a result, residual errors in pressure in both the absolute sense and as a percent of reading are very small compared to other methods across the entire pressure range of all modules tested. For large Z, the equation is a low-order, nearlylinear polynomial which allows a rational extrapolation toward the upper voltage limit of the sensor. For small Z, the equation reduces to a low-order root expansion which, again, allows a rational and consistent extrapolation toward the "apparent" zero-pressure value.
Residual Error Assessment
Residual errors (RE) are used to assess the calibration-method consistency for other sensor ports within a pressure range and when compared to other ranges.
Residual errors for all ports obtained for a single calibration are presented in Figure 7 . The RE distributions are similarly biased in both magnitude and direction for each range which implies similarity of all calibrations (note that RE values are plotted for three 0.36-psi modules and two 15-psi modules). Though not randomly distributed as ideally required by MLS theory, inclusion of higher-order calibration terms in the functional representation is unwarranted for the present case because immediately away from the origin RE are within the measurement accuracy of the calibration-pressure working standard.
Effect of Calibration Data Distribution
The sensitivity effects of the number of calibration pressures and their distribution on the calibration curve fit are plotted in Figure 8  for Table 3 for the cases plotted in Figure 8 . Reducing the number of calibration pressures has little effect on the standard error until five points is reached.
At this point, few degrees freedom exist so little variability is allowed; therefore, standard error is driven close to zero. The apparent zero-pressure voltage is virtually unaffected and varies only 0.00006 volts from minimum to maximum. Coefficients A1, A2, A3, and A4 have only a small variation with the largest variations appearing in A1 and A2 as expected.
This insensitivity to number of points and location is a further indication that the physics (though empirically derived) are properly modeled with this mathematical representation.
Recommended Calibration Technique
The typical calibration philosophy is to prescribe a schedule of calibration pressures, record the resulting sensor voltage output, and curve fit these data with a standard polynomial. (6) where X is the mean value of the X_ taken over n repeats.
For a series of measured data values, Y, at independent variable X, the approximating functional variation, }3, through these values is given by
where f is the linear combination of the functions gj. The coefficients ai are, typically, determined in a =best-fit" sense using techniques such as the Method of Least Squares (Brownlee 1965) which minimize the data scatter about the approximating function };(X), usually by assuming a normal or Gaussian distribution. A polynomial is an example of a function f where the_ql, g2, g3.... functions would be given by 1, x, x-..... respectively.
Many measures of =curve-fit goodness" are available. One is given by the standard error defined as (8) where Yi is the measured data value and ]3 is the approximated value at Xi. The number of degrees of freedom is given by the difference between the number of data values, n, and the number of coefficients, k.
The number of degrees of freedom is important for flexibility in mathematically =fairing" the curve through the data trend, in contrast to "fitting" the curve through the data value. Another measure of goodness is given by the confidence interval, CI, which defines an uncertainty band at a specified level of confidence about the curve }? and within which the true value is predicted to lie. Following the nomenclature of Wahls, et al. (1995) , confidence interval at the point Xo is defined as
where t_/2,vis the value of the student's t distribution at the oc confidence level for v =n-k degrees of freedom.
The term Q(Xo) is a weighting function based on data density and is defined as
is a matrix of the gj functions of equation (7), and the transpose of G evaluated at Xo is given by Gor = [g,(Xo),g2,(Xo),g3(Xo) ...
.. gk (Xo)]_xk (12)
A final, necessary, statistical concept is that of the prediction interval, PI. A prediction interval is the uncertainty band about the curve }; within which a future value or measurement is projected to lie based on available (historical) results and assuming the measurement process is unchanged.
Prediction interval is defined as
It is important to note that through Q the CI and PI are functions of the data density; therefore, they will generally have a narrower band in those regions where data density is the greatest since curve fits are generally more accurate there. The band will expand near the extremes where fewer data points usually exist. For the present paper, all uncertainties are taken at the 95% confidence level.
Coefficient Averages and Standard Deviations
The coefficient averages and standard deviations for each module for a single calibration are presented in Table  4 
Calibration Curve and Coefficient Variability
An example of the calibration-tocalibration variability is given in Figure 9 for the 15 separate ESP calibrations for port 16 from the 2.5-psi module.
Fourteen calibrations for this port are contained within a tight band. These fourteen calibrations were obtained for a stable hardware configuration.
The outlying, initial curve was obtained prior to a System 8400 hardware modification and demonstrates an effect of changing the measurement process. This outlying curve also demonstrates the need for end-to-end system characterization, calibration, and configuration control.
Generally, the fourteen calibration curves are similar; however, the expanded scale shows visible variation occurring among the curves in the knee region below Z=I.0 volt. Control charts representing the historical variation of the curve coefficients are given in Figure 10 . Generally, the coefficients contain only small variation between successive cases with the most significant difference occurring for the initial case. The relative invariance of V0 for the larger range modules (Fig. 10a) is indicative of the general stability of the environmental temperature. Increased V0 variability is expected and is visible for the 0.36-psi modules because the calibration pressure points are fewer and more evenly distributed over the module range compared to the dense data distribution at low pressures for the higher range modules (see Figure 2 ).
Calibration curve variational trends for the different pressure modules
were further examined by subtracting a reference calibration for each module from the other calibrations of the same module. The resultingincrementalpressure expression
was evaluated at Z=2 volts using calibration 7 as the reference, and the results are plotted in Figure 11 .
This incremental representation collapses the calibrations and it displays an obvious wavy trend in the calibration history. Because all modules are affected similarly, the cause of the trend is independent of the module and must be the result some external influence. The exact reason for this variation is unknown; however, part of the shift is believed to be the result of a drifting zero setting on the calibration-pressure working standard. If this is indeed the case, the reference standard would have a potential full-scale root-mean-square error (including transducer uncertainty plus zero-drift uncertainty) of -1"[(0.01)2+(0.01)211r2=--0.014% or _+0.0071 psi. This would be particularly significant at the smallest pressures where it would translate into uncertainties in the A1 and A2 coefficients, which would most affect the calibration-curve knee region.
Estimate of Calibration Curve Uncertainty
Any constant, unknown shift in the data for a single calibration caused by an external error source (ex. erroneous zero setting on the pressure standard)
is a bias error which, if uncorrected, becomes encapsulated in the final data. If these bias errors randomly vary between calibrations, then they become part of the measurement imprecision for the entire test. This calibration imprecision can be analyzed by examining the variability of the aggregate calibration data set, which will yield a estimate of the bias uncertainty for a single calibration. Random variation has been demonstrated for the present calibration curves (see Figure 11) , and sufficient data are available (fourteen process-stable calibrations) for statistical assessment of the bias as follows.
First, the individual, previously-determined, apparent zero-pressure voltages are subtracted from each data set and the data are, then, grouped into a single aggregate. Finally, the improved calibration curve (equation 3) is generated for this aggregate data set, and, Cl and PI statistics (eqns. 9 and 13, respectively) are determined. 
Estimate of Pressure Uncertainty
Uncertainties due to temperature variations are considered negligible because:
(1) the ESP modules were calibrated prior to each run which removes the first order effect of module temperature variation, (2) the ESP modules are mounted in the injection chamber beneath the wind tunnel, which is isolated from the high-temperature stream by a solid floor plate, (3) the ESP modules were insulated and stable temperatures were recorded on the external surface of the module case during each run, and (4) the relative invariance of the Vo presented in Figure 10a , particularly for the larger range modules, does not imply any significant temperatures excursions.
Back-to-back repeat calibrations required to assess uncertainties due to shortterm randomness in the pressure were not acquired.
However, as per Table  1 , the manufacturer specifications for these instruments are 0.1% FS for modules in the range of 0.36 psi to 2.5 psi and 0.05% FS for modules in the range of 5 psi to 15 psi.
Uncertainties due to calibration curve fit have been identified herein to be 0.1% of reading or less.
An estimate of the bias error from all external sources has been shown to be four times the manufacturer specified level of 0.01% FS for the calibration standard. This error is a constant _+0.02 psi for all ESP modules.
The most likely error source is an erroneous zero setting on the reference standard.
For pressure data acquired using the present ESP calibration data, these estimates yield bias and precision uncertainties of
and,
where pFs is the full-scale range of the ESP module under consideration.
Concluding Remarks
Pressure measurement inconsistencies which occurred during the conduct of a wind tunnel experiment prompted a critical examination of the calibration process and the mathematical relationship used to model the pressure-voltage signature of an electronicallyscanned pressure system. This examination revealed deficiencies and inadequacies with the current calibration techniques. Specifically, the standard 3-point parabolic-fit and 5-point quartic-fit calibration methods are insufficient in that (1) they do not capture the low-pressure variation of the sensor, and (2) .,0, 
