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We study the Casimir-Polder interaction at finite temperatures between a polarizable small,
anisotropic particle and a non-planar surface using a derivative expansion. We obtain the lead-
ing and the next-to-leading curvature corrections to the interaction for low and high temperatures.
Explicit results are provided for the retarded limit in the presence of a perfectly conducting surface.
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I. INTRODUCTION
Dispersion forces, i.e., long-range forces between polar-
izable bodies originating from quantum and thermal fluc-
tuations of the electromagnetic (em) field, still constitute
a very active field of research thanks to modern exper-
imental techniques, which allow to observe these forces
with unprecedented precision. Despite the similarity of
the underlying physical mechanisms, dispersion forces are
customarily denoted by different names (van der Waals,
London, Casimir-Polder), depending on the size of the
involved bodies and the separation scales. For reviews
on dispersion forces, see [4–6]. In what follows we shall
use the abbreviations PP and PS to denote in general
the dispersion interaction of a small anisotropic particle
(including atoms and molecules), with another particle
or with a surface, respectively, while the abbreviation SS
shall denote the interaction among two surfaces.
Among the three above manifestations of dispersion
forces, PP forces are by far the simplest, because at sep-
arations that are large compared to their sizes, small di-
electric particles can be modelled as simple dipoles. The
situation gets much more complicated however when one
or two macroscopic surfaces are involved, as it happens
in the PS and in the SS cases respectivley, for then the
characteristic many-body nature of dispersion forces en-
tailed by their long-range character makes it very diffi-
cult to compute the interaction as soon as one (or two)
non-planar surfaces are involved. Recent advances in Mi-
cro and Nano-Electro-Mechanical Systems prompted a
strong interest in the study of geometry effects on disper-
sion forces. In the PS case, which is the specific object
of this paper, geometry effects are important for devices
used to trap atoms or molecules close a surface. For a re-
view of recent experiments involving the CP interaction
of atoms with microstructured surfaces, see [7–10].
Due to the difficulty of the problem, theoretical investi-
gations of the PS interaction for non planar surfaces have
been carried out only for a few specific geometries. The
example of a uniaxially corrugated surface was studied
numerically in Ref. [11] within a toy scalar field theory,
while a rectangular dielectric gratings were considered in
Ref. [12]. In Refs. [13, 14] analytical results were ob-
tained for the case of a perfectly conducting cylinder.
A perturbative approach is presented in [15], where sur-
faces with smooth corrugations of any shape, but with
small amplitude, were studied. The validity of the lat-
ter is restricted to particle-surface separations that are
much larger than the corrugation amplitude. An alter-
native approach that becomes exact in the opposite limit
of small particle-surface distances, was recently proposed
in [17]. It is based on a systematic derivative expansion
of the PS potential, that generalizes an analogous expan-
sion which was successfully used [18–20] to study the
Casimir interaction between two non-planar surfaces. It
has also been applied to other problems involving short
range interactions between surfaces, like radiative heat
transfer [21] and stray electrostatic forces between con-
ductors [22]. From this expansion it was possible to ob-
tain the leading and the next-to-leading curvature cor-
rections to the PS interaction.
In current CP experiments, it is often of interest to
understand how the atom-surface interaction is modified
by the temperature of the surface and/or of the envi-
ronment. The temperature dependence of the CP in-
teraction has been first demonstrated in the experiment
[23] involving a magnetically trapped 87Rb Bose-Einstein
condensate placed at a distance of a few microns from a
heated fused silica substrate. Another very recent ex-
periment [24] probed the thermal CP potential between
Cs∗(7D3/2) atoms and a hot sapphire substrate at a dis-
tance around 100 nm, in the temperature range from 500
to 1,000 K, paving the way to the control of atom-surface
interactions by thermal fields. Temperature corrections
to the PS potential for planar surfaces have been stud-
ied before by several authors [25–39], both at equilibrium
and out of equilibrium. For non-planar surfaces, the only
study known to us is [40], where the thermal PS poten-
tial for a particle near a microsphere has been studied
using a multipole expansion. In this paper we use the
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2FIG. 1: Coordinates parametrizing a configuration consisting
of a small particle near a gently curved surface.
derivative expansion developed in [17] to study the inter-
play of curvature and temperature in the PS potential of
an anisotropic small particle in thermal equilibrium with
a gently curved surface of any shape. For simplicity we
consider here the idealized case of a perfectly conducting
surface, and we postpone the study of dielectric surfaces
to a future work.
The paper is organized as follows. In Sec. II we de-
rive the general structure of the derivative expansion at
finite temperature for an arbitrary material surface, and
simplify the results for a perfectly conducting surface. In
Sec. III curvature corrections for the retarded Casimir-
Polder interaction are computed for an anisotropic parti-
cle in a small temperature expansion and in the classical
high temperature limit. Implications and possible exten-
sions of our results are discussed in Sec. IV.
II. DERIVATIVE EXPANSION OF THE
PARTICLE-SURFACE POTENTIAL
We consider a particle (an ‘atom,’ a molecule, or any
polarizable micro-particle) that is in thermal equilibrium
with a dielectric surface S at temperature T . We assume
that the particle is small enough (compared to the scale of
its separation d to the surface), such that its response to
em fields is fully described by the dynamic electric dipolar
polarizability tensor αµν(ω). (We assume for simplicity
that the particle has a negligible magnetic polarizability,
as is usually the case). Let Σ1 be the plane through the
particle which is orthogonal to the distance vector (which
we take to be the zˆ axis) connecting the particle to the
point P of S closest to the particle. We assume that the
surface S is characterized by a smooth profile z = H(x),
where x = (x, y) is the vector spanning Σ1, with origin at
the particle’s position (see Fig. 1). In what follows greek
indices µ, ν, . . . label all coordinates (x, y, z), while latin
indices i, j, k . . . refer to (x, y) coordinates in the plane
Σ1. Throughout we adopt the convention that repeated
indices are summed over.
The exact interaction potential at finite temperature
T is given by the scattering formula [41, 42]
U = −kBT
∞∑′
n=0
Tr [T(S)UT(A)U](κn) . (1)
Here T(S) and T(A) denote, respectively, the T-operators
of the plate S and the particle, evaluated at the Matsub-
ara wave numbers κn = 2pinkBT/(~c), and the primed
sum indicates that the n = 0 term carries weight 1/2.
In a plane-wave basis |k, Q〉 [44] where k is the in-plane
wave-vector, and Q = E,M denotes respectively electric
(transverse magnetic) and magnetic (transverse electric)
modes, the translation operator U in Eq. (1) is diagonal
with matrix elements e−dq where q =
√
k2 + κ2n ≡ q(k),
k = |k|. The matrix elements of the T-operator for the
small particle in the dipole approximation are
T (A)QQ′(k,k′) = −
2piκ2n√
qq′
e
(+)
Qµ (k)αµν(icκn)e
(−)
Q′ν(k
′) , (2)
where q′ = q(k′), e(±)M (k) = zˆ × kˆ and e(±)E (k) =
−1/κn(ikzˆ± qkˆ), with kˆ = k/k. There are no analytical
formulae for the elements of the T-operator of a curved
plate T(S), and its computation is in general quite chal-
lenging, even numerically. However, it has been shown
in Ref. [17] that at T = 0 and in the classical limit for
any smooth surface it is possible to compute the leading
curvature corrections to the potential in the experimen-
tally relevant limit of small separations. The key idea is
that the PS interaction falls off rapidly with separation,
and it is thus reasonable to expect that the potential U is
mainly determined by the geometry of the surface S in a
small neighborhood of the point P of S which is closest to
the particle. This physically plausible idea suggests that
for small separations d the potential U can be expanded
as a series expansion in an increasing number of deriva-
tives of the height profile H, evaluated at the particles’s
position. Here we extend this idea to compute thermal
corrections to the potential at small separations. Up to
fourth order, and assuming that the surface is homoge-
neous and isotropic, the most general expression which
is invariant under rotations of the (x, y) coordinates, and
that involves at most four derivatives of H (but no first
derivatives since ∇H(0) = 0) can be expressed (up to
O(d−1)) in the form
U = −kBT
d3
∞∑′
n=0
{
β
(0)
1 α⊥ + β
(0)
2 αzz + d×
[
(β
(2)
1 α⊥ + β
(2)
2 αzz)∇2H + β(2)3
(
∂i∂jH − 1
2
∇2Hδij
)
αij
]
+ d2× (3)[
β(3)αzi∂i∇2H+(∇2H)2(β(4)1 α⊥+ β(4)2 αzz) + (∂i∂jH)2(β(4)3 α⊥+ β(4)4 αzz) + β(4)5 ∇2H
(
∂i∂jH − 1
2
∇2Hδij
)
αij
]}
,
3p q ×e−2ξ ×Ei(2ξ)
0 1 1
8
(1 + 2ξ + 4ξ2) 0
2 1
4
(1 + 2ξ) 0
2 1 − 1
32
(3 + 6ξ + 6ξ2 + 4ξ3) − ξ4
4
2 − 1
16
(1 + 2ξ − 2ξ2 + 4ξ3) ξ2
(
1− ξ2
2
)
3 − 1
32
(3 + 6ξ + 2ξ2 − 4ξ3) ξ4
4
3 1
32
(1 + 2ξ − 2ξ2 + 4ξ3) − ξ2
4
(2− ξ2)
4 1 1
384
(3 + 6ξ + 15ξ2 + 22ξ3 + 2ξ4 − 4ξ5) ξ4
48
(6− ξ2)
2 − 1
960
(15 + 542ξ + 259ξ2 − 546ξ3 − 14ξ4 + 28ξ5) −ξ2(2− 7ξ2
6
+ 7ξ
4
120
)
3 1
192
(15 + 30ξ − 9ξ2 + 70ξ3 + 2ξ4 − 4ξ5) ξ4
24
(18− ξ2)
4 1
480
(45 + 218ξ − 59ξ2 + 146ξ3 + 14ξ4 − 28ξ5) ξ4
60
(40− 7ξ2)
5 1
96
(9 + 18ξ − 27ξ2 + 50ξ3 − 2ξ4 + 4ξ5) ξ4
(
1 + ξ
2
12
)
TABLE I: The coefficients β
(p)
q (ξ) are obtained by multiplying the third column by e
−2ξ, and adding the fourth column times
Ei(2ξ) = − ∫∞
2ξ
dt exp(−t)/t.
where α⊥ = αxx + αyy, and it is understood that all
derivatives of H(x) are evaluated at the atom’s position,
i.e., for x = 0. The Matsubara sum runs now over the
rescaled wave numbers ξn = κnd at which the dimen-
sionless coefficient functions β
(p)
p (ξ) are evaluated. For a
general dielectric surface these functions depend also on
any other dimensionless ratio of frequencies characteriz-
ing the material of the surface. The derivative expansion
in Eq. (3) can be formally obtained by a re-summation of
the perturbative series for the potential for small in-plane
momenta k [17]. We note that there are additional terms
involving four derivatives of H which, however, yield con-
tributions ∼ 1/d (as do terms involving five derivatives
of H) and are hence neglected.
The coefficients β
(p)
q in Eq. (3) can be extracted from
the perturbative series of the potential U , carried to sec-
ond order in the deformation h(x), which in turn involves
an expansion of the T-operator of the surface S to the
same order. The latter expansion was worked out in
Ref. [43] for a dielectric surface characterized by a fre-
quency dependent permittvity (ω). It reads
T (S)QQ′(k,k′) = (2pi)2δ(2)(k− k′) δQQ′ r(S)Q (icκn,k)
+
√
q q′
[
−2BQQ′(k,k′) h˜(k− k′) (4)
+
∫
d2k′′
(2pi)2
(B2)QQ′(k,k
′;k′′)h˜(k−k′′)h˜(k′′−k′) + . . .
]
,
where r
(S)
Q (icκn,k) denotes the familiar Fresnel reflec-
tion coeffcient of a flat surface. Explicit expressions for
BQQ′(k,k
′) and (B2)QQ(k′,k′;k′′) are given in Ref. [43].
The computation of the coefficients β
(p)
q involves an in-
tegral over k and k′ (as it is apparent from Eq. (1)) that
cannot be performed analytically for a dielectric plate,
and has to be estimated numerically. In this paper, we
shall content ourselves to considering the case of a per-
fect conductor, in which case the integrals can be per-
formed analytically. For a perfect conductor, the matrix
BQQ′(k,k
′) takes the simple form
B(k,k′) =
(
kˆ·kˆ′κ2n+kk′
qq′
κn
q zˆ · (kˆ× kˆ′)
κn
q′ zˆ · (kˆ× kˆ′) −kˆ · kˆ′
)
, (5)
where the matrix indices 1, 2 correspond to E,M
respectively. For perfect conductors, the matrix
(B2)QQ′(k,k
′;k′′) is simply related to B by
(B2)(k,k
′;k′′) = 2q′′B(k,k′′)σ3B(k′′,k′) , (6)
where σ3 = diag(1,−1). For perfect conductors the coef-
ficients β
(p)
q are functions of ξ only, and we list them in
Table I.
The potential in Eq. (3) can be expressed also in the radii of curvature, R1 and R2, of the surface S at P . The
4local expansion of H can be chosen as H = d+x2/(2R1) + y
2/(2R2) + · · · so that the derivative expansion of U reads
U = −kBT
d3
∞∑′
n=0
{
β
(0)
1 α⊥ + β
(0)
2 αzz +
(
d
R1
+
d
R2
)
(β
(2)
1 α⊥ + β
(2)
2 αzz) +
β
(2)
3
2
(
d
R1
− d
R2
)
(αxx − αyy)
+ d2β(3)αzi∂i
(
1
R1
+
1
R2
)
+
(
d
R1
+
d
R2
)2
(β
(4)
1 α⊥ + β
(4)
2 αzz)
+
[(
d
R1
)2
+
(
d
R2
)2]
(β
(4)
3 α⊥ + β
(4)
4 αzz) +
β
(4)
5
2
[(
d
R1
)2
−
(
d
R2
)2]
(αxx − αyy)
}
, (7)
where the dependence of the coefficients β
(p)
q (ξ) on ξn is
again not shown explicitly.
III. RETARDED PARTICLE-SURFACE
POTENTIAL
The β coefficients in Eq. (3) are significantly different
from zero only for rescaled frequencies ξn . 1. Therefore,
for separations small compared to the radii of surface
curvature but d c/ωr, where ωr is a typical resonance
frequency of the particle (atom), we can replace αµν(icκ)
in Eqs. (3,7) by its static limit αµν(0) ≡ α0µν . Then a
small temperature expansion of the potential can be ob-
tained by evaluating the sum using the Abel-Plana for-
mula. This yields for d λT = ~c/(2pikBT ) the retarded
Casimir-Polder potential
UCP = − ~c
pid4
[
α0⊥η⊥ + α
0
zzηzz + α
0
ziηzi + (α
0
xx − α0yy)ηxy
]
.
(8)
We performed the temperature expansion up to order
(d/λT )
5. This order is the smallest one for which ther-
mal corrections become visible in all terms of the follow-
ing coefficients that describe curvature corrections up to
order (d/Ri)
2,
η⊥ =
1
8
− 1
360
(
d
λT
)4
−
(
d
R1
+
d
R2
)[
3
40
− 3ζ(5)
32pi4
(
d
λT
)5]
+
(
d
R1
+
d
R2
)2 [
3
280
− 3ζ(5)
64pi4
(
d
λT
)5]
+
[(
d
R1
)2
+
(
d
R2
)2][
13
280
+
1
360
(
d
λT
)4]
(9)
ηzz =
1
8
+
1
360
(
d
λT
)4
−
(
d
R1
+
d
R2
)[
1
15
− ζ(3)
8pi2
(
d
λT
)3
+
1
90
(
d
λT
)4
− 3ζ(5)
16pi4
(
d
λT
)5]
−
(
d
R1
+
d
R2
)2 [
1
240
− 1
45
(
d
λT
)2
+
ζ(3)
4pi2
(
d
λT
)3
− 1
60
(
d
λT
)4
+
7ζ(5)
16pi4
(
d
λT
)5]
+
[(
d
R1
)2
+
(
d
R2
)2][
3
40
− 1
90
(
d
λT
)2
+
1
180
(
d
λT
)4
− ζ(5)
4pi4
(
d
λT
)5]
(10)
ηzi = d
2∂i
(
1
R1
+
1
R2
)[
1
30
− ζ(3)
16pi2
(
d
λT
)3
+
1
180
(
d
λT
)4
− 3ζ(5)
32pi4
(
d
λT
)5]
(11)
ηxy = −
(
d
R1
− d
R2
)[
1
40
+
3ζ(5)
64pi4
(
d
λT
)5]
+
[(
d
R1
)2
−
(
d
R2
)2][
9
560
+
1
360
(
d
λT
)4
− 3ζ(5)
16pi4
(
d
λT
)5]
. (12)
In the special case of a spherical atom near a cylindrical
metallic shell at T = 0, the above formula is in full agree-
ment with Eq. (30) of Ref. [13], as well as with Eqs. (25)-
(26) and Eqs. (38)-(39) or Ref. [14]. The magnitude of
the thermal corrections depends on the component of the
polarizability tensor and the order of the curvature cor-
rection. The thermal contributions proportional to α0zz
scales as T 3 at order 1/Ri and as T
2 at order 1/R2i . The
thermal terms proportional to lateral (x, y) components
of α0 are each reduced by T 2 compared those of α0zz.
5This constitutes a manifestation of correlations between
curvature and thermal effects in fluctuation induced in-
teractions.
For completeness, we consider also the classical high
temperature limit, where the Casimir free energy is given
by the first term of the Matsubara sum in Eq. (1) only.
From the limit κ → 0 of the coefficients β(p)q we obtain
the classical free energy to order (d/Ri)
2 as
Uclassical = −kBT
2
1
d3
{
1
8
α0⊥ +
1
4
α0zz −
3
64
(
3
d
R1
+
d
R2
)
α0xx −
3
64
(
d
R1
+ 3
d
R2
)
α0yy −
1
16
(
d
R1
+
d
R2
)
α0zz (13)
+
1
128
(
17
d2
R21
+ 5
d2
R22
+ 2
d2
R1R2
)
α0xx +
1
128
(
17
d2
R22
+ 5
d2
R21
+ 2
d2
R1R2
)
α0yy +
1
64
(
5
d2
R21
+ 5
d2
R22
− 2 d
2
R1R2
)
α0zz
}
.
The corrections to this limit due to higher order Matsub-
ara terms decay exponentially in d/λT ∼ T .
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FIG. 2: Temperature dependence of the coefficients
β˜
(p)
q (T ) = (d/λT )
∑′∞
n=0
β
(p)
q (nd/λT ) that mutliply α
0
⊥ in
Eq. (7), normalized to β˜
(p)
q (T = 0) =
∫∞
0
β
(p)
q (ξ)dξ.
It is instructive to study the full temperature depen-
dence of the curvature corrections for U and how it
compares to T -dependence of the curvature independent
terms. To this end we compute numerically the Mat-
subara sums β˜
(p)
q (T ) = (d/λT )
∑′∞
n=0
β
(p)
q (nd/λT ) and
plot them normalized to their zero temperature limit
β˜
(p)
q (T = 0) =
∫∞
0
β
(p)
q (ξ)dξ as function of d/λT in
Figs. 2-4. These sums appear in Eq. (7) in the re-
tarded limit where the tensor α is frequency indepen-
dent. At large temperature all coefficients show a lin-
ear temperature dependence, reproducing the classical
result of Eq. (13). At small T the coefficient display only
a weak temperature dependence which is consistent with
the powers of T in Eqs. (9)-(12). An exceptionally strong
temperature dependence is observed for the coefficient
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FIG. 3: Same as Fig. 2 but for the coefficients of α0zz in
Eq. (7).
β
(4)
2 , see Fig. 3.
IV. SUMMARY AND IMPLICATIONS
We have studied the combined effect of thermal fluc-
tuations and surface curvature on the Casimir-Polder in-
teraction at small particle-surface separations. Explicit
results for the interaction potential have been obtained in
the retarded limit for a perfectly conducting surface. We
have presented analytical results at low and high tem-
peratures, and numerical results at arbitrary tempera-
tures. The employed gradient expansion allows for inter-
esting extensions to dielectric surfaces, and more sophis-
ticated models for the particle, including excited atoms
or molecules.
Our work opens the prospect of studying a number
a novel phenomena in particle-surface interactions, aris-
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FIG. 4: Same as Fig. 2 but for the coefficients of the mixed
components of α0 in Eq. (7).
ing from the interplay of thermal excitations and surface
shape. It is easy to deduce already from Eq. (7) that
curvature of the surface can exert a torque, rotating an
anisotropic particle into a specific low energy orientation.
The distinct temperature dependencies of the different
polarisation components shown in Figs. 2-4 suggest that
the preferred orientation at a fixed distance may change
upon heating or cooling the system. Non-equilibrium sit-
uations, involving an excited (Rydberg) atom or a polar
molecule, or a surface held at a different temperature
also provide additional avenues for exploration. Recent
experiments [24] have demonstrated for planar surfaces
a substantial increase of the interaction due to thermally
excited surface waves that couple to atomic transitions.
The sensitivity of surface-polariton modes to surface cur-
vature suggests the possibility to tailor thermal fluctua-
tions so that they coincide with transitions of the particle,
leading to an increased interaction. This idea could be
realised by the use of designed nano-structured surfaces.
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