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1 Introduction
In the optical fibre literature, the mathematical model, in normalised and dimensionless form,
describing dark soliton pulse propagation (which consists of a rapid dip in the intensity of a
broad pulse of a continuous wave background) in polarisation preserving, single-mode optical
fibres in the picosecond time scale is the following non-linear Schro¨dinger equation (NLSE)
[1, 2, 3], i∂zq+∂
2
τ q−2q|q|2 = 0, where q = q(τ, z) is the slowly varying amplitude of the
complex field envelope, z is the distance along the fibre length, and τ is the retarded time
measured in a reference frame moving along the fibre at the group velocity, with non-vanishing
boundary conditions q(τ, z)=τ→±∞ ̺ei(ϕ
±∞−2̺2z), where ̺ (> 0) is the so-called density, and
ϕ±∞ (∈ [0, 2π)) are the asymptotic phases. Mapping, isomorphically, the physical variables onto
the mathematical variables, (τ, z) 7→ (x˜, t˜), setting q(x˜, t˜) := q̂(x˜, t˜)e−2i̺2 t˜, scaling according
to the rule t˜→̺−2t, x˜→̺−1x, and q̂→̺u(x, t)eiϕ+∞ , and defining θ :=ϕ−∞−ϕ+∞, one arrives
at considering solutions of the following non-linear evolution equation (NLEE), hereafter
referred to as the defocusing non-linear Schro¨dinger equation (DfNLSE), with finite-density
initial data,
i∂tu+∂
2
xu−2(|u|2−1)u=0, (x, t)∈R×R,
u(x, 0):=uo(x) =
x→±∞exp(
i(1∓1)θ
2 )(1+o(1)),
(1)
where uo(x)∈C∞(R), θ∈ [0, 2π) (see Lemma 2.2), and the o(1) term is to be understood in
the sense that, ∀ (k, l)∈Z>0×Z>0, |x|k( ddx )l(uo(x)−exp( i(1∓1)θ2 )) =x→±∞ 0. Only for initial
data satisfying |x|k( ddx)l(uo(x)− exp( i(1∓1)θ2 )) =x→±∞ 0, (k, l) ∈ Z>0×Z>0, is it true that
the closure of the set of reflectionless (soliton) potentials of the DfNLSE in the topology of
uniform convergence of functions on compact sets of R (denoted by B) remains an invariant
set of this model for t 6=0 (a solution of the DfNLSE with finite density initial data, in the
above-defined sense, remains in B ∀ t∈R, and not just for t=0) [4].
It is instructive to study the asymptotics of solutions to the Cauchy problem for the
DfNLSE for finite-density initial data having a decomposition of the form uo(x) :=usol(x)+
urad(x), x ∈ R, where uo(x) satisfies the conditions stated heretofore, usol(x) is responsible
for “generating” the multi- or N -dark soliton solution, and urad(x) is the “small” non-dark-
soliton component manifesting as the asymptotically decaying dispersive component of the
solution. In fact, this is the principal objective of the present series of works devoted to the
asymptotic analysis of solutions to the DfNLSE for finite-density initial data; in particular, in
this work, the case usol(x)≡0 and urad(x) 6≡0 is treated, and the case (usol(x), urad(x)) 6≡(0, 0)
is presently under study. Another objective of this series of works, which will be pursued
elsewhere, is to use the results obtained herein to derive an explicit asymptotic expression
for the transfer matrix for an N -dark soliton X junction [5].
It is well-known that, within the framework of the inverse scattering method (ISM) [6,
7, 8], the DfNLSE is a completely integrable NLEE with an explicit representation as an
infinite-dimensional Hamiltonian system [9]. Even though the analysis of NLS-like NLEEs
with rapidly decaying, e.g., Schwartz class, initial data on R has received the vast majority
of the attention in the context of direct and inverse spectral treatments, there have been
a handful of, in some cases seminal, works devoted exclusively to the direct and inverse
scattering analysis of completely integrable NLEEs belonging to the ZS-AKNS class with
non-vanishing values of the initial data [10, 11, 12]. As shown in Part 1 of [9], a two-sheeted
Riemann surface plays a central role in the direct/inverse spectral formulation associated
with the DfNLSE for finite-density initial data. Other interesting classes of finite-density (or
non-vanishing)-type initial data for completely integrable NLEEs, e.g., NLS, derivative and
modified NLS, KdV, and sinh/e-Gordon, have also been considered [13, 14, 15, 16, 17, 18].
To the best of the author’s knowledge as at the time of the presents, the first to consider the
asymptotics of solutions to the DfNLSE for finite-density initial data were Its et al. [19, 20].
In the framework of the ISM, the asymptotic analysis of solutions to the Cauchy problem
for the DfNLSE with finite-density initial data is divided into two steps: (1) the analy-
sis of the solitonless (continuum) component of the solution; and (2) the inclusion of the
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N -dark soliton component via the application of a “dressing” procedure to the solitonless
background/component [21, 22]. In this work, stage (1) of the above-mentioned two-step
asymptotic paradigm, which is the more technical of the two, is carried out systematically
using the methodology of the Riemann-Hilbert (RH) factorisation [23] approach to the ISM
[6, 8, 24, 25, 26].
This paper is organized as follows. In Section 2, starting from the Lax-pair isospectral
deformation condition associated with the DfNLSE, all necessary formulae from the direct
and inverse scattering analyses associated with the solution of the Cauchy problem for the
DfNLSE with finite-density initial data are derived, the corresponding (matrix) Riemann-
Hilbert problem (RHP) is formulated, and the particular case of this RHP studied asymp-
totically in this work is stated. In Section 3, a self-contained synopsis of the Beals-Coifman
[24] construction for the solution of a matrix RHP on an oriented contour is given, a detailed
account of the Deift-Zhou [27] non-linear steepest descent method for the asymptotic analysis
of the RHP stated in Section 2 is presented, and the results of this paper are summarised in
Theorems 3.1–3.3. In Section 4, as t→+∞ (x/t∼O(1)), the RHP is reformulated as an auxil-
iary RHP on an augmented contour which is then dissected to produce an equivalent RHP on
a truncated contour. In Section 5, it is shown that, to leading order as t→+∞ (x/t∼O(1)),
modulo terms that are O(t−1/2 ln t), the solution of the equivalent RHP on the truncated con-
tour “tends to” the solution of an explicitly solvable model RHP on a contour which consists
of the disjoint union of two rotated crosses. In Section 6, as t→+∞ (x/t∼O(1)), the model
RHP on the disjoint union of the two rotated crosses is reformulated as an asymptotic system
of linear singular integral equations which are then solved explicitly to yield the asymptotics
of solutions (and related integrals of solutions) to the Cauchy problem for the DfNLSE. In
Section 7, the above asymptotic paradigm is succinctly reworked for the case when t→−∞
(x/t∼O(1)). The paper concludes with an Appendix.
2 The Direct/Inverse Scattering Analysis and the Riemann-
Hilbert Problem
The necessary facts from the direct/inverse scattering analysis of the Lax pair (see Propo-
sition 2.1) associated with the DfNLSE for finite-density initial data are derived, the corre-
sponding RHP is formulated, and the particular case of this RHP which is analysed asymp-
totically as t→ ±∞ (x/t ∼ O(1)) in this work is stated. Before proceeding, however, the
notation/nomenclature used throughout this work is summarised.
Notational Conventions
(1) I = ( 1 00 1 ) is the 2×2 identity matrix, σ1 = ( 0 11 0 ), σ2 =
(
0 −i
i 0
)
, and σ3 =
(
1 0
0 −1
)
are the
Pauli matrices, σ+ = ( 0 10 0 ) and σ− = ( 0 01 0 ) are, respectively, the raising and lowering
matrices, sgn(z) := +1 if z > 0, 0 if z = 0, and −1 if z < 0, R± := {x; ±x > 0}, and
±i :=exp(±iπ/2);
(2) for a scalar ̟ and a 2×2 matrix Υ, ̟ad(σ3)Υ:=̟σ3Υ̟−σ3 ;
(3) for each segment of an oriented contour D, according to the given orientation, the
“+” side is to the left and the “-” side is to the right as one traverses the contour in
the direction of orientation, i.e., for a matrix Aij(·), i, j ∈ {1, 2}, (Aij(·))± denote the
non-tangential limits (Aij(z))± :=lim z′ → z
z′ ∈± side of D
Aij(z′);
(4) for a matrix Aij(·), i, j∈{1, 2}, to have boundary values in the L2 sense on an oriented
contour D, it is meant that lim z′ → z
z′ ∈± side of D
∫
D |A(z′)−(A(z))±|2 |dz| = 0, where |A(·)|
denotes the Hilbert-Schmidt norm, |A(·)| :=(∑2i,j=1Aij(·)Aij(·))1/2, with (•) denoting
complex conjugation of (•), i.e., if, say, D=R oriented from +∞ to −∞, then A(·) has
L2 boundary values on D means that limε↓0
∫
R
|A(x∓iε)−(A(x))±|2 dx=0;
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(5) for 16p<∞ and D some point set,
LpM2(C)(D) :={f : D→M(2,C); ||f(·)||LpM2(C)(D) :=(∫D |f(z)|
p |dz|)1/p<∞},
and, for p=∞,
L∞M2(C)(D) :={g : D→M(2,C); ||g(·)||L∞M2(C)(D) := maxi,j∈{1,2} supz∈D |gij(z)|<∞};
(6) for D an unbounded domain of R, SC(D) (respectively SM2(C)(D)) denotes the Schwartz
space on D, namely, the space of all infinitely continuously differentiable (smooth) C-
valued (respectively M(2,C)-valued) functions which together with all their deriva-
tives tend to zero faster than any positive power of | • |−1 as | • | → ∞, that is,
SC(D) := C∞(D) ∩ {f : D→ C; ||f(·)||k,l := supx∈R |xk( ddx)lf(x)| <∞∀ (k, l) ∈ Z>0 ×
Z>0} and SM2(C)(D) := {F : D → M(2,C); Fij(·) ∈ C∞(D), i, j ∈ {1, 2}} ∩ {G : D →
M(2,C); ||Gij(·)||k,l :=supx∈R |xk( ddx)lGij(x)|<∞∀ (k, l)∈Z>0×Z>0, i, j∈{1, 2}}, and
C∞0 (∗) :=∩∞k=0Ck0(∗);
(7) for D an unbounded domain of R, S1
C
(D) :=SC(D)∩{h(z); ||h(·)||L∞(D) :=supz∈D |h(z)|
<1};
(8) ||F(·)||∩p∈JLpM2(C)(∗) :=
∑
p∈J ||F(·)||LpM2(C)(∗), where J is a finite index set;
(9) for (µ, ν˜) ∈ R×R, the function (•−µ)iν˜ : C \ (−∞, µ)→ C : • 7→ eiν˜ ln(•−µ), with the
branch cut taken along (−∞, µ) and the principal branch of the logarithm chosen,
ln(•−µ) :=ln|• −µ|+i arg(•−µ), arg(•−µ)∈(−π, π);
(10) a contour, D, say, which is the finite union of piecewise smooth simple closed curves,
is said to be orientable if its complement, C \ D, can always be divided into two,
possibly disconnected, disjoint open sets ✵+ and ✵−, either of which has finitely many
components, such that D admits an orientation so that it can either be viewed as a
positively oriented boundary D+ for ✵+ or as a negatively oriented boundary D− for
✵
− [28], i.e., the (possibly disconnected ) components of C \D can be coloured by + or
− in such a way that the + regions do not share boundary with the − regions, except,
possibly, at finitely many points [29].
Proposition 2.1 ([9, 10, 30]). The necessary and sufficient condition for the compatibility
of the following linear system (Lax-pair), for arbitrary ζ∈C,
∂xΨ(x, t; ζ)=U(x, t; ζ)Ψ(x, t; ζ), ∂tΨ(x, t; ζ)=V(x, t; ζ)Ψ(x, t; ζ), (2)
where
U(x, t; ζ) =−iλ(ζ)σ3+
(
0 u
u 0
)
,
V(x, t; ζ) =−2i(λ(ζ))2σ3+2λ(ζ)
(
0 u
u 0
)
−i
(
uu− 1 ∂xu
∂xu uu− 1
)
σ3,
and λ(ζ) := 12(ζ+
1
ζ ), with tr(U(x, t; ζ)) = tr(V(x, t; ζ)) = 0, is that u = u(x, t) satisfies the
DfNLSE.
Proof. Invoking the isospectral deformation condition, ∂∗ζ = 0, ∗ ∈ {x, t}, one shows
that the DfNLSE is the Frobenius compatibility, or zero-curvature, condition for system (2),
∂tU(x, t; ζ)−∂xV(x, t; ζ)+[U(x, t; ζ),V(x, t; ζ)]=( 0 00 0 ), ζ ∈C, where [A,B] :=AB−BA is the
matrix commutator. 
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Proposition 2.2. Let u(x, t) be a solution of the DfNLSE and Ψ(x, t; ζ) the corresponding
solution of system (2). Then Ψ(x, t; ζ) :=Ψ(x, t; ζ)Q(ζ), with Q(ζ)∈M(2,C), is also a solution
of system (2).
Proof. Let u(x, t) be a solution of the DfNLSE and Ψ(x, t; ζ) the corresponding solution
of system (2). Multiply system (2) on the right by Q∈M(2,C) and define Ψ(x, t; ζ) as in the
Proposition. 
As a consequence of Proposition 2.2, Ψ(x, t; ζ) becomes the principal object of study. The
ISM analysis for the DfNLSE is based on the direct scattering problem for the (self-adjoint)
operator (cf. Proposition 2.1) OD := iσ3∂x−
(
0 iuo(x)
iuo(x) 0
)
−diag
(
1
2 (ζ+
1
ζ )
)
, where u(x, 0) :=
uo(x) satisfies uo(x) =x→±∞ uo(±∞)(1+o(1)), with uo(±∞) := exp( i(1∓1)θ2 ), θ ∈ [0, 2π) (see
Lemma 2.2), uo(x)∈C∞(R), and uo(x)−uo(±∞)∈SC(R±).
Proposition 2.3. Let u(x, t) be a solution of the DfNLSE and Ψ(x, t; ζ) the correspond-
ing solution of system (2) defined in Proposition 2.2. Then Ψ(x, t; ζ) satisfies the symmetry
reductions σ1Ψ(x, t; ζ) σ1 = Ψ(x, t; ζ)M1(ζ) and Ψ(x, t;
1
ζ ) = Ψ(x, t; ζ)M2(ζ), where Mi(ζ) ∈
GL(2,C), i∈{1, 2}.
Proof. For the ζ→ζ (respectively ζ→ 1ζ ) involution, one shows that ∂x(σ1Ψ(x, t; ζ)σ1)=
U(x, t; ζ)σ1Ψ(x, t; ζ)σ1 and ∂t(σ1Ψ(x, t; ζ)σ1) =V(x, t; ζ)σ1Ψ(x, t; ζ)σ1 (respectively ∂xΨ(x,
t; 1ζ )=U(x, t; ζ)Ψ(x, t; 1ζ ) and ∂tΨ(x, t; 1ζ )=V(x, t; ζ)Ψ(x, t; 1ζ )); hence, ∃M1(ζ)∈GL(2,C) (re-
spectively M2(ζ)∈GL(2,C)) such that σ1Ψ(x, t; ζ)σ1=Ψ(x, t; ζ)M1(ζ) (respectively Ψ(x, t; 1ζ )
=Ψ(x, t; ζ)M2(ζ)) solves system (2). 
Definition 2.1. Let u(x, t) be a solution of the DfNLSE with u(x, 0) := uo(x) =x→±∞
uo(±∞)(1+o(1)), where uo(±∞) :=exp( i(1∓1)θ2 ), θ∈ [0, 2π) (see Lemma 2.2), uo(x)∈C∞(R),
and uo(x)−uo(±∞)∈SC(R±). Define the M(2,C)-valued functions Ψ±(x, 0; ζ) as the (Jost)
solutions of the first equation of system (2), ODΨ±(x, 0; ζ)=( 0 00 0 ), with the following asymp-
totics,
Ψ±(x, 0; ζ) =
x→±∞
(
e
i(1∓1)θ
4
σ3
(
1 −iζ−1
iζ−1 1
)
+o(1)
)
e−ik(ζ)xσ3 ,
where k(ζ) := 12(ζ− 1ζ ).
Corollary 2.1. σ1Ψ(x, t; ζ) σ1=Ψ(x, t; ζ) and Ψ(x, t;
1
ζ )=ζΨ(x, t; ζ)σ2.
Proof. Since, from Definition 2.1, Ψ±(x, 0; ζ) satisfy ODΨ±(x, 0; ζ)=( 0 00 0 ), and, as a con-
sequence of Proposition 2.3, σ1Ψ±(x, 0; ζ)σ1 =Ψ±(x, 0; ζ)M1(ζ) (respectively Ψ±(x, 0; 1ζ ) =
Ψ±(x, 0; ζ)M2(ζ)), one uses the asymptotics for Ψ±(x, 0; ζ) given in Definition 2.1 and the fact
that k(ζ)= k(ζ) (respectively k(1ζ )=−k(ζ)) to deduce that M1(ζ)= I (respectively M2(ζ)=
ζσ2). 
Proposition 2.4. Set Ψ±(x, 0; ζ) :=
(
Ψ±11(ζ) Ψ
±
12(ζ)
Ψ±21(ζ) Ψ
±
22(ζ)
)
. Then
(
Ψ+12(ζ)
Ψ+22(ζ)
)
and
(
Ψ−11(ζ)
Ψ−21(ζ)
)
have an-
alytic continuation to C+ (respectively
(
Ψ+11(ζ)
Ψ+21(ζ)
)
and
(
Ψ−12(ζ)
Ψ−22(ζ)
)
have analytic continuation to
C−), the monodromy (scattering) matrix, T(ζ), is defined by Ψ−(x, 0; ζ) :=Ψ+(x, 0; ζ)T(ζ),
ℑ(ζ) = 0, where T(ζ) =
(
a(ζ) b(ζ)
b(ζ) a(ζ)
)
, with a(ζ) = (1−ζ−2)−1(Ψ+22(ζ)Ψ−11(ζ)−Ψ+12(ζ)Ψ−21(ζ)),
b(ζ)=(1−ζ−2)−1(Ψ+22(ζ)Ψ−21(ζ)−Ψ+12(ζ)Ψ−11(ζ)), |a(ζ)|2−|b(ζ)|2=1, a(1ζ )=a(ζ), b(1ζ )=−b(ζ),
and det(Ψ±(x, 0; ζ))|ζ=±1=0.
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Proof. The analytic continuation of the respective columns of Ψ±(x, 0; ζ) to C± fol-
lows from Definition 2.1. Introduce the monodromy matrix according to Ψ+(x, 0; ζ)T(ζ) =
Ψ−(x, 0; ζ), ℑ(ζ)=0, where T(ζ)=
(
a(ζ) b˜(ζ)
b(ζ) a˜(ζ)
)
. From the σ1 symmetry reduction σ1Ψ±(x, 0; ζ)
· σ1 = Ψ±(x, 0; ζ), it follows that a˜(ζ) = a(ζ) and b˜(ζ) = b(ζ); hence, the expression for
T(ζ) given in the Proposition. Since (Ψ+(x, 0; ζ))−1Ψ−(x, 0; ζ) = T(ζ) =
(
a(ζ) b(ζ)
b(ζ) a(ζ)
)
and
det(Ψ+(x, 0; ζ)) = det(Ψ−(x, 0; ζ)) = 1− ζ−2, namely, det(T(ζ)) = 1, one deduces the ex-
pressions for a(ζ) and b(ζ) given in the Proposition, and, using the unimodularity of T(ζ),
one deduces that a(ζ)a(ζ)− b(ζ)b(ζ) = 1, ℑ(ζ) = 0. Using the σ2 symmetry reduction,
Ψ±(x, 0; 1ζ )=ζΨ
±(x, 0; ζ)σ2, and the expression for T(ζ) given in the Proposition, one shows
that a(1ζ )=a(ζ) and b(
1
ζ )=−b(ζ): finally, since det(Ψ±(x, 0; ζ))=1−ζ−2, setting ζ=±1, the
degeneracy of Ψ±(x, 0; ζ) at ζ=±1 follows. 
Corollary 2.2. Let the reflection coefficient associated with the direct scattering problem for
the operator OD be defined by r(ζ) := b(ζ)a(ζ) . Then r(1ζ )=−r(ζ).
Proof. The relation r(1ζ ) =−r(ζ) is an immediate consequence of the definition of r(ζ)
given in the Corollary and the properties of a(ζ) and b(ζ) given in Proposition 2.4. 
Remark 2.1. Note that, from Proposition 2.4, even though a(ζ) (respectively a∗(ζ) :=a(ζ))
has an analytic continuation off ℑ(ζ)= 0 to C+ (respectively C−) and is continuous on C+
(respectively C−), in general, b(ζ) does not have an analytic continuation off ℑ(ζ)=0: in this
work, b(ζ) has an analytic continuation to (compact subsets of) {ζ; |ζ|61}; in particular, to
rays of the form rne
±iφn , n∈{1, 2, . . . , N}, where (rn, φn)∈ [0, 1] × (0, π).
Lemma 2.1. Let u(x, t) be the solution of the Cauchy problem for the DfNLSE with finite-
density initial data and Ψ±(x, 0; ζ) the corresponding (Jost) solutions of ODΨ±(x, 0; ζ)=( 0 00 0 )
given in Definition 2.1. Then Ψ±(x, 0; ζ) have the following asymptotics:
Ψ−(x, 0; ζ) =
ζ→∞
e
iθ
2
σ3
(
I+ 1ζ
(
i
∫ x
−∞(|uo(ξ)|2−1) dξ −iuo(x)e−iθ
iuo(x) eiθ −i
∫ x
−∞(|uo(ξ)|2−1) dξ
)
+O(ζ−2)
)
e−ik(ζ)xσ3 ,
Ψ+(x, 0; ζ) =
ζ→∞
(
I+ 1ζ
(
i
∫ x
+∞(|uo(ξ)|2−1) dξ −iuo(x)
iuo(x) −i
∫ x
+∞(|uo(ξ)|2−1) dξ
)
+O(ζ−2)
)
e−ik(ζ)xσ3 ,
Ψ−(x, 0; ζ) =
ζ→ 0
(
1
ζσ2e
− iθ
2
σ3+O(1)
)
e−ik(ζ)xσ3 , Ψ+(x, 0; ζ) =
ζ→ 0
(
1
ζσ2+O(1)
)
e−ik(ζ)xσ3 .
Proof. From the asymptotics of the (Jost) solutions of ODΨ±(x, 0; ζ) = ( 0 00 0 ) given in
Definition 2.1, the σ1 symmetry reduction (Corollary 2.1), and a Volterra-type integral rep-
resentation, one arrives at Ψ±(x, 0; ζ)=
(
Ψ±11(x,0;ζ) Ψ
±
12(x,0;ζ)
Ψ±21(x,0;ζ) Ψ
±
22(x,0;ζ)
)
, with
Ψ−11(x, 0; ζ) = Ψ
−
22(x, 0; ζ) = exp(
iθ
2 ) exp
(
i
(∫ x
−∞
S(ξ; ζ) dξ−k(ζ)x
))
,
Ψ−21(x, 0; ζ) = Ψ
−
12(x, 0; ζ) = exp(− iθ2 )A(x; ζ) exp
(
i
(∫ x
−∞
S(ξ; ζ) dξ−k(ζ)x
))
,
Ψ+12(x, 0; ζ) = Ψ
+
21(x, 0; ζ) = B(x; ζ) exp
(
i
(∫ x
+∞
T(ξ; ζ) dξ+k(ζ)x
))
,
Ψ+22(x, 0; ζ) = Ψ
+
11(x, 0; ζ) = exp
(
i
(∫ x
+∞
T(ξ; ζ) dξ+k(ζ)x
))
,
where, in the neighbourhood of the singular points, namely, the origin (ζ=0) and the point
at infinity (ζ=∞), A(x; ζ), B(x; ζ), S(x; ζ) and T(x; ζ) have the asymptotic expansions given
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below. Since Ψ±(x, 0; ζ) are the solutions of ODΨ±(x, 0; ζ)=( 0 00 0 ) with the asymptotics given
in Definition 2.1, using the matrix representations for Ψ±(x, 0; ζ) given above, one arrives at
the following system of equations (as well as their complex conjugates):
A(x; ζ)
(
− i2(ζ+ 1ζ )+uo(x)e−iθA(x; ζ)
)
+∂xA(x; ζ)= i2(ζ+ 1ζ )A(x; ζ)+uo(x) eiθ,
B(x; ζ)
(
i
2 (ζ+
1
ζ )+uo(x)B(x; ζ)
)
+∂xB(x; ζ)=− i2(ζ+ 1ζ )B(x; ζ)+uo(x), (L2.1a)
iS(x; ζ)=− iζ+uo(x)e−iθA(x; ζ), iT(x; ζ)= iζ+uo(x)B(x; ζ).
In the neighbourhood of ζ = ∞, one has the following (formal) asymptotic expansions
(see Theorem 2.9 in [29]: Note, v(x) in Eq. (2.10) of [29] should be changed to v(z)),
A(x; ζ) = ∑∞n=1 I˜an[u, u]ζ−n+O(|ζ|−∞), B(x; ζ) = ∑∞n=1 I˜bn[u, u]ζ−n+O(|ζ|−∞), S(x; ζ) =∑∞
n=1 I˜
s
n[u, u]ζ
−n+O(|ζ|−∞), and T(x; ζ) =∑∞n=1 I˜tn[u, u]ζ−n+O(|ζ|−∞), where I˜⋆n[u, u] :=
⋆∞(x), ⋆∈{a, b, s, t}, are functionals of uo(x) and uo(x), and, in the neighbourhood of ζ=0,
one has the following (formal) asymptotic expansions, A(x; ζ)=∑∞n=−1 Îan[u, u]ζn+O(|ζ|+∞),
Îa−1[u, u] 6≡0, B(x; ζ)=
∑∞
n=−1 Î
b
n[u, u]ζ
n+O(|ζ|+∞), Îb−1[u, u] 6≡0, S(x; ζ)=
∑∞
n=−1 Î
s
n[u, u]ζ
n+
O(|ζ|+∞), and T(x; ζ)=∑∞n=−1 Îtn[u, u]ζn+O(|ζ|+∞), where Î⋆n[u, u] :=⋆0(x) are functionals of
uo(x) and uo(x). Substituting the above asymptotic expansions as ζ→∞ into system (L2.1a),
one arrives at (for the first few—leading—terms), with dnx :=(
d
dx)
n,
O(1) : −ia∞1 (x) = uo(x) eiθ ⇒ a∞1 (x)=iuo(x) eiθ, ib∞1 (x)=uo(x)⇒ b∞1 (x)=−iuo(x),
O(1ζ ) : −ia∞2 (x) +dxa∞1 (x)=0⇒ a∞2 (x)=eiθdxuo(x),
ib∞2 (x) +dxb
∞
1 (x)=0⇒ b∞2 (x)=dxuo(x),
is∞1 (x) =−i+uo(x)e−iθa∞1 (x)⇒ s∞1 (x)=−1+|uo(x)|2,
it∞1 (x) =i+uo(x)b
∞
1 (x)⇒ t∞1 (x)=1−|uo(x)|2,
O( 1
ζ2
) : −ia∞3 (x)−ia∞1 (x)+uo(x)e−iθ(a∞1 (x))2+dxa∞2 (x)=0⇒
a∞3 (x) =−ieiθ
(
uo(x)−|uo(x)|2 uo(x) +d2xuo(x)
)
,
ib∞3 (x) +ib
∞
1 (x)+uo(x)(b
∞
1 (x))
2+dxb
∞
2 (x)=0⇒
b∞3 (x) =i
(
uo(x)−|uo(x)|2uo(x)+d2xuo(x)
)
,
is∞2 (x) =uo(x)e
−iθa∞2 (x)⇒ s∞2 (x)=−iuo(x)dxuo(x),
it∞2 (x) = uo(x)b
∞
2 ⇒ t∞2 (x)=−iuo(x)dxuo(x);
hence, from these ζ→∞ results and the Volterra-type integral representation for Ψ±(x, 0; ζ)
given at the beginning of the Lemma, one shows that
Ψ−(x, 0; ζ) =
ζ→∞
e
iθ
2
σ3
((
e
i
ζ
∫ x−∞(|uo(ξ)|2−1) dξ 1
ζ
(−iuo(x))e−i(θ+
1
ζ
∫ x−∞(|uo(ξ)|2−1) dξ)
1
ζ
(iuo(x))e
i(θ+1
ζ
∫ x−∞(|uo(ξ)|2−1) dξ) e− iζ ∫ x−∞(|uo(ξ)|2−1) dξ
)
+ O(ζ−2))e−ik(ζ)xσ3 ,
Ψ+(x, 0; ζ) =
ζ→∞
((
e
i
ζ
∫ x
+∞(|uo(ξ)|2−1) dξ 1
ζ
(−iuo(x))e−
i
ζ
∫ x
+∞(|uo(ξ)|2−1) dξ
1
ζ
(iuo(x))e
i
ζ
∫ x
+∞(|uo(ξ)|2−1) dξ e−
i
ζ
∫ x
+∞(|uo(ξ)|2−1) dξ
)
+ O(ζ−2))e−ik(ζ)xσ3 :
finally, expanding the exponentials in power series in ζ−1, one obtains the ζ →∞ asymp-
totics stated in the Lemma. Similarly, substituting the asymptotic expansions as ζ→ 0 into
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system (L2.1a), one arrives at (for the first few—leading—terms),
O( 1
ζ2
) : −ia0−1(x)+(a0−1(x))2uo(x)e−iθ=0⇒ a0−1(x)=ieiθ(uo(x))−1,
ib0−1(x)+(b
0
−1(x))
2 uo(x)=0⇒ b0−1(x)=−i(uo(x))−1,
O(1ζ ) : −ia00(x)+2uo(x)e−iθa0−1(x)a00(x)+dxa0−1(x)=0⇒ a00(x)=−eiθdx((uo(x))−1),
ib00(x)+2uo(x) b
0
−1(x)b
0
0(x)+dxb
0
−1(x)=0⇒ b00(x)=−dx((uo(x))−1),
is0−1(x)=−i+uo(x)e−iθa0−1(x)⇒ s0−1(x)=0,
it0−1(x)=i+uo(x) b
0
−1(x)⇒ t0−1(x)=0,
O(1) : is00(x)=uo(x)e−iθa00(x)⇒ s00(x)=−idx ln(uo(x)),
it00(x)=uo(x) b
0
0(x)⇒ t00(x)=−idx ln(uo(x)),
and the expressions for a01(x) and b
0
1(x), resulting from the O(1) terms, have not been written
as they will not actually be used; hence, from these ζ → 0 results, and the Volterra-type
integral representation for Ψ±(x, 0; ζ) given at the beginning of the Lemma, one shows that
Ψ−(x, 0; ζ) =
ζ→ 0
e
iθ
2
σ3
 O(1) −1ζ ie−iθuo(x) e∫ x−∞ dξ ln(uo(ξ)) dξ+O(1)
1
ζ
ieiθ
uo(x)
e
∫ x−∞ dξ ln(uo(ξ)) dξ+O(1) O(1)
e−ik(ζ)xσ3 ,
Ψ+(x, 0; ζ) =
ζ→ 0
(
O(1) −1ζ
i
uo(x)
e
∫ x
+∞ dξ ln(uo(ξ)) dξ+O(1)
1
ζ
i
uo(x)
e
∫ x
+∞ dξ ln(uo(ξ)) dξ+O(1) O(1)
)
e−ik(ζ)xσ3 :
finally, using the fact that
∫ x
±∞ dξ ln(uo(ξ)) dξ = ln(uo(x))− ln(uo(±∞)) = ln(uo(x))− i(1∓1)θ2
(having taken the principal branch for ln(·)), one obtains the ζ→0 asymptotics stated in the
Lemma. 
Corollary 2.3. The following asymptotics are valid:
a(ζ) =
ζ→∞
e
iθ
2
(
1+
(
i
∫ +∞
−∞
(|uo(ξ)|2−1) dξ
)
ζ−1+O(ζ−2)
)
, a(ζ) =
ζ→ 0
e−
iθ
2 (1+O(ζ)),
r(ζ) =
ζ→∞
O(ζ−1), r(ζ) =
ζ→ 0
O(ζ).
Proof. From Proposition 2.4,
a(ζ) = ζ
2
ζ2−1(Ψ
+
22(x, 0; ζ)Ψ
−
11(x, 0; ζ)−Ψ+12(x, 0; ζ)Ψ−21(x, 0; ζ)),
b(ζ) = ζ
2
ζ2−1(Ψ
+
22(x, 0; ζ)Ψ
−
21(x, 0; ζ)−Ψ+12(x, 0; ζ)Ψ−11(x, 0; ζ)).
Using the ζ →∞ and ζ → 0 asymptotics for Ψ±ij(x, 0; ζ), i, j ∈ {1, 2}, given in Lemma 2.1,
one obtains the asymptotics for a(ζ) stated in the Corollary, and also b(ζ)=ζ→∞O(ζ−1) and
b(ζ) =ζ→ 0 O(ζ); hence, since r(ζ) := b(ζ)a(ζ) , one arrives at the asymptotics for r(ζ) stated in
the Corollary (in particular, r(0)=0). 
Remark 2.2. Although the technical details of this argument are not presented here, using
the fact that uo(x)∈C∞(R) and uo(x)−uo(±∞)∈SC(R±), one shows that, using the Volterra-
type integral representation for the elements of Ψ±(x, 0; ζ) given in Lemma 2.1, based on a
successive approximations (Neumann series-type) argument, r(ζ) ∈ SC(R) (see the second
article in [12] for complete details; see, also, Part 1 of [9]).
Asymptotics of the Defocusing NLSE 9
Lemma 2.2. Let u(x, t) be the solution of the Cauchy problem for the DfNLSE with finite-
density initial data, and Ψ±(x, 0; ζ) the (Jost) solutions of ODΨ±(x, 0; ζ) = ( 0 00 0 ) with the
asymptotics stated in Definition 2.1 and satisfying the symmetry reductions of Corollary 2.1.
In the absence of spectral singularities, denote the discrete and continuous spectra of the direct
scattering problem for the operator OD by σd and σc, respectively, with σOD := spec(OD)
partitioned such that σOD =σd ∪ σc, and σd ∩ σc= ∅. Then, for r(ζ)∈SC(R), σd=∆a ∪∆a,
with ∆a := {ςn; a(ζ)|ζ=ςn = 0, ςn = eiφn , φn ∈ (0, π), n ∈ {1, 2, . . . , N}}, ∆a ∩ ∆a = ∅, and
card(σd)=2N<∞, and σc={ζ; ℑ(ζ)=0}, with card(σc)=∞. Furthermore,
a(ζ)=e
iθ
2
N∏
n=1
(ζ−ςn)
(ζ−ςn) exp
(
−
∫ +∞
−∞
ln(1−|r(µ)|2)
(µ−ζ)
dµ
2πi
)
, ζ∈C+,
and
06 θ=−2
N∑
n=1
φn−
∫ +∞
−∞
ln(1−|r(µ)|2)
µ
dµ
2π
<2π.
Proof. From classical complex analysis, a function f(z) analytic and of finite order η for
z∈C+ admits the inner-outer factorisation
f(z) = exp
(
i
(
q∑
k=0
bkz
k
)
+
∫ 1
−1
ln(|f(µ)|)
(µ−z)
dµ
πi
+
∫ 1
−1
dτ(µ)
(µ−z)
1
πi
) ∏
|zn|<1
(z−zn)
(z−zn)
× exp
(
zq+1
(∫
|µ|>1
ln(|f(µ)|)
µq+1(µ−z)
dµ
πi
+
∫
|µ|>1
dτ(µ)
µq+1(µ−z)
1
πi
)) ∏
|zn|>1
Dq(z, zn),
where q=[η], with [•] denoting the greatest integer less than or equal to •, bk ∈R>0, τ(·) is
a singular boundary function, zn := rne
iθnz , with (rn, θ
n
z )∈R+×(0, π), are the zeros of f(z),
Dq(u, v) :=
E(u/v,q)
E(u/v,q) is the canonical Nevanlinna factor, with
E(w, q)=
{
1−w, q = 0,
(1−w) exp(w+ w22 +· · ·+ w
q
q ), q∈N,
the canonical Weierstrass factor, and all integrals and finite products converge absolutely
(hence converge),
∑
rn61
rn sin θ
n
z <∞,
∑
rn>1
r−µ−ǫn sin θnz <∞,
∫ +∞
−∞
| ln |f(ξ)||
1+|ξ|1+µ+ǫ dξ <∞, and∫ +∞
−∞
|dτ(ξ)|
1+|ξ|1+µ+ǫ < ∞, where µ := max(η, 1), and ǫ is an arbitrary positive (real) number.
Specialise the above to a(ζ). Let ςn be the (necessarily simple: see below) zeros of a(ζ):
since uo(x) ∈ C∞(R), uo(x)−uo(±∞) ∈ SC(R±), and there are no spectral singularities,
thus only a finite number of simple poles (see the paragraph preceding Section 3 in [28]), it
follows from an argument in [24] that card{ςn; a(ζ)|ζ=ςn = 0} :=N <∞. Since a(ζ) has an
analytic continuation to C+, and, from Proposition 2.4, a(
1
ζ )=a(ζ), it follows that {ςn}Nn=1
are distributed along C+ ∩ ({z; |z|=1} \ {±1}); hence, σd, the discrete spectrum of OD, is
given by σd = ∆a ∪ ∆a, where ∆a is defined in the Lemma. Since ∆a ∩ ∆a = ∅, it follows
(from the Inclusion-Exclusion Principle) that card(∆a ∪∆a)=2N . From [24], the continuous
spectrum of OD is given by σc = {ζ; ℜ(−iλ(ζ)) = ℜ(iλ(ζ))} = {ζ; ℑ(ζ) = 0} (oriented from
−∞ to +∞). As there are no spectral singularities [28], τ(·) ≡ 0; hence, from the above
argument, the ζ → ∞ asymptotics for a(ζ) given in Corollary 2.3 (in which case η = 0,
that is, q = [0] = 0), the unimodularity relation |a(ζ)|2− |b(ζ)|2 = 0, ℑ(ζ) = 0, given in
Proposition 2.4, and the definition of the reflection coefficient, r(ζ), given in Corollary 2.2, it
follows that, for b0 :=(
1
2θ+2
∑N
n=1 φn+
∫
|µ|>1
ln(1−|r(µ)|2)
µ
dµ
2π )mod(2π), a(ζ) has the simplified
representation a(ζ) = e
iθ
2
∏
ςn∈∆a
(ζ−ςn)
(ζ−ςn) exp
(
− ∫σc ln(1−|r(µ)|2)(µ−ζ) dµ2πi), ζ ∈ C+. Writing a(ζ) =
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e
iθ
2
∏N
n=1
(ζ−ςn)
(ζ−ςn) exp
(
− ∫ +∞−∞ ln(1−|r(µ)|2)(µ−ζ) dµ2πi), ζ ∈C+, and using the ζ→0 asymptotics for a(ζ)
given in Corollary 2.3, one obtains the expression for θ given in the Lemma; moreover, with
this θ, one also shows that a(ζ) satisfies the involution a(1ζ )=a(ζ), and, since r(ζ)∈SC(R),∫ +∞
−∞
ln(1−|r(ξ)|2)
1+|ξ|2+ǫ dξ<∞. 
Lemma 2.3. For r(ζ)∈S1
C
(R),
a(s+iε) =
ε↓0
(−s)Nei( θ2+
∑N
n=1 φn) exp(−P.V. ∫
R\{s}
ln(1−|r(µ)|2)
(µ−s)
dµ
2πi)
(1−|r(s)|2)κsgn(s) (1+o(1)), s∈{±1},
where P.V.
∫
denotes the principal value integral, and κ± are real, possibly zero, constants.
Proof. This result will be proved via two independent approaches: (1) using the represen-
tation for a(ζ) given in Lemma 2.2 (Method (i)); and (2) analysing the expression for a(ζ)
given in Proposition 2.4 (Method (ii)).
Method (i). One starts with the representation for a(ζ) given in Lemma 2.2, namely,
a(ζ) = e
iθ
2
∏N
n=1
(ζ−ςn)
(ζ−ςn) exp
(
− ∫ +∞−∞ ln(1−|r(µ)|2)(µ−ζ) dµ2πi), ζ ∈ C+, where θ ∈ [0, 2π) is given in
Lemma 2.2, ςn = e
iφn , φn ∈ (0, π), n ∈ {1, 2, . . . , N}, and r(ζ) ∈ SC(R). The fact that
||r(·)||L∞(R) := supz∈R |r(z)|< 1 is essential for the proof: this will be proved in Lemma 2.4
below. To study the behaviour of a(ζ) as ζ → ±1 from above (C+), set ζ = ±1+ ǫeiβ,
β ∈ (0, π), and consider the limit as ǫ ↓ 0. Set Uε(±1) := {z; |z∓ 1| < ε}, where ε is an
arbitrarily fixed, sufficiently small positive real number. Write I =
∫ +∞
−∞
ln(1−|r(µ)|2)
(µ−ζ)
dµ
2πi =
Iro+(
∫
Uε(−1)+
∫
Uε(+1)
) ln(1−|r(µ)|
2)
(µ−ζ)
dµ
2πi , where I
r
o :=
∫
R\Uε(±1)
ln(1−|r(µ)|2)
(µ−ζ)
dµ
2πi . Since r(ζ)∈SC(R),
one Taylor expands (1−|r(ζ)|2) to show that, for ζ∈Uε(±1), (1−|r(ζ)|2)=1−ro(±1)+r̂1(±1)(ζ∓
1)+ r̂2(±1)2! (ζ∓1)2+O((ζ∓1)3), where ro(±1):= |r(±1)|2 (6=1), and r̂j(±1), j∈{1, 2}, are some
C-valued constants: now, using the fact that ||r(·)||L∞(R)<1, and the expansion ln(1+x)=|x|<1
x+O(x2), one shows that I=Iro+
∑
l∈{±1}(
∫
Uε(l)
ln(1−ro(l))
(µ−ζ)
dµ
2πi+
∫
Uε(l)
(r˜1(l)(µ−l)+O((µ−l)2))
(µ−ζ)
dµ
2πi),
where r˜j(l), j∈{1, 2}, l∈{±1}, are some C-valued constants. Using the distributional identi-
ties (x−(xo±i0))−1=P.V.(x−xo)−1±iπδ(x−xo), where P.V. denotes the principal value integral
and δ(x−xo) is the Dirac delta function, and
∫ x2
x1
f(x)δ(x−xo) dx=
{
f(xo), xo∈(x1, x2),
0, xo∈R \ (x1, x2),
one shows that, with the choice |ǫ cos β|<ε (∀ β∈(0, π)), and taking the principal branch, for
|r(±1)| 6=1, I=ε↓0P.V.
∫
R\{±1}
ln(1−|r(µ)|2)
(µ∓1)
dµ
2πi+
∑
l∈{±1}κsgn(l) ln(1−|r(l)|2)+o(1), with κsgn(l),
l∈{±1}, some R-valued, possibly zero, constants. One also shows that ∏Nn=1 (±1+iε−ζn)(±1+iε−ζn)=ε↓0
(∓1)N exp(i∑Nn=1 φn)(1+o(1)); hence, from the above estimates, it follows that a(±1+iε)=ε↓0
exp( iθ
2
) exp(−P.V. ∫
R\{±1}
ln(1−|r(µ)|2)
(µ∓1)
dµ
2πi )(∓1)N exp(i
∑N
n=1 φn)
(1−|r(±1)|2)κ± (1+o(1)).
Method (ii). From Proposition 2.4, a(ζ) = ζ
2
ζ2−1
(
Ψ+22(ζ)Ψ
−
11(ζ)−Ψ+12(ζ)Ψ−21(ζ)
)
, ζ ∈C+,
where, from Lemma 2.1,
Ψ−(ζ) :=Ψ−(x, 0; ζ) =
(
e
iθ
2 e
i(
∫ x−∞ S(ξ;ζ) dξ−k(ζ)x) e iθ2 A(x;ζ) e−i(∫ x−∞ S(ξ;ζ) dξ−k(ζ)x)
e−
iθ
2 A(x;ζ)ei(
∫ x−∞ S(ξ;ζ) dξ−k(ζ)x) e− iθ2 e−i(∫ x−∞ S(ξ;ζ) dξ−k(ζ)x)
)
,
Ψ+(ζ) :=Ψ+(x, 0; ζ) =
(
e
−i(∫ x+∞ T(ξ;ζ) dξ+k(ζ)x) B(x;ζ)ei(∫ x+∞ T(ξ;ζ) dξ+k(ζ)x)
B(x;ζ) e−i(
∫ x
+∞ T(ξ;ζ) dξ+k(ζ)x) ei(
∫ x
+∞ T(ξ;ζ) dξ+k(ζ)x)
)
,
with A(x; ζ), B(x; ζ), S(x; ζ), and T(x; ζ) satisfying system (L2.1a), and θ given in Lemma 2.2.
Near ±1, let the small parameters be defined by µ± := ζ∓1: since r(ζ) ∈ SC(R), it follows
from a result of Zhou [29] that A(x;µ±) =
∑∞
n=0 a
±
n [u, u]µ
n±+O(|µ±|+∞) and B(x;µ±) =
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∑∞
n=0 b
±
n [u, u]µ
n±+O(|µ±|+∞), where ⋆±n [u, u] :=⋆±n , with ⋆∈{a, b}, are functionals of uo(x) and
uo(x). Substituting these asymptotic expansions into the first two equations of system (L2.1a)
and using the geometric progression (1±z)−1 =∑∞n=0(∓1)nzn, |z|< 1, one shows that, for
ζ≈±1,
∓i(2+µ2±∓µ3±+· · · )(a±0 +a±1 µ±+a±2 µ2±+a±3 µ3±+· · · )+dx(a±0 +a±1 µ±+a±2 µ2±+a±3 µ3±+· · · )
+uo(x)e
−iθ(a±0 +a
±
1 µ±+a
±
2 µ
2
±+a
±
3 µ
3
±+· · · )(a±0 +a±1 µ±+a±2 µ2±+a±3 µ3±+· · · )= uo(x) eiθ,
(L2.2a)
±i(2+µ2±∓µ3±+· · · )(b±0 +b±1 µ±+b±2 µ2±+b±3 µ3±+· · · )+dx(b±0 +b±1 µ±+b±2 µ2±+b±3 µ3±+· · · )
+uo(x)(b
±
0 +b
±
1 µ±+b
±
2 µ
2
±+b
±
3 µ
3
±+· · · )(b±0 +b±1 µ±+b±2 µ2±+b±3 µ3±+· · · )=uo(x). (L2.2b)
From Eqs. (L2.2a) and (L2.2b), one has, from the O(1) terms,
−2ia+0 +dxa+0 +uo(x)e−iθ(a+0 )2= uo(x) eiθ, 2ib+0 +dxb+0 +uo(x)(b+0 )2=uo(x), (L2.2c)
2ia−0 +dxa
−
0 +uo(x)e
−iθ(a−0 )
2= uo(x) e
iθ, −2ib−0 +dxb−0 +uo(x)(b−0 )2=uo(x). (L2.2d)
Eqs. (L2.2c) and (L2.2d) are non-linear ordinary differential equations (ODEs) of the Riccati
type for a±0 and b
±
0 : for the purposes of this proof, their explicit solutions are not neces-
sary (they can also be transformed into linear 2nd-order non-constant coefficient ODEs).
From Eqs. (L2.2c) and (L2.2d), one shows that a±0 b
±
0 = e
iθ; hence, with the representa-
tions a±0 := |a±0 (x)| exp(iφa±(x)) and b±0 := |b±0 (x)| exp(iφb±(x)), with |a±0 (x)| : R → R+ (re-
spectively |b±0 (x)| : R → R+) and φa±(x) : R → R \ {0} (respectively φb±(x) : R → R \ {0}),
it follows that |a±0 (x)||b±0 (x)| = 1 and φa±(x)+φb±(x) = θmod(2π): one also requires that
(zero-integral conditions)
∫
R
|uo(ξ)|(|a±0 (ξ)|+|a±0 (ξ)|−1) cos(arg(uo(ξ))−θ+φa±(ξ)) dξ=0 and∫
R
|uo(ξ)|(|a±0 (ξ)|−|a±0 (ξ)|−1) sin(arg(uo(ξ))−θ+φa±(ξ)) dξ=0. From Eqs. (L2.2a) and (L2.2b),
one has, from the O(µ±) terms,
dxa
+
1 +a
+
1 (2uo(x)e
−iθa+0 −2i)=0, dxb+1 +b+1 (2uo(x) b+0 +2i)=0, (L2.2e)
dxa
−
1 +a
−
1 (2uo(x)e
−iθa−0 +2i)=0, dxb
−
1 +b
−
1 (2uo(x) b
−
0 −2i)=0. (L2.2f)
Eqs. (L2.2e) and (L2.2f) are linear 1st-order ODEs for a±1 and b
±
1 which can be solved
explicitly to yield a±1 =c± exp(−∫x−∞(2uo(ξ)e−iθa±0∓2i)dξ) and b±1 =d± exp(−∫x+∞(2uo(ξ) b±0±
2i)dξ), with (c±, d±) ∈ C × C. Once again, since r(ζ) ∈ SC(R), it follows from a result of
Zhou [29] that, near ±1, with µ± := ζ∓ 1, S(x;µ±) =
∑∞
n=0 s
±
n [u, u]µ
n±+O(|µ±|+∞) and
T(x;µ±)=
∑∞
n=0 t
±
n [u, u]µ
n±+O(|µ±|+∞), where ⋆±n [u, u] :=⋆±n , with ⋆∈{s, t}, are functionals
of uo(x) and uo(x). Substituting these asymptotic expansions into the third equation of
system (L2.1a) and using the geometric progression (1±z)−1 =∑∞n=0(∓1)nzn, |z| < 1, one
shows that, for ζ≈±1,
i(s±0 +s
±
1 µ±+s
±
2 µ
2
±+· · · )=∓i(1∓µ±+µ2±+· · · )+uo(x)e−iθ(a±0 +a±1 µ±+· · · ), (L2.2g)
i(t±0 +t
±
1 µ±+t
±
2 µ
2
±+· · · )=±i(1∓µ±+µ2±+· · · )+uo(x) (b±0 +b±1 µ±+· · · ). (L2.2h)
Solving, algebraically, Eqs. (L2.2g) and (L2.2h) for the first two non-zero terms, one arrives
at s±0 =∓1−iuo(x)e−iθa±0 , t±0 =±1−iuo(x) b±0 , s±1 =1−iuo(x)e−iθa±1 , and t±1 =−1−iuo(x) b±1 ,
with a±0 and b
±
0 (respectively a
±
1 and b
±
1 ) as stated (respectively given) above. Substituting
the above asymptotic expansions into the matrix representations for Ψ±(x, 0; ζ) given at the
beginning of Method (ii), isolating the elements Ψ+22(ζ), Ψ
−
11(ζ), Ψ
+
12(ζ), and Ψ
−
21(ζ), recalling
that a±0 b
±
0 = e
iθ, choosing c± and d± judiciously, along with the convergence conditions∫ +∞
−∞ |uo(ξ)||a±0 (ξ)| cos(arg(uo(ξ))−θ+φa±(ξ)) dξ<∞ and
∫ +∞
−∞ (|uo(ξ)||a±0 (ξ)| sin(arg(uo(ξ))−
θ+φa±(ξ))∓1) dξ <∞ (so as to remove secular terms), invoking the zero-integral conditions,
and substituting, finally, into the expression for a(ζ) given at the beginning of Method (ii),
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one shows that, for ζ ≈ ±1, ±2(ζ∓1)a(ζ) = exp(K±+O(ζ∓1))(e iθ2 −e iθ2︸ ︷︷ ︸
0
+O(ζ∓1)), with
K± ∈C \ {0} and O(1); hence, a(ζ)=ζ→±1 â±o +O(ζ∓1), where â±o are some C-valued O(1)
constants (whose explicit expressions are not given here). 
Remark 2.3. The analysis for the singular limit |r(±1)|=1 is not addressed in this work:
it is assumed throughout that |r(±1)| 6=1.
The t-dependence is re-introduced into the analysis by studying the ∂tΨ(x, t; ζ)=V(x, t; ζ)
· Ψ(x, t; ζ) component of system (2). It is shown in [9] that the scattering map (S) uo(·) 7→
r(ζ) = R(uo(·)), which is a bijection for uo(x) and r(ζ) belonging to the spaces defined
heretofore, linearises the DfNLSE flow. This leads to the following
Proposition 2.5 ([9, 30]). Let u(x, t) be the solution of the Cauchy problem for the DfN-
LSE with finite-density initial data and Ψ(x, t; ζ) the corresponding solution of system (2)
defined in Proposition 2.2. Then a(ζ, t)=a(ζ) and b(ζ, t)=b(ζ) exp(4ik(ζ)λ(ζ)t).
From Proposition 2.5, it follows that, since a(ζ, t) is independent of t, a(ζ) is the “gen-
erator” of the integrals of motion of the model, and, from the definition r(ζ, t) := b(ζ,t)a(ζ,t) , it
follows that r(ζ, t) evolves in the scattering data phase space according to the rule r(ζ, t)=
r(ζ) exp(4ik(ζ)λ(ζ)t), with r(ζ)∈S1
C
(R). Assembling the above, one arrives at the following
(normalised at ∞) RHP for the M(2,C)-valued function m(x, t; ζ).
Lemma 2.4. Let u(x, t) be the solution of the Cauchy problem for the DfNLSE with finite-
density initial data u(x, 0) :=uo(x)=x→±∞ uo(±∞)(1+o(1)), where uo(±∞) :=exp( i(1∓1)θ2 ),
θ is given in Lemma 2.2, uo(x) ∈ C∞(R), and uo(x)−uo(±∞) ∈ SC(R±). For ζ ∈ C+, set
Φ(x, t; ζ) :=
(
Ψ−
11
(x,t;ζ)
a(ζ)
Ψ+12(x,t;ζ)
Ψ−
21
(x,t;ζ)
a(ζ)
Ψ+22(x,t;ζ)
)
, and, for ζ ∈ C−, set Φ(x, t; ζ) :=
Ψ+11(x,t;ζ) Ψ−12(x,t;ζ)a(ζ)
Ψ+21(x,t;ζ)
Ψ−
22
(x,t;ζ)
a(ζ)
,
where a(ζ) is given in Lemma 2.2, Ψ±(x, t; ζ) are the solutions of system (2) defined in
Proposition 2.2, and Ψ±(x, 0; ζ) solve ODΨ±(x, 0; ζ) = ( 0 00 0 ) with the asymptotics stated in
Definition 2.1. Set m(x, t; ζ) :=Φ(x, t; ζ) exp(ik(ζ)(x+2λ(ζ)t)σ3). Then: (1) the bounded dis-
crete set σd is finite; (2) the poles of m(x, t; ζ) are simple; (3) the first (respectively second)
column of m(x, t; ζ) has poles in C+ (respectively C−) at {ςn}Nn=1 (respectively {ςn}Nn=1),
ςn :=e
iφn, φn∈(0, π); and (4) m(x, t; ζ) : C \ (σd ∪ σc)→M(2,C) solves the following RHP:
(i) m(x, t; ζ) is piecewise meromorphic ∀ ζ∈C \ σc;
(ii) m±(x, t; ζ) :=limε↓0m(x, t; ζ±iε) satisfy the jump condition
m+(x, t; ζ)=m−(x, t; ζ)G(x, t; ζ), ζ∈R,
where G(x, t; ζ) := exp(−ik(ζ)(x+2λ(ζ)t)ad(σ3))
(
1+r(ζ)r(
1
ζ ) r(
1
ζ )
r(ζ) 1
)
, and r(ζ), the re-
flection coefficient of the direct scattering problem for OD, satisfies r(ζ) =ζ→0 O(ζ),
r(ζ)=ζ→∞O(ζ−1), r(1ζ )=−r(ζ), and r(ζ)∈S1C(R);
(iii) for the simple poles of m(x, t; ζ) at {ςn}Nn=1 and {ςn}Nn=1, there exist nilpotent matri-
ces, with degree of nilpotency 2, such that the residues of m(x, t; ζ) satisfy the polar
conditions
res(m(x, t; ζ); ςn) = lim
ζ→ ςn
m(x, t; ζ)gn(x, t)σ−, n∈{1, 2, . . . , N},
res(m(x, t; ζ); ςn) =σ1res(m(x, t; ζ); ςn) σ1, n∈{1, 2, . . . , N},
where gn(x, t) := gne
2ik(ςn)(x+2λ(ςn)t), with gn = bn(ςn − ςn)e−iθ̂(ςn)
∏N
k=1
k 6=n
(
ςn−ςk
ςn−ςk
)
and
θ̂(z) := θ2+
∫ +∞
−∞
ln(1−|r(µ)|2)
(µ−z)
dµ
2π , and bn := |bn|eiθbn , θbn ∈ {±π2 }, are (pure imaginary)
constants associated with the direct scattering problem for the operator OD;
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(iv) det(m(x, t; ζ))|ζ=±1=0;
(v) m(x, t; ζ) =
ζ→ 0
1
ζσ2+O(1);
(vi) as ζ→∞, ζ∈C \ (σd ∪ σc), m(x, t; ζ)=I+O(ζ−1);
(vii) m(x, t; ζ) possesses the following symmetry reductions, m(x, t; ζ) = σ1m(x, t; ζ)σ1 and
m(x, t; 1ζ )=ζm(x, t; ζ)σ2.
For r(ζ) ∈ S1
C
(R): (I) the RHP for m(x, t; ζ) formulated above is uniquely (asymptotically)
solvable; and (II) Φ(x, t; ζ) :=m(x, t; ζ) exp(−ik(ζ)(x+2λ(ζ)t)σ3) solves system (2), with
u(x, t) :=i lim
ζ→∞
ζ ∈C \ (σd∪σc)
(ζ(m(x, t; ζ)−I))12 (3)
the solution of the Cauchy problem for the DfNLSE, and∫ x
+∞
(|u(ξ, t)|2−1) dξ :=−i lim
ζ→∞
ζ ∈C \ (σd∪σc)
(ζ(m(x, t; ζ)−I))11. (4)
Sketch of Proof. From the definition of Φ(x, t; ζ), ζ ∈ C \ R, given in the Lemma, the
ζ→∞ and ζ→0 asymptotics for Ψ±(x, 0; ζ) (respectively a(ζ)) given in Lemma 2.1 (respec-
tively Corollary 2.3), the (evolution) rule r(ζ)→r(ζ) exp(4ik(ζ)λ(ζ)t), and the fact that a(ζ)
is independent of t, one shows that
Φ(x, t; ζ) =
ζ→∞
(
I+ 1ζ
(
i
∫ x
+∞(|u(ξ,t)|2−1) dξ −iu(x,t)
iu(x,t) −i ∫ x
+∞(|u(ξ,t)|2−1) dξ
)
+O( 1
ζ2
)
)
e−ik(ζ)(x+2λ(ζ)t)σ3 ,
Φ(x, t; ζ) =
ζ→ 0
(
1
ζσ2+O(1)
)
e−ik(ζ)(x+2λ(ζ)t)σ3 :
this can also be obtained by mimicking calculations similar to those given in the proof of
Lemma 2.1. From the monodromy and unimodularity relations given in Proposition 2.4, one
shows that Φ(x, t; ζ), with Φ±(x, t; ζ) := limε↓0Φ(x, t; ζ± iε), satisfies the “jump” relation
Φ+(x, t; ζ) = Φ−(x, t; ζ)
(
1−r(ζ)r(ζ) −r(ζ)
r(ζ) 1
)
, ζ ∈ R, where, from Corollaries 2.2 and 2.3, and
Remark 2.2, r(1ζ ) = −r(ζ), r(ζ) =ζ→∞ O(ζ−1), r(ζ) =ζ→0 O(ζ), and r(ζ) ∈ SC(R). From
the definition of Φ(x, t; ζ), ζ ∈ C \ R, and the representation for a(ζ) given in Lemma 2.2,
one shows that, for ζ ∈ C+, Φ(x, t; ζ) =
(
e−iθ̂(ζ)
∏N
n=1
(ζ−ςn)
(ζ−ςn)Ψ
−
11(x,t;ζ) Ψ
+
12(x,t;ζ)
e−iθ̂(ζ)
∏N
n=1
(ζ−ςn)
(ζ−ςn)Ψ
−
21(x,t;ζ) Ψ
+
22(x,t;ζ)
)
, and, for
ζ∈C−, Φ(x, t; ζ)=
(
Ψ+11(x,t;ζ) e
iθ̂(ζ)
∏N
n=1
(ζ−ςn)
(ζ−ςn)Ψ
−
12(x,t;ζ)
Ψ+21(x,t;ζ) e
iθ̂(ζ)
∏N
n=1
(ζ−ςn)
(ζ−ςn)Ψ
−
22(x,t;ζ)
)
, with θ̂(z) as defined in the Lemma;
hence, it follows that the polar structure of Φ(x, t; ζ) is such that, for ζ ∈ C+ (respec-
tively ζ∈C−), the first (respectively second) column of Φ(x, t; ζ) has (a finitely denumerable
number of) simple poles at {ςn}Nn=1 (respectively {ςn}Nn=1), where ςn :=eiφn , φn∈(0, π). Since
a(ζ)|ζ=ςn = 0, n ∈ {1, 2, . . . , N}, it follows from the monodromy relation given in Proposi-
tion 2.4 that Ψ−(x, t; ςn)=Ψ+(x, t; ςn)
(
0 b(ςn)
b(ςn) 0
)
; hence, from this relation and the defini-
tion of Φ(x, t; ζ) for ζ∈C+, it follows that, with the choice gn=bn(ςn−ςn)e−iθ̂(ςn)
∏N
k=1
k 6=n
(ςn−ςk)
(ςn−ςk) ,
res(Φ(x, t; ζ); ςn)=limζ→ςn Φ(x, t; ζ)gnσ−, n∈{1, 2, . . . , N}: using the fact that θ̂(ςn)= θ̂(ςn),
a similar argument shows that res(Φ(x, t; ζ); ςn) = σ1res(Φ(x, t; ζ); ςn) σ1, n ∈ {1, 2, . . . , N}.
From the definition of Φ(x, t; ζ), ζ ∈ C \ R, the jump condition for Φ(x, t; ζ), and the
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fact that Ψ(x, t; ζ) satisfies the σ1 symmetry reduction Ψ(x, t; ζ) = σ1Ψ(x, t; ζ)σ1, it fol-
lows that σ1Φ±(x, t; ζ)σ1 = Φ∓(x, t; ζ), namely, Φ(x, t; ζ) = σ1Φ(x, t; ζ) σ1: a similar argu-
ment, along with the fact that r(1ζ ) =−r(ζ), shows that Φ(x, t; 1ζ ) = ζΦ(x, t; ζ)σ2. The fact
that det(Φ(x, t; ζ))|ζ=±1 =0 is a consequence of the definition of Φ(x, t; ζ), the asymptotics
(proof of Lemma 2.3) a(ζ) =ζ→±1 â±o +O(ζ∓1), with â±o 6=0, and the degeneracy condition
det(Ψ(x, t; ζ))|ζ=±1 = 0 (Proposition 2.4). Now, setting m(x, t; ζ) := Φ(x, t; ζ) exp(ik(ζ)(x+
2λ(ζ)t)σ3), one arrives at items (ii)–(vii) of the Lemma: item (i) is an immediate conse-
quence of the polar structure of m(x, t; ζ) and the fact that m(x, t; ζ) has a jump discontinu-
ity across R (oriented from −∞ to +∞). Since the solution of the RHP for m(x, t; ζ) can be
written as the ordered factorisation m(x, t; ζ)=(I+∆o(x, t)ζ
−1)P(x, t; ζ)md(x, t; ζ)mc(x, t; ζ),
wheremc(x, t; ζ) (=σ1mc(x, t; ζ) σ1) ∈SL(2,C), md(x, t; ζ) (=σ1md(x, t; ζ)σ1) ∈SL(2,C) has
the representation md(x, t; ζ)=I+
∑N
n=1
(
res(m(x,t;ζ);ςn)
(ζ−ςn) +
σ1res(m(x,t;ζ);ςn)σ1
(ζ−ςn)
)
, I+∆o(x, t)ζ
−1∈
M(2,C), with ∆o(x, t) (= σ1∆o(x, t) σ1) ∈ GL(2,C), is analytic in a punctured neighbour-
hood of the origin, and P(x, t; ζ) (= σ1P(x, t; ζ) σ1) ∈ GL(2,C) is chosen so that ∆o(x, t)
(= P(x, t; 0)md(x, t; 0)m
c(x, t; 0)σ2) is idempotent, and, for ||r(·)||L∞(R) := supζ∈R |r(ζ)|< 1,
1
2(G†(x, t; ζ)+G(x, t; ζ)), with † denoting Hermitian conjugation, is positive definite, it follows
that, either due to a classical result of Gohberg and Krein (see [23] for details) or Zhou’s skew
Schwarz reflection invariant symmetry principle (see Theorem 9.3 in [31] and Theorem 2.2.10
in [28]: see, also, [32]), and the fact that
∑2
j=1 kj=
1
2π
∫
R
d(arg(det(G(x, t; ξ))))=0, where kj ,
j∈{1, 2}, denote the partial indices of the RHP factorisation for m(x, t; ζ), and the winding
number of (1−r(ζ)r(ζ)) vanishes (see Proposition 1.38 in [33]), that is, WR(1−r(ζ)r(ζ)) =∑
l∈{±}s(l)n(l) = 0, where s(+)=−s(−) = 1 and n(±) := card{ςn; ∓ℑ(ςn)> 0}, the RHP for
m(x, t; ζ) is asymptotically solvable: uniqueness follows from a standard argument (see, for
example, Chapter 7 of [25]). The fact that u(x, t), defined by Eq. (3), satisfies the DfNLSE
follows from the ζ→∞ asymptotics of m(x, t; ζ) (see the ζ→∞ asymptotics for Φ(x, t; ζ)
given at the beginning of the proof and recall the definition of m(x, t; ζ) in terms of Φ(x, t; ζ)).
The fact that Φ(x, t; ζ)=m(x, t; ζ) exp(−ik(ζ)(x+2λ(ζ)t)σ3) satisfies system (2) is a straight-
forward calculation. 
Remark 2.4. The precise sense in which the limits for m(x, t; ζ) are taken is explained in
detail in Chapter 7 of [25]. It is convenient to define the formal (space of) scattering data
as SD :=
{(
1−r(ζ)r(ζ) −r(ζ)
r(ζ) 1
)
, ζ∈R
}
∪ (∪Nn=1{φn, gn := |gn|eiφgn }) (⊂ M∞ × R3n, where
M∞ is some, unspecified for the time being, infinite-dimensional space): setting SDo :={(
1−r(ζ)r(ζ) −r(ζ)
r(ζ) 1
)
, ζ∈R
}
∪ (∪Nn=1{φn}) (⊂ SD), one notes from the expression for θ given
in Lemma 2.2 that θ : SDo → [0, 2π), namely, {r(ζ), ζ ∈ R} ∪ (∪Nn=1{φn}) 7→ −2
∑N
n=1 φn−∫ +∞
−∞
ln(1−|r(µ)|2)
µ
dµ
2π .
Since a(ζ) is independent of t, it follows from a well-known result [9] that ln(a(ζ)) is the
generating function for the integrals of motion, namely, ln(a(ζ)) = ζ→∞
ζ∈C+
∑∞
n=0 In[u, u]ζ
−n+
O(|ζ|−∞), where In[u, u] are local functionals of u(x, t) and u(x, t). This leads to the following
(trace identity)
Proposition 2.6.∫ +∞
−∞
(|u(ξ, t)|2−1) dξ=−2
N∑
n=1
sin(φn)−
∫ +∞
−∞
ln(1−|r(µ)|2) dµ2π .
Proof. From Corollary 2.3, it follows that, for ζ∈C+, ln(a(ζ))=ζ→∞ iθ2+(i
∫ +∞
−∞ (|u(ξ, t)|2−
1) dξ)ζ−1+O(ζ−2). Using the representation for a(ζ) given in Lemma 2.2 and the fact that
r(ζ)∈ SC(R), one deduces that, for ζ ∈C+, ln(a(ζ)) =ζ→∞ iθ2 +(
∑N
n=1(ςn−ςn)+
∫ +∞
−∞ ln(1−
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|r(µ)|2) dµ2πi)ζ−1+O(ζ−2): noting that
∑N
n=1(ςn−ςn)=−2i
∑N
n=1 sin(φn), with |
∑N
n=1(ςn−ςn)|6
2N , equating the above (two) ζ→∞ asymptotics for ln(a(ζ)), one obtains the result stated
in the Proposition. 
Heretofore, the discussion has focused on the general case when σOD :=spec(OD)=σd∪σc,
with σd ∩σc=∅, where σd and σc subsume, respectively, the “N -dark soliton” (discrete spec-
trum) and “continuum” (continuous spectrum) contributions to the solution of the Cauchy
problem for the DfNLSE: in this work, only the asymptotics of solutions to the Cauchy prob-
lem for the DfNLSE in the so-called solitonless sector, that is, σd≡∅ and σc 6≡∅, are studied
(the asymptotic analysis for the general case {σd, σc} 6≡ {∅, ∅} is in progress). Essentially,
in the construction of the asymptotic solution of the RHP for the M(2,C)-valued function
m(x, t; ζ) stated in Lemma 2.4, σd≡∅ means dropping all reference to the polar structure of
m(x, t; ζ) at {ςn, ςn}Nn=1: all terms depending, in any way, on {ςn, ςn}Nn=1 are absent from the
specification of the RHP for m(x, t; ζ); in particular, a(ζ) = e
iθ
2 exp
(
− ∫ +∞−∞ ln(1−|r(µ)|2)(µ−ζ) dµ2πi),
ζ ∈ C+, with 0 6 θ = −
∫ +∞
−∞
ln(1−|r(µ)|2)
µ
dµ
2π < 2π, md(x, t; ζ) ≡ I, and it is sufficient to take
P(x, t; ζ)≡ I. One is lead to the following (normalised at ∞) RHP for m(x, t; ζ):
Lemma 2.5. Let u(x, t) be the solution of the Cauchy problem for the DfNLSE with finite-
density initial data u(x, 0) :=uo(x)=x→±∞ uo(±∞)(1+o(1)), where uo(±∞) :=exp( i(1∓1)θ2 ),
0 6 θ = − ∫ +∞−∞ ln(1−|r(µ)|2)µ dµ2π < 2π, uo(x) ∈ C∞(R), and uo(x)−uo(±∞) ∈ SC(R±). Then
m(x, t; ζ) : C \ σc→M(2,C) solves the following RHP:
(i) m(x, t; ζ) is piecewise holomorphic ∀ ζ∈C \ σc;
(ii) m±(x, t; ζ) :=limε↓0m(x, t; ζ±iε) satisfy the jump condition
m+(x, t; ζ)=m−(x, t; ζ)G(x, t; ζ), ζ∈R,
where G(x, t; ζ) := exp(−ik(ζ)(x+2λ(ζ)t)ad(σ3))
(
1−r(ζ)r(ζ) −r(ζ)
r(ζ) 1
)
, and r(ζ), the re-
flection coefficient of the direct scattering problem for OD, satisfies r(ζ) =ζ→0 O(ζ),
r(ζ)=ζ→∞O(ζ−1), r(1ζ )=−r(ζ), and r(ζ)∈S1C(R);
(iii) det(m(x, t; ζ))|ζ=±1=0;
(iv) m(x, t; ζ) =
ζ→ 0
1
ζσ2+O(1);
(v) as ζ→∞, ζ∈C \ σc, m(x, t; ζ)=I+O(ζ−1);
(vi) m(x, t; ζ) possesses the following symmetry reductions, m(x, t; ζ) = σ1m(x, t; ζ)σ1 and
m(x, t; 1ζ )=ζm(x, t; ζ)σ2.
For r(ζ) ∈ S1
C
(R): (I) the RHP for m(x, t; ζ) formulated above is uniquely (asymptotically)
solvable; and (II) Φ(x, t; ζ) :=m(x, t; ζ) exp(−ik(ζ)(x+2λ(ζ)t)σ3), with Φ(x, t; ζ) in terms of
Ψ±(x, t; ζ) as defined in Lemma 2.4 for a(ζ) = exp( iθ2 ) exp
(
− ∫ +∞−∞ ln(1−|r(µ)|2)(µ−ζ) dµ2πi), ζ ∈ C+,
solves system (2),
u(x, t) :=i lim
ζ→∞
ζ ∈C \σc
(ζ(m(x, t; ζ)−I))12 (5)
is the solution of the Cauchy problem for the DfNLSE, and∫ x
+∞
(|u(ξ, t)|2−1) dξ :=−i lim
ζ→∞
ζ ∈C \σc
(ζ(m(x, t; ζ)−I))11. (6)
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Corollary 2.4. In the solitonless sector (σd≡∅),∫ +∞
−∞
(|u(ξ, t)|2−1) dξ=−
∫ +∞
−∞
ln(1−|r(µ)|2) dµ2π .
Proof. Since, in the solitonless sector, ∆a≡∅ (Lemma 2.2), it follows that
∑N
n=1 sin(φn)=
0: the result stated in the Corollary is now a consequence of Proposition 2.6. 
Lemma 2.6. The solution of the RHP for m(x, t; ζ) : C\σc→M(2,C) formulated in Lemma
2.5 can be written as the following ordered product,
m(x, t; ζ)=(I+∆o(x, t)ζ
−1)mc(x, t; ζ), (7)
where ∆o(x, t)∈GL(2,C), det(I+∆o(x, t)ζ−1)|ζ=±1=0, σ1∆o(x, t) σ1=∆o(x, t), with finite,
order 2, matrix involutive structure,
∆o(x, t)=
(
∆11o (x, t)e
i(k+1/2)π
√
1+(∆11o (x, t))
2 e−iϑ(x,t)√
1+(∆11o (x, t))
2 eiϑ(x,t) ∆11o (x, t)e
−i(k+1/2)π
)
, k∈Z,
and ∆11o (x, t) : R × R → R and ϑ(x, t) : R × R → R \ {0} obtained from the determining
relation ∆o(x, t)m
c(x, t; 0) = σ2 (det(∆o(x, t)) = det(σ2) = −1), and mc(x, t; ζ) : C \ σc →
SL(2,C) solves the following RHP: (1) mc(x, t; ζ) is piecewise holomorphic ∀ ζ ∈C \ σc; (2)
mc+(x, t; ζ) = m
c−(x, t; ζ)G(x, t; ζ), ζ ∈ R, where G(x, t; ζ) is defined in Lemma 2.5; (3) as
ζ→∞, ζ∈C \σc, mc(x, t; ζ)=I+O(ζ−1); and (4) mc(x, t; ζ) satisfies the symmetry reduction
mc(x, t; ζ)=σ1mc(x, t; ζ) σ1 and the condition (m
c(x, t; 0)σ2)
2=I.
Proof. Follows from the ordered (matrix) product given in Eq. (7) and Lemma 2.5. 
Remark 2.5. The M(2,C)-valued function I+∆o(x, t)ζ
−1, with ∆o(x, t)∈GL(2,C), which
is analytic in a punctured neighbourhood of the origin, plays a role somewhat analogous to
the (analytic) matrix-valued function E(z) in [34]. One can take a Laurent expansion of the
form I+
∑
j∈Z ∆˜j(x, t)ζ
−j , with σ1∆˜j(x, t) σ1=∆˜j(x, t) and ∆˜j(x, t)∈GL(2,C), for the first
factor on the right-hand side of the ordered product in Eq. (7); however, in order to satisfy
the conditions imposed by Lemma 2.5 on the solution of the RHP for m(x, t; ζ), one shows
that ∆˜j(x, t)=( 0 00 0 ), j∈Z\{1}, and only the ∆˜1(x, t) :=∆o(x, t) term is non-zero.
Hence, the main technical thrust revolves around the explicit (asymptotic) construction of
mc(x, t; ζ), and the determination of ∆o(x, t) is relegated to a purely algebraic computation,
namely, ∆o(x, t)=σ2(m
c(x, t; 0))−1.
3 The Beals-Coifman Construction, the Deift-Zhou Non-Lin-
ear Steepest-Descent Method, and Summary of Results
In this section, the Beals-Coifman (BC) construction [24] for the representation of the solution
of the (matrix) RHP for mc(x, t; ζ) on R stated in Lemma 2.6 is succinctly recapitulated, the
Deift-Zhou (DZ) non-linear steepest-descent method [27] for the asymptotic analysis of the
RHP for mc(x, t; ζ) is discussed in detail, and the results of this work are summarised in
Theorems 3.1–3.3.
The solution framework for matrix RHPs of the type stated in Section 2 (for mc(x, t; ζ))
is constructed according to the BC formulation [24], a self-contained synopsis of which, with
some requisite preamble, follows (explicit x, t dependences are temporarily suppressed). One
agrees to call a contour Γ♯ oriented if: (1) C\Γ♯ has finitely many open connected components;
(2) C \ Γ♯ is the disjoint union of two, possibly disconnected, open regions, denoted by ✵+
and ✵−; and (3) Γ♯ may be viewed as either the positively oriented boundary for ✵+ or the
negatively oriented boundary for ✵− (C \ Γ♯ is coloured by two colours, namely, ±). Let Γ♯,
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as a closed set, be the union of finitely many oriented simple piecewise-smooth arcs. Denote
the set of all self-intersections of Γ♯ by Γ̂♯ (with card(Γ̂♯) < ∞ assumed throughout). Set
Γ˜♯ := Γ♯ \ Γ̂♯. The BC construction for the solution of a (matrix) RHP, in the absence of a
discrete spectrum and spectral singularities [28], on an oriented contour Γ♯ consists of finding
an M(2,C)-valued function X (λ) such that: (1) X (λ) is piecewise holomorphic ∀λ∈C \ Γ♯,
X (λ)↾C\Γ♯ has continuous extension to Γ˜♯, and lim λ′ →λ
λ′ ∈± side of Γ˜♯
∫
Γ˜♯ |X (λ′)−X±(λ)|2 |dλ|=0; (2)
X+(λ)=X−(λ)υ(λ), λ∈ Γ˜♯, for some “jump” matrix υ(λ) : Γ˜♯→GL(2,C); and (3) uniformly
as λ → ∞, λ ∈ C \ Γ♯, X (λ) = I+O(λ−1). Let υ(λ) := (I−w−(λ))−1(I+w+(λ)), λ ∈ Γ˜♯,
be a factorisation for υ(λ), where w±(λ) are some upper/lower or lower/upper triangular
(depending on the orientation of Γ♯) nilpotent matrices, with degree of nilpotency 2, and
w±(λ)∈∩p∈{2,∞}LpM2(C)(Γ˜♯) (if Γ˜♯ is unbounded, one requires that w±(λ)=λ→∞λ∈Γ˜♯ (
0 0
0 0 )). Define
w(λ) := w+(λ)+w−(λ), and introduce the Cauchy operators on L2M2(C)(Γ♯), (C±f)(λ) :=
lim λ′ → λ
λ′ ∈± side of Γ♯
∫
Γ♯
f(z)
(z−λ′)
dz
2πi , where λ
′→λ (∈Γ♯), λ′∈± side of Γ♯, denotes the non-tangential
limits from the ±–sides of Γ♯ at λ∈Γ♯, f(·)∈L2M2(C)(Γ♯), with C± : L2M2(C)(Γ♯)→L2M2(C)(Γ♯)
bounded in operator norm, namely, ||C±||N(Γ♯) < ∞, where N(∗) denotes the space of all
bounded linear operators acting from L2M2(C)(∗) into L2M2(C)(∗), and ||(C±f)(·)||L2M2(C)(∗) 6
const.||f(·)||L2
M2(C)
(∗). Introduce the BC operator on L2M2(C)(∗), Cwf :=C+(fw−)+C−(fw+);
moreover, since C \ Γ♯ can be coloured by two colours ±, C± are complementary projections
[28], C2+=C+, C
2−=−C−, C+C−=C−C+=0, and C+−C−=1: in the case that C+ and −C−
are complementary, the contour Γ♯ can always be oriented in such a way that the ± regions
lie on the ± sides of the contour, respectively. Re-introducing x, t dependences, specialising
the BC formulation to the solution of the RHP for mc(x, t; ζ) on σc=R (oriented from −∞
to +∞), and defining G(x, t; ζ) :=(I−wG−(x, t; ζ))−1(I+wG+(x, t; ζ)), the integral representation
for mc(x, t; ζ) is given by the following
Lemma 3.1 (Beals and Coifman [24]). Let
µG(x, t; ζ)=mc+(x, t; ζ)(I+w
G
+(x, t; ζ))
−1=mc−(x, t; ζ)(I−wG−(x, t; ζ))−1.
If µG(x, t; ζ)∈ I+L2M2(C)(σc)1 :={I+h(·); h(·)∈L2M2(C)(σc)} solves the linear singular integral
equation
(1−CwG )(µG(x, t; ζ)−I)=CwG I=C+(wG−(x, t; ζ))+C−(wG+(x, t; ζ)), ζ∈σc,
where 1 is the identity operator on I+L2M2(C)(σc), then the solution of the RHP for mc(x, t; ζ)
is
mc(x, t; ζ)=I+
∫
σc
µG(x, t; z)wG(x, t; z)
(z−ζ)
dz
2πi
, ζ∈C \ σc,
where µG(x, t; z) :=((1−CwG )−1I)(x, t; z), and wG(x, t; z) :=
∑
l∈{±}w
G
l (x, t; z).
Remark 3.1. The central difficulty subsumed in the analysis is concerned with the existence
and invertibility of the operator 1−CwG , in particular (1−CwG )−1, as an operator fromL2M2(C)(σc) → L2M2(C)(σc). In Sections 4 and 5, it is shown by explicit construction that,
asymptotically, ker(1−CwG )↾L2
M2(C)
(σc)=∅, or, alternatively, the Fredholm index of 1−CwG on
L2M2(C)(σc) is zero, that is,
i(1−CwG )↾L2
M2(C)
(σc) :=(dimker(1−CwG )−dim coker(1−CwG ))↾L2M2(C)(σc)= 0.
1For f(ζ)∈ I+L2M2(C)(∗), ||f(·)||I+L2M2(C)(∗)
:=(|f(∞)|2+||f(·)−f(∞)||2L2
M2(C)
(∗))
1/2 [31].
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From Lemma 2.6, the ordered factorisation of Eq. (7), and Eq. (5), one shows that
u(x, t)=i(∆o(x, t))12 +
∫
σc
(µG(x, t; z))11 r(z) exp(−2itθu(z)) dz2π ,
θu(ζ) := 12(ζ− 1ζ )(zo+ζ+ 1ζ ), zo := xt
(8)
(with an analogous expression for
∫ x
+∞(|u(ξ, t)|2−1) dξ), where (⋆)ij denotes the (i j)-element
of ⋆. It is clear from Eq. (8) that the determination of u(x, t) comes down to an asymptotic
analysis of the resolvent kernel, µG(x, t; z), for which no a priori explicit information regarding
its analytical properties is available: the remedy to this is achieved via the application of
the DZ (non-linear steepest-descent) method [27], complemented by the explicit asymptotic
solution of an auxiliary system of linear singular integral equations. In analogy with the
method of steepest descents, the DZ method begins by examining the saddle point(s) of
the phase function, θu(ζ). The following cases evince themselves: (i) t→±∞ and x→∓∞
such that zo <−2, ∂ζθu(ζ) = ζ−3(ζ−ζ1)(ζ−ζ2)(ζ−ζ3)(ζ−ζ4), where {ζi}4i=1 are defined in
Theorem 3.1, Eqs. (16) and (17); (ii) t→ ±∞ and x→ ±∞ such that zo > 2, ∂ζθu(ζ) =
ζ−3(ζ−ℵ1)(ζ−ℵ2)(ζ−ℵ3)(ζ−ℵ4), where {ℵi}4i=1 are defined in Theorem 3.1, Eq. (24); (iii)
t→±∞ and x→∓∞ (respectively x→±∞) such that zo∈ (−2, 0) (respectively zo∈ (0, 2)),
∂ζθ
u(ζ)= ζ−3(ζ−ζ♯1)(ζ−ζ♯1)(ζ−ζ♯3)(ζ−ζ♯3), where ζ♯n, n∈{1, 3}, are defined in Theorem 3.2,
Eqs. (36) and (37); (iv) t→±∞ and x→∓∞ (respectively x→±∞) such that zo → 0−
(respectively zo→ 0+), ∂ζθu(ζ) = ζ−3(ζ−e iπ4 )(ζ−e− iπ4 )(ζ−e 3πi4 )(ζ−e− 3πi4 ); (v) t→±∞ and
x → ∓∞ such that zo = −2, ∂ζθu(ζ) = ζ−3(ζ−1)2(ζ− e 2πi3 )(ζ− e− 2πi3 ); and (vi) t → ±∞
and x→ ±∞ such that zo = 2, ∂ζθu(ζ) = ζ−3(ζ+1)2(ζ−e iπ3 )(ζ−e− iπ3 ). Cases (i) and (ii)
correspond to oscillatory asymptotics, cases (iii) and (iv) give rise to exponentially decaying
asymptotics, and cases (v) and (vi) give rise to asymptotics which are related to those of
the transcendent of the Painleve´ II equation (PII) [35, 36, 37, 38, 39]. In this work, only
cases (i)–(iv) are considered, and cases (v) and (vi) will be studied elsewhere. Hereafter, the
discussion will focus exclusively on how the DZ method is applied to the subcase t→+∞ and
x→−∞ such that zo<−2 of case (i): analogous statements/arguments, with corresponding
modifications, apply to cases (ii)–(vi). Succinctly, the DZ method for (oscillatory) RHPs
is based on a succession of transformations (involving judicious factorisations of the jump
matrix), and deformations of σc (orientations, too), which, as t→+∞, convert the original
RHP into an equivalent RHP (in the sense that a solution of the equivalent RHP gives a
solution of the original RHP and vice versa2) with jump matrix Gequiv(x, t; ζ) of the form
Gequiv(x, t; ζ) = Gmodel(x, t; ζ)+Gerror(x, t; ζ), where Gmodel(x, t; ζ) is the jump matrix for an
explicitly solvable model RHP, and Gerror(x, t; ζ)=t→+∞ I+o(1). Modulo error estimates, the
solution of the original RHP “tends to” the solution of the model RHP. The delineation of
the DZ method is as follows:
(i) decompose the complex plane of the spectral parameter ζ according to the signature of
ℜ(itθu(ζ)) (see Section 4, Figure 1), where ±↔ℜ(itθu(ζ))≷0, and {ζ2, ζ1} and {ζ3, ζ3}
are, respectively, the real and complex first-order saddle points (note that C \ σc is
partitioned into the disjoint union of two disconnected domains coloured, respectively,
by ±);
(ii) reorient σc = R (oriented from −∞ to +∞) according to, and consistent with, the
signature of ℜ(itθu(ζ)), denoted by σ′c (see Section 4, Figure 2), “conjugate” the RHP
formc(x, t; ζ) according to m̂c(x, t; ζ) :=mc(x, t; ζ)(δ(ζ))−σ3 , where δ(ζ) solves the scalar
2In particular, if there are two RHPs, (X1(λ), υ1(λ),Γ1) and (X2(λ), υ2(λ),Γ2), say, with Γ2 ⊂ Γ1 and
υ1(λ)↾Γ1\Γ2=t→+∞ I+o(1), then, within the BC framework (Lemma 3.1), and modulo o(1) estimates, their
solutions, X1(λ) and X2(λ), respectively, are (asymptotically) equal.
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discontinuous RHP
δ+(ζ) =
{
δ−(ζ)(1−r(ζ)r(ζ)), ℜ(ζ)∈(−∞, 0) ∪ (ζ2, ζ1),
δ−(ζ)=δ(ζ), ℜ(ζ)∈(0, ζ2) ∪ (ζ1,+∞),
δ(ζ) =
ζ→∞
1+O(ζ−1),
with solution δ(ζ)=
(
ζ−ζ1
ζ−ζ2
)iν
exp
(∫ 0
−∞
ln(1−|r(µ)|2)
(µ−ζ)
dµ
2πi+
∫ ζ1
ζ2
ln
(
1−|r(µ)|2
1−|r(ζ1)|2
)
1
(µ−ζ)
dµ
2πi
)
, wh-
ere ν :=− 12π ln(1−|r(ζ1)|2), δ(ζ)δ(ζ)=1, and δ(ζ)δ(1ζ )= δ(0), and derive the following
RHP for m̂c(x, t; ζ) : C \ σ′c→SL(2,C),
m̂c+(x, t; ζ)=m̂
c
−(x, t; ζ)
(
1 0
−ρ(ζ)(δ−(ζ))−2 e2itθu(ζ) 1
)(
1 ρ(ζ)(δ+(ζ))2e−2itθ
u(ζ)
0 1
)
, ζ∈σ′c,
m̂c(x, t; ζ)= ζ→∞
ζ∈C\σ′c
I+O(ζ−1), m̂c(x, t; ζ)=σ1m̂c(x, t; ζ)σ1, and (m̂c(x, t; 0)(δ(0))σ3σ2)2=
I, where ρ(ζ) :=
{
r(ζ), ℜ(ζ)∈(0, ζ2) ∪ (ζ1,+∞),
−r(ζ)(1−r(ζ)r(ζ))−1, ℜ(ζ)∈(−∞, 0) ∪ (ζ2, ζ1);
(iii) on each interval (−∞, 0), (0, ζ2), (ζ2, ζ1), and (ζ1,+∞), replace r(ζ) by rational func-
tions, and deform and augment σ′c to the (oriented) contour Σ′ (see Section 4, Figure 3)
such that the respective jump matrices on σ′c ⊂ Σ′ and the finite triangular humps
(respectively linear segments) of Σ′ \ σ′c, away from the union of the neighbourhoods
of the real first-order saddle points ζ2 and ζ1 (respectively complex first-order saddle
points ζ3 and ζ3), tend to I as t→+∞, and rewrite the RHP for m̂c(x, t; ζ) on σ′c as an
equivalent RHP for an SL(2,C)-valued function m♯(x, t; ζ) (see Section 4, Lemma 4.3
for the explicit transformation from m̂c(x, t; ζ) to m♯(x, t; ζ)) on Σ′ (this is possible due
to the fact that the index of the RHP is a topological invariant [23]);
(iv) showing that the contribution of ζ3 (respectively ζ3) to the leading-order asymptotics
of m♯(x, t; ζ) is O(exp(−ĝ(zo)t)), where ĝ(zo)>0, truncate Σ′ to the (oriented) contour
Σ♯ (see Section 4, Figure 4) partitioned such that Σ♯ =ΣA′ ∪ ΣB′ and ΣA′ ∩ ΣB′ = ∅,
with dist(ΣA′ ,ΣB′)=t→+∞O(1);
(v) localising the jump matrices of the most rapidly descented RHPs on the union of the
truncated disjoint crosses to the open neighbourhoods of ζ1 and ζ2, introducing the
scaling-shifting operators (see Section 5, Eqs. (105) and (106)) NA, f(ζ) 7→(NAf)(w˜)=
f
(
ζ2+w˜/
|ζ2−ζ3|
ζ2
√
2t(ζ1−ζ2)
ζ2
)
, and NB, g(ζ) 7→ (NBg)(w˜)= g
(
ζ1+w˜/
|ζ1−ζ3|
ζ1
√
2t(ζ1−ζ2)
ζ1
)
,
which scale and shift (centre) ΣA′ and ΣB′ , respectively, to w˜ = 0, deducing that the
leading-order asymptotics are O(t−1/2), and showing that the higher order interaction
between the crosses is O(t−1/2 ln t), one separates out the contributions of the crosses
and shows that u(x, t) can be written as the linear superposition of the contributions of
the various (disjoint) crosses, and, with additional transformations and scalings, reduce
the RHPs on the crosses to model RHPs (on R) which can be solved in closed form in
terms of parabolic cylinder functions.
Remark 3.2. Throughout this work, M ∈R>1 denotes a fixed, bounded constant, and the
“symbols” cS(♦), c(♭, ♮, ♯), c(z1, z2, z3, z4), c(•), and c appearing in the various error estimates
are to be understood as follows: (1) for ±♦> 0, cS(♦) ∈ SC(R±); (2) for ±♭ > 0, c(♭, ♮, ♯) ∈
L∞
C
(R±×C∗×C∗), where C∗ :=C\{0} (and bounded); (3) for (z1, z2)∈R±×R±, c(z1, z2, z3, z4)∈
L∞
C
(R2±×C∗×C∗); (4) for ±•>0, c(•)∈L∞C (D±), where D+ :=(0, 2) and D− :=(−2, 0); and (5)
c∈C∗. Even though the symbols cS(♦), c(♭, ♮, ♯), c(z1, z2, z3, z4), c(•), and c appearing in the
error estimations are not, in general, equal, and should properly be denoted as c1(·), c2(·), etc.,
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the simplified notations cS(♦), c(♭, ♮, ♯), c(z1, z2, z3, z4), c(•), and c are retained throughout
in order to eschew a flood of superfluous notation, as well as to maintain consistency with
the main theme of this work, namely, to derive explicitly the leading order asymptotics and
the classes to which the errors belong without regard to their precise zo-dependence.
Remark 3.3. In Eqs. (9) and (18) below, one should keep, everywhere, the upper (respec-
tively lower) signs as t→+∞ (respectively t→−∞).
Theorem 3.1. For r(ζ) ∈ SC(R) ∩ {h(z); ||h(·)||L∞(R) := supz∈R |h(z)| < 1}, let m(x, t; ζ)
be the solution of the Riemann-Hilbert problem formulated in Lemma 2.5. Let u(x, t), the
solution of the Cauchy problem for the DfNLSE with finite-density initial data u(x, 0) :=
uo(x)=x→±∞uo(±∞)(1+o(1)), where uo(±∞) :=exp( i(1∓1)θ2 ), 06θ=−
∫ +∞
−∞
ln(1−|r(µ)|2)
µ
dµ
2π <
2π, uo(x)∈C∞(R), and uo(x)−uo(±∞)∈ SC(R±), be defined by Eq. (5). Then as t→±∞
and x→∓∞ such that zo :=x/t<−2,
u(x, t) =e−iθ
±(1)
(
1+
i
√
ν(ζ1)√|t|(ζ1−ζ2) (z2o+32)1/4
(
ζ1e
∓i(Θ±(zo,t)±(2∓1)π4 )+ζ2e±i(Θ
±(zo,t)±(2∓1)π4 )
)
+O
((
cS(ζ1)c(ζ2, ζ3, ζ4)√
ζ1(z2o+32)
+
cS(ζ2)c(ζ1, ζ3, ζ4)√
ζ2(z2o+32)
)
ln |t|
(ζ1−ζ2)t
))
, (9)
where
θ+(j) :=
∫ 0
−∞
ln(1−|r(µ)|2)
µj
dµ
2π
+
∫ ζ1
ζ2
ln(1−|r(µ)|2)
µj
dµ
2π
, j∈{0, 1}, (10)
θ−(l) :=
∫ ζ2
0
ln(1−|r(µ)|2)
µl
dµ
2π
+
∫ +∞
ζ1
ln(1−|r(µ)|2)
µl
dµ
2π
, l∈{0, 1}, (11)
ν(z) :=− 12π ln(1−|r(z)|2), (12)
Θ±(zo, t) :=± arg r(ζ1)−arg Γ(iν(ζ1))±t(ζ1−ζ2)(zo+ζ1+ζ2)+ν(ζ1) ln |t|
+3ν(ζ1) ln(ζ1−ζ2)+ 12ν(ζ1) ln(z2o+32)∓Ω±(ζ1)± 12Ω±(0), (13)
Ω+(z)=
1
π
∫ 0
−∞
ln|µ−z|d ln(1−|r(µ)|2) + 1
π
∫ ζ1
ζ2
ln|µ−z|d ln(1−|r(µ)|2), (14)
Ω−(z)=
1
π
∫ ζ2
0
ln|µ−z|d ln(1−|r(µ)|2) + 1
π
∫ +∞
ζ1
ln|µ−z|d ln(1−|r(µ)|2), (15)
ζ1 :=
1
2
(
−a1+
√
a21−4
)
, ζ2=
1
ζ1
, ζ3 :=
1
2
(
−a2+i
√
4−a22
)
, ζ4=ζ3, (16)
a1=
1
4
(
zo−
√
z2o+32
)
, a2=
1
4
(
zo+
√
z2o+32
)
, (17)
0< ζ2 < ζ1, |ζ3|2 = 1, a1a2 =−2, and Γ(·) is the gamma function [40], and as t→±∞ and
x→±∞ such that zo>2,
u(x, t) =−e−iφ±(1)
(
1+
i
√
ν(ℵ4)√|t|(ℵ3−ℵ4) (z2o+32)1/4
(
ℵ4e∓i(Φ±(zo,t)±(2∓1)π4 )+ℵ3e±i(Φ±(zo,t)±(2∓1)π4 )
)
+O
((
cS(ℵ3)c(ℵ4,ℵ1,ℵ2)√|ℵ3|(z2o+32) + c
S(ℵ4)c(ℵ3,ℵ1,ℵ2)√|ℵ4|(z2o+32)
)
ln |t|
(ℵ3−ℵ4)t
))
, (18)
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where
φ+(j) :=
∫ ℵ4
−∞
ln(1−|r(µ)|2)
µj
dµ
2π
+
∫ 0
ℵ3
ln(1−|r(µ)|2)
µj
dµ
2π
, j∈{0, 1}, (19)
φ−(l) :=
∫ ℵ3
ℵ4
ln(1−|r(µ)|2)
µl
dµ
2π
+
∫ +∞
0
ln(1−|r(µ)|2)
µl
dµ
2π
, l∈{0, 1}, (20)
Φ±(zo, t) :=± arg r(ℵ4)−arg Γ(iν(ℵ4))±t(ℵ4−ℵ3)(zo+ℵ3+ℵ4)+ν(ℵ4) ln |t|
+3ν(ℵ4) ln(ℵ3−ℵ4)+ 12ν(ℵ4) ln(z2o+32)∓Λ±(ℵ4)± 12Λ±(0), (21)
Λ+(z)=
1
π
∫ ℵ4
−∞
ln|µ−z|d ln(1−|r(µ)|2) + 1
π
∫ 0
ℵ3
ln|µ−z|d ln(1−|r(µ)|2), (22)
Λ−(z)=
1
π
∫ ℵ3
ℵ4
ln|µ−z|d ln(1−|r(µ)|2) + 1
π
∫ +∞
0
ln|µ−z|d ln(1−|r(µ)|2), (23)
ℵ1 := 1
2
(
−a1+i
√
4−a21
)
, ℵ2=ℵ1, ℵ3 := 1
2
(
−a2+
√
a22−4
)
, ℵ4= 1ℵ3 , (24)
ℵ4<ℵ3<0, and |ℵ1|2=1. For u(x, t) as defined and given above, let
∫ x
+∞(|u(ξ, t)|2−1) dξ be
defined by Eq. (6). Then: (i) as t→+∞ and x→−∞ such that zo<−2,
∫ x
+∞
(|u(ξ, t)|2−1) dξ = θ+(0) − 2√ν(ζ1) cos(Θ+(zo, t) + π4 )√
t(ζ1−ζ2) (z2o+32)1/4
+O
((
cS(ζ1)c(ζ2, ζ3, ζ4)√
ζ1(z2o+32)
+
cS(ζ2)c(ζ1, ζ3, ζ4)√
ζ2(z2o+32)
)
ln t
(ζ1−ζ2)t
)
, (25)
∫ x
−∞
(|u(ξ, t)|2−1) dξ = −θ−(0)− 2√ν(ζ1) cos(Θ+(zo, t) + π4 )√
t(ζ1−ζ2) (z2o+32)1/4
+O
((
cS(ζ1)c(ζ2, ζ3, ζ4)√
ζ1(z2o+32)
+
cS(ζ2)c(ζ1, ζ3, ζ4)√
ζ2(z2o+32)
)
ln t
(ζ1−ζ2)t
)
; (26)
(ii) as t→−∞ and x→+∞ such that zo<−2,
∫ x
+∞
(|u(ξ, t)|2−1) dξ = θ−(0) − 2√ν(ζ1) cos(Θ−(zo, t)− 3π4 )√|t|(ζ1−ζ2) (z2o+32)1/4
+O
((
cS(ζ1)c(ζ2, ζ3, ζ4)√
ζ1(z2o+32)
+
cS(ζ2)c(ζ1, ζ3, ζ4)√
ζ2(z2o+32)
)
ln |t|
(ζ1−ζ2)t
)
, (27)
∫ x
−∞
(|u(ξ, t)|2−1) dξ = −θ+(0)− 2√ν(ζ1) cos(Θ−(zo, t)− 3π4 )√|t|(ζ1−ζ2) (z2o+32)1/4
+O
((
cS(ζ1)c(ζ2, ζ3, ζ4)√
ζ1(z2o+32)
+
cS(ζ2)c(ζ1, ζ3, ζ4)√
ζ2(z2o+32)
)
ln |t|
(ζ1−ζ2)t
)
; (28)
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(iii) as t→+∞ and x→+∞ such that zo>2,∫ x
+∞
(|u(ξ, t)|2−1) dξ = φ−(0) + 2√ν(ℵ4) cos(Φ+(zo, t) + π4 )√
t(ℵ3−ℵ4) (z2o+32)1/4
+O
((
cS(ℵ3)c(ℵ4,ℵ1,ℵ2)√|ℵ3|(z2o+32) + c
S(ℵ4)c(ℵ3,ℵ1,ℵ2)√|ℵ4|(z2o+32)
)
ln t
(ℵ3−ℵ4)t
)
, (29)
∫ x
−∞
(|u(ξ, t)|2−1) dξ = −φ+(0) + 2√ν(ℵ4) cos(Φ+(zo, t) + π4 )√
t(ℵ3−ℵ4) (z2o+32)1/4
+O
((
cS(ℵ3)c(ℵ4,ℵ1,ℵ2)√|ℵ3|(z2o+32) + c
S(ℵ4)c(ℵ3,ℵ1,ℵ2)√|ℵ4|(z2o+32)
)
ln t
(ℵ3−ℵ4)t
)
; (30)
and (iv) as t→−∞ and x→−∞ such that zo>2,∫ x
+∞
(|u(ξ, t)|2−1) dξ = φ+(0) + 2√ν(ℵ4) cos(Φ−(zo, t)− 3π4 )√|t|(ℵ3−ℵ4) (z2o+32)1/4
+O
((
cS(ℵ3)c(ℵ4,ℵ1,ℵ2)√|ℵ3|(z2o+32) + c
S(ℵ4)c(ℵ3,ℵ1,ℵ2)√|ℵ4|(z2o+32)
)
ln |t|
(ℵ3−ℵ4)t
)
, (31)
∫ x
−∞
(|u(ξ, t)|2−1) dξ = −φ−(0) + 2√ν(ℵ4) cos(Φ−(zo, t)− 3π4 )√|t|(ℵ3−ℵ4) (z2o+32)1/4
+O
((
cS(ℵ3)c(ℵ4,ℵ1,ℵ2)√
|ℵ3|(z2o+32)
+
cS(ℵ4)c(ℵ3,ℵ1,ℵ2)√
|ℵ4|(z2o+32)
)
ln |t|
(ℵ3−ℵ4)t
)
. (32)
Theorem 3.2. For r(ζ)∈SC(R) ∩ {h(z); ||h(·)||L∞(R) := supz∈R |h(z)|< 1}, let m(x, t; ζ) be
the solution of the Riemann-Hilbert problem formulated in Lemma 2.5. Let u(x, t), the solution
of the Cauchy problem for the DfNLSE with finite-density initial data u(x, 0):=uo(x)=x→±∞
uo(±∞)(1+o(1)), where uo(±∞) := exp( i(1∓1)θ2 ), 06 θ=−
∫ +∞
−∞
ln(1−|r(µ)|2)
µ
dµ
2π < 2π, uo(x)∈
C∞(R), and uo(x)−uo(±∞) ∈ SC(R±), be defined by Eq. (5). Set s1 := ζ♯1 = exp(iϕ̂1) and
s2 := ζ
♯
3=exp(iϕ̂3), where ζ
♯
n and ϕ̂n, n∈{1, 3}, are defined in Eqs. (36) and (37). Then: (i)
for r(s1)=exp(− iε1π2 )|r(s1)|, ε1∈{±1}, r(s2)=exp( iε2π2 )|r(s2)|, ε2∈{±1}, 0<r(s2)r(s2)<1,
and ε1=ε2, as t→+∞ and x→−∞ such that zo :=x/t∈(−2, 0),
u(x, t)=e−iψ
+(1)
(
1+
e
i
2
(ε1π−(ϕ̂1−ϕ̂3))e−(a˜+t+c˜+)i+
b˜
√
t
(
i sin(12(ϕ̂1+ϕ̂3)) sinh(a˜−t+c˜−
+18 ln
(
4−a21
4−a22
)
−lni−
)
+cos(12 (ϕ̂1+ϕ̂3)) cosh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
−lni−
))
+O
(
c(zo)e
−4αt
βt
))
, (33)
and, for ε1=−ε2,
u(x, t)=e−iψ
+(1)
(
1− e
i
2
(ε1π−(ϕ̂1−ϕ̂3))e−(a˜+t+c˜+)i+
b˜
√
t
(
i sin(12(ϕ̂1+ϕ̂3)) cosh(a˜−t+c˜−
+18 ln
(
4−a21
4−a22
)
−lni−
)
+cos(12 (ϕ̂1+ϕ̂3)) sinh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
−lni−
))
+O
(
c(zo)e
−4αt
βt
))
, (34)
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where
ψ+(l) :=
∫ 0
−∞
ln(1−|r(µ)|2)
µl
dµ
2π
, l∈{0, 1}, (35)
ζ♯1 :=−12(a1−i(4−a21)1/2)=eiϕ̂1 , ϕ̂1=arctan
(
(4−a21)1/2
|a1|
)
∈(0, π2 ), a1<0, |a1|<2, (36)
ζ♯3 :=−12(a2−i(4−a22)1/2)=eiϕ̂3 , ϕ̂3=− arctan
(
(4−a22)1/2
|a2|
)
∈(π2 , π), a2>0, |a2|<2, (37)
a˜± := 12zo((4−a21)1/2∓(4−a22)1/2)− 12(a1(4−a21)1/2∓a2(4−a22)1/2), a˜+>0, (38)
c˜± :=sin(ϕ̂1)
∫ 0
−∞
ln(1−|r(µ)|2)
(µ−cos ϕ̂1)2+sin2 ϕ̂1
dµ
2π
∓ sin(ϕ̂3)
∫ 0
−∞
ln(1−|r(µ)|2)
(µ−cos ϕ̂3)2+sin2 ϕ̂3
dµ
2π
, (39)
b˜ :=2−1/2(z2o+32)
1/4(4−a21)1/8(4−a22)1/8, (40)
i+ :=
(
|r(s1)||r(s2)|
(1−r(s2)r(s2))
)1/2
, i− :=
(
|r(s1)|(1−r(s2)r(s2))
|r(s2)|
)1/2
, (41)
α :=min{12 (zo−a1)(4−a21)1/2,−12(zo−a2)(4−a22)1/2} (>0), (42)
β :=min{12(z2o+32)1/2(4−a21)1/2, 12(z2o+32)1/2(4−a22)1/2} (>0), (43)
and a1 and a2 are given in Theorem 3.1, Eq. (17); (ii) for r(s1)=exp(
iε1π
2 )|r(s1)|, ε1∈{±1},
r(s2)=exp(− iε2π2 )|r(s2)|, ε2∈{±1}, 0<r(s1)r(s1)<1, and ε1=ε2, as t→−∞ and x→+∞
such that zo∈(−2, 0),
u(x, t)=e−iψ
−(1)
(
1+
e
i
2
(ε1π+(ϕ̂1−ϕ̂3))e−(a˜+|t|−ĉ+)k+
b˜
√|t| (i sin(12 (ϕ̂1+ϕ̂3)) sinh(a˜−|t|−ĉ−
+18 ln
(
4−a21
4−a22
)
+ lnk−
)
−cos(12 (ϕ̂1+ϕ̂3)) cosh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
+lnk−
))
+O
(
c(zo)e
−4α|t|
βt
))
, (44)
and, for ε1=−ε2,
u(x, t)=e−iψ
−(1)
(
1− e
i
2
(ε1π+(ϕ̂1−ϕ̂3))e−(a˜+|t|−ĉ+)k+
b˜
√|t| (i sin(12 (ϕ̂1+ϕ̂3)) cosh(a˜−|t|−ĉ−
+18 ln
(
4−a21
4−a22
)
+ lnk−
)
−cos(12(ϕ̂1+ϕ̂3)) sinh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
+lnk−
))
+O
(
c(zo)e
−4α|t|
βt
))
, (45)
where
ψ−(l) :=
∫ +∞
0
ln(1−|r(µ)|2)
µl
dµ
2π
, l∈{0, 1}, (46)
ĉ± :=sin(ϕ̂1)
∫ +∞
0
ln(1−|r(µ)|2)
(µ−cos ϕ̂1)2+sin2 ϕ̂1
dµ
2π
∓ sin(ϕ̂3)
∫ +∞
0
ln(1−|r(µ)|2)
(µ−cos ϕ̂3)2+sin2 ϕ̂3
dµ
2π
, (47)
k+ :=
(
|r(s1)||r(s2)|
(1−r(s1)r(s1))
)1/2
, k− :=
(
|r(s2)|(1−r(s1)r(s1))
|r(s1)|
)1/2
; (48)
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(iii) for r(s2) = exp(− iε1π2 )|r(s2)|, ε1 ∈ {±1}, r(s1) = exp( iε2π2 )|r(s1)|, ε2 ∈ {±1}, 0 <
r(s1)r(s1)<1, and ε1=ε2, as t→+∞ and x→+∞ such that zo∈(0, 2),
u(x, t)=−e−iψ+(1)
(
1+
e
i
2
(ε1π−(ϕ̂1−ϕ̂3))e−(a˜+t+c˜+)˜ג+
b˜
√
t
(
i sin(12 (ϕ̂1+ϕ̂3)) sinh(a˜−t+c˜−
+18 ln
(
4−a21
4−a22
)
+ln ˜ג−
)
+cos(12 (ϕ̂1+ϕ̂3)) cosh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
+ln ˜ג−
))
+O
(
c(zo)e
−4αt
βt
))
, (49)
and, for ε1=−ε2,
u(x, t)=−e−iψ+(1)
(
1+
e
i
2
(ε1π−(ϕ̂1−ϕ̂3))e−(a˜+t+c˜+)˜ג+
b˜
√
t
(
i sin(12 (ϕ̂1+ϕ̂3)) cosh(a˜−t+c˜−
+18 ln
(
4−a21
4−a22
)
+ln ˜ג−
)
+cos(12 (ϕ̂1+ϕ̂3)) sinh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
+ln ˜ג−
))
+O
(
c(zo)e
−4αt
βt
))
, (50)
where
˜ג+ :=
(
|r(s2)||r(s1)|
(1−r(s1)r(s1))
)1/2
, ˜ג− :=
(
|r(s2)|(1−r(s1)r(s1))
|r(s1)|
)1/2
; (51)
and (iv) for r(s2) = exp(
iε1π
2 )|r(s2)|, ε1 ∈ {±1}, r(s1) = exp(− iε2π2 )|r(s1)|, ε2 ∈ {±1}, 0 <
r(s2)r(s2)<1, and ε1=ε2, as t→−∞ and x→−∞ such that zo∈(0, 2),
u(x, t)=−e−iψ−(1)
(
1+
e
i
2
(ε1π+(ϕ̂1−ϕ̂3))e−(a˜+|t|−ĉ+)̂ג+
b˜
√|t| (i sin(12(ϕ̂1+ϕ̂3)) sinh(a˜−|t|−ĉ−
+18 ln
(
4−a21
4−a22
)
−ln ̂ג−
)
−cos(12 (ϕ̂1+ϕ̂3)) cosh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
−ln ̂ג−
))
+O
(
c(zo)e
−4α|t|
βt
))
, (52)
and, for ε1=−ε2,
u(x, t)=−e−iψ−(1)
(
1+
e
i
2
(ε1π+(ϕ̂1−ϕ̂3))e−(a˜+|t|−ĉ+)̂ג+
b˜
√|t| (i sin(12 (ϕ̂1+ϕ̂3)) cosh(a˜−|t|−ĉ−
+18 ln
(
4−a21
4−a22
)
−ln ̂ג−
)
−cos(12 (ϕ̂1+ϕ̂3)) sinh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
−ln ̂ג−
))
+O
(
c(zo)e
−4α|t|
βt
))
, (53)
where
̂ג+ :=
(
|r(s2)||r(s1)|
(1−r(s2)r(s2))
)1/2
, ̂ג− :=
(
|r(s1)|(1−r(s2)r(s2))
|r(s2)|
)1/2
. (54)
For u(x, t) as defined and given above, let
∫ x
+∞(|u(ξ, t)|2−1) dξ be defined by Eq. (6). Then: (i)
for r(s1)=exp(− iε1π2 )|r(s1)|, ε1∈{±1}, r(s2)=exp( iε2π2 )|r(s2)|, ε2∈{±1}, 0<r(s2)r(s2)<1,
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and ε1=ε2, as t→+∞ and x→−∞ such that zo∈(−2, 0),∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ+(0)− sgn(ε1)e
−(a˜+t+c˜+)i+
b˜
√
t
cosh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
−lni−
)
+O
(
c(zo)e
−4αt
βt
)
, (55)∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ−(0)− sgn(ε1)e
−(a˜+t+c˜+)i+
b˜
√
t
cosh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
−lni−
)
+O
(
c(zo)e
−4αt
βt
)
, (56)
and, for ε1=−ε2,∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ+(0)+ sgn(ε1)e
−(a˜+t+c˜+)i+
b˜
√
t
sinh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
−lni−
)
+O
(
c(zo)e
−4αt
βt
)
, (57)∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ−(0)+ sgn(ε1)e
−(a˜+t+c˜+)i+
b˜
√
t
sinh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
−lni−
)
+O
(
c(zo)e
−4αt
βt
)
; (58)
(ii) for r(s1) = exp(
iε1π
2 )|r(s1)|, ε1 ∈ {±1}, r(s2) = exp(− iε2π2 )|r(s2)|, ε2 ∈ {±1}, 0 <
r(s1)r(s1)<1, and ε1=ε2, as t→−∞ and x→+∞ such that zo∈(−2, 0),∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ−(0)+ sgn(ε1)e
−(a˜+ |t|−ĉ+)k+
b˜
√|t| cosh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
+lnk−
)
+O
(
c(zo)e
−4α|t|
βt
)
, (59)∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ+(0)+ sgn(ε1)e
−(a˜+ |t|−ĉ+)k+
b˜
√|t| cosh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
+lnk−
)
+O
(
c(zo)e
−4α|t|
βt
)
, (60)
and, for ε1=−ε2,∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ−(0)− sgn(ε1)e
−(a˜+|t|−ĉ+)k+
b˜
√|t| sinh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
+lnk−
)
+O
(
c(zo)e
−4α|t|
βt
)
, (61)∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ+(0)− sgn(ε1)e
−(a˜+ |t|−ĉ+)k+
b˜
√|t| sinh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
+lnk−
)
+O
(
c(zo)e
−4α|t|
βt
)
; (62)
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(iii) for r(s2) = exp(− iε1π2 )|r(s2)|, ε1 ∈ {±1}, r(s1) = exp( iε2π2 )|r(s1)|, ε2 ∈ {±1}, 0 <
r(s1)r(s1)<1, and ε1=ε2, as t→+∞ and x→+∞ such that zo∈(0, 2),∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ−(0)+ sgn(ε1)e
−(a˜+t+c˜+)˜ג+
b˜
√
t
cosh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
+ln ˜ג−
)
+O
(
c(zo)e
−4αt
βt
)
, (63)∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ+(0)+ sgn(ε1)e
−(a˜+t+c˜+)˜ג+
b˜
√
t
cosh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
+ln ˜ג−
)
+O
(
c(zo)e
−4αt
βt
)
, (64)
and, for ε1=−ε2,∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ−(0)+ sgn(ε1)e
−(a˜+t+c˜+)˜ג+
b˜
√
t
sinh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
+ln ˜ג−
)
+O
(
c(zo)e
−4αt
βt
)
, (65)∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ+(0)+ sgn(ε1)e
−(a˜+t+c˜+)˜ג+
b˜
√
t
sinh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
+ln ˜ג−
)
+O
(
c(zo)e
−4αt
βt
)
; (66)
and (iv) for r(s2) = exp(
iε1π
2 )|r(s2)|, ε1 ∈ {±1}, r(s1) = exp(− iε2π2 )|r(s1)|, ε2 ∈ {±1}, 0 <
r(s2)r(s2)<1, and ε1=ε2, as t→−∞ and x→−∞ such that zo∈(0, 2),∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ+(0)− sgn(ε1)e
−(a˜+|t|−ĉ+)̂ג+
b˜
√|t| cosh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
−ln ̂ג−
)
+O
(
c(zo)e
−4α|t|
βt
)
, (67)
∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ−(0)− sgn(ε1)e
−(a˜+ |t|−ĉ+)̂ג+
b˜
√|t| cosh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
−ln ̂ג−
)
+O
(
c(zo)e
−4α|t|
βt
)
, (68)
and, for ε1=−ε2,∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ+(0)− sgn(ε1)e
−(a˜+|t|−ĉ+)̂ג+
b˜
√|t| sinh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
−ln ̂ג−
)
+O
(
c(zo)e
−4α|t|
βt
)
, (69)
∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ−(0)− sgn(ε1)e
−(a˜+ |t|−ĉ+)̂ג+
b˜
√|t| sinh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
−ln ̂ג−
)
+O
(
c(zo)e
−4α|t|
βt
)
. (70)
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Theorem 3.3. For r(ζ) ∈ SC(R) ∩ {h(z); ||h(·)||L∞(R) := supz∈R |h(z)| < 1}, let m(x, t; ζ)
be the solution of the Riemann-Hilbert problem formulated in Lemma 2.5. Let u(x, t), the
solution of the Cauchy problem for the DfNLSE with finite-density initial data u(x, 0) :=
uo(x)=x→±∞uo(±∞)(1+o(1)), where uo(±∞) :=exp( i(1∓1)θ2 ), 06θ=−
∫ +∞
−∞
ln(1−|r(µ)|2)
µ
dµ
2π <
2π, uo(x) ∈C∞(R), and uo(x)−uo(±∞) ∈ SC(R±), be defined by Eq. (5). Set s1 := exp( iπ4 )
and s2 :=exp(
3πi
4 ). Then: (i) for r(s1)=exp(− iε1π2 )|r(s1)|, ε1∈{±1}, r(s2)=exp( iε2π2 )|r(s2)|,
ε2∈{±1}, 0<r(s2)r(s2)<1, and ε1=ε2, as t→+∞ and x→−∞ such that zo :=x/t→0−,
u(x, t)=e−iψ
+(1)
(
1+
e
iπ
2
(ε1+
3
2
)e−(2t+c˜+)b+
2
√
t
sinh(˜c−−ln b−)+O
(
c e−4t
t
))
, (71)
and, for ε1=−ε2,
u(x, t)=e−iψ
+(1)
(
1− e
iπ
2
(ε1+
3
2
)e−(2t+c˜+)b+
2
√
t
cosh(˜c−−ln b−)+O
(
c e−4t
t
))
, (72)
where
c˜± :=
1√
2
∫ 0
−∞
ln(1−|r(µ)|2)
(
√
2µ−1)2+1
dµ
π
∓ 1√
2
∫ 0
−∞
ln(1−|r(µ)|2)
(
√
2µ+1)2+1
dµ
π
, (73)
b+ :=
(
|r(s1)||r(s2)|
(1−r(s2)r(s2))
)1/2
, b− :=
(
|r(s1)|(1−r(s2)r(s2))
|r(s2)|
)1/2
, (74)
and ψ+(·) is defined in Theorem 3.2, Eq. (35); (ii) for r(s1) = exp( iε1π2 )|r(s1)|, ε1 ∈ {±1},
r(s2)=exp(− iε2π2 )|r(s2)|, ε2∈{±1}, 0<r(s1)r(s1)<1, and ε1=ε2, as t→−∞ and x→+∞
such that zo→0−,
u(x, t)=e−iψ
−(1)
(
1− e
iπ
2
(ε1+
1
2
)e−(2|t|−ĉ+)d+
2
√|t| sinh(̂c−−ln d−)+O
(
c e−4|t|
t
))
, (75)
and, for ε1=−ε2,
u(x, t)=e−iψ
−(1)
(
1+
e
iπ
2
(ε1− 32 )e−(2|t|−ĉ+)d+
2
√|t| cosh(̂c−−ln d−)+O
(
c e−4|t|
t
))
, (76)
where
ĉ± :=
1√
2
∫ +∞
0
ln(1−|r(µ)|2)
(
√
2µ−1)2+1
dµ
π
∓ 1√
2
∫ +∞
0
ln(1−|r(µ)|2)
(
√
2µ+1)2+1
dµ
π
, (77)
d+ :=
(
|r(s1)||r(s2)|
(1−r(s1)r(s1))
)1/2
, d− :=
(
|r(s2)|(1−r(s1)r(s1))
|r(s1)|
)1/2
, (78)
and ψ−(·) is defined in Theorem 3.2, Eq. (46); (iii) for r(s2)=exp(− iε1π2 )|r(s2)|, ε1∈{±1},
r(s1)= exp(
iε2π
2 )|r(s1)|, ε2 ∈{±1}, 0<r(s1)r(s1)< 1, and ε1= ε2, as t→+∞ and x→+∞
such that zo→0+,
u(x, t)=−e−iψ+(1)
(
1+
e
iπ
2
(ε1+
3
2
)e−(2t+c˜+)g˜+
2
√
t
sinh(˜c−+ln g˜−)+O
(
c e−4t
t
))
, (79)
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and, for ε1=−ε2,
u(x, t)=−e−iψ+(1)
(
1− e
iπ
2
(ε1− 12 )e−(2t+c˜+)g˜+
2
√
t
cosh(˜c−+ln g˜−)+O
(
c e−4t
t
))
, (80)
where
g˜+ :=
(
|r(s2)||r(s1)|
(1−r(s1)r(s1))
)1/2
, g˜− :=
(
|r(s2)|(1−r(s1)r(s1))
|r(s1)|
)1/2
; (81)
and (iv) for r(s2) = exp(
iε1π
2 )|r(s2)|, ε1 ∈ {±1}, r(s1) = exp(− iε2π2 )|r(s1)|, ε2 ∈ {±1}, 0 <
r(s2)r(s2)<1, and ε1=ε2, as t→−∞ and x→−∞ such that zo→0+,
u(x, t)=−e−iψ−(1)
(
1− e
iπ
2
(ε1+
1
2
)e−(2|t|−ĉ+)ĝ+
2
√|t| sinh(̂c−+ln ĝ−)+O
(
c e−4|t|
t
))
, (82)
and, for ε1=−ε2,
u(x, t)=−e−iψ−(1)
(
1+
e
iπ
2
(ε1+
1
2
)e−(2|t|−ĉ+)ĝ+
2
√|t| cosh(̂c−+ln ĝ−)+O
(
c e−4|t|
t
))
, (83)
where
ĝ+ :=
(
|r(s2)||r(s1)|
(1−r(s2)r(s2))
)1/2
, ĝ− :=
(
|r(s1)|(1−r(s2)r(s2))
|r(s2)|
)1/2
. (84)
For u(x, t) as defined and given above, let
∫ x
+∞(|u(ξ, t)|2−1) dξ be defined by Eq. (6). Then: (i)
for r(s1)=exp(− iε1π2 )|r(s1)|, ε1∈ {±1}, r(s2)=exp( iε2π2 )|r(s2)|, ε2∈{±1}, 0<r(s2)r(s2)<1,
and ε1=ε2, as t→+∞ and x→−∞ such that zo→0−,∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ+(0)− sgn(ε1)e
−(2t+c˜+)b+
2
√
t
cosh(˜c−−ln b−)+O
(
c e−4t
t
)
, (85)∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ−(0)− sgn(ε1)e
−(2t+c˜+)b+
2
√
t
cosh(˜c−−ln b−)+O
(
c e−4t
t
)
, (86)
and, for ε1=−ε2,∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ+(0)+ sgn(ε1)e
−(2t+c˜+)b+
2
√
t
sinh(˜c−−ln b−)+O
(
c e−4t
t
)
, (87)∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ−(0)+ sgn(ε1)e
−(2t+c˜+)b+
2
√
t
sinh(˜c−−ln b−)+O
(
c e−4t
t
)
; (88)
(ii) for r(s1) = exp(
iε1π
2 )|r(s1)|, ε1 ∈ {±1}, r(s2) = exp(− iε2π2 )|r(s2)|, ε2 ∈ {±1}, 0 <
r(s1)r(s1)<1, and ε1=ε2, as t→−∞ and x→+∞ such that zo→0−,∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ−(0)+ sgn(ε1)e
−(2|t|−ĉ+)d+
2
√|t| cosh(̂c−−ln d−)+O
(
c e−4|t|
t
)
, (89)
∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ+(0)+ sgn(ε1)e
−(2|t|−ĉ+)d+
2
√|t| cosh(̂c−−ln d−)+O
(
c e−4|t|
t
)
, (90)
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and, for ε1=−ε2,∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ−(0)+ sgn(ε1)e
−(2|t|−ĉ+)d+
2
√|t| sinh(̂c−−ln d−)+O
(
c e−4|t|
t
)
, (91)
∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ+(0)+ sgn(ε1)e
−(2|t|−ĉ+)d+
2
√|t| sinh(̂c−−ln d−)+O
(
c e−4|t|
t
)
; (92)
(iii) for r(s2) = exp(− iε1π2 )|r(s2)|, ε1 ∈ {±1}, r(s1) = exp( iε2π2 )|r(s1)|, ε2 ∈ {±1}, 0 <
r(s1)r(s1)<1, and ε1=ε2, as t→+∞ and x→+∞ such that zo→0+,∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ−(0)+ sgn(ε1)e
−(2t+c˜+)g˜+
2
√
t
cosh(˜c−+ln g˜−)+O
(
c e−4t
t
)
, (93)∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ+(0)+ sgn(ε1)e
−(2t+c˜+)g˜+
2
√
t
cosh(˜c−+ln g˜−)+O
(
c e−4t
t
)
, (94)
and, for ε1=−ε2,∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ−(0)+ sgn(ε1)e
−(2t+c˜+)g˜+
2
√
t
sinh(˜c−+ln g˜−)+O
(
c e−4t
t
)
, (95)∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ+(0)+ sgn(ε1)e
−(2t+c˜+)g˜+
2
√
t
sinh(˜c−+ln g˜−)+O
(
c e−4t
t
)
; (96)
and (iv) for r(s2) = exp(
iε1π
2 )|r(s2)|, ε1 ∈ {±1}, r(s1) = exp(− iε2π2 )|r(s1)|, ε2 ∈ {±1}, 0 <
r(s2)r(s2)<1, and ε1=ε2, as t→−∞ and x→−∞ such that zo→0+,∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ+(0)− sgn(ε1)e
−(2|t|−ĉ+)ĝ+
2
√|t| cosh(̂c−+ln ĝ−)+O
(
c e−4|t|
t
)
, (97)
∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ−(0)− sgn(ε1)e
−(2|t|−ĉ+)ĝ+
2
√|t| cosh(̂c−+ln ĝ−)+O
(
c e−4|t|
t
)
, (98)
and, for ε1=−ε2,∫ x
+∞
(|u(ξ, t)|2−1) dξ=ψ+(0)+ sgn(ε1)e
−(2|t|−ĉ+)ĝ+
2
√|t| sinh(̂c−+ln ĝ−)+O
(
c e−4|t|
t
)
, (99)
∫ x
−∞
(|u(ξ, t)|2−1) dξ=−ψ−(0)+ sgn(ε1)e
−(2|t|−ĉ+)ĝ+
2
√|t| sinh(̂c−+ln ĝ−)+O
(
c e−4|t|
t
)
. (100)
Remark 3.4. In this work, the complete details of the analysis are presented for the case
t→ +∞ and x→−∞ such that zo := x/t < −2, and the case t→−∞ and x→ +∞ such
that zo <−2 is succinctly treated in Section 7: the remaining cases are analogous (see the
Appendix). The DZ method has recently been extended to tackle asymptotic problems arising
in the theory of random permutations [41], orthogonal polynomials and random matrix theory
[34, 42], and perturbation theory for integrable NLEEs [43] (see, also, the recent extension
by Kamvissis et al. [44]).
4 The Auxiliary and Truncated RHPs
In this section, as t→+∞ and x→−∞ such that zo := x/t <−2, the RHP formulated in
Lemma 2.6 for mc(x, t; ζ) on σc (oriented from −∞ to +∞) is reformulated as an auxiliary
RHP on the augmented contour Σ′ (see Figure 3), which is then dissected to produce an
equivalent RHP on the truncated contour Σ♯ (see Figure 4).
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Remark 4.1. For notational convenience, except where absolutely necessary and/or where
confusion may arise, explicit x, t dependences are suppressed.
As per the DZ method [27], one begins by decomposing the complex plane of the spectral
parameter ζ according to the signature of ℜ(itθu(ζ)) (see Figure 1), where, from Eq. (8),
θu(ζ)= 12(ζ−1ζ )(zo+ζ+1ζ ), with {ζi}4i=1 defined in Theorem 3.1, Eqs. (16) and (17), 0<ζ2<ζ1,
|ζ3|2=1, and ±↔ℜ(itθu(ζ))≷0. One now reorients σc (oriented from −∞ to +∞) according
to, and consistent with, the signature of ℜ(itθu(ζ)), leading to the reoriented contour σ′c (see
Figure 2). Denoting mc(ζ) on σ′c by m˜c(ζ), one shows that m˜c(ζ) : C \ σ′c→ SL(2,C) solves
the following (normalised at ∞) RHP: (1) m˜c(ζ) is piecewise holomorphic ∀ ζ ∈C \ σ′c; (2)
m˜c±(ζ) :=lim ζ′ → ζ
ζ′ ∈± side of σ′c
m˜c(ζ ′) satisfy the jump condition m˜c+(ζ)=m˜c−(ζ)G˜c(ζ), ζ∈R, where
G˜c(ζ) :=
{
(I−r(ζ)e2itθu(ζ)σ−)(I+r(ζ) e−2itθu(ζ)σ+), ζ∈(0, ζ2) ∪ (ζ1,+∞),
(I−r(ζ) e−2itθu(ζ)σ+)(I+r(ζ)e2itθu(ζ)σ−), ζ∈(−∞, 0) ∪ (ζ2, ζ1);
(3) as ζ→∞, ζ ∈C \ σ′c, m˜c(ζ)=I+O(ζ−1); and (4) m˜c(ζ) satisfies the symmetry reduction
m˜c(ζ)=σ1m˜c(ζ)σ1 and the condition (m˜
c(0)σ2)
2=I. One notes from the definition of G˜c(ζ)
that, as t→+∞ and x→−∞ such that zo<−2, for ζ∈C∓ ∩ {ζ; ℜ(ζ)∈(0, ζ2) ∪ (ζ1,+∞)} ∩
(∪⋆∈{0,ζ2,ζ1}{ζ; |ζ−⋆| > ε}), where ε is an arbitrarily fixed, sufficiently small positive real
number, since exp(∓2itθu(ζ)) have analytic continuation to ζ∓i0, | exp(∓2itθu(ζ))|→0, but,
for ζ ∈C± ∩ {ζ; ℜ(ζ)∈ (−∞, 0) ∪ (ζ2, ζ1)} ∩ (∪⋆∈{0,ζ2,ζ1}{ζ; |ζ−⋆|>ε}), since exp(±2itθu(ζ))
have analytic continuation to ζ± i0, | exp(±2itθu(ζ))| → ∞. In order to control the latter
exponential growths, the triangular factorisation of G˜c(ζ) for ℜ(ζ)∈ (−∞, 0) ∪ (ζ2, ζ1) must
be changed from ( 1 N0 1 )(
1 0
H 1 ) to (
1 0
▽ 1 )(
1 △
0 1 ), that is, upper-lower triangular to lower-upper
triangular refactorisation: to accomplish this, one introduces the “δ(·)-function” [27].
 • •
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Figure 1: Signature graph of ℜ(itθu(ζ)) as t→+∞
 • •
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complex
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Figure 2: Reoriented contour σ′c
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Proposition 4.1. Let δ(ζ) solve the following scalar discontinuous RHP:
δ+(ζ) =
{
δ−(ζ)(1−r(ζ)r(ζ)), ℜ(ζ)∈(−∞, 0) ∪ (ζ2, ζ1),
δ−(ζ)=δ(ζ), ℜ(ζ)∈(0, ζ2) ∪ (ζ1,+∞),
δ(ζ) =
ζ→∞
1+O(ζ−1).
The unique solution of this RHP can be written as
δ(ζ)=
(
ζ−ζ1
ζ−ζ2
)iν
exp
(∫ 0
−∞
ln(1−|r(µ)|2)
(µ−ζ)
dµ
2πi
+
∫ ζ1
ζ2
ln
(
1−|r(µ)|2
1−|r(ζ1)|2
)
1
(µ−ζ)
dµ
2πi
)
,
where {ζi}2i=1 are defined in Theorem 3.1, Eqs. (16) and (17), and ν := ν(ζ1) = − 12π ln(1−
|r(ζ1)|2)∈R+. Furthermore, the function δ(ζ) possesses the following properties, δ(ζ)δ(ζ)=
1, δ(ζ)δ(1ζ ) = δ(0), |δ+(ζ)|2 6 1 and |δ−(ζ)|2 6 (1− supz∈R |r(z)|2)−1 < ∞ ∀ ζ ∈ R, and
||(δ(·))±1||L∞(C) :=supζ∈C |(δ(ζ))±1|<∞.
Proof. Noting that the index, κ, associated with the RHP for δ(ζ) stated in the Proposition
is zero, namely, κ := 12π
[
arg(1−|r(ζ)|2)]+∞−∞=0, it follows from a well-known result [45] (see,
also, Theorem A2 in [24]) that it can be solved explicitly (and uniquely) to yield δ(ζ) =
exp
((∫ 0
−∞+
∫ ζ1
ζ2
)
ln(1−|r(µ)|2)
(µ−ζ)
dµ
2πi
)
: choosing the principal branch of ln(·) as per item (9) of
Notational Conventions, one arrives at the expression for δ(ζ) stated in the Proposition.
Using the fact that r(ζ)∈S1
C
(R), one shows from the representation of δ(ζ) that δ(ζ)=ζ→∞ 1+
O(ζ−1); moreover, one deduces that δ(ζ) satisfies the symmetry reduction δ(ζ)δ(ζ)=1. Using
the fact that, for ζ ∈ R, r(1ζ ) = −r(ζ) =−r(ζ), it follows by a change-of-variable argument
that δ(ζ)δ(1ζ ) = δ(0), where δ(0) = exp
((∫ 0
−∞+
∫ ζ1
ζ2
)
ln(1−|r(µ)|2)
µ
dµ
2πi
)
. Letting ζ→ ζ± i0, one
notes from the above symmetry reduction for δ(ζ) that δ±δ∓(ζ)=1; hence, using the relation
δ+(ζ) = δ−(ζ)(1−r(ζ)r(ζ)), one deduces that |δ−(ζ)|2 6 (1−supz∈R |r(z)|2)−1 <∞ ∀ ζ ∈ R,
from which one also shows that |δ+(ζ)|261. Setting ζ :=ξ+iη, with η 6=0, one shows from the
representation for δ(ζ) that |δ(ζ)|=exp
((∫ 0
−∞+
∫ ζ1
ζ2
)
η ln(1−|r(µ)|2)
(µ−ξ)2+η2
dµ
2π
)
, and, using the fact that
r(ζ)∈S1
C
(R), one shows that |δ(ζ)|6exp
(
η supz∈R | ln(1−|r(z)|2)|
2π
∫ +∞
−∞
dµ
(µ−ξ)2+η2
)
: now, recalling
that
∫
dx
x2+p2
= 1p arctan(x/p), and choosing the principal branch of arctan(·), one shows that,
∃ M˜ ∈ R+ and bounded such that ∀ ζ ∈ C \ R, |δ(ζ)| 6 M˜ (a similar argument shows that
|(δ(ζ))−1|6(M˜ )−1); hence, with the estimates for |δ±(ζ)|2, the maximum modulus principle,
and the fact that {z∈C; δ(z)=0}=∅, one shows that ||(δ(·))±1 ||L∞(C)<∞. 
Making use of Proposition 4.1, one changes the triangular factorisation of G˜c(ζ), with
exponential decay of elements like exp(±2itθu(ζ)) in their respective domains of analyticity.
Lemma 4.1. Define m̂c(ζ) := m˜c(ζ)(δ(ζ))−σ3 , where δ(ζ) is given in Proposition 4.1. Then
m̂c(ζ) : C \ σ′c→SL(2,C) solves the following RHP: (1) m̂c(ζ) is piecewise holomorphic ∀ ζ∈
C \ σ′c; (2) m̂c±(ζ) := lim ζ′ → ζ
ζ′ ∈± side of σ′c
m̂c(ζ ′) satisfy the jump condition m̂c+(ζ) = m̂c−(ζ)Ĝc(ζ),
ζ∈R, where
Ĝc(ζ) :=
{
(I−ρ(ζ)(δ(ζ))−2e2itθu(ζ)σ−)(I+ρ(ζ)(δ(ζ))2e−2itθu(ζ)σ+), ζ∈(0, ζ2) ∪ (ζ1,+∞),
(I−ρ(ζ)(δ−(ζ))−2e2itθu(ζ)σ−)(I+ρ(ζ)(δ+(ζ))2e−2itθu(ζ)σ+), ζ∈(−∞, 0) ∪ (ζ2, ζ1),
with
ρ(ζ) :=
{
r(ζ), ζ∈(0, ζ2) ∪ (ζ1,+∞),
−r(ζ)(1−r(ζ)r(ζ))−1, ζ∈(−∞, 0) ∪ (ζ2, ζ1);
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(3) as ζ→∞, ζ∈C \ σ′c, m̂c(ζ)=I+O(ζ−1); and (4) m̂c(ζ) satisfies the symmetry reduction
m̂c(ζ)=σ1m̂c(ζ) σ1 and the condition (m̂
c(0)(δ(0))σ3σ2)
2=I.
Proof. Follows from the RHP for m˜c(ζ) stated at the beginning of Section 4, the definition
m̂c(ζ) :=m˜c(ζ)(δ(ζ))−σ3 , with δ(ζ) given in Proposition 4.1, and the identity σ1σ1=I. 
The first main objective of this section is to reformulate the RHP for m̂c(ζ) as an auxiliary
(equivalent) RHP on the augmented (and oriented) contour Σ′ (see Figure 3).
Remark 4.2. The augmented contour Σ′ can be chosen with some degree of flexibility, not
necessarily consisting of straight line segments: its crucial characteristic is the position of the
rays relative to the lines ℜ(itθu(ζ))=0.
Since the jump matrices of the RHP on Σ′ must be written in terms of the jump matrices
of the RHP for m̂c(ζ) on σ′c, and since, in general, the reflection coefficient, r(ζ), does not
have an analytic continuation to C \R, one must, as per the DZ method [27], decompose, or
split, r(ζ) into an analytically continuable part and a negligible non-analytic “remainder”.
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Figure 3: Augmented contour Σ′
Lemma 4.2. Set Σ′ := L ∪ L ∪ R, where L = {ζ; ζ = ζ1+ v√2 (ζ1−ζ2)e
3πi
4 , −∞ < v 6 1} ∪
{ζ; ζ = ζ2+ v√2(ζ1− ζ2)e
iπ
4 , v ∈ [0, 1]} ∪ {ζ; ζ = ζ2+ v√2ζ2e
− 3πi
4 , v ∈ [0, 1]} ∪ L> ∪ L<, with
L> :={ζ; ζ= v√2ζ2e
− iπ
4 , v∈ (0, 1]}, and L< :={ζ; ζ=veiϕ˜3 , ϕ˜3 :=arg(ζ3)∈ (π2 , π), v∈R+}. Set
Lε := {ζ; ζ = ζ1+ v√2(ζ1−ζ2)e
3πi
4 , v ∈ (ε, 1]} ∪ {ζ; ζ = ζ2+ v√2(ζ1−ζ2)e
iπ
4 , v ∈ (ε, 1]} ∪ {ζ; ζ =
ζ2+
v√
2
ζ2e
− 3πi
4 , v∈(ε, 1]}∪L>. Let l∈Z>1 be arbitrary, and choose k=4q+1, with q∈Z>1 and
arbitrarily fixed, so large that 3q+22 − 12 > q2 >l. For each l∈Z>1, there exists a decomposition
of the function (cf. Lemma 4.1) ρ(ζ),
ρ(ζ)=hI(ζ)+(hII(ζ)+R(ζ)), ζ∈R,
such that hI(ζ) is analytic on R (generally, it has no analytic continuation to C \R), hII(ζ)
has an analytic continuation to L, and R(ζ), with R(ζ)≡ 0 ∀ ζ < 0, is a piecewise-rational
function with the property that ( ddζ )
jρ(ζ)|ζ∈{0,ζ2,ζ1} = ( ddζ )jR(ζ)|ζ∈{0,ζ2,ζ1}, j ∈ {0, 1, . . . , k}.
Then, as t→+∞ such that 0<ζ2< 1M <M<ζ1 and |ζ3|2=1, with M ∈R>1 and bounded, the
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following estimates are valid:
|e−2itθu(ζ)hI(ζ)| 6 |c(ζ1,ζ2,ζ3,ζ3)||ζ1+ζ2|3(|ζ|2+1)tl , ζ∈R,∣∣∣e−2itθu(ζ)(hI(ζ)ζ )∣∣∣ 6 |c(ζ1,ζ2,ζ3,ζ3)||ζ1+ζ2|3(|ζ|2+1)tl , ζ∈(cos ϕ˜3, 0) ∪ (0, 12ζ2),
|e−2itθu(ζ)hII(ζ)| 6 |c(ζ1,ζ2,ζ3,ζ3)||zo+ζ1+ζ2|l(|ζ|2+1)tl , ζ∈L \ (L> ∪ L<),
|e−2itθu(ζ)hII(ζ)| 6 |c(ζ1,ζ2,ζ3,ζ3)|(|ζ|2+1) e−γ
0
II t, ζ∈L> ∪ L<,∣∣∣e−2itθu(ζ)(hII(ζ)ζ )∣∣∣ 6 |c(ζ1,ζ2,ζ3,ζ3)|(|ζ|2+1) e−γ1II t, ζ∈(L> ∪ L<)\{ζ; ζ=veiϕ˜3 , v∈R>1},
|e−2itθu(ζ)R(ζ)| 6 |c(ζ1, ζ2, ζ3, ζ3)|e−ε2γ0Rt, ζ∈Lε \ L>,
|e−2itθu(ζ)R(ζ)| 6 |c(ζ1,ζ2,ζ3,ζ3)|
(|ζ|2+1) e
−γ1Rt, ζ∈L>,∣∣∣e−2itθu(ζ)(R(ζ)ζ )∣∣∣ 6 |c(ζ1,ζ2,ζ3,ζ3)|(|ζ|2+1) e−γ1Rt, ζ∈L>,
where γ0II := min{12 (a2− zo)
√
4−a22, 12 |zo|ζ1(2− ζ22 ), (12 |zo| − cosϕ˜3) sinϕ˜3} (∈ R+), γ1II :=
min{12 | sin2ϕ˜3|, 12 |zo|ζ1(2−ζ22 )} (∈R+), γ0R :=min{12ζ2|zo+ζ2|(1−2ζ21 )2, 12(ζ1−ζ2)|zo+ζ1+ζ2|(1−
ζ21 )
2, 12(ζ1−ζ2)|zo+ζ1+ζ2|(1−
2ζ21
ζ41+1
)2} (∈R+), and γ1R :=min{|zo|ζ1(2−ζ22 ), (|zo|−2 cosϕ˜3) sinϕ˜3}
(∈R+), with zo :=x/t, and {ζi}3i=1 and a2 defined in Theorem 3.1, Eqs. (16) and (17). Fur-
thermore, taking conjugates, ρ(ζ) = hI(ζ)+(hII(ζ)+R(ζ)), gives rise to similar estimates
for e2itθ
u(ζ) ⋆I(ζ), ⋆I(ζ) ∈ {hI(ζ), hI(ζ)/ζ}, e2itθu(ζ) ⋆II(ζ), ⋆II(ζ) ∈ {hII(ζ), hII(ζ)/ζ}, and
e2itθ
u(ζ) ⋆III(ζ), ⋆III(ζ) ∈ {R(ζ),R(ζ)/ζ}, on L ∪ R; moreover, hI(ζ) (respectively hI(ζ)) ∈
∩p∈{1,2,∞}Lp(R) (respectively ∈∩p∈{1,2,∞}Lp(R)), and hII(ζ) (respectively hII(ζ)) ∈∩p∈{1,2,∞}
Lp(L) (respectively ∈∩p∈{1,2,∞}Lp(L)).
Proof. Many of the technical details and arguments associated with the full proof of this
Lemma are identical; hence, only two representative calculations are presented, and the re-
maining estimations follow in an analogous manner. Let ∃M ∈R>1 and bounded such that, as
t→+∞, 0<ζ2< 1M <M<ζ1 and |ζ3|2=1. One begins by considering the non-empty domain
{z; ℑ(z) = 0} ∩ {z; ℜ(z) ∈ (12(ζ1+ζ2), ζ1)}. Let k ∈ Z>1 be fixed and sufficiently large with
representation [27] k = 4q+1, q ∈ Z>1. Recalling that, from Lemma 4.1, for ℜ(ζ) ∈ (ζ2, ζ1),
ρ(ζ) = −r(ζ) (1−r(ζ)r(ζ))−1, one must estimate, as can be seen from the explicit expres-
sion for the jump matrix Ĝc(ζ) given in Lemma 4.1, terms of the type ρ(ζ)(δ+(ζ))2e−2itθu(ζ)
(respectively ρ(ζ) (δ−(ζ))−2e2itθ
u(ζ)): in fact, the former will be considered in detail, with an-
alytic continuation to the bounded domain Ω4 (see Figure 3) where ℜ(itθu(ζ)) > 0, whilst
the latter can be estimated (via a Schwarz symmetry principle argument) analogously with
analytic continuation to the bounded domain Ω8 (see Figure 3) where ℜ(itθu(ζ))< 0. With
the above-given choice of k, and thus q, consider the Taylor expansion with integral remain-
der term for ρ(ζ), ρ(ζ)=
∑k
n=0
1
n!ρ
(n)(ζ1)(ζ−ζ1)n+ 1k!
∫ ζ
ζ1
ρ(k+1)(ξ)(ζ−ξ)k dξ, where ρ(n)(ζ1) :=
−( ddζ )n(r(ζ) (1−r(ζ)r(ζ))−1)|ζ=ζ1 , n∈{0, 1, . . . , k}, k∈Z>1: note that, if one considers explic-
itly, say, the limiting case ζ1→+∞ (ζ2→0+), then, as functions of ζ1, the Taylor coefficients,
ρ(n)(ζ1), n∈ {0, 1, . . . , k}, k ∈Z>1, are in the C-valued Schwartz class (since r(ζ)∈ SC(R)).
Let R(ζ) denote the “polynomial part” of this expansion, and h(ζ) the “remainder”, namely,
R(ζ) :=∑kn=0 1n!ρ(n)(ζ1)(ζ−ζ1)n and h(ζ) := 1k!∫ ζζ1 ρ(k+1)(ξ)(ζ−ξ)k dξ; hence, ρ(ζ)=R(ζ)+h(ζ).
One notes that, with the above-given choice, ρ(ζ)−R(ζ)=h(ζ) can be interpreted as the error
incurred in approximating ρ(ζ) by a polynomial of degree k. Noting that, ∀ j∈{0, 1, . . . , k},
k ∈Z>1, ( ddζ )jρ(ζ)|ζ=ζ1 =( ddζ )jR(ζ)|ζ=ζ1 , it follows that ( ddζ )jh(ζ)|ζ=ζ1 =0, j ∈{0, 1, . . . , k},
k ∈ Z>1; hence, as per the DZ method [27], one uses this latter property to split, fur-
ther, h(ζ) as h(ζ) := hI(ζ)+hII(ζ), which, when combined with R(ζ), shows that ρ(ζ) =
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hI(ζ)+(hII(ζ)+R(ζ)), where hI(ζ) is defined for ζ∈{z; ℑ(z)=0}∩{z; ℜ(z)∈(12 (ζ1+ζ2), ζ1)},
where ℜ(itθu(ζ)) = 0, and has negligibly “small norm” (see below) as t→+∞, hII(ζ) has
analytic continuation to C+∩{z; ℜ(z)∈(12 (ζ1+ζ2), ζ1)}∩Ω4, where ℜ(itθu(ζ))>0, and R(ζ)
has trivial analytic continuation to C+ ∩ {z; ℜ(z)∈(12 (ζ1+ζ2), ζ1)} ∩Ω4. One notes from the
expression for θu(ζ) that θu(ζ1)<θ
u(12(ζ1+ζ2))<0; hence, considering the auxiliary function
(which will be needed below) α(ζ) :=ζ−3(ζ−ζ1)q(ζ−ζ2)(ζ−ζ3)(ζ−ζ3), q∈Z>1, set (hα )(θu) :={
h(ζ(θu))
α(ζ(θu)) , θ
u(ζ1)<θ
u<θu(12 (ζ1+ζ2)),
0, θu∈R \ (θu(ζ1), θu(12 (ζ1+ζ2))),
and consider the Fourier transform with respect
to (w.r.t.) θu(ζ). Before proceeding any further, and for future reference, one notes that h(ζ)α(ζ)=
ζ3(ζ−ζ1)3q+2
(ζ−ζ2)(ζ−ζ3)(ζ−ζ3)k!
∫ 1
0 ρ
(k+1)(ζ1+(ζ−ζ1)τ)(1−τ)k dτ , and, for 0<ζ2< 1M <M<ζ1 and |ζ3|3=1,
since r(ζ) ∈ SC(R), ||r(·)||L∞(R) < 1, and sup(τ,k)∈[0,1]×Z>1 |ρ(k+1)(ζ1+(ζ−ζ1)τ)| <∞, with
θu↑θu(12(ζ1+ζ2)) and θu↓θu(ζ1), h(ζ)α(ζ)=ζ→ζ1O((ζ−ζ1)3q+2): also, one deduces that dζdθu =ζ→ζ1
O((ζ−ζ1)−1). Define the Fourier transform pair (w.r.t. θu(ζ)): (hα )(ζ) :=
∫ +∞
−∞ e
isθu(ζ)(˜hα)(s)
ds√
2π
,
1
2(ζ1+ζ2)< ℜ(ζ)< ζ1, and (˜hα )(s) :=−
∫ ζ1
1
2
(ζ1+ζ2)
e−isθu(ζ)(hα)(ζ)
dθu(ζ)√
2π
, s ∈ R. In order to ob-
tain the necessary estimate for (hI(ζ)+(hII(ζ)+R(ζ)))(δ+(ζ))2e−2itθu(ζ), one needs to show
that (hα )(θ
u) := h(ζ(θ
u))
α(ζ(θu)) ∈ Hj(R), 0 6 j 6 [3q+22 ], q ∈ Z>1, where Hj(R) denotes the L2-
Sobolev space with norm ||⋆(·)||H(R) := (
∑[ 3q+2
2
]
j=0 ||( ddθu )j ⋆(θu)||2L2(R))1/2. In this particular
case, one must show that, for 0<ζ2<
1
M <M <ζ1 and |ζ3|3=1, with ℜ(ζ)∈ (12(ζ1+ζ2), ζ1),
IH :=
∫ +∞
−∞ |( ddθu )j h(ζ(θ
u))
α(ζ(θu)) |2 dθu<∞, 06 j 6 [3q+22 ], q ∈Z>1: in fact, since h(ζ(θ
u))
α(ζ(θu)) ≡ 0 ∀ θu ∈
R\(θu(ζ1), θu(12(ζ1+ζ2))), the latter integral reduces to IH=
∫ θu( 1
2
(ζ1+ζ2))
θu(ζ1)
|( ddθu )j h(ζ(θ
u))
α(ζ(θu)) |2 dθu,
which, via the chain rule and a change-of-variable argument, is shown to be equal to IH =∫ ζ1
1
2
(ζ1+ζ2)
∣∣∣∣ ( ddζ )j h(ζ)α(ζ)(dθu(ζ)
dζ
)j
∣∣∣∣2 (dθu(ζ)dζ ) dζ. Now, recalling that h(ζ)α(ζ) = ζ3(ζ−ζ1)3q+2(ζ−ζ2)(ζ−ζ3)(ζ−ζ3)k!∫ 10 ρ(k+1)(ζ1+
(ζ − ζ1)τ)(1− τ)k dτ and (from Section 3) dθ
u(ζ)
dζ = ζ
−3(ζ − ζ1)(ζ − ζ2)(ζ − ζ3)(ζ − ζ3), one
shows that, for 0 6 j 6 [3q+22 ], q ∈ Z>1, IH 6 |cS(ζ1)c(ζ2, ζ3, ζ3)|, 0 < ζ2 < 1M < M < ζ1
and |ζ3|2 = 1, that is, ||(hα )(·)||H(R) = (
∑[ 3q+2
2
]
j=0 ||( ddθu )j(hα )(θu)||2L2(R))1/2 <∞; hence, by Par-
seval’s Theorem, for M ∈ R>1 and bounded such that 0 < ζ2 < 1M <M < ζ1 and |ζ3|2 = 1,∫ +∞
−∞ (1+s
2)j |(˜hα)(s)|2 ds6 |cS(ζ1)c(ζ2, ζ3, ζ3)|, 06j6 [3q+22 ], q∈Z>1. Recalling from the Fourier
transform pair that, for 12 (ζ1+ζ2)<ℜ(ζ)<ζ1, (hα )(ζ)=
∫ +∞
−∞ e
isθu(ζ)(˜hα)(s)
ds√
2π
, it follows, by
defining hI(ζ) := α(ζ)
∫ +∞
t e
isθu(ζ)(˜hα )(s)
ds√
2π
and hII(ζ) := α(ζ)
∫ t
−∞ e
isθu(ζ)(˜hα)(s)
ds√
2π
, that
h(ζ)=hI(ζ)+hII(ζ). For ζ ∈{z; ℑ(z)=0} ∩ {z; ℜ(z)∈ (12(ζ1+ζ2), ζ1)}, recalling the bounds
for δ+(ζ) given in Proposition 4.1, and using the Cauchy-Schwarz inequality for integrals,
one shows that |(δ+(ζ))2e−2itθu(ζ)hI(ζ)|= |(δ+(ζ))2e−2itθu(ζ)α(ζ)
∫ +∞
t e
isθu(ζ)(˜hα )(s)
ds√
2π
|6(1−
supz∈R |r(z)|2) |α(ζ)|√2π (
∫ +∞
t (1+s
2)−j ds)1/2(
∫ +∞
t (1+s
2)j |(˜hα )(s)|2 ds)1/2: noting that
∫ +∞
t (1+
s2)−j ds6 t
−(2j−1)
(2j−1) , 2j−1> 0, and recalling the Parseval estimate
∫ +∞
t (1+s
2)j |(˜hα )(s)|2 ds6∫ +∞
−∞ (1+s
2)j |(˜hα )(s)|2 ds 6 |cS(ζ1)c(ζ2, ζ3, ζ3)|, 0 6 j 6 [3q+22 ], it follows that, with α(ζ) =
ζ−3(ζ−ζ1)q(ζ−ζ2)(ζ−ζ3)(ζ−ζ3), |e−2itθu(ζ)hI(ζ)|6 |c
S(ζ1)c(ζ2,ζ3,ζ3)|
|ζ1+ζ2|3t(j−1/2) , 16 j 6 [
3q+2
2 ], q ∈ Z>1,
1
2(ζ1+ ζ2) < ℜ(ζ) < ζ1, and 0 < ζ2 < 1M < M < ζ1 and |ζ3|2 = 1. Since, for ζ ∈ C+ ∩
{z; ℜ(z)∈(12 (ζ1+ζ2), ζ1)}∩Ω4, ℜ(itθu(ζ))>0, hII(ζ) has an analytic continuation to the line
(parametrised by v) ζ = ζ(v) = ζ1+
v√
2
(ζ1−ζ2)e 3πi4 , v ∈ [0, 1]; hence, on this line, and using
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the Cauchy-Schwarz inequality for integrals, it follows that IhII := |(δ+(ζ))2e−2itθ
u(ζ)hII(ζ)|=
|(δ+(ζ))2e−2itθu(ζ)α(ζ)
∫ t
−∞ e
isθu(ζ)(˜hα )(s)
ds√
2π
| 6 (1− supz∈R |r(z)|2) |α(ζ)|√2π e−tℜ(iθ
u(ζ))(
∫ t
−∞(1 +
s2)−j ds)1/2(
∫ t
−∞(1+s
2)j |(˜hα )(s)|2 ds)1/2. Noting that
∫ t
−∞(1+s
2)−j ds6
∫ +∞
−∞ (1+s
2)−j ds6∫ +∞
−∞ (1+ s
2)−1 ds = π, and, from the above Parseval estimate
∫ t
−∞(1+ s
2)j |(˜hα )(s)|2 ds 6∫ +∞
−∞ (1+s
2)j |(˜hα )(s)|2 ds 6 |cS(ζ1)c(ζ2, ζ3, ζ3)|, 0 6 j 6 [3q+22 ], q ∈ Z>1, it follows from the
definition of α(ζ) that IhII 6
|cS(ζ1)c(ζ2,ζ3,ζ3)|vq
|ζ1+ζ2|3|ζ1−ζ2|−q e
−tℜ(iθu(ζ)), q ∈ Z>1, v ∈ [0, 1]. Recalling that
θu(ζ) = 12(ζ− 1ζ )(zo+ ζ+ 1ζ ), for ζ = ζ(v) = ζ1+ v√2 (ζ1− ζ2)e
3πi
4 , v ∈ [0, 1], one shows that
ℑ((ζ−1ζ )(zo+ζ+1ζ ))= 12v(ζ1−ζ2)(ζ1−12(ζ1−ζ2)v)(1− 1(ζ1− 12 (ζ1−ζ2)v)2+( 12 (ζ1−ζ2)v)2 )
2+12v(ζ1−ζ2)(ζ1−
1
2(ζ1−ζ2)v)(1+ 1(ζ1− 12 (ζ1−ζ2)v)2+( 12 (ζ1−ζ2)v)2 )
2+12v(ζ1−ζ2)zo(1+ 1(ζ1− 12 (ζ1−ζ2)v)2+( 12 (ζ1−ζ2)v)2 ). Setting
â(v) :=(ζ1−12(ζ1−ζ2)v)2+(12(ζ1−ζ2)v)2, one deduces that, for v∈ [0, 1], â(1)6 â(v)6 â(0); hence,
noting that (
ζ21−ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2+1
ζ21−ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2
)>(
ζ21−ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2−1
ζ21−ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2
), v∈ [0, 1], one deduces
that ℑ((ζ−1ζ )(zo+ζ+1ζ ))>v(ζ1−ζ2)(ζ1−12(ζ1−ζ2)v)(1−(â(v))−1)2+12v(ζ1−ζ2)zo(1−(â(v))−1).
Noting that, for v∈ [0, 1], 1−(â(1))−161−(â(v))−161−(â(0))−1, 1−(â(1))−1>(1−(â(1))−1)2,
and 2−v > v, it follows that ℑ((ζ− 1ζ )(zo+ζ+ 1ζ ))> 12(ζ1−ζ2)(zo+ζ1+ζ2)(1−(â(1))−1)2v2;
hence, since (ζ1− ζ2) > 0 and (zo+ ζ1+ ζ2) < 0, it follows that i12ℑ((ζ− 1ζ )(zo+ ζ+ 1ζ )) >
1
4(ζ1−ζ2)|zo+ζ1+ζ2|(1−(â(1))−1)2v2, whence−tℜ(iθu(ζ))6−14 t(ζ1−ζ2)|zo+ζ1+ζ2|(1−(â(1))−1)2v2,
v∈ [0, 1]. With this inequality, one deduces that, for ζ= ζ(v)= ζ1+ v√2 (ζ1−ζ2)e
3πi
4 , v∈ [0, 1],
|e−2itθu(ζ)hII(ζ)|6 |c
S(ζ1)c(ζ2,ζ3,ζ3)|
|ζ1+ζ2|3tq/2 , q ∈ Z>1, 0< ζ2 <
1
M <M < ζ1 and |ζ3|2 = 1. Let ε be an
arbitrarily fixed, sufficiently small positive real number such that {ζ; |ζ−ζ1|<ε}∩{ζ; ζ=ζ1+
v√
2
(ζ1−ζ2)e 3πi4 , v∈(ε, 1]}=∅, and recall that R(ζ) :=
∑k
n=0
1
n!ρ
(n)(ζ1)(ζ−ζ1)n, k∈Z>1. On the
line segment ζ=ζ(v)=ζ1+
v√
2
(ζ1−ζ2)e 3πi4 , ε<v61, one shows that |(δ+(ζ))2e−2itθu(ζ)R(ζ)|6
(1−supz∈R |r(z)|2)e−2tℜ(iθu(ζ)) sup(ζ1,n)∈(M,+∞)×{0,1,... ,k} |ρ(n)(ζ1)|
∑k
n=0
|ζ1−ζ2|nvn
2n/2n!
: now, recall-
ing the above inequality for −tℜ(iθu(ζ)), and using the formula ∑kn=0⋆n = 1−⋆k+11−⋆ , one
shows that, on this line segment, |e−2itθu(ζ)R(ζ)| 6 |c(ζ1, ζ2, ζ3, ζ3)| exp(−12tε2(ζ1− ζ2)|zo+
ζ1+ζ2|( ζ
4
1−2ζ21+1
ζ41+1
)2).
Without loss of generality, and as the second representative calculation, one considers,
say, the non-empty domain {z; ℑ(z) = 0} ∩ {z;ℜ(z)> ζ1}. Once again, let k ∈Z>1 be fixed
and sufficiently large with representation k=4q+1, q∈Z>1. Recalling that, from Lemma 4.1,
for ℜ(ζ)∈(ζ1,+∞), ρ(ζ)=r(ζ), one must estimate terms of the type ρ(ζ)(δ(ζ))2e−2itθu(ζ) (re-
spectively r(ζ)(δ(ζ))−2e2itθu(ζ)): in fact, the former will be considered in detail, with analytic
continuation to the unbounded sector Ω3 (see Figure 3) where ℜ(itθu(ζ))>0, whilst the latter
can be estimated analogously with analytic continuation to the unbounded sector Ω7 (see Fig-
ure 3) where ℜ(itθu(ζ))<0. For ℜ(ζ)>ζ1, consider the following (rational) Taylor expansion
with integral remainder term for ρ(ζ), (ζ− i)k+5ρ(ζ) =∑kn=0 1n!µ(n)(ζ1)(ζ−ζ1)n+ 1k!∫ ζζ1((·−
i)k+5ρ(·))(k+1)(ξ)(ζ − ξ)k dξ, where µ(n)(ζ1) := ( ddζ )n((ζ− i)k+5ρ(ζ))|ζ=ζ1 , n ∈ {0, 1, . . . , k},
k∈Z>1: also, if one explicitly considers, say, the limiting case when ζ1→+∞ (ζ2→0+), then,
as functions of ζ1, µ
(n)(ζ1), n∈{0, 1, . . . , k}, k∈Z>1, are in the C-valued Schwartz class (since
r(ζ)∈SC(R)). Let R(ζ) denote the “rational part” of this expansion, and h(ζ) the “remain-
der”, namely, R(ζ) :=
∑k
n=0
1
n!
µ(n)(ζ1)(ζ−ζ1)n
(ζ−i)k+5 and h(ζ) :=
∫ ζ
ζ1
((·−i)k+5ρ(·))(k+1)(ξ)(ζ−ξ)k dξ
k!(ζ−i)k+5 ; hence,
ρ(ζ)=R(ζ)+h(ζ), and ρ(ζ)−R(ζ)=h(ζ) can be interpreted as the error incurred in approx-
imating ρ(ζ) by a rational function of finite degree. Noting that, ∀ j∈{0, 1, . . . , k}, k∈Z>1,
( ddζ )
jρ(ζ)|ζ=ζ1 = ( ddζ )jR(ζ)|ζ=ζ1 , it follows that ( ddζ )jh(ζ)|ζ=ζ1 =0, j ∈ {0, 1, . . . , k}, k ∈Z>1;
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thence, one splits, further, h(ζ) as h(ζ) :=hI(ζ)+hII(ζ), whence ρ(ζ)=hI(ζ)+(hII(ζ)+R(ζ)),
where hI(ζ) is defined for ζ ∈ {z; ℑ(z) = 0} ∩ {z; ℜ(z)> ζ1}, where ℜ(itθu(ζ)) = 0, and has
negligibly “small norm” (see below) as t→+∞, and hII(ζ) has an analytic continuation to
{z;ℜ(z)>ζ1}∩Ω3, where ℜ(itθu(ζ))>0, and R(ζ) is a rational function of finite degree with
trivial analytic continuation to {z; ℜ(z)>ζ1}∩Ω3. Considering the auxiliary function (which
will be needed below) β(ζ) := (ζ−ζ1)
q
(ζ−i)q+2 , q∈Z>1, define (hβ )(θu) :=
{
h(ζ(θu))
β(ζ(θu)) , θ
u>θu(ζ1),
0, θu<θu(ζ1),
and
consider the Fourier transform w.r.t. θu(·). Via a change of variable argument, one shows that
h(ζ)= (ζ−ζ1)
k+1gk(ζ,ζ1)
(ζ−i)k+5 , where gk(ζ, ζ1) :=
1
k!
∫ 1
0 ((·−i)k+5ρ(·))(k+1)(ζ1+(ζ−ζ1)τ)(1−τ)k dτ : since
ρ(ζ)∈SC(R) and ∃M ∈R>1 and bounded such that 0<ζ2< 1M <M <ζ1 and |ζ3|2=1, one
shows that, ∀ (ζ, ζ1)∈ [ζ1,+∞)× (M,+∞), ∃ κ̂∈R+ and bounded such that |g(jo)k (ζ, ζ1)|6 κ̂,
(jo, k) ∈ Z>0 × Z>1. With the above choice of β(ζ) (not the only one possible!), one shows
that h(ζ)β(ζ) =
(ζ−ζ1)3q+2gk(ζ,ζ1)
(ζ−i)3q+4 , with
h(ζ)
β(ζ) =ζ→+∞O(ζ−2); hence, |
∫ +∞
ζ1
h(z)
β(z) dz|<∞. Define the
Fourier transform pair (w.r.t. θu(·)): (hβ )(s) :=
∫ +∞
−∞ e
isθu(ζ)(˜hβ )(s)
ds√
2π
, ζ > ζ1, and (˜
h
β )(s) :=∫ +∞
θu(ζ1)
e−isθu(ζ)(hβ )(ζ)
dθu(ζ)√
2π
. In order to obtain the necessary estimates for (hI(ζ)+(hII(ζ)+
R(ζ)))(δ(ζ))2e−2itθu(ζ), one needs to show that (hβ )(θu) := h(ζ(θ
u))
β(ζ(θu)) ∈ Hj(R), 0 6 j 6 [3q+22 ],
q∈Z>1, whereHj(R) denotes the L2-Sobolev space with norm ||⋆(·)||H(R) :=(
∑[ 3q+2
2
]
j=0 ||( ddθu )j⋆
(θu)||2L2(R))1/2. In this particular case, one must show that, for 0 < ζ2 < 1M < M < ζ1 and
|ζ3|2 = 1, with ζ > ζ1, ÎH :=
∫ +∞
−∞ |( ddθu )j h(ζ(θ
u))
β(ζ(θu)) |2 dθu <∞, 0 6 j 6 [3q+22 ], q ∈ Z>1: in fact,
since h(ζ(θ
u))
β(ζ(θu)) ≡0 ∀ θu<θu(ζ1), the latter integral reduces to ÎH=
∫ +∞
θu(ζ1)
|( ddθu )j h(ζ(θ
u))
β(ζ(θu)) |2 dθu,
which, via the chain rule and a change-of-variable argument, is shown to be equal to ÎH =∫ +∞
ζ1
∣∣∣∣ ( ddζ )j h(ζ)β(ζ)(dθu(ζ)
dζ
)j
∣∣∣∣2 (dθu(ζ)dζ ) dζ. Now, recalling that h(ζ)β(ζ)= (ζ−ζ1)3q+2(ζ−i)3q+4k!∫ 10 ((·−i)k+5ρ(·))(k+1)(ζ1+(ζ−
ζ1)τ)(1−τ)k dτ and (from Section 3) dθ
u(ζ)
dζ =ζ
−3(ζ−ζ1)(ζ−ζ2)(ζ−ζ3)(ζ−ζ3), one shows that,
upon deducing (hβ )
(j)(ζ)=ζ↓ζ1O((ζ−ζ1)3q+2−j), ÎH6 |cS(ζ1)c(ζ2, ζ3, ζ3)|, 06j6 [3q+22 ], q∈Z>1,
0<ζ2<
1
M <M<ζ1 and |ζ3|2=1, that is, ||(hβ )(·)||H(R)=(
∑[ 3q+2
2
]
j=0 ||( ddθu )j(hβ )(θu)||2L2(R))1/2<
∞; hence, by Parseval’s Theorem, for 0 < ζ2 < 1M < M < ζ1 and |ζ3|2 = 1,
∫ +∞
−∞ (1+
s2)j |(˜hβ )(s)|2 ds 6 |cS(ζ1)c(ζ2, ζ3, ζ3)|, 0 6 j 6 [3q+22 ], q ∈ Z>1. Recalling from the Fourier
transform pair that, for ζ>ζ1, (
h
β )(ζ)=
∫ +∞
−∞ e
isθu(ζ)(˜hβ )(s)
ds√
2π
, it follows, by defining hI(ζ) :=
β(ζ)
∫ +∞
t e
isθu(ζ)(˜hβ )(s)
ds√
2π
and hII(ζ) :=β(ζ)
∫ t
−∞ e
isθu(ζ)(˜hβ )(s)
ds√
2π
, that h(ζ)=hI(ζ)+hII(ζ).
For ζ ∈ {z; ℑ(z) = 0} ∩ {z; ℜ(z) > ζ1}, recalling the estimate for δ(ζ) given in Proposi-
tion 4.1, using the Cauchy-Schwarz inequality for integrals, as well as the inequality | ζ−ζ1ζ+ζ1 |61,
ζ>ζ1, one shows that |(δ(ζ))2e−2itθu(ζ)hI(ζ)|= |(δ(ζ))2e−2itθu(ζ)β(ζ)
∫ +∞
t e
isθu(ζ)(˜hβ )(s)
ds√
2π
|6
||(δ(·))2||L∞(C) |β(ζ)|√2π (
∫ +∞
t (1+s
2)−j ds)1/2(
∫ +∞
t (1+s
2)j |(˜hβ )(s)|2 ds)1/2: noting that
∫ +∞
t (1+
s2)−j ds6 t
−(2j−1)
(2j−1) , 2j−1> 0, and recalling the Parseval estimate
∫ +∞
t (1+s
2)j |(˜hβ )(s)|2 ds6∫ +∞
−∞ (1+s
2)j |(˜hβ )(s)|2 ds6 |cS(ζ1)c(ζ2, ζ3, ζ3)|, 06 j 6 [3q+22 ], it follows that, with the choice
β(ζ) = (ζ−ζ1)
q
(ζ−i)q+2 , q ∈ Z>1, |e−2itθ
u(ζ)hI(ζ)| 6 |c
S(ζ1)c(ζ2,ζ3,ζ3)|
|ζ−i|2t(j−1/2) , 1 6 j 6 [
3q+2
2 ], q ∈ Z>1, ζ > ζ1,
0 < ζ2 <
1
M < M < ζ1 and |ζ3|2 = 1. Since, for ζ ∈ {z; ℜ(z) > ζ1} ∩ Ω3, ℜ(itθu(ζ)) >
0, hII(ζ) has an analytic continuation to the ray (parametrised by v) ζ = ζ(v) = ζ1+
v√
2
(ζ1−ζ2)e− iπ4 , v ∈R>0; hence, on this ray, it follows that ÎhII := |(δ(ζ))2e−2itθ
u(ζ)hII(ζ)|=
Asymptotics of the Defocusing NLSE 37
|(δ(ζ))2e−2itθu(ζ)β(ζ)∫ t−∞eisθu(ζ)(˜hβ )(s) ds√2π | 6 ||(δ(·))2 ||L∞(C)|β(ζ)||e−itθu(ζ)|| ∫ t−∞(˜hβ )(s) ds√2π |,
thus, from the Cauchy-Schwarz inequality for integrals, ÎhII 6 ||(δ(·))2||L∞(C) |β(α)|√2π e−tℜ(iθ
u(ζ))
· (∫ t−∞(1+s2)−j ds)1/2(∫ t−∞(1+s2)j |(˜hβ )(s)|2 ds)1/2. Recalling from the previous calculation
that
∫ t
−∞(1+s
2)−j ds 6 π, and deducing, from the above Parseval estimate, that
∫ t
−∞(1+
s2)j |(˜hβ )(s)|2 ds6
∫ +∞
−∞ (1+s
2)j |(˜hβ )(s)|2 ds6 |cS(ζ1)c(ζ2, ζ3, ζ3)|, 06 j6 [3q+22 ], q∈Z>1, it fol-
lows from the definition of β(ζ) that ÎhII 6
|cS(ζ1)c(ζ2,ζ3,ζ3)||ζ1−ζ2|qvq
|ζ−i|2 e
−tℜ(iθu(ζ)), q∈Z>1, v>0.
Recalling that θu(ζ)= 12(ζ−1ζ )(zo+ζ+1ζ ), for ζ=ζ(v)=ζ1+ v√2(ζ1−ζ2)e
− iπ
4 , v∈R>0, one shows
that ℜ(iθu(ζ)) = 14v(ζ1− ζ2)(ζ1+ 12(ζ1− ζ2)v)(
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2−1
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2
)2+ 14v(ζ1− ζ2)(ζ1+
1
2(ζ1− ζ2)v)(
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2+1
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2
)2+ 14v(ζ1− ζ2)zo(
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2+1
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2
). Setting
a˜(v) := (ζ1+
1
2(ζ1−ζ2)v)2+(12(ζ1−ζ2)v)2, one shows that, for v> 0, a˜(v)> a˜(0); hence, with
(
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2+1
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2
)>(
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2−1
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2
), v>0, one shows that ℜ(iθu(ζ))>
1
2v(ζ1−ζ2)(ζ1+12(ζ1−ζ2)v)(
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2−1
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2
)2+v4(ζ1−ζ2)zo(
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2−1
ζ21+ζ1(ζ1−ζ2)v+ 12 (ζ1−ζ2)2v2
).
Noting that (1−(a˜(0))−1)6(1−(a˜(v))−1)61, (1−ζ−21 )>(1−ζ−21 )2, and 2+v>v, v>0, one estab-
lishes that ℜ(iθu(ζ))> 14v(ζ1−ζ2)(1−ζ−21 )2(zo+(ζ1−ζ2)v). From the identities (valid for v>0)
1> (v+1)−1, 1> v(v+1)−1, and −16 v−1v+1 61, and choosing an arbitrarily fixed, sufficiently
small positive real number γo such that γo<(v+1)
−161, v>0, one deduces that ℜ(iθu(ζ))>
1
4γov
2(ζ1−ζ2)(1−ζ−21 )2|zo+ζ1−ζ2|; hence, −tℜ(iθu(ζ))6−14 tγov2(ζ1−ζ2)(1−ζ−21 )2|zo+ζ1+ζ2|,
v ∈ R>0. Recalling that ÎhII 6 |c
S(ζ1)c(ζ2,ζ3,ζ3)||ζ1−ζ2|qvq
|ζ−i|2 e
−tℜ(iθu(ζ)), it follows from the above
inequality for −tℜ(iθu(ζ)) (on the ray ζ = ζ(v) = ζ1 + v√2(ζ1 − ζ2)e
− iπ
4 , v ∈ R>0) that
|e−2itθu(ζ)hII(ζ)|6 |c
S(ζ1)c(ζ2,ζ3,ζ3)|
|zo+ζ1−ζ2|q/2|ζ−i|2tq/2 , q∈Z>1, 0<ζ2<
1
M <M<ζ1 and |ζ3|2=1.
Proceeding in the above-demonstrated manner for the remaining domains and sectors,
and setting R(ζ)≡0 for ζ <0, one obtains the results stated in the Lemma; however, in order
to analyse the (complex conjugate pair of) first-order saddle points at ζ3 and ζ3, one uses the
fact that r(0) = 0 and the solution of the RHP is bounded outside open neighbourhoods of
{ζi}4i=1, and then proceeds according to the Remark in Section 3.1 of [46]. 
From Lemmae 4.1 and 4.2, one derives the following (normalised at ∞) RHP for m♯(ζ)
on the augmented contour Σ′:
Lemma 4.3. Let m̂c(ζ) be the solution of the RHP formulated in Lemma 4.1. As t→+∞
such that 0<ζ2<
1
M <M <ζ1 and |ζ3|2=1, with M ∈R>1 and bounded, and for arbitrarily
fixed, sufficiently large l∈Z>1, let the estimates in Lemma 4.2 be valid. Set
m♯(ζ) :=

m̂c(ζ), ζ∈Ω1 ∪Ω2,
m̂c(ζ)(I+wa+(ζ))
−1, ζ∈Ω3 ∪Ω4 ∪Ω5 ∪ Ω6,
m̂c(ζ)(I−wa−(ζ))−1, ζ∈Ω7 ∪Ω8 ∪Ω9 ∪ Ω10,
where wa±(ζ) := (δ(ζ))ad(σ3)e−itθ
u(ζ)ad(σ3)wa±(ζ), with wa+(ζ)= (hII(ζ)+R(ζ))σ+ and wa−(ζ)=
−(hII(ζ)+R(ζ))σ−. Then m♯(ζ) : C \ Σ′ → SL(2,C) solves the following RHP: (1) m♯(ζ)
is piecewise holomorphic ∀ ζ ∈ C \ Σ′; (2) m♯±(ζ) := lim ζ′ → ζ
ζ′ ∈± side of Σ′
m♯(ζ ′) satisfy the jump
condition m♯+(ζ)=m
♯
−(ζ)G♯(ζ), ζ∈Σ′, where G♯(ζ) :=(I−w♯−(ζ))−1(I+w♯+(ζ)), with
(I−w♯−(ζ))−1(I+w♯+(ζ))=

(I−wo−(ζ))(I+wo+(ζ))−1, ζ∈R,
(I+wa+(ζ)), ζ∈L,
(I−wa−(ζ))−1, ζ∈L,
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wo±(ζ) := (δ±(ζ))ad(σ3)e−itθ
u(ζ)ad(σ3)wo±(ζ), where wo+(ζ) = hI(ζ)σ+ and wo−(ζ) = −hI(ζ)σ−,
and wa±(ζ) are defined above; (3) as ζ→∞, ζ ∈C \ Σ′, m♯(ζ) = I+O(ζ−1); and (4) m♯(ζ)
satisfies the symmetry reduction m♯(ζ)=σ1m♯(ζ) σ1 and the condition (m
♯(0)(δ(0))σ3σ2)
2=
I. Furthermore, wo±(ζ) ∈ ∩p∈{1,2,∞}LpM2(C)(R), wa+(ζ) ∈ ∩p∈{1,2,∞}L
p
M2(C)
(L), and wa−(ζ) ∈
∩p∈{1,2,∞}LpM2(C)(L).
Proof. From Lemma 4.1, one rewrites the jump matrix, Ĝc(ζ), in the BC form, Ĝc(ζ)=
(I−ŵc−(ζ))−1(I+ŵc+(ζ)), where ŵc±(ζ) :=(δ±(ζ))ad(σ3)e−itθ
u(ζ)ad(σ3)wc±(ζ), with wc+(ζ)=ρ(ζ)σ+
and w−(ζ)=−ρ(ζ)σ−, and ρ(ζ) as defined in Lemma 4.1. Defining m♯(ζ) as in the Lemma,
one arrives, as a consequence of the above BC factorisation for the jump matrix, the RHP
for m̂c(ζ) formulated in Lemma 4.1, the decomposition ρ(ζ) = hI(ζ)+(hII(ζ)+R(ζ)), and
Lemma 4.2, at the RHP for m♯(ζ). 
The second main objective of this section is to reformulate the RHP for m♯(ζ) on Σ′ as
an equivalent RHP for mΣ
♯
(ζ) (see Lemma 4.6) on the truncated contour (see Figure 4)
Σ♯=Σ′ \ (R ∪ (Lε ∪ L<) ∪ (Lε ∪ L<)) :=ΣA′ ∪ ΣB′ , (101)
with ΣA′ ∩ ΣB′ = ∅. In going from the RHP for m♯(ζ) on Σ′ to the RHP for mΣ♯(ζ) on Σ♯,
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Figure 4: Truncated contour Σ♯ :=ΣA′ ∪ ΣB′
the error incurred (as a result of the truncation of the integration contour) will be estimated
explicitly, and shown to be, as t→ +∞, O( c(ζ1,ζ2,ζ3,ζ3)♦(ζ)|zo+ζ1+ζ2|ltl ), l ∈ Z>1 and arbitrarily large,
and ♦(ζ) ∈ L∞M2(C)(C \ Σ♯). In the course of these estimations, it will be shown that the
(asymptotic) contributions of the functions hI(ζ) : R→ C (respectively hI(ζ) : R→ C) and
hII(ζ) : L→C (respectively hII(ζ) : L→C) are “negligibly small” (see Lemma 4.4), and the
contribution to the leading order asymptotics of the solution of the RHP for m♯(ζ) coming
from R, Lε ∪Lε, and L< ∪L< are negligible (see Lemma 4.4). Using Lemma 3.1, the solution
of the RHP for m♯(ζ) on Σ′ has the following integral representation,
m♯(ζ)=I+
∫
Σ′
µ♯(z)w♯(z)
(z−ζ)
dz
2πi
, ζ∈C \ Σ′,
where µ♯(ζ) := ((1−Cw♯)−1I)(ζ), Cw♯ ⋆ :=C+(⋆w♯−)+C−(⋆w♯+), ⋆∈L2M2(C)(Σ′), (C±⋆)(ζ) :=
lim ζ′ → ζ
ζ′ ∈± side of Σ′
∫
Σ′
⋆(z)
z−ζ
dz
2πi , with w
♯
±(ζ) defined in Lemma 4.3, and w♯(ζ) :=
∑
l∈{±}w
♯
l (ζ).
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One notes from Lemma 4.3 that: (1) for ζ ∈ R, w♯(ζ) = w♯−(ζ)+w♯+(ζ) = wo−(ζ)+wo+(ζ) =(
0 −hI(ζ)(δ+(ζ))2e−2itθu(ζ)
hI(ζ)(δ−(ζ))−2e2itθ
u(ζ) 0
)
; (2) for ζ∈L, since w♯−(ζ)=wa−(ζ)=( 0 00 0 ), w♯(ζ)=
w♯+(ζ)=w
a
+(ζ)= (hII(ζ)+R(ζ))(δ(ζ))2e−2itθ
u(ζ)σ+; and (3) for ζ ∈L, since w♯+(ζ)=wa+(ζ)=
( 0 00 0 ), w
♯(ζ)=w♯−(ζ)=wa−(ζ)=−(hII(ζ)+R(ζ))(δ(ζ))−2e2itθ
u(ζ)σ−. To carry out the second
main objective of this section, and guided by the latter expressions, one decomposes w♯(ζ)=∑
l∈{±}w
♯
l (ζ) as
w♯(ζ)=we(ζ)+w′(ζ), we(ζ) :=wâ(ζ)+wb(ζ)+wc(ζ), (102)
where: (1) wâ(ζ) :=w♯(ζ)↾R has support on R, and consists of the contribution to w
♯(ζ) from
hI(ζ) and hI(ζ); (2) w
b(ζ) has support on L ∪ L, and consists of the contribution to w♯(ζ)
from hII(ζ)↾L and hII(ζ)↾L; (3) w
c(ζ) has support on Lε∪Lε, and consists of the contribution
to w♯(ζ) from R(ζ)↾Lε and R(ζ)↾Lε ; and (4) w′(ζ)↾Σ′\Σ♯ ≡ ( 0 00 0 ). It will now be shown that,
as t→+∞, we(ζ)→ ( 0 00 0 ) (see Lemma 4.4), and the contribution to w♯(ζ) from R(ζ) and
R(ζ) (in some regions, polynomials of degree k∈Z>1, and in other regions, rational functions
of the type
polynomial of degree k ∈Z>1
|ζ∓i|k+5 ), which is lumped into the factor w
′(ζ), and has support
on Σ♯, encapsulates the leading-order asymptotics.
Lemma 4.4. For arbitrarily large l∈Z>1, and arbitrarily fixed, sufficiently small positive ε,
as t→+∞ such that 0<ζ2< 1M <M<ζ1 and |ζ3|2=1, with M ∈R>1 and bounded,
||wâ(·)||∩p∈{1,2,∞}LpM2(C)(R) 6
|c(ζ1,ζ2,ζ3,ζ3)|
|ζ1+ζ2|3tl ,
||wâ(·)/(·)||∩p∈{1,2,∞}LpM2(C)((cos(ϕ˜3),0)∪ (0, 12 ζ2)) 6
|c(ζ1,ζ2,ζ3,ζ3)|
|ζ1+ζ2|3tl ,
||wb(·)||∩p∈{1,2,∞}LpM2(C)(Q0 ∪Q0) 6
|c(ζ1,ζ2,ζ3,ζ3)|
|zo+ζ1+ζ2|ltl ,
||wb(·)||∩p∈{1,2,∞}LpM2(C)(Q1 ∪Q1) 6 |c(ζ1, ζ2, ζ3, ζ3)| exp(−2γ
1
Rt),
||wb(·)||∩p∈{1,2,∞}LpM2(C)(Q2 ∪Q2) 6
|c(ζ1,ζ2,ζ3,ζ3)|√
ω1
√
t
exp(−ω0t),
||wb(·)/(·)||∩p∈{1,2,∞}LpM2(C)(Q1 ∪Q1) 6 |c(ζ1, ζ2, ζ3, ζ3)| exp(−γ
1
IIt),
||wc(·)||∩p∈{1,2,∞}LpM2(C)(Q3 ∪Q3) 6 |c(ζ1, ζ2, ζ3, ζ3)| exp(−ε
2γ0Rt),
||wc(·)||∩p∈{1,2,∞}LpM2(C)(L> ∪L>) 6 |c(ζ1, ζ2, ζ3, ζ3)| exp(−ζ1|zo|(2−ζ
2
2 )t),
||wc(·)/(·)||∩p∈{1,2,∞}LpM2(C)(L> ∪L>) 6 |c(ζ1, ζ2, ζ3, ζ3)| exp(−ζ1|zo|(2−ζ
2
2 )t),
||w′(·)||L1
M2(C)
(Σ′)= ||w′(·)||L1
M2(C)
(Σ♯) 6
|c(ζ1,ζ2,ζ3,ζ3)|√
(ζ1−ζ2)|zo+ζ1+ζ2|
√
t
,
||w′(·)||L2
M2(C)
(Σ′)= ||w′(·)||L2
M2(C)
(Σ♯) 6
|c(ζ1,ζ2,ζ3,ζ3)|
((ζ1−ζ2)|zo+ζ1+ζ2|)1/4 t1/4 ,
where Q0 := L \ (L> ∪ L<), Q1 := L> ∪ {ζ; ζ = veiϕ˜3 , ϕ˜3 := arg(ζ3) ∈ (π2 , π), v ∈ (0, 1−ε)},
Q2 := {ζ; ζ= veiϕ˜3 , ϕ˜3 := arg(ζ3)∈ (π2 , π), v> 1−ε}, Q3 :=Lε \ L>, ω0 := 12(a2−zo)(4−a22)1/2
(∈R+), and ω1 := 12 (z2o+32)1/2(4−a22)1/2 (∈R+), with L, L>, L<, Lε, γ1R, γ1II , and γ0R defined
in Lemma 4.2.
Proof.Without loss of generality, the bounds for ||wb(·)||Lp
M2(C)
(∗) and ||wb(·)/(·)||Lp
M2(C)
(∗),
p∈{1, 2,∞}, and ||w′(·)||Lp′
M2(C)
(∗), p
′∈{1, 2}, will be derived: the remaining estimates follow
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in an analogous manner. From the proof of Lemma 4.2 and the parametrisations of the
respective rays given therein, one shows that, modulo a scalar factor of 2 on the right-hand
side (RHS),
||wb(·)||L1
M2(C)
(Q0 ∪Q0) 6
∫ +∞
0
|c(ζ1,ζ2,ζ3,ζ3)|vq
|ζ1+ v√
2
(ζ1−ζ2)e−
iπ
4 −i|2
e−
1
4
tγo(ζ1−ζ2)(1−ζ22 )2|zo+ζ1−ζ2|v2 dv
+
∫ 1
0
|c(ζ1, ζ2, ζ3, ζ3)|vqe
−14 t(ζ1−ζ2)(1−
2ζ21
ζ41+1
)2|zo+ζ1+ζ2|v2
dv
+
∫ 1
0
|c(ζ1, ζ2, ζ3, ζ3)|vqe−
1
4 t(ζ1−ζ2)(1−ζ21 )2|zo+ζ1+ζ2|v2 dv
+
∫ 1
0
|c(ζ1, ζ2, ζ3, ζ3)|vqe−
1
4 tζ2(1−2ζ21 )2|zo+ζ2|v2 dv,
q ∈ Z>1, where Q0 is defined in the Lemma. Since, ∀ v > 0, |ζ1+ v√2 (ζ1−ζ2)e
− iπ
4 − i|−2 6 1,
and the integrands are positive functions of v, it follows, by a change-of-variable argu-
ment and letting the upper limits of integration tend to +∞, that ||wb(·)||L1
M2(C)
(Q0 ∪Q0) 6
( |c(ζ1,ζ2,ζ3,ζ3)|t
−(q/2+1/2)
|zo+ζ1−ζ2|q/2+1/2 +
|c(ζ1,ζ2,ζ3,ζ3)|t−(q/2+1/2)
|zo+ζ1+ζ2|q/2+1/2 +
|c(ζ1,ζ2,ζ3,ζ3)|t−(q/2+1/2)
|zo+ζ2|q/2+1/2 )
∫ +∞
0 e
−ξξ
q−1
2 dξ; hence,
recalling that [40] Γ(z)=
∫ +∞
0 e
−xxz−1 dx, ℜ(z)> 0, where Γ(·) is the gamma function, and∫ +∞
0 e
−x2 dx=
√
π
2 , for
q
2>l, l∈Z>1 and arbitrarily large, ||wb(·)||L1M2(C)(Q0 ∪Q0)6
|c(ζ1,ζ2,ζ3,ζ3)|
|zo+ζ1+ζ2|ltl .
From the estimates given in Lemma 4.2, it follows that, for q2 > l, ||wb(·)||L∞M2(C)(Q0 ∪Q0) 6
|c(ζ1,ζ2,ζ3,ζ3)|
|zo+ζ1+ζ2|ltl , and, from the inequality ||wb(·)||2L2M2(C)(∗)6 ||w
b(·)||L∞
M2(C)
(∗)||wb(·)||L1
M2(C)
(∗) and
the latter two estimates, one shows that, for q2>l, ||wb(·)||L2M2(C)(Q0 ∪Q0)6
|c(ζ1,ζ2,ζ3,ζ3)|
|zo+ζ1+ζ2|ltl ; hence,
recalling that ||wb(·)||∩p∈{1,2,∞}LpM2(C)(Q0∪Q0) :=
∑
p∈{1,2,∞}||wb(·)||Lp
M2(C)
(Q0∪Q0), one obtains,
for q2 > l and the latter estimates, the result for ||wb(·)||∩p∈{1,2,∞}LpM2(C)(Q0∪Q0) stated in the
Lemma. From the proof of Lemma 4.2, one shows that, modulo a scalar factor of 2 on the RHS,
||wb(·)||L1
M2(C)
(Q1∪Q1)6
∫ 1
0
|c(ζ1,ζ2,ζ3,ζ3)|
ξ2+1 exp(−12 t|zo|ζ1(2−ζ22))dξ+
∫ 1−ε
0
|c(ζ1,ζ2,ζ3,ζ3)|
ξ2+1 exp(−t(12 |zo|
−cos ϕ˜3) sin ϕ˜3)dξ, with Q1 as defined in the Lemma: noting that the integrands are pos-
itive functions of ξ, letting the upper limits of integration tend to +∞, and using the
fact that, with the principal branch of arctan(·) chosen, ∫ +∞0 dξξ2+1 = π/2, one shows that
||wb(·)||L1
M2(C)
(Q1∪Q1) 6 |c(ζ1, ζ2, ζ3, ζ3)|e−2γ
1
Rt, with γ1R defined in Lemma 4.2. The estimate
||wb(·)||L∞
M2(C)
(Q1∪Q1)6 |c(ζ1, ζ2, ζ3, ζ3)|e−2γ
1
Rt is a consequence of Lemma 4.2: using the latter
two estimates and the inequality ||wb(·)||2L2
M2(C)
(∗) 6 ||wb(·)||L∞M2(C)(∗)||w
b(·)||L1
M2(C)
(∗), one de-
duces that ||wb(·)||L2
M2(C)
(Q1∪Q1)6 |c(ζ1, ζ2, ζ3, ζ3)|e−2γ
1
Rt; hence, one arrives at the estimate for
||wb(·)||∩p∈{1,2,∞}LpM2(C)(Q1∪Q1) stated in the Lemma. From the proof of Lemma 4.2, one shows
that, modulo a scalar factor of 2 on the RHS, ||wb(·)||L1
M2(C)
(Q2∪Q2)6
∫ +∞
1−ε
|c(ζ1,ζ2,ζ3,ζ3)|
(v+1)2+1
exp(−t
· (ω0+ 12ω1v2))dv6 |c(ζ1,ζ2,ζ3,ζ3)|√ω1t e
−ω0t ∫ +∞
0 e
−ξ2 dξ6 |c(ζ1,ζ2,ζ3,ζ3)|√
ω1t
e−ω0t, with Q2, ω0, and ω1 as
defined in the Lemma. The estimate ||wb(·)||L∞
M2(C)
(Q2∪Q2) 6
|c(ζ1,ζ2,ζ3,ζ3)|√
ω1t
e−ω0t follows from
Lemma 4.2: using the inequality ||wb(·)||2L2
M2(C)
(∗) 6 ||wb(·)||L∞M2(C)(∗)||w
b(·)||L1
M2(C)
(∗) and the
latter two estimates, one deduces that ||wb(·)||L2
M2(C)
(Q2∪Q2)6
|c(ζ1,ζ2,ζ3,ζ3)|√
ω1t
e−ω0t; hence, one ar-
rives at the estimate for ||wb(·)||∩p∈{1,2,∞}LpM2(C)(Q2∪Q2) stated in the Lemma. From the proof of
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Lemma 4.2, one shows that, modulo a scalar factor of 2 on the RHS, ||wb(·)/(·)||L1
M2(C)
(Q1∪Q1)6∫ 1
0
|c(ζ1,ζ2,ζ3,ζ3)|v−3q
|ζ2 v√
2
e−
iπ
4 |
exp(−12 t|zo|ζ1(2−ζ22 )) exp(− tv2 ζ21 (1−12ζ22 )2)d( ζ2v√2 )+
∫ 1−ε
0
|c(ζ1,ζ2,ζ3,ζ3)|
(|eiϕ˜3v|2+1)v exp(−
t|zo|
2v2
sin ϕ˜3) exp(− t2 | sin 2ϕ˜3|)6 |c(ζ1,ζ2,ζ3,ζ3)|ζ3q1 (1− 12 ζ22 )3qt3q exp(−
1
2 t|zo|ζ1(2−ζ22 ))
∫ +∞
0 e
−ξξ
3q
2
−1dξ+|c(ζ1, ζ2,
ζ3, ζ3)|e− 12 t| sin 2ϕ˜3|
∫ +∞
0 e
−ξξ−1 dξ6 |c(ζ1, ζ2, ζ3, ζ3)|e−γ1II t, q∈Z>1, with γ1II defined in Lemma
4.2. Also, ||wb(·)/(·)||L∞
M2(C)
(Q1∪Q1) 6 |c(ζ1, ζ2, ζ3, ζ3)|e−γ
1
II t, and, from the latter two esti-
mates and the inequality ||wb(·)/(·)||2L2
M2(C)
(∗) 6 ||wb(·)/(·)||L∞M2(C)(∗)||w
b(·)/(·)||L1
M2(C)
(∗), one
deduces that ||wb(·)/(·)||L2
M2(C)
(Q1∪Q1) 6 |c(ζ1, ζ2, ζ3, ζ3)|e−γ
1
II t; hence, one arrives at the es-
timate for ||wb(·)/(·)||∩p∈{1,2,∞}LpM2(C)(Q1∪Q1) stated in the Lemma. From Eq. (102), the fact
that w′(ζ) ↾Σ′\Σ♯= ( 0 00 0 ), and the proof of Lemma 4.2, one shows that ||w′(·)||L1M2(C)(Σ′) =
||w′(·)||L1
M2(C)
(Σ′\Σ♯∪Σ♯)= ||w′(·)||L1
M2(C)
(Σ′\Σ♯)+||w′(·)||L1
M2(C)
(Σ♯)= ||w′(·)||L1
M2(C)
(Σ♯)6
∫ +∞
0 2
− 1
2
·|c(ζ1, ζ2, ζ3, ζ3)|(ζ1−ζ2) exp(−12t(ζ1−ζ2)(1−
2ζ21
ζ41+1
)2|zo+ζ1+ζ2|v2)dv+
∫ +∞
0 2
− 1
2 |c(ζ1, ζ2, ζ3, ζ3)|(ζ1−
ζ2) exp(− t2γo(ζ1−ζ2)(1−ζ22 )2|zo+ζ1+ζ2|v2)dv6(|c(ζ1, ζ2, ζ3, ζ3)|(ζ1−ζ2)/(
√
t(ζ1−ζ2)|zo+ζ1+ζ2|
·(1− 2ζ21
ζ41+1
))+|c(ζ1, ζ2, ζ3, ζ3)|(ζ1−ζ2)/(
√
tγo(ζ1−ζ2)|zo+ζ1+ζ2|(1−ζ22 )))
∫ +∞
0 e
−ξ2dξ6 |c(ζ1, ζ2, ζ3,
ζ3)|(t(ζ1−ζ2)|zo+ζ1+ζ2|)−1/2; hence, ||w′(·)||L2
M2(C)
(Σ′)= ||w′(·)||L2
M2(C)
(Σ♯)6 |c(ζ1, ζ2, ζ3, ζ3)|(t(ζ1
−ζ2)|zo+ζ1+ζ2|)−1/4. 
Definition 4.1. Let N(∗) denote the space of bounded linear operators acting from L2M2(C)(∗)
into L2M2(C)(∗).
The following Lemma will be proven a posteriori (see Section 5, Lemma 5.4):
Lemma 4.5. As t→+∞ such that 0< ζ2 < 1M <M < ζ1 and |ζ3|2 = 1, with M ∈R>1 and
bounded, (1−Cw′)−1∈N(Σ′) (||(1−Cw′)−1||N(Σ′)<∞).
Remark 4.3. Actually, the operator (1−Cw′)−1 acts in I+L2M2(C)(Σ′); however, due to a
result of Zhou [31], using the Fredholm alternative, if (1−Cw′)−1 is invertible on L2M2(C)(Σ′),
then it is invertible on every space set theoretically contained in the span of constant func-
tions and L2M2(C)(Σ′) (which is the case here); hence, one can consider (1−Cw′)−1↾L2M2(C)(Σ′).
The result stated in Lemma 4.5 should not, after all, come as a surprise, since the jump
matrix of the RHP formulated in Lemma 2.6, within the framework of the BC formula-
tion introduced in Section 3, admits a (bounded) algebraic factorisation of the form G(ζ)=
(I−wG−(ζ))−1(I+wG+(ζ)), ζ ∈ R (oriented from −∞ to +∞), and due to another result of
Zhou [32] (see, in particular, Proposition 2.16 and the arguments thereafter), one has that,
for r(ζ) ∈ S1
C
(R), ||(1−CwG )−1||N(σc) 6
(λmax+1)+
√
(λmax+1)2−4λmin
2λmin
||(I−wG−(·))−1||L∞M2(C)(σc),
with λmax :=supζ∈R{maximal eigenvalue of (G(ζ)G†(ζ))1/2}, where † denotes Hermitian con-
jugation, and λmin :=infζ∈R{minimal eigenvalue of 12(G(ζ)+G†(ζ))} (see, also, Lemma 2.31 in
[33]).
Proposition 4.2. As t→+∞ such that 0< ζ2 < 1M <M < ζ1 and |ζ3|2 = 1, with M ∈R>1
and bounded, (1−Cw♯)−1∈N(Σ′)⇔(1−Cw′)−1∈N(Σ′).
Proof. For (1−Cw♯)−1 : L2M2(C)(Σ′)→L2M2(C)(Σ′) and (1−Cw′)−1 : L2M2(C)(Σ′)→L2M2(C)(Σ′),
from the second resolvent identity, (1−Cw♯)−1=(1−Cw′)−1+(1−Cw♯)−1(Cw♯−Cw′)(1−Cw′)−1;
hence, ||(1−Cw♯)−1||N(Σ′) 6 ||(1−Cw′)−1||N(Σ′)+ ||(1−Cw♯)−1||N(Σ′)||(Cw♯−Cw′)||N(Σ′)||(1−
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Cw′)
−1||N(Σ′). Recalling from Section 3 that, for ⋆∈L2M2(C)(∗), Cw⋆ :=C+(⋆w−)+C−(⋆w+),
using the linearity of the Cauchy operators, C±, and recalling Eq. (102), one deduces that
(Cw♯−Cw′)⋆=C+(⋆we−)+C−(⋆we+)=Cwe⋆; hence, ||(1−Cw♯)−1||N(Σ′)6 ||(1−Cw′)−1||N(Σ′)+
||(1−Cw♯)−1||N(Σ′)||we(·)||L∞M2(C)(Σ′)||(1−Cw′)
−1||N(Σ′). Recalling from Eq. (102) that we(ζ)=
wâ(ζ)+wb(ζ)+wc(ζ), using the bounds in Lemma 4.4, one shows that ||we(·)||L∞
M2(C)
(Σ′) 6
|c(ζ1,ζ2,ζ3,ζ3)|
|zo+ζ1+ζ2|ltl +O(|c(ζ1, ζ2, ζ3, ζ3)| exp(−tmin{2γ1R, ω0, ε2γ0R, |zo|ζ1(2−ζ22)})), with l∈Z>1 and
arbitrarily large; thus, from Lemma 4.5 and the estimate for ||we(·)||L∞
M2(C)
(Σ′), one shows that
||(1−Cw♯)−1||N(Σ′)<∞. 
Proposition 4.3 ([27]). For ζ∈C \ Σ′,∫
Σ′
((1−Cw♯)−1I)(z)w♯(z)
(z−ζ)
dz
2πi
=
∫
Σ′
((1−Cw′)−1I)(z)w′(z)
(z−ζ)
dz
2πi
+A+B+C+D,
where
A :=
∫
Σ′
we(z)
(z−ζ)
dz
2πi
, B :=
∫
Σ′
((1−Cw′)−1(CweI))(z)w♯(z)
(z−ζ)
dz
2πi
,
C :=
∫
Σ′
((1−Cw′)−1(Cw′I))(z)we(z)
(z−ζ)
dz
2πi
,
D :=
∫
Σ′
((1−Cw′)−1Cwe(1−Cw♯)−1(Cw♯I))(z)w♯(z)
(z−ζ)
dz
2πi
.
Remark 4.4. Hereafter, all exponentially small error terms of the type O(exp(−♦t)), ♦∈
R+, will be neglected, and only leading order error terms will be retained.
Proposition 4.4. If (1−Cw′)−1∈N(Σ′), then, for ζ∈C \Σ′ and arbitrarily large l∈Z>1, as
t→+∞ such that 0<ζ2< 1M <M<ζ1 and |ζ3|2=1, with M ∈R>1 and bounded,∫
Σ′
((1−Cw♯)−1I)(z)w♯(z)
(z−ζ)
dz
2πi
=
∫
Σ′
((1−Cw′)−1I)(z)w′(z)
(z−ζ)
dz
2πi
+O
(
c(ζ1, ζ2, ζ3, ζ3)f
′(ζ)
|zo+ζ1+ζ2|ltl
)
,
with f ′(ζ)∈L∞M2(C)(C \ Σ′).
Proof. Modulo exponentially small terms (cf. Remark 4.4), one must show that A, B, C
and D have, respectively, for arbitrarily large l∈Z>1, the estimate O( c(ζ1,ζ2,ζ3,ζ3)♦(ζ)|zo+ζ1+ζ2|ltl ), where
||♦(·)||L∞
M2(C)
(C\Σ′)<∞. From the definition of A given in Proposition 4.3, and Eq. (102), it fol-
lows that 2π|A|dz,ζ 6 ||wâ(·)||L1M2(C)(R)+||w
b(·)||L1
M2(C)
(L∪L)+||wc(·)||L1
M2(C)
(Lε∪Lε)6 ||wâ(·)||L1M2(C)(R)
+ ||wb(·)||L1
M2(C)
(Q0∪Q0)+ ||wb(·)||L1M2(C)(Q1∪Q1)+ ||w
b(·)||L1
M2(C)
(Q2∪Q2)+ ||wc(·)||L1M2(C)(Q3∪Q3)+
||wc(·)||L1
M2(C)
(L>∪L>), where dz,ζ :=sup(z,ζ)∈Σ′×C\Σ′ |(z−ζ)−1| (<∞); hence, from the estimates
given in Lemma 4.4, modulo exponentially small terms, one deduces that |A|6 |c(ζ1,ζ2,ζ3,ζ3)|dz,ζ|zo+ζ1+ζ2|ltl .
From the definition of B given in Proposition 4.3, Eq. (102), and Lemma 4.5, 2π|B|(dz,ζ)−16
||(1−Cw′)−1||N(Σ′)||CweI||L2
M2(C)
(Σ′)||w♯(·)||L2
M2(C)
(Σ′)6 |c(ζ1, ζ2, ζ3, ζ3)|(||wâ(·)||L2
M2(C)
(R)+||wb(·)
||L2
M2(C)
(L∪L)+||wc(·)||L2
M2(C)
(Lε∪Lε))(||w′(·)||L2M2(C)(Σ′)+||w
â(·)||L2
M2(C)
(R)+||wb(·)||L2
M2(C)
(L∪L) +
||wc(·)||L2
M2(C)
(Lε∪Lε)); using the estimates given in Lemma 4.4, and recalling that w
′(ζ)↾Σ′\Σ♯=
( 0 00 0 ), one shows that 2π|B|(dz,ζ)−1 6 |c(ζ1,ζ2,ζ3,ζ3)||zo+ζ1+ζ2|ltl
( |c(ζ1,ζ2,ζ3,ζ3)|
((ζ1−ζ2)|zo+ζ1+ζ2|)1/4t1/4+
|c(ζ1,ζ2,ζ3,ζ3)|
|zo+ζ1+ζ2|ltl
)
,
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whence |B| 6 |c(ζ1,ζ2,ζ3,ζ3)|dz,ζ|zo+ζ1+ζ2|ltl . From the definition of C given in Proposition 4.3, Eq. (102),
Lemma 4.5, and recalling that w′(ζ)↾Σ′\Σ♯=( 0 00 0 ),
2π|C|
dz,ζ
6 ||(1−Cw′)−1||N(Σ′)||Cw′I||L2
M2(C)
(Σ′)
· ||we(·)||L2
M2(C)
(Σ′) 6 |c(ζ1, ζ2, ζ3, ζ3)| ||w′(·)||L2
M2(C)
(Σ♯)(||wâ(·)||L2
M2(C)
(R)+ ||wb(·)||L2
M2(C)
(L∪L)+
||wc(·)||L2
M2(C)
(Lε∪Lε)); thus, using the estimates given in Lemma 4.4, one shows that
2π|C|
dz,ζ
6
|c(ζ1,ζ2,ζ3,ζ3)|
|zo+ζ1+ζ2|ltl
|c(ζ1,ζ2,ζ3,ζ3)|
((ζ1−ζ2)|zo+ζ1+ζ2|)1/4t1/4 , whence, |C| 6
|c(ζ1,ζ2,ζ3,ζ3)|dz,ζ
|zo+ζ1+ζ2|ltl . From the definition of D
given in Proposition 4.3, Eq. (102), Lemma 4.5, and noting that w′(ζ)↾Σ′\Σ♯=( 0 00 0 ), it follows
that
2π|D|
dz,ζ
6 ||(1−Cw′)−1||N(Σ′)||Cwe ||N(Σ′)||(1−Cw♯)−1||N(Σ′)||Cw♯I||L2
M2(C)
(Σ′)
× ||w♯(·)||L2
M2(C)
(Σ′)6 |c(ζ1, ζ2, ζ3, ζ3)|||we(·)||L∞M2(C)(Σ′)||w
♯(·)||2L2
M2(C)
(Σ′)
6 |c(ζ1, ζ2, ζ3, ζ3)|(||wâ(·)||L∞
M2(C)
(R)+||wb(·)||L∞
M2(C)
(L∪L)+||wc(·)||L∞
M2(C)
(Lε∪Lε))
×
∑
n1+n2+n3+n4=2
06ni62
2!
n1!n2!n3!n4!
||w′(·)||n1L2
M2(C)
(Σ♯)
||wâ(·)||n2L2
M2(C)
(R)
||wb(·)||n3L2
M2(C)
(L∪L)
× ||wc(·)||n4L2
M2(C)
(Lε∪Lε),
whence, using Chebyshev’s inequality3, one shows that
π|D|(2dz,ζ)−1
|c(ζ1, ζ2, ζ3, ζ3)|
6 (||wâ(·)||L∞
M2(C)
(R)+||wb(·)||L∞
M2(C)
(L∪L)+||wc(·)||L∞
M2(C)
(Lε∪Lε))
× (||w′(·)||2L2
M2(C)
(Σ♯)+||wâ(·)||2L2
M2(C)
(R)+||wb(·)||2L2
M2(C)
(L∪L)
+ ||wc(·)||2L2
M2(C)
(Lε∪Lε));
hence, from the estimates given in Lemma 4.4, π|D|2dz,ζ 6
|c(ζ1,ζ2,ζ3,ζ3)|
|zo+ζ1+ζ2|ltl
|c(ζ1,ζ2,ζ3,ζ3)|√
(ζ1−ζ2)|zo+ζ1+ζ2|
√
t
, whence
|D|6 |c(ζ1,ζ2,ζ3,ζ3)|dz,ζ|zo+ζ1+ζ2|ltl . From the above-derived bounds for A, B, C, and D, one arrives at the
result stated in the Proposition. 
Definition 4.2. Recall the definition of the BC operator: C⋆♦ :=C+(♦⋆−)+C−(♦⋆+), ♦∈
L2M2(C)(∗), where C± : L2M2(C)(∗)→L2M2(C)(∗) are the (bounded) Cauchy operators introduced
at the beginning of Section 3. Let: (1) Cw♯ :=C
Σ′
w♯
: L2M2(C)(Σ′)→L2M2(C)(Σ′) denote the BC
operator with ⋆↔ w♯; (2) Cw′ := Csw′ : L2M2(C)(s)→L2M2(C)(s), s ∈ {Σ′,Σ♯}, denotes the BC
operator with ⋆↔w′; (3) 1s, s∈{Σ′,Σ♯}, denotes the identity operator on L2M2(C)(s); and (4)
w♯Σ′(ζ) :=w
♯(ζ)↾Σ′ and w
Σ♯(ζ) :=w′(ζ)↾Σ♯.
Note also that, since w′(ζ)↾Σ′\Σ♯ = ( 0 00 0 ), C
Σ′
w′⋆ = C
Σ′\Σ♯∪Σ♯
+ (⋆w
′−)+C
Σ′\Σ♯∪Σ♯
− (⋆w′+) =
CΣ
♯
+ (⋆w
′−)+CΣ
♯
− (⋆w′+)=CΣ
♯
w′ ⋆.
Corollary 4.1. If (1Σ′−CΣ′w′ )−1∈N(Σ′), then, for ζ∈C \Σ♯ and arbitrarily large l∈Z>1, as
t→+∞ such that 0<ζ2< 1M <M<ζ1 and |ζ3|2=1, with M ∈R>1 and bounded,∫
Σ′
((1Σ′−CΣ′w♯)−1I)(z)w
♯
Σ′(z)
(z−ζ)
dz
2πi
=
∫
Σ♯
((1Σ♯−CΣ♯wΣ♯ )
−1I)(z)wΣ♯(z)
(z−ζ)
dz
2πi
+O
(
c(ζ1, ζ2, ζ3, ζ3)f
♯(ζ)
|zo+ζ1+ζ2|ltl
)
,
3If a1>a2> · · ·>an and b1> b2> · · ·> bn, (a1+a2+· · ·+an)(b1+b2+· · ·+bn)6n
∑n
i=1 aibi.
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with f ♯(ζ)∈L∞M2(C)(C \ Σ♯).
Proof. Set µΣ
′
(ζ) := ((1Σ′−CΣ′w♯)−1I)(ζ) and µΣ
♯
(ζ) := ((1Σ♯−CΣ♯wΣ♯ )
−1I)(ζ). Then, from
Proposition 4.4, Definition 4.2, and the fact that w′(ζ)↾Σ′\Σ♯=( 0 00 0 ),∫
Σ′
µΣ
′
(z)w♯
Σ′ (z)
(z−ζ)
dz
2πi=
∫
Σ′\Σ♯∪Σ♯
((1Σ′−CΣ
′
w′ )
−1I)(z)w′(z)
(z−ζ)
dz
2πi+E
=
∫
Σ′\Σ♯
(((1Σ′−CΣ
′
w′ )
−1I)(z)↾
Σ′\Σ♯)(w
′(z)↾
Σ′\Σ♯ )
(z−ζ)
dz
2πi+
∫
Σ♯
(((1Σ′−CΣ
′
w′ )
−1I)(z)↾
Σ♯
)(w′(z)↾
Σ♯
)
(z−ζ)
dz
2πi+E
=
∫
Σ♯
((1
Σ♯
−CΣ♯
wΣ
♯ )
−1I)(z)wΣ
♯
(z)
(z−ζ)
dz
2πi+E=
∫
Σ♯
µΣ
♯
(z)wΣ
♯
(z)
(z−ζ)
dz
2πi+E,
where E :=O
(
c(ζ1,ζ2,ζ3,ζ3)f♯(ζ)
|zo+ζ1+ζ2|ltl
)
, with ||f ♯(·)||L∞
M2(C)
(C\Σ♯)<∞. 
As a consequence of Corollary 4.1, one can now consider, to O
(
c(ζ1,ζ2,ζ3,ζ3)♦(ζ)
|zo+ζ1+ζ2|ltl
)
, with
arbitrarily large l ∈ Z>1, and ||♦(·)||L∞
M2(C)
(C\Σ♯) < ∞, the (normalised at ∞) RHP for
mΣ
♯
(ζ) := m♯(ζ)↾Σ♯ on Σ
♯, thus realising the second main objective of this section, and
culminating in the following
Lemma 4.6. As t→+∞ such that 0< ζ2 < 1M <M < ζ1 and |ζ3|2 = 1, with M ∈R>1 and
bounded, mΣ
♯
(ζ) := m♯(ζ) ↾Σ♯ solves the following RHP: (1) m
Σ♯(ζ) is piecewise holomor-
phic ∀ ζ ∈C \ Σ♯; (2) mΣ♯± (ζ) := lim ζ′ → ζ
ζ′ ∈± side of Σ♯
mΣ
♯
(ζ ′) satisfy the jump condition mΣ♯+ (ζ)=
mΣ
♯
− (ζ)(I−wΣ♯− (ζ))−1(I+wΣ♯+ (ζ)), ζ∈Σ♯, where
wΣ
♯
+ (ζ)=(δ(ζ))
ad(σ3) exp(−itθu(ζ)ad(σ3))R(ζ)σ+, wΣ♯− (ζ)=( 0 00 0 ) , ζ∈L \ L˜ε ⊂ Σ♯,
wΣ
♯
+ (ζ)=(
0 0
0 0 ) , w
Σ♯
− (ζ)=−(δ(ζ))ad(σ3) exp(−itθu(ζ)ad(σ3))R(ζ) σ−, ζ∈L \ L˜ε ⊂ Σ♯,
with L˜ε :=Lε∪L>∪L<; (3) as ζ→∞, ζ∈C\Σ♯, mΣ♯(ζ)=I+O(ζ−1); and (4) mΣ♯(ζ) satisfies
the symmetry reduction mΣ
♯
(ζ) = σ1mΣ
♯
(ζ) σ1 and the condition (m
Σ♯(0)(δ(0))σ3σ2)
2 = I.
Furthermore, wΣ
♯
± (ζ)∈∩p∈{1,2,∞}LpM2(C)(Σ♯).
Proof. Follows from Lemma 4.3, Lemma 4.5, Corollary 4.1, and the definition of mΣ
♯
(ζ)
given in the Lemma. 
Remark 4.5. In Lemma 4.6, R(ζ) denotes the piecewise-rational function R(ζ) with the
complex conjugated coefficients.
Using Lemma 3.1, the solution of the RHP for mΣ
♯
(ζ) on Σ♯ stated in Lemma 4.6 has
the integral representation
mΣ
♯
(ζ)=I+
∫
Σ♯
µΣ
♯
(z)wΣ
♯
(z)
(z−ζ)
dz
2πi
, ζ∈C \ Σ♯, (103)
where µΣ
♯
(ζ) :=((1Σ♯−CΣ
♯
wΣ
♯ )
−1I)(ζ), and wΣ♯(ζ) :=
∑
l∈{±}w
Σ♯
l (ζ).
5 Towards the Model RHP
In this section, the RHP for mΣ
♯
(ζ) on Σ♯ stated in Lemma 4.6 is reduced to RHPs on
the two disjoint crosses ΣA′ and ΣB′ , and it is shown that, as t→ +∞, the leading term
of asymptotics of the (singular) integral representation for mΣ
♯
(ζ) can be written as the
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linear superposition of two (singular) integrals corresponding to the solution of two auxiliary
RHPs, each of which is defined on one of the disjoint crosses. Furthermore, the basic bound
on (1Σ♯ −CΣ♯wΣ♯ )
−1, namely, (1Σ♯ −CΣ♯wΣ♯ )
−1 ∈ N(Σ♯), is proved, whence, as a consequence
of Corollary 4.1, Definition 4.2, Proposition 4.4, and Proposition 4.2, the basic bound on
(1−Cw′)−1, that is, (1−Cw′)−1∈N(Σ′), follows.
To formulate a number of exact results, some notational preamble is necessary. Re-
calling that, for ♦(ζ) ∈ L2M2(C)(Σ♯), the BC operator is defined as CΣ
♯
wΣ
♯♦ := C+(♦wΣ♯− )+
C−(♦wΣ♯+ ), where (C±♦)(ζ) := lim ζ′ → ζ
ζ′ ∈± side of Σ♯
∫
Σ♯
♦(z)
(z−ζ′)
dz
2πi , one shows that, for w
Σ♯(ζ) :=∑
l∈{A′,B′}w
Σl(ζ), where wΣl(ζ) := wΣ
♯
(ζ)↾Σl and w
Σj (ζ) = ( 0 00 0 ), ζ ∈ Σl, l 6= j ∈ {A′, B′},
CΣ
♯
wΣ
♯♦ = CΣ♯wΣA′♦+C
Σ♯
wΣB′
♦, where CΣ♯
wΣl
♦ := (C+(♦wΣ♯− ) +C−(♦wΣ
♯
+ ))↾Σl , l ∈ {A′, B′};
hence, as an operator on L2M2(C)(Σ♯), CΣ
♯
wΣ
♯ :=
∑
l∈{A′,B′}C
Σl
wΣl
. Writing Σ♯=ΣA′ ∪ ΣB′ , with
ΣA′ ∩ ΣB′ = ∅, extend the (oriented) contours ΣA′ and ΣB′ (with orientations unchanged),
respectively, to the oriented contours
Σ̂A′ :={ζ(v); ζ(v)=ζ2+ v√2(ζ1−ζ2) exp(±
iπ
4 ), v∈ [0,+∞)}
∪{ζ(v); ζ(v)=ζ2+ v√2ζ2 exp(±
3πi
4 ), v∈ [0,+∞)},
Σ̂B′ :={ζ(v); ζ(v)=ζ1+ v√2(ζ1−ζ2) exp(±
3πi
4 ), v∈R},
and denote by ΣA and ΣB , respectively, the contours {̟(v); ̟(v)=v(ζ1−ζ2) exp(± iπ4 ), v∈R}
oriented “outward”, as in ΣA′ and Σ̂A′ , and “inward”, as in ΣB′ and Σ̂B′ . For l ∈ {A′, B′},
define ŵΣ̂l(ζ)=
∑
k∈{±}ŵ
Σ̂l
k (ζ) on Σ̂l via
ŵΣ̂l(ζ) :=
{
wΣl(ζ)=
∑
k∈{±}w
Σl
k (ζ), ζ∈Σl ⊂ Σ̂l,
( 0 00 0 ) , ζ∈ Σ̂l \ Σl.
(104)
The corresponding BC operators on Σl, l ∈ {A,B}, are denoted by CΣlwΣl , and, on Σ̂l′ , by
C
Σ̂l′
ŵΣ̂l′
. Introduce the following scaling-shifting operators:
NA : L2(Σ̂A′)→L2(ΣA), f(ζ) 7→(NAf)(w˜)=f(ζ2+εA(w˜)),
NB : L2(Σ̂B′)→L2(ΣB), g(ζ) 7→(NBg)(w˜)=g(ζ1+εB(w˜)),
(105)
where
εA(w˜) := w˜/
|ζ2−ζ3|
ζ2
(
2t(ζ1−ζ2)
ζ2
)1/2
, εB(w˜) := w˜/
|ζ1−ζ3|
ζ1
(
2t(ζ1−ζ2)
ζ1
)1/2
. (106)
Noting from the expressions for wΣ
♯
± (ζ) given in Lemma 4.6 that, modulo factors like R(ζ) and
R(ζ), the elements of the jump matrix formΣ♯(ζ) are proportional to (δ(ζ))±2 exp(∓2itθu(ζ)),
one considers the “action” of Nk, k∈{A,B}, on such terms.
Proposition 5.1. Let Nk, k ∈ {A,B}, be the operators defined in Eq. (105). Then, for
k∈{A,B}, with εk(w˜) defined in Eq. (106),
(Nk(δ±2e∓2itθu))(w˜)=(δ0k)±2(δ1k(w˜))±2,
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where
δ0A := |ζ2−ζ3|iν(2t(ζ1−ζ2)3ζ−32 )
iν
2 eχ(ζ2) exp( it2 (ζ1−ζ2)(zo+ζ1+ζ2)),
δ0B := |ζ1−ζ3|−iν(2t(ζ1−ζ2)3ζ−31 )−
iν
2 eχ(ζ1) exp(− it2 (ζ1−ζ2)(zo+ζ1+ζ2)),
δ1A(w˜) :=(−w˜)−iν
(−(ζ1−ζ2)+εA(w˜)
−(ζ1−ζ2)
)iν
eχ(ζ2+εA(w˜))−χ(ζ2)e
iw˜2
4 exp
(
iθu3 (ζ2)ζ
9/2
2 w˜
3
3!(2(ζ1−ζ2))3/2|ζ2−ζ3|3
√
t
)
,
δ1B(w˜) :=(w˜)
iν
(
(ζ1−ζ2)
(ζ1−ζ2)+εB(w˜)
)iν
eχ(ζ1+εB(w˜))−χ(ζ1)e−
iw˜2
4 exp
(
− iθu3 (ζ1)ζ
9/2
1 w˜
3
3!(2(ζ1−ζ2))3/2|ζ1−ζ3|3
√
t
)
,
with ν defined in Proposition 4.1,
χ(ζ) :=
∫ 0
−∞
ln(1−|r(µ)|2)
(µ−ζ)
dµ
2πi
+
∫ ζ1
ζ2
ln
(
1−|r(µ)|2
1−|r(ζ1)|2
)
1
(µ−ζ)
dµ
2πi
,
θu3 (ζn) := 2ζ
−3
n
(
2(ζ1−ζ2)(ζn−cos ϕ˜3)+(−1)n+1|ζn−ζ3|2(1+3(−1)nζ−1n (ζ1−ζ2))
)
, n ∈ {1, 2},
ϕ˜3 :=arg(ζ3)∈(π2 , π), and (±w˜)±iν :=exp(±iν ln(±w˜)) with branch cuts along ∓R+.
Proof. Consequence of the expression for δ(ζ) given in Proposition 4.1, the formula
(Eq. (8)) θu(ζ)= 12(ζ− 1ζ )(zo+ζ+ 1ζ ), the definition of the operators Nk, k∈{A,B}, given in
Eq. (105), and Eq. (106). 
For k∈{A,B}, define
∆0k :=(δ
0
k)
σ3 , (107)
and let ∆˜0k denote (the operator of) right multiplication by ∆
0
k:
∆˜0kφ :=φ∆
0
k. (108)
Remark 5.1. One notes from Proposition 5.1 that, for k ∈ {A,B}, since χ(ζk) are pure
imaginary, |δ0k|=1; furthermore, from Eq. (108) and the aforementioned, one also shows that
∆˜0k are unitary operators, namely, (∆˜
0
k)
†=(∆˜0k)
−1.
Proposition 5.2. For k∈{A,B},
C
Σ̂k′
ŵΣ̂k′
=(Nk)−1(∆˜0k)−1CΣkwΣk (∆˜
0
k)Nk, wΣk=wΣk(·) :=((∆0k)−1(NkŵΣ̂k′ )(∆0k))(·),
where
CΣk
wΣk
↾L2
M2(C)
(L˜k)
= C−(·((δ1k(w˜))2R(ζs(k)+εk(w˜))σ+)),
CΣk
wΣk
↾L2
M2(C)
(L˜k)
= −C+(·((δ1k(w˜))−2R(ζs(k)+εk(w˜))σ−)),
s(A)=2, s(B)=1, and the rays L˜k are defined as
L˜A :={w˜; w˜=v(t(ζ1−ζ2)3ζ−32 )1/2|ζ2−ζ3| exp( iπ4 ), v∈ [0,+∞)}
∪{w˜; w˜=v(t(ζ1−ζ2)ζ−12 )1/2|ζ2−ζ3| exp(−3πi4 ), v∈ [0,+∞)},
L˜B :={w˜; w˜=v(t(ζ1−ζ2)3ζ−31 )1/2|ζ1−ζ3| exp(3πi4 ), v∈R},
so that Σk=L˜k ∪ L˜k.
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Proof. The case k = B is considered: the case k = A is analogous. Recalling the def-
inition of the Cauchy operators, C±, the BC operator, applying the operator NB defined
in Eq. (105), using Eq. (107) (in particular, the w˜-independence of δ0B), and the action
(Eq. (108)) and unitarity (Remark 5.1) of ∆˜0B , one obtains, via a change-of-variable argument,
the expression for C
Σ̂B′
ŵΣ̂B′
stated in the Proposition, where CΣB
wΣB
= C
(∆0B)
−1(NBŵΣ̂B′ )(∆0B)
=
C+(·(∆0B)−1(NBŵΣ̂B′− )(∆0B))+C−(·(∆0B)−1(NBŵΣ̂B′+ )(∆0B)). From the definition of ŵΣ̂B′ (ζ)
given in Eq. (104) and recalling that wΣB (ζ) :=wΣ
♯
(ζ)↾ΣB , one shows, from the expression
for wΣ
♯
(ζ)=
∑
l∈{±}w
Σ♯
l (ζ) given in Lemma 4.6, that: (1) ((∆
0
B)
−1(NBŵΣ̂B′− )(∆0B))(w˜)↾L˜B=
((∆0B)
−1(NBŵΣ̂B′+ )(∆0B))(w˜)↾L˜B =(
0 0
0 0 ); (2) for w˜∈{z; z=v(t(ζ1−ζ2)3ζ−31 )1/2|ζ1−ζ3|e
3πi
4 , −∞
< v < ε} ⊂ L˜B, ((∆0B)−1(NBŵΣ̂B′+ )(∆0B))(w˜) = (δ1B(w˜))2R(ζ1+εB(w˜))σ+, and, for w˜ ∈ L˜B \
{z; z=v(t(ζ1−ζ2)3ζ−31 )1/2|ζ1−ζ3|e
3πi
4 , −∞<v<ε}, ((∆0B)−1(NBŵΣ̂B′+ )(∆0B))(w˜)=( 0 00 0 ); and
(3) for w˜∈{z; z=v(t(ζ1−ζ2)3ζ−31 )1/2|ζ1−ζ3|e−
3πi
4 , −∞<v<ε}⊂ L˜B , ((∆0B)−1(NBŵΣ̂B′− )(∆0B))
(w˜) = −(δ1B(w˜))−2R(ζ1+εB(w˜)) σ−, and, for w˜ ∈ L˜B \ {z; z = v(t(ζ1 − ζ2)3ζ−31 )1/2|ζ1−
ζ3|e− 3πi4 , −∞<v<ε}, ((∆0B)−1(NBŵΣ̂B′− )(∆0B))(w˜)=( 0 00 0 ). With the expressions for ((∆0B)−1
·(NBŵΣ̂B′± )(∆0B))(w˜), w˜∈ΣB (=L˜B∪L˜B), and the formula for CΣBwΣB given earlier in the proof,
one arrives at the expression for CΣB
wΣB
↾L2
M2(C)
(∗), ∗∈{L˜B , L˜B}, stated in the Proposition. 
From the formulae stated in Proposition 5.1 and the definition of the rays L˜k, k∈{A,B},
given in Proposition 5.2, as t→+∞: (1) for w˜∈ L˜k, k ∈ {A,B}, (δ1k(w˜))2R(ζs(k)+εk(w˜))→
(sgn(k)w˜)2isgn(k)ν exp(− i2sgn(k)w˜2)R(ζ±s(k)), with s(A)=2, s(B)=1, and −sgn(A)=sgn(B)=
1; and (2) for w˜∈ L˜k, k∈{A,B}, (δ1k(w˜))−2R(ζs(k)+εk(w˜))→(sgn(k)w˜)−2isgn(k)ν exp( i2sgn(k)
· w˜2)R(ζ±s(k)) (see Lemma 5.1 for the definition of R(ζ±s(k))).
Lemma 5.1. Let γ ∈ (0, 12) be an arbitrarily fixed, sufficiently small real number, s(A) = 2,
s(B) = 1, ŝ(A) = 1, ŝ(B) = 2, −sgn(A) = sgn(B) = 1, L˜k, k ∈ {A,B}, be the rays defined in
Proposition 5.2, and εk(w˜) be defined by Eq. (106). Then, for k ∈ {A,B}, as t→+∞ such
that 0<ζ2<
1
M <M<ζ1 and |ζ3|2=1, with M ∈R>1 and bounded,
||(δ1k(w˜))2R(ζs(k)+εk(w˜))−(sgn(k)w˜)2isgn(k)ν exp(− i2sgn(k)w˜2)R(ζ±s(k))||L∞(L˜k)
6
|cS(ζs(k))||c(ζŝ(k),ζ3,ζ3)|
|ζs(k)−ζ3|
√
(ζ1−ζ2)
ln(t)√
t
exp
(
−12γE˜(k)v2kt
)
, w˜∈ L˜k,
||(δ1k(w˜))−2R(ζs(k)+εk(w˜))−(sgn(k)w˜)−2isgn(k)ν exp( i2sgn(k)w˜2)R(ζ±s(k))||L∞(L˜k)
6
|cS(ζs(k))||c(ζŝ(k),ζ3,ζ3)|
|ζs(k)−ζ3|
√
(ζ1−ζ2)
ln(t)√
t
exp
(
−12γE˜(k)v2kt
)
, w˜∈ L˜k,
where R(ζ+1 ) := limℜ(ζ)↓ζ1R(ζ) = r(ζ1), R(ζ−1 ) := limℜ(ζ)↑ζ1R(ζ) = −r(ζ1)(1−|r(ζ1)|2)−1,
R(ζ+2 ) := limℜ(ζ)↓ζ2R(ζ) = r(ζ1)(1−|r(ζ1)|2)−1, R(ζ−2 ) := limℜ(ζ)↑ζ2R(ζ) = −r(ζ1), E˜(A) :=
ζ−12 (ζ1− ζ2)|ζ2− ζ3|2min{ζ−22 (ζ1− ζ2)2, 1}, E˜(B) := ζ−31 (ζ1− ζ2)3|ζ1− ζ3|2, 0 < vA < ε˜, and−∞<vB<ε˜, with ε˜ some judiciously fixed small positive real number.
Proof. Without loss of generality, the L∞(∗) bound for the case k = B and w˜ ∈ L˜B is
considered: the remaining cases follow in an analogous manner. One begins by writing, for
γ∈(0, 12) and w˜∈ L˜B,
(δ1B(w˜))
2R(ζ1+εB(w˜))−(w˜)2iνe−
iw˜2
2 R(ζ±1 )=e−
iγw˜2
2 (e−
iγw˜2
2 [R(ζ1+εB(w˜))( (ζ1−ζ2)(ζ1−ζ2)+εB(w˜))
2iν
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·(w˜)2iνe−
i(1−2γ)w˜2
2
(1+
θu3 (ζ1)ζ
9/2
1
w˜
3
√
2 (1−2γ)√t (ζ1−ζ2)3/2|ζ1−ζ3|3
)
e2(χ(ζ1+εB(w˜))−χ(ζ1))−R(ζ±1 )(w˜)2iνe−
i(1−2γ)w˜2
2 ]).
One notes that e−
iγ
2
w˜2=exp(−12γζ−31 (ζ1−ζ2)3|ζ1−ζ3|2v2Bt), −∞<vB<ε˜, which gives rise to
the exponential factor stated in the Lemma, and e−i(1−2γ)
w˜2
2 =exp(−(12−γ)ζ−31 (ζ1−ζ2)3|ζ1−
ζ3|2v2Bt). From the definition of R(ζ) given in the formulation and proof of Lemma 4.2, and
the fact that r(ζ) ∈ SC(R) ∩ {h(z); ||h(·)||L∞(R) := supz∈R |h(z)| < 1}, one shows that, for
vB ∈ (−∞, ε˜), |R(ζ1+εB(w˜))|= |R(ζ1+ 1√2vB(ζ1−ζ2)e
3πi
4 )|6 |c(ζ1, ζ2, ζ3, ζ3)|. One shows that
sup−∞<vB<ε˜ |( (ζ1−ζ2)(ζ1−ζ2)+εB(w˜))2iν |= sup−∞<vB<ε˜ |e
2ν arg(1+ 1√
2
vBe
3πi
4 )|6 e2πνm 6 |c(ζ1, ζ2, ζ3, ζ3)|,
with 0 < ν := ν(ζ1) 6 νm := − 12π ln(1− supz∈R |r(z)|2), since arg(1+ 1√2vBe
3πi
4 ) ∈ (−π, π),
−∞ < vB < ε˜: also, |(w˜)2iν | 6 e2πνm 6 |c(ζ1, ζ2, ζ3, ζ3)|. For the exponential term E :=
exp(−i(12 −γ)w˜2(1+
θu3 (ζ1)ζ
9/2
1 w˜
3
√
2 (1−2γ)√t (ζ1−ζ2)3/2|ζ1−ζ3|3 )), in light of the estimation for e
−i( 1
2
−γ)w˜2
given earlier in the proof, one must study the sign of R˜ :=ℜ(1+ θu3 (ζ1)ζ
9/2
1 w˜
3
√
2 (1−2γ)√t (ζ1−ζ2)3/2|ζ1−ζ3|3 ).
One shows that, for −∞ < vB < ε˜, R˜ = 1− θ
u
3 (ζ1)ζ
3
1vB
6(1−2γ)|ζ1−ζ3|2 . From Eqs. (16) and (17), and
the formula for θu3 (ζ1) given in Proposition 5.1, one shows that, for zo < −2, θ
u
3 (ζ1)ζ
3
1
|ζ1−ζ3|2 >
0, whence
θu3 (ζ1)ζ
3
1
6(1−2γ)|ζ1−ζ3|2 > 0; hence, for −∞ < vB < ε˜, and choosing ε˜ so (small) that
1− θu3 (ζ1)ζ31 ε˜
6(1−2γ)|ζ1−ζ3|2 > 0, one deduces that R˜ > 0, from which it follows that |E| 6 exp(−(
1
2−
γ)ζ−31 (ζ1−ζ2)3|ζ1−ζ3|2R˜v2Bt)6 |c(ζ1, ζ2, ζ3, ζ3)|. The boundedness of e2(χ(ζ1+εB(w˜))−χ(ζ1)) is a
consequence of the inequality ||(δ(·))±1 ||L∞(C)<∞ (Proposition 4.1) and the formula for χ(ζ)
given in Proposition 5.1. Via a Taylor expansion argument, one shows that |e− iγ2 w˜2(R(ζ1+
εB(w˜))−R(ζ1))|6 |c(ζ1,ζ2,ζ3,ζ3)|||∂•R(•)||L∞(R)|ζ1−ζ3|√t(ζ1−ζ2)3 . For e
− iγ
2
w˜2(( (ζ1−ζ2)(ζ1−ζ2)+εB(w˜))
2iν−1), one shows that
|e− iγ2 w˜2(( (ζ1−ζ2)(ζ1−ζ2)+εB(w˜))2iν−1)|62|e
− iγ
2
w˜2 ||ν∫ εB(w˜)/(ζ1−ζ2)1 ξ−2iν−1dξ|6√2 νm exp(−12γζ−31 (ζ1−
ζ2)
3|ζ1−ζ3|2v2Bt)vB sups∈[0,1]{|z−2iν−1|; z = 1+ 1√2svBe
3πi
4 , −∞< vB < ε˜}6 |c(ζ1,ζ2,ζ3,ζ3)||ζ1−ζ3|√t(ζ1−ζ2)3 ,
since |z−2iν−1| 6 e2πνm((1− 12svB)2+(12svB)2)−1/2 <∞, (s, vB) ∈ [0, 1]×(−∞, ε˜). Using the
inequality |e♦−1|6sups∈[0,1] |es♦||♦|,
|e− iγ2 w˜2(e2(χ(ζ1+εB(w˜))−χ(ζ1))−1)|6 2 exp(−12γζ−31 (ζ1−ζ2)3|ζ1−ζ3|2v2Bt)
× sup
s∈[0,1]
|e2s(χ(ζ1+εB(w˜))−χ(ζ1))||χ(ζ1+εB(w˜))−χ(ζ1)|
6 |c(ζ1, ζ2, ζ3, ζ3)| exp(−12γζ−31 (ζ1−ζ2)3|ζ1−ζ3|2v2Bt)
× |χ(ζ1+εB(w˜))−χ(ζ1)|.
Recalling the definition of χ(ζ) given in Proposition 5.1, one writes, via an integration by
parts argument, χ(ζ1+εB(w˜))−χ(ζ1)= i2π (
∫ −Mo
−∞ +
∫ −δo
−Mo+
∫ 0
−δo+
∫ ζ1
ζ2
)(ln(µ−ζ1−εB(w˜))−ln(µ−
ζ1))d ln
(
1−|r(µ)|2
1−|r(ζ1)|2
)
:= I˜1+ I˜2+ I˜3+ I˜4, with Mo (respectively δo) an arbitrarily fixed, finite
(respectively sufficiently small) positive real number. Using the fact that r(ζ)∈ SC(R), one
shows that |I˜j |6O(|εB(w˜)|), j∈{1, 2}; hence, exp(−12γζ−31 (ζ1−ζ2)3|ζ1−ζ3|2v2Bt)(|I˜1|+|I˜2|)6
|c(ζ1,ζ2,ζ3,ζ3)|
|ζ1−ζ3|
√
t(ζ1−ζ2)
. Recalling that r(0)=0 and ||r(·)||L∞(R)<1, one shows that exp(−12γζ−31 (ζ1−
ζ2)
3|ζ1− ζ3|2v2Bt)|I˜3| 6 |c(ζ1,ζ2,ζ3,ζ3)||ζ1−ζ3|√t(ζ1−ζ2) . Using the Lipschitz property of the reflection coef-
ficient, namely, |r(z1)− r(z2)| 6 Ar|z1− z2|, with Lipschitz constant Ar > 0, and the fact
that r(ζ)∈ S1
C
(R), one shows that exp(−12γζ−31 (ζ1−ζ2)3|ζ1−ζ3|2v2Bt)|I˜4|6 |c(ζ1,ζ2,ζ3,ζ3)||ζ1−ζ3|√t(ζ1−ζ2)+
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|cS(ζ1)||c(ζ2,ζ3,ζ3)|
|ζ1−ζ3|
√
(ζ1−ζ2)
ln t√
t
; hence,
exp(−12γζ−31 (ζ1−ζ2)3|ζ1−ζ3|2v2Bt)|χ(ζ1+εB(w˜))−χ(ζ1)|6 |c(ζ1,ζ2,ζ3,ζ3)||ζ1−ζ3|√t(ζ1−ζ2)
+ |c
S(ζ1)||c(ζ2,ζ3,ζ3)|
|ζ1−ζ3|
√
(ζ1−ζ2)
ln t√
t
.
Using the inequality |e♦−1|6sups∈[0,1] | ddses♦|,
|e− iγ2 w˜2(w˜)2iνe−i( 12−γ)w˜2(e−i−1)|6 exp(−12(1−γ)ζ−31 (ζ1−ζ2)3|ζ1−ζ3|2v2Bt)
× e2πνm || sup
s∈[0,1]
|e−is|6 |c(ζ1,ζ2,ζ3,ζ3)||ζ1−ζ3|3√t(ζ1−ζ2)3 ,
where  :=
θu3 (ζ1)ζ
9/2
1 w˜
3
6
√
2
√
t (ζ1−ζ2)3/2|ζ1−ζ3|3 . Gathering the above-derived bounds, one deduces that, for
vB∈(−∞, ε˜),
||(δ1B(w˜))2R(ζ1+εB(w˜))−(w˜)2iν exp(− i2w˜2)R(ζ±1 )||L∞(L˜B)6
|cS(ζ1)||c(ζ2,ζ3,ζ3)|
|ζ1−ζ3|
√
(ζ1−ζ2)
× exp(−12γζ−31 (ζ1−ζ2)3|ζ1−ζ3|2v2Bt) ln t√t . 
Proposition 5.3. For general operators CΣ
♯
wΣk′
, k∈{1, 2, . . . , N}, if (1Σ♯−CΣ
♯
wΣk′
)−1 exists,
then
(1Σ♯ +
N∑
i=1
CΣ
♯
wΣi′
(1Σ♯−CΣ
♯
wΣi′
)−1)(1Σ♯−
N∑
j=1
CΣ
♯
w
Σ
j′ )=1Σ♯
−
N∑
i=1
N∑
j=1
(1−δij)(1Σ♯−CΣ
♯
wΣi′
)−1CΣ
♯
wΣi′
CΣ
♯
w
Σ
j′ ,
(1Σ♯ −
N∑
j=1
CΣ
♯
w
Σj′ )(1Σ♯+
N∑
i=1
CΣ
♯
wΣi′
(1Σ♯−CΣ
♯
wΣi′
)−1)=1Σ♯
−
N∑
i=1
N∑
j=1
(1−δij)CΣ♯wΣi′C
Σ♯
w
Σ
j′ (1Σ♯−CΣ
♯
w
Σ
j′ )
−1,
where δij is the Kronecker delta.
Proof. Follows from the assumption of the existence of the general operators (1Σ♯ −
CΣ
♯
wΣk′
)−1, k∈{1, 2, . . . , N}, the second resolvent identity, and an induction argument. 
Lemma 5.2. For α 6=β ∈{A′, B′}, as t→+∞ such that 0<ζ2< 1M <M <ζ1 and |ζ3|2=1,
with M ∈R>1 and bounded,
||CΣ♯wΣαCΣ
♯
w
Σβ
||N(Σ♯)6
|c(ζ1, ζ2, ζ3, ζ3)|
(ζ1−ζ2)3/2
√|zo+ζ1+ζ2|t ,
||CΣ♯wΣαCΣ
♯
w
Σβ
||L∞
M2(C)
(Σ♯)→L2
M2(C)
(Σ♯)6
|c(ζ1, ζ2, ζ3, ζ3)|
(ζ1−ζ2)7/4(|zo+ζ1+ζ2|t)3/4
.
Proof. Without loss of generality, the bounds for CΣ
♯
wΣA′
CΣ
♯
wΣB′
are proved. For φ(z) ∈
L2M2(C)(Σ♯), from the definition of the BC and Cauchy operators (and their associativity
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properties), it follows that
X (z) := (CΣ♯
wΣA′
CΣ
♯
wΣB′
φ)(z)
= (CΣ
♯
− (C
Σ♯
+ (φw
ΣB′− )w
ΣA′
+ ))(z)+(C
Σ♯
+ (C
Σ♯
− (φw
ΣB′
+ )w
ΣA′− ))(z)
+ lim
ζ′′→z
ζ′′ ∈+side of Σ
A′
∫
ΣA′
lim
ζ′→ζ
ζ′ ∈+side of Σ
B′
∫
ΣB′
φ(ξ)w
Σ
B′
− (ξ)w
Σ
A′
− (ζ)
(ξ−ζ′)(ζ−ζ′′)
dξ
2πi
dζ
2πi
+ lim
ζ′′→z
ζ′′ ∈− side of Σ
A′
∫
ΣA′
lim
ζ′ → ζ
ζ′ ∈− side of Σ
B′
∫
ΣB′
φ(ξ)w
Σ
B′
+ (ξ)w
Σ
A′
+ (ζ)
(ξ−ζ′)(ζ−ζ′′)
dξ
2πi
dζ
2πi ;
but w
ΣB′− (ξ)w
ΣA′− (ζ)=w
ΣB′
+ (ξ)w
ΣA′
+ (ζ)=(
0 0
0 0 ), thus
X (z)=(CΣ♯− (CΣ
♯
+ (φw
ΣB′− )w
ΣA′
+ ))(z)+(C
Σ♯
+ (C
Σ♯
− (φw
ΣB′
+ )w
ΣA′− ))(z).
Now,
||X (•)||L2
M2(C)
(Σ♯)6
∣∣∣∣∣
∣∣∣∣∣
∫
ΣA′
(∫
ΣB′
φ(ξ)w
Σ
B′
− (ξ)
(ξ−ζ+)
dξ
2πi
)
w
Σ
A′
+ (ζ)
(ζ−•−)
dζ
2πi
∣∣∣∣∣
∣∣∣∣∣
L2
M2(C)
(Σ♯)
+
∣∣∣∣∣
∣∣∣∣∣
∫
ΣA′
(∫
ΣB′
φ(ξ)w
Σ
B′
+ (ξ)
(ξ−ζ−)
dξ
2πi
)
w
Σ
A′
− (ζ)
(ζ−•+)
dζ
2πi
∣∣∣∣∣
∣∣∣∣∣
L2
M2(C)
(Σ♯)
6 |c(ζ1, ζ2, ζ3, ζ3)|||wΣA′+ (·)||L2
M2(C)
(ΣA′ )
× sup
ζ∈ΣA′
∣∣∣∣∣
∫
ΣB′
φ(ξ)w
Σ
B′
− (ξ)
(ξ−ζ)
dξ
2πi
∣∣∣∣∣+|c(ζ1, ζ2, ζ3, ζ3)|
× ||wΣA′− (·)||L2
M2(C)
(ΣA′ )
sup
ζ∈ΣA′
∣∣∣∣∣
∫
ΣB′
φ(ξ)w
Σ
B′
+ (ξ)
(ξ−ζ)
dξ
2πi
∣∣∣∣∣
6 ((ζ1−ζ2)−1|c(ζ1, ζ2, ζ3, ζ3)|||wΣA′+ (·)||L2
M2(C)
(ΣA′ )
×||wΣB′− (·)||L2
M2(C)
(ΣB′ )+(ζ1−ζ2)
−1|c(ζ1, ζ2, ζ3, ζ3)|
× ||wΣA′− (·)||L2
M2(C)
(ΣA′ )
||wΣB′+ (·)||L2
M2(C)
(ΣB′ )
)||φ(·)||L2
M2(C)
(Σ♯),
since sup(ζ,ξ)∈ΣA′×ΣB′ |(ξ− ζ)−1| 6
|c(ζ1,ζ2,ζ3,ζ3)|
(ζ1−ζ2) ; thus, from the bound for ||w′(·)||L2M2(C)(Σ♯)
given in Lemma 4.4, one arrives at ||X (·)||L2
M2(C)
(Σ♯) 6
|c(ζ1,ζ2,ζ3,ζ3)|
(ζ1−ζ2)3/2
√
t|zo+ζ1+ζ2|
||φ(·)||L2
M2(C)
(Σ♯),
whence, one deduces the bound for ||CΣ♯
wΣA′
CΣ
♯
wΣB′
||N(Σ♯) stated in the Lemma. Proceeding
analogously as above, but considering, instead, the L∞M2(C)(Σ♯) bound on φ(z), one shows
that
||X (·)||L∞
M2(C)
(Σ♯)→L2
M2(C)
(Σ♯)6 ((ζ1−ζ2)−1|c(ζ1, ζ2, ζ3, ζ3)|||wΣA′+ (·)||L2
M2(C)
(ΣA′ )
×||wΣB′− (·)||L1
M2(C)
(ΣB′ )
+(ζ1−ζ2)−1|c(ζ1, ζ2, ζ3, ζ3)|
× ||wΣA′− (·)||L2
M2(C)
(ΣA′ )
||wΣB′+ (·)||L1
M2(C)
(ΣB′ )
)||φ(·)||L∞
M2(C)
(Σ♯) :
now, using, for p ∈ {1, 2}, the bounds for ||w′(·)||Lp
M2(C)
(Σ♯) given in Lemma 4.4, one arrives
at ||X (·)||L∞
M2(C)
(Σ♯)→L2
M2(C)
(Σ♯)6(ζ1−ζ2)−7/4|c(ζ1, ζ2, ζ3, ζ3)|(t|zo+ζ1+ζ2|)−3/4||φ(·)||L∞
M2(C)
(Σ♯);
hence, one deduces the bound for ||CΣ♯
wΣA′
CΣ
♯
wΣB′
||L∞
M2(C)
(Σ♯)→L2
M2(C)
(Σ♯). 
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Lemma 5.3. If, for k ∈ {A,B}, (1Σk′ −C
Σk′
wΣk′
)−1 ∈ N(Σk′), then, as t → +∞ such that
0< ζ2<
1
M <M<ζ1 and |ζ3|2=1, with M ∈R>1 and bounded, for ζ∈C \ Σ♯,
∫
Σ♯
((1Σ♯−CΣ
♯
wΣ
♯ )
−1I)(z)wΣ♯(z)
(z−ζ)
dz
2πi
=
∑
k∈{A,B}
∫
Σk′
((1Σk′−C
Σk′
wΣk′
)−1I)(z)wΣk′ (z)
(z−ζ)
dz
2πi
+O
(
c(ζ1, ζ2, ζ3, ζ3)f
Σ♯(ζ)
(ζ1−ζ2)2|zo+ζ1+ζ2|t
)
,
with fΣ
♯
(ζ)∈L∞M2(C)(C \ Σ♯).
Proof. From Proposition 5.3 (with associations N=2, 1↔A, and 2↔B) and the second
resolvent identity, one obtains (1Σ♯−
∑
k∈{A,B}C
Σk′
wΣk′
)−1=DΣ♯+DΣ♯(1Σ♯−EΣ♯)−1EΣ♯ , where
DΣ♯ :=1Σ♯+
∑
k∈{A,B}C
Σk′
wΣk′
(1Σk′−C
Σk′
wΣk′
)−1, and EΣ♯ :=
∑
α,β∈{A,B}(1−δαβ)CΣα′wΣα′C
Σβ′
w
Σ
β′ (1Σβ′−
C
Σβ′
w
Σ
β′
)−1, with δαβ the Kronecker delta; hence, for ζ∈C \Σ♯, I♯ :=
∫
Σ♯
((1
Σ♯
−CΣ♯
wΣ
♯ )
−1I)(z)wΣ
♯
(z)
(z−ζ)
· dz2πi=
∫
Σ♯
(D
Σ♯
I)(z)wΣ
♯
(z)
(z−ζ)
dz
2πi+
∫
Σ♯
((D
Σ♯
(1
Σ♯
−E
Σ♯
)−1E
Σ♯
)I)(z)wΣ
♯
(z)
(z−ζ)
dz
2πi . Recall that Σ
♯=ΣA′ ∪ΣB′ .
Since, for k ∈ {A,B}, ||CΣk′
wΣk′
||N(Σk′ ) 6 |c(ζ1, ζ2, ζ3, ζ3)|||wΣk′ (·)||L2M2(C)(Σk′ ) 6 |c(ζ1, ζ2, ζ3, ζ3)|
·((ζ1−ζ2)|zo+ζ1+ζ2|t)−1/46 |c(ζ1, ζ2, ζ3, ζ3)| (Lemma 4.4), and, by assumption, (1Σk′−C
Σk′
wΣk′
)−1
∈ N(Σk′), it follows, from the bounds given in Lemma 5.2 and the second resolvent iden-
tity, that ||DΣ♯ ||N(Σ♯) 6 |c(ζ1, ζ2, ζ3, ζ3)| and ||(1Σ♯−EΣ♯)−1||N(Σ♯) 6 |c(ζ1, ζ2, ζ3, ζ3)|. From
the second resolvent identity, the definition of EΣ♯ , the fact that ||(CΣk′wΣk′ I)(·)||L2M2(C)(Σ♯) 6
|c(ζ1, ζ2, ζ3, ζ3)|||wΣk′ (·)||L2
M2(C)
(Σ♯)6 |c(ζ1, ζ2, ζ3, ζ3)|||wΣ
♯
(·)||L2
M2(C)
(Σ♯)6 |c(ζ1, ζ2, ζ3, ζ3)|((ζ1−
ζ2)|zo+ζ1+ζ2|t)−1/4 (Lemma 4.4), k∈{A,B}, and the Cauchy-Schwarz inequality for integrals,
one shows that, modulo the term dz(ζ) :=sup(z,ζ)∈Σ♯×C\Σ♯ |(z−ζ)−1|, || (EΣ♯ I)(·)w
Σ♯ (·)
(·−ζ) ||L2M2(C)(Σ♯)
6
∑
α,β∈{A,B}(1 − δαβ)||(CΣα′wΣα′C
Σβ′
w
Σ
β′ I)(·)||L2M2(C)(Σ♯)||w
Σ♯(·)||L2
M2(C)
(Σ♯) +
∑
α,β∈{A,B}(1 − δαβ)
· ||CΣα′
wΣα′
C
Σβ′
w
Σ
β′ ||N(Σ♯)||(1Σβ′ −C
Σβ′
w
Σ
β′ )
−1||N(Σ♯)||wΣ♯(·)||2L2
M2(C)
(Σ♯)
: using the bounds given in
Lemmae 4.4 and 5.2, one arrives at || (EΣ♯ I)(·)wΣ
♯
(·)
(·−ζ) ||L2M2(C)(Σ♯) 6
|c(ζ1,ζ2,ζ3,ζ3)|dz(ζ)
(ζ1−ζ2)2|zo+ζ1+ζ2|t ; hence,
(1Σ♯−
∑
k∈{A,B}C
Σk′
wΣk′
)−1∈N(Σ♯), and I♯=∫Σ♯ (DΣ♯ I)(z)wΣ♯ (z)(z−ζ) dz2πi+O( c(ζ1,ζ2,ζ3,ζ3)dz(ζ)(ζ1−ζ2)2|zo+ζ1+ζ2|t). From
the definition of DΣ♯ and an application of the second resolvent identity, one shows that, for
ζ∈C \ Σ♯,
I♯ =
∑
k∈{A,B}
∫
Σk′
((1Σk′−C
Σk′
wΣk′
)−1I)(z)wΣk′ (z)
(z−ζ)
dz
2πi
+
∑
α,β∈{A,B}
(1−δαβ)
×
∫
Σ♯
(C
Σα′
wΣα′
(1Σα′−C
Σα′
wΣα′
)−1I)(z)wΣβ′ (z)
(z−ζ)
dz
2πi
+O
(
c(ζ1, ζ2, ζ3, ζ3)dz(ζ)
(ζ1−ζ2)2|zo+ζ1+ζ2|t
)
.
The latter two integrals are now estimated: applying, again, the second resolvent identity,
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one shows that, for α 6=β∈{A,B} and ζ∈C \Σ♯,∣∣∣∣∣
∫
Σ♯
(C
Σ
α′
w
Σα′
(1Σα′−C
Σ
α′
w
Σα′
)−1I)(z)wΣβ′ (z)
(z−ζ)
dz
2πi
∣∣∣∣∣6
∣∣∣∣∣
∫
Σ♯
(C
Σ
α′
w
Σα′
I)(z)w
Σ
β′ (z)
(z−ζ)
dz
2πi
∣∣∣∣∣
+
∣∣∣∣∣
∫
Σ♯
((C
Σ
α′
w
Σα′
(1Σ
α′−C
Σ
α′
w
Σα′
)−1C
Σ
α′
w
Σα′
)I)(z)w
Σ
β′ (z)
(z−ζ)
dz
2πi
∣∣∣∣∣
6
∣∣∣∣∣
∫
Σβ′
(∫
Σα′
wΣα′ (µ)
(µ−z)
dµ
2πi
)
w
Σβ′ (z)
(z−ζ)
dz
2πi
∣∣∣∣∣
+
∣∣∣∣∣
∫
Σβ′
(∫
Σα′
(((1Σ
α′−C
Σ
α′
w
Σα′
)−1C
Σ
α′
w
Σα′
)I)(µ)wΣα′ (µ)
(µ−z)
dµ
2πi
)
w
Σβ′ (z)
(z−ζ)
dz
2πi
∣∣∣∣∣
6
dz(ζ)
(2π)2
sup
(µ,z)∈Σα′×Σβ′
| 1(µ−z) |||wΣα′ (·)||L1M2(C)(Σα′ )||w
Σβ′ (·)||L1
M2(C)
(Σβ′)
+ dz(ζ)
(2π)2
sup
(µ,z)∈Σα′×Σβ′
| 1(µ−z) |||(((1Σα′−C
Σα′
wΣα′
)−1CΣα′
wΣα′
)I)(·)||L2
M2(C)
(Σα′ )
× ||wΣα′ (·)||L2
M2(C)
(Σα′ )||w
Σβ′ (·)||L1
M2(C)
(Σβ′)
6
|c(ζ1,ζ2,ζ3,ζ3)|dz(ζ)
(ζ1−ζ2) ||w
Σα′ (·)||L1
M2(C)
(Σα′ )
||wΣβ′ (·)||L1
M2(C)
(Σβ′ )
+ |c(ζ1,ζ2,ζ3,ζ3)|dz(ζ)(ζ1−ζ2) ||(1Σα′−C
Σα′
wΣα′
)−1||N(Σα′ )||(C
Σα′
wΣα′
I)(·)||L2
M2(C)
(Σα′ )
× ||wΣα′ (·)||L2
M2(C)
(Σα′ )
||wΣβ′ (·)||L1
M2(C)
(Σβ′)
6
|c(ζ1,ζ2,ζ3,ζ3)|dz(ζ)
(ζ1−ζ2) ||w
Σα′ (·)||L1
M2(C)
(Σα′ )
||wΣβ′ (·)||L1
M2(C)
(Σβ′ )
+ |c(ζ1,ζ2,ζ3,ζ3)|dz(ζ)(ζ1−ζ2) ||w
Σα′ (·)||2L2
M2(C)
(Σα′ )
||wΣβ′ (·)||L1
M2(C)
(Σβ′ )
,
since sup(µ,z)∈Σα′×Σβ′ |(µ− z)−1| 6 |c(ζ1, ζ2, ζ3, ζ3)|(ζ1− ζ2)−1, ||(1Σα′ −C
Σα′
wΣα′
)−1||N(Σα′ ) 6
|c(ζ1, ζ2, ζ3, ζ3)|, and ||(CΣα′
wΣα′
I)(·)||L2
M2(C)
(Σα′ )6 |c(ζ1, ζ2, ζ3, ζ3)|||wΣα′ (·)||L2M2(C)(Σα′ ); thus, us-
ing the fact that ||wΣq (·)||Lp
M2(C)
(Σq) 6 ||wΣ
♯
(·)||Lp
M2(C)
(Σ♯), q ∈ {α′, β′}, p ∈ {1, 2}, from the
bounds given in Lemma 4.4, one arrives at∣∣∣∣∣∣
∫
Σ♯
(C
Σα′
wΣα′
(1Σα′−C
Σα′
wΣα′
)−1I)(z)wΣβ′ (z)
(z−ζ)
dz
2πi
∣∣∣∣∣∣6 |c(ζ1, ζ2, ζ3, ζ3)|dz(ζ)(ζ1−ζ2)2|zo+ζ1+ζ2|t ,
whence, recalling the expression for I♯ given earlier in the proof, one obtains, for ζ ∈C \ Σ♯,
the result stated in the Lemma. 
Proposition 5.4. As t→+∞ such that 0< ζ2 < 1M <M < ζ1 and |ζ3|2 = 1, with M ∈R>1
and bounded, the solution of the RHP for m♯(ζ) : C \Σ′→SL(2,C) formulated in Lemma 4.3
has the integral representation
m♯(ζ) = I+
∑
k∈{A,B}
∫
Σk′
((1Σk′−C
Σk′
wΣk′
)−1I)(z)wΣk′ (z)
(z−ζ)
dz
2πi
+O
(
c(ζ1, ζ2, ζ3, ζ3)♦♯(ζ)
(ζ1−ζ2)2|zo+ζ1+ζ2|t
)
, ζ∈C \ ΣA′ ∪ ΣB′ ,
where wΣk′ (ζ)=
∑
l∈{±}w
Σk′
l (ζ), with w
Σk′± (ζ) :=wΣ
♯
± (ζ)↾Σk′ and w
Σ♯± (ζ) given in Lemma 4.6,
and ♦♯(ζ)∈L∞M2(C)(C \ΣA′ ∪ΣB′).
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Proof. From Lemma 5.3 and the (singular) integral representation for the solution of the
RHP for mΣ
♯
(ζ) : C \Σ♯→SL(2,C) formulated in Lemma 4.6 (cf. Eq. (103)), one shows that,
as t → +∞ such that 0 < ζ2 < 1M < M < ζ1 and |ζ3|2 = 1, with M ∈ R>1 and bounded,
mΣ
♯
(ζ) = I +
∫
Σ♯
((1
Σ♯
−CΣ♯
wΣ
♯ )
−1I)(z)wΣ
♯
(z)
(z−ζ)
dz
2πi =
∑
k∈{A,B}
∫
Σk′
((1Σ
k′−C
Σ
k′
w
Σ
k′
)−1I)(z)wΣk′ (z)
(z−ζ)
dz
2πi +
O( c(ζ1,ζ2,ζ3,ζ3)♦Σ
♯
(ζ)
(ζ1−ζ2)2|zo+ζ1+ζ2|t), ζ∈C\Σ♯: now, from the RHP form♯(ζ) : C\Σ′→SL(2,C) formulated in
Lemma 4.3 and the corresponding integral representationm♯(ζ)=I+
∫
Σ′
((1−C
w♯
)−1I)(z)w♯(z)
(z−ζ)
dz
2πi ,
ζ ∈C \ Σ′, Proposition 4.4, Corollary 4.1, the definition of wΣk′ (ζ), k∈{A,B}, given in the
Proposition, and the fact that O( c(ζ1,ζ2,ζ3,ζ3)|zo+ζ1+ζ2|ltl )+O(
c(ζ1,ζ2,ζ3,ζ3)
(ζ1−ζ2)2|zo+ζ1+ζ2|t)=O(
c(ζ1,ζ2,ζ3,ζ3)
(ζ1−ζ2)2|zo+ζ1+ζ2|t),
l∈Z>1 and arbitrarily large, one arrives at the result stated in the Proposition. 
Heretofore, it has been shown that (Lemma 5.3, Proposition 5.2, Corollary 4.1, Defini-
tion 4.2, Proposition 4.4, and Proposition 4.2) {(1Σk−CΣkwΣk )−1 ∈N(Σk)}k∈{A,B}⇒{(1Σ̂k′−
C
Σ̂k′
ŵΣ̂k′
)−1∈N(Σ̂k′)}k∈{A,B}⇒{(1Σk′−C
Σk′
wΣk′
)−1∈N(Σk′)}k∈{A,B}⇒ (1Σ♯−CΣ
♯
wΣ
♯ )
−1∈N(Σ♯)⇒
(1−Cw′)−1 ∈ N(Σ′)⇒ (1−Cw♯)−1 ∈ N(Σ′); thus, in order to prove the basic bound ||(1−
Cw′)
−1||N(Σ′) <∞, one must show that ||(1Σk−CΣkwΣk )−1||N(Σk) <∞, k ∈ {A,B}: this is the
programme of the following Lemma.
Remark 5.2. Essentially, Lemma 5.4 (see below) was proved in [27] (see Proposition 3.109,
pp. 340–346); however, it is succinctly reworked here because a very important model RHP
which arises in it, and which is solved asymptotically in Section 6 and is essential for the proof
of Lemma 6.1 (see below), is necessary in order to obtain the results stated in Theorem 3.1.
Lemma 5.4. As t→+∞ such that 0< ζ2 < 1M <M < ζ1 and |ζ3|2 = 1, with M ∈R>1 and
bounded, (1Σk−CΣkwΣk )−1∈N(Σk), k∈{A,B}.
Proof. Without loss of generality, the case k=B is considered: the case k=A follows in
an analogous manner. From the bounds given in Lemma 5.1, it is to be understood (for the
purposes of this proof) that ΣB-related quantities encapsulate the
|cS(ζ1)||c(ζ2,ζ3,ζ3)|
|ζ1−ζ3|
√
(ζ1−ζ2)
ln t√
t
error
terms (since exp(−12γζ−31 (ζ1−ζ2)3|ζ1−ζ3|2v2Bt)61, γ∈(0, 12 ), vB∈(−∞, ε˜)); therefore, by ΣB0-
related quantities, one denotes the “master”, or leading, terms of the ΣB-related quantities,
such that, symbolically, ||(ΣB−related)−(ΣB0−related)||∩p∈{1,2,∞}Lp(ΣB)6 |c
S(ζ1)||c(ζ2,ζ3,ζ3)|
|ζ1−ζ3|
√
(ζ1−ζ2)
ln t√
t
,
and associated with the master, or ΣB0-related, terms, is the master, and normalised at
∞ (mΣB0 (∞) = I) RHP mΣB0+ (w˜) = mΣB0− (w˜)(I−wΣB0− (w˜))−1(I+wΣB0+ (w˜)), w˜ ∈ ΣB (see
Figure 5(a)), where
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Figure 5: (a) ΣB; (b) ΣB,r; and (c) Σe := ΣB,r ∪R.
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w
ΣB0
+ (w˜)=
{
(w˜)2iνe−
i
2
w˜2r(ζ1) σ+, w˜∈Σ1B,
−(w˜)2iνe− i2 w˜2 r(ζ1)
(1−|r(ζ1)|2)σ+, w˜∈Σ3B,
w
ΣB0− (w˜)=( 0 00 0 ) , w˜∈Σ1B ∪ Σ3B,
w
ΣB0− (w˜)=
{
−(w˜)−2iνe i2 w˜2r(ζ1)σ−, w˜∈Σ2B,
(w˜)−2iνe
i
2
w˜2 r(ζ1)
(1−|r(ζ1)|2)σ−, w˜∈Σ4B,
w
ΣB0
+ (w˜)=(
0 0
0 0 ) , w˜∈Σ2B ∪ Σ4B.
Define the functions (Proposition 5.2) wΣB± (w˜) :=((∆0B)
−1(NBŵΣ̂B′± )(∆0B))(w˜) and w
ΣB0± (w˜) :=
((∆0B)
−1(NBŵΣ̂B0± )(∆0B))(w˜), with ∆0B defined by Eq. (107) and Proposition 5.1, and NB de-
fined by Eq. (105). Recall that CΣB
wΣB
:=C+(·wΣB− )+C−(·wΣB+ ), and set CΣBwΣB0 :=C+(·w
ΣB0− ) +
C−(·wΣB0+ ). Since wΣq (w˜)=
∑
l∈{±}w
Σq
l (w˜), q∈{B,B0}, it follows from the above expressions
for w
ΣB0± (w˜), Lemma 5.1, and the linearity of NB that, as t→+∞ such that 0< ζ2< 1M <
M < ζ1 and |ζ3|2 = 1, with M ∈ R>1 and bounded, ||(wΣB−wΣB0 )(·)||∩p∈{1,2,∞}LpM2(C)(ΣB) =
||((∆0B)−1(NBŵΣ̂B′ )(∆0B)−(∆0B)−1(NBŵΣ̂B0 )(∆0B))(·)||∩p∈{1,2,∞}LpM2(C)(ΣB) 6
|cS(ζ1)||c(ζ2,ζ3,ζ3)|
|ζ1−ζ3|
√
(ζ1−ζ2)
· ln t√
t
; hence, from the linearity of the Cauchy operators, ||CΣB
wΣB
−CΣB
w
Σ
B0
||N(ΣB)= ||C+(·(wΣB− −
w
ΣB0− ))+C−(·(wΣB+ −wΣB0+ ))||N(ΣB) 6 |c
S(ζ1)||c(ζ2,ζ3,ζ3)|
|ζ1−ζ3|
√
(ζ1−ζ2)
ln t√
t
, and, consequently, via the second
resolvent identity, one deduces that (1ΣB−CΣBwΣB0 )
−1 ∈N(ΣB)⇒ (1ΣB−CΣBwΣB )−1 ∈N(ΣB).
Reorient ΣB as in Figure 5(b), and denote the reoriented contour as ΣB,r. Define w
ΣB,r (w˜) :=∑
l∈{±}w
ΣB,r
l (w˜), where w
ΣB,r
± (w˜) =
{
w
ΣB0± (w˜), w˜∈Σ1B,r ∪ Σ2B,r,
−wΣB0∓ (w˜), w˜∈Σ3B,r ∪ Σ4B,r,
and consider the oper-
ator C
ΣB,r
w
ΣB,r
:= C+(·wΣB,r− )+C−(·wΣB,r+ ) (= CΣBwΣB0 ), where the Cauchy operators are now
taken with respect to the oriented contour ΣB,r; hence, from the second resolvent identity,
(1ΣB,r−CΣB,rwΣB,r )
−1 ∈ N(ΣB,r)⇒ (1ΣB−CΣBwΣB0 )
−1 ∈ N(ΣB). Extend ΣB,r → Σe := ΣB,r ∪ R,
with the orientation in Figure 5(c), and set wΣe± (w˜) :=
{
w
ΣB,r
± (w˜), w˜∈ΣB,r ⊂ Σe,
( 0 00 0 ) , w˜∈Σe \ ΣB,r.
Define
CΣe
wΣe
:=C+(·wΣe− )+C−(·wΣe+ ), with the Cauchy operators now taken with respect to the ori-
ented contour Σe; hence, via the second resolvent identity, it follows that (1Σe−CΣewΣe )−1 ∈
N(Σe)⇒ (1ΣB,r−CΣB,rwΣB,r )
−1 ∈N(ΣB,r). Define the following piecewise-analytic 2×2 matrix-
valued function:
φΣB0 (w˜) :=

(w˜)−iνσ3 , w˜∈Ωe2 ∪ Ωe5,
(w˜)−iνσ3ve2(w˜), w˜∈Ωe1,
(w˜)−iνσ3ve3(w˜), w˜∈Ωe3,
(w˜)−iνσ3(ve1(w˜))−1, w˜∈Ωe6,
(w˜)−iνσ3(ve4(w˜))
−1, w˜∈Ωe4,
where
ve1(w˜)=(w˜)
iνad(σ3) exp(− i4w˜2ad(σ3))(I+r(ζ1) σ+),
ve2(w˜)=(w˜)
iνad(σ3) exp(− i4w˜2ad(σ3))(I−r(ζ1)σ−),
ve3(w˜)=(w˜)
iνad(σ3) exp(− i4w˜2ad(σ3))(I+ r(ζ1)(1−|r(ζ1)|2)σ+),
ve4(w˜)=(w˜)
iνad(σ3) exp(− i4w˜2ad(σ3))(I− r(ζ1)(1−|r(ζ1)|2)σ−),
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with
ve1(w˜)−I =
w˜→∞
w˜∈Ωe
6
o(1), ve2(w˜)−I =
w˜→∞
w˜∈Ωe
1
o(1), ve3(w˜)−I =
w˜→∞
w˜∈Ωe
3
o(1), ve4(w˜)−I =
w˜→∞
w˜∈Ωe
4
o(1).
For w˜∈Σe, set Ve,φ(w˜) :=φΣB0− (w˜)(I−wΣe− (w˜))−1(I+wΣe+ (w˜))(φΣB0+ (w˜))−1, where φΣB0± (w˜) :=
lim w˜′ → w˜
w˜′ ∈± side of Σe
φΣB0 (w˜′) denote the non-tangential limits of φΣB0 (w˜) as w˜ approaches Σe from
the “±” sides, respectively. From the definition of wΣe± (w˜) given above, for w˜∈ΣB,r (⊂ Σe),
Ve,φ(w˜)=I, and, for w˜∈Σe\ΣB,r (=R), Ve,φ(w˜)=φΣB0− (w˜)(φΣB0+ (w˜))−1; hence, from the defi-
nition of φΣB0 (w˜) and the formulae for vek(w˜), k∈{1, 2, 3, 4}, given above, taking the principal
branch of the logarithm for w˜ < 0, one shows that Ve,φ(w˜)=
{
e−
i
4
w˜2ad(σ3)V (ζ1), w˜∈R+,
e−
i
4
w˜2ad(σ3)V (ζ1), −w˜∈R+,
where V (ζ1) :=
(
1−|r(ζ1)|2 −r(ζ1)
r(ζ1) 1
)
, with det(V (ζ1)) = 1 and tr(V (ζ1)) = 2−|r(ζ1)|2> 0 (since
||r(·)||L∞(R) < 1). Hence, the jump matrix, Ve,φ(w˜), is characterised as follows: Ve,φ(w˜) ={
I, w˜∈ΣB,r,
e−
i
4
w˜2ad(σ3)
(
1−|r(ζ1)|2 −r(ζ1)
r(ζ1) 1
)
, w˜∈Σe \ ΣB,r.
On R, one has that Ve,φ(w˜)=(I−r(ζ1) e− i2 w˜2
· σ+)(I+r(ζ1)e i2 w˜2σ−) := (I−we,φ− (w˜))−1(I+we,φ+ (w˜)). Let CΣewe,φ :=C+(·w
e,φ
− )+C−(·we,φ+ ) be
the associated operator on Σe, with w
e,φ(w˜) :=
∑
l∈{±}w
e,φ
l (w˜), and the orientation is that
of Σe: the boundedness of ||(1Σe−CΣewΣe )−1||N(Σe) follows from the boundedness of ||(1Σe↾R−
CΣe↾R
we,φ↾R
)−1||N(Σe↾R), that is, (1Σe↾R−CΣe↾Rwe,φ↾R)−1∈N(Σe↾ R)⇒ (1Σe−CΣewΣe )−1∈N(Σe), where
CΣe↾R
we,φ↾R
: L2M2(C)(R)→ L2M2(C)(R) is the operator associated with the restriction of we,φ(w˜)
to R. Now, ||CΣe↾R
we,φ↾R
||N(R) 6 max16i,j62 supw˜∈R |we,φ+ (w˜) +we,φ− (w˜)| 6 supw˜∈R |e−
i
2
w˜2r(ζ1)|
(= supw˜∈R |e
i
2
w˜2r(ζ1)|) 6 ||r(·)||L∞(R)< 1; hence, by the second resolvent identity, ||(1Σe↾R−
CΣe↾R
we,φ↾R
)−1||N(Σe↾R)6 |c(ζ1, ζ2, ζ3, ζ3)|(1−||r(·)||L∞(R))−1<∞, whence, (1Σe−CΣewΣe )−1∈N(Σe):
this completes the proof. 
6 Asymptotic Solution of the Model RHP
In this section the O(1) asymptotics of µΣ♯(ζ) :=((1Σ♯−CΣ
♯
wΣ
♯ )
−1I)(ζ) (Eq. (103)), having an
explicit representation in terms of parabolic cylinder functions, is obtained, and the RHP for
mc(ζ) formulated in Lemma 2.6 is solved asymptotically, whence, the leading-order asymp-
totics of u(x, t) and related integrals are derived.
Lemma 6.1. Let ε be an arbitrarily fixed, sufficiently small positive real number, and, for
λ∈{ζ2, ζ1}, set U(λ; ε) :={z; |z−λ|<ε}. Then, as t→+∞ such that 0<ζ2< 1M <M<ζ1 and
|ζ3|2 = 1, with M ∈R>1 and bounded, for ζ ∈C \ ∪λ∈{ζ2,ζ1}U(λ; ε), mc(ζ) has the following
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asymptotics,
mc11(ζ)=δ(ζ)
(
1+O
((
cS(ζ1)c(ζ2, ζ3, ζ3)√
ζ2(z2o+32) (ζ−ζ1)
+
cS(ζ2)c(ζ1, ζ3, ζ3)√
ζ1(z2o+32) (ζ−ζ2)
)
ln t
(ζ1−ζ2)t
))
,
mc12(ζ)=
e
iΩ+(0)
2
δ(ζ)
( √
ν(ζ1) ζ
2iν(ζ1)
1√
t(ζ1−ζ2) (z2o+32)1/4
(
ζ1e
−i(Θ+(zo,t)+π4 )
(ζ−ζ1) +
ζ2e
i(Θ+(zo,t)+
π
4
)
(ζ−ζ2)
)
+O
((
cS(ζ1)c(ζ2, ζ3, ζ3)√
ζ2(z2o+32) (ζ−ζ1)
+
cS(ζ2)c(ζ1, ζ3, ζ3)√
ζ1(z2o+32) (ζ−ζ2)
)
ln t
(ζ1−ζ2)t
))
,
mc21(ζ)=
δ(ζ)
e
iΩ+(0)
2
( √
ν(ζ1) ζ
−2iν(ζ1)
1√
t(ζ1−ζ2) (z2o+32)1/4
(
ζ1e
i(Θ+(zo,t)+
π
4
)
(ζ−ζ1) +
ζ2e
−i(Θ+(zo,t)+π4 )
(ζ−ζ2)
)
+O
((
cS(ζ1)c(ζ2, ζ3, ζ3)√
ζ2(z2o+32) (ζ−ζ1)
+
cS(ζ2)c(ζ1, ζ3, ζ3)√
ζ1(z2o+32) (ζ−ζ2)
)
ln t
(ζ1−ζ2)t
))
,
mc22(ζ)=
1
δ(ζ)
(
1+O
((
cS(ζ1)c(ζ2, ζ3, ζ3)√
ζ2(z2o+32) (ζ−ζ1)
+
cS(ζ2)c(ζ1, ζ3, ζ3)√
ζ1(z2o+32) (ζ−ζ2)
)
ln t
(ζ1−ζ2)t
))
,
where δ(ζ) is given in Proposition 4.1, ν(z), Θ+(zo, t), Ω
+(z), and {ζi}3i=1 are defined in
Theorem 3.1, Eqs. (12)–(14), (16), and (17), supζ∈C \∪λ∈{ζ2,ζ1}U(λ;ε) |(ζ−ζk)
−1| 6M c, with
M c∈R+ (and bounded), k∈{1, 2}, mc(ζ)=σ1mc(ζ)σ1, and (mc(0)σ2)2=I.
Proof. From Lemma 5.3, the fact that w
Σk′± (ζ) := wΣ
♯
± (ζ)↾Σk′ , k ∈ {A,B}, CΣ
♯
wΣ
♯ :=∑
k∈{A,B}C
Σk′
wΣk′
, and Lemma 4.6, one shows that, as t→+∞ such that 0<ζ2< 1M <M <ζ1
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and |ζ3|2=1, with M ∈R>1 and bounded, for ζ∈C \ ΣA′ ∪ ΣB′ ,
mΣ
♯
11 (ζ) =1−
∫ ζ1+0−e− 3πi4
ζ1+εe
− 3πi4
+
∫ ζ1+0+e iπ4
ζ1+∞e
iπ
4
 µΣB′12 (ξ)R(ξ)(δ(ξ))−2e2itθu(ξ)
(ξ−ζ)
dξ
2πi
−
∫ ζ2+εe− iπ4
ζ2+0+e
− iπ4
+
∫ ζ2+εe 3πi4
ζ2+0−e
3πi
4
 µΣA′12 (ξ)R(ξ)(δ(ξ))−2e2itθu(ξ)
(ξ−ζ)
dξ
2πi
+ EΣ♯11 (ζ),
mΣ
♯
12 (ζ) =
∫ ζ1+0+e− iπ4
ζ1+∞e−
iπ
4
+
∫ ζ1+0−e 3πi4
ζ1+εe
3πi
4
 µΣB′11 (ξ)R(ξ)(δ(ξ))2e−2itθu(ξ)
(ξ−ζ)
dξ
2πi
+
∫ ζ2+εe− 3πi4
ζ2+0−e−
3πi
4
+
∫ ζ2+εe iπ4
ζ2+0+e
iπ
4
 µΣA′11 (ξ)R(ξ)(δ(ξ))2e−2itθu(ξ)
(ξ−ζ)
dξ
2πi
+ EΣ♯12 (ζ),
mΣ
♯
21 (ζ) =−
∫ ζ1+0−e− 3πi4
ζ1+εe
− 3πi4
+
∫ ζ1+0+e iπ4
ζ1+∞e
iπ
4
 µΣB′22 (ξ)R(ξ)(δ(ξ))−2e2itθu(ξ)
(ξ−ζ)
dξ
2πi
−
∫ ζ2+εe− iπ4
ζ2+0+e
− iπ4
+
∫ ζ2+εe 3πi4
ζ2+0−e
3πi
4
 µΣA′22 (ξ)R(ξ)(δ(ξ))−2e2itθu(ξ)
(ξ−ζ)
dξ
2πi
+ EΣ♯21 (ζ),
mΣ
♯
22 (ζ) =1+
∫ ζ1+0+e− iπ4
ζ1+∞e−
iπ
4
+
∫ ζ1+0−e 3πi4
ζ1+εe
3πi
4
 µΣB′21 (ξ)R(ξ)(δ(ξ))2e−2itθu(ξ)
(ξ−ζ)
dξ
2πi
+
∫ ζ2+εe− 3πi4
ζ2+0−e−
3πi
4
+
∫ ζ2+εe iπ4
ζ2+0+e
iπ
4
 µΣA′21 (ξ)R(ξ)(δ(ξ))2e−2itθu(ξ)
(ξ−ζ)
dξ
2πi
+ EΣ♯22 (ζ),
where µΣl(ζ) := ((1Σl−CΣlwΣl )−1I)(ζ), l ∈ {A,B}, ε is an arbitrarily fixed, sufficiently small
positive real number, and EΣ♯ij (ζ) :=O
(
c(ζ1,ζ2,ζ3,ζ3)fΣ
♯
ij (ζ)
(ζ1−ζ2)2|zo+ζ1+ζ2|t
)
, with ||fΣ♯ij (·)||L∞(C\ΣA′∪ΣB′ )<∞.
In order to proceed, explicit expressions for the O(1) asymptotics of µΣk′ (ζ), k ∈ {A,B},
are needed: without loss of generality, µΣB′ (ζ), associated with ζ1, is considered in detail (an
analogous argument applies for µΣA′ (ζ), associated with ζ2). From the proof of Lemma 5.4, in-
troduce the 2×2 matrix-valued function DΣB0 (w˜) :=mΣB0 (w˜)(φΣB0 (w˜))−1 exp(− i4w˜2σ3), w˜∈
C\Σe, and note that, for w˜∈ΣB (=Σe \R), DΣB0+ (w˜)=DΣB0− (w˜), and, for w˜∈R (=Σe \ΣB),
oriented from −∞ to +∞, DΣB0+ (w˜)=DΣB0− (w˜)V (ζ1), where V (ζ1) :=
(
1−|r(ζ1)|2 −r(ζ1)
r(ζ1) 1
)
, with
(cf. the asymptotics for vek(w˜), k∈{1, 2, 3, 4}, given in the proof of Lemma 5.4) asymptotics
DΣB0 (w˜) = w˜→∞
w˜∈C\R
(I− 1w˜m
ΣB0
1 +O( 1w˜2 ))(w˜)iνσ3 exp(− i4w˜2σ3), and DΣB0 (w˜) = σ1DΣB0 (w˜) σ1;
hence, DΣB0 (w˜) is analytic (and bounded) ∀ w˜∈C\R, and solves the latter RHP on R. Since
det(DΣB0 (w˜)) is an analytic and bounded C-valued function, it is, by Liouville’s Theorem,
a constant: in this case, since det(V (ζ1))=1, det(DΣB0 (w˜))=1. By (partial) differentiation,
it follows that ∂w˜DΣB0+ (w˜) = ∂w˜DΣB0− (w˜)V (ζ1), w˜ ∈ R; hence, ∂w˜DΣB0 (w˜)(DΣB0 (w˜))−1 has
no jumps across R, and is an entire function of w˜. Recalling the definition of DΣB0 (w˜) given
above, and its asymptotics, one shows that (∂w˜DΣB0 (w˜)+ i2 w˜σ3DΣB0 (w˜))(DΣB0 (w˜))−1= w˜→∞
w˜∈C\R
− i2 [σ3,m
ΣB0
1 ]+O(w˜−1): applying, now, a generalisation of Liouville’s Theorem to the left-
hand side of the latter asymptotics, one arrives at the following (linear) matrix ODE for
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DΣB0 (w˜),
∂w˜DΣB0 (w˜)+ i2w˜σ3DΣB0 (w˜)=βΣB0DΣB0 (w˜),
where βΣB0 := − i2 [σ3,m
ΣB0
1 ] = β
ΣB0
21 σ− + β
ΣB0
12 σ+, whence, since (m
ΣB0
1 )12 = (m
ΣB0
1 )21,
β
ΣB0
12 = β
ΣB0
21 . The method of solution for such matrix ODEs is well known (see, for ex-
ample, [6, 27, 47]): following [27] (see Section 4, pp. 350–353), and recalling that DΣB0+ (w˜)=
DΣB0− (w˜)
(
1−|r(ζ1)|2 −r(ζ1)
r(ζ1) 1
)
, w˜∈R, one shows that the solution of the above matrix ODE for
DΣB0 (w˜) is (±↔ w˜∈C±)
(DΣB0+ (w˜))11=e−
3πν
4 Diν(e
− 3πi
4 w˜), (DΣB0+ (w˜))22=e
πν
4 D−iν(e−
iπ
4 w˜),
(DΣB0+ (w˜))12=(βΣB021 )−1e
πν
4 (∂w˜D−iν(e−
iπ
4 w˜)− i2w˜D−iν(e−
iπ
4 w˜)),
(DΣB0+ (w˜))21=(βΣB012 )−1e−
3πν
4 (∂w˜Diν(e
− 3πi
4 w˜)+ i2 w˜Diν(e
− 3πi
4 w˜)),
(DΣB0− (w˜))11=e
πν
4 Diν(e
iπ
4 w˜), (DΣB0− (w˜))22=e−
3πν
4 D−iν(e
3πi
4 w˜),
(DΣB0− (w˜))12=(βΣB021 )−1e−
3πν
4 (∂w˜D−iν(e
3πi
4 w˜)− i2 w˜D−iν(e
3πi
4 w˜)),
(DΣB0− (w˜))21=(βΣB012 )−1e
πν
4 (∂w˜Diν(e
iπ
4 w˜)+ i2w˜Diν(e
iπ
4 w˜)),
where D∗(·) is the parabolic cylinder function [40], and βΣB012 =β
ΣB0
21 =
√
2π e−
πν
2 e
iπ
4
r(ζ1)Γ(iν)
; using the
identity [40] |Γ(iν)|2= πν sinh(πν) , and recalling that ν :=ν(ζ1)=− 12π ln(1−|r(ζ1)|2) (>0), one
deduces that |βΣB012 |2= |β
ΣB0
21 |2=ν. From the latter expressions, one obtains explicit formulae
for m
ΣB0± (w˜) (= DΣB0± (w˜)e
i
4
w˜2σ3φ
ΣB0± (w˜)). Letting, for k = A, mΣA0 (w˜) and φΣA0 (w˜) be
the analogues of mΣB0 (w˜) and φΣB0 (w˜), and carrying through with an analysis analogous
to that presented in the proof of Lemma 5.4 and above, one shows that, for DΣA0 (w˜) :=
mΣA0 (w˜)(φΣA0 (w˜))−1 exp( i4 w˜
2σ3): (1) DΣA0+ (w˜) = D
ΣA0− (w˜)
(
1−|r(ζ2)|2 −r(ζ2)
r(ζ2) 1
)
, w˜ ∈ R, with
asymptotics DΣA0 (w˜) = w˜→∞
w˜∈C\R
(I− 1w˜m
ΣA0
1 +O( 1w˜2 ))(−w˜)−iνσ3 exp( i4 w˜2σ3), and DΣA0 (w˜) =
σ1DΣA0 (w˜)σ1; and (2)
∂w˜DΣA0 (w˜)− i2w˜σ3DΣA0 (w˜)=βΣA0DΣA0 (w˜),
where βΣA0 := i2 [σ3,m
ΣA0
1 ] = β
ΣA0
21 σ−+β
ΣA0
12 σ+, whence, since (m
ΣA0
1 )12= (m
ΣA0
1 )21, β
ΣA0
12 =
β
ΣA0
21 , with solution given by (±↔ w˜∈C±)
(DΣA0+ (w˜))11=e−
3πν
4 D−iν(e−
iπ
4 w˜), (DΣA0+ (w˜))22=e
πν
4 Diν(e
− 3πi
4 w˜),
(DΣA0+ (w˜))12=(βΣA021 )−1e
πν
4 (∂w˜Diν(e
− 3πi
4 w˜)+ i2w˜Diν(e
− 3πi
4 w˜)),
(DΣA0+ (w˜))21=(βΣA012 )−1e−
3πν
4 (∂w˜D−iν(e−
iπ
4 w˜)− i2w˜D−iν(e−
iπ
4 w˜)),
(DΣA0− (w˜))11=e
πν
4 D−iν(e
3πi
4 w˜), (DΣA0− (w˜))22=e−
3πν
4 Diν(e
iπ
4 w˜),
(DΣA0− (w˜))12=(βΣA021 )−1e−
3πν
4 (∂w˜Diν(e
iπ
4 w˜)+ i2w˜Diν(e
iπ
4 w˜)),
(DΣA0− (w˜))21=(βΣA012 )−1e
πν
4 (∂w˜D−iν(e
3πi
4 w˜)− i2w˜D−iν(e
3πi
4 w˜)),
where β
ΣA0
12 = β
ΣA0
21 =
√
2π e−
πν
2 e−
iπ
4
r(ζ1) Γ(iν)
, and |βΣA012 |2 = |β
ΣA0
21 |2 = ν. From the latter results, one
obtains explicit formulae for m
ΣA0± (w˜) (= D
ΣA0± (w˜)e
− i
4
w˜2σ3φ
ΣA0± (w˜)). Thus, from the above
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analysis and the proof of Lemma 5.4, one collects the following leading-order asymptotic
results (as t→+∞ such that 0<ζ2< 1M <M<ζ1 and |ζ3|2=1, with M ∈R>1 and bounded)
for µΣk′ (·), k∈{A,B}: (1) µΣB′ (w˜) :=((1ΣB′−C
ΣB′
wΣB′
)−1I)(w˜)=mΣB0+ (w˜)(I+w
ΣB0
+ (w˜))
−1(1+
o(1))=DΣB0+ (w˜)e
i
4
w˜2σ3φ
ΣB0
+ (w˜)(I+w
ΣB0
+ (w˜))
−1(I+o(1))=mΣB0− (w˜)(I−wΣB0− (w˜))−1(1+o(1))=
DΣB0− (w˜)e
i
4
w˜2σ3φ
ΣB0− (w˜)(I−wΣB0− (w˜))−1(I+o(1)), w˜∈ΣB; and (2) µΣA′ (w˜) :=((1ΣA′−C
ΣA′
wΣA′
)−1
·I)(w˜)=mΣA0+ (w˜)(I+w
ΣA0
+ (w˜))
−1(1+o(1))=DΣA0+ (w˜)e−
i
4
w˜2σ3φ
ΣA0
+ (w˜)(I+w
ΣA0
+ (w˜))
−1(I+o(1))=
m
ΣA0− (w˜)(I−wΣA0− (w˜))−1(1+o(1))=DΣA0− (w˜)e−
i
4
w˜2σ3φ
ΣA0− (w˜)(I−wΣA0− (w˜))−1(I+o(1)), w˜∈ΣA.
In fact, using the method of successive approximations and proceeding as in Section 2 of [48]
(see, also, Section 3 of [49], and the proof of Lemma 4.1 in [50]), one can expand µΣk′ (w˜),
k ∈ {A,B}, into Neumann-type series, and improve the o(1) estimate to O(µΣk′1,1 (w˜) ln t√t ),
with ||µΣk′1,1 (·)||L2M2(C)(Σk′ )<∞; however, the o(1) estimates are sufficient for the purposes of
obtaining the leading order asymptotics of this proof. Since the evaluation of the integrals
appearing in the formulae for mΣ
♯
ij (ζ), i, j∈{1, 2}, are analogous, consider, say, and without
loss of generality, the following integral (appearing in the expression for mΣ
♯
12 (ζ)):
IΣ
♯
:=
∫ ζ1+0+e− iπ4
ζ1+∞e−
iπ
4
µ
ΣB′
11 (ξ)R(ξ)(δ(ξ))2 exp(−2itθu(ξ))
(ξ−ζ)
dξ
2πi
.
Making the change of variable (Eqs. (105) and (106)) ξ= ζ1+εB(w˜), where εB(w˜) :=
w˜
XB
√
t
,
with XB=
(
2(ζ1−ζ2)
ζ1
)1/2 |ζ1−ζ3|
ζ1
, setting µ
ΣB′
11 (ζ1+εB(w˜)) :=µ
ΣB′
11 (w˜), and recalling the action
of NB given in Proposition 5.1, namely, (NB(δ2e−2itθu))(w˜) = (δ0B)2(δ1B(w˜))2, with δ0B and
δ1B(w˜) defined in Proposition 5.1,
IΣ
♯
=
∫ 0+
∞e− iπ4
µ
ΣB′
11 (ζ1+εB(w˜))R(ζ1+εB(w˜))(δ(ζ1+εB(w˜)))2e−2itθ
u(ζ1+εB(w˜))
(ζ1+εB(w˜)−ζ)
dεB(w˜)
2πi
=
∫ ∞e− iπ4
0+
µ
ΣB′
11 (w˜)R(ζ1+εB(w˜))(δ(ζ1+εB(w˜)))2e−2itθ
u(ζ1+εB(w˜))
((ζ−ζ1)−εB(w˜))
dεB(w˜)
2πi
=
1
(ζ−ζ1)
∫ ∞e− iπ4
0+
µ
ΣB′
11 (w˜)R(ζ1+εB(w˜))(NB(δ2e−2itθ
u
))(w˜)
(1−εB(w˜)(ζ−ζ1)−1)
dεB(w˜)
2πi
=
1
(ζ−ζ1)
∫ ∞e− iπ4
0+
µ
ΣB′
11 (w˜)R(ζ1+εB(w˜))(δ0B)2(δ1B(w˜))2
(1−εB(w˜)(ζ−ζ1)−1)
dεB(w˜)
2πi
=
(δ0B)
2
(ζ−ζ1)
∫ ∞e− iπ4
0+
µ
ΣB′
11 (w˜)(δ
1
B(w˜))
2R(ζ1+εB(w˜))
(1−εB(w˜)(ζ−ζ1)−1)
dεB(w˜)
2πi
.
Recalling from Lemma 5.1 that
(δ1B(w˜))
2R(ζ1+εB(w˜))=(w˜)2iν exp(− iw˜22 )R(ζ+1 )+O
(
cS(ζ1)c(ζ2,ζ3,ζ3)
|ζ1−ζ3|
√
(ζ1−ζ2)
ln(t)√
t
exp(− iγw˜22 )
)
,
with R(ζ+1 ) := limℜ(ζ)↓ζ1R(ζ)=r(ζ1), and γ∈ (0, 12), and noting the exponential decay of the
factors e−
i
2
w˜2 and e−
iγ
2
w˜2 along the (unbounded) ray 0+ to ∞e− iπ4 , one expands the factor
1/(1−εB(w˜)(ζ−ζ1)−1) in a geometric progression and, recalling that εB(w˜) = w˜XB√t , using
the following rules from asymptotic analysis, O(⋆1)o(⋆2) = o(⋆1⋆2) and O(⋆)+o(⋆) =O(⋆),
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along with the fact that, for ǫ some arbitrarily fixed, sufficiently small positive real number,
tǫ ln t>1, one arrives at the following (limiting) result:
IΣ
♯
=
r(ζ1)(δ
0
B)
2
2πi(ζ−ζ1)XB
√
t
∫ ∞e− iπ4
0
µ
ΣB′
11 (w˜)(w˜)
2iν exp(− iw˜22 ) dw˜
+O
 cS(ζ1)c(ζ2,ζ3,ζ3)(δ0B)2
(ζ−ζ1)|ζ1−ζ3|
√
(ζ1−ζ2)XB
ln(t)
t
∫ ∞e− iπ4
0
µ
ΣB′
11 (w˜) exp(− iγw˜
2
2 ) dw˜
 .
Recalling the formula for µΣB′ (w˜) given heretofore in the proof, using the definition of
φΣB0 (w˜) given in the proof of Lemma 5.4, and noting that w
ΣB0
+ (w˜) is nilpotent, with degree of
nilpotency 2, one deduces that µ
ΣB′
11 (w˜)=(D
ΣB0− (w˜))11e
i
4
w˜2(w˜)−iν=e
πν
4 Diν(e
iπ
4 w˜)e
i
4
w˜2(w˜)−iν :
making one more change of variable, namely, z=e
iπ
4 w˜, one arrives at
IΣ
♯
=
r(ζ1)(δ
0
B)
2e
πν
2 e−
iπ
4
2πi(ζ−ζ1)XB
√
t
∫ +∞
0
Diν(z)z
iνe−
z2
4 dz+O
(
cS(ζ1)c(ζ2,ζ3,ζ3)(δ0B)
2
(ζ−ζ1)|ζ1−ζ3|
√
(ζ1−ζ2)XB
ln(t)
t I
Σ♯
γ
)
,
where
IΣ
♯
γ :=
∫ +∞
0
Diν(z)z
−iν exp
(
1
2(
1
2−γ)z2
)
dz.
Recall from the proof of Lemma 5.1 that 0<ν :=ν(ζ1)6νm :=− 12π ln(1−supz∈R |r(z)|2): let
ν♯m be an arbitrarily fixed, sufficiently large positive real number with ν
♯
m≫νm (in particular,
choose ν♯m≫
√
2). Set
IΣ
♯
γ =
(∫ νm
0
+
∫ ν♯m
νm
+
∫ +∞
ν♯m
)
Diν(z)z
−iν exp
(
1
2(
1
2−γ)z2
)
dz :=I1γ+I
2
γ+I
3
γ .
Via a change-of-variable argument and the fact that, for (z, γ)∈ [0, νm)×(0, 12 ), e−
γ
2
z261, one
deduces that |I1γ |6νm supx∈[0,1) |Diν(νmx)|
∫ 1
0 e
ν2mx
2
4 dx<∞. For z∈ [νm, ν♯m), one uses the fol-
lowing representation for the parabolic cylinder function [40], Diν(z)=2
iν
2 e−
z2
4 (
√
π
Γ( 1−iν
2
)
F(− iν2 ,
1
2 ;
z2
2 )−
√
2π z
Γ(− iν
2
)
F(1−iν2 ,
3
2 ;
z2
2 )), where F(a, b;x) :=
∑∞
n=0
(a)nxn
(b)nn!
is the confluent hypergeometric
function, and (⋆)n := ⋆(⋆+1) · · · (⋆+n−1)= Γ(⋆+n)Γ(⋆) is the Pochhammer symbol; hence, I2γ =
2
iν
2
√
π
Γ( 1−iν
2
)
∑∞
n=0
(− iν
2
)n2−n
( 1
2
)nn!
∫ ν♯m
νm
z−iνz2ne−
γ
2
z2 dz − 2
iν
2
√
2π
Γ(− iν
2
)
∑∞
n=0
( 1−iν
2
)n2−n
( 3
2
)nn!
∫ ν♯m
νm
z−iνz2n+1e−
γ
2
z2 dz.
Recall that e⋆=
∑∞
n=0
⋆n
n! , where the convergence of the series is absolute and uniform for ⋆ in
compact subsets of R: using the series expansion for e⋆ and integrating term-by-term, noting
that, ∀ (m,n)∈Z>0 × Z>0, ((2(n+m)+s)2+ν2)−1/26 (1+ν2)−1/2, s∈{1, 2}, and using the
identities [40] |Γ(1−iν2 )|=
√
π
cosh(πν/2) and |Γ(− iν2 )|=
√
2π
ν sinh(πν/2) , and the functional relation
Γ(1+x) = xΓ(x), via the well-known result Γ(1/2) =
√
π and a majorisation argument, one
shows that
|I2γ | 6
√
ν sinh(πν)
2(1+ν2)
∑
s∈{νm,ν♯m}
∞∑
n=0
(
1√
2
|Γ(n− iν2 )|+s|Γ(n+ 12− iν2 )|
)
s2n+1eγs
2/2
2nn!Γ(n+ 1
2
)
.
From the above gamma function identities and repeated application of the functional relation
Γ(1+x)=xΓ(x), one shows that, for n∈Z>1, |Γ(n−
iν
2
)|
Γ(n+ 1
2
)
6
((n−1)2+( ν
2
)2)
n
2 2n+
1
2
(2n−1)!!
√
ν sinh(πν/2)
and
|Γ(n+ 1
2
− iν
2
)|
Γ(n+ 1
2
)
6
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((n− 1
2
)2+( ν
2
)2)
n
2 2n
(2n−1)!!
√
cosh(πν/2)
, where (2n−1)!!=(2n−1) · · · 3 · 1: using the latter inequalities, one arrives
at
|I2γ | 6
√
cosh(πν/2)
1+ν2
∑
s∈{νm,ν♯m}
(
1+
∞∑
n=1
((n−1)2+( ν
2
)2)n/2s2n
n!(2n−1)!!
)
seγs
2/2
+
√
ν sinh(πν/2)
1+ν2
∑
s∈{νm,ν♯m}
(
1+
∞∑
n=1
((n− 1
2
)2+( ν
2
)2)n/2s2n
n!(2n−1)!!
)
s2eγs
2/2.
A straightforward application of the Ratio Test shows that the latter two (infinite) series
converge absolutely (hence converge); thus, |I2γ |<∞. For z∈ [ν♯m,+∞), with | arg z|< 3π4 , one
uses the following asymptotic expansion for Diν(z) [40]:
Diν(z) =
z→∞
| arg z|< 3π4
ziνe−
z2
4
(
N∑
n=0
(−1)n∏2n−1k=0 (iν−k)
(2n)!!z2n +O
( ∏2N+1
k=0 (iν−k)
(2N+2)!!z2N+2
))
,
where N ∈ N, (2n)!! = (2n) · · · 4 · 2, and ∏−1k=0(iν− k) := 1. With this asymptotic repre-
sentation for Diν(z), one presents I
3
γ as I
3
γ = I˜
3
γ+Î
3
γ , where I˜
3
γ :=
∫ +∞
ν♯m
e−
γ
2
z2 dz, and Î3γ :=∫ +∞
ν♯m
e−
γ
2
z2
(∑N
n=1
(−1)n∏2n−1k=0 (iν−k)
(2n)!!z2n
+O
( ∏2N+1
k=0 (iν−k)
(2N+2)!!z2N+2
))
dz. Write
∫ +∞
ν♯m
e−
γ
2
z2dz=
∫ +∞
0 e
− γ
2
z2
· dz− ∫ ν♯m0 e− γ2 z2 dz. Recalling that Γ(1/2) = √π, via a change-of-variable argument, one
shows that
∫ +∞
0 e
− γ
2
z2 dz = (π/2γ)1/2. Recalling that e⋆ =
∑∞
n=0
⋆n
n! , one integrates (the
second integral) term-by-term and, using the fact that, for n ∈ Z>0, (2n+1)−1 6 1 and
2−n61, via a change-of-variable and majorisation argument, one shows that | ∫ ν♯m0 e− γ2 z2 dz|6
ν♯meγ(ν
♯
m)
2
; hence, |˜I3γ | 6 (π/2γ)1/2 + ν♯meγ(ν
♯
m)
2
< ∞ (one can also use the fact that the
second integral has an explicit representation in terms of the incomplete gamma function
[40] to obtain a similar estimate). Via a change-of-variable argument, one arrives at Î3γ ∼
1√
2γ
∑
n>1
(−1)n(∏2n−1k=0 (iν−k))γn
(2n)!!2n
∫ +∞
1
2
γ(ν♯m)2
x−(n+1/2)e−x dx: using the following definite integral
[40]
∫ +∞
u x
−ν′e−x dx= u−ν′/2e−u/2W− ν′
2
,
(1−ν′)
2
(u), u > 0, where Wz1,z2(z) is the Whittaker
function,Wz1,z2(z) :=
Γ(−2z2)
Γ( 1
2
−z1−z2)e
−z/2z1/2+z2F(z2−z1+ 12 , 2z2+1; z)+ Γ(2z2)Γ( 1
2
−z1+z2)e
−z/2z1/2−z2
·F(−z2−z1+12 ,−2z2+1; z), and the gamma function identity [40] Γ(12−n)= (−1)
n2n
√
π
(2n−1)!! , n∈Z>1,
one shows, upon noting the identity (2n)!!(2n−1)!!=(2n)!, that
|̂I3γ |6
√
π ν♯me
− γ(ν
♯
m)
2
2
2
(
N∑
n=1
2n
∏2n−1
k=0 (ν
2+k2)
1
2
(2n)!(ν♯m)2n
) ∞∑
m=0
(γ(ν♯m)
2)m
2m|Γ(m−n+ 3
2
)|+
(
π
2γ
)1/2 N∑
n=1
γn
∏2n−1
k=0 (ν
2+k2)
1
2
(2n)!
+O
(
2N
∏2N+1
k=0 (ν
2+k2)
1
2
(2N+2)!(ν♯m)2N
∞∑
m=0
(γ(ν♯m)
2)m
2m|Γ(m−N+ 1
2
)|+
γN
∏2N+1
k=0 (ν
2+k2)
1
2
(2N+2)!
)
.
Recalling that ν♯m≫
√
2 and γ∈(0, 12), a straightforward application of the Ratio Test shows
that the respective series above are absolutely convergent (hence convergent); thus, via the
inequality |⋆1⋆2|6 |⋆1 ||⋆2 |, one deduces that |̂I3γ |<∞. Collecting the above-derived estimates,
one arrives at IΣ
♯
γ =
∑3
k=1 I
k
γ6c(ζ1, ζ2, ζ3, ζ3) (=O(1)); hence,
IΣ
♯
=
r(ζ1)(δ0B)
2e
πν
2 e−
iπ
4
2πi(ζ−ζ1)XB
√
t
∫ +∞
0
Diν(z)z
iνe−
z2
4 dz +O
(
cS(ζ1)c(ζ2,ζ3,ζ3)(δ0B)
2
(ζ−ζ1)|ζ1−ζ3|
√
(ζ1−ζ2) XB
ln t
t
)
.
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Proceeding as above for the remaining integrals formΣ
♯
ij (ζ), i, j∈{1, 2}, given at the beginning
of the proof, letting ε→+∞ in the limits of integration, and neglecting exponentially
small terms (cf. Remark 4.4), one arrives at
mΣ
♯
11 (ζ)=1− r(ζ1)(δ
0
B)
−2e
πν
2 e
iπ
4
2πi(ζ−ζ1)β
Σ
B0
21 XB
√
t
∫ +∞
0
(e−
iπ
4 ∂zD−iν(z)− i2e
iπ
4 zD−iν(z))z−iνe−
z2
4 dz
+
r(ζ1)(1−|r(ζ1)|2)−1(δ0B)−2e−
3πi
4
2πi(ζ−ζ1)β
Σ
B0
21 e
3πν
2 XB
√
t
∫ +∞
0
(e
3πi
4 ∂zD−iν(z)− i2e−
3πi
4 zD−iν(z))z−iνe−
z2
4 dz
− r(ζ1)(δ0A)−2e
− πν2 (−1)iνe 3πi4
2πi(ζ−ζ2)β
Σ
A0
21 XA
√
t
∫ +∞
0
(e−
3πi
4 ∂zDiν(z)+
i
2e
3πi
4 zDiν(z))z
iνe−
z2
4 dz
+
r(ζ1)(1−|r(ζ1)|2)−1(δ0A)−2(−1)iνe−
iπ
4
2πi(ζ−ζ2)β
Σ
A0
21 e
πν
2 XA
√
t
∫ +∞
0
(e
iπ
4 ∂zDiν(z)+
i
2e
− iπ
4 zDiν(z))z
iνe−
z2
4 dz
+O
((
cS(ζ1)c(ζ2,ζ3,ζ3)(δ0B)
−2
(ζ−ζ1)|ζ1−ζ3|
√
(ζ1−ζ2) XB
+
cS(ζ2)c(ζ1,ζ3,ζ3)(δ0A)
−2
(ζ−ζ2)|ζ2−ζ3|
√
(ζ1−ζ2) XA
)
ln t
t
)
,
mΣ
♯
12 (ζ)=
(
r(ζ1)(δ0B)
2e
πν
2 e−
iπ
4
2πi(ζ−ζ1)XB
√
t
− r(ζ1)(1−|r(ζ1)|2)−1(δ0B)2e
3πi
4
2πi(ζ−ζ1)e
3πν
2 XB
√
t
)∫ +∞
0
Diν(z)z
iνe−
z2
4 dz
+
(
r(ζ1)(δ0A)
2e−
πν
2 e−
3πi
4
2πi(ζ−ζ2)(−1)iνXA
√
t
− r(ζ1)(1−|r(ζ1)|2)−1(δ0A)2e
iπ
4
2πi(ζ−ζ2)e
πν
2 (−1)iνXA
√
t
)∫ +∞
0
D−iν(z)z−iνe−
z2
4 dz
+O
((
cS(ζ1)c(ζ2,ζ3,ζ3)(δ0B)
2
(ζ−ζ1)|ζ1−ζ3|
√
(ζ1−ζ2) XB
+
cS(ζ2)c(ζ1,ζ3,ζ3)(δ0A)
2
(ζ−ζ2)|ζ2−ζ3|
√
(ζ1−ζ2) XA
)
ln t
t
)
,
mΣ
♯
21 (ζ)=−
(
r(ζ1)(δ0B)
−2e
πν
2 e
iπ
4
2πi(ζ−ζ1)XB
√
t
− r(ζ1)(1−|r(ζ1)|2)−1(δ0B)−2e
− 3πi4
2πi(ζ−ζ1)e
3πν
2 XB
√
t
)∫ +∞
0
D−iν(z)z−iνe−
z2
4 dz
−
(
r(ζ1)(δ0A)
−2e−
πν
2 e
3πi
4
2πi(ζ−ζ2)(−1)−iνXA
√
t
− r(ζ1)(1−|r(ζ1)|2)−1(δ0A)−2e
− iπ4
2πi(ζ−ζ2)e
πν
2 (−1)−iνXA
√
t
)∫ +∞
0
Diν(z)z
iνe−
z2
4 dz
+O
((
cS(ζ1)c(ζ2,ζ3,ζ3)(δ0B)
−2
(ζ−ζ1)|ζ1−ζ3|
√
(ζ1−ζ2) XB
+
cS(ζ2)c(ζ1,ζ3,ζ3)(δ0A)
−2
(ζ−ζ2)|ζ2−ζ3|
√
(ζ1−ζ2) XA
)
ln t
t
)
,
mΣ
♯
22 (ζ)=1+
r(ζ1)(δ0B)
2e
πν
2 e−
iπ
4
2πi(ζ−ζ1)β
Σ
B0
12 XB
√
t
∫ +∞
0
(e
iπ
4 ∂zDiν(z)+
i
2e
− iπ
4 zDiν(z))z
iνe−
z2
4 dz
− r(ζ1)(1−|r(ζ1)|2)−1(δ0B)2e
3πi
4
2πi(ζ−ζ1)β
Σ
B0
12 e
3πν
2 XB
√
t
∫ +∞
0
(e−
3πi
4 ∂zDiν(z)+
i
2e
3πi
4 zDiν(z))z
iνe−
z2
4 dz
+
r(ζ1)(δ0A)
2e−
πν
2 e−
3πi
4
2πi(ζ−ζ2)β
Σ
A0
12 (−1)iνXA
√
t
∫ +∞
0
(e
3πi
4 ∂zD−iν(z)− i2e−
3πi
4 zD−iν(z))z−iνe−
z2
4 dz
− r(ζ1)(1−|r(ζ1)|2)−1(δ0A)2e
iπ
4
2πi(ζ−ζ2)β
Σ
A0
12 e
πν
2 (−1)iνXA
√
t
∫ +∞
0
(e−
iπ
4 ∂zD−iν(z)− i2e
iπ
4 zD−iν(z))z−iνe−
z2
4 dz
+O
((
cS(ζ1)c(ζ2,ζ3,ζ3)(δ0B)
2
(ζ−ζ1)|ζ1−ζ3|
√
(ζ1−ζ2) XB
+
cS(ζ2)c(ζ1,ζ3,ζ3)(δ0A)
2
(ζ−ζ2)|ζ2−ζ3|
√
(ζ1−ζ2) XA
)
ln t
t
)
,
where δ0A and δ
0
B are defined in Proposition 5.1,
χ(ζ1) :=
i
2π
∫ 0
−∞
ln |µ−ζ1|d ln(1−|r(µ)|2)+ i
2π
∫ ζ1
ζ2
ln |µ−ζ1|d ln(1−|r(µ)|2),
χ(ζ2) :=−χ(ζ1)+ i
2π
∫ 0
−∞
ln |µ|d ln(1−|r(µ)|2)+ i
2π
∫ ζ1
ζ2
ln |µ|d ln(1−|r(µ)|2),
XB= |ζ1−ζ3|ζ1
√
2(ζ1−ζ2)
ζ1
, XA = |ζ2−ζ3|ζ2
√
2(ζ1−ζ2)
ζ2
,
β
ΣB0
12 = β
ΣB0
21 =
√
2π e−
πν
2 e
iπ
4
r(ζ1) Γ(iν)
, β
ΣA0
12 = β
ΣA0
21 =
√
2π e−
πν
2 e−
iπ
4
r(ζ1) Γ(iν)
.
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From the above expressions for XB and XA, one notes that the terms |ζ1−ζ3|ζ−11 and |ζ2−
ζ3|ζ−12 must be calculated: using the expressions for {ζi}3i=1 defined in Theorem 3.1, Eqs. (16)
and (17), along with the fact that ζ1ζ2=ζ3ζ3=1, one shows that |ζk−ζ3|ζ−1k =(2ζk)−1/2(z2o+
32)1/4, k∈{1, 2}. Finally, assembling the above formulae, using the identities [40] ∂zDz1(z)=
1
2(z1Dz1−1(z)−Dz1+1(z)), zDz1(z)=Dz1+1(z)+z1Dz1−1(z), and |Γ(iν)|2= πν sinh(πν) , and the
integral [40]∫ +∞
0
D−z1(z)z
z2−1 exp(− z24 ) dz =
√
π exp(−12 (z1+z2) ln 2)Γ(z2)
Γ(12(z1+z2)+
1
2)
, ℜ(z2)>0,
one obtains, upon using (repeatedly) the relation |r(ζ1)||Γ(iν)|νeπν2 =
√
2πν, and the fact that,
for ζ∈(C \∪λ∈{ζ2,ζ1}U(λ; ε))∩ (Ω1 ∪Ω2), mc(ζ)=mΣ
♯
(ζ)(δ(ζ))σ3(I+O( c(ζ1,ζ2,ζ3,ζ3)♦(ζ)|zo+ζ1+ζ2|ltl )), with
arbitrarily large l∈Z>1, ||♦(·)||L∞
M2(C)
(C\∪λ∈{ζ2,ζ1}U(λ;ε))<∞, and δ(ζ) given in Proposition 4.1,
the result stated in the Lemma; furthermore, one shows that the symmetry reduction mc(ζ)=
σ1mc(ζ)σ1 is satisfied, and verifies that, to O(t−1 ln t), (mc(0)σ2)2=I. 
Proposition 6.1. As t→+∞ such that 0< ζ2 < 1M <M < ζ1 and |ζ3|2 = 1, with M ∈R>1
and bounded,
(∆o)11=−2i
√
ν(ζ1) cos(Θ+(zo,t)+
π
4
)√
t(ζ1−ζ2) (z2o+32)1/4
+O
((
cS(ζ1)c(ζ2,ζ3,ζ3)√
ζ1(z2o+32)
+ c
S(ζ2)c(ζ1,ζ3,ζ3)√
ζ2(z2o+32)
)
ln t
(ζ1−ζ2)t
)
,
(∆o)12=−i exp
(
−i
(∫ 0
−∞
ln(1−|r(µ)|2)
µ
dµ
2π
+
∫ ζ1
ζ2
ln(1−|r(µ)|2)
µ
dµ
2π
))
×
(
1+O
((
cS(ζ1)c(ζ2, ζ3, ζ3)√
ζ1(z2o+32)
+
cS(ζ2)c(ζ1, ζ3, ζ3)√
ζ2(z2o+32)
)
ln t
(ζ1−ζ2)t
))
,
(∆o)21=i exp
(
i
(∫ 0
−∞
ln(1−|r(µ)|2)
µ
dµ
2π
+
∫ ζ1
ζ2
ln(1−|r(µ)|2)
µ
dµ
2π
))
×
(
1+O
((
cS(ζ1)c(ζ2, ζ3, ζ3)√
ζ1(z2o+32)
+
cS(ζ2)c(ζ1, ζ3, ζ3)√
ζ2(z2o+32)
)
ln t
(ζ1−ζ2)t
))
,
(∆o)22=
2i
√
ν(ζ1) cos(Θ+(zo,t)+
π
4
)√
t(ζ1−ζ2) (z2o+32)1/4
+O
((
cS(ζ1)c(ζ2,ζ3,ζ3)√
ζ1(z2o+32)
+ c
S(ζ2)c(ζ1,ζ3,ζ3)√
ζ2(z2o+32)
)
ln t
(ζ1−ζ2)t
)
,
where ν(z) and Θ+(zo, t) are given in Theorem 3.1, Eqs. (12)–(14).
Proof. One recalls from Lemma 2.6 that (x, t dependences suppressed) ∆om
c(0) = σ2:
one deduces from this that (∆o)11 = im
c
21(0), (∆o)12 = −imc11(0), (∆o)21 = imc22(0), and
(∆o)22=−imc12(0). Using the formulae for mcij(ζ), i, j ∈{1, 2}, given in Lemma 6.1, and the
fact that, via an integration by parts argument, δ(0)ζ
−2iν(ζ1)
1 exp(− iΩ
+(0)
2 ) = 1, one obtains
the result stated in the Proposition; furthermore, one also verifies that, to O(t−1 ln t), ∆o has
the order 2 matrix involutive structure stated in Lemma 2.6, and det(∆o)=−1. 
Lemma 6.2. As t → +∞ such that 0 < ζ2 < 1M < M < ζ1 and |ζ3|2 = 1, with M ∈
R>1 and bounded, u(x, t), the solution of the Cauchy problem for the DfNLSE, has the
asymptotics stated in Theorem 3.1, Eqs. (9), (10), (12), (13), (14), (16), and (17), and∫ x
±∞(|u(ξ, t)|2−1) dξ have the asymptotics stated in Theorem 3.1, Eqs. (25) and (26), with
θ+(z) (respectively θ−(z)) defined in Theorem 3.1, Eq. (10) (respectively Eq. (11)).
Proof. From the proof of Lemma 2.4, one recalls that (x, t dependences suppressed)
m(ζ) = ζ→∞
ζ∈C\R
I+ 1ζ
(
i
∫ x
+∞(|u(ξ,t)|2−1) dξ −iu(x,t)
iu(x,t) −i ∫ x
+∞(|u(ξ,t)|2−1) dξ
)
+O(ζ−2); in particular, and with-
out loss of generality, the ζ →∞ asymptotics are taken in the domain Ω1 ∪ Ω2 ⊂ C \ R
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(Figure 3). One recalls the ordered factorisation for m(ζ) given in Lemma 2.6, Eq. (7),
namely, m(ζ)=(I+∆oζ
−1)mc(ζ), with mc(ζ) (respectively ∆o) given in Lemma 6.1 (respec-
tively Proposition 6.1). From the ζ→∞, ζ ∈Ω1 ∪ Ω2, asymptotics of m(ζ) and its ordered
factorisation (both given above), one arrives at (and the complex conjugates of) −iu(x, t)=
lim ζ→∞
ζ∈Ω1∪Ω2
(ζ(m(ζ)−I))12 = (∆o)12+lim ζ→∞
ζ∈Ω1∪Ω2
(ζ(mc(ζ)−I))12 and i
∫ x
+∞(|u(ξ, t)|2−1) dξ =
lim ζ→∞
ζ∈Ω1∪Ω2
(ζ(m(ζ)−I))11=(∆o)11+lim ζ→∞
ζ∈Ω1∪Ω2
(ζ(mc(ζ)−I))11: using the expressions for mcij(ζ)
and (∆o)ij, i, j ∈ {1, 2}, given in Lemma 6.1 and Proposition 6.1, respectively, the asymp-
totics (δ(ζ))±1= ζ→∞
ζ∈Ω1∪Ω2
1±i
(∫ 0
−∞ ln(1−|r(µ)|2) dµ2π+
∫ ζ1
ζ2
ln(1−|r(µ)|2) dµ2π
)
ζ−1+O(ζ−2), and
the trace identity (cf. Corollary 2.4)
∫ +∞
−∞ (|u(ξ, t)|2−1) dξ = −
∫ +∞
−∞ ln(1−|r(µ)|2) dµ2π , one
obtains the result stated in the Lemma. 
7 Asymptotics as t→−∞
In this section, as t→−∞ and x→+∞ such that zo :=x/t<−2, the RHP for mc(ζ) on σc
formulated in Lemma 2.6 is discussed succinctly, and the asymptotics of u(x, t) and related
integrals are obtained. As the calculations subsumed in this section are analogous to those
presented in Sections 4–6, only final results, with in one instance a sketch of a proof, are
given.
As t→−∞ and x→ +∞ such that zo < −2, one begins by decomposing the complex
plane of the spectral parameter ζ according to the signature of ℜ(itθu(ζ)) (see Figure 6),
where, from Eq. (8), θu(ζ)= 12(ζ−1ζ )(zo+ζ+1ζ ), with {ζi}4i=1 defined in Theorem 3.1, Eqs. (16)
and (17), 0<ζ2<ζ1, |ζ3|2=1, and ±↔ℜ(itθu(ζ))≷ 0. One now reorients σc, oriented from
 • •
•
•
0 ζ2 ζ1
ζ3
ζ3−
+
+
−
−
+
+
−
complex
ζ-plane
Figure 6: Signature graph of ℜ(itθu(ζ)) as t→−∞
−∞ to +∞, according to, and consistent with, the signature graph of ℜ(itθu(ζ)), leading to
the reoriented contour σ′′c (see Figure 7). Denoting mc(ζ) on σ′′c by Mc(ζ), one shows that
 • •
0 ζ2 ζ1
✛ ✲ ✛ ✲
complex
ζ-plane
Figure 7: Reoriented contour σ′′c
(recalling Lemma 2.6) Mc(ζ) : C\σ′′c →SL(2,C) solves the following (normalised at∞) RHP:
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(1) Mc(ζ) is piecewise holomorphic ∀ ζ ∈C \ σ′′c ; (2) Mc±(ζ) := lim ζ′ → ζ
ζ′ ∈± side of σ′′c
Mc(ζ ′) satisfy
the jump condition Mc+(ζ)=M
c−(ζ)Gc(ζ), ζ∈σ′′c , where
Gc(ζ) :=
{
(I−r(ζ) e−2itθu(ζ)σ+)(I+r(ζ)e2itθu(ζ)σ−), ζ∈(0, ζ2) ∪ (ζ1,+∞),
(I−r(ζ)e2itθu(ζ)σ−)(I+r(ζ) e−2itθu(ζ)σ+), ζ∈(−∞, 0) ∪ (ζ2, ζ1);
(3) as ζ → ∞, ζ ∈ C \ σ′′c , Mc(ζ) = I+O(ζ−1); and (4) Mc(ζ) satisfies the symmetry re-
duction Mc(ζ) = σ1Mc(ζ)σ1 and the condition (M
c(0)σ2)
2 = I. The analogue, therefore, of
Proposition 4.1 and Lemma 4.1 is the following
Lemma 7.1. Let δ˜(ζ) solve the following scalar discontinuous RHP:
δ˜+(ζ)=
{
δ˜−(ζ)(1−r(ζ)r(ζ)), ℜ(ζ)∈(0, ζ2) ∪ (ζ1,+∞),
δ˜−(ζ)= δ˜(ζ), ℜ(ζ)∈(−∞, 0) ∪ (ζ2, ζ1),
δ˜(ζ) =
ζ→∞
1+O(ζ−1),
with index κ := 12π [arg(1−r(ζ)r(ζ))]+∞−∞=0. The unique solution of this RHP can be written
as
δ˜(ζ)=
(
ζ−ζ2
ζ−ζ1
)iν
exp
(
i
2π
(∫ ζ2
0
+
∫ +∞
ζ1
)
ln(µ−ζ)d ln(1−|r(µ)|2)
)
,
where {ζi}2i=1 are defined in Theorem 3.1, Eqs. (16) and (17), ν := ν(ζ1) = − 12π ln(1−
|r(ζ1)|2) ∈R+, δ˜(ζ)δ˜(ζ) = 1, δ˜(ζ)δ˜(1ζ ) = δ˜(0) = exp
((∫ ζ2
0 +
∫ +∞
ζ1
)
ln(1−|r(µ)|2)
µ
dµ
2π
)
, |δ˜+(ζ)|2 6 1
and |δ˜−(ζ)|26 (1− supz∈R |r(z)|2)−1<∞∀ ζ ∈R, and ||(δ˜(·))±1||L∞(C) := supζ∈C |(δ˜(ζ))±1|<
∞. Set M˜c(ζ) :=Mc(ζ)(δ˜(ζ))−σ3 . Then M˜c(ζ) : C \ σ′′c →SL(2,C) solves the following RHP:
(1) M˜c(ζ) is piecewise holomorphic ∀ ζ ∈C \ σ′′c ; (2) M˜c±(ζ) := lim ζ′ → ζ
ζ′ ∈± side of σ′′c
M˜c(ζ ′) satisfy
the jump condition M˜c+(ζ)=M˜
c−(ζ)G˜c(ζ), ζ∈σ′′c , where
G˜c(ζ) :=
{
(I−ρ˜(ζ)(δ˜−(ζ))−2e2itθu(ζ)σ−)(I+ρ˜(ζ)(δ˜+(ζ))2e−2itθu(ζ)σ+), ζ∈(0, ζ2) ∪ (ζ1,+∞),
(I−ρ˜(ζ)(δ˜(ζ))−2e2itθu(ζ)σ−)(I+ρ˜(ζ)(δ˜(ζ))2e−2itθu(ζ)σ+), ζ∈(−∞, 0) ∪ (ζ2, ζ1),
with
ρ˜(ζ) :=
{
−r(ζ)(1−r(ζ)r(ζ))−1, ζ∈(0, ζ2) ∪ (ζ1,+∞),
r(ζ), ζ∈(−∞, 0) ∪ (ζ2, ζ1);
(3) as ζ→∞, ζ∈C \ σ′′c , M˜c(ζ)=I+O(ζ−1); and (4) M˜c(ζ) satisfies the symmetry reduction
M˜c(ζ)=σ1M˜c(ζ) σ1 and the condition (M˜
c(0)(δ˜(0))σ3σ2)
2=I.
Now, proceeding according to an analysis analogous to that presented in Section 4, one
arrives at the following “model” RHP on Σ˜ (see Figure 8) for M˜Σ˜(ζ) (analogue of Lemma 4.6):
Lemma 7.2. Set Σ˜ := L̂ ∪ L̂, where L̂= {ζ; ζ = ζ1+ v√2(ζ1−ζ2)e
3πi
4 , −∞< v < ε} ∪ {ζ; ζ =
ζ2+
v√
2
(ζ1−ζ2)e iπ4 , 0 6 v < ε} ∪ {ζ; ζ = ζ2+ v√2ζ2e
− 3πi
4 , 0 6 v < ε}, and ε is an arbitrarily
fixed, sufficiently small positive real number. As t→−∞ such that 0<ζ2< 1M <M <ζ1 and
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Figure 8: Truncated contour Σ˜ :=Σ˜A ∪ Σ˜B
|ζ3|2=1, with M ∈R>1 and bounded, M˜Σ˜(ζ) : C \ Σ˜→SL(2,C) solves the following RHP: (1)
M˜Σ˜(ζ) is piecewise holomorphic ∀ ζ ∈C \ Σ˜; (2) M˜Σ˜±(ζ) := lim ζ′ → ζ
ζ′ ∈± side of Σ˜
M˜Σ˜(ζ ′) satisfy the
jump condition M˜Σ˜+(ζ)=M˜
Σ˜−(ζ)(I−w˜Σ˜−(ζ))−1(I+w˜Σ˜+(ζ)), ζ∈ Σ˜, where
w˜Σ˜+(ζ)=(
0 0
0 0 ) , w˜
Σ˜
−(ζ)=−(δ˜(ζ))ad(σ3) exp(−itθu(ζ)ad(σ3))R˜(ζ)σ−, ζ∈ L̂ ⊂ Σ˜,
w˜Σ˜+(ζ)=(δ˜(ζ))
ad(σ3) exp(−itθu(ζ)ad(σ3))R˜(ζ)σ+, w˜Σ˜−(ζ)=( 0 00 0 ) , ζ∈ L̂ ⊂ Σ˜,
with R˜(ζ) the analogue of R(ζ) defined in Lemma 4.2; (3) as ζ→∞, ζ ∈ C \ Σ˜, M˜Σ˜(ζ) =
I+O(ζ−1); and (4) M˜Σ˜(ζ) satisfies the symmetry reduction M˜Σ˜(ζ) = σ1M˜Σ˜(ζ)σ1 and the
condition (M˜Σ˜(0)(δ˜(0))σ3σ2)
2=I. Furthermore, w˜Σ˜±(ζ)∈∩p∈{1,2,∞}LpM2(C)(Σ˜).
Remark 7.1. As per the analysis of Section 4, one shows that the relation between M˜Σ˜(ζ)
and M˜c(ζ) is M˜c(ζ) = M˜Σ˜(ζ)(I+O( c(ζ1,ζ2,ζ3,ζ3)♦˜(ζ)|zo+ζ1+ζ2|ltl )), with arbitrarily large l ∈ Z>1, and
♦˜(ζ)∈L∞M2(C)(C \ Σ˜).
Using Lemma 3.1, the solution of the RHP for M˜Σ˜(ζ) on Σ˜ stated in Lemma 7.2 has the
integral representation
M˜Σ˜(ζ)=I+
∫
Σ˜
µ˜Σ˜(z)w˜Σ˜(z)
(z−ζ)
dz
2πi
, ζ∈C \ Σ˜,
where µ˜Σ˜(ζ) :=((1Σ˜−CΣ˜w˜Σ˜)
−1I)(ζ), and w˜Σ˜(ζ) :=
∑
l∈{±}w˜
Σ˜
l (ζ).
Now, proceeding as per the analysis of Section 5, one solves, asymptotically, the model
RHP for M˜Σ˜(ζ) on Σ˜ formulated in Lemma 7.2, and arrives at the following (analogue of
Lemma 6.1)
Lemma 7.3. Let ε be an arbitrarily fixed, sufficiently small positive real number, and, for
λ∈{ζ2, ζ1}, set U(λ; ε) :={z; |z−λ|<ε}. Then, as t→−∞ such that 0<ζ2< 1M <M<ζ1 and
|ζ3|2 = 1, with M ∈R>1 and bounded, for ζ ∈C \ ∪λ∈{ζ2,ζ1}U(λ; ε), mc(ζ) has the following
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asymptotics,
mc11(ζ)= δ˜(ζ)
(
1+O
((
cS(ζ1)c(ζ2, ζ3, ζ3)√
ζ2(z2o+32) (ζ−ζ1)
+
cS(ζ2)c(ζ1, ζ3, ζ3)√
ζ1(z2o+32) (ζ−ζ2)
)
ln |t|
(ζ1−ζ2)t
))
,
mc12(ζ)=
e
iΩ−(0)
2
δ˜(ζ)
( √
ν(ζ1) ζ
−2iν(ζ1)
1√|t|(ζ1−ζ2) (z2o+32)1/4
(
ζ1e
i(Θ−(zo,t)− 3π4 )
(ζ−ζ1) +
ζ2e
−i(Θ−(zo,t)− 3π4 )
(ζ−ζ2)
)
+O
((
cS(ζ1)c(ζ2, ζ3, ζ3)√
ζ2(z2o+32) (ζ−ζ1)
+
cS(ζ2)c(ζ1, ζ3, ζ3)√
ζ1(z2o+32) (ζ−ζ2)
)
ln |t|
(ζ1−ζ2)t
))
,
mc21(ζ)=
δ˜(ζ)
e
iΩ−(0)
2
( √
ν(ζ1) ζ
2iν(ζ1)
1√|t|(ζ1−ζ2) (z2o+32)1/4
(
ζ1e
−i(Θ−(zo,t)− 3π4 )
(ζ−ζ1) +
ζ2e
i(Θ−(zo,t)− 3π4 )
(ζ−ζ2)
)
+O
((
cS(ζ1)c(ζ2, ζ3, ζ3)√
ζ2(z2o+32) (ζ−ζ1)
+
cS(ζ2)c(ζ1, ζ3, ζ3)√
ζ1(z2o+32) (ζ−ζ2)
)
ln |t|
(ζ1−ζ2)t
))
,
mc22(ζ)=
1
δ˜(ζ)
(
1+O
((
cS(ζ1)c(ζ2, ζ3, ζ3)√
ζ2(z2o+32) (ζ−ζ1)
+
cS(ζ2)c(ζ1, ζ3, ζ3)√
ζ1(z2o+32) (ζ−ζ2)
)
ln |t|
(ζ1−ζ2)t
))
,
where δ˜(ζ) is given in Lemma 7.1, ν(z), Θ−(zo, t), Ω−(z), and {ζi}3i=1 are defined in Theo-
rem 3.1, Eqs. (12), (13), (15), (16), and (17), supζ∈C \∪λ∈{ζ2,ζ1}U(λ;ε) |(ζ−ζk)
−1|6M c˜, with
M c˜∈R+ (and bounded), k∈{1, 2}, mc(ζ)=σ1mc(ζ)σ1, and (mc(0)σ2)2=I.
Sketch of Proof. Proceeding as in the proof of Lemma 6.1, as t→−∞ such that 0<ζ2<
1
M <M < ζ1 and |ζ3|2 = 1, with M ∈ R>1 and bounded, for ζ ∈ C \ ∪λ∈{ζ2,ζ1}U(λ; ε), one
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arrives at
M˜Σ˜11(ζ)=1+
r(ζ1)(δ˜0B)
−2e−
3πν
2 e
3πi
4
2πi(ζ−ζ1)β˜
Σ˜
B0
21 X˜B
√
|t|
∫ +∞
0
(e−
3πi
4 ∂zDiν(z)+
i
2e
3πi
4 zDiν(z))z
iνe−
z2
4 dz
− r(ζ1)(1−|r(ζ1)|2)−1(δ˜0B)−2e
− iπ4
2πi(ζ−ζ1)β˜
Σ˜
B0
21 e
−πν2 X˜B
√
|t|
∫ +∞
0
(e
iπ
4 ∂zDiν(z)+
i
2e
− iπ
4 zDiν(z))z
iνe−
z2
4 dz
+
r(ζ1)(δ˜0A)
−2e−
πν
2 (−1)−iνe iπ4
2πi(ζ−ζ2)β˜
Σ˜
A0
21 X˜A
√
|t|
∫ +∞
0
(e−
iπ
4 ∂zD−iν(z)− i2e
iπ
4 zD−iν(z))z−iνe−
z2
4 dz
− r(ζ1)(1−|r(ζ1)|2)−1(δ˜0A)−2e
− 3πi4
2πi(ζ−ζ2)β˜
Σ˜
A0
21 e
πν
2 (−1)iν X˜A
√
|t|
∫ +∞
0
(e
3πi
4 ∂zD−iν(z)− i2e−
3πi
4 zD−iν(z))z−iνe−
z2
4 dz
+O
((
cS(ζ1)c(ζ2,ζ3,ζ3)(δ˜0B)
−2
(ζ−ζ1)|ζ1−ζ3|
√
(ζ1−ζ2) X˜B
+
cS(ζ2)c(ζ1,ζ3,ζ3)(δ˜0A)
−2
(ζ−ζ2)|ζ2−ζ3|
√
(ζ1−ζ2) X˜A
)
ln |t|
t
)
,
M˜Σ˜12(ζ)=
(
r(ζ1)(1−|r(ζ1)|2)−1(δ˜0B)2e
iπ
4
2πi(ζ−ζ1)e−
πν
2 X˜B
√
|t| −
r(ζ1)(δ˜0B)
2e−
3πν
2 e−
3πi
4
2πi(ζ−ζ1)X˜B
√
|t|
)∫ +∞
0
D−iν(z)z−iνe−
z2
4 dz
+
(
r(ζ1)(1−|r(ζ1)|2)−1(δ˜0A)2e
3πi
4
2πi(ζ−ζ2)e
πν
2 (−1)−iν X˜A
√
|t|−
r(ζ1)(δ˜0A)
2e−
πν
2 e−
iπ
4
2πi(ζ−ζ2)(−1)−iν X˜A
√
|t|
)∫ +∞
0
Diν(z)z
iνe−
z2
4 dz
+O
((
cS(ζ1)c(ζ2,ζ3,ζ3)(δ˜0B)
2
(ζ−ζ1)|ζ1−ζ3|
√
(ζ1−ζ2) X˜B
+
cS(ζ2)c(ζ1,ζ3,ζ3)(δ˜0A)
2
(ζ−ζ2)|ζ2−ζ3|
√
(ζ1−ζ2) X˜A
)
ln |t|
t
)
,
M˜Σ˜21(ζ)=−
(
r(ζ1)(1−|r(ζ1)|2)−1(δ˜0B)−2e−
iπ
4
2πi(ζ−ζ1)e−
πν
2 X˜B
√
|t| −
r(ζ1)(δ˜0B)
−2e−
3πν
2 e
3πi
4
2πi(ζ−ζ1)X˜B
√
|t|
)∫ +∞
0
Diν(z)z
iνe−
z2
4 dz
−
(
r(ζ1)(1−|r(ζ1)|2)−1(δ˜0A)−2e−
3πi
4
2πi(ζ−ζ2)e
πν
2 (−1)iν X˜A
√
|t| −
r(ζ1)(δ˜0A)
−2e−
πν
2 e
iπ
4
2πi(ζ−ζ2)(−1)iν X˜A
√
|t|
)∫ +∞
0
D−iν(z)z−iνe−
z2
4 dz
+O
((
cS(ζ1)c(ζ2,ζ3,ζ3)(δ˜0B)
−2
(ζ−ζ1)|ζ1−ζ3|
√
(ζ1−ζ2) X˜B
+
cS(ζ2)c(ζ1,ζ3,ζ3)(δ˜0A)
−2
(ζ−ζ2)|ζ2−ζ3|
√
(ζ1−ζ2) X˜A
)
ln |t|
t
)
,
M˜Σ˜22(ζ)=1− r(ζ1)(δ˜
0
B)
2e−
3πν
2 e−
3πi
4
2πi(ζ−ζ1)β˜
Σ˜
B0
12 X˜B
√
|t|
∫ +∞
0
(e
3πi
4 ∂zD−iν(z)− i2e−
3πi
4 zD−iν(z))z−iνe−
z2
4 dz
+
r(ζ1)(1−|r(ζ1)|2)−1(δ˜0B)2e
iπ
4
2πi(ζ−ζ1)β˜
Σ˜
B0
12 e
−πν2 X˜B
√
|t|
∫ +∞
0
(e−
iπ
4 ∂zD−iν(z)− i2e
iπ
4 zD−iν(z))z−iνe−
z2
4 dz
− r(ζ1)(δ˜0A)2e
−πν2 (−1)iνe− iπ4
2πi(ζ−ζ2)β˜
Σ˜
A0
12 X˜A
√
|t|
∫ +∞
0
(e
iπ
4 ∂zDiν(z)+
i
2e
− iπ
4 zDiν(z))z
iνe−
z2
4 dz
+
r(ζ1)(1−|r(ζ1)|2)−1(δ˜0A)2(−1)iνe
3πi
4
2πi(ζ−ζ2)β˜
Σ˜
A0
12 e
πν
2 X˜A
√
|t|
∫ +∞
0
(e−
3πi
4 ∂zDiν(z)+
i
2e
3πi
4 zDiν(z))z
iνe−
z2
4 dz
+O
((
cS(ζ1)c(ζ2,ζ3,ζ3)(δ˜0B)
2
(ζ−ζ1)|ζ1−ζ3|
√
(ζ1−ζ2) X˜B
+
cS(ζ2)c(ζ1,ζ3,ζ3)(δ˜0A)
2
(ζ−ζ2)|ζ2−ζ3|
√
(ζ1−ζ2) X˜A
)
ln |t|
t
)
,
where
δ˜0B := |ζ1−ζ3|iν(2|t|(ζ1−ζ2)3ζ−31 )
iν
2 eχ˜(ζ1) exp(− it2 (ζ1−ζ2)(zo+ζ1+ζ2)),
δ˜0A := |ζ2−ζ3|−iν(2|t|(ζ1−ζ2)3ζ−32 )−
iν
2 eχ˜(ζ2) exp( it2 (ζ1−ζ2)(zo+ζ1+ζ2)),
χ˜(ζ1) :=
i
2π
∫ ζ2
0
ln |µ−ζ1|d ln(1−|r(µ)|2)+ i
2π
∫ +∞
ζ1
ln |µ−ζ1|d ln(1−|r(µ)|2),
χ˜(ζ2) :=−χ˜(ζ1)+ i
2π
∫ ζ2
0
ln |µ|d ln(1−|r(µ)|2)+ i
2π
∫ +∞
ζ1
ln |µ|d ln(1−|r(µ)|2),
X˜B=XB, X˜A=XA, β˜Σ˜B012 = β˜
Σ˜B0
21 :=
√
2π e−
πν
2 e
3πi
4
r(ζ1)Γ(iν)
, β˜
Σ˜A0
12 = β˜
Σ˜A0
21 :=
√
2π e−
πν
2 e−
3πi
4
r(ζ1) Γ(iν)
,
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andD∗(·) is the parabolic cylinder function [40]. Using the relations |ζk−ζ3|ζ−1k =(2ζk)−1/2(z2o+
32)1/4, k∈{1, 2}, the identities [40] ∂zDz1(z)= 12 (z1Dz1−1(z)−Dz1+1(z)), zDz1(z)=Dz1+1(z)
+z1Dz1−1(z), and |Γ(iν)|2= πν sinh(πν) , the integral [40]
∫ +∞
0 D−z1(z)z
z2−1e−
z2
4 dz=
√
π Γ(z2)
· 2− 12 (z1+z2)(Γ(12 (z1+ z2) + 12))−1, ℜ(z2) > 0, the relation |r(ζ1)||Γ(iν)|νe
πν
2 =
√
2πν, and
the fact that (Lemma 7.1 and Remark 7.1), for ζ ∈ (C \ ∪λ∈{ζ2,ζ1}U(λ; ε)) ∩ (Ω1 ∪ Ω2),
mc(ζ)=M˜Σ˜(ζ)(δ˜(ζ))σ3(I+O( c(ζ1,ζ2,ζ3,ζ3)♦̂(ζ)|zo+ζ1+ζ2|ltl )), with arbitrarily large l∈Z>1, ♦̂(ζ)∈L
∞
M2(C)
(C\
∪λ∈{ζ2,ζ1}U(λ; ε)), and δ˜(ζ) given in Lemma 7.1, one obtains the result stated in the Lemma;
furthermore, one shows that the symmetry reduction mc(ζ) = σ1mc(ζ)σ1 is satisfied, and
verifies that, to O(t−1 ln |t|), (mc(0)σ2)2=I. 
From the relation ∆om
c(0)=σ2 and Lemma 7.3, one obtains the following (analogue of
Proposition 6.1)
Proposition 7.1. As t→−∞ such that 0< ζ2 < 1M <M < ζ1 and |ζ3|2 = 1, with M ∈R>1
and bounded,
(∆o)11=−2i
√
ν(ζ1) cos(Θ−(zo,t)− 3π4 )√
|t|(ζ1−ζ2) (z2o+32)1/4
+O
((
cS(ζ1)c(ζ2,ζ3,ζ3)√
ζ1(z2o+32)
+ c
S(ζ2)c(ζ1,ζ3,ζ3)√
ζ2(z2o+32)
)
ln |t|
(ζ1−ζ2)t
)
,
(∆o)12=−i exp
(
−i
(∫ ζ2
0
ln(1−|r(µ)|2)
µ
dµ
2π
+
∫ +∞
ζ1
ln(1−|r(µ)|2)
µ
dµ
2π
))
×
(
1+O
((
cS(ζ1)c(ζ2, ζ3, ζ3)√
ζ1(z2o+32)
+
cS(ζ2)c(ζ1, ζ3, ζ3)√
ζ2(z2o+32)
)
ln |t|
(ζ1−ζ2)t
))
,
(∆o)21=i exp
(
i
(∫ ζ2
0
ln(1−|r(µ)|2)
µ
dµ
2π
+
∫ +∞
ζ1
ln(1−|r(µ)|2)
µ
dµ
2π
))
×
(
1+O
((
cS(ζ1)c(ζ2, ζ3, ζ3)√
ζ1(z2o+32)
+
cS(ζ2)c(ζ1, ζ3, ζ3)√
ζ2(z2o+32)
)
ln |t|
(ζ1−ζ2)t
))
,
(∆o)22=
2i
√
ν(ζ1) cos(Θ−(zo,t)− 3π4 )√
|t|(ζ1−ζ2) (z2o+32)1/4
+O
((
cS(ζ1)c(ζ2,ζ3,ζ3)√
ζ1(z2o+32)
+ c
S(ζ2)c(ζ1,ζ3,ζ3)√
ζ2(z2o+32)
)
ln |t|
(ζ1−ζ2)t
)
,
where ν(z) and Θ−(zo, t) are given in Theorem 3.1, Eqs. (12), (13), and (15).
Finally, the analogue of Lemma 6.2 is
Lemma 7.4. As t → −∞ such that 0 < ζ2 < 1M < M < ζ1 and |ζ3|2 = 1, with M ∈
R>1 and bounded, u(x, t), the solution of the Cauchy problem for the DfNLSE, has the
asymptotics stated in Theorem 3.1, Eqs. (9), (11), (12), (13), (15), (16), and (17), and∫ x
±∞(|u(ξ, t)|2−1) dξ have the asymptotics stated in Theorem 3.2, Eqs. (27) and (28), with
θ+(z) (respectively θ−(z)) given in Theorem 3.1, Eq. (10) (respectively Eq. (11)).
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Appendix
In order to obtain the results stated in Theorems 3.2 and 3.3, the following Lemmae and
Propositions, which are the analogues of Lemmae 6.1 and 7.3 and Propositions 6.1 and 7.1,
are necessary.
Lemma A.1. Let ε be an arbitrarily fixed, sufficiently small positive real number, and, for
λ∈ J˜ := {(s1)±1, (s2)±1}, where s1 := ζ♯1= exp(iϕ̂1) and s2 := ζ♯3 = exp(iϕ̂3), with ζ♯n and ϕ̂n,
n∈ {1, 3}, defined in Theorem 3.2, Eqs. (36) and (37), set U(λ; ε) := {z; |z−λ|< ε}. Then,
for r(s1)=exp(− iε1π2 )|r(s1)|, ε1∈{±1}, r(s2)=exp( iε2π2 )|r(s2)|, ε2∈{±1}, 0<r(s2)r(s2)<1,
and ζ∈C \ ∪
λ∈ J˜U(λ; ε), as t→+∞ and x→−∞ such that zo :=x/t∈(−2, 0), mc(ζ) has the
following asymptotics,
mc11(ζ)=δ(ζ)
(
1+O
((
c(zo)
(ζ−s1)+
c(zo)
(ζ−s2)
)
e−4αt
βt
))
,
mc12(ζ)=
1
δ(ζ)
n1e−(2a0t+sin(ϕ̂1)
∫ 0
−∞
ln(1−|r(µ)|2)
(µ−cos ϕ̂1)2+sin2 ϕ̂1
dµ
π
)
e
−i(ϕ̂1+
∫ 0
−∞
(µ−cos ϕ̂1) ln(1−|r(µ)|2)
(µ−cos ϕ̂1)2+sin2 ϕ̂1
dµ
π
)
2(|r(s1)|)−1(b0t)1/2(ζ−s1)
+
n2e
−(2â0t−sin(ϕ̂3)
∫ 0
−∞
ln(1−|r(µ)|2)
(µ−cos ϕ̂3)2+sin2 ϕ̂3
dµ
π
)
e
i(ϕ̂3−
∫ 0
−∞
(µ−cos ϕ̂3) ln(1−|r(µ)|2)
(µ−cos ϕ̂3)2+sin2 ϕ̂3
dµ
π
)
2(|r(s2)|)−1(1−r(s2)r(s2))(̂b0t)1/2(ζ−s2)
+ O
((
c(zo)
(ζ−s1)+
c(zo)
(ζ−s2)
)
e−4αt
βt
))
,
mc21(ζ)=δ(ζ)
n1e−(2a0t+sin(ϕ̂1)
∫ 0
−∞
ln(1−|r(µ)|2)
(µ−cos ϕ̂1)2+sin2 ϕ̂1
dµ
π
)
e
i(ϕ̂1+
∫ 0
−∞
(µ−cos ϕ̂1) ln(1−|r(µ)|2)
(µ−cos ϕ̂1)2+sin2 ϕ̂1
dµ
π
)
2(|r(s1)|)−1(b0t)1/2(ζ−s1)
+
n2e
−(2â0t−sin(ϕ̂3)
∫ 0
−∞
ln(1−|r(µ)|2)
(µ−cos ϕ̂3)2+sin2 ϕ̂3
dµ
π
)
e
i(−ϕ̂3+
∫ 0
−∞
(µ−cos ϕ̂3) ln(1−|r(µ)|2)
(µ−cos ϕ̂3)2+sin2 ϕ̂3
dµ
π
)
2(|r(s2)|)−1(1−r(s2)r(s2))(̂b0t)1/2(ζ−s2)
+ O
((
c(zo)
(ζ−s1)+
c(zo)
(ζ−s2)
)
e−4αt
βt
))
,
mc22(ζ)=
1
δ(ζ)
(
1+O
((
c(zo)
(ζ−s1)+
c(zo)
(ζ−s2)
)
e−4αt
βt
))
,
where n1 :=sgn(ε1), n2 :=sgn(ε2),
δ(ζ) :=exp
(∫ 0
−∞
ln(1−|r(µ)|2)
(µ−ζ)
dµ
2πi
)
, a0 :=
1
2(zo−a1)(4−a21)1/2 (> 0),
â0 :=−12(zo−a2)(4−a22)1/2 (> 0), b0 := 12(z2o+32)1/2(4−a21)1/2 (> 0),
b̂0 :=
1
2(z
2
o+32)
1/2(4−a22)1/2 (> 0), α :=min{a0, â0}, β :=min{b0, b̂0},
with a1 and a2 given in Theorem 3.1, Eq. (17), supζ∈C \∪
λ∈J˜U(λ;ε)
|(ζ− (ζ♯n)l)−1| 6 M˜, with
M˜ ∈ R+ (and bounded), n∈{1, 3}, l∈{±1}, mc(ζ)=σ1mc(ζ) σ1, and (mc(0)σ2)2=I.
Proposition A.1. Let s1 :=ζ
♯
1=exp(iϕ̂1) and s2 :=ζ
♯
3=exp(iϕ̂3), where ζ
♯
n and ϕ̂n, n∈{1, 3},
are defined in Theorem 3.2, Eqs. (36) and (37). For r(s1) = exp(− iε1π2 )|r(s1)|, ε1 ∈ {±1},
r(s2)= exp(
iε2π
2 )|r(s2)|, ε2 ∈{±1}, 0<r(s2)r(s2)< 1, and ε1= ε2, as t→+∞ and x→−∞
such that zo :=x/t∈(−2, 0),
(∆o)11=−n1ie
−(a˜+t+c˜+)i+
b˜
√
t
cosh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
−lni−
)
+O
(
c(zo)e
−4αt
βt
)
,
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(∆o)12=−ie−iψ+(1)
(
1+O
(
c(zo)e
−4αt
βt
))
, (∆o)21=ie
iψ+(1)
(
1+O
(
c(zo)e
−4αt
βt
))
,
(∆o)22=
n1ie
−(a˜+t+c˜+)i+
b˜
√
t
cosh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
−lni−
)
+O
(
c(zo)e
−4αt
βt
)
,
and, for ε1=−ε2,
(∆o)11=
n1ie
−(a˜+t+c˜+)i+
b˜
√
t
sinh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
−lni−
)
+O
(
c(zo)e
−4αt
βt
)
,
(∆o)12=−ie−iψ+(1)
(
1+O
(
c(zo)e
−4αt
βt
))
, (∆o)21=ie
iψ+(1)
(
1+O
(
c(zo)e
−4αt
βt
))
,
(∆o)22=−n1ie
−(a˜+t+c˜+)i+
b˜
√
t
sinh
(
a˜−t+c˜−+ 18 ln
(
4−a21
4−a22
)
−lni−
)
+O
(
c(zo)e
−4αt
βt
)
,
where n1 := sgn(ε1), ψ
+(·), a˜±, c˜±, b˜, i±, α, and β are defined in Theorem 3.2, Eqs. (35),
(38), (39), (40), (41), (42), and (43), and a1 and a2 are given in Theorem 3.1, Eq. (17).
Lemma A.2. Let ε be an arbitrarily fixed, sufficiently small positive real number, and, for
λ∈ J˜ := {(s1)±1, (s2)±1}, where s1 := ζ♯1= exp(iϕ̂1) and s2 := ζ♯3 = exp(iϕ̂3), with ζ♯n and ϕ̂n,
n∈ {1, 3}, defined in Theorem 3.2, Eqs. (36) and (37), set U(λ; ε) := {z; |z−λ|< ε}. Then,
for r(s1)=exp(
iε1π
2 )|r(s1)|, ε1∈{±1}, r(s2)=exp(− iε2π2 )|r(s2)|, ε2∈{±1}, 0<r(s1)r(s1)<1,
and ζ∈C \ ∪
λ∈ J˜U(λ; ε), as t→−∞ and x→+∞ such that zo :=x/t∈(−2, 0), mc(ζ) has the
following asymptotics,
mc11(ζ)= δ˜(ζ)
(
1+O
((
c(zo)
(ζ−s1)+
c(zo)
(ζ−s2)
)
e−4α|t|
βt
))
,
mc12(ζ)=−
1
δ˜(ζ)
n1e−(2a0 |t|−sin(ϕ̂1)
∫ +∞
0
ln(1−|r(µ)|2)
(µ−cos ϕ̂1)2+sin2 ϕ̂1
dµ
π
)
e
i(ϕ̂1−
∫ +∞
0
(µ−cos ϕ̂1) ln(1−|r(µ)|2)
(µ−cos ϕ̂1)2+sin2 ϕ̂1
dµ
π
)
2(|r(s1)|)−1(1−r(s1)r(s1))(b0|t|)1/2(ζ−s1)
+
n2e
−(2â0|t|+sin(ϕ̂3)
∫ +∞
0
ln(1−|r(µ)|2)
(µ−cos ϕ̂3)2+sin2 ϕ̂3
dµ
π
)
e
−i(ϕ̂3+
∫ +∞
0
(µ−cos ϕ̂3) ln(1−|r(µ)|2)
(µ−cos ϕ̂3)2+sin2 ϕ̂3
dµ
π
)
2(|r(s2)|)−1(̂b0|t|)1/2(ζ−s2)
+ O
((
c(zo)
(ζ−s1)+
c(zo)
(ζ−s2)
)
e−4α|t|
βt
))
,
mc21(ζ)=−δ˜(ζ)
n1e−(2a0|t|−sin(ϕ̂1)
∫ +∞
0
ln(1−|r(µ)|2)
(µ−cos ϕ̂1)2+sin2 ϕ̂1
dµ
π
)
e
−i(ϕ̂1−
∫ +∞
0
(µ−cos ϕ̂1) ln(1−|r(µ)|2)
(µ−cos ϕ̂1)2+sin2 ϕ̂1
dµ
π
)
2(|r(s1)|)−1(1−r(s1)r(s1))(b0|t|)1/2(ζ−s1)
+
n2e
−(2â0|t|+sin(ϕ̂3)
∫ +∞
0
ln(1−|r(µ)|2)
(µ−cos ϕ̂3)2+sin2 ϕ̂3
dµ
π
)
e
i(ϕ̂3+
∫ +∞
0
(µ−cos ϕ̂3) ln(1−|r(µ)|2)
(µ−cos ϕ̂3)2+sin2 ϕ̂3
dµ
π
)
2(|r(s2)|)−1 (̂b0|t|)1/2(ζ−s2)
+ O
((
c(zo)
(ζ−s1)+
c(zo)
(ζ−s2)
)
e−4α|t|
βt
))
,
mc22(ζ)=
1
δ˜(ζ)
(
1+O
((
c(zo)
(ζ−s1)+
c(zo)
(ζ−s2)
)
e−4α|t|
βt
))
,
where n1 :=sgn(ε1), n2 :=sgn(ε2),
δ˜(ζ) :=exp
(∫ +∞
0
ln(1−|r(µ)|2)
(µ−ζ)
dµ
2πi
)
,
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a0, â0, b0, b̂0, α, and β are defined in Lemma A.1, supζ∈C \∪
λ∈J˜U(λ;ε)
|(ζ−(ζ♯n)l)−1|6M̂, with
M̂∈R+ (and bounded), n∈{1, 3}, l∈{±1}, mc(ζ)=σ1mc(ζ)σ1, and (mc(0)σ2)2=I.
Proposition A.2. Let s1 :=ζ
♯
1=exp(iϕ̂1) and s2 :=ζ
♯
3=exp(iϕ̂3), where ζ
♯
n and ϕ̂n, n∈{1, 3},
are defined in Theorem 3.2, Eqs. (36) and (37). For r(s1) = exp(
iε1π
2 )|r(s1)|, ε1 ∈ {±1},
r(s2)=exp(− iε2π2 )|r(s2)|, ε2∈{±1}, 0<r(s1)r(s1)<1, and ε1=ε2, as t→−∞ and x→+∞
such that zo :=x/t∈(−2, 0),
(∆o)11=
n1ie
−(a˜+|t|−ĉ+)k+
b˜
√|t| cosh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
+lnk−
)
+O
(
c(zo)e
−4α|t|
βt
)
,
(∆o)12=−ie−iψ−(1)
(
1+O
(
c(zo)e
−4α|t|
βt
))
, (∆o)21=ie
iψ−(1)
(
1+O
(
c(zo)e
−4α|t|
βt
))
,
(∆o)22=−n1ie
−(a˜+ |t|−ĉ+)k+
b˜
√|t| cosh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
+lnk−
)
+O
(
c(zo)e
−4α|t|
βt
)
,
and, for ε1=−ε2,
(∆o)11=−n1ie
−(a˜+ |t|−ĉ+)k+
b˜
√|t| sinh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
+lnk−
)
+O
(
c(zo)e
−4α|t|
βt
)
,
(∆o)12=−ie−iψ−(1)
(
1+O
(
c(zo)e
−4α|t|
βt
))
, (∆o)21=ie
iψ−(1)
(
1+O
(
c(zo)e
−4α|t|
βt
))
,
(∆o)22=
n1ie
−(a˜+|t|−ĉ+)k+
b˜
√|t| sinh
(
a˜−|t|−ĉ−+ 18 ln
(
4−a21
4−a22
)
+lnk−
)
+O
(
c(zo)e
−4α|t|
βt
)
,
where n1 := sgn(ε1), a˜±, b˜, α, β, ψ−(·), ĉ±, and k± are defined in Theorem 3.2, Eqs. (38),
(40), (42), (43), (46), (47), and (48), and a1 and a2 are given in Theorem 3.1, Eq. (17).
Lemma A.3. Let ε be an arbitrarily fixed, sufficiently small positive real number, and, for
λ∈ Ĵ :={(s1)±1, (s2)±1}, where s1 :=exp( iπ4 ) and s2 :=exp(3πi4 ), set U(λ; ε) :={z; |z−λ|<ε}.
Then, for r(s1) = exp(− iε1π2 )|r(s1)|, ε1 ∈ {±1}, r(s2) = exp( iε2π2 )|r(s2)|, ε2 ∈ {±1}, 0 <
r(s2)r(s2)< 1, and ζ ∈C \ ∪λ∈ ĴU(λ; ε), as t→+∞ and x→−∞ such that zo := x/t→ 0−,
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mc(ζ) has the following asymptotics,
mc11(ζ)=δ(ζ)
(
1+O
((
c
(ζ−s1)+
c
(ζ−s2)
)
e−4t
t
))
,
mc12(ζ)=
1
δ(ζ)
sgn(ε1)e−(2t+
√
2
∫ 0
−∞
ln(1−|r(µ)|2)
(
√
2µ−1)2+1
dµ
π
)
e
−i(π
4
+
√
2
∫ 0
−∞
(
√
2µ−1) ln(1−|r(µ)|2)
(
√
2µ−1)2+1
dµ
π
)
4(|r(s1)|)−1
√
t (ζ−s1)
+
sgn(ε2)e
−(2t−√2 ∫ 0−∞ ln(1−|r(µ)|2)(√2µ+1)2+1 dµπ )ei( 3π4 −√2 ∫ 0−∞ (
√
2µ+1) ln(1−|r(µ)|2)
(
√
2µ+1)2+1
dµ
π
)
4(|r(s2)|)−1(1−r(s2)r(s2))
√
t (ζ−s2)
+ O
((
c
(ζ−s1)+
c
(ζ−s2)
)
e−4t
t
))
,
mc21(ζ)=δ(ζ)
sgn(ε1)e−(2t+
√
2
∫ 0
−∞
ln(1−|r(µ)|2)
(
√
2µ−1)2+1
dµ
π
)
e
i(π
4
+
√
2
∫ 0
−∞
(
√
2µ−1) ln(1−|r(µ)|2)
(
√
2µ−1)2+1
dµ
π
)
4(|r(s1)|)−1
√
t (ζ−s1)
+
sgn(ε2)e
−(2t−√2 ∫ 0−∞ ln(1−|r(µ)|2)(√2µ+1)2+1 dµπ )ei(− 3π4 +√2 ∫ 0−∞ (
√
2µ+1) ln(1−|r(µ)|2)
(
√
2µ+1)2+1
dµ
π
)
4(|r(s2)|)−1(1−r(s2)r(s2))
√
t (ζ−s2)
+ O
((
c
(ζ−s1)+
c
(ζ−s2)
)
e−4t
t
))
,
mc22(ζ)=
1
δ(ζ)
(
1+O
((
c
(ζ−s1)+
c
(ζ−s2)
)
e−4t
t
))
,
where δ(ζ) is defined in Lemma A.1, supζ∈C \∪
λ∈ĴU(λ;ε)
|(ζ− ζ̂)−1|6M♮, with M♮ ∈R+ (and
bounded), ζ̂∈ Ĵ, mc(ζ)=σ1mc(ζ) σ1, and (mc(0)σ2)2=I.
Proposition A.3. Let s1 := exp(
iπ
4 ) and s2 := exp(
3πi
4 ). For r(s1) = exp(− iε1π2 )|r(s1)|, ε1 ∈
{±1}, r(s2) = exp( iε2π2 )|r(s2)|, ε2 ∈ {±1}, 0 < r(s2)r(s2) < 1, and ε1 = ε2, as t→+∞ and
x→−∞ such that zo :=x/t→0−,
(∆o)11=−sgn(ε1)ie
−(2t+c˜+)b+
2
√
t
cosh(˜c−−ln b−)+O
(
c e−4t
t
)
,
(∆o)12=−ie−iψ+(1)
(
1+O
(
c e−4t
t
))
, (∆o)21=ie
iψ+(1)
(
1+O
(
c e−4t
t
))
,
(∆o)22=
sgn(ε1)ie
−(2t+c˜+)b+
2
√
t
cosh(˜c−−ln b−)+O
(
c e−4t
t
)
,
and, for ε1=−ε2,
(∆o)11=
sgn(ε1)ie
−(2t+c˜+)b+
2
√
t
sinh(˜c−−ln b−)+O
(
c e−4t
t
)
,
(∆o)12=−ie−iψ+(1)
(
1+O
(
c e−4t
t
))
, (∆o)21=ie
iψ+(1)
(
1+O
(
c e−4t
t
))
,
(∆o)22=−sgn(ε1)ie
−(2t+c˜+)b+
2
√
t
sinh(˜c−−ln b−)+O
(
c e−4t
t
)
,
where ψ+(·) is defined in Theorem 3.2, Eq. (35), and c˜± and b± are defined in Theorem 3.3,
Eqs. (73) and (74).
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Lemma A.4. Let ε be an arbitrarily fixed, sufficiently small positive real number, and, for
λ∈ Ĵ :={(s1)±1, (s2)±1}, where s1 :=exp( iπ4 ) and s2 :=exp(3πi4 ), set U(λ; ε) :={z; |z−λ|<ε}.
Then, for r(s1) = exp(
iε1π
2 )|r(s1)|, ε1 ∈ {±1}, r(s2) = exp(− iε2π2 )|r(s2)|, ε2 ∈ {±1}, 0 <
r(s1)r(s1)< 1, and ζ ∈C \ ∪λ∈ ĴU(λ; ε), as t→−∞ and x→+∞ such that zo := x/t→ 0−,
mc(ζ) has the following asymptotics,
mc11(ζ)= δ˜(ζ)
(
1+O
((
c
(ζ−s1)+
c
(ζ−s2)
)
e−4|t|
t
))
,
mc12(ζ)=−
1
δ˜(ζ)
sgn(ε1)e−(2|t|−
√
2
∫ +∞
0
ln(1−|r(µ)|2)
(
√
2µ−1)2+1
dµ
π
)
e
i(π
4
−√2 ∫ +∞
0
(
√
2µ−1) ln(1−|r(µ)|2)
(
√
2µ−1)2+1
dµ
π
)
4(|r(s1)|)−1(1−r(s1)r(s1))
√|t| (ζ−s1)
+
sgn(ε2)e
−(2|t|+√2 ∫ +∞
0
ln(1−|r(µ)|2)
(
√
2µ+1)2+1
dµ
π
)
e
−i( 3π
4
+
√
2
∫ +∞
0
(
√
2µ+1) ln(1−|r(µ)|2)
(
√
2µ+1)2+1
dµ
π
)
4(|r(s2)|)−1
√|t| (ζ−s2)
+ O
((
c
(ζ−s1)+
c
(ζ−s2)
)
e−4|t|
t
))
,
mc21(ζ)=−δ˜(ζ)
sgn(ε1)e−(2|t|−
√
2
∫ +∞
0
ln(1−|r(µ)|2)
(
√
2µ−1)2+1
dµ
π
)
e
−i(π
4
−√2 ∫ +∞0 (√2µ−1) ln(1−|r(µ)|2)(√2µ−1)2+1 dµπ )
4(|r(s1)|)−1(1−r(s1)r(s1))
√|t| (ζ−s1)
+
sgn(ε2)e
−(2|t|+√2 ∫ +∞
0
ln(1−|r(µ)|2)
(
√
2µ+1)2+1
dµ
π
)
e
i( 3π
4
+
√
2
∫ +∞
0
(
√
2µ+1) ln(1−|r(µ)|2)
(
√
2µ+1)2+1
dµ
π
)
4(|r(s2)|)−1
√|t| (ζ−s2)
+ O
((
c
(ζ−s1)+
c
(ζ−s2)
)
e−4|t|
t
))
,
mc22(ζ)=
1
δ˜(ζ)
(
1+O
((
c
(ζ−s1)+
c
(ζ−s2)
)
e−4|t|
t
))
,
where δ˜(ζ) is defined in Lemma A.2, supζ∈C \∪
λ∈ĴU(λ;ε)
|(ζ− ζ̂)−1|6M♯, with M♯ ∈R+ (and
bounded), ζ̂∈ Ĵ, mc(ζ)=σ1mc(ζ) σ1, and (mc(0)σ2)2=I.
Proposition A.4. Let s1 := exp(
iπ
4 ) and s2 := exp(
3πi
4 ). For r(s1) = exp(
iε1π
2 )|r(s1)|, ε1 ∈
{±1}, r(s2) = exp(− iε2π2 )|r(s2)|, ε2 ∈ {±1}, 0< r(s1)r(s1)< 1, and ε1 = ε2, as t→−∞ and
x→+∞ such that zo :=x/t→0−,
(∆o)11=
sgn(ε1)ie
−(2|t|−ĉ+)d+
2
√|t| cosh(̂c−−ln d−)+O
(
c e−4|t|
t
)
,
(∆o)12=−ie−iψ−(1)
(
1+O
(
c e−4|t|
t
))
, (∆o)21=ie
iψ−(1)
(
1+O
(
c e−4|t|
t
))
,
(∆o)22=−sgn(ε1)ie
−(2|t|−ĉ+)d+
2
√|t| cosh(̂c−−ln d−)+O
(
c e−4|t|
t
)
,
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and, for ε1=−ε2,
(∆o)11=
sgn(ε1)ie
−(2|t|−ĉ+)d+
2
√|t| sinh(̂c−−ln d−)+O
(
c e−4|t|
t
)
,
(∆o)12=−ie−iψ−(1)
(
1+O
(
c e−4|t|
t
))
, (∆o)21=ie
iψ−(1)
(
1+O
(
c e−4|t|
t
))
,
(∆o)22=−sgn(ε1)ie
−(2|t|−ĉ+)d+
2
√|t| sinh(̂c−−ln d−)+O
(
c e−4|t|
t
)
,
where ψ−(·) is defined in Theorem 3.2, Eq. (46), and ĉ± and d± are defined in Theorem 3.3,
Eqs. (77) and (78).
76 A. H. Vartanian
References
[1] G. P. Agrawal, 2nd edn., Nonlinear Fiber Optics, Academic Press, San Diego, 1995.
[2] A. M. Weiner, “Dark optical solitons”, pp. 378–408, in J. R. Taylor, ed., Optical Solitons
- Theory and Experiment, Cambridge Studies in Modern Optics, Vol. 10, Cambridge
University Press, Cambridge, 1992.
[3] Y. Kodama, “The Whitham Equations for Optical Communications: Mathematical
Theory of NRZ”, SIAM J. Appl. Math., Vol. 59, No. 6, pp. 2162–2192, 1999.
[4] D. Sh. Lundina and V. A. Marchenko, “Compactness of the Set of Multisoliton Solutions
of the Nonlinear Schro¨dinger Equation”, Russian Acad. Sci. Sb. Math., Vol. 75, No. 2,
pp. 429–443, 1993.
[5] P. D. Miller, “Zero-crosstalk junctions made from dark solitons”, Phys. Rev. E, Vol. 53,
No. 4, pp. 4137–4142, 1996. P. D. Miller and N. N. Akhmediev, “Transfer matrices for
multiport devices made from solitons”, Phys. Rev. E, Vol. 53, No. 4, pp. 4098–4106,
1996.
[6] S. P. Novikov, S. V. Manakov, L. P. Pitaevskii, and V. E. Zakharov, Theory of Solitons:
The Inverse Scattering Method, Plenum, New York, 1984.
[7] M. J. Ablowitz and P. A. Clarkson, Solitons, Nonlinear Evolution Equations and Inverse
Scattering, LMS 149, Cambridge University Press, Cambridge, 1991.
[8] R. Beals, P. Deift, and X. Zhou, “The Inverse Scattering Transform on the Line”, pp. 7–
32, in A. S. Fokas and V. E. Zakharov, eds., Important Developments in Soliton Theory,
Springer Series in Nonlinear Dynamics, Springer-Verlag, New York, 1993.
[9] L. D. Faddeev and L. A. Takhtajan, Hamiltonian Methods in the Theory of Solitons,
Springer-Verlag, Berlin, 1987.
[10] V. E. Zakharov and A. B. Shabat, “Interaction between solitons in a stable medium”,
Sov. Phys. JETP, Vol. 37, No. 5, pp. 823–828, 1973.
[11] T. Kawata and H. Inoue, “Inverse Scattering Method for the Nonlinear Evolution Equa-
tions under Nonvanishing Conditions”, J. Phys. Soc. Japan, Vol. 44, No. 5, pp. 1722–
1729, 1978.
[12] N. Asano and Y. Kato, “Non-self-adjoint Zakharov-Shabat operator with a potential
of the finite asymptotic values. II. Inverse problem”, J. Math. Phys., Vol. 25, No. 3,
pp. 570–588, 1984. N. Asano and Y. Kato, “Non-self-adjoint Zakharov-Shabat opera-
tor with a potential of the finite asymptotic values. I. Direct spectral and scattering
problems”, J. Math. Phys., Vol. 22, No. 12, pp. 2780–2793, 1981.
[13] A. Boutet de Monvel and V. Marchenko, “The Cauchy problem for nonlinear
Schro¨dinger equation with bounded initial data”, Mat. Fiz. Anal. Geom., Vol. 4,
No. 1/2, pp. 3–45, 2000.
[14] M. Boiti and F. Pempinelli, “The Spectral Transform for the NLS Equation with Left-
Right Asymmetric Boundary Conditions”, Il Nuovo Cimento, Vol. 69B, No. 2, pp. 213–
227, 1982.
[15] T. Kawata, J. Sakai, and N. Kobayashi, “Inverse Method for the Mixed Nonlinear
Schro¨dinger Equation and Soliton Solutions”, J. Phys. Soc. Japan, Vol. 48, No. 4,
pp. 1371–1379, 1980. T. Kawata and H. Inoue, “Exact Solutions of the Derivative
Nonlinear Schro¨dinger Equation under the Nonvanishing Conditions”, J. Phys. Soc.
Japan, Vol. 44, No. 6, pp. 1968–1976, 1978.
[16] A. Cohen and T. Kappeler, “Scattering and Inverse Scattering for Steplike Potentials in
the Schro¨dinger Equation”, Indiana Univ. Math. J., Vol. 34, No. 1, pp. 127–180, 1985.
Asymptotics of the Defocusing NLSE 77
[17] V. A. Marchenko, “The Cauchy Problem for the KdV Equation with Non-Decreasing
Initial Data”, pp. 273–318, in What is Integrability?, V. E. Zakharov, ed., Springer
Series in Nonlinear Dynamics, Springer-Verlag, Berlin, 1991.
[18] A. Boutet de Monvel, E. Ya. Khruslov, and V. P. Kotlyarov, “The Cauchy problem
for the sinh-Gordon equation and regular solitons”, Inverse Problems, Vol. 14, No. 6,
pp. 1403–1427, 1998. A. B. Borisov and V. V. Kiseliev, “Inverse problem for an elliptic
sine-Gordon equation with an asymptotic behaviour of the cnoidal-wave type”, Inverse
Problems, Vol. 5, No. 6, pp. 959–982, 1989.
[19] A. R. Its and A. F. Ustinov, “The time asymptotics of the solution of the Cauchy prob-
lem for the nonlinear Schro¨dinger equation with finite density boundary conditions”,
Dokl. Akad. Nauk SSSR, Vol. 291, No. 1, pp. 91–95, 1986 (in Russian).
[20] A. R. Its and A. F. Ustinov, “Formulation of the Scattering Theory for the Nonlin-
ear Schro¨dinger Equation with Boundary Conditions of the Finite Density Type in a
Soliton-Free Sector”, J. Sov. Math., Vol. 54, No. 3, pp. 900–905, 1991.
[21] V. E. Zakharov and A. B. Shabat, “Integration of the non-linear equations of math-
ematical physics by the method of the inverse scattering transform. II”, Funct. Anal.
Appl., Vol. 13, No. 3, pp. 166–173, 1980.
[22] P. A. Deift, S. Kamvissis, T. Kriecherbauer, and X. Zhou, “The Toda Rarefaction
Problem”, Comm. Pure Appl. Math., Vol. 49, No. 1, pp. 35–83, 1996.
[23] K. Clancey and I. Gohberg, Factorization of Matrix Functions and Singular Integral
Operators, Operator Theory: Advances and Applications, Vol. 3, Birkha¨user, Basel,
1981.
[24] R. Beals and R. R. Coifman, “Scattering and Inverse Scattering for First Order Sys-
tems”, Comm. Pure Appl. Math., Vol. 37, No. 1, pp. 39–90, 1984.
[25] P. Deift, Orthogonal Polynomials and Random Matrices: A Riemann-Hilbert Approach,
Courant Lecture Notes in Mathematics, Vol. 3, CIMS, New York, 1999.
[26] A. S. Fokas, “On the integrability of linear and nonlinear partial differential equations”,
J. Math. Phys., Vol. 41, No. 6, pp. 4188–4237, 2000.
[27] P. Deift and X. Zhou, “A Steepest descent method for oscillatory Riemann-Hilbert prob-
lems. Asymptotics for the MKdV equation”, Ann. of Math., Vol. 137, No. 2, pp. 295–
368, 1993.
[28] X. Zhou, “Direct and Inverse Scattering Transforms with Arbitrary Spectral Singular-
ities”, Comm. Pure Appl. Math., Vol. 42, No. 7, pp. 895–938, 1989.
[29] X. Zhou, “Inverse Scattering Transform for Systems with Rational Spectral Depen-
dence”, J. Differential Equations, Vol. 115, No. 2, pp. 277–303, 1995.
[30] N.-N. Huang and Z.-Y. Chen, “Zakharov-Shabat Equations for Dark Solitons to the
NLS Equation”, Commun. Theor. Phys., Vol. 20, No. 2, pp. 187–194, 1993.
[31] X. Zhou, “The Riemann-Hilbert Problem and Inverse Scattering”, SIAM J. Math.
Anal., Vol. 20, No. 4, pp. 966–986, 1989.
[32] X. Zhou, “Strong Regularizing Effect of Integrable Systems”, Comm. PDE, Vol. 22,
Nos. 3 & 4, pp. 503–526, 1997.
[33] X. Zhou, “L2-Sobolev Space Bijectivity of the Scattering and Inverse Scattering Trans-
forms”, Comm. Pure Appl. Math., Vol. 51, No. 7, pp. 697–731, 1998.
78 A. H. Vartanian
[34] P. Deift, T. Kriecherbauer, K. T.-R. McLaughlin, S. Venakides, and X. Zhou, “Strong
Asymptotics of Orthogonal Polynomials with Respect to Exponential Weights”, Comm.
Pure Appl. Math., Vol. 52, No. 12, pp. 1491–1552, 1999.
[35] H. Flaschka and A. C. Newell, “Monodromy- and Spectrum-Preserving Deformations
I”, Comm. Math. Phys., Vol. 76, No. 1, pp. 65–116, 1980.
[36] A. S. Fokas and M. J. Ablowitz, “On the Initial Value Problem of the Second Painleve´
Transcendent”, Comm. Math. Phys., Vol. 91, No. 3, pp. 381–403, 1983.
[37] A. R. Its and V. Yu. Novokshenov, The Isomonodromy Deformation Method in the
Theory of Painleve´ Equations, LNM 1191, Springer-Verlag, Berlin, 1986.
[38] A. R. Its and A. A. Kapaev, “The Method of Isomonodromy Deformations and Connec-
tion Formulas for the Second Painleve´ Transcendent”, Math. USSR Izvestiya, Vol. 31,
No. 1, pp. 193–207, 1988.
[39] P. Deift and X. Zhou, “Asymptotics for the Painleve´ II Equation”, Comm. Pure Appl.
Math., Vol. 48, No. 3, pp. 277–337, 1995.
[40] I. S. Gradshteyn and I. M. Ryzhik, Tables of Integrals, Series, and Products, 5th edn.,
A. Jeffrey, ed., Academic Press, San Diego, 1994.
[41] J. Baik, P. Deift, and K. Johansson, “On the Distribution of the Length of the Longest
Increasing Subsequence of Random Permutations”, J. Amer. Math. Soc., Vol. 12, No. 4,
pp. 1119–1178, 1999.
[42] P. Deift, T. Kriecherbauer, K. T.-R. McLaughlin, S. Venakides, and X. Zhou, “Uniform
Asymptotics for Polynomials Orthogonal with Respect to Varying Exponential Weights
and Applications to Universality Questions in Random Matrix Theory”, Comm. Pure
Appl. Math., Vol. 52, No. 11, pp. 1335–1425, 1999.
[43] P. Deift and X. Zhou, “Perturbation theory for infinite dimensional integrable systems
on the line. A case study”, Preprint, 2000.
[44] S. Kamvissis, K. T.-R. McLaughlin, and P. D. Miller, “Semiclassical Soliton Ensembles
for the Focusing Nonlinear Schro¨dinger Equation”, arXiv:nlin.SI/0012034.
[45] F. D. Gakhov, Boundary Value Problems, Dover, New York, 1990.
[46] P.-J. Cheng, S. Venakides, and X. Zhou, “Long-Time Asymptotics for the Pure Ra-
diation Solution of the Sine-Gordon Equation”, Comm. PDE, Vol. 24, Nos. 7 & 8,
pp. 1195–1262, 1999.
[47] A. R. Its, “Asymptotics of Solutions of the Nonlinear Schro¨dinger Equation and Isomon-
odromic Deformations of Systems of Linear Differential Equations”, Soviet Math. Dokl.,
Vol. 24, No. 3, pp. 452–456, 1982.
[48] P. Deift and X. Zhou, “Long-time Asymptotics for Integrable Systems. Higher Order
Theory”, Comm. Math. Phys., Vol. 165, No. 1, pp. 175–191, 1994.
[49] A. H. Vartanian, “Higher Order Asymptotics of the Modified Non-Linear Schro¨dinger
Equation”, Comm. PDE, Vol. 25, Nos. 5 & 6, pp. 1043–1098, 2000.
[50] A. V. Kitaev and A. H. Vartanian, “Asymptotics of Solutions to the Modified Nonlinear
Schro¨dinger Equation: Solitons on a Nonvanishing Continuous Background”, SIAM J.
Math. Anal., Vol. 30, No. 4, pp. 787–832, 1999.
