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Résumé
Cette thèse s’intéresse à l’apprentissage du comportement des avions dans le ciel. À
partir de ces comportements, l’objectif est de pouvoir générer du traﬁc aérien de manière
autonome, légère et ﬂexible, pour alimenter une simulation.
Les méthodes actuelles de simulation aériennes demandent beaucoup de préparation
avant la simulation pour concevoir le scénario et d’interventions humaines pendant la
simulation pour que le traﬁc aérien soit réaliste. Générer du traﬁc est une tâche complexe
car le comportement des avions dépend de nombreuses variables et des décisions de
plusieurs acteurs : le contrôleur aérien décide de la trajectoire à suivre parmi toutes les
possibilités qu’il perçoit, puis le pilote réagit plus ou moins rapidement de façon plus ou
moins stricte.
Un système multi-agent adaptatif observe des trajectoires d’avions réelles pour ap-
prendre comment les avions se comportent dans la réalité. Les diﬀérents agents impliqués
coopèrent et modiﬁent les liens qui les relient. Ce réseau entre les agents ﬁnit par re-
présenter le comportement global de l’ensemble des avions et peut être interrogé par
des agents avions en simulation pour savoir ce qu’ils doivent faire en fonction de leur
situation courante.
Nous présentons EVAA (Environnement Virtuel Auto-Adaptatif) capable d’apprendre
le comportement des avions et de générer du traﬁc en fonction de ces comportements de
manière totalement autonome.
Abstract
This thesis is about learning the behavior of the aircrafts in the sky. With those
behaviors the goal is to generate traﬃc in an autonomous and ﬂexible way into a
simulation.
The current methods of air traﬃc simulation need to prepare the scenario before the
simulation and the interventions of humans during the simulation to make the traﬃc
realistic. Traﬃc generation is a complex task because the behaviors of the planes depends
on many variables and several actors : the air traﬃc controller decide what trajectory
to follow among many possibilities, then the pilot react , more or less promptly, to this
order in a, more or less rigorous, way.
An adaptive multi-agent system monitors trajectories of real aircrafts to learn how
the planes behave in the real sky. The agents involved in this process cooperate and
update the links between them to create a network representing the global behavior of
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all aircrafts. This network can then be queried by an aircraft agent in a simulation to
know what it should do according to its current situation.
We present EVAA (Self-Adaptive Virtual Environment) able to learn the behavior of
aircrafts and to generate air traﬃc by using those behaviors in a autonomous way.
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Introduction générale
La création est un processus complexe qui nécessite du temps et de la réﬂexion.
Lorsque cette création concerne un objet qui a une existence physique (en dehors du
logiciel donc) cela nécessite en plus de la matière pour pouvoir le « forger ». Pour éviter
de gaspiller ces ressources, il est prudent d’étudier les potentiels échecs avant de s’engager
dans la véritable fabrication. L’intuition humaine permet de détecter une partie de ces
échecs. Les mathématiques, la physique, la chimie, en étant plus rigoureuses, permettent
de dépasser l’intuition pour atteindre un niveau supérieur d’expertise.
Arrive un moment où il est impossible de retranscrire cette expertise dans un nombre
de pages suﬃsamment faible pour être lu et retenu par le commun des mortels. Il existera
toujours des domaines où il y a trop de risques à espérer que les experts se soient
souvenus de toutes les règles à appliquer pour éviter un accident.
Vient alors l’automatisation. L’ordinateur est un extraordinaire outil d’automati-
sation massivement employé dans les chaînes de production. Comment retranscrire
cette expertise humaine en expertise logicielle ? Quelques années auparavant nombre de
« systèmes experts » ont été développés avec plus ou moins de succès, mais toujours le
même problème faisait surface : le volume des connaissances des experts est tel qu’il est
très long à expliciter. D’autant plus que les humains sont très forts pour gérer des règles
contradictoires alors que les ordinateurs emploient des méthodes formelles de déduction.
Vient ensuite l’apprentissage automatique pour essayer de réduire sensiblement
le volume des connaissances à coder explicitement. À partir d’un corpus de données,
l’ordinateur apprend à associer les comportements appropriés dans les situations d’intérêt.
La complexité ne porte plus sur la retranscription ou sur la cohérence du corpus de
connaissances mais sur la méthode d’apprentissage. Cependant, avant d’utiliser ces
connaissances dans le monde réel il faut les mettre à l’épreuve. À la manière d’un étudiant
passant un examen, la simulation permet de tester un logiciel, un humain ou un objet
dans un environnement similaire au réel mais avec moins de risques matériels.
Chaque simulation a pour but de tester un ou plusieurs systèmes réels (c’est-à-dire
non simulés) qui sont connectés à la simulation et de les mettre dans des conditions
qu’ils croient réelles. Par exemple, la simulation de l’échange des messages entre les
cellules dans les systèmes autocrine et paracrine peut servir à tester diﬀérents types de
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communication pour en trouver un qui semble correspondre à la réalité. Dans le domaine
de nos recherches, la simulation du traﬁc aérien sert, entre autre, à former des contrôleurs
aériens ou à tester de nouvelles politiques de traﬁc aérien.
Pour que la simulation soit utile il faut qu’elle soit réaliste. Sim City est sans doute
un très bon jeu mais il ne fera pas de vous un maire eﬃcace. Jouer à Civilisation ne fera
pas de vous un bon colon ou un bon empereur et jouer à No Man’s Sky ne fera pas de
vous un explorateur spatial. Le réalisme est primordial.
Le cadre d’application de cette thèse est la simulation et la génération de traﬁc dans
le milieu du contrôle aérien. Les besoins auxquels nous essayons de répondre dans cette
thèse sont liés aux critères dont nous avons parlé jusqu’à présent :
• La conception et la validation d’un avion prend des années à des centaines de
personnes. De nombreuses simulations sont faites pendant cette phase et diminuer
la complexité de préparation permettrait, à terme, d’en faire plus et plus souvent.
• La sécurité des passagers doit être assurée à tout prix. Les simulations peuvent
servir à former des contrôleurs aériens où à tester des politiques de gestion de traﬁc
plus sûres.
• La quantité d’avions en vol est très importante aujourd’hui et changer les méthodes
de contrôles aériens pourrait permettre de diminuer la charge des contrôleurs. Il
faut tester et valider les nouvelles politiques de contrôle avant de les appliquer et
cela se fait grâce à des simulations.
• La mise en place d’une simulation est coûteuse en ressources humaines, techniques et
temporelles. Une simulation plus légère permet de gagner du temps et d’économiser
des moyens.
• Le contrôleur aérien se trouve souvent dans une situation où il doit prendre une
décision en se basant sur le comportement futur de l’avion. Un générateur de traﬁc
ayant appris comment les avions se comportent peut être utilisé pour prévoir le
comportement d’un avion dans cette situation.
Contribution de la thèse
Dans cette thèse, nous explorons le domaine de la génération de traﬁc aérien. C’est
un domaine intimement lié aux simulations qui permettent d’économiser du temps, des
ressources et de diminuer les risques d’accidents.
La première contribution est une façon innovante d’apprendre le comportement
d’agents mobiles dans un environnement en trois dimensions basé sur les systèmes multi-
agents coopératifs. Des trajectoires préenregistrées sont rejouées dans un environnement
virtuel où chaque avion est un agent capable de s’auto-observer. Cette auto-observation
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donne un ensemble de points d’intérêt dans la trajectoire qui se regroupent et se connectent
pour former un graphe qui représente le comportement de ces avions.
La deuxième contribution est le résultat de l’application de cette modélisation sur du
traﬁc aérien grâce au logiciel EVAA (Environnement Virtual Auto-Adaptatif). EVAA
est un système multi-agent auto-adaptatif qui a deux fonctionnalités principales :
• Il est capable d’apprendre les comportements des avions en observant des enregis-
trements de traﬁc aérien.
• Il peut générer du traﬁc aérien inédit à partir de ces observations.
La troisième contribution est donc un ensemble de trois métriques qui permettent
de mesurer le réalisme d’une trajectoire d’avion simulée car une simulation se doit d’être
réaliste.
Organisation du manuscrit
Ce manuscrit est organisé comme suit :
• Chapitre 1 : Ce chapitre présente le contexte de la thèse : le domaine du contrôle
aérien ainsi qu’un état de l’art de la génération de traﬁc. Une simulation aérienne
contient nécessairement des avions dans le ciel virtuel et il y a de nombreuses
méthodes pour déﬁnir leurs comportements. Dans ce chapitre nous comparons
ces méthodes et dégageons leurs forces et faiblesses.
• Chapitre 2 : Le corpus des données de traﬁc est analysé pour exhiber et caté-
goriser les diﬀérents problèmes que posent ces données et proposer des méthodes
pour les gérer.
• Chapitre 3 : Dans ce chapitre nous présentons les systèmes multi-agent adaptatifs
ainsi que le système d’apprentissage d’EVAA conçu pendant cette thèse qui se
base sur ces mêmes systèmes multi-agent et qui a pour objectif de dépasser certaines
limitations des outils de simulation actuels.
• Chapitre 4 : Les résultats du système d’apprentissage sont validés en utilisant
des métriques que nous avons déﬁnies pour juger du réalisme de la simulation sur
plusieurs routes aériennes.
• Chapitre 5 : Le logiciel EVAA et la suite logiciel qui l’accompagne sont présentés
dans ce chapitre. Nous présentons l’architecture de ces programmes, la façon dont
les diﬀérents modules communiquent, les fonctionnalités métiers et les possibilités
de connexion avec d’autres systèmes de simulation.
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CHAPITRE 1
Contexte et état de l’art
La première partie de ce chapitre permet au lecteur de se familiariser avec les domaines
du contrôle aérien. Le contrôle aérien est le domaine d’application de la thèse et la plupart
des exemples et des explications de ce manuscrit seront donnés dans ce cadre-là. Il est
donc important de connaître les bases et de savoir ce qu’est un ordre de contrôle ou un
conﬂit.
Dans la deuxième partie, nous allons étudier diﬀérents générateurs de traﬁc aérien
pour savoir quels critères les déﬁnissent et comment ils peuvent être utilisés pour générer
du traﬁc dans une simulation aérienne.
Dans la dernière partie, nous aborderons le sujet de l’apprentissage automatique en
détaillant diﬀérentes méthodes, leurs qualités et leurs limitations.
1.1 Contrôle aérien
Le cadre d’application de la thèse étant la génération de traﬁc aérien, il est indis-
pensable de présenter ce domaine. C’est un domaine complexe où de nombreux enjeux
contradictoires et de nombreux acteurs cohabitent.
Avec l’augmentation du traﬁc aérien le besoin de faire coopérer les diﬀérents acteurs
du domaine est devenu évident. Les contrôleurs aériens s’occupent de gérer les conﬂits
entre les avions pour éviter les accidents, faire arriver les avions sur les pistes à un rythme
régulier et satisfaire les besoins des compagnies aériennes. De plus, des organismes de
législation (en général nationaux) coopèrent et s’occupent de créer les règles qui régissent
le traﬁc aérien. Certaines règles changent selon les pays et certaines, heureusement, sont
constantes.
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L’objectif de cette partie est de présenter certaines notions de contrôle aérien ainsi que
quelques repères chiﬀrés pour présenter la nature du ciel du point de vue d’un contrôleur
aérien dans le but de mieux comprendre les diﬀérents exemples qui sont données dans
cette thèse.
1.1.1 Généralités
Ce n’est pas le système métrique qui est utilisé dans le domaine du contrôle aérien
mais le système impérial :
• le mille nautique, simpliﬁé en nautique, est une unité de mesure de distance valant
1 852 mètres ;
• le pied (anglais) est une unité de longueur correspondant à 0,3048 mètres ;
• le nœud est une unité de mesure de la vitesse utilisée en navigation maritime et
aérienne. Un nœud correspond à un mille marin par heure, soit 1,852 km/h. Un
mille marin correspondant à la valeur moyenne d’une minute d’arc de méridien, un
nœud correspond donc à une minute de latitude parcourue en 1 heure.
Néanmoins, lorsque c’est possible, nous préférerons utiliser les unités du système
métrique international pour que le lecteur puisse utiliser les repères mentaux qu’il possède
déjà.
1.1.2 Espace aérien
Le ciel où les avions évoluent est divisé verticalement en niveaux espacés de 100
pieds (soit environ 300 mètres). La ﬁgure 1.1 montre une représentation du ciel où la
division verticale et l’équivalence de l’altitude et des niveaux de vol sont mises en évidence.
En pratique, seuls les niveaux multiples de 10 sont utilisés par les avions, les niveaux
multiples de 5 (et pas de 10) sont utilisés pour désigner les limites entre les niveaux.
Cela permet d’éviter des ambiguïtés sur le statut inclusif ou exclusif des limites. Par
exemple, puisque les avions ne font que passer par le niveau 195 sans y rester, aucun
pilote ou contrôleur ne se demandera si une règle qui s’applique à partir du niveau 195
est applicable ou pas. Tous les niveaux inférieurs à 195 contiennent des avions en phase
de décollage ou d’atterrissage. Au dessus de cette limite c’est du traﬁc « en route ».
En fonction du niveau de vol, les règles de vitesse ne sont pas les mêmes. Au-dessous
du niveau de vol 100 la vitesse maximale autorisée par les contrôleurs aériens est de 250
nœuds. Au dessus de cette altitude, les avions qui le peuvent ont en général une vitesse
de 300 nœuds.
L’espace aérien est sous-divisé horizontalement en secteurs ou en groupes de secteurs
qui sont surveillés par des organismes de contrôle aérien. Il y a environ 350 secteurs en
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Figure 1.1 – Niveaux de vol
France, ce nombre ﬂuctue car il arrive que les secteurs soient ré-agencés pour améliorer
les conditions de traﬁc. En général, un secteur comporte entre 20 et 30 avions en vol à
un instant donné.
1.1.3 Plan de vols
Plusieurs jours, semaines ou même mois, avant qu’un avion ne décolle, la compagnie
aérienne propose un plan de vol initial à l’organisme chargé d’harmoniser les vols (en
Europe il s’agit de la CFMU, Central Flow Management Unit). À partir de l’ensemble
de plans de vols initiaux de toutes les compagnies aériennes cet organisme met en place
les plans de vols théoriques. L’avion devrait suivre ce plan de vol mais, dans la réalité, de
nombreux conﬂits (voir 1.1.6) apparaissent pendant le vol et les ordres des contrôleurs
aériens les résolvent en modiﬁant la route de l’avion. Ces modiﬁcations de dernière minute
constituent le plan de vol eﬀectué par l’avion.
1.1.4 Trajectographie
Dans un souci d’interopérabilité, il est nécessaire de s’intéresser aux formats de
données disponibles pour les trajectoires d’avions. De plus, il y a diﬀérents niveaux de
précision disponibles dans les données de trajectoires d’avion.
Le format de données utilisé dans le bureau d’étude Courage [Vilaplana etNavarro,
2005] permet de diﬀuser les trois plans de vols (initial, théorique et eﬀectué) mais à une
granularité assez faible puisqu’il ne contient que les informations de vol (heure, latitude,
longitude, altitude, ...) aux diﬀérentes balises qui sont sur la route de l’avion.
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1.1.5 Consignes (ou ordres de contrôle)
Lorsque l’avion est « en route », c’est-à-dire loin des aéroports, son pilote suit les
consignes du contrôleur aérien du secteur dans lequel il est. Aucun pilote ne peut modiﬁer
la route que suit son avion sans l’aval du contrôleur aérien. C’est un principe de base du
contrôle aérien que d’avoir des centres de contrôle qui gèrent le traﬁc dans des régions
entières pour éviter les problèmes. Cependant, le pilote n’a pas besoin de l’aval du
contrôleur aérien s’il se contente de suivre son plan de vol.
Du point de vue du contrôleur aérien le déplacement d’un avion est déﬁni par un
nombre restreint de paramètres :
• cap (axe de déplacement de l’avion) ;
• vitesse horizontale ;
• taux de montée / descente.
Si le contrôleur aérien décide de prendre la responsabilité d’amender le plan de
vol et de donner un ordre de contrôle à un pilote, alors le pilote fait eﬀectuer l’ordre
de pilotage approprié et l’avion eﬀectue la manœuvre qui convient. Les ordres et la
façon dont ils seront pris en compte dépendent des performances avion, c’est-à-dire des
capacités physiques et techniques de l’avion comme par exemple sa maniabilité ou sa
vitesse maximale.
Les consignes que l’on peut donner à un avion agissent sur ces paramètres et certains
types de consignes sont préférés à d’autres. Les contrôleurs préfèrent, lorsque c’est possible,
donner un ordre de changement de cap et, si c’est impossible, un ordre de changement
de vitesse et enﬁn un ordre de changement de niveau. Cet ordre de priorité se justiﬁe
principalement par le fait que changer de vitesse ou de niveau sont les actions qui
consomment le plus de carburant et que les compagnies aériennes cherchent à faire des
économies.
1.1.6 Typologie des conﬂits
Déﬁnition 1.1. Un avion doit toujours respecter un certain nombre de règles d’es-
pacement avec les autres avions. S’il ne respecte pas ces règles il est en situation de
conﬂit.
Les avions doivent toujours respecter l’une des deux conditions suivantes :
• la distance horizontale entre les deux avions est supérieure à 7 nautiques ;
• la distance verticale entre les deux avions est supérieure à 1 000 pieds.
Pour qu’il y ait conﬂit les deux conditions de séparation doivent être violées. En eﬀet,
si deux avions ne sont pas sur le même niveau de vol leur distance horizontale n’a que
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peu d’importance. Visuellement cela correspond à imaginer un cylindre autour de chaque
avion (voir ﬁgure 1.2). Le conﬂit existe si les deux cylindres s’intersectent.
Figure 1.2 – Distance de séparation entre avion
Il n’existe pas de typologie des conﬂits oﬃcielle, néanmoins on peut les catégoriser
en :
• conﬂits de rattrapage, un avion rapide est derrière un avion plus lent ;
• conﬂits de face à face, deux avions sont sur la même trajectoire dans des directions
opposées ;
• conﬂits latéraux, les trajectoires des avions se croisent et il va y avoir un moment
où les distances de sécurité ne seront pas respectées.
Les conﬂits sont anticipés et résolus par les contrôleurs aériens en donnant des ordres
de contrôle aux avions. Ils sont souvent aidés par des outils de prévision et de visualisation.
Le domaine du contrôle aérien est vaste et complexe. Nous avons présenté les bases
dont le lecteur a besoin pour comprendre les problèmes et les enjeux du domaine. Dans
la partie suivante nous présentons les systèmes multi-agents qui nous servent à modéliser
et à apprendre le comportement des avions.
1.2 Génération de traﬁc
Les simulations aériennes utilisent un générateur de traﬁc pour peupler le ciel d’avions
qui ont des trajectoires plus ou moins réalistes. S’il y a des humains impliqués dans la
simulation, ils peuvent souvent prendre la main sur les avions pour les diriger manuelle-
ment.
Déﬁnition 1.2. Une simulation est la reproduction artiﬁcielle du fonctionnement d’un
appareil, d’une machine, d’un système, d’un phénomène, à l’aide d’une maquette ou d’un
programme informatique, à des ﬁns d’études, de démonstrations ou d’explications.
D’après cette déﬁnition, une simulation nécessite donc de pouvoir reproduire le
fonctionnement du système étudié, c’est-à-dire d’en avoir un modèle. Les notions de
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système et de modèle sont donc nécessaires à la déﬁnition de simulation et nous allons
les déﬁnir.
Quel que soit le domaine, les déﬁnitions s’accordent à dire qu’un système est composé
de plusieurs entités. En mathématique par exemple un système est un « ensemble de
plusieurs équations devant être satisfaites simultanément » ; en logique il s’agit d’un
« Système composé d’un vocabulaire, d’un ensemble d’axiomes et d’un ensemble de
règles de déductions » 1. Il s’agit donc toujours d’un ensemble (c’est d’ailleurs son sens
étymologique) et dans le domaine qui nous intéresse, l’ingénierie, un système est un
ensemble complexe et structuré de composants.
D’après [Bousquet, Page et Müller, 2002], « un modèle est une image simpliﬁée
de la réalité [...]. Tout modèle est constitué d’une part de la description de la structure
du système [...] et d’autre part de la description des fonctionnements réguliers (ou non)
et des dynamiques qui modiﬁent cette structure au cours du temps ».
Ils proposent de séparer les modèles en deux catégories : les modèles descriptifs et les
modèles explicatifs. Les premiers représentent un système en se basant sur l’observation. Il
s’agit donc d’un point de vue externe et statique qui ne tient pas compte des interactions
inédites qui peuvent avoir lieu, ni des changements imprévus de l’environnement. Les
seconds représentent le système plus ﬁdèlement en cherchant à représenter les mécanismes
qui animent le système.
Pour générer du traﬁc aérien réaliste il faut que les avions se déplacent dans le ciel
virtuel de façon réaliste. Selon [Crespo Moreno et al., 2013] 2 et [Delahaye et al.,
2014] 3 le plus important est le modèle mathématique de l’avion qui permet de diriger les
avions dans le monde pour les faire voler jusqu’à un point connu.
Un tel modèle permet de trouver la trajectoire d’un avion en fonction de son plan de
vol. La spéciﬁcation du plan de vol, et plus généralement du scénario, n’est pas incluse
dans le modèle et dépend de la plate-forme de simulation.
Déﬁnition 1.3. Un plan de vol est une suite de points passage par lesquels un avion
doit passer. Il décrit sa trajectoire prévue au décollage.
1.2.1 Rejeu
La méthode la plus simple pour générer du traﬁc et de rejouer du traﬁc préenregistré.
1. http ://www.cnrtl.fr/deﬁnition/système
2. « The most important [modules of a simulator] are the mathematical models for aircraft and any
object needed to perform the simulation », une traduction : « La partie la plus importante d’un simulateur
est le modèle mathématique de l’avion ainsi que celui de chaque object nécessaire à la simulation »
3. « all aircraft models are based on ordinary diﬀerential equation », une traduction : « Tous les
modèles avion sont basés sur les équations diﬀérentielles »
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Déﬁnition 1.4. Le rejeu est le fait de jouer une nouvelle fois.
La déﬁnition présentée ici ne précise pas si des modiﬁcations peuvent être appliquées
à ce qui a été rejoué. Dans le milieu des réseaux informatiques, l’« attaque par rejeu »
consiste à enregistrer des messages réseau pour les rejouer à l’identique. Dans le milieu
du contrôle aérien, le rejeu consiste à utiliser un traﬁc réel modiﬁé « à la main » dans un
but spéciﬁque (formation, entraînement, test, ...). On reproduit ensuite ce traﬁc soit de
façon statique, soit en permettant à des opérateurs d’agir sur ces situations en direct. De
façon générale on peut donc dire que le rejeu n’admet que de légères modiﬁcations en
direct.
Déﬁnition 1.5. Le déterminisme est un principe scientiﬁque d’après lequel tout phé-
nomène est régi par une (ou plusieurs) loi(s) nécessaire(s) telle(s) que les mêmes causes
entraînent dans les mêmes conditions ou circonstances, les mêmes eﬀets.
C’est une méthode très utilisée pour générer du traﬁc car elle a deux avantages :
• Elle demande peu de moyens.
• Elle génère du traﬁc déterministe.
Le déterminisme est ce qui permet d’avoir le même traﬁc si la simulation est relancée
plusieurs fois. C’est nécessaire si les résultats de la simulation doivent servir de point de
repère, pour la formation de contrôleurs aériens par exemple.
Le rejeu pose cependant un problème de taille : à partir d’un certain nombre quantité
de modiﬁcations le traﬁc n’est plus cohérent à moins que de nombreux experts « réparent »
le traﬁc en modiﬁant les routes des avions pour que le tout soit à nouveau cohérent. C’est
pourquoi, dans cette thèse, nous nous intéressons à d’autres possibilités.
1.2.2 Modèles
Un modèle a une partie mathématique qui peut pratiquement être identique pour
chaque type d’avion, et une partie métier qui diﬀère. Cette dernière peut être résumée
en une suite de paramètres qui déﬁnissent le comportement spéciﬁque d’un certain type
d’avion. Par exemple, un avion de type A320 (avion de ligne à réacteur) aura une vitesse
de croisière supérieure à celle d’un avion privé à hélices.
Le nombre de paramètres auxquels le modèle donne accès est une caractéristique
importante qui est, en général, comprise entre 1 et 6 et correspond aux nombres de degrés
de liberté du modèle. Les 6 degrés de liberté d’un avion dans un espace euclidien en 3
dimensions centré sur le « véhicule » et axé de la queue vers la tête sont :
• L’avance qui consiste à bouger sur l’axe des x (une voiture qui avance en ligne
droite) ;
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• La dérive qui consiste à bouger sur l’axe des y (une voiture imaginaire capable de
se déplacer de façon transversale ou en « crabe ») ;
• L’ascension qui consiste à bouger sur l’axe des z (un ascenseur qui monte ou
descend) ;
• Le roulis qui consiste à tourner autour de l’axe des x (la mèche d’une perceuse) ;
• Le tangage qui consiste à tourner autour de l’axe des y (un avion qui pointe vers le
bas ou le haut pour descendre ou monter) ;
• Le lacet qui consiste à tourner autour de l’axe des z (une voiture qui tourne à
gauche ou à droite en tournant ses roues).
C’est la façon la plus classique de déﬁnir les degrés de liberté, cependant, la littérature
étend parfois ce terme à n’importe quel paramètre qui déﬁnit le comportement de l’avion.
Par exemple, [Karelahti, Virtanen et Öström, 2008] considèrent que la charge de
l’avion est un degré de liberté de son modèle. De manière générale plus un modèle d’avion
a de degrés de liberté plus il représente ﬁdèlement les déplacements d’un avion mais plus
il est diﬃcile à utiliser.
[Carretero, Nieto et Cordón, 2013], [Crespo Moreno et al., 2013] et [Cha-
loulos, Crück et Lygeros, 2010] déclarent explicitement utiliser la mécanique du
point (point mass model), et donc, des équations mathématiques pour leurs modèles :
• dX
dx
= V cos(Ψ) cos(γ) + ωx
• dY
dx
= V sin(Ψ) sin(γ) + ωy
• dh
dx
= V sin(γ) + ωz
• dV
dx
= g
W [(T cos(θ− γ)−D)−Wsin(γ)]
• dΨ
dx
= g sin(φ)
WV [L+ T sin(α)]
• dγ
dx
= g
WV [(L+ T sin(Θ− γ)) cos(θ)−W cos(γ)]
où :
• W est le poids de l’avion ;
• γ est l’angle de trajectoire de vol, soit l’angle entre le vecteur vitesse et l’horizon ;
• g est la force de gravité égale à 9.81 m.s−2 ;
• V est la vitesse de l’avion dans l’air ;
• α est l’angle d’incidence de l’avion, soit l’angle ; entre la direction de l’air et l’axe
l’aile ;
• Θ, φ et Ψ sont le tangage, le roulis et le cap ;
• X, Y et h représentent la position de l’avion sur les axes x, y et z ;
• ωx, ωy et ωz représentent le vent sur les axes x, y et z ;
• L est la portance de l’avion égale à W
cosφ
;
• D est la résistance de l’air.
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À partir de cette notion de degrés de liberté, nous allons aborder leurs traitements en
analysant deux exemples de la littérature, ce qui correspond en général à des méthodes
qui permettent de réduire le nombre de degrés de liberté. Ensuite, nous verrons une
méthode qui utilise le scénario comme un modèle en y écrivant en « dur » les ordres
de contrôle. Puis, nous aborderons une méthode qui tente d’améliorer les modèles en
utilisant les historiques de données radar. Le sujet de la résolution de conﬂit sera ensuite
abordé puisqu’il sert de support à de nombreux modèles. Et enﬁn, nous terminerons par
l’analyse des méthodes qui changent de modèle dynamiquement.
1.2.2.1 Réduction du nombre de degrés de liberté
[Carretero, Nieto et Cordón, 2013] partent de la constatation qu’un modèle à 6
degrés de liberté est diﬃcile à contrôler et propose donc un mécanisme pour diminuer
artiﬁciellement le nombre de degrés de liberté accessibles. Cette approche est basée
sur une boucle de contrôle utilisant des contrôleurs Proportionnel-Intégral-Dérivée pour
lier en entrée les 3 degrés aux 6 degrés en sortie. L’avion peut ainsi être dirigé plus
simplement.
Déﬁnition 1.6. Un point 4D est une position de l’espace associée à une heure, les 4
dimensions sont donc la latitude, la longitude, l’altitude et le temps (ou x, y, z, t dans un
repère euclidien).
La ﬁgure 1.3 présente l’architecture du système de [Carretero, Nieto et Cordón,
2013]. Le système de gestion de vol (FMS, Flight Managment System, sur la ﬁgure 1.3)
sait quel point 4D il doit atteindre car les concepteurs du scénario associent un plan de
vol à chaque avion. À partir de cet objectif 4D, le système peut déduire à quelle vitesse il
doit voler (φ), l’altitude à atteindre (h) et son angle de virage (λ). Il les donne ensuite en
entrée au système de gestion de vol. Le système de contrôle en vol, FCS (Flight Control
System, sur la ﬁgure) est une boucle de contrôle qui régule en temps réel l’accélération, le
taux de montée et le taux de virage grâce aux contrôleurs Proportionnel-Intégral-Dérivée
pour atteindre son objectif 4D. Ces valeurs passent par le modèle métier de l’avion
(Aircraft Model in a quasi-stationary ﬂight) qui permet de connaître la position suivante
de l’avion, position qui est convertie dans un système de référence polaire (latitude,
longitude, altitude). Le modèle recommence le même processus avec la nouvelle position
atteinte et ainsi de suite.
Cette méthode permet aux avions de se déplacer dans les trois dimensions dans
le monde virtuel et ne nécessite pas forcément d’interventions humaines pour pouvoir
fonctionner de manière réaliste. Cependant le plan de vol des avions est obligatoire ce
qui alourdirait la préparation du scénario. De plus, le modèle métier est unique ce qui
signiﬁe que tous les avions se comporteront de la même manière.
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Figure 1.3 – Architecture du système de [Carretero, Nieto et Cordón, 2013]
1.2.2.2 Modèle à trois degrés de liberté
[Karelahti, Virtanen et Öström, 2008] utilisent un modèle à 3 degrés de liberté
pour simuler des trajectoires d’évitement de missiles. Cela peut, cependant, donner lieu
à des trajectoires non réalistes car l’évitement de missiles se fait avec des mouvements
brusques qui sont diﬃciles à réaliser avec 3 degrés de liberté. Le modèle propose donc, pour
améliorer l’aspect réaliste, d’ajouter des contraintes qui limitent les vitesses angulaires et
l’accélération.
Ces contraintes sont diﬃciles à connaître. Avec de l’expertise, il est possible de les
deviner approximativement mais il faut en général plusieurs essais avant de trouver
les bonnes valeurs. Dans le modèle de [Karelahti, Virtanen et Öström, 2008] les
paramètres du modèle sont trouvés grâce à une étape de rétro-simulation qui consiste
à utiliser la trajectoire générée grâce au modèle puis à essayer de faire suivre la même
trajectoire à un autre simulateur à 5 degrés de liberté (quasiment égale à 6 degrés de
liberté selon [Karelahti, Virtanen et Öström, 2008]). Les trajectoires sont comparées
d’abord visuellement puis grâce à une fonction de correspondance entre des vecteurs à
3 degrés de liberté et à 5 degrés de liberté. Si les trajectoires sont semblables alors on
conclut que les paramètres sont bons, sinon il faut recommencer avec d’autres paramètres.
Même s’il faut le répéter pour chaque modèle d’avion diﬀérent, cette méthode à l’avantage
d’aider à trouver les paramètres d’un modèle.
Le diagramme 1.4 présente un algorithme du processus suivi pour développer le
modèle d’un seul avion.
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Figure 1.4 – Algorithme de [Karelahti, Virtanen et Öström, 2008] pour la création
d’un modèle
Ce modèle permet aux avions de se déplacer dans les trois dimensions de l’espace
virtuel et ne nécessite, ni de préciser le plan de vol des avions, ni l’intervention d’humains.
Le domaine d’application est par contre assez restreint puisqu’il s’agit de trajectoire
d’évitement de missile. Un comportement approprié dans cette situation ne l’est pas dans
le cas d’un avion de ligne qui doit « bien traiter » ses passagers.
1.2.2.3 Fusion du scénario et du modèle
[Rodriguez, 2003] propose une approche qui change le niveau de la partie métier
du modèle. Cette partie est transférée dans le scénario du générateur de traﬁc. Chaque
point de passage du plan de vol 4D est associé à un certain nombre d’ordres de pilotage
comme un changement de taux de virage et de cap souhaité, un changement de vitesse
avec un coeﬃcient d’accélération ou un changement de taux de montée avec une altitude
souhaitée. La trajectoire entre deux points de passage est ensuite calculée en temps réel.
Le modèle mathématique qui régit les avions est décrit mais aucune expérimentation
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n’est donnée par l’auteur.
La notion de trajectoire est également abordée et l’auteur signale que simpliﬁer une
trajectoire en une suite de segments n’est pas réaliste 4 car il faut considérer les virages.
L’idée de mettre toutes les informations dans le scénario est intéressante puisque
cela permet d’avoir un contrôle très ﬁn sur le comportement des avions. Par contre, si
l’objectif est de diminuer la complexité du scénario alors ce n’est pas une bonne solution
puisqu’il est, par exemple, diﬃcile de mutualiser les modèles mathématique et métier des
diﬀérents avions.
1.2.2.4 Utilisation d’historique de données radar
[Gillet, Nuic etMouillet, 2010] proposent d’améliorer le modèle de comportement
d’un avion dans des systèmes de simulation de gestion de traﬁc aérien à grande échelle et
temps réel en utilisant des paramètres issus d’historique de données radar. Dans la plate-
forme ESCAPE (Eurocontrol Simulation Capability And Platform for Experimentation)
un module appelé eARG (enhanced Air Traﬃc Generator) a pour rôle de générer des
données avion simulées à la fois à partir de pistes radar et de trajectoires prévues, basées
sur des plans de vol et répondant à des instructions d’un pseudo-pilote. Ce module prend
en compte les données météorologiques sur l’espace aérien. La trajectoire est générée en
fonction du plan de vol, des informations sur l’avion, des instructions de vol, du modèle de
performances de l’avion et du modèle environnemental. Ils utilisent une base de données
BADA (Base of Aircraft Data) qui fournit le modèle de performance d’un avion mais
aussi un modèle de comportement d’un avion générique. Ce dernier fournit la vitesse de
l’avion en fonction de l’altitude mais aussi en prenant en compte la phase de vol, le type
de moteur, le type d’avion, son poids, etc.
Les auteurs aﬃrment que pour obtenir un comportement réaliste il est nécessaire de
connaître les procédures des compagnies aériennes mais celles-ci ne les diﬀusent pas. Aussi,
ils proposent une méthode appelée Local Area Tuning pour les obtenir. Cette méthode
analyse les données de vols réels (plans de vol, traces de radars, données météo) pour
trouver les paramètres qui inﬂuencent le comportement d’un avion. Puis, la simulation
est lancée et les résultats sont évalués en comparant le vol simulé à la moyenne des vols
réels. Si le comportement n’est pas satisfaisant les valeurs des paramètres sont modiﬁées
et le processus est itéré (fonctionnement similaire à [Karelahti, Virtanen et Öström,
2008]). Les comportements obtenus ont été évalués par les contrôleurs comme corrects
ce qui permet de conclure que le réalisme de la simulation est atteint. Le mécanisme de
conception peut demander de nombreuses itérations et semble diﬃcile à mettre en œuvre.
Le modèle de l’avion n’est pas explicitement présenté et il est diﬃcile de juger de sa
4. « By realistic it is meant that broken line trajectory are not acceptable and that turn radiuses must
be considered », une traduction : « Nous entendons par "réaliste" qu’une trajectoire composée d’une suite
de segment n’est pas acceptable et que les virages doivent être pris en compte »
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complexité. Le passage à l’échelle n’est pas expérimenté mais la plateforme nécessite de
nombreux contrôleurs et pseudo-pilotes pour être utilisée. Les outils de visualisation sont
similaires à ceux utilisés par les pilotes et les contrôleurs aériens et sont donc adaptés.
Déﬁnition 1.7. D’après [Karelahti, Virtanen et Öström, 2008] une trajectoire
est réaliste si elle peut être « volée » par un véritable avion.
1.2.2.5 Résolution de conﬂits
La résolution de conﬂits en elle-même n’est pas le sujet de cet état de l’art mais
comme cela sert d’application à de nombreux modèles il est important de l’aborder pour
pouvoir parler des modèles utilisés dans ce contexte. Pour ne pas être en conﬂit les avions
doivent toujours respecter l’une des deux conditions suivantes :
• La distance horizontale entre les deux avions est supérieure à 7 nautiques.
• La distance verticale entre les deux avions est supérieure à 1 000 pieds.
Plus d’informations sur les conﬂits sont disponibles en 1.1.6.
Résolution subliminale [Chaloulos, Crück et Lygeros, 2010] étudient le concept
de contrôle subliminal de la vitesse des avions pour résoudre les conﬂits. Cela consiste à
faire de légers ajustements de vitesse imperceptibles (d’où le terme « subliminal ») sur
l’avion. En eﬀet, les résultats du projet européen ERASMUS (European Commission
2006) montrent que des variations de vitesse inférieure à 12 % ne sont pas détectées par
les contrôleurs aériens. L’objectif de cet algorithme de détection de conﬂits est double :
• Prédire le risque que le contrôleur perçoive prochainement un conﬂit dans la
situation de traﬁc et essayer de le maintenir à un niveau bas (voir [Cruck et
Lygeros, 2007] pour une évaluation du risque).
• Réduire ce risque en appliquant un changement de vitesse imperceptible avant que
le contrôleur aérien ait pu constater le potentiel conﬂit.
Le système est volontairement bridé pour ne pouvoir donner qu’un ordre par avion par
tranche de 5 minutes, cela permet d’éviter que la situation perçue par le contrôleur change
trop souvent. Cette méthode résout les conﬂits uniquement si la fenêtre de prévision est
suﬃsamment grande. Une fenêtre de 15 minutes permet à un léger changement de vitesse
d’accumuler suﬃsamment d’importance en termes de distance parcourue pour résoudre
les conﬂits.
Le modèle mathématique des avions est basé sur la mécanique du point et le modèle
métier est obtenu grâce aux données de performance avion trouvées dans BADA. L’ap-
proche proposée présente des simulations avec deux avions volant à la même altitude, en
ligne droite et à vitesse constante.
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Résolution locale [Huseby, 2007] présente une méthode similaire à la deuxième
méthode décentralisée de [Krozel et al., 2001] où les avions observent uniquement
l’avion le plus proche d’eux pour trouver une trajectoire qui permet d’éviter le conﬂit.
L’environnement dans lequel évolue l’avion est très simpliﬁé puisque qu’il est réduit à un
plan cartésien où les avions évoluent à vitesse constante, à altitude constante et en ligne
droite. Le modèle métier des avions est donc inexistant et le modèle mathématique très
simple.
Propagation d’ondes lumineuses L’approche de [Dougui et al., 2010] pour ré-
soudre les conﬂits entre avions est basée sur la propagation d’ondes lumineuses. Les
méthodes courantes pour réduire les conﬂits dans les trajectoires 4D sont les algorithmes
génétiques et des fonctions de navigation. Elles permettent à chaque avion d’atteindre
leur destination et optimisent une fonction de coût (durée de vol, consommation, ...).
Les algorithmes génétiques obtiennent une solution optimale asymptotique, mais sans
garantir une solution faisable en temps contraint. Les fonctions de navigation évitent
les collisions et permettent de converger vers la destination mais ne respectent pas les
contraintes du contrôle aérien (vitesse limite, trajectoire lissée, contraintes temporelles).
L’algorithme utilise l’analogie de propagation de la lumière qui est déviée lorsqu’il
change de région avec un indice de réfraction diﬀérent. Chaque avion évolue à vitesse
variable dans un plan et on suppose que chaque avion connaît la position de ses voisins.
La trajectoire optimale de l’avion peut être déterminée par une technique de lancer de
rayons. Le premier rayon qui atteint la destination depuis le point de départ de l’avion
correspond à une approximation de la géodésique. La direction des rayons à lancer est
réduite par la trajectoire fournie par une méthode de fonction de navigation.
Conclusion sur la résolution de conﬂits La résolution de conﬂits est une activité
dans laquelle la génération de traﬁc est importante puisqu’il faut du traﬁc pour tester
de nouvelles méthodes de résolution de conﬂits ou entraîner les contrôleurs. Cependant,
le sujet reste la résolution de conﬂits et non la génération de traﬁc. C’est pourquoi
certains auteurs comme [Huseby, 2007] proposent une représentation simpliﬁée de
l’environnement alors que [Chaloulos, Crück et Lygeros, 2010] proposent un
générateur de traﬁc (et simulateur) plus complet. Tester des méthodes de résolution de
conﬂits sur un traﬁc simpliﬁé pourrait poser problème mais ce n’est pas ce qui nous
intéresse dans cet état de l’art. Ce qui importe ici c’est de constater la diversité des
modèles existants qui est d’autant plus ﬂagrante puisque les auteurs n’étudient pas ces
modèles. C’est l’occasion de constater l’utilisation de modèles pratiques mais trop simples
pour être utilisés dans des cas typiques de génération de traﬁc (comme la formation des
pilotes où de contrôleurs) et de donner une borne inférieure pour comparer les diﬀérents
modèles.
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1.2.2.6 Changement dynamique de modèles
[Xi et al., 2008] présentent un modèle de prédiction de trajectoire basé sur l’intention
et le plan de vol. Ces travaux sont basés sur ceux de [Yepes, Hwang et Rotea, 2007]
qui permettent de choisir le modèle mathématique utilisé pour prédire une trajectoire
parmi deux modèles existants. [Xi et al., 2008] améliorent cette méthode en proposant
trois modèles supplémentaires pour avoir ﬁnalement les six modèles suivants :
• Vitesse constante ;
• Virage constant ;
• Accélération constante ;
• Singer (modèle de Markov du premier ordre) ;
• Singer adaptatif ;
• Montée (ou descente) constante.
L’avion évolue en fonction temps dans un espace en 3D mais chacun de ces modèles
est caractérisé par son nombre de dimensions. Le modèle virage constant est un modèle
2D, montée constante est un modèle 3D et les autres sont des modèles à une dimension.
En fonction des situations passées de l’avion et de sa situation courante le modèle
jugé le plus adapté est choisi. Ce choix est basé sur des heuristiques simples ce qui permet
de générer du traﬁc sans l’intervention d’humains. Par exemple, si l’avion est en train
de monter on lui appliquera le modèle montée constante, s’il est en train de tourner, le
modèle virage constant. Pouvoir changer de modèle dynamiquement permet de ne faire
des calculs complexes que lorsque cela est réellement important tout en restant réaliste.
1.2.2.7 Conclusion sur les modèles
Tous les modèles sont basés sur des formules mathématiques pour calculer le déplace-
ment des avions. Beaucoup d’entre eux utilisent la mécanique du point et des modèles
standard à 3 (ou plus) degrés de libertés. Les autres ne précisent pas le modèle utilisé.
[Karelahti, Virtanen et Öström, 2008] proposent une approche qui permet de
trouver les paramètres du modèle. D’autres modèles comme ceux de [Crespo Moreno
et al., 2013], [Gillet, Nuic et Mouillet, 2010] ou [Chaloulos, Crück et Lygeros,
2010] utilisent une base de données préexistante qui contient une partie de ces paramètres.
Le problème est que ces paramètres sont théoriques et la façon dont les avions volent
dans la réalité est diﬀérente.
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1.2.3 Plateformes de simulations
Dans cette partie, nous allons présenter des plateformes de génération de traﬁc qui
ont des fonctionnalités plus larges que le simple modèle. Elles incluent des outils de
visualisation, des scénarios ou des acteurs humains.
1.2.3.1 Traﬁc existant avec peu de modiﬁcations
Quand le potentiel de modiﬁcations du traﬁc est très faible il est possible de baser
fortement le traﬁc généré sur du traﬁc existant. C’est le cas pour [Krozel et al., 2001] qui
présentent trois méthodes pour résoudre les conﬂits entre les avions : deux décentralisées
et une centralisée. La ﬁgure 1.5 présente les deux critères utilisés :
• La stabilité, déﬁnie par l’eﬀet domino, c’est-à-dire le nombre de conﬂits créés par
la tentative de résolution de conﬂit originaux (voir formule : équation 1.1)
• L’eﬃcacité qui est déﬁnie par les coûts engendrés (principalement à cause du
carburant) par le changement de trajectoire dû à la résolution du conﬂit.
Stabilité = card(S1)/card(S2)(voir diagramme 1.5 pour S1 et S2) (1.1)
Figure 1.5 – Eﬀets de la résolution des conﬂits selon [Krozel et al., 2001]
La méthode centralisée est une implémentation de la méthode itérative Space-Time
Flow décrite dans [Chiang et al., 1997] qui cherche à identiﬁer des groupes d’avions en
conﬂit et, pour chaque groupe et pour chaque avion, à essayer de changer itérativement
le cap de l’avion de 2 degrés jusqu’à ce que le conﬂit disparaisse. Le résultat dépend évi-
demment de l’ordre dans lequel les avions sont traités et c’est pourquoi 100 permutations
aléatoires sont essayées parmi lesquelles la meilleure est choisie.
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Les deux stratégies décentralisées ont en commun le fait qu’elles soient basées sur un
changement de cap et sur le choix de résoudre le conﬂit en passant devant ou derrière
l’avion en conﬂit. La première stratégie décentralisée est baptisée « myope » car les
avions ne tentent de résoudre les conﬂits qu’avec l’avion qui est le plus proche (proche du
travail de [Huseby, 2007]) et en choisissant de passer « devant » ou « derrière » l’avion
avec lequel ils sont en conﬂit selon ce qui change le moins son cap actuel. La deuxième
stratégie dite de prévision choisit « devant » ou « derrière » selon ce qui crée le moins de
conﬂits par la suite.
Le simulateur utilisé génère du traﬁc aléatoire sur un seul plan (altitude constante) à
vitesse constante et comme les changements appliqués aux trajectoires originelles sont
uniquement des changements de cap le simulateur n’a pas besoin de générer du traﬁc
inédit pour rester réaliste et mesurer la stabilité et l’eﬃcacité des méthodes présentées.
Déﬁnition 1.8. Un traﬁc est inédit s’il n’est pas du rejeu de traﬁc déjà observé.
Dans la continuité du travail de [Villiers, 2004] le travail de [ETH, 2014] n’impacte
les trajectoires que sur leur vitesse et conserve donc les trajectoires d’origine sans créer
de trajectoires inédites. Les changements sont si faibles que le traﬁc généré sera au moins
aussi réaliste que le traﬁc de base. L’objectif de ces travaux est de montrer à quel point
un changement minime de vitesse (qualiﬁée de subliminale car on la remarque à peine)
permet d’éviter les conﬂits entre avion. Le recuit simulé et les processus markoviens sont
ensuite utilisés pour explorer l’espace des solutions existantes.
[Oaks et Paglione, 2002] présentent un mécanisme de création de conﬂits qui
peut être utilisé pour la création d’exercices résumés dans la ﬁgure 1.6. Comme [ETH,
2014], ils proposent d’accélérer ou de ralentir les avions dans la méthode qu’ils appellent
« compression/décompression temporelle » puisque cela a pour conséquence de diminuer
ou d’augmenter le temps de vol de l’avion. Ils ajoutent à cela la possibilité de décaler le
décollage de l’avion. Les deux méthodes ont pour conséquence de modiﬁer les heures de
passage de l’avion aux points de sa trajectoire sans modiﬁer la trajectoire elle-même.
L’utilisation de traﬁc existant et la modiﬁcation d’un seul paramètre des avions qui
le compose modiﬁe suﬃsamment peu le traﬁc pour que le réalisme soit assuré mais ne
permet pas la génération de traﬁc inédit (c’est-à-dire n’ayant jamais existé auparavant).
Cela permet d’éviter d’avoir à concevoir un modèle de performance et, du fait du peu de
calcul à réaliser, facilite le passage à l’échelle.
1.2.3.2 Traﬁc totalement inédit
Quand l’application est plus complexe il faut un simulateur plus complet. [Mayer,
2003], [Sáez, 2012] et [Canino et al., 2012] présentent une architecture similaire
basée sur la création d’un modèle de performance avion et l’écriture d’un scénario qui
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Figure 1.6 – Compression temporelle
doivent, tous deux, être écrits à l’avance. Cette architecture permet la génération du
traﬁc innovant sans intervention humaine. [Sáez, 2012] présente un ensemble de logiciels
qui permettent de valider des nouvelles procédures de décollage et d’atterrissage. Cela se
base sur la création d’un modèle de performance avion et d’un autopilote. Les deux se
font itérativement : au départ le modèle est vide et on cherche à le faire coller à la réalité
en comparant visuellement et mathématiquement les trajectoires réelles et les trajectoires
simulées avec JSBSim avec les mêmes conditions initiales. JSBSim est un simulateur
qui utilise des modèles de performance pour générer du traﬁc et est basé sur un modèle
mathématique à 6 degrés de liberté. Le logiciel STGT (Simulated Trajectory Simulation
Tool) permet de traduire une procédure créée par l’outil de validation de procédure en
une suite d’événements qui peuvent être donnés à JSBSim pour ﬁnalement générer du
traﬁc.
[Mayer, 2003] présente un générateur qui utilise la logique métier du monde de
l’aviation pour permettre la génération rapide et eﬃcace (plusieurs milliers de vols par
secondes) de traﬁc. Le vol est divisé en 10 phases qui modélisent les diﬀérentes phases du
cycle de vie d’un vol. Pour chaque avion il faut le modèle de performance qui précise,
entre autres, les capacités d’accélération, de vitesse, de taux de montée/descente. Le
langage SLX (Simulation Language with eXtensibility [Wolverine, 2016]) sert à décrire
le scénario et la trajectoire.
[Canino et al., 2012] propose une simulation multi-agent en temps réel ou cinq
acteurs du monde du contrôle aérien sont agentiﬁés : les avions, les contrôleurs, la météo,
les espaces aériens et la compagnie aérienne. Ces agents peuvent s’échanger des messages
qui vont déclencher une réaction chez les autres agents. Ces réactions sont mises en place
grâce à des plans qui forment ensemble le scénario de la simulation. Il faut donc déﬁnir un
plan pour chaque agent de la simulation. Les plans peuvent aussi déﬁnir des « stratégies
de séparation » qui permettent aux agents avions de négocier pour résoudre des conﬂits.
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La résolution de conﬂit est un cas d’application courant des générateurs de traﬁc
d’avion. [Paielli, 2013] déﬁnit un conﬂit à partir de 3 paramètres : l’angle de croisement,
la séparation minimum entre deux avions et la vitesse des avions. La résolution d’un
conﬂit est réalisée en jouant sur l’altitude et la vélocité verticale. La trajectoire est
calculée par le logiciel TSAFE et est constituée d’une série de segments de trajectoires
de types diﬀérents : qui vont tout droit ou qui tournent ou qui montent. Cette façon de
représenter une trajectoire, en une suite de segments entrecoupés de portions courbes se
retrouve dans [Delahaye et al., 2014] 5 et semble être une simpliﬁcation acceptable.
Le modèle est capable de fonctionner en temps accéléré pour permettre de visualiser
rapidement les manœuvres de résolution de conﬂit.
Le passage à l’échelle n’est pas vériﬁé dans ce travail et le seul exemple de simulation
se limite à deux avions. Le réalisme de la simulation est un objectif et pour cela un
délai de quelques secondes est pris en compte avant qu’un avion eﬀectue la manœuvre
d’évitement de conﬂit pour prendre en compte le temps de réaction du pilote. Mais les
trajectoires obtenues s’éloignent des trajectoires réalistes car la génération automatique
de trajectoires ne « bruite » pas les trajectoires (pas des prise en compte des incertitudes
dues au comportement du pilote par exemple) ce qui donne des trajectoire peu variées.
De plus, la simulation ne prend pas en compte la force du vent. L’auteur ne propose
pas une interface pour des non informaticiens ce qui limite le nombre d’utilisateurs. La
plate-forme de génération de trajectoires proposée se concentre sur la description de
conﬂit entre deux avions et est facilitée par la déﬁnition d’un langage dédié qui exige une
expertise pour le manipuler. La visualisation des conﬂits est explicitée par des schémas
mais l’aspect interaction et évaluation par les experts ne sont pas explicitées dans l’article.
5. « Aircraft trajectories are mainly made of straight lines and arcs of circles », une traduction : « Les
trajectoires d’avion sont principalement faites de droites et d’arc de cercle »
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1.2.4 Conclusion sur la génération de traﬁc
Les tableaux 1.1 et 1.2 récapitulent les caractéristiques des modèles et des simulateurs
utilisés pour la génération de traﬁc.
Tableau 1.1 – Tableau récapitulatif des caractéristiques de modèles
[Carre-
tero, Nieto
et Cordón,
2013]
[Kare-
lahti,
Virtanen
et Öström,
2008]
[Rodri-
guez, 2003]
[Gillet,
Nuic et
Mouillet,
2010]
Plan de vol facultatif non oui non non
Modèle mathématique PMMa PMM nonb TEMc
Modèle métier uniqued rétro-simu nonb BADA
Scénario oui non complexe oui
Humains obligatoires non non non oui
Altitude variable oui oui oui oui
Vitesse variable oui oui oui oui
Virage possible oui oui oui oui
[Chalou-
los, Crück
et Lygeros,
2010]
[Huseby,
2007]
[Dougui et
al., 2010]
[Xi et al.,
2008]
Plan de vol facultatif non oui oui non
Modèle mathématique PMM simple simple variable
Modèle métier BADA non simple unique
Scénario non oui non non
Humains obligatoires non non non non
Altitude variable non non non oui
Vitesse variable non non oui oui
Virage possible non non oui oui
a Point Mass Model : mécanique du point. Voir [Weitz, 2015] pour plus de précisions.
b inclus dans le scénario
c Total Energy Model. Voir [Nuic et al., 2005] pour plus de précisions.
d le même modèle métier est utilisé pour tous les avions
Sur 8 modèles, 5 ne peuvent pas se passer du plan de vol (ou de l’équivalent dans
leur environnement) et seul celui de [Karelahti, Virtanen et Öström, 2008] associe
cette caractéristique avec un environnement virtuel en 3 dimensions. Les simulateurs
sont un peu plus ﬂexibles puisque, sur les 5 étudiés, 3 peuvent se passer de plan de vol.
Cependant aucun d’entre eux ne permet d’emprunter des routes inédites (c’est-à-dire qui
ne sont pas pré-saisies avant la simulation). Le besoin du plan de vol vient du fait que les
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générateurs de traﬁc ont besoin de points de passages discrets pour calculer l’ensemble
de la trajectoire. Cela oblige à préciser un plan de vol pour chaque avion qui doit être
simulé et demande donc plus de travail au créateur du scénario.
Nous avons divisé les mouvements que les avions pouvaient eﬀectuer en 3 critères :
l’altitude des avions est-elle variable ? La vitesse est-elle variable ? L’avion peut-il tourner ?
La plupart des modèles/simulateurs valident tous ces critères mais certains, comme
[Chaloulos, Crück et Lygeros, 2010] ne permettent aux avions que de se déplacer en
ligne droite dans un plan d’altitude constante. Certaines simulations qui ont un objectif
très spéciﬁque peuvent se permettre d’introduire des limitations dans les mouvements
des avions mais une simulation générique doit permettre tous les types de mouvements.
Beaucoup de modèles et simulateurs ont besoin d’un scénario. Il peut être plus ou
moins complexe mais il est logique d’avoir au moins besoin de préciser les heures de
décollage (ce qui représente le scénario minimum). Les systèmes présentés qui n’ont pas
besoin de scénario fonctionnent en modiﬁant un enregistrement de traﬁc déjà existant ou
bien en générant le scénario à la demande. Il est souvent nécessaire de préparer plusieurs
scénarios pour vériﬁer une propriété métier ou pour préparer un exercice de formation,
ainsi, plus le scénario est facile à créer plus sa création est rapide ce qui est un avantage
non négligeable. Or, la plupart des scénarios demandent beaucoup de temps pour être
créés.
La présence d’humains dans une simulation est souvent un moyen de déﬁnir un scénario
implicite en expliquant aux humains ce qu’ils doivent faire pendant le déroulement de la
situation. De plus cela donne un certain niveau d’adaptabilité à la situation puisqu’il est
possible de décrire la simulation aux humains avec une vision plus haut-niveau. Cette
méthode, bien qu’eﬃcace, nécessite d’avoir des participants disponibles ce qui n’est pas
toujours le cas et limite grandement la fréquence des simulations.
Certains articles donnent des précisions concernant le nombre d’avions qui peuvent
être gérés en même temps. Cela va de quelques avions (nous supposons une dizaine)
pour une simulation dans [ETH, 2014] à plusieurs milliers par seconde dans [Mayer,
2003]. La quantité d’avion qui doit être gérée en même temps dépend grandement du
cadre d’application et nous nous ﬁxons comme objectif de gérer au minimum 100 avions
simultanément et en temps réel ce qui correspond à la gestion de plusieurs secteurs
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aériens.
Tableau 1.2 – Tableau récapitulatif des caractéristiques de simulateurs
[Krozel et al.,
2001]
[ETH, 2014] [Oaks et Pa-
glione, 2002]
Plan de vol facultatif oui non oui
Scénario oui oui non
Humains obligatoires non non non
Environnement plan 4D 4D
Altitude variable non oui oui
Vitesse variable non oui oui
Virage possible oui oui oui
Traﬁc modiﬁé modiﬁé modiﬁé
Modif. du traﬁc original cap vitesse vitesse, heure
Échelle 80 vols « multiple » N/A
Modèle de performance aucun oui copie
Prise en compte du vent non oui Oui a
Modèle mathématique STD oui copie
Routes inédites oui non non
[Mayer, 2003] [Canino et al.,
2012]
Plan de vol facultatif non oui
Scénario oui oui
Humains obligatoires non oui
Environnement 4D 4D
Altitude variable oui oui
Vitesse variable oui oui
Virage possible oui oui
Traﬁc inédit (pré-écrit) routes pré-
déﬁnies
Modif. du traﬁc original N/A N/A
Échelle 1000 vols/s pas de résultats
Modèle de performance BADA . . . inconnu
Prise en compte du vent non non
Modèle mathématique TEMb PMMc
Routes inédites non non
a peut être incohérent
b Total Energy Model
c Point Mass Model : mécanique du point
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1.3 Apprentissage automatique
La notion d’apprentissage dépend du domaine ( [Legg et Hutter, 2007]). Si l’on
considère par exemple les déﬁnitions de [Hong, 1994] et de [Michalski, 1993] « L’ap-
prentissage est le fait de construire ou de modiﬁer la représentation de l’expérience » 6.
Tout système d’apprentissage a au moins deux fonctionnalités : il est capable d’apprendre
et il peut être interrogé [Mitchell, 2006]. Sémantiquement parlant, il n’est pas néces-
saire qu’un système soit « interrogeable » pour qu’il puisse être qualiﬁé d’apprenant mais
comme il est assez peu utile d’apprendre sans pouvoir utiliser les connaissances apprises
il est courant de considérer que les deux vont de pair.
Nous parlons de moteur d’hypothèses pour la partie qui se charge d’apprendre (au
sens le plus strict du terme) à partir d’exemples fournis en entrée. Ces exemples peuvent
être étiquetés par un moteur d’étiquettes qui est capable de « juger » l’exemple. Le
moteur d’étiquettes est souvent une table de correspondances créée par un être humain
qui aura pris soin d’étiqueter à la main chacun des exemples connus avec la réponse
associée, dans ce cas le moteur d’étiquettes sera inutile en dehors des exemples prédéﬁnis.
Une étiquette peut représenter une information très variée alliant une information
qualitative (bien, pas bien, vrai, faux, oiseaux, mésange, paysage, voiture, ...) à une
information quantitative (-1, 0, 1.25, ...) qui désigne le poids de cette information. Le
poids peut parfois servir à désigner la conﬁance en cette information. La présence d’une
étiquette est spéciﬁque aux méthodes d’apprentissages supervisées et leur absence signale
qu’il s’agit d’une méthode non-supervisée.
Une fois que l’exemple est traité par le moteur d’hypothèses grâce à un algorithme
spéciﬁque, les données correspondantes (qui dépendent de l’algorithme) sont stockées
dans une base d’hypothèses. Notons que le mot hypothèse est utilisé au sens large et
qu’une hypothèse peut prendre des formes très diverses selon l’algorithme d’apprentissage.
Nous appelons la partie interrogée du système le moteur de questions. Il prend
en entrée une question qui est, en général, du même type que les exemples donnés au
moteur d’hypothèses. Ensuite, il utilise la base d’hypothèses et un algorithme interne
pour trouver la réponse associée. Dans le cas d’un algorithme d’apprentissage supervisé,
les réponses seront souvent du même type que les étiquettes données en entrée.
Certains algorithmes d’apprentissage comme les algorithmes d’apprentissage par
renforcement fonctionnent grâce à un mécanisme de retour d’expérience (feedback) et
doivent appliquer leur réponse dans un environnement réel ou simulé grâce à un moteur
d’exploitation pour obtenir ce retour. Le fait que les moteurs d’hypothèses et de
questions alternent entre l’utilisation et la modiﬁcation de la base d’hypothèses est
6. Dans l’anglais original : « Learning is constructing or modifying representations of what is being
experience »
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caractéristique des algorithmes d’apprentissages en-ligne par opposition à ceux qui sont
hors-ligne et qui séparent nettement ces deux phases.
Nous avons donc identiﬁé cinq composants dont un sous-ensemble forme un algorithme
d’apprentissage :
• moteur d’hypothèses,
• moteur d’étiquettes,
• base d’hypothèses,
• moteur de questions,
• moteur d’exploitation.
Dans la suite de cette partie nous allons étudier des algorithmes d’apprentissage et
identiﬁer quels sont les composants présents et leur spéciﬁcité pour chaque algorithme.
1.3.1 Systèmes experts
Selon [Welbank, 1983] « un système expert est un programme qui a une grande
base de connaissances dans un domaine spéciﬁque, et qui utilise un système d’inférences
complexe pour eﬀectuer des tâches qu’un expert humain pourrait accomplir ». En 2002,
[Metaxiotis, Askounis et Psarras, 2002] déclarent que les systèmes experts sont
utilisés dans l’industrie pour résoudre les problèmes d’ordonnancement et de planiﬁcation.
Par exemple, [Airtopsoft, 2016] est un logiciel qui permet de déﬁnir le comportement
des avions dans la simulation grâce à un jeu de règles que l’utilisateur doit déﬁnir
lui-même.
Un système expert n’est pas vraiment capable d’apprendre. C’est néanmoins une bonne
introduction puisqu’il s’agit d’un système contenant seulement un moteur de questions,
appelé système d’inférences dans ce contexte, sans avoir de moteur d’hypothèses. La
base d’hypothèses, appelée en général base de connaissances dans ce contexte, est déjà
existante.
La base de connaissances existe en général sous la forme de règles de production
(« Si X alors Y ») et peut utiliser plusieurs types de logiques :
• la logique d’ordre 0 (des propositions),
• la logique d’ordre 1 (des prédicats),
• la logique d’ordre N,
• la logique ﬂoue, cela implique l’ajout d’une valeur de probabilité à chaque fait pour
représenter la probabilité que ce fait soit eﬀectivement vrai (ou faux),
• les ontologies (avec les méthodes d’inférences associées).
Tous les systèmes d’inférences ont pour but de donner un résultat même s’il n’est
pas toujours possible d’en avoir un qui soit pertinent ( [Hayes-Roth, 1985]). Pour cela
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le moteur d’inférences rajoute temporairement des règles dans la base de connaissances
jusqu’à obtenir un résultat. Un système d’inférences peut être basé sur diﬀérents principes :
• Chaînage avant qui consiste à appliquer la règle du modus ponens pour enrichir la
base de connaissances.
• Chaînage arrière qui permet de rechercher les antécédents possibles d’un objectif.
C’est le mécanisme d’inférence du langage Prolog.
• Système d’inférences sur la logique ﬂoue. Le système d’inférences doit prendre
en compte les valeurs de probabilité pour arriver à une ou plusieurs conclusions
qui auront chacune une valeur de probabilité. Un systèmes qui utilise la logique
ﬂoue est celui de diagnostic médical MYCIN présenté par [Edward H Shortliffe
et Buchanan, 1975] et analysé plus en détail par [Buchanan, Edward Hance
Shortliffe et al., 1984].
Les performances de ces systèmes peuvent vite se dégrader à cause de la combinatoire.
C’est pour cela que les règles de production sont souvent utilisées car, si on accepte de
simpliﬁer le processus en s’arrêtant à la première règle qui est vraie, alors on peut réduire
de beaucoup le temps de calcul. De plus, si les règles utilisent des variables, alors plus
elles sont nombreuses plus l’étape d’uniﬁcation prendra du temps.
Les avantages théoriques des systèmes experts par rapport aux experts humains sont
évidents : ils sont toujours disponibles, répondent toujours la même chose et ne négligent
pas d’information par erreur ; il est même possible de fusionner les connaissances de
plusieurs experts dans une même base de connaissances. Cependant ces avantages partent
du principe que la conversion de connaissances humaines en règles informatiques a été
faite avec succès. Or c’est une tâche très diﬃcile et c’est la principale limite de ce type
de système.
Dans les parties suivantes nous allons nous intéresser à des systèmes qui possèdent à
la fois un moteur d’hypothèses et un moteur de questions.
1.3.2 Apprentissage supervisé
L’apprentissage supervisé est probablement celui qui est le plus facile à comprendre.
Le moteur d’étiquettes est capable d’associer une réponse à chaque exemple de l’ensemble
X. Les exemples de X sont passés à l’entrée du moteur d’hypothèses qui construit la
base d’hypothèses en conséquence. Le moteur de questions peut ensuite utiliser cette base
d’hypothèses pour trouver la réponse associée à un exemple qui n’appartient pas à X.
Quel que soit le nombre d’exemples donnés en entrée il existe toujours plusieurs façons
(une inﬁnité en fait) d’apprendre. Il s’agit de faire un compromis entre une représentation
simple et parfois fausse et une autre, complexe et toujours juste [Russell et al., 2003].
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La décorrélation entre l’utilisation du moteur d’hypothèses et du moteur de questions
fait que cet apprentissage est traditionnellement utilisé hors-ligne.
1.3.2.1 Arbres de décisions
L’inférence d’arbre de décisions a été introduite par [Breiman et al., 1984] et
[Quinlan, 1986] avec des algorithmes portants les noms CART et ID3. Cette méthode
d’apprentissage consiste à donner au moteur d’hypothèses un certain nombre d’exemples
avec des attributs et une étiquette correspondant à la réponse associée à l’exemple. En
fonction, des attributs le moteur d’hypothèses aﬃne l’arbre existant pour prendre en
compte les nouveaux exemples.
Ainsi, si le premier exemple est étiqueté avion et qu’il a pour attributs aile et réacteur
alors l’arbre créé aura deux nœuds, le premier qui dira aile est vrai et le deuxième qui
dira réacteur est vrai. Un deuxième exemple étiqueté oiseau avec aile et plume modiﬁera
l’arbre pour qu’il soit comme dans la ﬁgure 1.7. L’exemple donné est très simple car il
utilise la logique du premier ordre mais n’importe quelle logique peut être utilisée et
les nœuds utiliseront alors des formules comme aile = plume ou aile = metal ce qui
permettrait d’arriver à une réponse en moins de nœuds.
Figure 1.7 – Exemple d’arbre de décision
Le moteur de questions est ensuite capable de parcourir les formules logiques de
l’arbre pour n’importe quel exemple donné en entrée. Si le nombre d’exemples est
insuﬃsant alors la réponse peut être erronée. Par exemple, l’exemple missile avec réacteur
comme paramètre ne pourra pas être classiﬁé par l’arbre de la ﬁgure 1.7. De plus, si les
exemples avaient été donnés dans l’ordre inverse alors le premier nœud correspondrait
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à « réacteur ? » et un « vrai » mènerait à « avion » alors qu’un missile n’est bien
évidemment pas un avion.
Selon la méthode de construction de l’arbre l’ordre des exemples est plus ou moins
important et il s’agit donc de veiller à avoir une méthode robuste ainsi qu’à utiliser un
nombre suﬃsant d’exemples pour que l’arbre soit complet et ﬁable.
1.3.2.2 k-plus proches voisins
[Duda, Hart et al., 1973] présentent l’algorithme des k-plus proches voisins qui
fait partie de la famille des algorithmes de classiﬁcation. Il suﬃt de donner au moteur
d’hypothèses un certain nombre d’exemples correctement étiquetés avec la bonne classe
qui seront stockés dans la base d’hypothèses tels quels. Ensuite quand une question est
posée au moteur de questions, il ordonne les exemples de la base d’hypothèses en fonction
de la distance avec l’exemple de la question et répond avec la classe la plus fréquente
parmi les k premiers. Cela pose une contrainte sur les exemples : à savoir qu’il faut être
capable de les ordonner pour pouvoir appliquer cet algorithme.
Le ﬁgure 1.8 présente un exemple d’application où de nombreux exemples à deux
dimensions étiquetés « carré rouge » et « rond blanc » ont été fournis au moteur
d’hypothèses et où la question concerne le point situé au centre du cercle. Avec k = 7 la
réponse est « carré rouge ».
Figure 1.8 – Exemple d’application des k-plus proches voisins avec k = 7
Avec cet algorithme la grande question est : comment choisir la valeur de k ? Plus
le nombre est grand plus on se base sur un large échantillon et qui sera donc plus juste
en moyenne. Cependant si cet échantillon est trop grand alors les derniers exemples
considérés peuvent être très éloignés et faire pencher la balance vers la mauvaise réponse.
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Ordonner l’ensemble des exemples peut devenir une opération très coûteuse en temps
s’il y a de nombreux d’exemples dans la base d’hypothèses. Il y a des moyens pour éviter
certaines comparaisons inutiles en stockant les exemples dans une structure de données
adapté [A. Belaïd et Y. Belaïd, 1992]. Une autre méthode consiste à ne pas ajouter
un exemple dans la base lorsqu’il est trop proche d’un autre exemple déjà présent mais
de se contenter d’augmenter le poids de l’exemple déjà présent qui comptera donc pour
deux voisins.
Cet algorithme est très parlant visuellement et est assez simple à implémenter. Mais
le fait d’être contraint d’avoir une fonction de distance potentiellement gourmande et de
choisir k de façon plutôt arbitraire peut le rendre assez lent s’il doit rester ﬁable.
1.3.2.3 Algorithmes génétiques
Les travaux de [Alliot et al., 1993] montrent un exemple d’utilisation des algorithmes
génétiques dans le milieu du contrôle aérien. L’objectif est de résoudre les conﬂits entre
les avions en appliquant les méthodes évolutives de ces algorithmes. [Hu et Di Paolo,
2009] utilisent les mêmes méthodes pour planiﬁer l’ordre d’atterrissage des avions sur les
aéroports.
L’idée de départ des algorithmes génétiques nous vient de [Holland, 1975] et consiste
à se baser sur la façon dont les être vivants évoluent. Au départ il y a un ensemble de gènes
qui représentent chacun l’expression d’un caractère. Ces gènes peuvent changer suite à
des stimuli externes et faire que l’individu sera plus (ou moins) adapté. Ici, l’adaptation
est jugée par une fonction d’évaluation qui permet de comparer les gènes de deux
individus et la modiﬁcation des gènes est, en général, représentée par deux opérations :
la mutation et le croisement.
La première génération, c’est-à-dire les individus de départ, est souvent générée au
hasard et parfois à l’aide d’une autre heuristique ou d’un autre algorithme d’apprentissage.
Ensuite le processus de l’algorithme génétique peut véritablement commencer.
La première étape consiste à évaluer l’ensemble des individus de la génération
courante en utilisant la fonction d’évaluation. Cette fonction peut être basée sur une
heuristique ou sur le résultat que donnent ces individus face à un jeu de tests. La qualité
de cette fonction est primordiale puisque c’est elle qui guide l’algorithme vers une solution,
de ce fait elle est parfois très coûteuse et nécessite de nombreux calculs et/ou simulations
[Nelson, Barlow et Doitsidis, 2009].
La deuxième étape consiste à sélectionner les individus de la génération qui serviront
de base à la nouvelle génération. Les individus ayant le plus haut score avec la fonction
d’évaluation sont sélectionnés. Certains algorithmes génétiques utilisent la sélection par
tournoi où les individus sont séparés en groupes pour garder le meilleur individu de chaque
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Figure 1.9 – Plusieurs méthodes de croisement
(a) Croisement à un point (b) Croisement à deux points
(c) Croisement multi-point (d) Croisement irrégulier, avec la
particularité que les enfants n’ont
pas la même taille que les parents
groupe [Filipović, 2012]. D’autres utilisent une fonction d’évaluation qui change en
fonction du temps et des individus [Potter et De Jong, 2000], on parle de co-évolution.
La troisième étape va créer de nouveaux individus. Soit en faisant muter un gène
de l’individu [Kauffman et Smith, 1986], soit en croisant deux individus, soit les
deux en même temps. La mutation consiste à changer un seul gène en un autre gène. Le
croisement consiste à faire deux individus enfants C et D en prenant aléatoirement une
partie des gènes des parents A et B. Plusieurs méthodes de croisement sont présentées
dans la ﬁgure 1.9.
La quatrième et dernière étape consiste à remplacer la génération courante par une
nouvelle génération en gardant les individus générés à l’étape précédente ainsi qu’un petit
nombre d’individus aléatoires pour éviter la « consanguinité » qui pourrait empêcher
l’algorithme d’explorer des pistes prometteuses mais qui n’apparaissent pas comme telles
pour le moment.
Les algorithmes génétiques sont souvent considérés comme une catégorie à part
d’algorithmes d’apprentissage. En eﬀet, à première vue, ils ne nécessitent pas d’exemple
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pour apprendre, seulement une fonction d’évaluation pour évaluer la qualité d’un modèle.
Pour comprendre, il faut voir les choses à un niveau diﬀérent : un individu n’est pas un
exemple, c’est la population entière qui est un exemple et qui est donnée en entrée au
moteur d’hypothèses qui sélectionne et crée de nouveaux individus qui vont être testés
par le moteur d’étiquettes.
Les algorithmes génétiques ont l’avantage de ne pas nécessiter de connaître la bonne
réponse puisqu’il suﬃt de guider la recherche dans la bonne direction. Ils ont le désavantage
de nécessiter une fonction d’évaluation ainsi que de nombreuses générations (et donc
beaucoup de temps). De plus, ils ne se terminent pour ainsi dire jamais, puisqu’on ne
sait pas quand (et si) la meilleure solution est trouvée. On se contente donc en général
de la meilleure solution trouvée en un temps donné.
1.3.2.4 Réseaux de neurones artiﬁciels
Dans le milieu du contrôle aérien les réseaux de neurones artiﬁciels sont par exemple
utilisés par [Dia, 2001] pour faire de la prévision de traﬁc à court terme. L’apprentissage
porte sur une seule section de route aérienne aux alentours de Brisbane en Australie.
Il arrive à prédire la trajectoire de l’avion sur les 15 prochaines minutes avec 95% de
réussite.
Comme les algorithmes génétiques, les réseaux de neurones s’inspirent de la nature.
C’est le cerveau qui est la source d’inspiration pour ce type d’algorithme et plus particu-
lièrement, vous l’aurez deviné, les neurones. Les neurones forment un réseau complexe
dans le cerveau et si un neurone est suﬃsamment stimulé par un de ses voisins alors il
émettra une impulsion électrique qui pourra à son tour stimuler d’autres neurones et
ainsi de suite.
Nous savons que les humains et les animaux sont capables d’apprendre et de retenir
des informations à l’aide de leur cerveau. C’est sur ces bases que [Rosenblatt, 1958]
présente le perceptron. Il y a de nombreuses applications des réseaux de neurones mais
nous nous limitons ici à son application supervisée la plus simple : le perceptron.
Comme son homologue biologique le cerveau, un réseau de neurones contient des
neurones connectés les uns aux autres. Toute la spéciﬁcité réside dans la topologie du
réseau et dans la façon dont ils s’activent. Théoriquement un réseau de neurones est un
moteur de questions, il n’est donc pas capable d’apprendre par lui-même. Pour qu’il
puisse apprendre il faut l’aide d’un moteur d’hypothèses qui construit le réseau hors-ligne.
Comme la structure d’un réseau de neurones est assez particulière il est préférable de
commencer à expliquer les fonctionnements du réseau déjà terminé, c’est-à-dire du moteur
de questions, pour ensuite aborder le fonctionnement du moteur d’hypothèses.
Étudié indépendamment (voir ﬁgure 1.10), un neurone possède un état σi, n entrées
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notées xi, i ∈ [0;n] possédant chacune un poids noté ωi,j (où i est l’indice du neurone
et j l’indice de l’entrée) et une sortie yi dont la valeur de sortie est déﬁnie par une
fonction de sortie g. Si σi est supérieur à un seuil prédéﬁni par le concepteur du réseau
de neurones alors le neurone s’active et envoie une impulsion au neurone suivant qui
s’activera peut-être, jusqu’à potentiellement atteindre un neurone de sortie.
Figure 1.10 – Un neurone i avec n variable d’entrées ayant chacune un poids ω et une
seule sortie
La fonction g est souvent la fonction de signe (g(x) = 1 si x > 0,−1 sinon) et l’état
du neurone est :
σi =
n∑
j=1
wijxi
Les réseaux de neurones de type perceptron ont en général plusieurs couches comme
montré dans la ﬁgure 1.11. La première est appelée couche d’entrée qui sert à lire les
données d’entrée. Chacun des neurones de cette couche n’a qu’une entrée (n = 1) et est
donc capable de prendre une seule valeur. Il faut donc autant de neurones dans cette
couche que de valeurs dans le vecteur d’entrée de l’algorithme. La dernière couche est
appelée couche de sortie et comprend un neurone pour chaque réponse possible qui pourra
(ou non) s’activer. Et un certain nombre de couches intermédiaires dites couches cachées
qui relient les neurones entre eux.
Après un choix arbitraire du poids des entrées (en général au hasard) pour chaque
neurone, il faut entraîner le neurone sur un ensemble d’exemples étiquetés (c’est donc de
l’apprentissage supervisé). Cet entraînement se fait grâce à un algorithme de retropropa-
gation de l’erreur [Rumelhart, Hinton et Williams, 1985]. En eﬀet, en connaissant la
sortie que devrait donner le réseau quand un exemple est passé en entrée, il est possible
de modiﬁer un peu les poids des entrées de chaque neurone pour converger vers un réseau
qui donnera les bonnes réponses. En passant tous les exemples les uns après les autres, le
réseau ﬁnit par converger vers les bons poids. À chaque exemple le réseau complet est
potentiellement modiﬁé et la nouvelle version est mise à jour dans la base d’hypothèses
pour le prochain pas d’entraînement.
Les réseaux de neurones actuels sont souvent beaucoup plus complexes que le percep-
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Figure 1.11 – Un réseau de neurones totalement connectés à 3 couches. En vert et
traitillé la couche d’entrée, en bleu et trait plein la couche cachée et en rouge et pointillé
la couche de sortie.
tron. Il peut y avoir un nombre de couches très élevé, des connexions entre des neurones
de couches non-adjacentes, un nombre de couches dynamiques ou encore des connexions
cycliques ( [LukošEvičIus et Jaeger, 2009]).
Les réseaux de neurones demandent souvent beaucoup de temps et d’exemples pour
être entraînés correctement. De plus, les poids ne sont jamais complètement stabilisés et
il est donc impossible de déclarer l’apprentissage comme terminé. De plus, une fois que le
réseau a donné sa réponse à une question, il est très diﬃcile de comprendre pourquoi
cette réponse a été donnée ce qui peut s’avérer gênant quand il faut justiﬁer les réponses
de l’algorithme.
1.3.3 Apprentissage non-supervisé
L’apprentissage non-supervisé diﬀère de l’apprentissage supervisé dans le sens où il
n’a pas de moteur d’étiquettes. C’est parfois dû à des considérations pratiques, à savoir
qu’il n’y a pas de données étiquetées disponibles. Mais le plus souvent c’est parce que la
nature du problème et la réponse cherchée diﬀèrent suﬃsamment pour utiliser ce type
d’algorithme. En général il s’agit d’algorithme de classiﬁcation (c’est-à-dire qui cherche
à dégager des sous-ensembles cohérents parmi des exemples) car ce type de problème
est particulièrement adapté à la non-supervision. Certains algorithmes sont totalement
non-supervisés et ne demandent aucune information ; d’autres demandent de connaître le
nombre de classes à apprendre.
Les algorithmes d’apprentissage non-supervisé ne sont pas capables de nommer ce
qu’ils apprennent. Dans de bonnes conditions ils sont capables d’apprendre à diﬀérencier
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des photos d’arbres et des photos de voiture mais ne pourront certainement pas les
nommer. Il faudra se contenter d’avoir des noms comme « concept 1 » ou « classe 2 » qui
pourront ensuite être renommé par des humains capables d’identiﬁer sémantiquement
ces concepts.
1.3.3.1 Algorithme des k-moyens
Cet algorithme à quelques points communs avec celui des k-plus proches voisins déjà
présenté puisqu’il calcule la distance entre deux exemples ainsi qu’un paramètre k ﬁxé.
En revanche le paramètre k est utilisé par le moteur d’hypothèses et pas par le moteur
de questions.
Le moteur d’hypothèses cherche à faire des groupes (« clusters ») avec les exemples
qui lui sont donnés. Les exemples n’ont pas besoin d’être étiquetés mais il faut dire au
moteur combien de groupes il doit essayer de dégager dans l’ensemble des exemples, c’est
ce que représente le k dans le nom de l’algorithme. D’après [Hartigan et Wong, 1979],
ce processus est élaboré en répétant les deux actions que sont l’allocation et le recentrage.
Tous les exemples sont donnés en une seule fois et ensuite le moteur d’hypothèses
débute son travail. Il choisit d’abord k exemples au hasard qui vont servir de points
moyens temporaires (un peu à la manière des pivots de l’algorithme de tri « quicksort »).
Chacun de ces points moyens est associé à une classe allant de 1 à k (voir 1.12a). La phase
d’allocation qui suit consiste à ajouter chaque élément à la classe qui a le point moyen le
plus proche (1.12b). Ensuite de nouveaux points moyens sont calculés au barycentre des
points de chaque classe, c’est le recentrage (voir 1.12c). Ces deux phases s’enchaînent
jusqu’à ce que les points moyens soient stables d’une fois à l’autre (voir 1.12d).
Ensuite tous les exemples sont associés à une classe et le moteur de questions peut
utiliser le même principe que pour les k-plus proches voisins pour répondre à une question.
La qualité du résultat obtenu par le moteur d’hypothèses dépend des points moyens
initiaux. Il se peut que certains points initiaux spéciﬁques donnent de mauvais résultats
(encore une similarité avec les pivots de « quicksort ») et que d’autres donnent d’excel-
lents résultats. [Arthur et Vassilvitskii, 2007] proposent de résoudre ce problème
en choisissant des points moyens de départ répartis uniformément sur l’ensemble des
exemples.
Le fait de ne pas savoir si le partitionnement trouvé est bon, le coût en performance
pour le moteur d’hypothèses (de nombreuses phases et de nombreuses comparaisons)
[Kanungo et al., 2002 ; Elkan, 2003] ainsi que le fait de devoir connaître k sont les
trois freins majeurs à l’utilisation de cet algorithme.
47
Figure 1.12 – Exemple de création des k-moyens (images de Weston Pace)
(a) Trois points moyens sont choi-
sis
(b) Chaque exemple est associé à
une classe
(c) Les points moyens sont recal-
culés
(d) Les étapes b et c sont répétées
jusqu’à ce que l’état soit stable
1.3.3.2 Analyse en composantes
L’Analyse en Composante Principale (ACP) est l’exemple le plus courant d’analyse
en composante. Le moteur d’hypothèses fait un travail de classiﬁcation qui commence
par essayer de réduire la dimension du problème en fusionnant les variables corrélées.
Chacun des n exemples x sert à construire la matrice de covariance Σ qui permet de
détecter la corrélation entre les variables. Les exemples sont ensuite projetés dans un
nouvel espace avec moins de dimensions. Le moteur de questions fonctionne ensuite de
la même façon que pour les k-moyens mais plus eﬃcacement puisqu’il travaille dans un
espace qui a été réduit.
L’analyse en composante principale est limitée dès lors que le nombre de dimensions
des exemples devient très grand et que la réduction du nombre de dimension est donc
pratiquement insigniﬁante. [Lu, Plataniotis et Venetsanopoulos, 2011] expliquent
que lemultilinear subspace learning résout cette diﬃculté mais reste sensible aux problèmes
des minimums locaux.
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1.3.4 Apprentissage par renforcement
L’apprentissage par renforcement a été utilisé par [Bazzan, 2008] et [Tumer
et Agogino, 2007] pour gérer, contrôler et optimiser le traﬁc. Ils n’abordent pas la
génération de traﬁc et se concentrent sur les améliorations des systèmes aériens existants
en dehors du cadre de la simulation.
La spéciﬁcité de l’apprentissage par renforcement réside dans son absence de connais-
sance a priori sur le domaine ( [Cornuéjols et Miclet, 2011]). Cela se transcrit par
un moteur d’hypothèses et un moteur de questions qui travaillent en même temps ce
qui fait de l’apprentissage par renforcement un apprentissage essentiellement en-ligne.
D’une certaine façon, chaque question posée au système est de la forme « Que faire
quand l’environnement est dans l’état Ei ? ». Au début il n’y a aucune connaissance
donc la réponse est souvent aléatoire. Quoi qu’il en soit, la réponse Ri est donnée au
moteur d’exploitation qui l’applique sur l’environnement. L’environnement est réel ou
simulé mais dans tous les cas la réponse a un eﬀet sur l’environnement (on considère que
l’absence d’eﬀet mesurable est un eﬀet en soi pour plus de simplicité) qui passe donc de
l’état Ei à l’état Ei+1.
Cet eﬀet est ensuite évalué et est renvoyé à l’entrée du moteur d’hypothèses qui peut
analyser le n-uplet (Ri,Ei,Ei+1, évaluation). Ce n-uplet est donc un exemple puisqu’il
est en entrée du moteur d’hypothèses. Nous en voulons pour preuve que si le n-uplet
était pré-enregistré et qu’il ne venait pas d’une exploitation récente de l’environnement
alors le système apprendrait la même chose. Cette dernière remarque montre d’ailleurs
qu’il est tout à fait possible d’imaginer un système très similaire à l’apprentissage par
renforcement qui fonctionnerait hors-ligne en examinant des exemples déjà existants.
Les algorithmes par renforcement proﬁtent du fait d’être en-ligne pour converger plus
rapidement vers une évaluation positive sans explorer le reste de l’espace des solutions
(voir [Watkins et Dayan, 1992] avec le Q-Learning).
Il reste à déﬁnir ce qu’est l’élément évaluation du n-uplet. Il s’agit d’une étiquette
associée à un exemple. L’exemple est constitué par les trois premiers éléments du n-uplet
qui signiﬁent « faire Ri dans l’état Ei mène à Ei+1 ». Le moteur d’étiquettes s’occupe
donc d’étiqueter cet exemple en lui associant une évaluation. C’est de ce paramètre
que l’apprentissage par renforcement tient son nom car sa valeur pourra agir comme
renforcement négatif ou positif. Si le moteur d’étiquettes déclare que les conséquences de
Ri sont bonnes (de manière booléenne ou avec un nombre ﬂottant) alors le comportement
qui consiste à associer Ri à Ei sera renforcé positivement et le moteur de questions
répondra plus souvent Ri si l’environnement ressemble à Ei car l’espérance de gain de
Ri aura augmenté. Pour être capable de dire si les conséquences de l’action sont bonnes
il faut avoir une fonction d’utilité, c’est cela qui permet d’évaluer une action (ou une
réponse) et, sans elle, il est impossible de faire de l’apprentissage pas renforcement.
Au tout début, lorsque rien n’a été appris, nous avons dit que le moteur de questions
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générait une réponse au hasard. C’est ce qui s’appelle l’exploration et cela arrive en fait
beaucoup plus fréquemment qu’« au tout début ». En eﬀet, sans exploration, l’algorithme
aurait l’impression que la première solution proposée est toujours la meilleure puisqu’il
n’a pas autre chose à proposer. Il faut donc doser l’exploration et l’exploitation pour
trouver les meilleures solutions sans pour autant trop diminuer la qualité des résultats.
1.3.5 Conclusion sur l’apprentissage
Les algorithmes d’apprentissages se déﬁnissent par un certain nombre de critères :
sont-ils hors-ligne ou en-ligne ? Supervisés ou non-supervisés ? Par renforcement ? Ces
catégories sont souvent assez ﬂoues et perméables et, même si nous nous en sommes
servis pour structurer notre discours, nous avons essayé d’utiliser la sous-division en
composants présentée dans l’introduction pour mettre en évidence les points communs et
les diﬀérences entre tous ces algorithmes d’apprentissage.
L’analyse de ces algorithmes a mis en évidence diﬀérentes contraintes pour chacun
d’entre eux. Les systèmes experts demandent beaucoup de travail de la part des humains
pour convertir les connaissances humaines en données informatiques. Les algorithmes
supervisés nécessitent par déﬁnition d’avoir des connaissances sur la qualité des réponses,
soit en connaissant la réponse à l’avance, soit en étant capable de l’évaluer comme avec
les algorithmes génétiques. Le principal problème des réseaux de neurones est qu’il est
diﬃcile de comprendre le raisonnement qui a mené à une réponse. Les algorithmes non-
supervisés sont surtout limités aux problèmes de classiﬁcation et posent souvent des
problèmes de conﬁguration (trouver k pour les k-moyens par exemple). Les algorithmes
par renforcement demandent de savoir évaluer une solution et de correctement doser
l’exploitation et l’exploration.
Le chapitre suivant analyse les problèmes des trajectoires réelles mémorisées dans les
bases de données, car l’apprentissage devra aussi faire face à tous ses défauts. Ayant pris
connaissance de ces contraintes nous allons présenter dans le chapitre 3 une autre méthode
d’apprentissage basée sur les systèmes multi-agents coopératifs qui, en se concentrant
sur une vision locale du problème, permet d’éviter les problèmes dans le cadre de la
génération de traﬁc aérien.
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CHAPITRE 2
Analyse des données de
trajectoires
Tout apprentissage a besoin de données pour pouvoir fonctionner et la ﬁabilité des
données est un facteur important dans le résultat ﬁnal de l’apprentissage. C’est pourquoi
la première étape de mon travail porte sur l’analyse des données brutes des avions pour
réaliser l’apprentissage. Cette analyse a mis en exergue diﬀérents types de défauts qui
sont déﬁnis par la présence d’une ou plusieurs anomalies qu’un test permet de détecter.
Une anomalie désigne quelque chose de « bizarre » dans le comportement de l’avion.
Les données de trajectoires transmises par les transpondeurs ADS-B 1 de l’avion
sont souvent bruitées et même parfois totalement fausses. Le système d’apprentissage
doit gérer ces défauts c’est-à-dire apprendre dans un environnement que nous qualiﬁons
d’incertain. Ces données sont issues d’une chaîne d’acquisitions (le senseur de l’avion,
le système interne de l’avion et l’émetteur, le récepteur et le diﬀuseur) et chacun des
éléments de cette chaîne pourrait être la source des anomalies que nous allons décrire.
Nous présentons, à chaque fois que cela est possible, une explication plausible de la source
de l’anomalie.
Pour chaque type de défaut identiﬁé, nous expliquons son eﬀet sur la trajectoire.
Ensuite, nous évaluons la quantité de données concernées par ce défaut en présentant un
ou plusieurs tests pour les détecter. Pour cela, nous nous basons sur un échantillon de
623 vols enregistrés sur une période d’une semaine.
Les principaux défauts que nous avons mis en évidence sont :
• les points aberrants ;
1. L’Automatic Dependent Surveillance-Broadcast est un système à bord de certain de avion qui émet
en temps réel des informations sur l’état de l’avion.
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• les données de plan de vol périmées ;
• les données tronquées ;
• les trajectoires incomplètes ;
• les données manquantes ;
• les décalages.
2.1 Les points aberrants
Déﬁnition 2.1. Un point aberrant est une position jugée anormale pendant un temps
très court. Dans nos travaux, un temps très court correspond à une ou deux mesures de
position c’est-à-dire entre 8 et 12 secondes de vol.
Un tel défaut se constate par l’existence d’un virage impossible dans la trajectoire de
l’avion ou encore par un déplacement rapide de l’avion vers une position aberrante puis
un retour tout aussi rapide à une position normale ce qui graphiquement correspond à
une sorte de « pic » dans la trajectoire de l’avion comme le montre la ﬁgure 2.1.
Figure 2.1 – Le cercle désigne le « pic » dans la trajectoire
Comme le système de bord qui émet les positions est un système de mesure non
critique, il peut être sujet à des imprécisions ou à des erreurs temporaires qui sont
probablement la source de ces défauts. Le fait que ce type de défaut n’existe que sur des
temps très courts semble conﬁrmer cette hypothèse.
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Nous avons analysé un sous-ensemble des données pour savoir quelle était la proportion
de données concernées par ce défaut. Le test mis en place se base sur la vitesse maximum
de l’avion entre deux points. Comme la trajectoire est valide avant et après un « pic »
la vitesse théorique calculée pour que l’avion passe par le sommet du « pic » est très
élevée. En se basant sur la vitesse maximum de l’avion entre deux points, il est possible
de détecter ces anomalies de vitesse. La ﬁgure 2.2 montre la répartition des vitesses
maximum sur un échantillon de 623 avions. Sur l’ensemble des avions observés, 95.5%
(soit 596) ont une vitesse inférieure à 3000 km/h et 1% (soit 6 avions) ont une vitesse
inférieure à 1000 km/h. Ces mesures sont calculées directement à partir des données
réelles enregistrées ce qui pose un problème : elles sont impossibles. En eﬀet, excepté le
Concorde (qui n’est plus en activité), aucun avion de ligne ne peut voler à une vitesse
supérieure à celle du son. Il est donc normal de supposer qu’aucun avion ne volera à plus
de 1224 km/h. Cependant la mesure des vitesses de point à point sur notre échantillon
d’avions montre que 96,4% des avions ont, à certains moments, une vitesse mesurée
supérieure à celle du son.
Figure 2.2 – Vitesse instantanée maximum calculée pour chaque avion
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Ceci s’explique probablement par un problème d’échantillonnage dans les données
enregistrées. En eﬀet, si au lieu de calculer la vitesse entre deux points consécutifs
(appelons cette vitesse « instantanée ») elle est calculée entre 2 points espacés de 10
échantillons (vitesse « glissante ») alors seulement 20 avions, soit 3.2% sur les 623 de
notre échantillon, ont une vitesse moyenne au-dessus de 1224 km/h (voir ﬁgure 2.3), ce
qui peut s’expliquer par des erreurs de mesure de vitesse.
Pour pouvoir utiliser la vitesse instantanée comme critère de détection de points
aberrants, il faut donc revoir la limite de 1224 km/h. On peut choisir sans risque de
considérer comme aberrantes les vitesses supérieures à 3000 km/h ce qui représente 27
avions sur les 623 de notre échantillon, soit 4,3%.
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Figure 2.3 – Vitesse glissante maximum calculée pour chaque avion
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Il y a donc deux manières de détecter ce défaut : en utilisant la vitesse instantanée
ou la vitesse glissante. Chacune des deux méthodes donne des résultats semblables
puisqu’elles identiﬁent les mêmes anomalies dans 85% des cas. Il n’y a donc pas vraiment
de méthode donnant de meilleurs résultats. Cependant, pour pouvoir utiliser la limite de
1224 km/h qui a un sens physique, au lieu de la limite arbitraire de 3000 km/h, la limite
glissante sera de préférence utilisée.
Ce type de défaut a la particularité d’être la source de situations très diﬀérentes
puisqu’elles sont parfois complètement hors de la route de l’avion. Elles peuvent donc
avoir un impact très fort sur l’analyse des données et, si elles apparaissent un tant soit peu
dans l’apprentissage, les avions simulés risquent d’adopter un comportement aberrant.
Pour pallier ce défaut dans les données, nous envisageons deux approches. La première
est une approche statistique qui consiste à permettre d’exclure automatiquement les
événements trop rares lors de l’apprentissage pour éviter de les reproduire en simulation.
La deuxième consiste à pré-ﬁltrer les données pour retirer les déplacements qui impliquent
une vitesse trop élevée. La première solution est préférée car le pré-ﬁltrage a pour
inconvénient d’être rigide alors que dans notre cas l’algorithme peut s’adapter en fonction
du jeu de données.
2.2 Plans de vol périmés
Déﬁnition 2.2. Un plan de vol périmé est un plan de vol dans lequel la destination
de l’avion ne correspond pas à celle qui est annoncée dans son plan vol.
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Par exemple, un avion au départ de Toulouse qui annonce être à destination de
Lyon mais qui continue sa route et passe au dessus de l’Alsace a une trajectoire qui ne
correspond pas à son plan de vol. L’information à notre disposition concernant ce plan de
vol est périmée. La ﬁgure 2.4 montre la trajectoire d’un avion en noir qui devrait suivre
le plan de vol en blanc allant de Bordeaux (LFBD) à Lyon (LFLL) c’est-à-dire de l’ouest
vers l’est.
Ce type de défaut provient parfois d’avions qui changent leur plan de vol en cours
de route. Les informations ne sont pas toujours parfaitement mises à jour et, pour un
observateur extérieur, l’avion ne respecte donc pas son plan de vol. D’après nos mesures,
les jets privés sont la cause de 75% de ces anomalies car ils changent plus souvent de
plan de vol de façon imprévue.
Figure 2.4 – Exemple d’un vol ne suivant pas sa route annoncée
Comment savoir si l’avion prend une route qui lui fait faire un grand détour à cause de
conditions environnementales ou s’il s’agit d’un plan de vol périmé ? Pour répondre à cette
question, nous proposons de déﬁnir une limite chiﬀrée au-delà de laquelle on est certain
que le plan de vol est périmé : si le point d’atterrissage (ou à défaut sa dernière position
connue) est à plus de 10 km de son aéroport d’arrivée alors le plan de vol est périmé.
Théoriquement ce défaut peut aussi se présenter avec un aéroport de départ erroné mais
aucun exemple ne correspond à cette situation. La ﬁgure 2.5 présente la répartition
statistique de la distance entre le dernier point enregistré de l’avion (c’est-à-dire son point
d’atterrissage eﬀectif) et son aéroport de destination (son point d’atterrissage théorique).
Sur les 623 avions observés, 41 (soit 6.6%) atterrissent à plus de 10 km de leur aéroport
de destination. De la même façon, la ﬁgure 2.6 montre la répartition statistique de la
distance entre le premier point de chaque avion et l’aéroport de départ. Si la première
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Figure 2.5 – Distance entre le dernier point de la trajectoire de chaque avion et l’aéroport
de destination
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position d’un avion est à plus de 10 km de son aéroport de départ alors cette donnée
est également une anomalie. Cela représente 32 avions soit 5.1% dont la moitié (44%
exactement) sont aussi des anomalies par rapport à leur aéroport de destination.
Figure 2.6 – Distance entre le premier point de la trajectoire de chaque avion et l’aéroport
de départ
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Cette situation pose un problème intéressant : à savoir que la route empruntée est
bonne mais que la destination annoncée est fausse. Si on garde la route telle quelle,
on risque d’apprendre que passer par l’Alsace pour aller de Toulouse à Lyon est une
possibilité alors que ce n’est évidemment pas le cas. D’un autre côté, la route empruntée
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est eﬀectivement utilisée par une certaine catégorie d’avions, souvent des jets, et ignorer
cette route retire une grande proportion des avions du jeu de données (et donc de
la simulation). Ce défaut présente trop de risques pour la qualité de l’apprentissage
puisque cela débouche sur l’association d’un aéroport de destination avec une route qui
ne correspond pas du tout. De plus, il est très diﬃcile de le corriger automatiquement.
C’est pourquoi les données qui souﬀrent de ce défaut sont exclues de l’apprentissage et
des expériences.
2.3 Les données tronquées
Déﬁnition 2.3. Les données de trajectoire sont tronquées si certaines portions de la
trajectoire sont inconnues.
Dans certaines zones les avions sont trop loin pour que l’on puisse recevoir les données,
cela s’explique par la portée des ondes envoyées par l’avion. En eﬀet, il y a des zones
souvent au-dessus de grandes étendues d’eau où il n’y a pas de récepteur et d’où il est
donc impossible de recevoir les informations. Certaines compagnies aériennes préconisent
à leur pilote d’éteindre le transpondeur lors des phases de décollage et d’approche. Dans
tous les cas, cela fait qu’on ne connaît la situation complète de l’avion que sur une partie
du trajet.
Notre jeu de données ne concerne pas un espace suﬃsamment isolé pour que les
ondes n’atteignent pas les récepteurs. Le seul cas est donc celui où le transpondeur est
volontairement désactivé aux abords d’un aéroport. Ce défaut se détecte d’une façon
similaire à la détection d’un plan de vol périmé : en observant la distance entre le premier
point et l’aéroport de départ et la distance entre le dernier point et l’aéroport d’arrivée.
Une anomalie est détectée à partir d’une distance supérieure à 3 km et inférieure à 10
km (puisqu’au delà de 10 km on entre dans la catégorie des données périmées). Ce critère
permet de dénombrer 151 vols anomaux dans notre échantillon, ce qui représente 24%
des avions (ﬁgure 2.5).
Ce type de défaut peut donner l’impression qu’un avion peut s’arrêter en plein vol, ce
qui n’est bien entendu pas possible. Étant donné la quantité de données concernées par ce
défaut, il est diﬃcile d’envisager de supprimer les vols en question sous peine de perdre
une part très importante des données. Il faut donc un système capable d’apprendre sur
une trajectoire incomplète.
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2.4 Trajectoires incomplètes
Déﬁnition 2.4. Une trajectoire incomplète est une trajectoire où certaines portions
sont manquantes dans l’enregistrement qui en a été fait.
Ce défaut apparaît quand notre enregistrement a démarré (ou s’est interrompu) alors
qu’un avion est encore en vol. En eﬀet, si la zone enregistrée est grande (et comme il y a
des avions en vol à toute heure du jour et le la nuit), il est pratiquement impossible de
démarrer (ou d’arrêter) l’enregistrement à un moment où aucun avion n’est en train de
voler. Ce n’est donc pas à proprement parler un défaut dans les données mais dans le
mécanisme d’enregistrement.
La situation de l’avion est inconnue sur une partie de son trajet. C’est donc très
similaire au problème des données tronquées (voir 2.3) mais les causes sont diﬀérentes.
Si cette anomalie se constate au décollage ou à l’atterrissage alors il s’agit d’un cas
de données tronquées. Pour diﬀérentier cette anomalie de celle de trajectoire incomplète
il faut déﬁnir une altitude à partir de laquelle on considère que le transpondeur devrait
être allumé quelque soit la situation. L’altitude de croisière d’un avion étant d’environ 32
000 pieds (environ 10 km), 2 km semble être une limite raisonnable.
La ﬁgure 2.7 montre que 44 avions, soit 7%, ont un premier point avec une altitude
supérieure à 2 km. La ﬁgure 2.8 présente le même type de résultat mais pour l’altitude
du dernier point. Elle est anomale pour 38 avions (6.1%).
Figure 2.7 – Altitude du premier point de chaque avion
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Figure 2.8 – Altitude du dernier point de chaque avion
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2.5 Données manquantes
Déﬁnition 2.5. Une donnée manquante a certains de ses champs (qui déﬁnissent
l’avion ou son plan de vol) qui ne sont pas précisés.
Il existe des vols pour lesquels des données importantes ne sont pas du tout transmises ;
par exemple, le type de l’avion n’est pas connu pour certains vols. Il est possible que,
pour des raisons « administratives », les informations sur le vol n’aient pas été accessibles
au moment de l’enregistrement.
Nous avons mesuré la quantité de données manquantes sur 63 629 vols et 1571
possèdent des données manquantes (avec seulement 8 auxquels il manque plus d’une
donnée) soit 2.4%. L’indicatif de vol de l’avion est manquant pour 1569 vols soit pour
99.87% d’entre eux. Le modèle de l’avion et le numéro d’immatriculation sont tous les
deux manquants 5 fois. En particulier, sur notre échantillon de 623 vols, 28 ont des
données manquantes.
Déﬁnition 2.6. L’indicatif de vol identiﬁe le vol de manière unique. Il diﬀère de
l’immatriculation de l’avion dans le sens où le même appareil faisant un vol aller et un
vol retour aura un indicatif de vol diﬀérent mais la même immatriculation.
Selon le type des données manquantes, il est plus ou moins diﬃcile d’utiliser ce vol
pour l’apprentissage. Si c’est le modèle avion qui manque, il est compliqué de garder
l’avion car cela implique de gérer correctement le comportement d’un avion inconnu.
Mais, si c’est une donnée peu importante comme l’immatriculation de l’avion alors cela
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ne pose pas de problème. Le tableau 2.1 présente la liste des données et leur importance
que nous gérons de façon binaire : important (+) ou peu important (-). Nous gérons
l’absence de données comme si la donnée était présente mais vide : pour le cas des types
avions cela revient à avoir un avion dont le type est "" (chaîne de caractère vide) ce qui
nous permet d’apprendre sur les autres aspects du vol tout en isolant le résultat puisqu’il
sera étiqueté avec un paramètre vide. Quant aux identiﬁants ou à l’immatriculation, ils
peuvent être générés aléatoirement sans que cela pose de problème.
Donnée Observation
Indicatif de vol (« callsign ») -
Latitude +
Longitude +
Cap -
Altitude +
Vitesse horizontale -
Code transpondeur (« squawk ») -
identiﬁant radar -
Modèle de l’avion +
Heure +
Aéroport de départ +
Aéroport d’arrivée +
Immatriculation -
Vitesse verticale -
Tableau 2.1 – Importance des données observées
2.6 Le décalage ﬁxe
Déﬁnition 2.7. Un décalage ﬁxe dans une trajectoire d’avion se caractérise par une
période où l’avion est « à côté » de là où il devrait être.
En observant un échantillon suﬃsamment grand de traﬁc aérien, des inconsistances
dans la position des avions peuvent être observées : les avions semblent voler décalés par
rapport à l’endroit où ils devraient être. C’est particulièrement visible au décollage et à
l’atterrissage grâce à la visualisation du traﬁc et d’un fond de carte satellite : certains
avions atterrissent et décollent à côté de la piste.
La ﬁgure 2.9 montre une trajectoire décalée en noir et les trajectoires « normales » en
jaune. La trajectoire noire et blanche pointillée est identique à la trajectoire noire mais
décalée pour être superposée à la piste aﬁn de montrer le décalage (qui fait ici 2 km).
Pour avoir la vraie trajectoire, il faudrait translater les trajectoires originales. Cependant,
trouver la bonne distance et la bonne direction pour la translation est diﬃcile. Notons
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que l’exemple de la ﬁgure 2.9 concerne une trajectoire d’atterrissage. Il est probable que
ce défaut se produise aussi en vol mais comme il n’y a pas de chemin précis à suivre dans
le ciel il n’est pas possible de le détecter dans ce cas.
Figure 2.9 – Exemple d’avion atterrissant à côté de la piste (en noir)
Que les données proviennent de radars actifs, passifs ou d’un GPS, elles peuvent être
sujettes à un défaut de calibration. Un léger décalage des données GPS peut donner lieu
à une trajectoire qui est légèrement décalée dans un sens. Une erreur d’arrondi peut aussi
expliquer ce phénomène. À l’équateur 0.0001° de latitude ou de longitude est environ
égale à 10 mètres. Cela signiﬁe qu’un arrondi au centième peut donner jusqu’à 500 mètres
d’erreur ce qui suﬃrait à donner cette impression de « décalage ».
Le décalage peut se faire dans toutes les directions avec une intensité variable. Cela
ressemble donc à une donnée tronquée et se détecte de la même manière si ce n’est que
l’altitude doit être plus faible, c’est-à-dire inférieure à 2 km.
Hormis ce décalage, les données sont valides et il faut pouvoir les conserver pour
l’apprentissage. Comme la majorité des trajectoires ne sont pas décalées et que les
décalages sont aléatoires alors on peut automatiquement ignorer les sections où le
décalage détecté est trop important tout en gardant le reste.
Le tableau 2.2 récapitule les défauts existants et les méthodes de détection basées sur
la vitesse, la distance et l’altitude.
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Tableau 2.2 – Récapitulatif des défauts
Vitesse Distance 1a Distance 2b Altitude
Points aberrants >1124 km/h
Plans de vol péri-
més
>10 km
Données tron-
quées
>3 km et
<10 km
>3 km et
<10 km
Trajectoires
incomplètes
>10 km? >10 km? >2 km
Données man-
quantes
N/A N/A N/A N/A
Décalages ﬁxes >3 km et
<10 km
>3 km et
<10 km
<2 km?
a Distance 1 est la distance entre le dernier point d’une trajectoire et l’aéroport
de destination
b Distance 2 est la distance entre le dernier point d’une trajectoire et l’aéroport
de départ
2.7 Volume de données
L’étude de la quantité de vols par jour et par zone permet d’avoir une idée de la taille
qu’un échantillon doit avoir pour être représentatif. Le tableau 2.3 présente la quantité
de vols par jour et par mois sur diﬀérentes durées ainsi que le volume nécessaire pour
stocker ces données et le nombre de points que cela représente.
Zone Durée Points Vols Taille (Go)
Toulouse - Paris Orly 1 jour 119 739 59 0.02
Toulouse - Paris Orly 1 mois 3 652 040 1 813 0.14
France 1 jour 16 200 790 13 675 2.41
France 1 mois 494 124 095 417 074 73.64
Monde 1 jour 322 374 231 80 000 55.58
Monde 1 mois 9 832 414 038 2 440 000 1 695.10
Tableau 2.3 – Volume de traﬁc par zone
Ce tableau met en évidence les problèmes de stockage de données qui peuvent se
poser et pourquoi nous nous sommes limités à des vols assez courts dans un espace assez
restreint : la France. Tout en restant assez diversiﬁé, cela nous permet de manipuler
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et de conserver plusieurs enregistrements alors qu’une approche mondiale nécessiterait
davantage de moyens techniques et de temps de traitement.
Nous partons du principe que pour être représentatif un échantillon de traﬁc doit au
moins contenir 60 vols pour une ligne.
2.8 La diﬀérence entre plan de vol et trajectoire réelle
Nous avons abordé le sujet des plans de vol en 1.1.3 mais un rappel s’impose avant
de parler plus en détail des trajectoires avion. Dans le monde du contrôle aérien, les
compagnies aériennes et le pilote doivent annoncer leur plan de vol avant de décoller.
Après une procédure plus ou moins élaborée, le plan de vol est déposé dans les bases
de données des organismes internationaux concernés. Cela rend possible la prévision de
leurs trajectoires. Mais les avions suivent-ils leur plan de vol ?
Nous rappelons qu’un plan de vol est une suite de points de passage, aussi appelés
balises ou points de navigation, par lequel l’avion doit passer pour arriver à destination.
Nous souhaitons savoir si l’avion passe eﬀectivement par ces points. Quel est le niveau
de tolérance que représente l’expression « passer par un point » ? Si l’avion passe sur le
point au mètre près alors cette partie du plan de vol est respectée, s’il passe à 100 mètres
elle est acceptable ; mais à 1 km? 10 km? Qu’en est-il ?
La ﬁgure 2.11 montre la répartition statistique de la proximité entre chaque trajectoire
d’avion et son plan de vol. Pour chaque avion et pour chaque point de passage de son
plan de vol, la plus petite distance entre l’avion et cette balise est mémorisée. Un avion
qui suit parfaitement un plan de vol composé de 10 points de passages donne lieu à 10
éléments dans la classe entre 0 et 1 km. Sur la totalité des points de passages de 623 vols,
les avions passent à plus de 8 km de points de passages de leur plan de vol dans plus de
la moitié des cas.
Dans 90% des cas, les avions passent à plus de 0.8 km et à moins de 37 km de leur
point de passage. Cette grande variété s’explique par le fait que ces vols ont reçu des
ordres de contrôle. C’est tout à fait normal et très courant puisque c’est le travail des
contrôleurs aériens. Mais cela montre aussi que le plan de vol ne suﬃt pas à représenter
une trajectoire. Nous choisissons comme valeur frontière déﬁnissant la notion de « passage
par un point » une distance de 10 km. Cette valeur est choisie proche de la médiane (8.2
km) pour être certain de ne pas faire de faux positifs dans notre détection d’erreurs.
Déﬁnition 2.8. Un ordre de contrôle est un ordre donné par le contrôleur aérien
à un pilote d’avion. Il peut s’agir d’un changement de cap, d’un ordre de changement
d’altitude, ... Plus de précisions sont disponibles en 1.1.
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Figure 2.10 – Plan de vol classique allant de Toulouse à Paris Orly
Figure 2.11 – Répartition statistique de la distance de passage à côté des balises
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En considérant certaines balises spéciﬁques et certains plans de vol spéciﬁques les
résultats sont très diﬀérents. Par exemple, les vols reliant l’aéroport de Toulouse-Blagnac
à Paris-Orly passent à moins de 3 km du point de passage FISTO dans 50% des cas et à
moins de 4.5 km dans 75% des cas (voir ﬁgure 2.10 pour le plan de vol et la ﬁgure 2.12
pour la répartition). Ce point de passage est donc plutôt respecté. À l’opposé plus de
la moitié de ces mêmes avions passent à plus de 13 km du point de passage AMB (voir
ﬁgure 2.13).
Figure 2.12 – Répartition statistique de la distance de passage à FISTO
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Figure 2.13 – Répartition statistique de la distance de passage à AMB
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Comme on sait que les données sont bruitées, il faut être prudent avec l’interprétation
de ces résultats. Les disparités constatées dans le trajet des avions par rapport au plan de
vol ne sont pas du bruit puisque la courbe a un proﬁl bien déﬁni qui permet de constater
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que les avions sont de moins en moins nombreux quand ils s’éloignent de leurs points de
passages. Ces résultats prouvent que les avions ne respectent pas leurs plans de vol à la
lettre (puisque 50% des points de passages sont approchés au mieux à 8,5 km). Il y a un
donc un intérêt à aller au-delà du plan de vol et à apprendre le comportement des avions
pour générer des trajectoires plus proches de la réalité.
2.9 Bilan de l’analyse des données
Nous avons vu que les trajectoires diﬀèrent signiﬁcativement des plans de vols. Se
baser sur les plans de vol pour générer du traﬁc fait que les avions ne suivent pas la route
qu’ils auraient suivi dans la réalité. C’est pour cette raison que l’objectif de ma thèse est
de concevoir un système capable d’apprendre en se basant sur des enregistrements de
trajectoires. Cependant, comme nous l’avons vu, ces trajectoires sont bruitées : 47.5%
des vols (296 sur 623) sont concernés par une anomalie à un moment ou à un autre
durant leur trajectoire. Nous choisissons de conserver l’ensemble des données en erreurs
sauf celles impactées par le défaut de « plan de vol périmé » puisqu’il risque de fausser
exagérément l’apprentissage.
Néanmoins le reste des défauts peut poser problème et il faut donc un système capable
d’utiliser ces données erronées tout en apprenant correctement. Nous commençons à
expliquer comment nous avons conçu un tel système de manière multi-agent dans la
partie suivante en commençant par présenter la modélisation d’une trajectoire.
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CHAPITRE 3
Le système EVAA : apprentissage
de trajectoire
Le milieu aérien est soumis à de nombreuses règles pour réduire les risques au minimum.
Ces règles déﬁnissent en partie le comportement des avions mais d’autres paramètres
moins évidents entrent en jeu. Par exemple, certains paramètres sont plus diﬃciles à
évaluer car ils traduisent le comportement humain : les consignes de vol données par les
dirigeants de la compagnie aérienne, le nervosité de certains pilotes, ou l’eﬃcacité de
certains contrôleurs. Tous ces acteurs déﬁnissent ensemble le comportement des avions.
Déﬁnition 3.1. L’agentiﬁcation est un néologisme qui désigne le fait de représenter
une notion par un agent dans un système. Cela implique de donner à l’agent qui représente
cette notion un comportement actif et autonome.
Le chapitre commence par une présentation des systèmes multi-agents adaptatifs. Le
domaine des systèmes multi-agents permet de simuler et d’apprendre le traﬁc aérien.
La classe de SMA présentée ici est un peu moins commune puisqu’elle se base sur le
maintien du système dans un état coopératif.
Ce chapitre présente ensuite le cœur de mon travail de thèse dont l’objectif est de
concevoir un système multi-agent pour apprendre à des avions virtuels comment suivre
des trajectoires réalistes avec un mécanisme qui passe l’échelle. Nous commençons par
expliquer la modélisation agent d’une trajectoire.
Ensuite, nous expliquons comment, à partir des objectifs, les agents avion de la
simulation font varier progressivement leurs paramètres pour satisfaire ces objectifs.
D’autres paramètres sont particuliers, nous prenons l’exemple du sens du vent sur
l’aéroport de destination pour montrer comment il est possible de gérer des paramètres
qui ne sont pas locaux.
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Comme le comportement d’un avion est fortement inﬂuencé par l’évitement des
conﬂits la partie suivante aborde le sujet des conﬂits : comment les catégoriser et les
détecter ? Enﬁn, nous précisons les comportements des entités qui ont été découvertes
dans les partie précédentes.
3.1 Systèmes multi-agents adaptatifs
Regrouper les agents pour les faire travailler ensemble, c’est le but d’un système multi-
agent [Ferber, 2007]. Le terme ensemble a son importance : les agents communiquent,
négocient, coopèrent, s’aﬀrontent pour que le système puisse accomplir sa fonction. C’est
de ces interactions que naît ce qui fait la spéciﬁcité des SMA : l’émergence ( [Di Marzo
Serugendo, M. P. Gleizes et Karageorgos, 2006], [Van de Vijver, 1997]).
Un agent est une entité active et autonome qui a un objectif individuel et interagit
dans un environnement commun. En général, les agents ont des connaissances partielles
sur leur environnement et peuvent communiquer les uns avec les autres dans un but
particulier.
3.1.1 Système multi-agent
Un système multi-agent (SMA) est constitué d’un regroupement d’agents. Il n’y a
pratiquement pas de contraintes sur la façon dont ces agents doivent se comporter, ils
peuvent être tous diﬀérents, et ne coopèrent pas nécessairement. La seule contrainte est
que l’on doit eﬀectivement pouvoir parler de système donc ils doivent être interdépendants
(directement ou indirectement). En eﬀet on ne peut pas dire qu’un ensemble d’agents
totalement indépendants constituent un SMA. La fonction du système est appelée fonction
globale.
Déﬁnition 3.2. La fonction globale d’un système multi-agent est la tâche que le
collectif des agents accomplit. Si tout va bien cela permet au système d’atteindre le but
souhaité par le concepteur du système. Voir [Picard, 2004] pour plus de précisions.
3.1.2 Cycle de fonctionnement
Le fonctionnement d’un agent est un cycle de trois phases : perception, décision,
action. Ces propriétés découlent de la déﬁnition de [Ferber, 1995] qui dit qu’un agent
est une « entité virtuelle ou réelle qui est capable d’agir sur son environnement, qui
possède des moyens de perception et de représentation partielle de son environnement,
qui est capable de communiquer avec d’autres agents et qui est autonome dans sa prise
de décision ».
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L’étape de perception consiste à lire les informations concernant l’environnement de
l’agent. Fort de ces informations et en prenant en compte son propre état, l’agent peut
prendre une décision et ﬁnalement agir en eﬀectuant l’action qui correspond (voir ﬁgure
3.1).
Figure 3.1 – Le cycle d’un agent
Ce cycle décrit le comportement des agents que nous qualiﬁons de « proactifs »
c’est-à-dire qu’ils prennent eux-mêmes l’initiative d’agir quand leurs perceptions les y
poussent. Il existe aussi les agents dit « réactifs » qui n’exécutent leur cycle que quand
un événement particulier se produit.
3.1.3 Adéquation fonctionnelle
Un SMA est conçu en vue de remplir une fonction particulière, cette fonction est
dite nominale. La diﬃculté est donc que la fonction courante du SMA soit identique
à celle souhaitée par le concepteur/client. Si c’est le cas, on dit que le système est
fonctionnellement adéquat.
Les systèmes multi-agents auto-adaptatifs (AMAS) sont une classe de système multi-
agent qui facilitent l’émergence d’une fonction globale fonctionnellement adéquate en se
basant sur un certain nombre de concepts [Georgé, M.-P. Gleizes et Glize, 2003] :
• auto-organisation de l’agent,
• apprentissage de l’agent,
• adaptation du système,
• émergence de la fonction globale.
Dans la suite de ce chapitre nous introduisons la théorie des AMAS 1 qui constitue un
cadre théorique pour la conception de SMA adaptatifs grâce à la coopération des agents.
1. Adaptive Multi-Agent System
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3.1.4 Apprentissage via auto-organisation
Un agent décide de son comportement en fonction de ce qu’il observe dans son
environnement et de ses communications avec les autres agents. La communication
(directe ou indirecte) ne se réalise qu’avec des agents qui ont des activités interdépendantes
(appelé voisinage). La transformation autonome du voisinage, réalisée par l’agent lui-
même, conduit à un changement de l’organisation globale du système. Cela permet au
système de s’adapter au mieux à son environnement, par le fait que chaque changement
local d’organisation suit les règles d’auto-organisation coopérative des AMAS.
3.1.5 Émergence
L’émergence est une des propriétés les plus intéressantes des SMA puisqu’elle permet
à un SMA d’être plus que la simple somme de ses agents. Cela va donc au-delà de la
notion de distribution du calcul ou de celle de « diviser pour régner ». En eﬀet, dans le
cas du calcul distribué, chaque agent a une partie du calcul qui lui est attribuée. Il s’agit
ensuite de regrouper ces résultats pour obtenir le résultat ﬁnal. La fonction du système
peut être déduite de l’observation du comportement des agents et est la somme exacte
de la fonction de chacun des agents qui composent le système. On parle d’émergence
à partir du moment où la connaissance de la fonction locale d’un agent ne permet pas
d’inférer la fonction globale du système [M. P. Gleizes et al., 2007] et où le système fait
plus que les agents qui le composent.
Dans un AMAS les liens entre les agents ont une sémantique particulière (il peut y
avoir plusieurs types de liens, chacun d’eux ayant une sémantique diﬀérente). Le réseau
que construit un agent a donc une importance capitale puisqu’il détermine, en grande
partie, les décisions qu’il va prendre. Ce réseau étant émergent, on peut donc dire que la
fonction locale d’un agent est, elle-même, émergente.
Déﬁnition 3.3. La fonction locale d’un agent est son objectif local au sein de son
environnement. L’objectif étant local il n’est pas forcément directement et de façon évidente
associé à la fonction globale du système.
L’ensemble de ces fonctions locales donne naissance à une fonction globale émergente
(voir ﬁgure 3.2).
3.1.6 Coopération
Les agents qui composent un AMAS doivent être coopératifs. Cela permet de garantir
l’adéquation fonctionnelle de la fonction globale. En eﬀet [Glize, 2001] propose une
démonstration qui montre que « tout système coopératif est fonctionnellement adéquat »
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Figure 3.2 – Plusieurs fonctions locales donnent une fonction globale émergente
en se basant sur l’axiome selon lequel « un système fonctionnellement adéquat n’a aucune
activité antinomique sur son environnement » et sur la déﬁnition selon laquelle « un
système coopératif n’a pas d’activité antinomique ».
Un agent coopératif possède donc obligatoirement ces trois propriétés [Glize, M.-P.
Gleizes et Léger, 1999] :
• Sincérité : un agent ne peut pas mentir sur ses croyances (en revanche, ses croyances
peuvent être fausses),
• Bienveillance : un agent essaie de satisfaire les besoins des autres agents (sans qu’il
y ait forcément de demande préalable),
• Réciprocité : tous les agents savent que les autres agents vériﬁent ces propriétés.
Un agent AMAS doit être coopératif, pour cela le concepteur de l’agent déﬁnit des
situations de non-coopération (SNC) et les mesures à entreprendre pour les résoudre et
revenir à un état du système dit « coopératif ». Cela implique qu’un agent doit être
capable de détecter s’il est dans une situation coopérative ou non, pour cela, il se base sur
ses connaissances. Avant de parler des situations de coopération il faut donc comprendre
quelles sont ces connaissances, et donc comment est constitué un agent AMAS.
3.1.7 Composition d’un agent AMAS
Un agent AMAS a des compétences qui lui permettent de réaliser sa fonction locale.
Il a aussi des croyances sur son environnement et sur les autres agents, ainsi que des
aptitudes qui lui permettent de raisonner sur ses croyances. On retrouve donc le cycle
classique de l’agent (voir 3.1.2) : percevoir et mettre à jour ses croyances, décider grâce à
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ses aptitudes et agir grâce à ses compétences. Les agents ont aussi un langage d’interaction,
sans lequel la communication et la coopération seraient impossibles.
3.1.8 Situations de non-coopération
Les situations de non-coopération (SNC) sont similaires à la notion d’exception dans
les langages de programmation, elles se déclenchent quand une situation imprévue a lieu.
Un agent dans une telle situation va modiﬁer son organisation.
Le concepteur associe à chaque situation de non-coopération un comportement qui
permet de se rapprocher d’un système parfaitement coopératif. Pour éviter les conﬂits,
c’est-à-dire les cas où plusieurs SNC se présentent, on les ordonne. Ainsi on aura toujours
une SNC plus prioritaire que les autres.
3.1.9 Algorithme d’un agent AMAS
Le tableau 3.1 explicite les notations qui permettent de bien comprendre l’algorithme
d’un agent AMAS.
“≻” une relation de priorité (entre les SNC)
p : P p est un ensemble de percepts, P l’ensemble
des percepts
a : A a est une action, A l’ensemble des actions
(p, a) le couple d’un percept et d’une action consti-
tue est un comportement
NCSR Non Cooperative Situation Rules, c’est-à-dire
une règle qui est déclenchée lorsque l’agent
est dans une SNC
SR Skill rules
BR Belief rule
Tableau 3.1 – Notations nécessaires pour comprendre l’algorithme
Le tableau 3.1 montre un certain nombre de règles, une règle associe une action à un
ensemble de percepts, on le note (p, a) ce qui signiﬁe que si l’ensemble des perceptions
de l’agent inclut p alors l’action a sera potentiellement exécutée. Ces règles sont ordonnées.
Quand plusieurs règles peuvent être exécutées, on exécute celle qui est prioritaire.
On ne détaillera pas d’algorithme pour les parties perception et décision du cycle car
elles sont trop spéciﬁques. L’algorithme de la partie action peut être généralisé comme
suit :
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Algorithme 3.1 :
1. Procedure action(p : P) {
2. if inCooperativeSituation(p) {
3. executeUtilityAction(p);
4. } else {
5. exectuteNcsCounterAction(p);
6. executeUtilityAction(p);
7. }
8. }
La fonction action est exécutée à chaque cycle de l’agent, elle se base sur les perceptions
courantes de l’agent (p). Si ces percepts indiquent que l’agent est dans une situation de
coopération alors l’agent exécute son action nominale (executeUtilityAction), sinon il
exécute un comportement pour essayer de retourner dans une situation de coopération
et exécute aussi son action nominale. On remarque que quelle que soit la situation, on
exécute l’action nominale. Ceci pour éviter qu’un agent bloqué pendant de nombreux
cycles dans une SNC ne devienne inactif. En eﬀet l’incapacité d’agir le rend incapable de
coopérer avec les autres agents, eux-mêmes pourraient donc se retrouver en situation de
non-coopération. C’est pour éviter ce « cercle vicieux » que l’on exécute toujours l’action
nominale.
Algorithme 3.2 :
1. Function exectuteUtilityAction(p : P) {
2. for each (p’, a’) ∈ SR ∪ BR | p’ ⊆ p {
3. if ∄ (p”, a”) ∈ SR ∪ BR | p” ⊆ p and (p”, a”) ≻ (p’, a’)
4. do a’
5. }
6. }
7. }
La fonction exectuteUtilityAction montre comment l’action nominale de l’agent
est exécutée. La boucle for-each parcourt l’ensemble des règles qui peuvent être poten-
tiellement exécutées. La condition du if permet de n’exécuter l’action que s’il n’y a pas
d’autre règle prioritaire.
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Algorithme 3.3 :
1. Function executeNcsCounterAction(p : P) {
2. for each (p’, a’) ∈ NCSR | p’ ⊆ p {
3. if ∄ (p”, a”)∈ NCSR | p” ⊆ p and (p”, a”) ≻ (p’, a’)
4. do a’
5. }
6. }
Si on exécute la fonction executeNcsCounterAction c’est que les perceptions de
l’agent lui disent qu’il est dans une SNC. Il s’agit alors pour l’agent de trouver la règle
adaptée à la situation prioritaire et de l’exécuter.
Algorithme 3.4 :
1. Function inCooperativeSituation(p : P) Return Boolean {
2. for each (p’, a’) ∈ NCSR {
3. if p’ C p
4. return false;
5. }
6. return true;
7. }
La liste des règles de situation non coopérative (SNC) est parcourue pour trouver s’il
y en a une qui correspond aux perceptions courantes. Si oui alors on n’est pas dans une
situation coopérative et on retourne faux, si non on retourne vrai.
3.2 Modélisation agent d’une trajectoire
La modélisation agent se base sur l’agentiﬁcation des avions et sur la manière de
découper les trajectoires en vecteurs grâce à des points d’intérêt. Ces vecteurs servent à
donner des objectifs aux avions de la simulation pour qu’ils sachent où se rendre. Sans
trop entrer dans le détail, les agents qui constituent le système sont les suivants :
• Avion de rejeu : un avion qui rejoue une trajectoire enregistrée,
• Situation d’intérêt : un point d’une trajectoire jugé pertinent,
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• Situation agrégée : un groupe de situations d’intérêt qui ont un « rapport » entre
elles,
• Contextes : un morceau de comportement c’est-à-dire les conditions dans lesquelles
il faut faire une action,
• Avion simulé : un avion qui interroge les contextes pour décider de sa trajectoire.
Cette modélisation agent d’une trajectoire se fait en plusieurs étapes qui permettent
d’apprendre le comportement des avions. Des agents avion rejouent de vraies trajectoires
enregistrées dans un monde virtuel. Faire de l’avion un agent permet de le faire s’observer
lui-même. Ceci évite d’avoir un processus d’observation centralisé qui pourrait être
un goulot d’étranglement pour les performances et compliquer la logique du système
alors qu’un des principes des AMAS est d’avoir des comportements agents facilement
compréhensibles. L’agent avion qui rejoue cette trajectoire crée à certains endroits un
agent qui représente une situation importante appelée situation d’intérêt.
Les comportements des agents que nous présentons dans ce chapitre sont basés sur
la coopération. En plus de leur comportement nominal, ils ont donc un comportement
coopératif.
Déﬁnition 3.4. Le comportement nominal d’un agent est ce qu’il fait quand il n’y a
pas de problème. Il est dans un état que le concepteur du système a jugé acceptable et
œuvre à faire ce pour quoi il a été conçu sans autre préoccupation.
Déﬁnition 3.5. Le comportement coopératif intrinsèque d’un agent est la partie
de son comportement qui est faite de telle manière que ces actions évitent de mettre
n’importe quel agent (y compris lui-même) dans une situation non-coopérative.
Déﬁnition 3.6. Le comportement coopératif réactif d’un agent est la partie de
son comportement qui entre en action quand un agent est déjà dans une situation non-
coopérative et cherche à la réparer.
Un agent est dans un état coopératif [Georgé, M.-P. Gleizes et Camps, 2011] s’il
n’est impliqué dans aucune situation de non-coopération (SNC). Une SNC implique deux
agents ou plus qui se retrouvent dans une des situations suivantes :
• incompréhension : l’agent perçoit un signal qu’il ne comprend pas ;
• ambiguïté : l’agent perçoit un signal qui pourrait avoir plusieurs interprétations ;
• incompétence : l’agent reçoit un signal qui ne lui apporte rien ;
• improductivité : l’agent est incapable d’accomplir sa fonction nominale ;
• concurrence : plusieurs agents eﬀectuent des actions redondantes ;
• conﬂit : plusieurs agents font des actions non compatibles ;
• inutilité : l’agent est incapable de s’approcher de son objectif (déﬁni par son
Comportement nominal), ni d’aider d’autres agents.
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Nous étudions le comportement des entités dans un monde simulé où la notion de
géographie est importante (en particulier celle de proximité). C’est pourquoi les agents
ont souvent besoin de savoir quels sont les agents qui sont dans leur voisinage et c’est
pourquoi le système d’apprentissage procure une primitive pour avoir la liste des entités
dans un certain rayon autour d’un point géographique.
Dans un premier temps, nous expliquons en quoi découper une trajectoire permet
d’organiser le comportement global d’un avion en segments de plus ﬁne granularité
réutilisables pendant la simulation. Dans un deuxième temps, nous expliquons la méthode
de détection des situations d’intérêt qui déﬁnit les points où la trajectoire va être
découpée. Puis, nous décrivons la détection et l’utilisation de ces situations dans le
cadre de l’apprentissage des comportements avions. L’organisation en segments a ses
limites et nous expliquons dans la partie suivante comment approximer les phases de
virage. Ensuite, à partir des situations d’intérêt, nous introduisons la notion de contexte
qui représente des morceaux de comportement. Enﬁn, nous expliquons comment les
situations semblables peuvent être agrégées pour généraliser l’apprentissage et comment
cet apprentissage peut être utilisé pour générer du traﬁc.
3.2.1 L’organisation d’une trajectoires
Durant la simulation, un avion a un objectif qui désigne le point où il doit se rendre.
Comme l’avion est un agent autonome il cherche à se rendre vers ce point objectif depuis
sa position courante en utilisant les informations des trajectoires locales. Le point objectif
n’est pas qu’un point en 3D. Il contient aussi des contraintes sur l’heure à laquelle l’avion
doit arriver sur ce point, ce qui permet, en connaissant la distance entre les deux points,
de savoir à quelle vitesse il doit voler. Pour qu’un avion puisse trouver ses objectifs
successifs pendant la simulation le système essaie d’apprendre son comportement.
D’après [Delahaye et al., 2014] une trajectoire d’avion est composée de longues
portions droites entrecoupées de courtes portions courbes. C’est la raison pour laquelle les
trajectoires sont découpées en vecteurs. Le fait que les portions droites soient fortement
majoritaires rend cette simpliﬁcation pertinente au niveau métier. De plus, avoir un
résultat d’apprentissage sous cette forme permet de réduire la taille et la complexité de
la représentation des résultats.
L’apprentissage d’un comportement d’avion se base sur l’observation de trajectoires
de véritables avions préalablement enregistrées dans une base de données. Il y a donc un
agent chargé de rejouer ces trajectoires.
Un agent avion de rejeu est un agent qui rejoue une trajectoire exactement comme
elle a été enregistrée. En lui-même un tel agent fait peu de choses mais il s’associe très
bien avec d’autres agents qui peuvent l’observer.
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Le comportement nominal d’un agent avion de rejeu est le suivant. Les situations
rencontrées par les avions sont stockées dans une base de données et sont lues en séquences
par l’agent. Chaque agent avion de rejeu a un identiﬁant aérien (« callsign ») et une
situation initiale qui contient, entre autres, sa première position, l’heure à laquelle cette
position est valide. Quand l’horloge du système de rejeu atteint l’heure de la première
situation alors l’agent se « réveille » et commence à rejouer sa trajectoire en demandant
un à un les points qui composent sa trajectoire enregistrée et en s’y rendant quand l’heure
du système correspond à l’heure de la simulation.
Tout d’abord, nous allons présenter le traitement qui est fait sur chaque vol et sa
trajectoire pour extraire des vecteurs qui vont représenter les morceaux de comportements
appris sur ce vol. Ensuite, nous montrerons comment les agents vecteur venant de plusieurs
vols s’agrègent entre eux. Et enﬁn comment les agents vecteurs sont utilisables pour
guider un avion simulé dans un ciel virtuel.
3.2.2 La détection des situations d’intérêts
Déﬁnition 3.7. Une situation représente l’état d’une entité (un avion) à un moment
donné dans le monde virtuel. La situation dans laquelle se trouve une entité est déﬁnie
par un ensemble de paramètres observés et leurs valeurs associées.
Déﬁnition 3.8. Une situation d’intérêt est une situation où la dynamique de l’avion
change de manière signiﬁcative. Par exemple au début ou à la ﬁn d’un virage, au début
ou à la ﬁn d’une accélération, le décollage, l’atterrissage.
Pour placer les agents situations d’intérêt dans l’espace, la première étape consiste à
observer chaque vol indépendamment. Nous montrons ensuite comment augmenter la
densité des situations d’intérêt dans les portions les plus changeantes de la trajectoire
pour mieux capturer les changements continus. Et enﬁn, nous voyons comment les agents
situation d’intérêt donnent naissance à des vecteurs qui représentent les actions qu’un
agent avion peut entreprendre.
Un agent situation d’intérêt représente un agent immobile et ponctuel dans
l’espace géographique. Il contient tous les paramètres qui représentent l’état d’un avion à
un moment donné et sert à organiser les trajectoires en segments.
Le comportement nominal d’un agent situation d’intérêt est de se grouper avec
d’autres situations d’intérêt semblables. Sa première action est de voir s’il y a d’autres
situations d’intérêt ou des situations agrégées déjà existants dans son voisinage.
Le comportement coopératif intrinsèque d’un agent situation d’intérêt est de
créer un agent situation agrégé (un groupe) lorsqu’il n’appartient pas à un groupe et
qu’il n’a pas de voisin. C’est parfois la première action que l’agent situation exécutera
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puisque c’est la première chose qu’il constate après avoir été nouvellement créé. Il
ﬁnira par rejoindre le groupe qu’il vient de créer puisque son comportement le pousse
systématiquement à rejoindre les groupes dans son voisinage. En suivant cette même
règle chaque autre agent situation créé dans cette même zone rejoindra également ce
groupe. Ce comportement permet d’éviter une SNC d’improductivité par anticipation car,
étant donné la façon dont le système fonctionne, une situation d’intérêt qui n’appartient
à aucune situation agrégée n’est pas considérée par le système puisque les situations
agrégées servent d’intermédiaire entre les situations d’intérêt et le reste du système.
Par contre, si une situation agrégée existe déjà dans son voisinage alors l’agent situation
d’intérêt rejoindra celle-là et n’en créera pas de nouvelle. Le parallélisme inhérent aux
agents pourrait conduire plusieurs agents proches à créer des groupes au même moment :
c’est une SNC de concurrence. Pour la résoudre on utilise le fait que même si les agents
situation d’intérêt ne voient pas de situation agrégée dans leur voisinage ils voient les
autres situations. Chaque agent situation d’intérêt sait donc que d’autres agents situation
d’intérêt pourraient vouloir créer une situation agrégée et il suﬃt de mettre en place un
mécanisme de priorité pour que seul un d’entre eux le fasse : l’agent situation avec le
premier « callsign » dans l’ordre alphabétique décide de créer une situation agrégée.
Le comportement coopératif réactif d’un agent situation d’intérêt se base sur
la communication entre les agents. Les agents situation peuvent s’envoyer des messages
contenant leurs états internes. Cet état comprend la liste des couples (variables, valeurs)
qui le déﬁnissent ainsi que la situation agrégée dans laquelle ils sont. Les agents situations
d’intérêt s’envoient ces informations pour plusieurs raisons :
1. Cela leur permet de maintenir une liste des agents situation qui sont dans leur
voisinage.
2. Cela leur permet également de recevoir les informations à rétro-propager venant de
la situation suivante (créée avant) vers la situation précédente (créée après).
Ces deux raisons peuvent donner lieu à des SNC d’ambiguïté puisque, à la réception
d’un message d’état, l’agent situation ne connaît pas forcément sa situation suivante. Cela
nécessite l’adjonction de deux informations dans l’état d’un agent situation pour préciser
la situation suivante et la situation précédente. Comme les agents situation sont créés
les uns après les autres, dans l’ordre de la trajectoire alors il est facile de transmettre à
tout nouvel agent situation créé quelle est sa situation précédente. Ainsi, si le message
d’état renseigne la situation courante dans le champ « situation suivante » c’est que
le message provient de la situation précédente. L’agent situation est donc capable de
rétro-propager une valeur (voir la rétro-propagation du vent en 3.4) en l’envoyant à sa
situation précédente, qui fera de même et ainsi de suite.
Il arrive qu’un agent situation d’intérêt et son vecteur associé représentent des
informations qui existent déjà ailleurs dans le réseau d’agents. Le système des agents
situation agrégée permet de détecter ces cas et incite les deux agents situation à fusionner
pour éviter que l’un d’entre eux soit dans une SNC d’inutilité.
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3.2.3 Détection des phases de changement dans une trajectoire
L’apprentissage du comportement d’un avion (ou plus généralement d’une entité
mobile) se base sur la détection de situations d’intérêt pour découper sa trajectoire en
phases avec et sans variation.
Pour détecter ces phases nous observons la variation de plusieurs paramètres enregis-
trés (voir algorithme 3.1 et 3.2) listés dans le tableau 3.2 dans la colonne « Observation de
la variation ». Les changements de positions horizontales, déﬁnis par le couple latitude et
longitude, sont détectés par un agent avion pendant qu’il rejoue une trajectoire enregistrée.
L’angle ÂOB formé par trois points O, A et B dans la trajectoire de l’avion (voir ﬁgure
3.3) permet de savoir si l’avion est dans une phase changeante ou pas. Si cet angle est
nul alors cela signiﬁe que le déplacement s’est fait en ligne droite, sinon c’est que l’entité
a changé de direction.
Données Observation de la
variation
Observation pour
l’apprentissage
Indicatif de vol (« callsign ») non non
Latitude oui oui
Longitude oui oui
Cap oui oui
Altitude oui oui
Vitesse horizontale oui non
Code transpondeur (« squawk ») non non
identiﬁant radar non non
Modèle de l’avion non oui
Heure non oui
Aéroport de départ non oui
Aéroport d’arrivée non oui
Immatriculation non non
Vitesse verticale oui non
Tableau 3.2 – Observations de la variation des données
Les points O, A et B sont choisis parmi les points par lesquels l’avion est passé. Si n
est l’indice de la position courante de l’entité alors O est la position d’indice n, A est
celle d’indice n - i et B celle d’indice n – 2i où i est un paramètre de l’algorithme qui
détermine la taille de la plage de détection des changements. En pratique, nous avons
choisi i = 30 ce qui fait que A, B et O sont des positions successives espacées de 120
secondes (puisque chaque point est espacé de 4 secondes).
De la même manière, l’angle vertical est observé entre les mêmes points pour détecter
les variations de taux de montée.
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Figure 3.3 – Exemple d’angle ÂOB sur une trajectoire ﬁctive
Algorithme 3.1 : Détection des changements horizontaux
1 function isHorizontallyChanging()
2 i = 15
3 o = getPastSituation(n)
4 a = getPastSituation(n – i)
5 b = getPastSituation(n – 2 * i)
6 return horizontalAngle(a, o, b) > 1.2°
Algorithme 3.2 : Détection des changements verticaux
1 function isVerticallyChanging()
2 i = 15
3 o = getPastSituation(n)
4 a = getPastSituation(n – i)
5 b = getPastSituation(n – 2 * i)
6 return verticalAngle(a, o, b) > 30°
Le temps est indirectement pris en compte dans ces calculs car le temps écoulé entre
chaque situation est constant.
En théorie, cette détection des variations peut s’appliquer sur plusieurs paramètres en
faisant un « ou » logique sur chacune des fonctions permettant de détecter le changement :
Ce mécanisme permet de marquer chaque point d’une trajectoire comme étant
changeant ou pas. Comme un avion possède de nombreux paramètres et que les données
observées sont bruitées il faut être capable de gérer les situations de changements qui ne
sont pas signiﬁcatives. Par exemple, une situation marquée par un changement en plein
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Algorithme 3.3 : Détection des changements
1 function isChanging()
2 return isHorizontallyChanging() OR isVerticallyChanging() OR [autres détection
de changements ...]
milieu d’une série de 20 situations sans changement n’est pas signiﬁcative car c’est soit
du bruit, soit une modiﬁcation mineure qui peut être oubliée.
Pour cela nous proposons de délimiter des longues phases de changements et de non-
changements en groupant les points consécutifs de changement et les points consécutifs de
non-changement. L’algorithme mis en place pour arriver à ce résultat utilise la fonction
isChanging décrite dans l’algorithme 3.3 qui marque chaque situation. Une situation S est
d’intérêt si les 5 situations qui la suivent ont toutes un marquage diﬀérent de la situation
S. La première et la dernière situation sont toujours des situations d’intérêt. Avec deux
marquages diﬀérents C pour « Changeant » et N pour « Non-changeant » obtenus
grâce à la fonction isChanging. À chaque fois que l’agent avion trouve une situation
d’intérêt dans la trajectoire qu’il est en train de rejouer, il crée l’agent situation d’intérêt
correspondant. L’exemple suivant montre les situations d’intérêt soulignées :
N N N N N N C N N N N N C C C C C C C C C C C C N N N N N N N N N
3.2.4 L’approximation linéaire des phases de changement
L’algorithme précédent permet de détecter les limites des phases mais il ne permet
pas de mémoriser la dynamique du changement dans une phase changeante. Or, cette
dynamique est nécessaire pour reproduire des comportements réalistes d’avions. Ce
problème ne se pose pas avec une phase sans changement puisque, par déﬁnition, une
phase sans changement a une dynamique simple. Pour enregistrer la dynamique d’une
phase changeante, l’idée est d’introduire des agents situation d’intérêt au milieu de
longues phases de changement. Ce qui à partir de l’exemple suivant :
N N N N N N C C C C C C C C C C C C C C C C C C C C C C C C C N N N N N
donne :
N N N N N N C C C C C C C C C C C C C C C C C C C C C C C C C N N N N N
L’introduction de ces situations d’intérêt permet d’approximer un virage irrégulier en
une suite de points pour représenter le comportement de façon plus ﬂuide au lieu d’avoir
un unique point à chaque extrémité du virage.
C’est une approximation similaire, dans l’esprit, à celle des approximations linéaires
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des fonctions mathématiques.
3.2.5 Des points vers les vecteurs
Déﬁnition 3.9. Un vecteur de situation relie une situation d’origine et une situation
d’extrémité. Un vecteur est un moyen de stocker un « morceau » de comportement via
la transition entre deux situations. Il décrit une portion de route qu’un avion pourrait
suivre et la façon dont il pourrait la suivre (à quelle vitesse, avec quel cap, ...).
Une trajectoire devient ainsi un ensemble de vecteurs ordonnés par les situations
d’intérêt successives. La première situation d’intérêt est l’origine du vecteur et la deuxième
en est l’extrémité. Ainsi, un vecteur permet de représenter la variation enregistrée entre
deux situations d’intérêt. L’exemple du tableau 3.3 montre un vecteur avec, pour des
raisons de lisibilité, seulement cinq paramètres (temps, latitude, longitude, altitude et
cap) sur l’ensemble de ceux qui sont normalement observés (colonne « Observation pour
l’apprentissage » du tableau 3.2). Les chiﬀres de la dernière colonne signiﬁent que, pendant
la simulation, un avion qui décide de suivre (la procédure de décision est expliquée en
3.2.7) le vecteur
−−→
S1S2 aura 5 secondes pour augmenter progressivement son altitude de
0.06, diminuer sa longitude de 0.03 et son altitude de 2 (son cap ne devra pas changer).
Situation d’origine S1 Situation d’extrémité S2 Vecteur
−−→
S1S2
Temps 125 Temps 130 Temps +5
Latitude 3.20 Latitude 3.26 Latitude +0.06
Longitude -1.10 Longitude -1.13 Longitude -0.03
Altitude 160 Altitude 158 Altitude -2
Cap 125 Cap 125 Cap +0
Tableau 3.3 – Vecteur de situation
3.2.6 Agréger les situations de plusieurs avions
Comme chaque avion se comporte diﬀéremment, il est important d’apprendre sur de
nombreux avions pour plus de réalisme. Cependant, comme les situations sont créées par
chaque agent avion lors de l’apprentissage, il y a des situations quasiment identiques qui
viennent d’avions diﬀérents. Pour mettre en commun ces données (qui proviennent de
plusieurs avions sur plusieurs trajectoires), nous proposons de regrouper les vecteurs par
situation d’origine similaire avec une approche coopérative multi-agent.
Déﬁnition 3.10. La criticité est une façon de mesurer la priorité d’un agent dans un
SMA. Plus la criticité d’un agent est élevée plus il est prioritaire. C’est particulièrement
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utile dans un milieu coopératif puisque cela peut inciter les voisins de l’agent à l’aider
dans la limite de leurs capacités.
Un agent situation agrégée regroupe des situations d’intérêt semblables pour les
agréger.
Le comportement nominal d’un agent situation agrégée est de maintenir un
ensemble de membres de façon à ce que la zone qui englobe les situations d’intérêt
qu’elle inclut soit suﬃsamment petite. Sa criticité est donc déﬁnie comme étant égale à
la distance la plus grande entre le barycentre de tous les agents situation au sein de la
situation agrégée et l’agent situation d’intérêt le plus éloigné.
Le comportement coopératif réactif d’un agent situation agrégée consiste à
évaluer si toutes les situations sont bien à leur place dans la situation agrégée. À chaque
fois qu’un agent situation s’ajoute à la situation agrégée, l’agent situation agrégée évalue
s’il pourrait faire baisser sa criticité en faisant sortir une des situations du groupe pour
éviter une SNC d’improductivité (qui l’empêcherait d’accomplir sa fonction nominale).
Si c’est le cas, alors il envoie un message à la situation en question pour lui demander de
sortir du groupe et la situation d’intérêt en question va réagir en essayant de trouver une
autre situation agrégée à rejoindre.
Lorsqu’un nouvel agent situation d’intérêt s’ajoute à la situation agrégée, la situation
agrégée regarde s’il y a des situations d’intérêt similaires en son sein pour organiser la
fusion entre les deux situations d’intérêt. Cela sert à prévenir une SNC de concurrence
lorsque l’agent situation agrégée sera utilisé en tant que contexte alors que les deux
situations d’intérêt auraient réagi aux mêmes demandes avec les mêmes réponses si la
fusion n’avait pas eu lieu.
3.2.6.1 La détection de la similarité
Déﬁnition 3.11. Une situation agrégée regroupe des situations d’intérêt similaires.
Tant qu’un agent situation n’est associé à aucune situation agrégée (après sa création),
il cherche dans son voisinage s’il existe une situation agrégée à laquelle il peut se rattacher,
s’il n’y en a pas il la créée. Cela a pour eﬀet de regrouper les agents situation par régions
géographiques qui sont potentiellement encore plus similaires par leurs autres paramètres.
La similarité est un nombre qui représente la distance entre deux situations sur
plusieurs dimensions. Elle est basée sur la distance de Manhattan ( [Sherwood et al.,
2002]) modiﬁée en pondérant certains paramètres.
d(S1,S2) =
∑p
0 Cp ∗ d(p(S1), p(S2))
83
Où p est le paramètre, Cp le coeﬃcient qui lui est assigné, p(Sx) désigne le paramètre
p de la situation Sx.
Le coeﬃcient Cp est choisi pour mettre les paramètres sur une échelle similaire. En
eﬀet, certains paramètres évoluent dans un espace de valeur très diﬀérent. Par exemple,
une variation de 0.1 pour la longitude représente plus de 10 km, soit une distance assez
signiﬁcative, alors qu’une variation du cap de l’avion de 0.1° est négligeable. Sans ce
coeﬃcient la diﬀérence de longitude entre deux situations pourrait être complètement
masquée par la diﬀérence de cap.
Certains paramètres sont des chaînes de caractères et la distance de Levenshtein (
[Yujian et Bo, 2007]) est utilisée pour les comparer. Le calcul de cette distance se fait
en calculant le nombre minimum d’ajouts, de suppressions et de substitutions nécessaires
pour que la première chaîne devienne identique à la deuxième. Ceci nous permet par
exemple d’avoir une distance de 1 entre un A320 et un A321 (respectivement Airbus
320 et Airbus 321), une distance de 1 entre un 743 et un 744 (respectivement un Boeing
747-300 et Boeing 747-400) et une distance de 4 entre un A321 et un 743. Il semble
logique qu’une situation impliquant un avion Airbus soit plus similaire à une situation
impliquant un autre avion Airbus qu’une impliquant un avion Boeing.
3.2.6.2 Bilan sur l’apprentissage
La création des vecteurs est un processus qui est constitué de plusieurs étapes et
qui culmine avec le regroupement des situations d’intérêt par similarité. Cela permet
d’obtenir un graphe de comportements qui représente à la fois un modèle physique
(comment voler) et un modèle d’intention (où aller) des avions. Le fonctionnement du
processus est résumé dans la ﬁgure 3.4.
Nous allons maintenant expliquer comment ces vecteurs peuvent être utilisés lorsque
du traﬁc doit être généré.
3.2.7 Utilisation de vecteurs pour la génération de traﬁc
Déﬁnition 3.12. Un objectif désigne une situation cible dans laquelle l’avion désire
être. Il suivra certaines règles pour que sa situation courante corresponde à son objectif.
Déﬁnition 3.13. Un contexte est utilisé pour générer du traﬁc. Il inclut un vecteur qui
décrit une action possible (et donc un objectif à atteindre) et la situation dans laquelle
cette action est applicable. Chaque contexte est représenté par un agent.
De contexte en contexte et d’action en action, l’avion se déplace dans le monde virtuel
d’objectif en objectif. Pour chaque contexte, les conditions dans lesquelles cette action
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Figure 3.4 – Diagramme de séquence montrant l’apprentissage du comportement d’un
avion
est possible sont représentées par la situation d’origine du contexte. On considère l’action
accomplie lorsque la situation courante de l’avion correspond à la situation d’extrémité
du contexte. Lorsqu’un avion atteint son objectif, il doit en trouver un nouveau. Il faut
donc sélectionner un contexte parmi l’ensemble de ceux qui ont été appris pour que
l’avion puisse se déplacer à nouveau.
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Figure 3.5 – Diagramme de séquence montrant les interactions entre les agents contextes
et les agents avions simulés
La ﬁgure 3.5 montre le processus qui permet à un agent avion simulé de demander aux
agents contextes quelle trajectoire suivre. Lorsqu’un agent avion a besoin de demander
son prochain contexte, il envoie sa situation courante à l’ensemble des agents contextes.
Chacun d’entre eux répond en envoyant le vecteur qui a une situation d’origine la plus
semblable (voir 3.2.6.1 pour une déﬁnition de la similarité) à la situation courante de
l’avion. Ensuite, l’agent avion sélectionne le contexte avec la similarité la plus élevée
parmi cet ensemble (celui des agents situation agrégée) et fait varier ses paramètres au
mieux pour atteindre la situation décrite par la situation d’extrémité du vecteur.
Un agent avion simulé doit avoir un comportement le plus réaliste possible dans
la simulation. Cela se retranscrit par un comportement qui consiste à choisir le contexte
le plus pertinent à chaque fois que le contexte courant ne l’est plus. En pratique la
non-pertinence d’un contexte est déclarée quand le prochain point de passage de l’avion
est atteint ou quand la situation de l’avion a tellement changé que sa criticité a aussi
augmenté suﬃsamment pour le pousser à faire une nouvelle requête aux agents situation
agrégée pour un contexte plus pertinent.
Le comportement coopératif intrinsèque d’un avion simulé consiste à essayer
de restreindre ses requêtes aux agents les plus pertinents. Lorsqu’un avion simulé fait
une requête pour demander un nouveau contexte il est inutile de demander à la totalité
des agents contexte. En eﬀet, la plupart d’entre eux seront dans une zone géographique
trop éloignée pour être pertinente et seront donc dans un SNC d’inutilité qu’il leur sera
impossible de résoudre. La solution est donc de faire la requête uniquement aux contextes
qui sont dans le voisinage de la position courante de l’avion.
Un agent contexte est la manifestation des situations agrégées pendant la simulation.
Ils sont là pour répondre aux requêtes des agents avions simulés qui désirent savoir
comment ils doivent se comporter.
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Le comportement coopératif réactif d’un agent contexte consiste à transmettre
les messages des agents avions simulés à chacune des situations qu’il contient lorsqu’il
reçoit un message contenant la situation d’un de ces avions. Si une seule d’entre elles
répond alors il se contente de transmettre cet unique vecteur. En revanche si plusieurs
d’entre elles se jugent pertinentes, l’agent contexte découvre une SNC de conﬂit et la
résout en envoyant uniquement le vecteur de la situation qui a la conﬁance la plus
élevés. Il est important de noter que ce cas ne concerne pas deux agents situation qui
conseilleraient la même action ; cette concurrence est gérée par la suppression de la
situation lors de l’apprentissage. Lorsque le contexte reçoit une requête, il trouve parfois
un vecteur faiblement pertinent (parce qu’il a une faible conﬁance par exemple). Pour
éviter de mettre l’avion simulé qui a fait la requête dans une situation d’incompétence
(recevoir un signal qui ne lui apporte rien) l’agent contexte décide de ne pas répondre à
la requête à moins qu’elle soit répétée une seconde fois. Si elle est répétée alors la réponse
sera envoyée et la conﬁance de ce vecteur augmentée.
Déﬁnition 3.14. La conﬁance est un paramètre qui essaie d’approcher la ﬁabilité (qui
est absolue et inconnue) de l’information qu’elle désigne. Dans un agent elle sert à
désigner s’il a raison ou pas. Une conﬁance élevée signiﬁe qu’il a souvent raison (qu’il
donne de bons conseils), une conﬁance faible signiﬁe qu’il a souvent tort.
Tels que présentés dans cette partie, les vecteurs font varier certains paramètres,
comme le cap de manière instantanée donnant lieu à des virages avec des angles impossibles.
La prochaine partie détaille comment utiliser les vecteurs pour « lisser » cette variation.
3.3 L’évolution des paramètres de l’avion
Le résultat de l’apprentissage est un ensemble de vecteurs, donc des segments orientés.
Un vecteur est déﬁni par une situation d’origine et une situation d’extrémité. Un avion
utilise un vecteur quand il cherche à rejoindre la situation d’extrémité et modiﬁe ses
variables internes dans ce sens. Le vecteur sélectionné pour être utilisé est celui qui a une
situation d’origine qui correspond à la situation d’origine du vecteur.
Il y a deux cas dans lesquels il faut faire varier les paramètres de l’avion :
• lorsque l’avion est en train d’essayer d’atteindre un objectif sélectionné ;
• lorsque l’avion change d’objectif et que la situation courante de l’avion ne correspond
pas à la situation d’origine du nouveau vecteur du contexte.
La gestion du premier cas permet d’avoir un comportement représentatif de la réalité
sur les portions droites de la trajectoire. Cela donne un avion qui atteint son objectif en
appliquant les variations à la vitesse décrite par le vecteur qu’il a sélectionné.
La gestion du deuxième cas est indispensable pour les virages. En eﬀet, comme les
trajectoires sont des portions de ligne droite, il n’y a pas de vecteur qui « explique » à
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l’avion comment tourner. Si on ne gère pas les virages, cela donne une trajectoire qui
ressemble à une ligne brisée puisque l’avion changerait de cap instantanément quand il doit
suivre un autre vecteur. Ce type de comportement réduit sensiblement la représentativité
du traﬁc généré.
Graphiquement, c’est le changement de cap instantané qui est le plus remarquable
mais n’importe quel changement de paramètre instantané nuit à la représentativité.
Pour rester cohérent il faut donc gérer les déplacements de l’avion en faisant varier les
paramètres de cap et vitesse progressivement au lieu de changer directement les valeurs
de latitude, de longitude et d’altitude.
Ensuite, l’avion doit anticiper son changement de cap avant d’avoir atteint son objectif.
C’est possible si les données présentes dans la situation d’extrémité sont correctement
choisies : il faut qu’elles contiennent un objectif de cap pour que l’avion en change
progressivement et qu’il atteigne la situation d’extrémité du vecteur. Comme on sait en
combien de temps l’avion doit parcourir le vecteur, on peut, de la même façon qu’on
apprend la vitesse de déplacement des avions, apprendre la vitesse de rotation de l’avion.
En résumé, si on ajoute le paramètre « cap de l’avion » à chaque situation, sachant
qu’elles contiennent déjà une position et une heure, alors, en plus de donner un objectif
en terme de position, elles peuvent donner un objectif en terme de cap. Cela signiﬁe que
l’avion cherchera à atteindre la position donnée dans la situation d’extrémité avec le cap
que cette même situation spéciﬁe. De plus, comme chacun des vecteurs est daté, on sait
en combien de temps l’avion doit faire ce changement de cap ce qui permet de déterminer
la vitesse de déplacement et de rotation.
La simulation fonctionne pas à pas et à chaque pas l’agent avion peut faire varier
ses paramètres comme nous pouvons le voir dans l’algorithme 3.4. Il eﬀectue le cycle
perception, décision, action présenté en 3.1.2. L’agent avion perçoit son environnement
en mettant à jour la liste des vecteurs qui lui sont géographiquement proches. L’utilisation
de la proximité géographique permet de limiter le nombre de vecteurs à considérer. En
eﬀet, il est assez improbable qu’un vecteur très éloigné soit pertinent puisque sa situation
d’origine sera probablement diﬀérente.
L’étape de décision consiste à choisir un objectif et à calculer le déplacement que
cela va impliquer. Pour savoir dans quelle direction l’agent avion doit se rendre, il doit
comparer sa position et celle de son objectif ce qui lui donne un cap à suivre dans le
repère terrestre. La distance à parcourir pour ce pas est déﬁnie par la vitesse qui est
elle-même déduite de l’heure à laquelle l’objectif doit être atteint et de l’heure courante.
L’action consiste ensuite à eﬀectivement faire le mouvement.
La diﬀérence entre le cap courant de l’avion et le cap souhaité est souvent trop grande
pour pouvoir être changée en un seul pas, il s’agit alors de changer progressivement le cap
pour tourner tout aussi progressivement. L’incrément de cap est donc la diﬀérence entre
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Algorithme 3.4 : Algorithme de virage
1 // distance à parcourir pour ce pas, hspeed est la vitesse
horizontale
2 distanceForThisStep = timeStep * hspeed
3 // direction pour aller à l’objectif
4 headingForThisStep = Location.magneticBearing(currentPos, destination)
5 // différence entre le cap de l’avion et la direction de l’objectif
6 angleDiﬀ = signedDistanceBetweenAngleDeg(currentHeading, headingForThisStep)
7 // calcul de la vitesse de rotation, on a timeForThisObjective
secondes pour atteindre l’objectif, headingCoef augmente de façon
fixe la vitesse de rotation
8 headingIncrement = angleDiﬀ / timeForThisObjective * headingCoef
9 if Math.abs(angleDiﬀ) < Math.abs(headingIncrement) then
10 // Si le pas de rotation dépasse l’axe qui relie l’avion et son
objectif alors on ne le dépasse pas
11 currentHeading = headingForThisStep
12 else
13 // sinon on normalise (mettre entre 0 et 360) le cap
14 currentHeading = Location.normalizeDegreeAngle(this.currentHeading +
headingIncrement)
15 end
16 // calcul de la position suivante : faire une translation dans un
repère polaire 3D de distanceForThisStep km avec le cap
currentHeading en partant de currentPos
17 Location nextLocation = polarEarthTranslate(currentPos, currentHeading,
distanceForThisStep)
le cap courant de la direction de l’objectif divisé par le temps disponible pour atteindre
l’objectif (puis multiplié par un coeﬃcient constant).
Si l’incrément de cap fait que le cap de l’avion dépasse la ligne imaginaire qui sépare
la position courante de l’objectif alors l’incrément est réduit pour que le prochain cap
soit égal à la direction de l’objectif. Cette vériﬁcation est nécessaire à cause de la nature
discrète du virage. Sans elle l’avion risque de trop tourner.
Pour généraliser le problème, on peut décrire le de la façon suivante :
• une variable V qui doit atteindre une valeur objectif O,
• une vitesse de variation de la variable V,
• une fonction permettant de calculer une distance entre deux valeurs de V.
Cette généralisation ne fonctionne que si on peut avoir un impact direct sur la variable
V. En eﬀet, certaines variables sont en lecture seule (voir le tableau 3.4 pour connaître
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les modes des variables) et leur valeur est modiﬁée à chaque pas via d’autres variables :
la latitude et la longitude fonctionnent de cette façon par exemple, elles sont modiﬁées
en mettant la vitesse horizontale et le cap à une certaine valeur puis en faisant une
translation. Si on est dans le cas d’une variable en lecture seule, il faut donc une autre
fonction pour prévoir les modiﬁcations à faire pour que V atteigne sa valeur.
Tableau 3.4 – Mode des données
Donnée Mode
Indicatif de vol (« callsign ») lecturea
Latitude écriture dérivéec
Longitude écriture dérivée
Cap écritureb
Altitude écriture dérivée
Vitesse horizontale écriture
Code transpondeur (« squawk ») lecture
Identiﬁant radar lecture
Modèle de l’avion lecture
Heure lecture
Aéroport de départ lecture
Aéroport d’arrivée lecture
Immatriculation lecture
Vitesse verticale écriture
a « lecture » : la valeur ne peut pas être changée après
le début de l’apprentissage ou de la simulation
b « écriture » : la valeur peut être changée à n’importe
quel moment
c « écriture dérivée » : la valeur ne peut pas être
changée directement mais elle peut l’être en passant
par la modiﬁcation d’autres variables. Par exemple
un changement de cap fera changer la latitude (et
la longitude) de l’avion quand il avancera.
Le système de montée et de descente (voir algorithme 3.5) progressive fonctionne
sensiblement de la même façon en faisant varier progressivement l’altitude en fonction de
la vitesse verticale.
Que cela soit pour la latitude et la longitude, pour l’altitude ou bien pour le cap, les
changements progressifs sont basés sur les mêmes étapes :
1. Les variables ont une valeur de départ qui est modiﬁée en utilisant la vitesse de
variation.
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Algorithme 3.5 : Algorithme de montée/descente
1 next = copyOf(currentLocation)
2 nextAltitude = next.altitude + vspeed *
ConﬁgCenter.ActiveComponentImpl_timeCoef
3 if (vspeed < 0 AND nextAltitude < destination.altitude) OR (vspeed > 0 AND
nextAltitude > destination.altitude)) then
4 next.altitude = this.objectiveWithConstraints.destination.altitude
5 else
6 next.altitude = (int) Math.ﬂoor(nextAltitude)
7 end
8 return next
2. Lors du dernier pas avant d’atteindre l’objectif, la vitesse doit être réduite pour ne
pas dépasser l’objectif.
3. La variation à eﬀectuer est calculée à chaque pas de la simulation.
La première étape décrit le système de fonctionnement général de l’algorithme. La
deuxième étape est liée à la discrétion de la simulation, c’est-à-dire qu’on ne peut pas
s’arrêter au milieu d’un pas de simulation. La troisième étape permet de s’adapter de
façon transparente à un changement d’objectif.
Les paramètres dont nous avons parlé jusqu’à présent sont ancrés dans le local. C’est-
à-dire que leur valeur déﬁnit le comportement de l’avion au moment où elle est lue à
l’endroit où elle est lue. Cependant, il y a des paramètres qui inﬂuent sur le comportement
de l’avion alors qu’ils concernent une entité lointaine dans le temps ou dans l’espace.
Dans la partie suivante nous parlons d’un de ces paramètres : le sens du vent à l’aéroport
de destination.
3.4 Inférer une donnée manquante : la direction du vent
La direction et la force du vent ont une importance capitale dans la façon dont un
avion se comporte dans le ciel. Voler dans le sens du vent lui permet de gagner de la
vitesse et voler contre le vent le ralentit. Liée au déplacement dans l’air, la vitesse d’un
avion peut s’exprimer de deux manières : la vitesse sol et la vitesse air.
La vitesse au sol est calculée à partir d’un point au sol, c’est la vitesse à laquelle nous
sommes le plus habitués puisqu’elle correspond à ce qui est mesuré pour les véhicules
roulants tels que les voitures.
La vitesse air représente la vitesse à laquelle l’air s’écoule sur les parois de l’avion. Si
le vent souﬄe face à l’avion il aura, à consommation égale, une vitesse air plus élevée
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que sa vitesse sol. Cette mesure est importante pour expliquer certains phénomènes de
mécanique des ﬂuides. En eﬀet, un avion pourrait théoriquement « faire du sur place »
avec un vent de face de plusieurs centaines de kilomètres par heure car cela suﬃrait à le
maintenir en l’air, pourtant sa vitesse au sol serait nulle (comme un parapente ou un
oiseau).
Décoller face au vent permet à un avion de dépenser moins de puissance car la vitesse
nécessaire au décollage est relative à la vitesse du ﬂuide dans lequel il se déplace. Par
exemple, un avion qui a besoin d’atteindre une vitesse de 300km/h pour décoller pourrait
se contenter de 200km/h avec un vent de face de 100km/h. De même, atterrir face au
vent permet des atterrissages plus doux car cela permet à l’avion de se maintenir en l’air
avec une vitesse sol plus faible (alors que la vitesse air est la même) et de moins user
l’avion (trains d’atterrissage, freins et pneus par exemple).
Il en résulte que les avions empruntent le plus possible les pistes dans un sens qui
permet d’atterrir et de décoller face au vent. Cette particularité a des conséquences
importantes sur les trajectoires des avions. En eﬀet le sens du vent à l’arrivée détermine la
route que va prendre l’avion longtemps avant l’atterrissage (la mesure exacte dépend des
aéroports). La ﬁgure 3.6 montre deux trajectoires d’arrivée sur l’aéroport de Paris-Orly.
Les deux permettent à l’avion de descendre mais c’est celle qui permet à l’avion d’atterrir
le plus possible face au vent qui est eﬀectivement choisie.
Figure 3.6 – Deux trajectoires d’arrivée sur Paris-Orly
Nous ne disposons pas des données météorologiques pour aﬃner le comportement
des avions simulés. Cependant, les avions atterrissent et décollent toujours face au vent.
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Le sens du vent sur les aéroports peut donc être déduit du sens dans lequel les avions
décollent et atterrissent.
Nous déﬁnissons le vent avec deux paramètres :
• Le sens du vent, en degré par rapport au pôle nord de manière similaire au cap
d’un avion.
• La vitesse du vent, en kilomètres par heure, si cette vitesse est égale à zéro alors la
valeur du sens du vent est ignorée.
En fait nous n’avons aucune donnée sur la véritable direction du vent, nous savons
juste que le sens du vent a incité les contrôleurs aériens à faire atterrir les avions dans un
certain sens. Il se peut très bien que le véritable sens du vent diﬀère de plusieurs dizaines
de degrés. Cependant il ne devrait pas diﬀérer de plus de 90° sans quoi les contrôleurs
auraient fait atterrir l’avion dans l’autre sens. De même, nous n’avons pas d’information
sur la vitesse exacte du vent, n’importe quelle valeur positive aura le même eﬀet sur le
sens d’atterrissage des avions. Par ailleurs, une valeur nulle signale l’absence de vent.
Comme l’apprentissage consiste à rejouer les données dans l’ordre chronologique cela
empêche de savoir dans quelle direction l’avion va se poser sur la piste avant qu’il ait
eﬀectivement atterri. Or, on a besoin de savoir dans quel sens souﬄe le vent pour préciser
ce paramètre dans les vecteurs qui constituent la route d’atterrissage de l’avion. On
détecte que l’avion a atterri car son altitude par rapport au sol est égale à zéro, une fois
cet état atteint il s’agit de faire remonter l’information dans les situations précédentes
(voir les algorithmes 3.6 et 3.7)
Algorithme 3.6 : Algorithme de rétropropagation côté avion
1 if me.atterit() then
2 // Envoie à la dernière situation d’intérêt créée les
informations concernant la situation de l’avion quand il a
atterri (en particulier l’angle d’atterrissage)
3 send(agent_situation_interet.last(), situations.last())
4 end
Les contextes représentent un chaînage dans l’ordre chronologique du déplacement
de l’avion entre les situations d’intérêt. Pour permettre la rétropropagation du vent
à l’arrivée dans les situations il faut également un chaînage dans le sens inverse du
déplacement. La situation d’atterrissage localisée au point A peut ainsi envoyer à sa
situation précédente la vitesse et la force du vent en A. La situation précédente fait suivre
cette information à sa situation précédente et ainsi de suite de situation en situation. Ce
qui nous permet de marquer les vecteurs avec l’information du vent à l’arrivée et donc
avec le sens d’atterrissage conseillé qui leur correspond.
La propagation aurait pu continuer jusqu’à la situation de décollage mais l’inﬂuence
du vent sur l’aéroport d’arrivée a une inﬂuence limitée dans l’espace. Par exemple, la
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Algorithme 3.7 : Algorithme de rétropropagation côté situation d’intérêt
1 message = inbox.pop()
2 if message.type == "vent" then
3 me.vent = message.vent
4 // Si la valeur est nulle alors c’est que l’on a atteint la
première situation de la trajectoire
5 if situation_interet_precedente != null then
6 // envoyer le même message à la situation d’intérêt précédente
qui fera de même et ainsi de suite
7 send(situation_interet_precedente, message)
8 end
9 end
trajectoire d’un vol New-York - Paris Orly n’est inﬂuencée par le vent à Paris que proche
de l’arrivée. Nous avons donc choisi arbitrairement une distance à partir de laquelle la
propagation s’arrêtait : si la situation d’intérêt qui reçoit le message de vent est à plus
de 200 km de l’aéroport d’arrivée alors elle ignore le message et arrête la propagation du
même coup.
Une fois l’information du vent ajoutée aux vecteurs, le sens du vent vient condi-
tionner la sélection des vecteurs à chaque demande d’objectif d’un avion. En saisissant
manuellement le vent sur chaque aéroport (ou en le tirant au hasard parmi les possibilités
constatées pendant l’apprentissage) cela fait qu’un vecteur qui a une origine avec un vent
qui ne correspond pas au vent déclaré à l’aéroport d’arrivée sera trop peu similaire pour
être sélectionné.
La gestion du vent au décollage en simulation est plus simple car elle ne nécessite
pas de changement pendant la phase d’apprentissage. Le cap au décollage est la seule
information nécessaire. Une simulation avec notre système nécessite de saisir pour chaque
avion une situation initiale à partir de laquelle la demande d’objectif pourra se déclencher.
En choisissant bien la situation initiale pour que le cap de l’avion corresponde au
complémentaire du sens du vent, on va privilégier les vecteurs qui ont une donnée de cap
qui correspond, et donc inﬂuencer le sens de décollage de l’avion.
L’inférence du sens du vent est un exemple intéressant car il fonctionne complètement
diﬀéremment des autres percepts. Contrairement aux autres percepts qui inﬂuencent
le comportement présent de l’avion en se basant sur des perceptions géographiquement
proches, la direction du vent à l’atterrissage inﬂue sur le comportement présent de l’avion
en se basant sur des perceptions géographiquement lointaines.
Le comportement des avions est aussi inﬂuencé par la présence (ou non) d’autres
avions dans leur voisinage. La partie suivante présente une méthode qui permet de
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détecter et catégoriser simplement un conﬂit potentiel entre avion.
3.5 Conﬂits et collisions
Il y a tellement peu de collision entre avions dans le traﬁc réel que générer du traﬁc
avec collision n’est pas réaliste. Cependant, le trajet des avions est fortement conditionné
par de potentielles futures collisions à absolument éviter. La détection des collisions est
un premier pas vers l’évitement ce qui permet d’avoir un traﬁc plus réaliste.
Un parallélépipède virtuel, que nous appellerons boîte de conﬂit, est mis en place
autour de chaque avion. Il y a un conﬂit, et donc une collision potentielle, si deux
parallélépipèdes ont une intersection non vide.
Nous rappelons les trois types de conﬂits :
• convergence, quand la route des avions se croise ;
• rattrapage, quand un avion est derrière un avion plus lent ;
• face à face, quand deux avions vont l’un vers l’autre.
Les ﬁgures 3.7, 3.8 et 3.9 représentent les 3 conﬁgurations de conﬂits possibles
(représentées dans un espace à deux dimensions pour plus de lisibilité). Dans chaque
schéma deux avions sont représentés : l’avion A dont le centre de gravité est au point A
et l’avion B dont le centre de gravité est au point B. Le parallélépipède virtuel (ici un
rectangle puisque nous sommes en deux dimensions) est bleu et à gauche pour l’avion A
et rouge et à droite pour l’avion B. La longueur des boîtes de conﬂit dépend de la vitesse
de l’avion, plus l’avion va vite plus la boîte est grande pour pouvoir détecter les conﬂits
avec 5 minutes d’avance. Les points A’ et B’ représentent les points où les trajectoires
courantes des avions A et B rencontrent le parallélépipède de l’autre avion. Pour chaque
avion, il est possible de catégoriser les types de conﬂits en observant le signe du produit
scalaire des vecteurs vitesse −→vA et
−→vB (pour savoir si les deux avions vont dans le même
sens) et le côté (ou la face) du parallélépipède sur lequel le point « prime » est placé.
L’algorithme 3.8 explique comment les conﬂits sont typés.
Chaque avion est « conscient » des avions autour de lui et sait donc quand il est
en conﬂit. La résolution des conﬂits peut donc se faire de façon autonome si les agents
coopèrent. Comme les conﬂits peuvent concerner un nombre important d’avions et donner
un problème très complexe à résoudre nous abordons le problème avec une approche
locale où chaque agent avion coopère avec ses voisins pour trouver une bonne solution.
Une bonne solution étant une solution qui permet au plus d’avions possibles de ne plus
être en conﬂit tout en nécessitant le moins de changement possible dans les trajectoires.
C’est essentiellement le nombre de changements qui compte, le degré du changement
a peu d’importance (tant qu’il est compatible avec les performances de l’avion) car un
contrôleur aérien est limité par le nombre d’ordres qu’il peut donner par minute et non
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Figure 3.7 – Conﬂit de convergence
Figure 3.8 – Conﬂit de rattrapage
Figure 3.9 – Conﬂit de "face à face"
par leur intensité. Pour obtenir une solution réaliste, il faut donc essayer de respecter les
mêmes contraintes et diminuer le nombre d’ordres de contrôle virtuel à donner.
Pour guider les agents, nous utilisons la notion de criticité. Cette notion représente le
niveau de conﬂit de l’avion. Si un avion A est littéralement encerclé par d’autres avions,
alors sa criticité sera maximum car il ne peut pas trouver de trajectoire pour résoudre le
conﬂit tout seul. Ce sera donc aux autres avions de changer leurs trajectoires même si
cela représente un plus grand nombre d’ordres de contrôle. À l’opposé, si deux avions
sont en conﬂit sans aucun autre avion autour, alors leur criticité sera basse et il faut
trouver un autre paramètre pour les discriminer. Pour cela on se sert d’une règle métier
qui dit que l’on préfère éviter de donner un autre ordre de contrôle si un avion est déjà en
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Algorithme 3.8 : Algorithme d’évitement
1 planesAround = getPlanesAround(me.position)
2 for plane in planesAround do
3 // X est un seuil de distance à définir
4 if distance(me.location, plane.location) < X then
5 myBox = Box(me)
6 otherBox = Box(plane)
7 collision = myBox.collidesWith(otherBox)
8 if collision.collides then
9 // avec quel côté de l’autre boîte on entre en collision ?
10 if collision.sideB.back then
11 // conflit de rattrapage
12 else if collision.sideB.front then
13 // conflit face à face
14 else
15 // croisement ou convergence
16 end
17 else
18 me.removeConstraints()// uniquement celles qui correspondent
à cet avion
19
20 end
21 end
22 end
train d’évoluer (c’est-à-dire de monter ou de descendre). Si des avions sont dans la même
situation, alors la préférence sera donnée à ceux qui sont le plus loin de leur aéroport
d’arrivée car ils auront plus de temps pour rattraper leur retard et corriger les éventuels
détours.
Nous avons surtout abordé le sujet de l’évitement entre avions mais le même mécanisme
d’évitement peut-être utilisé pour empêcher un avion d’entrer dans une zone. Cela peut
servir à simuler la fermeture d’un couloir aérien pendant qu’un certain nombre d’avions
militaires font des exercices. En plaçant des entités semblables à des avions statiques
dans cet espace, les avions vont automatiquement éviter cette zone.
Les notions de criticité et de coopération sont centrales dans la conception d’un
AMAS et guident le comportement des agents. La partie suivante aborde leur utilisation
dans le contexte de la construction du comportement des avions.
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CHAPITRE 4
Le système EVAA : validation de
l’apprentissage
Dans ce chapitre nous allons évaluer la qualité du traﬁc généré par le système EVAA
(Environnement Virtuel Auto-Adaptatif). Il n’y a pas vraiment de contraintes sur les cas
d’utilisation car nous avons comme objectifs de nombreuses applications diﬀérentes.
Au terme « réalisme », nous préférerons le terme de représentativité pour expliciter
l’idée d’un réalisme non absolu.
Tout d’abord, nous présentons les diﬀérents critères qui sont utilisés pour mesurer
cette représentativité. Ensuite, nous présentons les diﬀérents jeux de données de traﬁc
aérien sur lesquels ces critères sont appliqués. Enﬁn, les résultats des expériences sont
analysés.
4.1 Conﬁguration d’expérimentations
Pour évaluer le résultat de l’apprentissage et la qualité de la simulation qui en résulte
il faut comparer le traﬁc simulé avec du traﬁc réel. Cependant, il n’existe pas de test ou
de métrique permettant de comparer du traﬁc aérien. Certains paramètres, comme le
temps de vol, sont comparables directement et simplement. Pour d’autres c’est moins
évident : comment comparer la trajectoire suivie par deux avions ? En comparant la
latitude et la longitude séparément ou en même temps ? Doit-on comparer en fonction
du temps de vol écoulé, en fonction de la distance parcourue ou de la distance qui sépare
l’avion de son point de décollage ?
Chaque critère est associé à une métrique qui est utilisée pour analyser statistiquement
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la diversité des trajectoires d’avion en calculant une moyenne de la réalité (avec une
méthode diﬀérente pour chaque test) qui sert de point de comparaison. Ce qui permet
de donner une répartition statistique de chacun des exemples simulés par rapport à la
moyenne. Dans certains cas nous utilisons les notions de :
• TRM-Sim, Trajectoire réelle moyenne vs Simulation : la distance entre la trajectoire
réelle moyenne et chacune des trajectoires simulées,
• TRM-Réel, Trajectoire réelle moyenne vs Réel : la distance entre la trajectoire réelle
moyenne et chacune des trajectoires réelles.
Le TRM-réel est identique pour chacune des métriques et se calcule à partir du même
échantillon de la réalité à chaque fois. Cet échantillon est présenté dans les scénarios
portant le numéro 1 (Toulouse - Orly 1, Bordeaux - Orly 1, ...).
Chacun des tests suivants a pour objectif de mesurer le niveau de représentativité du
traﬁc généré. Pour cela, il faut comparer les répartitions statistiques de la TRM-Sim et
de la TRM-Réel et juger de la diﬀérence entre les deux. Nous nous ﬁxons comme objectif
d’avoir les valeurs des médianes de la TRM-Sim et de la TRM-Réel d’un même ordre de
grandeur.
Quatre métriques sont déﬁnies et créées pour les besoins de cette évaluation. Les trois
premières servent à mesurer la distance entre deux trajectoires : la première métrique
compare le temps de parcours de deux trajectoires (et donc le temps de vol de l’avion
correspondant) ; la deuxième métrique compare les proﬁls verticaux de deux trajectoires,
la troisième métrique compare leurs proﬁls horizontaux. La dernière métrique est un peu
diﬀérente puisqu’elle ne juge pas du réalisme de la simulation. Elle mesure la vitesse de la
simulation et compare le temps de simulation avec le temps écoulé dans le monde virtuel.
Dans la suite de ce chapitre, ces quatre mesures vont être explicitées.
4.1.1 Durée de vol
La métrique du temps de vol est la plus simple à manipuler puisque c’est une donnée
chiﬀrée et unique pour chaque vol. De plus, si elle est représentative, elle permet d’évaluer
sereinement d’autres paramètres tels que la trajectoire et la vitesse. Si la durée de vol
est trop longue alors on est certain d’avoir des problèmes de vitesse ou de trajectoire ;
si elle est trop courte alors l’avion vole trop vite ou utilise une trajectoire trop directe.
Enﬁn, la plupart des autres mesures sont comparées en représentant le temps sur l’axe
des abscisses.
La distance entre deux durées se fait de façon triviale grâce à une soustraction et la
moyenne se fait en additionnant les temps de vol de chaque trajectoire et en divisant par
le nombre de trajectoires.
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La ﬁgure 4.1 montre la diﬀérence de durée de vol entre plusieurs vols de la même
ligne.
Figure 4.1 – Diversité des durées de vol sur la ligne Toulouse - Orly (Qn représente le
nème quartile, x˜ est la médiane, x¯ est la moyenne)
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4.1.2 Proﬁl horizontal
Un proﬁl horizontal est déﬁni par une liste ordonnée de triplets contenant l’heure
la latitude et la longitude. Pour simpliﬁer le proﬁl et le rendre plus facile à comparer
il est échantillonné pour ne garder que 100 points répartis équitablement sur l’échelle
temporelle sur l’ensemble de la trajectoire.
La comparaison entre deux trajectoires échantillonnées se fait en calculant la moyenne
des distances géographiques et temporelles entre chaque point de même rang dans les
deux trajectoires.
DistanceHorizontale =
∑
100
n=1
geodist(Ai,Bi)+timedist(Ai,Bi)
100
où A et B sont deux trajec-
toires, Ai désigne le ième point de la trajectoire et où geodist est une fonction qui calcule
la distance géographique entre deux points dans un repère terrestre.
Les ﬁgures 4.2a, 4.2b, 4.3a et 4.3b présentent un certain nombre de trajectoires qui
servent à illustrer le calcul de la distance entre deux proﬁls horizontaux. Pour chacune
de ces ﬁgures, on considère que la trajectoire en ligne pleine est la trajectoire A et que la
trajectoire en pointillés est la trajectoire B. Le nombre de points échantillonnés a été
réduit à 5 et la formule de calcul de la distance horizontale a été adaptée en conséquence.
La ﬁgure 4.2a montre deux trajectoires superposées. La distance entre les deux proﬁls
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verticaux est donc nulle.
Figure 4.2
(a) Exemple de deux trajectoires iden-
tiques
(b) Exemple de deux trajectoires paral-
lèles
La ﬁgure 4.2b montre deux trajectoires parallèles dont tous les points de même
rang sont séparés de 50 mètres. L’équation 4.1 montre que la distance entre ces deux
trajectoires est de 50.
∑5
n=1 geodist(Ai,Bi) + timedist(Ai,Bi)
5
=
geodist(A1,B1) + geodist(A2,B2) + geodist(A3,B3) + geodist(A4,B4) + geodist(A5,B5)
5
=
50+ 50+ 50+ 50+ 50
5
= 50
(4.1)
La ﬁgure 4.3a présente deux trajectoires qui se séparent après le premier point et se
rejoignent au dernier point. L’équation 4.2 montre le calcul qui permet de dire que la
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Figure 4.3
(a) Exemple de deux trajectoires qui
divergent puis se rejoignent
(b) Exemple de trajectoires en « zig
zag »
distance entre ces deux trajectoires est de 138 mètres.
∑5
n=1 geodist(Ai,Bi) + timedist(Ai,Bi)
5
=
geodist(A1,B1) + geodist(A2,B2) + geodist(A3,B3) + geodist(A4,B4) + geodist(A5,B5)
5
=
0+ 236+ 222+ 233+ 0
5
= 138
(4.2)
La distance entre les proﬁls horizontaux des trajectoires de la ﬁgure 4.3b est de 138
comme le montre l’équation 4.3. C’est la même distance que pour la ﬁgure 4.3a, or, d’un
point de vue métier, les trajectoires en « zig zag » de la ﬁgure 4.3b sont bien moins
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réalistes.
∑5
n=1 geodist(Ai,Bi) + timedist(Ai,Bi)
5
=
geodist(A1,B1) + geodist(A2,B2) + geodist(A3,B3) + geodist(A4,B4) + geodist(A5,B5)
5
=
0+ 230+ 230+ 230+ 0
5
= 138
(4.3)
4.1.3 Proﬁl Vertical
Le proﬁl vertical d’une trajectoire d’avion est la représentation graphique de l’altitude
de l’avion en fonction du temps. La ﬁgure 4.4 présente un exemple de proﬁl vertical.
Déﬁnition 4.1. Le niveau de vol est un terme de contrôle aérien pour désigner l’altitude
barométrique (se basant sur la pression) de l’avion. Elle est reliée à l’altitude avec un
coeﬃcient de 100, c’est-à-dire qu’un niveau de vol de 100 correspond à 10 000 pieds.
Pour comparer deux proﬁls verticaux, nous proposons une méthode similaire à celle
utilisée pour le proﬁl horizontal. Chaque trajectoire est découpée en 99 segments de durée
égale ce qui donne 100 points d’échantillonnage d’indice allant de 1 à 100. L’altitude de
chacun de ces points dans la première trajectoire est comparée avec l’altitude de leur
homologue de même rang dans la deuxième trajectoire. La moyenne de ces distances est
la distance entre les deux proﬁls verticaux.
L’équation 4.4 montre la formule de calcul de la distance. Ai et Bi désignent respecti-
vement le point de rang i dans l’échantillonnage de la trajectoire.
DistanceV erticale =
∑100
n=1 |altitude(Ai)− altitude(Bi)|
100
(4.4)
4.1.4 Vitesse de simulation
Contrairement aux mesures précédentes qui servaient à mesurer la représentativité du
traﬁc, la vitesse de simulation sert à évaluer l’eﬃcacité de la simulation. Nous déﬁnissons
l’eﬃcacité de la simulation comme le rapport entre le temps écoulé dans la simulation et
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Figure 4.4 – Exemple de proﬁl vertical d’un avion sur la ligne Toulouse-Orly
le temps écoulé en dehors de la simulation. Ainsi un simulateur qui met deux heures à
simuler trois heures de traﬁc aura une eﬃcacité de 1,5.
La vitesse d’exécution dépend de plusieurs facteurs dont le nombre d’agents avion dans
la simulation et le nombre d’agents vecteur. Ainsi, il faut faire varier ces paramètres pour
étudier l’eﬃcacité de la simulation. La partie suivante propose donc d’étudier plusieurs
scénarios sur lesquels cette métrique et les autres seront évaluées.
4.2 Scénarios
Un scénario est déﬁni par un ensemble d’avions et, pour chacun d’entre eux, sa
situation initiale (position, cap et vitesse de départ), son heure de décollage et sa
destination. Un scénario peut être utilisé pour faire du rejeu ou une simulation. Le rejeu
consiste, à partir des situations initiales, à reproduire le traﬁc réel correspondant. La
simulation consiste à générer du traﬁc inédit en interrogeant les vecteurs tout en partant
des mêmes situations initiales.
Pour évaluer correctement la représentativité du traﬁc et l’eﬃcacité du système il
faut eﬀectuer des tests sur des scénarios diﬀérents que nous allons décrire.
L’objectif de chacun de ces scénarios est d’utiliser les métriques décrites dans la partie
précédente. C’est pourquoi chaque scénario ne comporte que des avions qui volent sur la
même route. En eﬀet, il est inutile de comparer la trajectoire (ou le temps de vol) d’un
avion faisant Toulouse - Paris Orly à celle d’un avion faisant Bordeaux - Lyon.
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4.2.1 Scénario Toulouse - Paris Orly
Le premier scénario est composé de 141 avions de la ligne Toulouse - Paris Orly.
Cette ligne a un traﬁc élevé ce qui permet d’avoir facilement un échantillon important
pour l’apprentissage. Les situations d’origine des avions et leurs heures de décollage sont
identiques à celles observées du 26 novembre 2014 au 29 décembre 2014.
Le jeu de vecteurs utilisé est obtenu en observant le comportement des avions sur la
route Toulouse - Paris Orly du 30 novembre 2014 au 3 décembre 2014.
4.2.2 Scénario Bordeaux - Paris Orly
Dans le deuxième scénario il s’agit de faire voler 88 avions de Bordeaux à Paris en
utilisant les enregistrements datant du 25 novembre 2014 au 3 décembre 2014.
Les vecteurs utilisés sont appris sur la même période de temps et sur la même route.
4.2.3 Scénario Marseille - Paris Orly : émergence de routes inconnues
L’objectif de ce scénario est de montrer qu’il est possible de générer du traﬁc sur
une route qui n’a pas été apprise. L’apprentissage est fait sur des routes voisines mais
diﬀérentes de la route simulée. Nous avons choisi de simuler du traﬁc reliant Marseille
à Paris Orly en utilisant des vecteurs obtenus à partir de l’apprentissage de plusieurs
routes :
• Toulouse - Paris Orly et Paris Orly - Toulouse
• Nice - Paris Orly et Paris Orly - Nice
• Marseille - Lyon et Lyon - Marseille
• Lyon - Paris Orly et Paris Orly - Lyon
Ce scénario est particulièrement important puisqu’il sert à montrer que EVAA est
capable de faire voler les avions sur des routes réalistes sans avoir appris préalablement
ces routes ce qui montre une bonne capacité à généraliser.
4.2.4 Récapitulatif des scénarios
Le tableau 4.1 liste les scénarios et les informations les concernant. La colonne « avion »
donne le nombre d’avions présents dans la simulation. La colonne « contextes » indique
le nombre de contextes présents lorsque le scénario est utilisé pour faire une simulation.
La colonne « vecteurs » indique le nombre de vecteurs qui ont été agrégés pour donner
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ces contextes. Les colonnes « début » et « ﬁn » donnent respectivement l’heure virtuelle
de début et de ﬁn du scénario.
Scénarios Avions Vecteurs Contextes Début Fin
Toulouse - Orly 1 136 1467 20 26/11/2014
10 :35
03/12/2014
08 :08
Toulouse - Orly 2 106 4839 34 08/05/2016
18 :39
12/05/2016
09 :01
Bordeaux - Orly 1 88 3530 33 25/11/2014
14 :18
03/12/2014
08 :11
Bordeaux - Orly 2 58 2537 13 04/05/2016
17 :06
10/05/2016
20 :42
Marseille - Orly 150 14281 102 10/05/2016
18 :38
13/05/2016
08 :35
Tableau 4.1 – Récapitulatif des scénarios
4.3 Résultats de simulation
Pour mesurer la qualité des résultats d’une simulation, il faut prendre en compte
les cas d’utilisation de la simulation. À quel point la simulation ressemble-t-elle à la
réalité et quelle est l’eﬃcacité de la simulation ? Les métriques déﬁnies dans la section
4.1 permettent de faire ces mesures.
Dans la suite de cette partie nous comparons le traﬁc simulé et réel des scénarios
décrits précédemment en fonction de la durée de vol, du proﬁl vertical et du proﬁl
horizontal. Ensuite nous analysons le temps nécessaire pour eﬀectuer une simulation.
Nous concluons sur le réalisme de la simulation en comparant et en analysant ces résultats.
4.3.1 Durée du vol
Il est très simple d’évaluer la représentativité de la durée de vol puisque c’est une
donnée chiﬀrée.
Les résultats que nous allons observer dans cette section sont analysés route par
route puisque comparer le temps de vol d’un New York - Londres à un Paris - Bruxelles
n’aurait aucun sens.
Scénario Toulouse - Orly 1 Prenons tout d’abord l’exemple d’un vol Toulouse -
Paris Orly. Dans la réalité le temps moyen d’un tel vol du décollage à l’atterrissage
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(sans compter la phase de taxi) est d’environ 58 minutes contre 70 en simulation. Nous
expliquons cette diﬀérence par un problème dans l’horloge du simulateur et nous y
reviendrons dans la conclusion de ce chapitre. Le diagramme 4.5a montre la répartition
statistique des temps de vol sur un échantillon de 136 vols sur de vrais vols enregistrés
et le diagramme 4.5b montre la même répartition mais sur une simulation du même
scénario.
Figure 4.5 – Répartitions statistiques des temps de vol pour Toulouse - Orly 1
(a) Dans la réalité
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(b) En simulation
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Les résultats du tableau 4.2 indiquent que les valeurs réelles et simulées sont du même
ordre de grandeur avec un écart entre les médianes de 15.49% et de 19.22% entre les
moyennes. Cela signiﬁe que le traﬁc généré en simulation est représentatif puisqu’il diﬀère
peu de la réalité.
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Min Quartile 1 Médiane Quartile 3 Max Moyenne
Réel 49.20 55.52 58.10 60.67 73.47 58.57
Simulation 65.20 66.03 67.10 72.27 83.13 69.83
écart -16.00 -10.51 -9.00 -11.60 -9.66 -11.26
écart en % -32.52 -18.93 -15.49 -19.12 -13.15 -19.22
Tableau 4.2 – Comparaison des statistiques des temps de vol sur du traﬁc réel et simulé
sur Toulouse - Orly 1
Scénario Toulouse - Orly 2 Bien qu’il s’agisse toujours de la ligne Toulouse - Orly,
ce scénario consiste à simuler des vols diﬀérents et à les comparer au même échantillon
que pour le scénario Toulouse - Orly 2. Les résultats sont sensiblement identiques puisque
les ﬁgure 4.6a et 4.6b montrent une répartition assez diﬀérente au niveau des temps de
vol comme pour le précédent scénario.
Min Quartile 1 Médiane Quartile 3 Max Moyenne
Réel 49.20 55.52 58.10 60.67 73.47 58.57
Simulation 56.80 64.18 67.97 71.43 84.40 68.58
écart -7.60 -8.66 -9.87 -10.76 -10.93 -10.01
écart en % -15.45 -15.60 -16.99 -17.74 -14.88 -17.09
Tableau 4.3 – Comparaison des statistiques de temps de vol sur du traﬁc réel et simulé
sur Toulouse - Orly 2
Le tableau 4.3 montre que les valeurs réelles et simulées sont du même ordre de
grandeur avec un écart de 15.49% entre les médianes et de 19.22% entre les moyennes
ce qui montre que la simulation ne diﬀère pas beaucoup plus de la réalité que ce que la
réalité diﬀère de sa propre moyenne.
Scénario Bordeaux - Orly 1 Les ﬁgures 4.7a et 4.7b montrent les répartitions
statistiques des temps de vol sur la route Bordeaux Orly respectivement dans la réalité et
en simulation. La simulation est faite à partir des mêmes positions initiales que la réalité
et, comme pour les autres scénarios, le temps de vol en simulation est toujours plus long
que dans la réalité.
Min Quartile 1 Médiane Quartile 3 Max Moyenne
Réel 3.13 47.90 51.40 54.07 72.40 51.12
Simulation 4.93 59.32 60.97 61.27 73.40 60.64
écart -1.80 -11.42 -9.57 -7.20 -1.00 -9.52
écart en % -57.51 -23.84 -18.62 -13.32 -1.38 -18.62
Tableau 4.4 – Comparaison des statistiques de temps de vol sur Bordeaux - Orly 1
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Figure 4.6 – Répartitions statistiques des temps de vol pour Toulouse - Orly 2
(a) Dans la réalité
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(b) En simulation
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Le tableau 4.4 montre que les valeurs simulées et réelles sont du même ordre de
grandeur avec un écart entre les médianes et les moyennes de 18.62%. Ce faible écart
montre que la simulation est proche de la réalité.
Scénario Bordeaux - Orly 2 Les ﬁgures 4.8a et 4.8b montrent la répartition statis-
tique des temps de vol dans la réalité et dans la simulation. La répartition est diﬀérente
mais reste autour de 50 minutes avec un écart entre le maximum et le minimum d’environ
20 minutes dans les deux cas.
Le tableau 4.5 permet de constater que la simulation diﬀère peu de la réalité puisque
les valeurs réelles et simulées sont du même ordre de grandeur et ont une répartition
similaire avec un écart entre les médianes des 7.14% et de 13.24% entre les moyennes.
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Figure 4.7 – Répartitions statistiques des temps de vol pour Bordeaux - Orly 1
(a) Dans la réalité
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(b) En simulation
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Min Quartile 1 Médiane Quartile 3 Max Moyenne
Réel 3.13 47.90 51.40 54.07 72.40 51.12
Simulation 51.87 54.83 55.07 61.58 70.87 57.89
écart -48.74 -6.93 -3.67 -7.51 1.53 -6.77
écart en % -1557.19 -14.47 -7.14 -13.89 2.11 -13.24
Tableau 4.5 – Comparaison des statistiques de temps de vol sur Bordeaux - Orly 2
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Figure 4.8 – Répartitions statistiques des temps de vol pour Bordeaux - Orly 2
(a) Dans la réalité
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(b) En simulation
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Nous notons également un écart énorme entre les minimums avec 1557%, nous verrons
parfois des écarts très grands pour les minimums et maximums dans ce chapitre et nous
reviendrons sur cette particularité dans la conclusion.
Scénario Marseille - Paris Orly La ﬁgure 4.9a et la ﬁgure 4.9b montrent la réparti-
tion du temps de vol pour les vols Marseille-Orly dans la réalité et en simulation. L’écart
entre les répartitions est un peu plus faible que d’habitude avec 7 minutes mais nous
n’avons pas trouvé de raison à cette réduction de l’écart et il s’agit sans doute d’une
spéciﬁcité de ce jeu de données.
Les écarts entre la réalité et la simulation visible dans le tableau 4.6 sont suﬃsamment
faibles pour pouvoir dire que les mesures sont du même ordre de grandeur (excepté pour
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Figure 4.9 – Répartitions statistiques des temps de vol pour Marseille - Orly
(a) Dans la réalité
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(b) En simulation
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Min Quartile 1 Médiane Quartile 3 Max Moyenne
Réel 3.13 54.18 56.23 60.63 73.00 56.96
Simulation 54.60 61.20 64.47 67.67 82.13 65.50
écart -51.47 -7.02 -8.24 -7.04 -9.13 -8.54
écart en % -1644.41 -12.96 -14.65 -11.61 -12.51 -14.99
Tableau 4.6 – Comparaison des statistiques de temps de vol sur Marseille - Orly
113
le minimum). Cela signiﬁe que le traﬁc généré en simulation est représentatif puisqu’il
diﬀère peu de la réalité.
Conclusion sur la comparaison des durées de vol Pour le scénario Toulouse- Orly
1, l’écart entre les moyennes de la simulation et de la réalité est de 19.22% et l’écart entre
les médianes est de 15.49% et les résultats sont similaires pour les autres scénarios. Ces
valeurs relativement faibles montrent que les valeurs sont du même ordre de grandeur et
que la simulation est représentative et ce malgré le fait que les temps de vol soient plus
longs en simulation.
Ce temps de vol plus long pour les avions simulés est dû à un défaut dans le simulateur
qui empêche les avions simulés de se déplacer pendant les quelques cycles qu’ils utilisent
pour leur fonctionnement interne. Cet écart rend la simulation beaucoup moins réaliste
puisque les avions ne se déplacent pas à la bonne vitesse. Cependant, comme la diﬀérence
de vitesse est semblable pour toutes les routes, il est possible d’augmenter artiﬁciellement
la vitesse des avions pour réduire les conséquences de ce défaut. Cela n’a cependant pas
été fait dans les résultats de ce chapitre pour garder les mesures originales et brutes.
4.3.2 Proﬁl vertical
Le proﬁl vertical d’une trajectoire permet d’identiﬁer rapidement les diﬀérentes phases
d’un vol. En général un vol est découpé en trois phases : une phase de montée après le
décollage suivie d’une phase de « plateau » où l’altitude ne change pas et enﬁn d’une
phase de descente avant l’atterrissage.
Pour les mêmes raisons que précédemment la comparaison sera faite séparément pour
chaque route.
Scénario Toulouse - Orly 1 Comme nous l’avons expliqué en 4.1 la première étape
pour comparer des proﬁls d’altitude est de calculer un proﬁl d’altitude moyen qui servira
de point de repère. Ce proﬁl moyen est représenté par la ﬁgure 4.10.
La courbe n’est pas lisse. Il y a par moment des « pics » qui semblent signiﬁer des
variations très fortes du paramètre observé. Ce n’est pas le cas. Ces « pics » sont dus
au fait qu’il n’y a pas le même nombre d’avions en vol pour chaque classe de valeur
temporelle. Si par exemple il n’y a qu’un seul avion ayant une mesure d’altitude pour la
classe qui va de 47 minutes à 47 minutes et 30 secondes et que cet avion a une altitude
supérieure à la moyenne des classes adjacentes alors il y a un pic dans la courbe. Comme
ces pics ne gênent pas la lecture du proﬁl de la courbe nous avons décidé de les laisser
plutôt que d’augmenter la taille des classes et de perdre en précision sur l’ensemble de la
courbe.
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Figure 4.10 – Proﬁl d’altitude moyen pour Toulouse - Orly 1
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Ensuite, il s’agit de calculer chacun des proﬁls verticaux de la route Toulouse - Orly.
La ﬁgure 4.11a montre le proﬁl d’altitude des vrais vols Toulouse - Paris Orly sur lequel
les phases de montée, croisière et descente sont identiﬁables. La ﬁgure 4.11b montre les
proﬁls obtenus en simulation avec les mêmes paliers, à savoir : une montée jusqu’à un
niveau de vol compris entre 250 et 350 puis une phase d’altitude constante, une descente
jusqu’au niveau de vol 100 suivie d’une deuxième phase de croisière et enﬁn une descente
jusqu’au niveau du sol pour atterrir.
La ﬁgure 4.12 montre la répartition statistique des distances verticales entre les
trajectoires. Les barres intitulées « moyenne réel vs réel » mesurent la distance entre
le proﬁl vertical moyen (basé sur la réalité) et le proﬁl vertical de chaque avion réel du
scénario Toulouse - Orly. De la même façon, les barres intitulées « moyenne réel vs simu »
mesurent la distance entre le proﬁl vertical et chacun des avions simulés du scénario
Toulouse - Orly simulé. 95% des avions ont une distance verticale au proﬁl moyen inférieur
à 4000. Le fait que cela soit vrai pour les vols réels et pour les vols simulés montre que
les vols simulés ont un proﬁl vertical aussi diﬀérent de la réalité moyenne que les autres
vols réels. En d’autres termes, cela nous pousse à penser que les proﬁls verticaux des
avions réels et simulés sont diﬃciles à distinguer l’un de l’autre et donc que les proﬁls
verticaux des vols simulées ont un niveau de représentativité élevé.
Le tableau 4.7 permet de remarquer que la moyenne et la médiane des distances
sont très proches pour les deux scénarios. En revanche, le fait que le maximum réel et le
maximum simulé soit si diﬀérent montre que la simulation tend à exclure les cas extrêmes
comme les trajectoires très diﬀérentes de la moyenne.
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Figure 4.11 – Proﬁls d’altitude des vols pour Toulouse - Orly 1
(a) Dans la réalité
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(b) En simulation
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Min Quartile 1 Médiane Quartile 3 Max Moyenne
TRM-réel 129758.39 187446.52 217362.50 252863.52 402443.47 225492.44
TRM-sim 145111.57 242721.52 257004.17 290558.91 420889.71 261953.28
écart -15353.18 -55275.00 -39641.67 -37695.39 -18446.24 -36460.84
écart en % -11.83 -29.49 -18.24 -14.91 -4.58 -16.17
Tableau 4.7 – Comparaison des statistiques de distances verticales sur du traﬁc réel et
simulé sur Toulouse - Orly 1
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Figure 4.12 – Répartition statistique des distances verticales pour Toulouse - Orly 1
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Scénario Toulouse - Orly 2 La ﬁgure 4.13 montre le proﬁl d’altitude moyen des
avions faisant cette route dans notre échantillon. Les « pics » de la courbe s’expliquent
de la même façon que pour celle du scénario Toulouse-Orly 1 (voir 4.3.2).
Figure 4.13 – Proﬁl d’altitude moyen pour Toulouse - Orly 2
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La ﬁgure 4.14a montre les proﬁls d’altitude d’un échantillon d’avion réel faisant cette
route. Ces proﬁls ne sont là qu’à titre indicatif puisque, comme nous l’avons expliqué
dans l’introduction, les résultats sont toujours comparés à un échantillon de données
identique qui est celui du scénario approprié portant le numéro 1.
Les proﬁls d’altitude des avions simulés sont quant à eux visibles dans la ﬁgure 4.14b.
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Nous y observons les mêmes paliers et proﬁls de courbes que dans la réalité même si,
comme nous l’avons vu dans la partie sur l’analyse des temps de vol, les avions sont un
peu plus lents que dans la réalité.
Figure 4.14 – Proﬁls d’altitude pour Toulouse - Orly 2
(a) Dans la réalité
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(b) En simulation
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La ﬁgure 4.15 montre la distance entre les trajectoires et les TRM organisés par classe.
Cela nous permet de constater visuellement que la répartition est similaire entre la réalité
et la simulation.
Le tableau 4.8 montre que les TRM-réel et TRM-sim sont du même ordre de grandeur
avec des écarts de médiane de 17.53% et de seulement 8.09% entre les moyennes. Simulation
et réalité sont donc similaires pour ce scénario en ce qui concerne le proﬁl d’altitude ce
qui est un bon point pour la représentativité.
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Figure 4.15 – Répartition statistique des distances verticales pour Toulouse - Orly 2
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Min Quartile 1 Médiane Quartile 3 Max Moyenne
TRM-réel 609.13 946.24 1833.89 2131.57 4899.24 1748.57
TRM-sim 488.82 791.12 1512.36 2149.15 5002.57 1607.11
écart 120.31 155.12 321.53 -17.58 -103.33 141.46
écart en % 19.75 16.39 17.53 -0.82 -2.11 8.09
Tableau 4.8 – Comparaison des statistiques de distances verticales sur du traﬁc réel et
simulé sur Toulouse - Orly 2
Scénario Bordeaux - Orly 1 La ﬁgure 4.16 est une représentation du proﬁl d’altitude
moyen. Les avions arrivent à destination en environ 60 minutes et ont une altitude de
croisière d’environ 30 000 pieds (niveau de vol 300).
Les ﬁgures 4.17a et 4.17b représentent respectivement les proﬁls d’altitudes des avions
du scénario Bordeaux - Orly dans la réalité puis dans la simulation associée. La simulation
a quelques ratés visibles dans le « creux » de la courbe sous le palier de l’altitude de
croisière mais dans l’ensemble les proﬁls sont similaires.
La répartition statistique des distances verticales de la ﬁgure 4.18 montre une perte de
diversité importante de la simulation par rapport à la réalité. Cependant les possibilités de
la simulation restent dans les limites du possible puisque les distances sont majoritairement
comprises entre 4000 et 7000 pour un spectre réel allant de 2800 à 6500.
Avec seulement 14% d’écarts entre les médianes (voir tableau 4.9) nous pouvons
dire qu’elles sont du même ordre de grandeur. De plus, les quartiles et la moyenne sont
également du même ordre de grandeur. Tout ceci nous permet de conclure que le traﬁc
simulé est représentatif.
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Figure 4.16 – Proﬁl d’altitude moyen pour Bordeaux - Orly 1
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Min Quartile 1 Médiane Quartile 3 Max Moyenne
TRM-réel 145712.94 396557.02 465928.32 518140.13 1591562.68 466295.43
TRM-sim 430911.42 531339.22 534139.22 536192.22 1514560.68 545276.47
écart -285198.48 -134782.20 -68210.90 -18052.09 77002.00 -78981.04
écart en % -195.73 -33.99 -14.64 -3.48 4.84 -16.94
Tableau 4.9 – Comparaison des statistiques de distances verticales sur du traﬁc réel et
simulé sur Bordeaux - Orly
Scénario Bordeaux - Orly 2 La ﬁgure 4.19 montre le proﬁl vertical moyen des avions
réels sur la route Bordeaux - Orly. Le proﬁl commence par une montée jusqu’à un niveau
de croisière proche de 300 pour redescendre avec un palier proche du niveau 50. Ce
palier, qui va de 45 minutes à 55 minutes, est diﬃcile à voir car ce graphe représente une
moyenne mais il se voit mieux sur les graphes 4.20a et 4.20b.
Les ﬁgures 4.20a et 4.20b montrent, respectivement, les proﬁls d’altitude des avions
réels et des avions simulés. Les mêmes phases sont présentes que dans le proﬁl moyen et,
graphiquement parlant, la simulation semble à la fois variée et diﬀère assez peu de la
réalité.
Les répartitions statistiques des TRM-réel et TRM-sim visibles dans la ﬁgure 4.21
sont assez semblables puisque les classes avec de nombreux membres sont aux mêmes
endroits sur l’axe des abscisses.
Le tableau 4.10 montre des résultats encourageants puisque les TRM-réel et TRM-sim
sont du même ordre de grandeur. Avec 18.72% d’écart entre les médianes et 12.66%
d’écart entre les moyennes, nous pouvons dire que la simulation est représentative.
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Figure 4.17 – Proﬁls d’altitude des vols pour Bordeaux - Orly 1
(a) Dans la réalité
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(b) En simulation
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Min Quartile 1 Médiane Quartile 3 Max Moyenne
TRM-réel 145712.94 396557.02 465928.32 518140.13 1591562.68 466295.43
TRM-sim 283559.52 455899.57 553143.39 585130.07 893518.36 525337.67
écart -137846.58 -59342.55 -87215.07 -66989.94 698044.32 -59042.24
écart en % -94.60 -14.96 -18.72 -12.93 43.86 -12.66
Tableau 4.10 – Comparaison des statistiques de distances verticales sur du traﬁc réel et
simulé sur Bordeaux - Orly 2
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Figure 4.18 – Répartition statistique des distances verticales pour Bordeaux - Orly 1
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Figure 4.19 – Proﬁl d’altitude moyen pour Bordeaux - Orly 2
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Figure 4.20 – Proﬁls d’altitude des vols pour Bordeaux - Orly 2
(a) Dans la réalité
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Scénario Marseille - Orly Le proﬁl vertical moyen des avions réels empruntant la
route Marseille - Orly est visible dans la ﬁgure 4.22. Ce proﬁl a les mêmes caractéristiques
que les autres. Le vol prend environ 60 minutes et commence par une montée jusqu’au
niveau 350 qui est son altitude de croisière pendant environ 15 minutes.
La ﬁgure 4.23a montre les proﬁls d’altitude d’avions faisant la route Marseille - Orly
dans la réalité. Nous constatons les mêmes caractéristiques que pour le proﬁl moyen si
ce n’est qu’il est possible de remarquer un palier secondaire au niveau de vol 100 après
environ 40 minutes de vol.
Les proﬁls des avions simulés sont visibles sur la ﬁgure 4.23b. Ils sont plus « anguleux »
que les proﬁls réels mais nous y voyons les mêmes paliers et les mêmes temps de vol.
Dans l’ensemble, les proﬁls réels et simulés sont graphiquement similaires.
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Figure 4.21 – Répartition statistique des distances verticales pour Bordeaux - Orly 2
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Figure 4.22 – Proﬁl d’altitude moyen pour Marseille - Orly
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Figure 4.23 – Proﬁls d’altitude des vols pour Marseille - Orly
(a) Dans la réalité
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(b) En simulation
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La ﬁgure 4.24 montre la répartition statistique des écarts TRM-réel et TRM-sim sur
la route Marseille-Orly.
Min Quartile 1 Médiane Quartile 3 Max Moyenne
TRM-réel 689718.76 880523.95 992382.66 1084686.29 1360897.60 991271.19
TRM-sim 637980.44 926789.84 980499.96 1090913.80 1218246.60 1008355.85
écart 51738.32 -46265.89 11882.70 -6227.51 142651.00 -17084.66
écart en % 7.50 -5.25 1.20 -0.57 10.48 -1.72
Tableau 4.11 – Comparaison des statistiques de distances verticales sur du traﬁc réel et
simulé sur Marseille - Orly
Les écarts entre le TRM-réel et le TRM-sim pour ce scénario sont particulièrement
125
Figure 4.24 – Répartition statistique des distances verticales pour Marseille - Orly
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faibles avec 1.2% entre les médianes et 1.72% entre les moyennes (voir tableau 4.11). Ces
résultats nous permettent de dire que le traﬁc généré est représentatif.
Conclusion sur la comparaison de proﬁls verticaux Les écarts de moyenne ou de
médiane entre les proﬁls verticaux réels et simulés sont autour de 15% et donc du même
ordre de grandeur. Pourtant les proﬁls verticaux ne semblent pas reﬂéter cette faible
diﬀérence. Le tableau 4.10 donne une piste pour expliquer cette diﬀérence en disant que
l’écart entre les minimums (les trajectoires les plus éloignées de la trajectoire moyenne)
est de 197.7%. De la même façon mais moins ﬂagrant, l’écart entre les premiers quartiles
est de 31.1%. C’est un phénomène qui se retrouve dans les autres scénarios et qui signiﬁe
que la simulation est moins diverse que la réalité, en particulier il y a moins d’instances
dans les classes de faible distance. Cela explique que la moyenne et la médiane soient
« tirées » vers des valeurs plus élevées.
4.3.3 Proﬁl horizontal
Cette partie présente une comparaison des trajectoires ramenées à un plan horizontal.
La méthode de calcul des distances est détaillée dans la partie 4.1.
Scénario Toulouse - Orly 1 La ﬁgure 4.25 et le tableau 4.12 présentent la répartition
statistique des mesures de distance horizontale des TRM-réel et TRM-sim sur la ligne
Toulouse - Orly.
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Figure 4.25 – Répartition statistique des distances horizontales pour Toulouse - Orly 1
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Min Quartile 1 Médiane Quartile 3 Max Moyenne
TRM-réel 609.13 946.24 1833.89 2131.57 4899.24 1748.57
TRM-sim 1116.71 1570.26 1700.55 2085.58 2733.86 1762.87
écart -507.58 -624.02 133.34 45.99 2165.38 -14.30
écart en % -83.33 -65.95 7.27 2.16 44.20 -0.82
Tableau 4.12 – Comparaison des statistiques de distances horizontales sur du traﬁc réel
et simulé sur Toulouse - Orly 1
L’écart entre les deux moyennes est de 0.82% et il est de 7.27% entre les médianes.
Puisque ces mesures sont du même ordre de grandeur, il est diﬃcile de voir une diﬀérence
entre le proﬁl horizontal des avions simulés et des avions réels ce qui montre que la
simulation a un bon niveau de représentativité.
Scénario Toulouse - Orly 2 La ﬁgure 4.26 montre la répartition statistique des TRM
pour le scénario Toulouse - Orly 2. Les classes simulées sont plus concentrées que les
classes réelles ce qui montre qu’une partie de la diversité est perdue lors de l’apprentissage.
Malgré cette perte de diversité la simulation est pourtant représentative puisque le
tableau 4.13 montre que les TRM sont du même ordre de grandeur avec des écarts de
17.53% pour les médianes et de 8.09% pour les moyennes. Cela signiﬁe que la simulation
et la réalité ne sont pas très éloignées d’un autre échantillon réel et montre que les
résultats sont satisfaisants.
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Figure 4.26 – Répartition statistique des distances horizontales pour Toulouse - Orly 2
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Min Quartile 1 Médiane Quartile 3 Max Moyenne
TRM-réel 609.13 946.24 1833.89 2131.57 4899.24 1748.57
TRM-sim 488.82 791.12 1512.36 2149.15 5002.57 1607.11
écart 120.31 155.12 321.53 -17.58 -103.33 141.46
écart en % 19.75 16.39 17.53 -0.82 -2.11 8.09
Tableau 4.13 – Comparaison des statistiques de distances horizontales sur du traﬁc réel
et simulé sur Toulouse - Orly 2
Scénario Bordeaux - Orly 1 La ﬁgure 4.27 et le tableau 4.14 présentent la réparti-
tion statistique des mesures de distance horizontale entre la trajectoire moyenne et les
trajectoires réelles et simulées sur la ligne Bordeaux - Orly.
Min Quartile 1 Médiane Quartile 3 Max Moyenne
TRM-réel 1279.55 5276.13 5514.19 6142.93 19704.47 5405.51
TRM-sim 3747.97 5377.55 5475.21 5571.50 19426.95 5508.62
écart -2468.42 -101.42 38.98 571.43 277.52 -103.11
écart en % -192.91 -1.92 0.71 9.30 1.41 -1.91
Tableau 4.14 – Comparaison des statistiques de distances horizontales sur du traﬁc réel
et simulé sur Bordeaux - Orly
Ces résultats sont satisfaisants et nous permettent de conclure que la simulation est
représentative puisque les écarts entre les médianes et les moyennes réelles et simulées
sont du même ordre de grandeur (ils sont respectivement de 17.53% et de 8.09%).
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Figure 4.27 – Répartition statistique des distances horizontales pour Bordeaux - Orly
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Scénario Bordeaux - Orly 2 La ﬁgure 4.28 montre que la répartition statistique du
TRM-réel et du TRM-simulé sont semblables. Deux groupes de classes sont identiﬁables
dans les deux cas. Le premier entre 1000 et 2000 et le deuxième entre 3700 et 6000. Le fait
que ces deux groupes se retrouvent dans la réalité et dans la simulation est un indice nous
permettant de dire que la simulation ressemble à la réalité et est donc représentative.
Figure 4.28 – Répartition statistique des distances horizontales pour Bordeaux - Orly 2
 0
 2
 4
 6
 8
 10
 12
 14
 16
 18
 1000  2000  3000  4000  5000  6000  7000  8000  9000  10000
N
o
m
b
re
 d
'a
v
io
n
s
Distance entre trajectoire
moyenne réel vs réel
moyenne réel vs simu
La comparaison chiﬀrée des TRM visibles dans le tableau 4.15 permet de dire que
la simulation est représentative. En eﬀet, il y a seulement un écart de 2.71% entre les
médianes des TRM et de 7.78% entre les moyennes ce qui permet de dire que ces mesures
sont du même ordre de grandeur.
129
Min Quartile 1 Médiane Quartile 3 Max Moyenne
TRM-réel 1279.55 5276.13 5514.19 6142.93 19704.47 5405.51
TRM-sim 2475.55 4699.00 5364.63 5624.47 9636.20 4984.85
écart -1196.00 577.13 149.56 518.46 10068.27 420.66
écart en % -93.47 10.94 2.71 8.44 51.10 7.78
Tableau 4.15 – Comparaison des statistiques de distances horizontales sur du traﬁc réel
et simulé sur Bordeaux - Orly 2
Scénario Marseille - Orly La ﬁgure 4.29 permet d’identiﬁer deux groupes dans la
répartition statistique des avions faisant la route Marseille - Orly en ce qui concerne
le proﬁl horizontal. Le premier groupe inclut les classes allant de 10 000 à 13 500 et le
deuxième inclut les classes comprises entre 23 700 et 25 500. Nous retrouvons deux groupes
dans la réalité et dans la simulation ce qui montre que notre algorithme d’apprentissage
a bien appris le comportement des avions.
Figure 4.29 – Répartition statistique des distances horizontales pour Marseille - Orly
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Min Quartile 1 Médiane Quartile 3 Max Moyenne
TRM-réel 10298.86 11443.72 12811.68 24328.52 25314.51 17777.53
TRM-sim 10280.91 11726.05 13072.92 24076.54 24360.74 17558.68
écart 17.95 -282.33 -261.24 251.98 953.77 218.85
écart en % 0.17 -2.47 -2.04 1.04 3.77 1.23
Tableau 4.16 – Comparaison des statistiques de distances horizontales sur du traﬁc réel
et simulé sur Marseille - Orly
Le tableau 4.16 montre des TRM-simulé et TRM-réel avec la même répartition et le
même ordre de grandeur. Les écarts entre les médianes sont de 2.71% et ils sont de 7.78%
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entre les moyennes. Cela nous permet de conclure à un bon niveau de représentativité
puisque la réalité et la simulation diﬀèrent peu.
Conclusion sur la comparaison de proﬁls horizontaux L’écart entre la simulation
et la réalité en ce qui concerne le proﬁl horizontal est très satisfaisant. Par exemple pour
Bordeaux - Orly (voir 4.14) l’écart entre les moyennes des distances réelles et simulées
est de 1.91% et l’écart entre les médianes est de 0.71%. Les écarts entre les minimums et
les premiers quartiles sont parfois assez élevés ce qui est symptomatique d’une réduction
de la diversité dont nous reparlerons dans la conclusion de ce chapitre.
4.3.4 Vitesse de simulation
Le tableau 4.17 montre les résultats moyens sur 10 simulations pour chaque scénario.
Comme la génération de traﬁc est déterministe et que l’écart entre les temps mesurés
a toujours été inférieur à quelques secondes, nous avons considéré que 10 simulations
était un nombre suﬃsant. Ce tableau montre dans la colonne « temps réel » le temps
nécessaire pour eﬀectuer la simulation. La colonne « temps simulé » donne le temps
simulé dans le monde virtuel. Par exemple, la première ligne du tableau « Toulouse -
Orly 1 » signiﬁe qu’en 45 secondes la simulation a pu jouer 1 heure et 23 minutes de
traﬁc ce qui signiﬁe que la simulation va 110 fois plus vite que la réalité.
Scénario Temps réel Temps simulé Eﬃcacité
Toulouse - Orly 1 00h 00m 45s 01h 23m 04s 110.24
Toulouse - Orly 2 00h 00m 42s 01h 24m 20s 118.79
Bordeaux - Orly 1 00h 00m 29s 01h 13m 20s 150.80
Bordeaux - Orly 2 00h 00m 18s 01h 10m 48s 229.23
Marseille - Orly 00h 01m 26s 01h 22m 12s 57.27
Tableau 4.17 – Vitesse de simulation
De manière générale les simulations sont bien plus rapides que la réalité. Cela peut
être utile pour faire des simulations qui ne nécessitent par l’intervention d’humains où
lorsque le générateur de traﬁc doit partager le temps de calcul avec d’autres processus de
la simulation. En prenant le plus petit des coeﬃcients d’eﬃcacité, nous pouvons dire que
du traﬁc en temps réel peut être simulé avec seulement 1/50 du temps de calcul alloué à
notre générateur de traﬁc ce qui permet de l’utiliser dans de nombreux cas applicatifs.
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4.3.5 Analyse des résultats
Les mesures faites sur la réalité et la simulation donnent un écart qui permet de juger
de la diﬀérence entre la simulation et la réalité. La comparaison des données réelles avec
les données de simulation donne des résultats positifs quel que soit le scénario puisque les
TRM-réel et TRM-sim ont toujours la même répartition et le même ordre de grandeur.
Cela permet de considérer que la simulation est représentative.
Le test des proﬁls horizontaux donne un écart entre les médianes (ou entre les
moyennes) qui n’est jamais supérieur à 10 points de pourcentage. Certaines mesures
sont notablement intéressantes comme l’écart de 83.33% entre le minimum réel et le
minimum simulé sur Toulouse-Orly 1 (voir tableau 4.12). C’est d’autant plus étonnant
qu’il y a un écart encore plus important (192.91%) entre les minimums des vols Bordeaux-
Orly 1. L’écart entre les maximums va de 44.2% pour Toulouse-Orly 1 à 51.1% pour
Bordeaux-Orly 1. C’est élevé mais les maximums et minimums sont des points propices
aux aberrations statistiques puisqu’ils représentent des mesures ponctuelles qui peuvent
être exceptionnellement rares. La moyenne, la médiane et les quartiles sont plus ﬁables.
Un écart important est visible pour le premier quartile de Toulouse-Orly 1 qui est de
65.95% mais pas pour Bordeaux-Orly 1 où l’écart est faible avec 1.92%. L’écart entre les
troisièmes quartiles n’excèdent jamais 10%.
Le test des proﬁls verticaux donne des résultats un peu moins bons puisque l’écart
monte à 18.8 points au maximum pour la médiane et la moyenne, cela reste pourtant
une diﬀérence suﬃsamment faible pour pouvoir qualiﬁer le traﬁc généré de représentatif.
Notons un écart entre les minimums de 195.7% pour Bordeaux-Orly 1 alors que celui
de Toulouse-Orly 1 est beaucoup plus faible à 13.6%. Les maximums réels et simulés
ont un écart de 53.4% pour Toulouse-Orly 1 alors qu’il est à seulement 10.2% pour
Bordeaux-Orly 1. Aucun grand principe ne se dégage de ces chiﬀres mais il est possible
de dire que les écarts entre les mesures des extrêmes (maximum et minimum) sont parfois
beaucoup plus élevés que pour les autres mesures.
Le test de la durée de vol donne un écart entre les moyennes ou les médianes qui
est toujours de l’ordre de 15%. L’écart entre les premiers et troisièmes quartiles est
respectivement aux alentours de 15% avec l’exception de Bordeaux - Orly où l’écart entre
les premiers quartiles est de 23.84%.
Notons qu’il y a souvent un fort écart entre les valeurs minimales et maximales pour
la plupart des tests. Cela est dû à une propriété intrinsèque du système d’apprentissage
qui a tendance à ne pas apprendre les cas extrêmes et donc à ne pas les reproduire en
simulation. Ce phénomène, que nous appelons réduction de la diversité, se remarque aussi
dans l’écart entre les premiers quartiles. C’est particulièrement visible dans la ﬁgure 4.27
où un nombre très important d’avions simulés se situe dans la même classe de distance
alors que la réalité est plus diﬀuse. Ce phénomène est souhaitable (même s’il est sans
doute un peu marqué fort ici) pour éviter au système d’apprendre les comportements
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anormaux que les utilisateurs de simulateurs ont déclaré ne pas souhaiter voir dans les
simulations.
Néanmoins, les valeurs de médianes et de moyennes ont toujours le même ordre de
grandeur ce qui permet de conclure que la simulation a un bon niveau de représentativité
et est donc réaliste.
Les résultats de vitesse de simulation permettent de dire que la simulation va entre
57 fois et 229 fois plus vite que la réalité. Cela montre une bonne capacité pour passer à
l’échelle puisqu’il est possible de simuler plus d’avions sans ralentissement ou d’utiliser
moins de temps de calcul tout en ayant une simulation fonctionnant en temps réel.
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CHAPITRE 5
Le logiciel EVAA :
Environnement de Virtualisation
Auto-Adaptatif
Pendant l’élaboration cette thèse le logiciel EVAA a été développé. Nous avons déjà
parlé de l’aspect théorique de sa conception mais certaines informations ne peuvent être
comprises qu’à travers un spectre plus applicatif.
5.1 Interface
Tous les programmes communiquent à l’aide de messages via un bus de communication.
En plus d’EVAA (ﬁgure 5.1), deux programmes ont été développés qui se connectent sur
ce bus : une interface de visualisation pour observer le traﬁc et une interface de pseudo
pilote pour piloter les avions.
5.1.1 Interface de visualisation de traﬁc
Il est utile de pouvoir visualiser le traﬁc d’une simulation pour deux raisons principales.
Pendant le développement du générateur de traﬁc, cela permet de détecter les erreurs et
les inconsistances du traﬁc généré avec une interface intuitive. Après le développement,
cela permet aux utilisateurs d’aﬃcher le traﬁc et les informations sur chacun des avions
de manière pratique.
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Figure 5.1 – Capture d’écran de l’interface d’EVAA
Cette interface est capable d’aﬃcher les trajectoires des avions qui évoluent en temps
réel, une icône pour les avions qui permet de visualiser leur cap, les positions des situations
d’intérêt et en fonction de la situation d’autres objets comme des ﬂèches et des polygones.
EVAA utilise deux interfaces diﬀérentes. La première utilise Google Earth pour aﬃcher
une grande diversité d’objets mais est peu interactive. La deuxième interface est plus
interactive et permet par exemple de cliquer sur les avions pour aﬃcher des informations
supplémentaires, mais elle est plus limitée dans les types d’objets aﬃchables.
5.1.1.1 Google earth
La première interface mise en œuvre utilisait l’interface Google Earth, elle vise l’utili-
sation par les développeurs ou les utilisateurs qui veulent comprendre le fonctionnement
interne d’EVAA. Elle permet par exemple d’aﬃcher les vecteurs suivis par les avions.
Google Earth lit les ﬁchiers KML et aﬃche leur contenu sur une carte (la documentation
de référence est disponible en [Google, 2016]). Le KML est très extensible et permet
d’aﬃcher des trajectoires, des formes, des images, le tout en 2D ou en 3D sur un globe
terrestre virtuel avec une interface éprouvée et pratique.
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Les données à aﬃcher évoluent rapidement et le seul moyen pour aﬃcher des données
changeantes sur Google Earth est de préciser dans le ﬁchier KML la fréquence de rafraî-
chissement. À chaque rafraîchissement, la totalité du ﬁchier est chargée et réinterprétée
ce qui consomme beaucoup de ressources pour l’aﬃchage et ralentit le rafraîchissement
quand le ﬁchier à charger est de grande taille.
Tout le contenu du ﬁchier est eﬀacé et réécrit à chaque seconde alors qu’il suﬃt en
général d’ajouter une nouvelle position pour chaque avion, soit quelques dizaines de lignes
sur plusieurs dizaines de milliers.
De plus, comme c’est un autre programme qui écrit dans le ﬁchier, il arrive que
l’écriture ne soit pas terminée au moment où Google Earth essaie de le lire ce qui
provoque une erreur d’interprétation et nécessite de recommencer la lecture depuis le
début. Enﬁn, le rafraîchissement rapide a tendance à provoquer des erreurs d’aﬃchage
comme des images ou des textures non aﬃchées.
Pour toutes ces raisons, et malgré la grande ﬂexibilité de Google Earth au niveau
des possibilités d’aﬃchage, il est impossible de l’utiliser pour avoir un aﬃchage ﬂuide
des données. C’est dans ce but qu’une deuxième interface de visualisation avion a été
développée.
5.1.1.2 Interface Visualisation Avion
Nommé IVA, elle est l’interface de visualisation des données avions d’EVAA visible
dans la ﬁgure 5.2. Elle cible les utilisateurs d’EVAA qui n’ont pas besoin de visualiser le
fonctionnement interne. L’interface basée sur Nasa World Wind (voir [Hogan, 2016])
est similaire à celle de Google Earth mais cette librairie permet davantage de contrôle et
propose davantage d’interactivité.
On peut construire une véritable interface métier autour du globe aﬃché avec Nasa
World Wind en utilisant une librairie graphique classique comme Swing ou JavaFX et
nous avons fait le choix de JavaFX pour cette interface.
Dans Google Earth les données n’avaient pas de sens d’un point de vue métier, ce
n’est pas le cas ici ce qui permet de ﬁltrer les données par diﬀérents critères comme
l’aéroport de départ ou d’arrivée, de masquer les trajectoires en laissant les icônes d’avion
ou d’aﬃcher uniquement certains types de points (correspondant aux situations d’intérêt
ou aux situations agrégées).
Le programme aﬃche les objets qui sont décrits dans les messages qu’il reçoit.
La position d’avion est le message le plus commun, sa réception entraîne la mise à
jour de la trajectoire instantanément sur l’interface. On s’éloigne donc du principe du
rafraîchissement basé sur une fréquence qui posait problème avec Google Earth et on
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gagne en ﬂuidité.
Figure 5.2 – Capture d’écran de l’interface de visualisation de traﬁc IVA
La console permet d’aﬃcher les messages reçus et d’autres messages de débogage.
Cette interface est limitée en termes d’objets aﬃchables puisque seuls les avions,
les trajectoires et les points sont actuellement gérés. Cependant elle permet déjà une
interactivité impossible avec Google Earth puisque IVA peut envoyer des messages
sur le bus quand l’utilisateur clique sur un objet aﬃché à l’écran. Par exemple, le
clic de souris sur un avion déclenche une procédure d’EVAA pour envoyer à IVA des
informations complémentaires sur l’avion comme la compagnie aérienne. De la même
façon, il est possible de savoir le point de la carte sélectionné par l’utilisateur pour saisir
plus rapidement des coordonnées.
5.1.2 Interface de pseudo-pilotage
L’interface de pseudo-pilotage (IPP) permet de donner des ordres de pilotage (voir
1.1.5) de haut niveau aux avions. Elle est connectée aux mêmes bus que EVAA et IVA.
Ainsi, lorsqu’un avion est sélectionné dans IVA, l’information est transmise à EVAA et
IPP. IPP modiﬁe son aﬃchage pour signaler qu’il pilote maintenant l’avion correspondant
et EVAA envoie les données de l’avion sur le bus qui peuvent être aﬃchées par IPP.
La ﬁgure 5.3 montre l’interface d’IPP. Quatre zones de l’interface sont notables. La
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zone 1 est la liste des avions qu’il est possible de diriger et d’observer. La zone 2 sert à
chercher un avion dans la liste de manière plus rapide si l’on connaît son nom. La zone 3
aﬃche les informations sur l’avion sélectionné. Enﬁn, la zone 4 permet de donner des
ordres de pilotage à l’avion en remplissant les champs.
Figure 5.3 – Capture d’écran de l’interface de pseudo-pilotage
Quand un avion est sélectionné et qu’un ordre de pilotage est saisi cela déclenche
l’envoi d’un message d’ordre sur le bus qui est pris en compte par EVAA pour modiﬁer
le comportement de l’avion.
5.1.3 Bus de communication
EVAA et tous les programmes associés sont capables de s’envoyer des messages sur
un bus de communication. Nous utilisons un bus IVY qui permet de diﬀuser des données
textuelles. Les messages sont constitués de 3 champs : émetteur, type du message, contenu
du message.
Le contenu des messages qui peuvent transiter sur le bus peut se décliner ainsi :
• les données radar d’avion,
• les données plan de vol (qui ne changent pas),
• une situation d’intérêt,
• une situation agrégée,
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• les coordonnées d’un point sur la carte,
• l’identiﬁant d’un avion,
• un ordre de pilotage.
L’eﬀet de chaque message sera diﬀérent pour chaque logiciel. Par exemple IVA ignore
les messages de type « ordre de contrôle ». Le tableau 5.1 présente les réactions des
diﬀérents logiciels en fonction du message reçu et le diagramme de séquence 5.4 quand et
pourquoi les messages sont envoyés.
Message / rôle EVAA IVA IPP
Données radar N/A Changement de
position d’un
avion
Mise à jour des
données dans la
fenêtre si le pa-
ramètre « identi-
ﬁant » correspond
à celui de l’avion
sélectionné
Données plan de
vol
N/A Déclaration de
l’existence d’un
nouvel avion
Déclaration de
l’existence d’un
nouvel avion
Situation d’inté-
rêt
N/A Déclaration de
l’existence d’une
nouvelle situation
d’intérêt
N/A
Coordonnées de
point
Déclarer une zone
dans laquelle les
avions agiront dif-
féremment
N/A Permettant de
paramétrer un
ordre de pilotage
comme un ordre
de cap relatif
Identiﬁant avion Demande d’envoi
des données radar
et plan de vol de
l’avion
N/A Sélection de
l’avion dans la
liste déroulante
Ordre de pilotage Changement de
comportement
de l’avion passé
en paramètre de
l’ordre
N/A N/A
Tableau 5.1 – Ensemble des messages envoyés par les logiciels
L’ensemble des logiciels (EVAA, IVA et IPP) est un système qui est organisé comme
un système multi-agent ou chaque logiciel a un rôle spéciﬁque. Ils peuvent envoyer
des messages à tout moment pour s’échanger des données et réagir en conséquence.
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Figure 5.4 – Un diagramme de séquence montrant l’échange de messages entre EVAA,
IVA et IPP
L’architecture multi-agent du système permet à n’importe quel logiciel d’être lancé « à
chaud » et de se rattacher à la session de simulation en cours. De plus, si l’un des logiciels
s’arrête inopinément l’ensemble des autres logiciels peut fonctionner en mode dégradé en
attendant que la situation soit rétablie (automatiquement ou par un humain).
5.2 Vol en mode « contrôlé »
L’expression « voler au plan de vol » désigne le fait qu’un avion passe par les diﬀérents
points de passages qui constituent son plan de vol. Une simulation nécessite parfois d’avoir
une partie des avions qui suivent scrupuleusement leur plan de vol.
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Un exercice qui vise à former un contrôleur aérien doit présenter un traﬁc réaliste dans
la zone contrôlée. Cela signiﬁe que les points d’entrées des avions dans cette zone doivent
être réalistes mais aussi que le comportement des avions à l’intérieur de la zone doit l’être.
En pratique cela se traduit par l’interdiction pour les avions simulés à l’intérieur de la
zone de commencer à changer de route ou d’altitude. Le terme « commencer » a toute son
importance ici puisque le fait de continuer à changer d’altitude ou de continuer à tourner,
si l’avion était déjà en train de le faire en entrant dans la zone, est autorisé. Aucune
nouvelle action ne doit être entreprise de façon autonome une fois que l’avion simulé est
dans la zone contrôlée, elles doivent toutes être initiées par le contrôleur aérien. Il y a
une exception à cette règle : si un avion est sur un, ou entre deux, points de passages
alors il peut tourner pour continuer à suivre son plan de vol.
Pour pouvoir représenter ce comportement les avions simulés d’EVAA ont un mode
contrôlé qui limite leur autonomie en les empêchant d’entreprendre de nouvelles actions.
Ce mode de fonctionnement permet d’utiliser EVAA dans une plus grande diversité de
cas.
5.3 Connecteur « Shared Virtual Sky »
Une simulation nécessite l’utilisation de plusieurs systèmes qui font chacun une part du
travail. Pour pouvoir s’intégrer dans le processus complexe d’une simulation il faut donc
être capable de s’interfacer avec d’autres systèmes. Dans le cadre du projet industriel de
cette thèse nous avons développé un connecteur pour permettre à EVAA de se connecter
à la plateforme « Shared Virtual Sky ».
« Shared Virtual Sky » (SVS) est un logiciel déjà existant développé par Sopra Steria
opérationnel depuis 2011. [Jean Lingueglia, 2015] explique que SVS a pour objectif
de permettre à plusieurs simulateurs de se connecter à un bus commun (diﬀérent de celui
détaillé en 5.1.3) et d’interagir grâce à un système d’échange de messages basé sur un
modèle « publish-subscribe ». Cela permet à plusieurs logiciels et/ou machines éloignées
géographiquement de partager un ciel virtuel pour faire des expérimentations ou des tests
à plus grande échelle.
Le format des messages et le protocole dépend de la norme EUROCAE ED 147 qui
n’est pas le format utilisé en interne par EVAA. Pour pouvoir se connecter à SVS il faut
donc convertir certains messages et c’est le but du connecteur SVS.
SVS permet de lancer et d’arrêter un exercice, il faut donc pouvoir soumettre EVAA
aux ordres envoyés par SVS. Comme EVAA est déjà capable de se mettre en pause, il
faut transformer l’ordre de « start » en message sur le bus IVY pour ordonner à EVAA
de démarrer et de faire la même chose pour le message d’arrêt.
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En ce qui concerne les positions des avions, il faut imaginer le connecteur SVS comme
un système d’aﬃchage secondaire puisque, pour chaque message de données radar ou
de données plan de vol, il reconstruit un message équivalent à transmettre sur le bus
SVS. Cependant les données radar et plan de vol ne sont pas envoyées dans des messages
diﬀérents. Dans EVAA, la séparation de ces informations en deux messages vient du
fait que les données de plan de vol ne changent pas pendant la simulation, l’envoyer
séparément permet donc de l’envoyer une seule fois (elles peuvent être envoyées sur
demande et n’importe quand) et d’économiser de la bande passante. Le fait que les
données plan de vol soient envoyées automatiquement une unique fois signiﬁe que, pour
éviter de demander ces données à plusieurs reprises et rendre la séparation des données
inutile, le connecteur doit mémoriser ces données pour pouvoir fusionner les informations
à la demande. Ainsi, chaque message radar envoyé par EVAA est transformé en un
message sur le bus SVS.
5.4 Conclusion sur le logiciel EVAA
Le logiciel EVAA a été développé de manière à être modulaire et à s’interfacer
facilement avec d’autres outils grâce à un système de communication par message et
une vision multi-agent de l’interopérabilité. Nous l’avons montré en développant nous-
mêmes d’autres logiciels (IVA et IPP) capables de fonctionner en synergie avec EVAA et
en développant un connecteur SVS pour l’interfacer avec n’importe quel autre logiciel
utilisant ce bus de communication.
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Conclusion
Cette thèse répond à un besoin : générer du traﬁc aérien de manière réaliste et
autonome. Le système doit pouvoir s’intégrer avec d’autres systèmes. Il doit faire peser
une charge la plus petite possible sur les préparateurs de scénarios de simulation. La
génération doit être la plus autonome possible.
En étudiant l’état de l’art des simulateurs nous avons conﬁrmé notre première intuition,
à savoir qu’il n’existait pas de générateur qui répondait à ces besoins. Le comportement
d’un avion est géré par un grand nombre de règles ce qui rend quasiment impossible la
retranscription ﬁdèle de ces règles dans un langage informatique. À partir de là nous
avons commencé à imaginer un système innovant qui serait capable de répondre à ces
problèmes.
Nous nous sommes intéressés aux systèmes multi-agents qui, grâce à l’émergence,
permettent au système d’accomplir une fonction complexe en étant composés d’agents
avec une logique simple. Plus spéciﬁquement, nous avons utilisé les systèmes multi-agents
auto-adaptatifs qui sont un type spéciﬁque de SMA basés sur l’auto-organisation des
agents grâce à la coopération ce qui change le réseau entre les agents et donc leur
comportement collectif.
À partir de cette technologie, a été conçu EVAA. Un environnement virtuel auto-
adaptatif capable d’observer des enregistrements de trajectoires et d’apprendre le com-
portement des avions. Les avions sont des agents qui s’auto-observent, les trajectoires
sont divisées en segments représentés par des couples de points et ces points eux-mêmes
sont des agents. Les points coopèrent entre eux pour former des situations agrégées qui
représentent des « briques » de comportement qui peuvent être réutilisées en simulation
sous la forme de contextes. En plus des trajectoires, ce mécanisme permet d’apprendre
implicitement les performances avions, les points de passages eﬀectifs des avions, les
points de croisement sur les routes et les diﬀérentes trajectoires d’approche dans les
aéroports.
Comme il n’existe pas de processus de vériﬁcation du réalisme du traﬁc, nous avons
comparé plusieurs échantillons de traﬁc réel pour voir à quel point ils étaient similaires.
Nous sommes partis du principe que si notre traﬁc généré n’était pas plus éloigné de la
réalité que deux réalités entre elles alors notre traﬁc généré était réaliste. Comme nous
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l’avons vu dans ce manuscrit, les résultats sont satisfaisants avec une distance entre la
simulation et la réalité toujours inférieure à 20%.
Contribution
La contribution la plus importante de cette thèse est évidemment EVAA et tout le
travail de conception qui lui a donné naissance. En proposant une méthode autonome de
génération de traﬁc nous pensons pouvoir permettre aux acteurs du contrôle aérien de
faire plus de simulations, plus souvent et plus tôt dans le cycle de travail des ingénieurs
aériens. Cela n’élimine pas le besoin de faire des simulations avec des humains dans
la boucle mais cela devrait permettre à un ingénieur de faire une simulation sur son
ordinateur portable. Ou encore de préparer une simulation alors que personne ne peut
assurer le rôle des pilotes et des contrôleurs. De plus, pour chaque scénario, les simulations
faites avec EVAA et les trajectoires issues de la réalité ont des écarts avec la moyenne de
la réalité du même ordre de grandeur (jamais plus de 20% pour la moyenne et la médiane
des écarts) ce qui nous permet de dire que la simulation est représentative de la réalité.
Les données de trajectoires brutes ont été analysées en profondeur pour en extraire
les défauts typiques qu’elles pouvaient présenter. Certaines méthodes de détection sont
approximatives avec des limites choisies de façon intuitive. D’autres méthodes de détection
nécessitent d’observer visuellement les trajectoires sur un fond de carte pour les détecter.
Et d’autres erreurs ne sont même pas détectables en raison des données limitées dont
nous disposons. Quoi qu’il en soit toutes ces erreurs permettent de mesurer la qualité
d’un enregistrement et l’amélioration de la détection permettrait de choisir des sources
de données plus ﬁables pour l’apprentissage ou de comparer diﬀérents jeux de données
entre eux.
Les métriques introduites qui comparent la durée de vol et les proﬁls verticaux et
horizontaux pour mesurer la représentativité du traﬁc généré sont réutilisables. Elles
pourraient permettre de comparer le niveau de représentativité de plusieurs générateurs
de traﬁc.
Cette thèse conﬁrme que les AMAS et les agents contextes peuvent s’appliquer à des
domaines divers tout en essayant de nouvelles approches. Les AMAS et leur principe
de coopération ont été utilisés comme guide pour le développement du comportement
des agents d’EVAA tout en introduisant de nouveaux mécanismes comme l’ancrage
géographique des agents grâce aux agents situations d’intérêt et le système de guidage
par objectif. De même, le principe des agents contextes pré-existant est conservé mais
l’utilisation et la structure sont diﬀérentes.
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Perspectives
Nous avons déjà dit que pour avoir des simulations de qualité il faut du traﬁc de
qualité. Mais il faut aussi avoir le traﬁc qui convient à l’exercice. Une simulation qui vise
à entraîner un contrôleur aérien doit faire apparaître des conﬂits inattendus et subtils
aptes à faire réﬂéchir le contrôleur et à tester ses compétences. Or, la description du
traﬁc généré par EVAA ne permet pas encore ce type de description. Il faudrait pouvoir
donner une description haut niveau du traﬁc souhaité (« Je veux un conﬂit au point A
entre 16h et 16h03 ») et ce serait alors le travail d’EVAA de choisir les conﬁgurations
de décollage qui permettraient à cette situation de se produire. Ou alors, en ayant une
autre approche, d’orienter les choix des vecteurs pendant la simulation pour que cette
situation se produise, de façon opportuniste par exemple.
La fabrication d’un scénario pourrait aussi bénéﬁcier d’un moyen de sélectionner
les comportements qui sont souhaités dans l’exercice. Il serait intéressant de choisir de
n’utiliser que des comportements d’avion en vol ou uniquement des avions d’un certain
type.
Pour éviter un comportement non-réaliste des avions simulés nous avons limité les
trajectoires à des « morceaux » de trajectoires déjà observés. Avec un corpus d’apprentis-
sage suﬃsamment grand cette limitation est compensée. Cependant, lever cette limitation
permettrait peut-être de diminuer la taille du corpus d’apprentissage (et donc le temps
d’apprentissage) tout en ayant des comportements aussi réalistes.
Le moteur physique des avions fonctionne de manière discrète. Les « sauts » de l’avion
sont suﬃsamment petit pour que cela ne se remarque pas mais un système capable de
connaître la position de l’avion de manière continue donnerait plus de ﬂexibilité.
Nous avons expliqué comment détecter les conﬂits entre avions mais le fait est que le
système n’apprend pas de cette détection. Or, dans la réalité le comportement des avions,
de par l’intervention des contrôleurs, est fortement conditionné par la position des avions
voisins. Il faudrait donc prendre en compte cette information pendant l’apprentissage.
Nous nous en sommes abstenus dans ces travaux de thèse en partie parce que cela
aurait eu pour conséquence de générer du traﬁc sans conﬂit. Évidemment, si les avions
apprennent à éviter les conﬂits alors les avions simulés les éviteront aussi et nous voulions
générer un traﬁc qui puisse être utilisé pour la formation.
Le logiciel EVAA est capable de se connecter à « Shared Virtual Sky » pour s’inter-
connecter avec d’autres outils de simulation. Ce n’est bien évidemment pas le seul moyen
de relier plusieurs outils et EVAA pourrait gagner à être plus interopérable, peut-être
même à utiliser les normes du milieu aérien directement en interne plutôt que de convertir
les données.
La suite logicielle développée autour d’EVAA a été faite pour répondre à nos propres
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besoins de recherche. D’autres logiciels ou outils pourraient être développés. Les données
de traﬁc réel ou simulé représentent à elles seules une ressource intéressante qui pourrait
être analysée en amont pour aider le concepteur du scénario.
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CHAPITRE 6
Annexes
6.1 Déﬁnitions
6.1.1 Contrôle aérien
Déﬁnition 6.1. Un avion doit toujours respecter un certain nombre de règles d’es-
pacement avec les autres avions. S’il ne respecte pas ces règles il est en situation de
conﬂit.
Déﬁnition 6.2. Une donnée manquante a certains de ses champs (qui déﬁnissent
l’avion ou son plan de vol) qui ne sont pas précisés.
Déﬁnition 6.3. Les données de trajectoire sont tronquées si certaines portions de la
trajectoire sont inconnues.
Déﬁnition 6.4. Un décalage ﬁxe dans une trajectoire d’avion se caractérise par une
période où l’avion est « à côté » de là où il devrait être.
Déﬁnition 6.5. Le déterminisme est un principe scientiﬁque d’après lequel tout phé-
nomène est régi par une (ou plusieurs) loi(s) nécessaire(s) telle(s) que les mêmes causes
entraînent dans les mêmes conditions ou circonstances, les mêmes eﬀets.
Déﬁnition 6.6. L’indicatif de vol identiﬁe le vol de manière unique. Il diﬀère de
l’immatriculation de l’avion dans le sens où le même appareil faisant un vol aller et un
vol retour aura un indicatif de vol diﬀérent mais la même immatriculation.
Déﬁnition 6.7. Un objectif désigne une situation cible dans laquelle l’avion désire être.
Il suivra certaines règles pour que sa situation courante corresponde à son objectif.
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Déﬁnition 6.8. Un ordre de contrôle est un ordre donné par le contrôleur aérien
à un pilote d’avion. Il peut s’agir d’un changement de cap, d’un ordre de changement
d’altitude, ... Plus de précisions sont disponibles en 1.1.
Déﬁnition 6.9. Un plan de vol est une suite de points passage par lesquels un avion
doit passer. Il décrit sa trajectoire prévue au décollage.
Déﬁnition 6.10. Un plan de vol périmé est un plan de vol dans lequel la destination
de l’avion ne correspond pas à celle qui est annoncée dans son plan vol.
Déﬁnition 6.11. Un point 4D est une position de l’espace associée à une heure, les 4
dimensions sont donc la latitude, la longitude, l’altitude et le temps (ou x, y, z, t dans un
repère euclidien).
Déﬁnition 6.12. Un point aberrant est une position jugée anormale pendant un temps
très court. Dans nos travaux, un temps très court correspond à une ou deux mesures de
position c’est-à-dire entre 8 et 12 secondes de vol.
Déﬁnition 6.13. Le rejeu est le fait de jouer une nouvelle fois.
Déﬁnition 6.14. D’après [Karelahti, Virtanen et Öström, 2008] une trajectoire
est réaliste si elle peut être « volée » par un véritable avion.
Déﬁnition 6.15. Une simulation est la reproduction artiﬁcielle du fonctionnement
d’un appareil, d’une machine, d’un système, d’un phénomène, à l’aide d’une maquette ou
d’un programme informatique, à des ﬁns d’études, de démonstrations ou d’explications.
Déﬁnition 6.16. Un traﬁc est inédit s’il n’est pas du rejeu de traﬁc déjà observé.
Déﬁnition 6.17. Une trajectoire incomplète est une trajectoire où certaines portions
sont manquantes dans l’enregistrement qui en a été fait.
6.1.2 EVAA et Système multi-agent
Déﬁnition 6.18. L’agentiﬁcation est un néologisme qui désigne le fait de représenter
une notion par un agent dans un système. Cela implique de donner à l’agent qui représente
cette notion un comportement actif et autonome.
Déﬁnition 6.19. Le comportement coopératif intrinsèque d’un agent est la partie
de son comportement qui est faite de telle manière que ces actions évitent de mettre
n’importe quel agent (y compris lui-même) dans une situation non-coopérative.
Déﬁnition 6.20. Le comportement coopératif réactif d’un agent est la partie de
son comportement qui entre en action quand un agent est déjà dans une situation non-
coopérative et cherche à la réparer.
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Déﬁnition 6.21. Le comportement nominal d’un agent est ce qu’il fait quand il n’y
a pas de problème. Il est dans un état que le concepteur du système a jugé acceptable et
œuvre à faire ce pour quoi il a été conçu sans autre préoccupation.
Déﬁnition 6.22. La conﬁance est un paramètre qui essaie d’approcher la ﬁabilité (qui
est absolue et inconnue) de l’information qu’elle désigne. Dans un agent elle sert à
désigner s’il a raison ou pas. Une conﬁance élevé signiﬁe qu’il a souvent raison (qu’il
donne de bon conseils), une conﬁance faible signiﬁe qu’il a souvent tort.
Déﬁnition 6.23. Un contexte est utilisé pour générer du traﬁc. Il inclut un vecteur qui
décrit une action possible (et donc un objectif à atteindre) et la situation dans laquelle
cette action est applicable. Chaque contexte est représenté par un agent.
Déﬁnition 6.24. La criticité est une façon de mesurer la priorité d’un agent dans un
SMA. Plus la criticité d’un agent est élevée plus il est prioritaire. C’est particulièrement
utile dans un milieu coopératif puisque cela peut inciter les voisins de l’agent à l’aider
dans la limite de leurs capacités.
Déﬁnition 6.25. La fonction globale d’un système multi-agent est la tâche que le
collectif des agents accomplit. Si tout va bien cela permet au système d’atteindre le but
souhaité par le concepteur du système. Voir [Picard, 2004] pour plus de précisions.
Déﬁnition 6.26. La fonction locale d’un agent est son objectif local au sein de son
environnement. L’objectif étant local il n’est pas forcément directement et de façon évidente
associé à la fonction globale du système.
Déﬁnition 6.27. Une situation représente l’état d’une entité (un avion) à un moment
donné dans le monde virtuel. La situation dans laquelle se trouve une entité est déﬁnie
par un ensemble de paramètres observés et leurs valeurs associées.
Déﬁnition 6.28. Une situation agrégée regroupe des situations d’intérêt similaires.
Déﬁnition 6.29. Une situation d’intérêt est une situation où la dynamique de l’avion
change de manière signiﬁcative. Par exemple au début ou à la ﬁn d’un virage, au début
ou à la ﬁn d’une accélération, le décollage, l’atterrissage.
Déﬁnition 6.30. Un vecteur de situation relie une situation d’origine et une situation
d’extrémité. Un vecteur est un moyen de stocker un « morceau » de comportement via
la transition entre deux situations. Il décrit une portion de route qu’un avion pourrait
suivre et la façon dont il pourrait la suivre (à quelle vitesse, avec quel cap, ...).
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