We discuss several enumerative results for irreducible polynomials of a given degree and pairs of relatively prime polynomials of given degrees in several variables over finite fields. Two notions of degree, the total degree and the vector degree, are considered. We show that the number of irreducibles can be computed recursively by degree and that the number of relatively prime pairs can be expressed in terms of the number of irreducibles. We also obtain asymptotic formulas for the number of irreducibles and the number of relatively prime pairs. The asymptotic formulas for the number of irreducibles generalize and improve several previous results by Carlitz, Cohen and Bodin.
Introduction
Let F q be the finite field with q elements. In this paper we consider two problems: When k = 1, both problems have been solved. The following formula for the number I(m) of monic irreducible polynomials of degree m in F q [x] is well known (see [13] ):
In [12] the authors show that the number of pairs of polynomials f (x) and g(x) of degree m over the binary field F 2 with greatest common divisor (f, g) = 1 is the same as the number of pairs of polynomials of degree m in which (f, g) = 1. The authors also asked for a "nice simple bijection that proves this result." In [14] a bijection using "resultant matrices" is found. More recently in [3] , using the Euclidean Algorithm, the authors exhibit a more natural bijection between pairs of binary polynomials f (x) and g(x) of degree m with the greatest common divisor (f, g) = 1 and pairs of polynomials of degree m with (f, g) = 1. In fact, the following result of [3] answers more than the k = 1 case of Problem 2. We next summarize the contributions of the current paper. A recursive formula for I k (m) has been given in [4] . We show that a similar formula holds for I k (m). (In fact, the recursive formula works for any grading of F q [x 1 , . . . , x k ] by a partially ordered monoid; see [5, Ch. II, §11.2]. For example, one can grade F q [x 1 , . . . , x k ] by total degrees on several subsets of {x 1 , . . . , x k }.) We provide formulas for P k (m; n) in terms of I k (i) (i ≤ min{m, n}) and for P k (m; n) in terms of I k (i) (i ≤ m, n). We obtain asymptotic formulas for I k (m), I k (m), P k (m; n) and P k (m; n). The asymptotic formula for I k (m) (as m → ∞) is an expansion of I k (m) with explicit terms and accurate up to O(q ( m−t−1+k k ) ) for any t ≥ 0. The results of [7] and [4] are special cases of this expansion with one term and two terms respectively. Our asymptotic formula for I k (m) is an improvement of the one in [9] . The paper is organized as follows. Section 2 deals with the total degree version of Problem 1. In section 3 we briefly describe an algorithm for computing the gcd of two polynomials in F q [x 1 , . . . , x k ]. Section 4 is devoted to the total degree version of Problem 2. The vector degree version of both Problems 1 and 2 is discussed in section 5. Appendix A contains the deferred proof of Lemma 5.1 which is rather lengthy and technical. Appendix B contains several tables of values of the functions I k (m), I k (m), P k (m; n), P k (m; n).
We conclude this section with a quick review of the Möbius inversion formula which is a basic tool of this paper. We refer the reader to [2] for more details on the subject. Let (X, ≤) be a partially ordered set such that for all x, y ∈ X, the interval [x, y] = {z ∈ X : x ≤ z ≤ y} is finite. The Möbius function of (X, ≤) is the function µ : X × X → Z such that z∈ [x,y] µ(x, z) = 1 if x = y, 0 if x = y.
Let A be an abelian group and let N = : X → A be a function. Fix l, m ∈ X and for x ∈ X define µ(y, x)N ≤ (y) for all x ∈ X with x ≥ l.
If (X, ≤) has a minimum element 1, µ(1, x) is usually denoted by µ(x).
2 Number of irreducible polynomials in several variables 2.1 Recursive formula for I k (m)
A recursive formula for I k (m) can be found in [4] . The only new contribution in this subsection is some computational and numerical results. Let k ≥ 1 and m ≥ 0. It is easy to see that
(In the above sum,
is the number of products of a i (not necessarily distinct) elements from I k (i).) This allows us to compute I k (m) recursively. Starting with I k (0) = 0, we have for m > 0
(2) We next provide explicit formulas for I k (m) with m ≤ 3 and I 2 (m) with m ≤ 10, obtained from (2) using Mathematica [15] .
I k (0) = 0.
I 2 (1) = q(q + 1). 
We observe that I 2 (m) is a monic polynomial of degree m(m+ 3)/2 in q and more generally I k (m) is a monic polynomial of degree 
Asymptotic formula for I k (m)
Lemma 2.1. Let k ≥ 2 and t ≥ 0 be fixed integers and also let q be fixed. Then
where the O concerns only the variable m and the constant in O(q ( m−t+k k ) ) depends only on q, k and t.
Proof. Assume m > 3t. Let
The sum in Lemma 2.1 is |F |. We claim that every f ∈ F can be written as f = f 1 f 2 with t < deg f 1 ≤ m − t. Suppose to the contrary that f ∈ F does not allow such a factorization. Then all irreducible factors of f have deg ≤ t. Hence f has a factor f 1 with
2 > m − t, both of which are false since m > 3t. So the claim is proved. Now we have
Thus by induction,
Theorem 2.2. Let k ≥ 2 and t ≥ 0 be fixed integers and also let q be fixed. Then as m → ∞,
where the O concerns only the variable m and the sequence α i is given by
Note. The recursive formula for α i in Theorem 2.2 is equivalent to
From (4) one can derive the following explicit formula for α i :
Proof of Theorem 2.2. Use induction on t. By (2) and Lemma 2.1 we have
So the conclusion holds for t = 0. Now assume t > 0. When m is large, (2) and Lemma 2.1 give
By the induction hypothesis, the last expression equals
When t = 0 and 1 in (3), we obtain the asymptotic formulas in [7] and [4] . When t = 2, equation (3) becomes
An algorithm for calculating GCDs of polynomials in several variables
In one variable, the Euclidean Algorithm can be used to calculate the greatest common divisor of two polynomials. An analogous algorithm for computing the greatest common divisor of polynomials in several variables is not so well known. We next describe such an algorithm based on the arithmetic of the polynomial ring over a unique factorization domain and an induction on the number of variables. (There is another algorithm for computing the greatest common divisor of polynomials in several variables using Gröbner bases, see [1, Example 2.3.8] .) Let F be a field and let 
and write the result as
Note that deg x h i is decreasing with respect to i. When it first occurs h I+1 = 0, we have
where the denominator is the greatest common divisor in k variables. The algorithm proceeds with induction on the number of variables.
4 The number of relatively prime pairs
Formula for the number of relatively prime pairs
In this subsection we establish formulas for the number P k (m; n) of pairs of normalized polynomials in k variables of total degrees m and n over F q which have greatest common divisor 1. The formula depends on
Then
Since N ≥ (h) = h|u N = (u), by Möbius inversion we have
where µ is the Möbius function of the partially ordered set (N k , | ) and is given by
if h is divisible by the square of an irreducible.
By (6) and (5), we have
where
In (7),
In (8), I k (1), . . . , I k (d) can be computed inductively by (2) .
Equations (7) and (9) provide yet another quick determination for P 1 (m; n) (cf. [3, 12, 14] ).
We now consider the situation where n is small and fixed and m (≥ n) is arbitrary. Then A k (0), . . . , A k (n), and hence formula (7), can be made explicit. The first few terms of the sequence A k (d) are given below.
Asymptotic results
Here we prove some asymptotic results concerning the number P k (m; n). When k = 1, Theorem 1.1 (with s = 2) states that
the situation is totally different as shown in the next theorem. What causes this fundamental difference is the fact that almost all polynomials in one variable are reducible but almost all polynomials in more than one variable are irreducible. We will use the fact that when k ≥ 2,
which was established in [7] and of course also follows from Theorem 2.2.
Proof. Without loss of generality we may assume m ≥ n. Then
For values of P 2 (m; n) versus N 2 (m)N 2 (n) with q = 2 and m, n ≤ 5, see Table 2 in Appendix B.
Theorem 4.1 can be restated as
The following theorem gives an asymptotic formula for
Theorem 4.2. Let k ≥ 2 and t ≥ 0 be fixed integers. Then
The constant in the O-term depends only on q, k, t.
Proof. Use induction on k + t. First assume k = 2. Choose N (2, t) > 0 such that N (2, t) ≥ 4(t 2 + 5t − 1) and assume m + n ≥ N (2, t). We have
Now assume k > 2 and t = 0. Let N (k, 0) = N (k − 1, 0) and assume m + n ≥ N (k, 0). We have
, the induction hypothesis applies).
Note that
The quickest way to see (12) is to observe that
, is the number of ways to "choose k from n − d, respectively, d, n, with repetition". Thus (11) continues as
, the induction hypothesis applies)
Proof of Theorem 4.2. When min{m, n} ≤ t, the O-term in (10) is 0. So we assume m, n > t.
We have by (7)
So it suffices to show
We have
By Lemma 4.3, for t + 2 ≤ d ≤ min{m, n},
Combining this with (14) we arrive at (13).
Corresponding results for the vector degree
In Sections 2 and 4 we have considered the total degree versions of Problems 1 and 2. In this section we turn to the vector degree versions of the problems. We will see that results similar to those in Sections 2 and 4 also hold for the vector degree. However, the proofs are not always simple parallels of those in the total degree case. In fact, asymptotic results in the vector degree case are considerably more difficult to prove than in the total degree case.
Recursive formula for
k , we write n ≤ m to mean that n i ≤ m i for all 1 ≤ i ≤ k; n < m means that n ≤ m and n = m. The zero tuple (0, . . . , 0) ∈ N k is denoted by 0. Define
The Möbius function of (
So by Möbius inversion,
This formula is (3.1) in Cohen [9] . Our proof is different from that of [9] .
Hence I k (m) can be obtained inductively by I k (0) = 0 and
A table of I 2 (m 1 , m 2 ) with q = 2 and 0 ≤ m 1 ≤ m 2 ≤ 5 is given in Appendix B. Cohen [9] computed I k (m, n) explicitly for m = (1), (2), (3), (1, 1), (1, 2) and arbitrary n ∈ N. In general if m ∈ N k−1 is small, an explicit formula for I k (m, n) can be obtained using (15) and induction. To illustrate the method, we include the computation for I 2 (1, n) and I 2 (2, n).
When m = (1, n), (15) can be written as
It follows that for n > 0
When m = (2, n), (15) can be written as
Remark.
In comparison, the formulas for I 2 (1, n), I 2 (2, n), . . . are more explicit and do not involve the Möbius function.
(ii) For fixed (and small) m > 0 and arbitrary n ∈ N k−1 where k ≥ 3, it is not clear what kind of formula one might expect for I k (m, n).
Asymptotic formula for I k (m)
When k ≥ 2, the notion (m 1 , . . . , m k ) → ∞ is rather ambiguous; its precise meaning depends on further assumptions on m 1 , . . . , m k . For example, in some theorems of [9] , m 1 , . . . , m k−1 are fixed and m k is allowed to approach ∞. In our discussion of asymptotic formula for I k (m 1 , . . . , m k ), we will not fix any of m 1 , . . . , m k . The notation O (A(m 1 , . . . , m k )) always denotes a function B(m 1 , . . . , m k ) such that
for all m 1 , . . . , m k in the described range, where C > 0 is a constant independent of m 1 , . . . , m k .
We will need the following key lemma which plays the same role as Lemma 2.1 played in the total degree case. 
The sum in (19) is the number of f ∈ N k (m) whose irreducible factors all have deg x1 ≤ m 1 − t 1 . Lemma 5.1 is not difficult to see from an intuitive point of view, but its proof is rather tedious. The proof of Lemma 5.1 is given in Appendix A. 
If m 1 − t 1 ≥ 3, from Theorem 5.4 below we can derive that for d > 0,
Hence for
If m 1 − t 1 = 1 or 2, using (17) and (18), similar arguments show that (19) also fails. 
Proof. First assume m 1 ≥ 2. Let m i0 = min 1≤i≤k m i . We claim that
Without loss of generality, assume
The last expression does not decrease when interchanging m k and m i0 . So (20) holds. For simplicity, assume i 0 = k in (20). We have
Now assume m 1 = 1 and k ≥ 3. Thus Assume that m 1 ≥ 2 when k = 2. Let s ≥ 2 and let m (j) = (m
Proof. We have
(by Lemma A.1)
In the above it is clear that a 1 can be replaced with any a l , 1 ≤ l ≤ s. Thus
Returning to (22), we have 
Note. 
First of all, we have
When k = 2, N (2) = ∅; when k ≥ 3, by Lemma 5.3, we have
We also claim that
When k ≥ 3, we have
When k = 2, the sum in the above has only one term with i = 1. Since m 1 ≥ 3 by assumption, Lemma 5.1 still applies. Combining (23) -(26), we have
It follows that Note. Although we will not pursue further improvement of Theorem 5.4 in the present paper, we mention that it is possible to improve the O-term in Theorem 5.4 to O(q (m1−t1+1)(m2+1)···(m k +1) ) for a fixed t 1 > 0.
Number of relatively prime pairs
By Möbius inversion we have
In (27), (28) can be made explicit for small d.
We include in Appendix B a table of P 2 (m; n) with q = 2 and m, n ≤ (4, 4).
Asymptotic formula for P k (m; n)
Let k ≥ 2 and (m 1 , . . . , m k ) ∈ N k . It follows from Theorem 5.4 that
By symmetry, the above statement holds as any two of the components of (m 1 , . . . , m k ) approach to ∞.
We also have the following result which corresponds to Theorem 4.2 of the total degree case.
Note.
The asymptotic formula in Theorem 5.6 is intersting only when
..,k} i∈I
Proof of Theorem 5.6. We have
So it suffices to show that
Without loss of generality let j = 1. We have
The next theorem is a variation of Theorem 5.6; it implies Corollary 12 of [11] .
By (9),
By the proof of Theorem 5.6, we also have
Therefore the conclusion follows.
Appendix
A Proof of Lemma 5.1
We need two additional lemmas for the proof of Lemma 5.1
Proof. Using induction on l we only have to prove the case l = 2, i.e.,
where m i , n i ∈ N. If all nonzero entries of
appear in a single column, say [ m2 ··· m k n2 ··· n k ] = 0, the conclusion is obviously true. So assume m 1 > 0 and n 2 > 0. Then
Proof. We only have to prove the claim when (m 1 , . . . , m k ) = 0 and (n 1 , . . . , n k ) = 0. First assume k = 2. We have
If n 1 > 0 and m 2 > 0, then
Case 2. Assume that there do not exist 1 ≤ a < b ≤ k such that m a n b + m b n a − 1 > 0. Then
In the first case,
In the second case,
Proof of Lemma 5.1. As mentioned before, the sum in Lemma 5.1 is the cardinality of
Then it suffices to show that
We claim that
This contradicts the minimality of d 3 . So (31) is proved.
(by Lemma A.1) = q 2(t1+1)
Now we prove (29). Write
We prove in turn that both |F
and t1<d≤m1−t1
It remains to show that |F
2 −···−m
Now assume k = 2. We have
This completes the proof in case 1.
Case 2. Assume that m 1 = 2t 1 and k ≥ 3. In this case F 1 = ∅, so it suffices to prove (30). By (31) we have
The proof that |A| = O(q
) is the same as the proof that
in case 1. As for |B|, we have This completes the proof of the lemma. Table 4 contains the values of P 2 (m 1 , m 2 ; n 1 , n 2 ) with q = 2 and (m 1 , m 2 ), (n 1 , n 2 ) ≤ (4, 4). To present the data efficiently, we observe that P 2 (m 1 , m 2 ; n 1 , n 2 ) is invariant under row and column permutations of [ 
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