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Abstract
A finite-temperature perturbation theory for the grand canonical ensemble is introduced that expands
the chemical potential in a perturbation series and conserves the average number of electrons, ensuring
charge neutrality of the system at each perturbation order. Two (sum-over-state and reduced) classes
of analytical formulas are obtained in a straightforward, algebraic, time-independent derivation for the
first-order corrections to the chemical potential, grand potential, and internal energy, with the aid of several
identities of the Boltzmann sums also introduced in this study. These formulas are numerically verified
against benchmark data from thermal full configuration interaction. For a nondegenerate ground state, the
finite-temperature perturbation theory reduces analytically to and is consistent with the Møller–Plesset
perturbation theory as temperature (T ) tends to zero. For a degenerate ground state, it should instead reduce
to the Hirschfelder–Certain degenerate perturbation theory as T → 0.
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I. INTRODUCTION
In the previous Chapter [1], we showed that the finite-temperature perturbation theory for elec-
trons described in a number of modern textbooks [2–5] and excellent reviews [6–9] does not
reproduce the benchmark data obtained as the λ-derivatives of the exact finite-temperature the-
ory [10] with the perturbation-scaled Hamiltonian, Hˆ = Hˆ0 + λVˆ. The discrepancy was traced
[1, 11] not so much to mathematical issues but to a misuse of the ensemble. The theory given in
textbooks (beyond the zeroth-order Fermi–Dirac theory) adopts a grand canonical ensemble that
holds chemical potential fixed at some arbitrary value and allows the average number of electrons
to fluctuate, violating charge neutrality as a basic tenet of equilibrium thermodynamics [12]. Note
that the energy of a system with long-range unscreened interactions such as a charged plasma is
not thermodynamically extensive [13–15]. As a consequence, the perturbation theory described in
textbooks does not converge at the exact limit of the neutral system. Worse still, beyond the zeroth
order, it describes a massively charged system to which equilibrium thermodynamics is no longer
applicable.
We need a finite-temperature perturbation theory that also expands the chemical potential in
a perturbation series so as to ensure charge neutrality at any perturbation order and thereby con-
verges at the exact, thermal full-configuration-interaction (FCI) [10] limits. In this Chapter, we
present such a perturbation theory and derive analytical formulas of its first-order corrections to
the chemical potential, grand potential, and internal energy. Two classes of analytical formulas
were derived in an easy-to-follow, time-independent, algebraic (nondiagrammatic) manner: The
sum-over-states formulas are correct in all cases, while the more compact, reduced formulas are
valid only for a nondegenerate ground state at any temperature or for a degenerate or nondegener-
ate ground state at a nonzero temperature. We show that both formulas reproduce the benchmark
data obtained as the λ-derivatives of the thermal FCI results in the case of a nondegenerate ground
state.
There have been a persistent question as to whether the zero-temperature limits of a finite-
temperature perturbation theory for internal energy should agree with the Møller–Plesset (MP)
perturbation theory [16] for energy at respective orders. Kohn and Luttinger [17] were the first to
pose a related (if not the same) question, taking the finite-temperature second-order perturbation
theory for a homogeneous electron gas (having a degenerate ground state) as an example. We
show that, for a nondegenerate ground state, the finite-temperature perturbation theory introduced
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here is consistent with the MP perturbation theory in the sense that the first-order internal-energy
correction reduces to the first-order MP energy correction both analytically and numerically. For a
degenerate ground state, however, the finite-temperature perturbation theory is not consistent with
the MP perturbation theory; it instead reduces to and is consistent with the Hirschfelder–Certain
(HC) degenerate perturbation theory [18].
II. FINITE-TEMPERATURE PERTURBATION THEORY IN GRAND CANONICAL ENSEM-
BLE
The electronic grand partition function [10] per molecule of an ideal gas of identical molecules
at given temperature T is
Ξ =
2m∑
I=1
e−βEI+βµNI , (1)
where β = (kBT )−1, EI is the FCI energy of the Ith state and NI is the number of electrons in the
same state. The summation over a capital letter index (I) runs over all (exponentially many) 2m
states spanned by m spinorbital basis functions. Chemical potential µ is determined by solving
N¯ =
∑2m
I=1 NIe
−βEI+βµNI
∑2m
I=1 e
−βEI+βµNI
, (2)
where N¯ is a given average number of electrons that keeps the system electrically neutral. These
two are the equations of state to be solved simultaneously for Ξ and µ. A valid grand canonical en-
semble for electrons holds N¯ fixed at the value that maintains neutrality of the system by adjusting
µ (not vice versa). This is not a choice but a nonnegotiable requirement, without which the sys-
tem is massively charged, causing the energy per particle to be divergent [13–15] and equilibrium
thermodynamics to break down [12].
Grand potential Ω and internal energy U per molecule are related to Ξ by
Ω = −
1
β
lnΞ, (3)
U = −
∂
∂β
lnΞ + µN¯, (4)
and also to each other by
Ω = U − TS − µN¯, (5)
where S is entropy.
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We expand Ξ and µ as well as Ω and U in converging perturbation series,
Ξ = Ξ
(0)
+ λΞ(1) + λ2Ξ(2) + λ3Ξ(3) + . . . , (6)
µ = µ(0) + λµ(1) + λ2µ(2) + λ3µ(3) + . . . , (7)
and so forth, and seek to write each correction in terms of the perturbation corrections of the
energy,
EI = E
(0)
I
+ λE
(1)
I
+ λ2E
(2)
I
+ λ3E
(3)
I
+ . . . , (8)
where E(n)
I
is the nth-order correction to the Ith-state energy according to the HC degenerate per-
turbation theory [18], of which the MP perturbation theory [16] for a nondegenerate ground state
is a special case.
They conform to the canonical definition of a perturbation theory, in which the nth-order cor-
rection of quantity X is
X(n) =
1
n!
∂nX(λ)
∂λn
∣∣∣∣∣
λ=0
, (9)
where X(λ) is the value of X (such as EI, Ξ, µ, Ω, and U) calculated by FCI with the Hamiltonian
Hˆ0 + λVˆ. We adopt the Møller–Plesset partitioning and, therefore, the zeroth-order Hamiltonian,
Hˆ0, is the sum of the (zero-temperature) Fock operators plus the nuclear repulsion energy. We
emphasize again that the perturbation corrections to energies that exactly match this canonical
definition are furnished, in the most general case, by the HC degenerate perturbation theory and
not by the MP perturbation theory (because many excited, ionized, and electron-attached states
are exactly degenerate at the zeroth order even if the ground state is not).
We have obtained numerically these corrections at lower orders and shown that the finite-
temperature perturbation theory described in textbooks does not reproduce such benchmark data
[1] because it neglects to expand µ in a perturbation series, thereby allowing N¯ to fluctuate and
causing the system to be massively charged. We call the method that evaluates these derivatives
by finite-difference formulas the λ-variation method [1, 19]. In this study, we will perform the
differentiation analytically to arrive at the corresponding analytical formulas for µ(1), Ω(1), and
U(1).
In the following, we use the Taylor series,
ea+b = ea + eab + ea
b2
2!
+ ea
b3
3!
+ . . . , (10)
ln(a + b) = ln a +
b
a
−
b2
2a2
+
b3
3a3
+ . . . , (11)
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which are rapidly convergent when a ≫ b. We will also use four identities of the Boltzmann sums,
which will be introduced as needed.
III. ZEROTH ORDER
The zeroth-order theory [5] in the grand canonical ensemble is correct in the sense that chemical
potential µ(0) is adjusted to keep the average number of electrons constant at N¯. We review a
time-independent and algebraic (as opposed to time-dependent or diagrammatic) derivation of this
theory as a preparation for its application to the first-order theory.
A. Fermi–Dirac theory
The zeroth-order grand partition function is given by
Ξ
(0)
=
2m∑
I=1
e−βE
(0)
I
+βµ(0)NI =
2m∑
I=1
ξ
(0)
I
(12)
with
ξ
(0)
I
= e−βE
(0)
I
+βµ(0)NI (13)
and
E
(0)
I
= Enuc. +
occ.∑
i
ǫ
(0)
i
; NI =
occ.∑
i
1, (14)
where Enuc. is the nuclear repulsion energy and ǫ
(0)
i
is the ith canonical Hartree–Fock (HF) spinor-
bital energy. The summation over small letter index (i) runs over spinorbitals occupied in the Ith
Slater determinant, which is a solution of the zeroth-order Schro¨dinger equation. The occupied
orbitals should not be confused with those occupied in the HF ground state; they vary depending
on state I.
This can be simplified to
Ξ
(0)
= e−βEnuc.
all∏
i
1∑
n=0
(e−βǫ
(0)
i
+βµ(0))n (15)
= e−βEnuc.
all∏
i
{
1 + eβ(µ
(0)−ǫ
(0)
i
)
}
, (16)
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where products over i run over all m spinorbitals spanned by the basis set. Equation (2) also
reduces to
N¯ =
∑2m
I=1 NIe
−βE
(0)
I
+βµ(0)NI
∑2m
I=1 e
−βE
(0)
n +βµ
(0)NI
(17)
=
1
β
∂
∂µ(0)
ln
2m∑
I=1
e−βE
(0)
I
+βµ(0)NI (18)
=
1
β
∂
∂µ(0)
ln e−βEnuc.
all∏
i
{
1 + eβ(µ
(0)−ǫ
(0)
i
)
}
(19)
=
all∑
i
eβ(µ
(0)−ǫ
(0)
i
)
1 + eβ(µ(0)−ǫ
(0)
i
)
=
all∑
i
f −i , (20)
where f −
i
is the Fermi–Dirac occupancy function of the ith spinorbital,
f −i =
1
1 + eβ(ǫ
(0)
i
−µ(0))
. (21)
Using Ξ(0) of equation (16) with µ(0) determined by solving equation (20), we obtain the zeroth-
order grand potential and internal energy as
Ω
(0)
= −
1
β
lnΞ(0) = Enuc. +
1
β
all∑
i
ln f +i , (22)
U(0) = −
∂
∂β
lnΞ(0) + µ(0)N¯ = Enuc. +
all∑
i
ǫ
(0)
i
f −i , (23)
where f +
i
is the Fermi–Dirac vacancy function of the ith spinorbital,
f +i = 1 − f
−
i . (24)
B. Boltzmann-sum identity I
It is instructive to rederive equation (20) in a more general manner. Let aI =
∑occ.
i ai. Using
a notation, νi = β(µ(0) − ǫ
(0)
i
), and canceling the common factor of e−βEnuc. in the numerator and
denominator, we can prove an identity,
∑2m
I=1 aI e
−βE
(0)
I
+βµ(0)NI
∑2m
I=1 e
−βE
(0)
I
+βµ(0)NI
=
∑m
i=1 aie
νi +
∑m
i< j(ai + a j)e
νi eν j +
∑m
i< j<k
(ai + a j + ak)eνi eν j eνk + · · · +
∑m
i1<···<im
(ai1 + · · · + aim )e
νi1 · · · eνim
(1 + eν1 )(1 + eν2 ) · · · (1 + eνm )
=
m∑
i=1
ai f
−
i ; (Identity I), (25)
by mathematical induction. Equation (20) is nothing but Identity I with ai = 1 for any i.
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IV. FIRST ORDER
A. Sum-over-states analytical formulas
An application of equation (10) to equation (1) leads to the following expression for the first-
order correction to grand partition function Ξ:
Ξ
(1)
=
2m∑
I=1
e−βE
(0)
I
+βµ(0)NI (−βE(1)
I
+ βµ(1)NI) =
2m∑
I=1
ξ
(1)
I
(26)
with
ξ
(1)
I
= ξ
(0)
I
(−βE(1)
I
+ βµ(1)NI), (27)
where E(1)
I
is the first-order correction to the energy of the Ith state according to the HC degenerate
perturbation theory [18].
The same procedure to equation (2) leads to the equation for µ(1) as
N¯ =
∑2m
I=1 NIξ
(1)
I∑2m
I=1 ξ
(1)
I
, (28)
which can be solved for µ(1) as
µ(1) =
∑2m
I=1 ξ
(0)
I
E
(1)
I
(NI − N¯)∑2m
I=1 ξ
(0)
I
NI(NI − N¯)
. (29)
Using equation (11), we obtain the first-order corrections to the grand potential and internal
energy as
Ω
(1)
= −
1
β
Ξ
(1)
Ξ(0)
= −
1
β
∑2m
I=1 ξ
(1)
I∑2m
I=1 ξ
(0)
I
, (30)
U(1) = −
∂
∂β
Ξ
(1)
Ξ(0)
+ µ(1)N¯ (31)
= Ω
(1)
+ µ(1)N¯ + βΩ(1)(U(0) − µ(0)N¯)
−
β
Ξ(0)
2m∑
I=1
ξ
(0)
I
(E(0)
I
− µ(0)NI)(E
(1)
I
− µ(1)NI). (32)
In the last equality, we used
∑2m
I=1 ξ
(0)
I
(E(0)
I
− µ(0)NI)
Ξ(0)
= U(0) − µ(0)N¯, (33)
which can be readily proven with Identity I [equation (25)].
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The third and fourth terms of equation (32) contain products of extensive quantities such as
Ω
(1)U(0), which are individually non-size-consistent [20]. However, it can be shown (see below)
that they mutually cancel exactly across the two terms, leaving only rigorously extensive contri-
butions; the first-order finite-temperature perturbation theory is size-consistent in spite of these
terms.
The aforementioned equations are the correct and complete (if not compact) analytical formulas
of the first-order finite-temperature perturbation theory in the grand canonical ensemble applicable
to either a degenerate or nondegenerate ground state at any temperature down to zero. Equation
(29) is first solved for µ(1) using {E(1)
I
} unambiguously defined and calculable by the HC degenerate
perturbation theory [18]. Once µ(1) is determined, Ξ(1) is evaluated with equation (26). Next, Ω(1)
and U(1) are computed with equations (30) and (32), respectively, using µ(1) and {E(1)
I
} as well as
the zeroth-order quantities. We have verified these formulas numerically (see the Appendix).
B. Boltzmann-sum identities II, III, and IV
Here, we introduce three more identities for the Boltzmann sums, which are useful for deriving
compact reduced formulas. The second identity reads
∑m
i=1 aibie
νi +
∑m
i< j(ai + a j)(bi + b j)e
νieν j + · · · +
∑m
i1<···<im
(ai1 + · · · + aim)(bi1 + · · · + bim)e
νi1 · · · eνim
(1 + eν1)(1 + eν2) · · · (1 + eνm)
=
m∑
i=1
aibi f
−
i f
+
i +
m∑
i=1
ai f
−
i
m∑
i=1
bi f
−
i ; (Identity II). (34)
The third identity is∑m
i< j ci je
νieν j +
∑m
i< j<k(ci j + cik + c jk)e
νieν jeνk + · · · +
∑m
i1<···<im
(ci1i2 + · · · + cim−1im)e
νi1 · · · eνim
(1 + eν1)(1 + eν2) · · · (1 + eνm)
=
m∑
i< j
ci j f
−
i f
−
j ; (Identity III), (35)
where ci j = c ji for any i and j. Note that cii is absent in any summation. Identities II and III can be
proven by mathematical induction with Identity I. Finally, the fourth reads∑m
i< j(bi + b j)ci je
νi eν j +
∑m
i< j<k
(bi + b j + bk)(ci j + cik + c jk)eνi eν j eνk + · · · +
∑m
i1<···<im
(bi1 + · · · + bim )(ci1 i2 + · · · + cim−1 im )e
νi1 · · · eνim
(1 + eν1 )(1 + eν2 ) · · · (1 + eνm )
=
m∑
i< j
(bi f
+
i + b j f
+
j )ci j f
−
i f
−
j +
m∑
i=1
bi f
−
i
m∑
i< j
ci j f
−
i f
−
j ; (Identity IV), (36)
which can also be proven by mathematical induction with the aid of Identities I, II, and III. These
proofs are elementary and not reproduced here.
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C. Reduced analytical formulas
The foregoing analytical formulas for the first-order perturbation theory involve sum over ex-
ponentially many states, and are inconvenient to use. For a system with a nondegenerate ground
state or at a nonzero temperature, we can reduce them into much more compact formulas involv-
ing only molecular integrals in the spirit of the Fermi–Dirac theory or (incorrect) diagrammatic
finite-temperature perturbation theory given in textbooks.
First, we rewrite equation (30) as
Ω
(1)
=
∑2m
I=1 e
−βE
(0)
I
+βµ(0)NI (−βE(1)
I
+ βµ(1)NI)∑2m
I=1 e
E
(0)
I
−µ(0)NI
. (37)
Here, E(1)
I
is the first-order HC perturbation correction to the energy [18] and is written as
E
(1)
I
= 〈Ψ
(0)
I
|Vˆ |Ψ
(0)
I
〉, (38)
where Ψ(0)
I
is the zeroth-order wave function and Vˆ is the perturbation operator in the Møller–
Plesset partitioning.
For nondegenerate Ith state, Ψ(0)
I
is a single Slater determinant ΦI, making the evaluation of the
above integral trivial:
E
(1)
I
= 〈ΦI |Vˆ |ΦI〉 =
occ.∑
i< j
〈i j||i j〉 −
occ.∑
i
〈i||i〉, (39)
with
〈i||i〉 =
HOMO∑
j=1
〈i j||i j〉, (40)
where ‘occ.’ again refers to the spinorbitals occupied in the Ith Slater determinant, whereas
‘HOMO’ stands for the highest-occupied spinorbital of the N¯-electron ground state (hereafter
simply the ground state); the last summation runs over spinorbitals occupied in the ground state.
Each four-index integral is a usual antisymmetrized two-electron integral [16].
When the Ith state is degenerate (in the sense that there are d states sharing the same zeroth-
order energy), Ψ(0)
I
is no longer a Slater determinant, but a linear combination of d degenerate
Slater determinants, {ΦJ} [18].
Ψ
(0)
I
=
d∑
J
ΦJUJI , (41)
9
where UJI is an element of a unitary matrix, which can only be determined by a highly involved
procedure of the HC degenerate perturbation theory [18]. It is more a rule than an exception that
the zeroth-order energies of Slater determinants display degeneracy.
However, thanks to the orthonormality of {Ψ(0)
I
} within each degenerate group, the following
equality holds:
1
d
d∑
J
E
(1)
J
=
occ.∑
i< j
〈i j||i j〉 −
occ.∑
i
〈i||i〉, (42)
where the summation over J is taken for all d degenerate states. In other words, although E(1)
J
for
the Jth individual state cannot be written simply as the right-hand side of the above equation, its
average over all d degenerate states can be [9].
Therefore, if all E(1)
J
from a degenerate group are summed with an equal weight, one obtains
the correct final formula by pretending as if equation (39) were true for each state. This is indeed
the case with equation (37) if the ground state is nondegenerate or temperature is nonzero. For a
degenerate ground state at zero temperature, the states that are degenerate with the ground state
are summed with an unequal weight and the use of equation (42) becomes inappropriate. We will
consider this case in Sec. VI, but in this section we confine ourselves to a nondegenerate ground
state or nonzero temperature.
We can then write equation (39) as
E
(1)
I
− µ(1)NI =
occ.∑
i
ai +
occ.∑
i< j
ci j (43)
with
ai = −〈i||i〉 − µ
(1); ci j = 〈i j||i j〉, (44)
and cii = 0. Using Identities I and III [equation (25) and (35)], we can reduce equation (37) into
Ω
(1)
=
1
2
all∑
i, j
〈i j||i j〉 f −i f
−
j −
all∑
i
(
〈i||i〉 + µ(1)
)
f −i (45)
=
1
2
all∑
i, j
〈i j||i j〉 f −i f
−
j −
all∑
i
〈i||i〉 f −i − µ
(1)N¯, (46)
where the summations run over all spinorbitals.
With the same choice of {ai} and {ci j} in equation (44) as well as bi = 1 for any i, equation (28)
for µ(1) is simplified with Identities II and IV [equation (34) and (36)] as follows:
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N¯ =
1
2
∑all
i, j〈i j||i j〉 f
−
i f
−
j (N¯ + f
+
i + f
+
j ) −
∑all
i 〈i||i〉 f
−
i (N¯ + f
+
i ) −
∑all
i µ
(1) f −i (N¯ + f
+
i )
1
2
∑all
i, j〈i j||i j〉 f
−
i
f −
j
−
∑all
i 〈i||i〉 f
−
i
−
∑all
i µ
(1) f −
i
, (47)
which can be solved for µ(1) as
µ(1) =
1
2
∑all
i, j〈i j||i j〉 f
−
i
f −
j
( f +
i
+ f +
j
) −
∑all
i 〈i||i〉 f
−
i
f +
i∑all
i f
−
i
f +
i
. (48)
The last equation can also be obtained by a direct application of Identities I–IV to equation (29).
Likewise, applying Identities I–IV to the sum-over-states formula for U(1) [equation (32)], we
first observe exact mutual cancellation of non-size-consistent terms and then arrive at a compact
analytical formula,
U(1) =
1
2
all∑
i, j
〈i j||i j〉 f −i f
−
j −
all∑
i
〈i||i〉 f −i
+
β
2
all∑
i, j
〈i j||i j〉 f −i f
−
j
{
(µ(0) − ǫ(0)
i
) f +i + (µ
(0) − ǫ
(0)
j
) f +j
}
−β
all∑
i
(
〈i||i〉 + µ(1)
)
(µ(0) − ǫ(0)
i
) f −i f
+
i , (49)
which no longer contains a non-size-consistent term that is a product of two or more extensive
quantities. The same expression can be obtained alternatively [9] by returning to equation (31),
namely,
U(1) = −
∂
∂β
(
−βΩ(1)
)
+ µ(1)N¯ (50)
= Ω
(1)
+ β
∂Ω(1)
∂β
+ µ(1)N¯, (51)
and using
∂ f −
i
∂β
= (µ(0) − ǫ(0)
i
) f −i f
+
i . (52)
Care must be exercised that partial differentiation with β acts only on f −i , f
+
i , and N¯ via equation
(45), but not on µ(1).
It should be noted that the foregoing reduced formulas are valid only for a nondegenerate
ground state or at a nonzero temperature, whereas the sum-over-states formulas and underlying
HC degenerate perturbation theory should be correct in all cases.
The corresponding reduced formulas [9] for Ω(1) and U(1) according to the textbook ansatz
wherein µ is held fixed at µ(0) are special cases of the more general expressions reported here and
are readily obtained by substituting µ(1) = 0 in equations (46) and (49), respectively.
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V. COMMENTS ON RELATEDMETHODS
The finite-temperature HF [2–5], finite-temperature Green’s function [21, 22], and thermal
coupled-cluster [23–26] theories as well as thermal FCI theory [10] all have a provision to adjust
µ(0) so as to restore the correct average number of electrons, making the calculation physically
sound and their results more in line with the correct values [1].
It is then also possible to adjust µ(0) by some root-finding procedure in the framework of the
textbook finite-temperature perturbation theory to restore the net charge neutrality [9]. Then, the
theory forms a converging series of approximations towards thermal FCI. However, this series
may not be considered a canonical perturbation series defined by equation (9) because adjusting
µ(0) amounts to altering the partitioning of the Hamiltonian at each perturbation order, obscuring
the order of perturbation corrections (in the same sense that HF theory involving rotation of orbitals
cannot be equated to the first-order perturbation theory). In other words, this series differs from
the series presented in this work that gives closed expressions for the first-order corrections to all
thermodynamic quantities of interest, which furthermore agree exactly with the λ-variation results.
VI. ZERO-TEMPERATURELIMIT AND DEGENERACY
A. Zeroth order
In the zero-temperature (β → ∞) limit, we can analytically show [10] and numerically confirm
[1]
lim
β→∞
µ(0) =
ǫ
(0)
HOMO + ǫ
(0)
LUMO
2
, (53)
where HOMO again stands for the highest-occupied spinorbital of the N¯-electron ground state and
LUMO the lowest-unoccupied spinorbital.
In this limit, the Fermi–Dirac occupancy function is
f −i = 1 (i ≤ HOMO); f
−
i = 0 (i > HOMO), (54)
assuming that the spinorbitals are in an ascending order of energy. However, a special considera-
tion [27] may become necessary when the ground state is degenerate. In this case,
lim
β→∞
µ(0) = ǫ
(0)
HOMO = ǫ
(0)
LUMO, (55)
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leaving f −HOMO and f
−
LUMO (as well as the Fermi–Dirac functions of all other degenerate spinor-
bitalss) undefined, although their sum must take a certain value that maintains the average number
of electrons at N¯, say,
f −HOMO + f
−
LUMO = 1, (56)
in the case of doubly degenerate HOMOs sharing one electron on average. However, a partitioning
between f −HOMO and f
−
LUMO is indeterminate.
Nevertheless, we can unambiguously determine the zero-temperature limits of Ω(0) and U(0) as
lim
β→∞
Ω
(0)
=
HOMO∑
i=1
ǫ
(0)
i
− µ(0)N¯, (57)
lim
β→∞
U(0) =
HOMO∑
i=1
ǫ
(0)
i
, (58)
because they do not depend on the partitioning of the Fermi–Dirac occupancy functions among
the degenerate HOMOs. These are consistent with the zeroth-order MP perturbation theory and
also with each other according to equation (5).
B. First order
Next, we consider the zero-temperature limits of the first-order corrections. We divide the
problem into two cases: a nondegenerate ground state versus a degenerate ground state.
In a nondegenerate ground state, the reduced analytical formulas such as equations (47), (46),
and (49) are valid at any temperature down to zero. Using equation (54) and the identity [9, 17, 28],
lim
β→∞
β f −i f
+
i = δ
(
ǫ
(0)
i
− µ(0)
)
, (59)
we find
lim
β→∞
µ(1) = 0, (60)
lim
β→∞
Ω
(1)
= −
1
2
HOMO∑
i, j=1
〈i j||i j〉 (61)
lim
β→∞
U(1) = −
1
2
HOMO∑
i, j=1
〈i j||i j〉 ≡ EMP1, (62)
the last of which is the familiar first-order MP perturbation energy correction at zero temperature,
EMP1. These are numerically verified in the Appendix. For a nondegenerate ground state, therefore,
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there is no inconsistency between the finite-temperature perturbation theory and MP perturbation
theory.
When the ground state is d-fold degenerate (d > 1), at zero temperature, they are no longer
summed at an equal Boltzmann weight, and the reduced analytical formulas derived with equation
(42) become invalid. We, therefore, have to revert to the sum-over-states analytical formulas.
However, at first glance, even the sum-over-states formulas such as equation (26) appear to suffer
from the same issue of ambiguous Boltzmann weights; at zero temperature, β = ∞ and E(0)1 −
µ(0)N1 = 0, rendering the exponent −βE
(0)
1 + βµ
(0)N1 indeterminate.
The correct zero-temperature behavior of the exponents can be inferred by considering the
λ-dependence of the thermal FCI energies or the closely related HC degenerate perturbation cor-
rections to the energies of degenerate states. States that are degenerate at the zeroth order or
λ = 0 become nondegenerate or have a lesser degree of degeneracy as λ is raised from zero in
thermal FCI. The perturbation corrections to the internal energy at T = 0 are, by definition, the λ-
derivatives of the lowest energy (not the average energy of the degenerate ground states at λ = 0).
Correspondingly, the HC degenerate perturbation corrections to energies are generally different
from one another for degenerate states, gradually lifting degeneracy as the perturbation order is
raised [18]. Then, for the first-order correction to be consistent with the λ-derivative of the corre-
sponding thermal FCI result, the sum over states should be interpreted as being dominated by the
zeroth-order state whose first-order energy correction is the most negative. Applying this logic to
U(1) [equation (32)], we predict
lim
β→∞
U(1) = EHC1, (63)
where EHC1 is the most negative among the first-order HC degenerate perturbation corrections to
the degenerate zeroth-order ground states.
This equation indicates that there is no inconsistency between the finite-temperature perturba-
tion theory and HC degenerate perturbation theory, but there is an inconsistency (reminiscent of
the Kohn–Luttinger inconsistency [9, 17, 28]) between the finite-temperature perturbation theory
and MP perturbation theory because EHC1 is not equal to EMP1. The former, EHC1, is determined
by the complex, but unambiguous procedure [18] outlined by Hirschfelder and Certain and cannot
be expressed simply as the right-hand side of equation (62).
The compact formulas for U(1) [equation (49)] and even for Ω(1) [equation (46)] appear to
reduce analytically to the MP1 expression at zero temperature in all cases including a degenerate
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ground state. We consider such an interpretation incorrect for three reasons: (1) these formulas
are derived using an assumption [equation (42)] that is not valid for a degenerate ground state at
zero temperature, (2) µ(1) is not necessarily zero in this case, and (3) the correct zero-temperature
limit is not the MP perturbation theory but the HC degenerate perturbation theory for a degenerate
ground state.
We should note that the foregoing argument in the case of degenerate ground states has not
been numerically verified unlike the conclusion for nondegenerate ground states, which is nu-
merically confirmed in the Appendix. It is based on an assumption of the availability of strictly
degenerate reference wave functions, which are not uniquely determined by the zeroth-order the-
ory. However, only the rate of convergence of the HC degenerate perturbation series and thus of
the finite-temperature many-body perturbation theory varies depending on the reference, while the
converged limits should be the same correct thermal FCI limits.
VII. SUMMARY
Original contributions of this work are summarized as follows:
(1) We have introduced a converging finite-temperature perturbation theory in the grand canon-
ical ensemble that expands chemical potential in a perturbation series and conserves the average
number of electrons, thereby ensuring charge neutrality of the system at each perturbation order.
(2) We have obtained the sum-over-states analytical formulas for the first-order corrections of
the chemical potential, grand potential, and internal energy, which are valid for a degenerate or
nondegenerate ground state and at any temperature down to zero. They are given as equations (29),
(30), and (32), respectively. These formulas depend crucially on the HC degenerate perturbation
theory, whose details are described elsewhere [18].
(3) We have reported the compact, reduced analytical formulas for the same quantities as equa-
tions (48), (46), and (49), respectively, which are valid for a nondegenerate ground state or at a
nonzero temperature. We have established a straightforward, time-independent, nondiagrammatic
derivation strategy of these formulas by introducing several identities for Boltzmann sums in the
grand canonical ensemble.
(4) We shed new light on the issue of the zero-temperature limit of the converging finite-
temperature perturbation theory. The finite-temperature perturbation theory introduced here is
consistent with the MP perturbation theory for a nondegenerate ground state. For a degenerate
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ground state, the finite-temperature theory is consistent with the HC degenerate perturbation the-
ory, but not with the MP perturbation theory. For a degenerate ground state, the compact analytical
formulas such as equation (49) are correct at T > 0, but suddenly become incorrect at T = 0; the
sum-over-states formulas should be used instead.
VIII. FUTURE OUTLOOK
This theory should be extended to the second and higher orders in the grand canonical ensemble
as well as to the canonical ensemble [29]. These results should be generalized to a recursive
algebraic definition in the style of the Rayleigh–Scho¨dinger perturbation theory, if possible, which
should permit a general-order implementation and establish and justify diagrammatic rules for the
grand potential and internal energy as well as their size-consistency through a time-indepdendent
linked-diagram theorem [16, 19].
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Appendix: Numerical verification
Table I documents the first-order corrections to µ, Ω, and U in a converging perturbation series
that expands µ perturbatively and maintains the average number of electrons at N¯ at any perturba-
tion order or at any value of perturbation strength (λ). The λ-variation data were already reported
in the previous Chapter [1].
At a lower temperature (104 K), a determination of µ(0) by a bisection method becomes tech-
nically difficult, causing some numerical noise. Otherwise, the three methods are mutually in
exact agreement, verifying the correctness of formulas and computational methods. The results
numerically confirm the zero-temperature limits at T = 104 K. The perturbation theory described
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TABLE I. Comparison of the first-order corrections to chemical potential (µ(1)), grand potential (Ω(1)),
and internal energy (U(1)) obtained with the λ-variation, sum-over-states formulas, and reduced analytical
formulas as a function of temperature (T ) for the hydrogen fluoride molecule (0.9168 Å) in the STO-3G
basis set.
µ(1)/Eh Ω
(1)/Eh U
(1)/Eh
λ-variationa SoSb Analytical λ-variationa SoSb Analytical λ-variationa SoSb Analytical
T/ K Eq. (9) Eq. (29) Eq. (48) Eq. (9) Eq. (30) Eq. (46) Eq. (9) Eq. (32) Eq. (49)
104 0.0000 0.0000 −0.0000 −45.9959 −45.9961c −45.9959 −45.9959 −45.9959 −45.9959
105 −0.0752 −0.0752 −0.0752 −45.2684 −45.2684 −45.2684 −45.9479 −45.9479 −45.9479
106 −0.1690 −0.1690 −0.1690 −44.5256 −44.5256 −44.5256 −46.1767 −46.1767 −46.1767
107 −0.2981 −0.2981 −0.2981 −43.1991 −43.1991 −43.1991 −46.2355 −46.2355 −46.2355
108 −0.4122 −0.4122 −0.4122 −41.9847 −41.9847 −41.9847 −46.1180 −46.1180 −46.1180
a Obtained using a central seven-point finite difference. See also Jha and Hirata [1].
b Obtained using the sum-over-states formulas with {E(1)
I
} computed by the λ-variation method using forward seven-
through nine-point finite differences.
c This value seems to suffer from a slightly greater numerical error.
in textbooks that holds µ fixed (e.g., at µ(0)) gives completely different values except at the low-
temperature limit.
[1] P. K. Jha and S. Hirata, Annu. Rep. Comput. Chem. 15, XXX–XXX (previous chapter) (2019).
[2] D. J. Thouless, The Quantum Mechanics of Many-Body Systems, 2nd ed. (Dover, New York, 1990).
[3] R. D. Mattuck, A Guide to Feynman Diagrams in the Many-Body Problem (Dover, New York, 1992).
[4] N. H. March, W. H. Young, and S. Sampanthar, The Many-Body Problem in Quantum Mechanics
(Dover, New York, 1995).
[5] A. L. Fetter and J. D. Walecka, Quantum Theory of Many-Particle Systems (Dover, New York, 2003).
[6] C. Bloch and C. De Dominicis, “Un de´veloppement du potentiel de Gibbs d’un syste`me quantique
compose´ d’un grand nombre de particules,” Nucl. Phys. 7, 459–479 (1958).
[7] R. Balian, C. Bloch, and C. De Dominicis, “Formulation de la me´canique statistique en termes de
nombres d’occupation (I),” Nucl. Phys. 25, 529–567 (1961).
[8] C. Bloch, in Studies in Statistical Mechanics, edited by J. De Boer and G. E. Uhlenbeck (North Hol-
land, Amsterdam, 1965) pp. 3–211.
17
[9] R. Santra and J. Schirmer, “Finite-temperature second-order many-body perturbation theory revisited,”
Chem. Phys. 482, 355–361 (2017).
[10] Z. Kou and S. Hirata, “Finite-temperature full configuration interaction,” Theor. Chem. Acc. 133, 1487
(2014).
[11] A. F. White and G. K.-L. Chan, “Comment on “Numerical evidence falsifying finite-temperature
many-body perturbation theory”,” arXiv:1810.03653 (2018).
[12] Y. Levin, R. Pakter, F. B. Rizzato, T. N. Teles, and F. P. C. Benetti, “Nonequilibrium statistical
mechanics of systems with long-range interactions,” Phys. Rep. 535, 1–60 (2014).
[13] M. E. Fisher and D. Ruelle, “Stability of many-particle systems,” J. Math. Phys. 7, 260–270 (1966).
[14] F. J. Dyson and A. Lenard, “Stability of matter. I,” J. Math. Phys. 8, 423–434 (1967).
[15] S. Hirata, M. Kec¸eli, Y. Ohnishi, O. Sode, and K. Yagi, “Extensivity of energy and electronic and
vibrational structure methods for crystals,” Annu. Rev. Phys. Chem. 63, 131–153 (2012).
[16] I. Shavitt and R. J. Bartlett, Many-Body Methods in Chemistry and Physics (Cambridge University
Press, Cambridge, 2009).
[17] W. Kohn and J. M. Luttinger, “Ground-state energy of a many-fermion system,” Phys. Rev. 118, 41–45
(1960).
[18] J. O. Hirschfelder and P. R. Certain, “Degenerate RS perturbation-theory,” J. Chem. Phys. 60, 1118–
1137 (1974).
[19] S. Hirata, A. E. Doran, P. J. Knowles, and J. V. Ortiz, “One-particle many-body Green’s function
theory: Algebraic recursive definitions, linked-diagram theorem, irreducible-diagram theorem, and
general-order algorithms,” J. Chem. Phys. 147, 044108 (2017).
[20] S. Hirata, “Thermodynamic limit and size-consistent design,” Theor. Chem. Acc. 129, 727–746
(2011).
[21] J. J. Phillips and D. Zgid, “Communication: The description of strong correlation within self-
consistent Green’s function second-order perturbation theory,” J. Chem. Phys. 140, 241101 (2014).
[22] A. A. Rusakov and D. Zgid, “Self-consistent second-order Green’s function perturbation theory for
periodic systems,” J. Chem. Phys. 144, 054106 (2016).
[23] G. Sanyal, S. H. Mandal, S. Guha, and D. Mukherjee, “Systematic nonperturbative approach for
thermal averages in quantum many-body systems: The thermal-cluster-cumulant method,” Phys. Rev.
E 48, 3373–3389 (1993).
[24] S. H. Mandal, R. Ghosh, and D. Mukherjee, “A non-perturbative cumulant expansion method for the
18
grand partition function of quantum systems,” Chem. Phys. Lett. 335, 281–288 (2001).
[25] S. H. Mandal, R. Ghosh, G. Sanyal, and D. Mukherjee, in Recent Progress in Many-Body Theories,
edited by R. Bishop, T. Brandes, K. A. Gernoth, N. R.Walet, and Y. Xian (World Scientific, Singapore,
2002) pp. 383–392.
[26] A. F. White and G. K. L. Chan, “A time-dependent formulation of coupled-cluster theory for many-
fermion systems at finite temperature,” J. Chem. Theory Comput. 14, 5690–5700 (2018).
[27] M. R. Pederson and K. A. Jackson, “Pseudoenergies for simulations on metallic systems,” Phys. Rev.
B 43, 7312–7315 (1991).
[28] S. Hirata and X. He, “On the Kohn–Luttinger conundrum,” J. Chem. Phys. 138, 204112 (2013).
[29] P. K. Jha and S. Hirata, “Finite-temperature many-body perturbation theory in the canonical ensem-
ble,” to be submitted (2019).
19
