ABSTRACT. In the present work, we investigate the approximability of solutions of elliptic partial differential equations in a bounded domain Ω by linear combinations of translates of fundamental solutions of the underlying partial differential operator. The singularities of the fundamental solutions lie outside of Ω. The domains under consideration satisfy a rather mild boundary regularity requirement, namely the Segment Condition. We study approximations with respect to the norms of the spaces C k (Ω), C k,σ (Ω) and W k,p (Ω), and we establish density and non-density results for elliptic operators with constant coefficients. We also provide applications of our density results related to the method of fundamental solutions and to the theory of universal series. The domain Ω is assumed to satisfy the Cone Condition. Also, the fundamental solution e = e(x, y) is assumed to be bi-regular, i.e., L x e(·, y) = δ y and L y e(x, ·) = δ x , for every x, y, where δ x is the Dirac measure with unit mass at the x and L is the adjoint of L. (Here L x signifies that the differentiation is with respect to x.) Browder's proof relies on a duality argument, an application of the HahnBanach theorem. Browder's result extends to a partial differential operator L possessing a bi-regular fundamental solution, with the property that its adjoint L satisfies the Condition of uniqueness for the Cauchy problem in the small in Ω: Weinstock [Wei73] extended Browder's theorem by showing that the solutions of Lu = 0 in Ω, which are also elements of C k (Ω), can be approximated by solutions of Lu = 0 in a neighborhood of Ω, when 0 ≤ k < m, where m is the order of L. In Weinstock's work, L is assumed to be an elliptic operator with constant coefficients and the domain Ω is required to satisfy a weaker condition, the Segment Condition. A survey on extensions of Browder's theorem and questions on approximability of solutions of elliptic equations by solutions of the same equations in larger domains can be found in [Tar95] . * Technical Report TR-21-2007 In this work we extend Browder's theorem to domains satisfying the segment condition. Our density results are with respect to the spaces C k,σ (Ω), k ∈ N, σ ∈ [0, 1), as well as the Sobolev spaces W k,p (Ω), k ∈ N, p ∈ [1, ∞). In our results the domain Ω may possess holes or equivalently its complement may be disconnected. We consider elliptic operators with constant coefficients and we examine the case in which the singularities of the fundamental solutions lie in an open set outside of Ω. We observe that analogous density results do not hold with respect to the spaces W k,∞ (Ω) and Λ k,σ (Ω).
INTRODUCTION
Let L = ∑ |α|≤m a α D α be an elliptic operator of order m with coefficients in C ∞ possessing a fundamental solution. Felix Browder [Bro62] The domain Ω is assumed to satisfy the Cone Condition. Also, the fundamental solution e = e(x, y) is assumed to be bi-regular, i.e., L x e(·, y) = δ y and L y e(x, ·) = δ x , for every x, y, where δ x is the Dirac measure with unit mass at the x and L is the adjoint of L. (Here L x signifies that the differentiation is with respect to x.) Browder's proof relies on a duality argument, an application of the HahnBanach theorem. Browder's result extends to a partial differential operator L possessing a bi-regular fundamental solution, with the property that its adjoint L satisfies the Condition of uniqueness for the Cauchy problem in the small in Ω: Weinstock [Wei73] extended Browder's theorem by showing that the solutions of Lu = 0 in Ω, which are also elements of C k (Ω), can be approximated by solutions of Lu = 0 in a neighborhood of Ω, when 0 ≤ k < m, where m is the order of L. In Weinstock's work, L is assumed to be an elliptic operator with constant coefficients and the domain Ω is required to satisfy a weaker condition, the Segment Condition. A survey on extensions of Browder's theorem and questions on approximability of solutions of elliptic equations by solutions of the same equations in larger domains can be found in [Tar95] .
In this work we extend Browder's theorem to domains satisfying the segment condition. Our density results are with respect to the spaces C k,σ (Ω), k ∈ N, σ ∈ [0, 1), as well as the Sobolev spaces W k,p (Ω), k ∈ N, p ∈ [1, ∞). In our results the domain Ω may possess holes or equivalently its complement may be disconnected. We consider elliptic operators with constant coefficients and we examine the case in which the singularities of the fundamental solutions lie in an open set outside of Ω. We observe that analogous density results do not hold with respect to the spaces W k,∞ (Ω) and Λ k,σ (Ω).
(The spaces C k,σ (Ω) and Λ k,σ (Ω) are defined in 2.1.) We also provide density results for the case in which the singularities of the fundamental solutions lie on the boundary of a domain Ω embracing Ω -Such results establish the applicability of the method of fundamental solutions. Finally, we present applications of our density results related to the theory of universal series.
The paper is organized as follows. In Section 2 we give definitions of our function spaces, we describe the method of fundamental solutions and we provide definitions and the main result of the abstract theory of universal series. Section 3 contains the main density results. In Section 4 we provide applications of our density results in the theory of universal series. We also provide variations of these results which establish the applicabiity of the method of fundamental solutions for certain elliptic boundary value problems. In Section 5 we provide a summary of this work and concluding remarks. In order to avoid overloading the main text, certain proofs are relegated to the Appendix.
2. PRELIMINARIES 2.1. Function spaces.
The spaces C k (Ω).
If Ω is an open bounded domain in R n , then the space C k (Ω), where k is a nonnegative integer, contains all functions u which, together with all their partial derivatives D α u of orders |α| ≤ k, are continuous in Ω and C ∞ (Ω) = k∈N C k (Ω). The space C k (Ω) consists of all functions u ∈ C k (Ω) for which D α u is uniformly continuous and bounded in Ω for all |α| ≤ k, and thus extend continuously to Ω. In fact, C k (Ω) is a Banach space with norm |u| k = max |α|≤k max x∈Ω |D α u(x)|.
Hölder spaces. Let now σ ∈ (0, 1) and Ω be an open bounded domain in R n . The space of Hölder
The space Λ 0,σ (Ω) is a Banach space with norm |u| 0,σ = |u| 0 + [u] σ , where | · | 0 is the norm of C(Ω).
In general, if k ∈ N, then the space Λ k,σ (Ω) consists of all functions u which, together with all their partial derivatives D α u, |α| ≤ k, belong to C 0,σ (Ω). The space Λ k,σ (Ω) is a Banach space with respect to the norm given by |u| k,
The set of uniformly Hölder continuous of order (k, σ) in Ω, which is denoted by C k,σ (Ω), is a closed subspace of Λ k,σ (Ω) and thus a Banach space as well. Clearly, if u ∈ Λ k,σ (Ω) can be approximated in the | · | k,σ −norm by functions which are C ∞ in a neighborhood of Ω, then u ∈ C k,σ (Ω). We extend for σ = 0 the definition of the space
, then v is said to be a weak α−derivative of u. The weak α−derivative is uniquely defined almost everywhere (if it exists) and we use for it the same notation as for the classical derivative of u. Let m be a positive integer and p ∈ [1, ∞]. The space W m,p (Ω) consists of all u in L p (Ω) for which all the weak derivatives D α u, |α| ≤ m, belong to L p (Ω). The space W m,p (Ω) is a Banach space with norm u m,p = ∑ |α|≤m D α u p , where · p is the norm of the space L p (Ω).
Fundamental solutions.
Let L = ∑ |α|≤m a α D α be a partial differential operator in R n with constant coefficients of order m. A fundamental solutions of L is a function e : R n {0} satisfying L e = δ, where δ is the Dirac measure with unit mass at the origin, in the sense of distributions, i.e.,
The operator L is known as the adjoint of L. It is readily shown that if e is a fundamental solution of L, thenȇ, whereȇ(x) = e(−x), is a fundamental solution of L . Also, if L is elliptic, then e is real analytic in R n {0} and satisfies, in the classical sense, L e(x) = 0 for every x ∈ R n {0}. The fundamental solutions produce solutions of the corresponding inhomogeneous equation by convolution. If a distribution v ∈ D (R n ) has compact support and e is a fundamental solution of L, then the convolution of e and v is a distribution defined
in the sense of distributions. Malgrange [Mal56] and Ehrenpreis [Ehr56] independently established in 1955-56 the existence of fundamental solutions for partial differential operators with constant coefficients. In particular, Malgrange established the existence of bi-regular fundamental solutions. 
where Ω is an open domain in R n and Bu = f is the boundary condition, is approximated by linear combinations of particular solutions of (2.1a), provided that such linear combinations are dense in the set of all solutions of this equation. Erich Trefftz presented this approach in 1926 [Tre26] as a counterpart of Ritz's method. A typical Trefftz method is the method of fundamental solutions (MFS). The MFS was introduced by Kupradze and Aleksidze [KA63] in 1963 as the method of generalized Fourier series (metod obobw nnyh r dov Fur e). In a typical application to the Dirichlet problem for Laplace's equation (see [FK98, Smy06b] ) in a bounded domain Ω, the function
is a fundamental solution of the operator −∆, where ω n−1 is the area of the surface of the unit sphere S n−1 in R n and | · | is the Euclidean norm in R n . In the MFS, the solution of the Dirichlet problem in Ω is approximated by a finite linear combination of the form u N (x; c) = ∑ N j=1 c j e 1 (x−y j ), where c = (c j ) N j=1 ⊂ R N and {y j } N j=1 , the singularities of the fundamental solutions, are located on a pseudo-boundary, i.e., a prescribed boundary ∂Ω of a domain Ω embracing Ω. Comprehensive reference lists of applications of the MFS can be found in [Ale91, FKM03, GC99] . The question of the applicability of the MFS, i.e., whether linear combinations of fundamental solutions with singularities lying on a prescribed pseudo-boundary are dense in the set of all solutions of the corresponding equation has been studied by Kupradze and Aleksidze [KA63] , Bogomolny [Bog85] and Smyrlis [Smy06a] .
2.4. Universal series. Let X be a Banach space on K (where K is R or C) and {u } ∈N ⊂ X.
Definition 2.
A sequence a = {a } ∈N ∈ K N belongs to the set U if the sequence of partial sums {∑ j=0 a j u j } ∈N is dense in X. The set U is the class of unrestricted universal series.
Clearly, if a = {a } ∈N is a universal series, then for every u ∈ X, there exists an increasing sequence {λ } ∈N ⊂ N, such that lim →∞ ∑ λ j=0 a j u j = u.
Restricted universal series. Of interest is whether universal series exist in specific subspaces of K N . Let A be a linear subspace of K N which is a Fréchet space on K satisfying the following postulates:
The projections π : A → K, where π {a j } j∈N = a , are continuous, for all ∈ N. P 2 Let G = {a } ∈N ∈ A : a = 0 holds only for finitely many ∈ N . Then G ⊂ A. P 3 Let {e } ∈N ⊂ K N , where e = (δ j ) j∈N . Then lim →∞ ∑ j=0 a j e j = a, with respect to the distance of A, for every a = {a } ∈N ∈ A. Then U A = U ∩ A is the class of restricted universal series.
The main result of the abstract theory of universal series. Lemma 1. Let A be a Fréchet space satisfying the postulates P 1 , P 2 and P 3 . Let also d(·, ·) be the distance in A and · X the norm of X. Then the following are equivalent:
(ii) For every u ∈ X and ε > 0, there exist ∈ N and c 0 , . . . , c ∈ K such that
(iv) U A ∪ {0} contains a dense linear subspace of A.
Proof. See [NP05, BGENP] .
DENSITY RESULTS
3.1. The main result. The domains in our density results satisfy a rather weak boundary regularity requirement, namely the segment condition:
We say that Ω satisfies the segment condition if every x ∈ ∂Ω has a neighborhood U x and a nonzero vector ξ x such that, if y ∈ U x ∩ Ω, then y + t ξ x ∈ Ω for every t ∈ (0, 1).
Note that the segment condition in weaker than the Cone Condition  and allows the boundaries to have corners and cusps. Also, the boundary of the domains which satisfy this condition in n−1−dimensional. However, if a domain satisfies the segment condition it cannot lie on both sides of any part of its boundary. In fact, domains satisfying the segment condition coincide with the interior of their closure. Bounded domains satisfying the segment condition can have only finitely many holes  Certain Sobolev Imbedding Theorems, which we are using in our proofs, require the following boundary requirement: of ∂Ω and an h > 0, such that, for every x ∈ Ω ∪ U j , there is a unit vector ξ j ∈ R n such that the cone C h (ξ j ) = y = x + rξ : r ∈ (0, h) and |ξ − ξ j | < h , is a subset of Ω.
(i.e., their complement can have finitely many connected components). It is not hard to prove that, if a domain satisfies the segment condition, then every connected component of its complement has a nonempty interior.
In our first result the singularities of the fundamental solution lie in an open set outside of Ω:
Theorem 1. Let L be an elliptic operator in R n of order m and e = e(x) be a fundamental solution of L. Let also Ω be an open bounded domain satisfying the segment condition and U ⊂ R n Ω an open set intersecting all the components of R n Ω. If k a non-negative integer, then the set X of linear combinations of the functions ϕ y (x) = e(x−y), with y ∈ U, is dense in
with respect to the norm of C k (Ω).
Proof. We follow the duality argument of the proof of Theorem 3 in [Bro62] . Both X and Y k are linear subspaces of C k (Ω). From the Hahn-Banach theorem, it suffices to show that
Let ν ∈ C k (Ω) be such that u, ν = 0, for every u ∈ X . Clearly, if x ∈ U, then the function u(y) = e(y−x) = τ x e(y) belongs to X and
whereȇ(x) = e(−x). The functional ν defines also a distribution in R n . Also, ϑ =ȇ * ν vanishes in U. Note that ϑ defines a distribution in R n , as a convolution of two distributions, one of which (namely ν) is of compact support (i.e., supp ν ⊂ Ω). Sinceȇ is a fundamental solution of L (the adjoint of L), then L ϑ = ν, in the sense of distributions. Meanwhile, ϑ satisfies the elliptic equation L u = 0 in R n Ω, and thus it is a real analytic function in R n Ω. Let V be a connected component of R n Ω. Since U intersects V, then ϑ vanishes in V, and consequently in the whole R n Ω, and thus supp ϑ ⊂ Ω.
We now need the following lemma:
Lemma 2. Let L be an elliptic operator with constant coefficients in R n and e = e(x) be a fundamental solution of L. Also, let Ω be an open bounded subset of R n satisfying the segment condition and ν ∈ C k (Ω) . If ϑ = e * ν is the convolution of the distributions e and ν and supp ϑ ⊂ Ω, then there exists a sequence {ϑ } ∈N ⊂ D (R n ) with supp ϑ ⊂ Ω and {Lϑ } ∈N ⊂ C k (Ω) , such that {Lϑ } ∈N converges to ν in the weak sense of C k (Ω) , i.e., for every u ∈ C k (Ω)
Proof. See Appendix.
Let u ∈ Y k . Then by virtue of Lemma 2, applied to the operator L which is also elliptic, there exists a sequence of distributions {ϑ } ∈N supported in Ω with {L ϑ } ∈N ⊂ C k (Ω) , such that
It suffices to show that u, L ϑ = 0, for every ∈ N. Let ε = dist(∂Ω, supp ϑ ) > 0 and
The functions u and ζu agree in a neighborhood of the supp ϑ , and thus u, L ϑ = ζu, L ϑ . On the other hand, ζu ∈ C ∞ 0 (Ω), since u is real analytic in Ω, and according to the definition of the distribution L ϑ :
The right-hand side in the above equality is equal to zero since L(ζu) = Lu = 0 in a neighborhood of the support of ϑ . Therefore
and thus u, ν = lim k→∞ u, L ϑ = 0, which concludes the proof of Theorem 1. 
with respect to the norm of the Sobolev space W k,p (Ω). A proof of the corresponding theorem, variation of Theorem 1, is obtainable when following the lines of the proof of Theorem 1. In fact, the steps of the proof of the W k,p −density result are either simpler or identical to the steps of the proofs of Theorem 1 and Lemma 2.
However, if p = ∞ the corresponding density result does not hold. This is because of the fact that W k,∞ (Ω) and C k (Ω) share the same norm, and C k (Ω) is a closed subspace of W k,∞ (Ω). Clearly, X ⊂ C k (Ω), and thus the closure of X with respect to the W k,∞ −norm is a subset of C k (Ω).
II. Hölder norms. For every non-negative integer k and σ ∈ (0, 1) the set X is dense in
with respect to the norm of the Hölder space C k,σ (Ω). For the justification of the extension of Theorem 1 to Hölder spaces see Subsection A.2 in the Appendix.
Analogous density result does not hold for the space Λ k,σ (Ω). This is because X ⊂ C k,σ (Ω) and since C k,σ (Ω) is a closed subspace of Λ k,σ (Ω), then the closure of X , with respect to the norm | · | k,σ , is a subset of C k,σ (Ω). 
Let e be a fundamental solution of L and V be an open bounded subset of R n Ω intersecting all the components of R n Ω. If X the set of linear combination of the form ∑ 
Clearly, X is a Banach space with respect to the norm of C k,σ (Ω), being a closed subset of C k,σ (Ω).
Let e be a fundamental solution of L and χ j (x) = e(x−y j ), where y j ∈ S.
Question. Is there a sequence a = {a } ∈N ∈ K N such that the sequence of partial sums ∑ j=0 a j χ j ∈N is dense in X ?
The set of such sequences a is denoted by U . In particular, we are interested in finding sequences a = {a } ∈N in U belonging to specific subspaces of K N . We have the following result:
Theorem 4. Let {χ j } j∈N ⊂ X be as defined above and U ⊂ K N be the class of unrestricted universal series corresponding to {χ j } j∈N . Then U = ∅. Furthermore,
Also, the sets U , U l p (N) with p ∈ (1, ∞) and U ∩ p>1 l p (N) are dense G δ in K N , l p (N) and ∩ p>1 l p (N), respectively, and they contain a dense vector subspace except zero.
Proof. We use the argument of the proof of Theorem 3 in [NS07] . Since ∩ p>1 l p (N) ⊂ l q (N) ⊂ K N , for every q ∈ (1, ∞), and since l q (N), ∩ p>1 l p (N) and K N satisfy the postulates for A, it suffices to show that U ∩ ∩ p>1 l p (N) = ∅. The space p>1 l p (N) is a Fréchet space with distance
where · p is the norm of l p (N). Let ε > 0 and u ∈ X . Let N ∈ N be such that ∑ ∞ j=N+1 2 −j < ε/2 and M be a sufficiently large positive integer to be defined later. Due to Theorem 1, there exist ∈ N and c 0 , . . . , c ∈ K such that | ∑ j=0 c j χ j − u| k,σ < ε, where | · | k,σ is the norm of the space C k,σ (Ω). Since S is dense in U, for every j = 0, . . . , we can find distinct χ j 1 , . . . , χ j M , close to χ j , such that On the other hand, in dimensions n ≥ 3, linear combinations of translates of the fundamental solution e 1 of −∆ given by (2.2), with singularities lying on a prescribed pseudo-boundary are dense in the solution space. In particular, we have the following result:
Theorem 5. Let Ω, Ω be open bounded domains in R n , n ≥ 3, with Ω satisfying the segment condition and Ω embracing Ω and let k be a nonnegative integer. Then the space X of finite linear combinations of the form ∑ N j=1 c j e 1 (x−y j ), where e 1 is given by (2.2) and {y j } N j=1 ⊂ ∂Ω , is dense in
with respect to the norm of the space C k (Ω).
Sketch of proof. An analytic proof Theorem 1 appears in [Smy06a] . We next describe a proof very similar to the one of Theorem 1. Let ν ∈ C k (Ω), such that u, ν = 0, for every u ∈ X , then the convolution ϑ = e 1 * ν is harmonic in R n Ω and vanishes on ∂Ω . Here we have used the fact that e 1 = e 1 . Also, D α e 1 vanishes at infinity for every multi-index α and consequently, so does ϑ, since ϑ, outside of Ω, is equal to
where {v α } |α|≤k+1 ⊂ L q (Ω) and q ∈ n/(n−1). (See FACT I in the proof of Lemma 2.) If V is a bounded component of R n Ω, then there is an open set V , such that V ⊂ V and ∂V ⊂ ∂Ω . Since ϑ vanishes on ∂V ⊂ ∂Ω , it vanishes in V as well, due to the maximum principle, and in the whole of V, since ϑ is a real analytic function in V. In the case of the unbounded component of R n Ω, using the fact that ϑ vanishes at infinity and on a boundary of an unbounded component we obtain similarly that ϑ vanishes in the whole component, and therefore in R n Ω. The rest of the proof in identical to the proof of Theorem 1.
Poly-Helmholtz equation.
If L is a higher order elliptic operator, i.e., of order 2m ≥ 4, and e is a fundamental solution of L, then linear combinations of the translates of e, with singularities lying on a pseudo-boundary, are not, in general, dense in the solution space of L. (See [Smy06a] .) In such cases, the MFS approximation contains m different fundamental solutions corresponding to suitable factors of L. For example, in the case of the poly-Helmholtz operator
, with κ i > 0 and κ i = κ j , when i = j, the MFS approximation is of the form
where e 1 (·, κ 2 ) is a fundamental solution of ∆ − κ 2 given by
where K 0 (r) is the modified Bessel function of the second kind. The applicability of the MFS is established by the density result that follows.
Theorem 6.
Let Ω, Ω be open bounded domains in R n , n = 2, 3, with Ω satisfying the segment condition and Ω embracing Ω, and let k be a non-negative integer. Further, assume that κ i > 0 and κ i = κ j , when i = j. Then the space X of finite linear combinations of the form (4.2) where e(·, κ 2 ) is given by (4.3) and y , = 1, . . . , N, lie on ∂Ω , is dense in
with respect to the norm of
Proof. We assume that m = 2. The case m > 2 can be done inductively.
In fact, it is possible to construct a fundamental solution of L = (∆−κ 2 1 )· · · (∆−κ 2 m ) as a linear combination of e(·, κ 2 1 ), . . . , e(·, κ 2 m ). (See [Trè66] .) It is readily shown that (∆−λ 2 )e 2 = e(·, κ 2 ), in  The poly-Helmholtz operator, which is elliptic, arises from m−porosity media as well as from m−layered aquifer systems.
See [CAO94] and references therein. the sense of distributions. As in the proof of Theorem 1, let ν ∈ C k (Ω) annihilating X . Then ν(τ x e(·, κ 2 )) = 0 ν τ x e(·, κ 2 ) = 0 and ν(τ x e 2 ) = 0, for every x ∈ ∂Ω . Thus the convolutions ϑ 1 = e(·, κ 2 ) * ν and ϑ 2 = e 2 * ν vanish on ∂Ω , and (∆−λ 2 )ϑ 2 = ϑ 1 , in the sense of distributions in R n . The distribution ϑ 1 is a real analytic function and satisfies the maximum principle in R n Ω, since it satisfies the equation (∆−κ 2 ) u = 0. (See [GT83] .) Also, e(·, κ 2 ) together with its partial derivatives of all orders vanish at infinity. (See [AS92, p. 374-378].) As in the proof of Theorem 5, these imply that ϑ 1 vanishes in R n Ω. Consequently, (∆−λ 2 )ϑ 2 = 0 in R n Ω. Repeating the previous argument we obtain that ϑ 2 vanishes in R n Ω. The rest of the proof is identical to the proof of Theorem 1. 
CONCLUDING REMARKS
We have investigated the approximability of solutions of elliptic partial differential equations in a bounded domain Ω satisfying a rather mild boundary regularity requirement, namely, the segment condition, by linear combinations of translates of fundamental solutions of the underlying partial differential operator. We have provided density results in the case in which the singularities of the fundamental solutions lie in an open set outside of Ω, intersecting all the components of R n Ω, and in the case in which the they lie in a surface embracing Ω. Our density results are with respect to the norms of the spaces Hölder C k,σ (Ω) and Sobolev spaces W k,p (Ω). We observed that analogous density results with respect to the spaces W k,∞ (Ω) and Λ k,σ (Ω) do not hold. We have also provided applications of our density results related to the method of fundamental solutions and to the theory of universal series. The study of the approximability of solutions elliptic systems by the translates of their fundamental solutions is the subject of a future paper. APPENDIX A.1. Proof of Lemma 2.
where Ω 1 is open and satisfies the cone condition, then every bounded linear functional ν on C k (Ω) defines a distribution in Ω 1 which can be expressed as ν = ∑ |β|≤k+1 (−1) |β| D β v β , with {v β } |β|≤k+1 ⊂ L q (Ω 1 ) and 1 < q < n/(n−1). 
For a proof see Theorem 7.9.7 in [Hör83] and the discussion that follows.
In our case, the elliptic operator is L andȇ(x) = e(−x) is a fundamental solution of L . Also, CONSTRUCTION OF THE SEQUENCE {ϑ k } k∈N . Since Ω satisfies the segment condition, then for every x ∈ ∂Ω, there exist a vector ξ x ∈ R n {0} and an open neighborhood U x of x, such that if y ∈ U x ∩ Ω then y + t ξ x ∈ Ω for every t ∈ (0, 1). Let V x be an open set in R n satisfying
where L β is a linear partial differential operator with constant coefficients of order not exceeding m − |β|. Also,
Finally, it is clear that if µ ∈ C k (Ω) and ϕ ∈ C ∞ (R n ), then ϕµ ∈ C k (Ω) .
We denote by τ j,ε the translation operator by εξ j , where ε ∈ [0, 1], i.e.,
where w is a distribution. We also define ϑ j,ε = τ j,ε • (ψ j ϑ). It is readily seen that
Also, if we let ϑ ε = ∑ J j=0 ϑ j,ε , then we have supp ϑ ε ⊂ Ω δ .
We shall finally show that lim ε 0 L ϑ ε = L ϑ = ν, in the weak sense of C k (Ω). Once this is done, the we may define the −th term of the sequence {ϑ } ∈N we need to construct as ϑ ε for ε = 1/ . We first observe that L ϑ j,ε = τ j,ε • L (ψ j ϑ) . Thus, if ν j = L (ψ j ϑ) and u ∈ C k (Ω) It suffices to show that lim ε 0 τ j,ε • ν j = ν j , in the weak sense of C k (Ω). We define K j to be the closure of ∪ ε∈ [0, 1] supp (τ j,ε • ν j ) ⊂ Ω. Then for every ε ∈ [0, 1] and u ∈ C k (Ω) we have that u, τ j,ε • ν j = τ j,−ε • u, ν j and thus
Here ν j is the norm of the functional ν j in C k (Ω) and | · | K j ,k is the norm of the space C k (K j ).
Clearly, |τ j,−ε • u − u| K j ,k , tends to zero as ε 0, due to the uniform continuity of D α u, |α| ≤ k, in K j .
A.2. Justification of the extension of Theorem 1 to Hölder spaces. If C k (Ω) is replaced by C k,σ (Ω), in the formulation of Theorem 1, a few modifications should be made in the proof. Let ν ∈ C k,σ (Ω) which annihilates X , then ν is still a distribution of compact support in R n and ϑ =ȇ * ν still vanishes in R n Ω. We first need to check whether the corresponding version of Lemma 2 holds by following the steps in its proof.
We first use the fact that if ν is an element of the dual of C k,σ (Ω), then by virtue Sobolev Imbedding Theorem ([AF03, Theorem 4.12]) it may be represented as ν = ∑ |β|≤k+1 (−1) |β| D β v β , with {v β } |β|≤k+1 ⊂ L q (R n ) and 1 < q < n/(n−1+σ). Also, there is an open bounded domain Ω 1 , such that Ω ⊂ Ω 1 and supp v β ⊂ Ω 1 . Next, assuming that ν ∈ X ⊥ , we obtain (as in FACT II) that ϑ = e * ν ∈ W m−1−k,q 0 (Ω). The construction of a sequence {ϑ k } k∈N ⊂ C k,σ (Ω) is also identical to the construction in the proof of Lemma 2. It remains to show that L ϑ ε → L ϑ in the weak sense of C k,σ (Ω), as ε 0. Clearly,
with ϑ j,ε , ψ j , ν j and τ j,ε as in the proof of Lemma 2. It suffices to show that lim ε 0 τ j,ε • ν j = ν j , in the weak sense of C k,σ (Ω). Defining once again K j as the closure of ∪ ε∈ [0, 1] supp (τ j,ε • ν j ) ⊂ Ω, then for every ε ∈ [0, 1] and u ∈ C k,σ (Ω) we have that u, τ j,ε • ν j = τ j,−ε • u, ν j and thus
Here ν j is the norm of the functional ν j in C k,σ (Ω) and | · | K j ,k,σ is the norm of the space C k,σ (K j ). 
