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Seeking Darboux polynomials
Antoni Ferragut Armengol Gasull
Abstract
We introduce several techniques which allow to simplify the expression of the
cofactor of Darboux polynomials of polynomial differential systems inRn. We apply
these techniques to some well-known systems when n = 2, 3, 4. We also propose a
general method for computing Darboux polynomials in the plane. As an application
we prove that a family of potential systems, that includes the van der Pol one, has no
Darboux polynomials, giving in particular a new simple proof that the van der Pol
limit cycle is not algebraic.
Keywords. Planar polynomial differential system, Darboux polynomial, cofactor,
birational map, non-algebraic limit cycle
1 Introduction and statement of the main results
Consider the polynomial autonomous differential system of Rn of degree d ∈ N,
x˙ =
dx
dt
= P (x) = (P1(x), . . . , Pn(x)), (1.1)
where x = (x1, . . . , xn), P1, . . . , Pn ∈ R[x] are coprime polynomials of degree at most
d = max{degP1, . . . , degPn} and t ∈ R is the independent variable. We denote by
X(x) =
￿n
i=1 Pi(x)
∂
∂xi
its associated vector field.
Let f ∈ C[x]. We say that f is a Darboux polynomial of system (1.1) if there exists a
polynomial k ∈ C[x] of degree at most d− 1, called the cofactor of f , such that
X(f) = P1
∂f
∂x1
+ · · ·+ Pn ∂f
∂xn
= kf. (1.2)
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Notice that if f is a Darboux polynomial with cofactor k and m ∈ N then fm is also a
Darboux polynomial and has cofactormk. It is clear that when f is real the set {x ∈ Rn :
f(x) = 0} is invariant by the flow of (1.1).
The existence of Darboux polynomials is a very important matter in the theory of
integrability. Darboux in [9] related the number of such curves to the existence of a so-
called Darboux first integral in the plane. The theorem of Darboux was extended to count
also the number of exponential factors, see [8]. The result was generalized to Cn, see
[20, 24, 38]. In particular, if system (1.1) has at least
￿
d+n−1
n
￿
+ 1 irreducible Darboux
polynomials, then we may construct a Darboux or Liouville first integral. We notice that
recently this lower bound has been improved in [7] for sparse differential systems. To
know the Darboux polynomials it is important to reduce the dimension of the space of
possible cofactors and this is precisely the first aim of this paper.
We introduce in Section 2 two techniques to simplify the general expression of the co-
factors of the Darboux polynomials of system (1.1). It consists on using changes of vari-
ables given by some birational maps, the so called (quasi) monomial maps, see [3, 18, 19].
These changes, together with a suitable time parametrization, transform polynomial dif-
ferential systems (resp. Darboux polynomials) into polynomial differential systems (resp.
Darboux polynomials). The cofactor, which is polynomial, is to be sent to a polynomial
function; this fact may fix some of the coefficients of the initial cofactor to zero.
The second technique formalizes the intuitive idea that the cofactor inherits the sym-
metries of the vector field. More concretely, assume that system (1.1) has a linear sym-
metry. This happens if there exist a certain linear map σ and a non-zero constant C such
that the system is invariant by the transformation (x, t) → (σ(x), C t). This fact implies
that if f is a Darboux polynomial, then f × f ◦ σ = 0 is another one. Then, its cofactor is
the sum of the cofactor of f and the cofactor of f ◦ σ. The set of monomials of this new
cofactor may be smaller than the set of monomials of the cofactor of f .
In Section 2 we also compare our approach with the one of [5], which relies on a
previous work of Seidenberg [35]. In that paper several results for finding the value of the
cofactor of a Darboux polynomial at some singular points are obtained. This technique
will be shown to be complementary to ours.
In Section 3 we shall apply these techniques to several examples in Rn, for n = 2, 3, 4.
In all these cases, the dimension of the space of possible cofactors decreases with these
methods. Here, as an example, we state our results for the polynomial differential system
in R3,
x˙ = a1x+ a2y, y˙ = a3x+ a4y + a5xz, z˙ = a6xy + a7z,
see Example 3.5 in Section 3. It includes the Lorenz system [26], the Lu¨ system [27] and
the Chen system [6], and its Darboux integrability has been studied in [25, 23, 28], respec-
tively. The differential system studied in [39] also belongs to this family. Combining our
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techniques we prove that for finding all its Darboux polynomials we can restrict our at-
tention to the ones having constant cofactor. Notice that, in principle, we should consider
the cofactor as an arbitrary polynomial of degree one, because the system is quadratic.
Once the set of cofactors is simplified, the next step to find all the Darboux polyno-
mials is to handle with equation (1.2). For this problem we concentrate only in the planar
case. In Section 4 we develop the method introduced in [16], that deals with the case
where system (1.1) has a given analytic solution of the form y = α(x). More specifically,
we apply to any planar polynomial system (1.1) a birational change of variables which
sets the line at infinity on the horizontal axis y = 0. Once this change is performed we are
under the setting considered in [16] with α(x) ≡ 0. In fact, it can be seen that writing (1.2)
as a polynomial in y and then imposing that the coefficients of this polynomial vanish, we
obtain a triangular system of linear ODE in the variable x. The polynomial solutions of
these differential equations provide the Darboux polynomials of the system.
To end the paper we apply all our techniques to study the family of potential equations
x¨ = V (x, x˙) = ax + bx˙ + cxd−1x˙, where a, b, c ∈ R and d ∈ N, d > 1. Consider its
associated polynomial differential system
x˙ = y, y˙ = ax+ by + cxd−1y. (1.3)
It is clear that system (1.3) for ac = 0 is a Hamiltonian system or a linear system. The
following theorem will be proved in Section 5.
Theorem 1.1. Consider system (1.3) with ac ￿= 0. The following statements hold.
(a) If d > 2 then system (1.3) has no Darboux polynomials.
(b) If d = 2 then system (1.3) has Darboux polynomials if and only if b = 0 and they
are (a+ cy)m,m ∈ N.
(c) The system has limit cycles if and only if d ≥ 3 is odd, a < 0 and bc < 0.Moreover
when the limit cycle exists it is unique, hyperbolic, stable and non-algebraic.
The above result recovers some of the results of [29] about the existence of Darboux
polynomials, using a different and systematic approach, and moreover characterizes com-
pletely the existence of limit cycles for system (1.3). Notice that for d = 3, it implies that
the limit cycle of the van der Pol equation x¨ + x + ε(x2 − 1) = 0, with ε ≥ 0, is not
algebraic.
2 Preliminary results
We start proving a folklore lemma.
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Lemma 2.1. Consider the polynomial differential system (1.1), x˙ = P (x), x ∈ Rn and
let f be a Darboux polynomial of P with cofactor k.
(a) Let x = φ(u) be a change of variables with inverse u = φ−1(x). Then the cofactor
of the new Darboux polynomial f˜ = f ◦ φ for u˙ = Q(u) = Dφ−1(φ(u))P (φ(u))
is k˜ = k ◦ φ. We denote by Y the vector field associated to this new differential
equation.
(b) If g is a Darboux polynomial for Y with cofactor L and m ∈ N, then f¯ = gmf˜ is
also a Darboux polynomial for Y with cofactormL+ k˜.
(c) After the change of time dt/ds = µ(u) applied to system u˙ = Q(u), we obtain the
new system u￿ = R(u) = µ(u)Q(u), with associated vector field Z. Then f˜ is a
Darboux polynomial for Z, with cofactor µ k˜.
Proof. After the change of variables x = φ(u) we obtain the new system
u˙ = Q(u) = Dφ−1(φ(u))P (φ(u)).
We show that f˜ is a Darboux polynomial for Y with cofactor k˜:
Y (f˜(u)) = Y (f ◦ φ(u)) = d
dt
f(φ(u)) =
d
dt
f(x) = X(f(x)) = k(x)f(x)
= k(φ(u))f(φ(u)) = k˜(u)f˜(u).
This proves (a). To prove (b) we just need to compute Y (f¯):
Y (f¯) = Y (gmf˜) = Y (gm)f˜ + gmY (f˜) = mgm−1Y (g)f˜ + gmk˜f˜
= mgmLf˜ + gmk˜f˜ = (mL+ k˜)gmf˜ = (mL+ k˜)f¯ .
To prove (c) notice that the expression of f˜ remains the same but the cofactor changes:
Z(f˜(u)) = µ(u)Y (f˜(u)) = µ(u)k˜(u)f˜(u).
Subsection 2.1 explains how to use monomial maps to simplify the possible cofactors
while Subsection 2.2 shows how to simplify them when dealing with systems exhibiting
some symmetries.
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2.1 The monomial maps
Let A = (aij)ni,j=1 be a n× n non-singular integer matrix with detA = ±1 and consider
the so-called monomial map gA given by
y = (y1, . . . , yn) = gA(x) = x
A =
￿￿
j
x
a1j
j , . . . ,
￿
j
x
anj
j
￿
, (2.1)
where x = (x1, . . . , xn). Set A−1 = (bij)ni,j=1. It can be seen, see for instance [3, 18, 19],
that gA is birational and moreover g−1A = gA−1 , where
x = gA−1(y) = y
A−1 =
￿￿
j
y
b1j
j , . . . ,
￿
j
y
bnj
j
￿
.
Following Lemma 2.1, we apply the change of variables (2.1) to system (1.1) to obtain,
in coordinates y,
y˙1 =
n￿
j=1
a1j
y1Pj
￿
yA
−1
￿
￿n
k=1 y
bjk
k
, . . . , y˙n =
n￿
j=1
anj
ynPj
￿
yA
−1
￿
￿n
k=1 y
bjk
k
. (2.2)
It may happen that we need to apply a change of time of the form
dt
dτ
= yα11 · · · yαnn , (2.3)
where α1, . . . ,αn ∈ Z and τ is a new parametrization of the time, to obtain a coprime
polynomial differential system:
y￿1 =
n￿
i=1
yαii
n￿
j=1
a1j
y1Pj
￿
yA
−1
￿
￿n
k=1 y
bjk
k
, . . . , y￿n =
n￿
i=1
yαii
n￿
j=1
anj
ynPj
￿
yA
−1
￿
￿n
k=1 y
bjk
k
. (2.4)
Let f(x) be a Darboux polynomial of system (1.1) with cofactor k(x). Then
F (y) =
n￿
i=1
yβii f
￿
yA
−1
￿
is a Darboux polynomial of system (2.4), where we choose β = (β1, . . . , βn) ∈ Zn in
such that a way that F is polynomial in y and moreover yi ￿ F for all i. After Lemma 2.1
the cofactor of F writes as
K(y) =
n￿
i=1
βi
y￿i
yi
+
n￿
i=1
yαii k
￿
yA
−1
￿
. (2.5)
We notice that in the above expression and below we write y￿i as a short way for denoting
the polynomials appearing in the righthand sides of system (2.4).
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The denominator of K(y) is formed only by powers of yi. These powers of yi should
divide F , as y￿i and F are polynomials and Y (F ) =
￿n
i=1 Fyiy
￿
i = KF , where we name
Y the vector field associated to (2.4). This is not possible according to the choice of β,
therefore K(y) must be a polynomial. Thus to simplify the general expression of the
cofactor k, we may find monomial maps such that some monomials of corresponding K
are purely rational. The coefficients accompanying such monomials must be zero, and
hence some annulation conditions on the coefficients of k arise.
In order to find a convenient matrix A we need to ensure that all the exponents of
the variables in the expression of y￿i are non-negative. After these conditions, we may
check whether some of the exponents of the variables in the expression of K is negative.
All this together implies that a linear collection of inequalities is to be solved, one for
each coefficient of k. In Section 3 we successfully apply this approach to several systems,
obtaining suitable matrices A.
While preparing this paper we were aware of the existence of [7] where the possible
cofactors of sparse systems are simplified. Although the point of view of that paper is
different, and does not use at all monomial maps, we suspect that both approaches can be
related thought the quasi-homogeneous blow-up technique, see [2, 32]. From our point
of view, our technique can be more convenient in higher dimensions: its difficulty in
computation does not highly increase, while computing the Newton’s polytope, which is
essential in [7], may be more complicated.
2.2 Reduction by existence of symmetries
Next we introduce our second technique for simplifying the expression of the cofactor.
It works when the vector field X has some symmetry. We will assume that there exists a
linear map (usually an involution) such that under the change of variables induced by this
map the system is invariant after a constant reparametrization of the time. We have:
Lemma 2.2. Consider system (1.1) and let σ be a linear map such that
σ(P (x)) = CP (σ(x)) (2.6)
for some non-zero real constant C. Let f(x) be a Darboux polynomial of system (1.1)
with cofactor k(x). Then:
(a) f(σ(x)) is also a Darboux polynomial of (1.1) with cofactor Ck(σ(x)).
(b) f(x)f(σ(x)) is a Darboux polynomial of system (1.1) with cofactor k(x)+Ck(σ(x))
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Proof. Write f˜(x) = f(σ(x)). Since
X(f˜(x)) = ∇f˜(x)P (x) = ∇f(σ(x))Dσ(x)P (x) = ∇f(σ(x))σ(P (x))
= C∇f(σ(x))P (σ(x)) = CX(f(σ(x)))
= Ck(σ(x))f(σ(x)) = Ck(σ(x))f˜(x),
statement (a) of the lemma follows. The proof of (b) is straightforward.
Remark 2.3. Some immediate remarks follow from Lemma 2.2.
(a) Notice that condition (2.6) implies that (1.1) is invariant by the transformation of
variables and time, (x, t) ￿→ (σ(x), C t).
(b) Sometimes the cofactor k(x) + Ck(σ(x)) has less unknowns than the original k(x).
Thus we can consider searching (non necessarily irreducible) Darboux polynomials
with these simple cofactors. In particular, if the system has no Darboux polynomials
with these particular cofactors, it has no Darboux polynomials at all.
(c) For n = 2, if f is a real Darboux polynomial,
{x ∈ R2 : f(x) = 0} ∩ {x ∈ R2 : σ(x) = x} ￿= ∅,
and this intersection is not exclusively formed by critical points, then by uniqueness
of solutions of system (1.1) it holds that f = 0 coincides with f˜ = 0. Therefore
k(x) = Ck(σ(x)) and the cofactor k of f itself has already less monomials.
2.3 On the values of the cofactor at simple singular points
As we stated in the Introduction, in [5] several results about the value of the cofactor k of
a Darboux polynomial f at a simple (finite or infinite) singular point p of the system are
given. Recall that at simple singular points the system has at least one nonzero eigenvalue.
The idea of their results is the following. If f(p) ￿= 0, then since p is singular we must
have k(p) = 0; and if f(p) = 0 then k(p) is a linear combination, with non-negative
integer coefficients, of the eigenvalues of the system at p. If this is applied to all the
simple singular points, some amount of information on the cofactor is obtained.
On the one hand, the techniques for the reduction of the general expression of the
cofactor explained In Sections 2.1 and 2.2 discern whether some coefficients of the co-
factor are always zero or not. On the other hand, the method introduced in [5] computes
the exact value of the cofactor at some points. Hence, they appear to be complementary
methods, as we explain in next example.
Consider system (1.3). This system will be studied in Section 5. We shall prove with
our approach that the cofactor of any Darboux polynomial depends only on x, see Exam-
ple 3.4. That is, k =
￿d−1
i=0 kix
i
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being not simple, Theorems 13-15 of [5] can be applied only to the two simple singular
points. They are the origin O and the point p = (1 : 0 : 0) (in projective coordinates) at
infinity.
Once we set k = k(x), we apply the results of [5]. At p they provide kd−1 ∈ {0, 1},
depending on whether the Darboux polynomial vanishes at p or not. Concerning the ori-
gin, we obtain some different values for k0, depending on the vanishing of the Darboux
polynomial at O and also on some conditions on the eigenvalues of the system at O. This
last situation provides many subcases, depending on the relationship between a and b.
Although (to be self-contained) we have not used them, it is clear that the above re-
sults on k, and particularly on kd−1, might make the search of Darboux polynomials for
system (1.3) easier. As we will see in the proof of Theorem 1.1, in the first step of our
computations we simply obtain that kd−1 ∈ N ∪ {0}, see (5.4).
3 Examples of reduction of the cofactor
We apply the techniques in Subsections 2.1 and 2.2 to simplify the general expression of
the cofactor of Darboux polynomials. We shall use the variables (x, y) (resp. (x, y, z)) for
systems in R2 (resp. R3). When applying changes of variables given by monomial maps,
we shall use the new variables (u, v) (resp. (u, v, w)) for systems in R2 (resp. R3).
We start with some examples of well-known polynomial differential systems in R2.
Example 3.1. We consider the Bogdanov-Takens system,
x˙ = y, y˙ = a1 + a2y + x
2 + xy, (3.1)
with a1, a2 ∈ R, see [4, 36]. Suppose that it has a Darboux polynomial f(x, y) with
cofactor k(x, y) = k0+k1x+k2y. We want in this first example to show how we can find
a suitable matrix A that simplifies as much as possible with our technique the expression
of the cofactor. Consider the 2× 2 integer matrix
A =
￿
a11 a12
a21 a22
￿
. (3.2)
We assume that detA = 1. Let the inverse matrix of A be
A−1 =
￿
b11 b12
b21 b22
￿
=
￿
a22 −a12
−a21 a11
￿
.
The matrix A provides the change of variables given by
x1 = y
b11
1 y
b12
2 , x2 = y
b21
1 y
b22
2 ,
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with inverse change
y1 = x
a11
1 x
a12
2 , y2 = x
a21
1 x
a22
2 .
Applying to system (3.1) this change of variables and moreover a change of time of the
form dt/dτ = yα11 y
α2
2 , we get
y˙1 =y
α1
1 y
α2
2
￿
a12α2y1 + α1a12y
a21+1
1 y
−a11
2 + a12y
a21+2a22+1
1 y
−a11−2a12
2
+ a12y
a22+1
1 y
−a12
2 + a11y
1−a21−a22
1 y
a11+a12
2
￿
,
y˙2 =y
α1
1 y
α2
2
￿
α2a22y2 + α1a22y
a21
1 y
1−a11
2 + a22y
a21+2a22
1 y
1−a11−2a12
2
+ a22y
a22
1 y
1−a12
2 + a21y
−a21−a22
1 y
1+a11+a12
2
￿
.
(3.3)
The monomials of the cofactor after the changes of variables and time that may be
rational are
k0y
α1
1 y
α2
2 , k1y
α1+a22
1 y
α2−a12
2 , k2y
α1−a21
1 y
α2+a11
2 . (3.4)
We want all the monomials in (3.3) to be polynomial and we want to check whether
there exist values of aij and αi such that some monomials in (3.4) are rational and non-
polynomial. That is, we want
α1 ≥ 0, α1 + a21 ≥ 0, α1 − a21 − a22 ≥ 0, α1 + a22 ≥ 0, α1 + a21 + 2a22 ≥ 0,
α2 ≥ 0, α2 − a11 ≥ 0, α2 − a11 − 2a12 ≥ 0, α2 − a12 ≥ 0, α2 + a11 + a12 ≥ 0,
and that one of the following conditions hold:
(1) α1 < 0, or α2 < 0;
(2) α1 + a22 < 0, or α2 − a12 < 0;
(3) α1 − a21 < 0 or α2 + a11 < 0.
Studying the above inequalities we get that only the third case may hold. Then we
have k2 = 0. We note that we can also use algebraic manipulators for studying the above
inequalities.
We choose a set of values that makes k2 = 0: we apply to system (3.1) the change of
variables given by the monomial map associated to the matrix
A =
￿ −2 1
1 −1
￿
.
We also change time taking α1 = α2 = 1. We get the new coprime polynomial system
u￿ = u(1− 2u+ v + a2uv + a1u2v3), v￿ = v(−1 + u− v − a2uv − a1u2v3).
The curve f(x, y) = 0 is transformed into F (u, v) = uβ1vβ2f(u−1v−1, u−1v−2) = 0, for
convenient βi. The cofactor of F is
K(u, v) = β1
u￿
u
+ β2
v￿
v
+ k0uv + k1 +
k2
v
.
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Therefore k2 = 0 and hence the cofactor of f = 0 does not depend on y.
Indeed for a2 = −2 we have the Darboux polynomial a1 − 2y + x2 = 0 with cofactor
−2, and for a1 = −k20 and a2 = k0 − 1 we have the invariant straight line k0 − x− y = 0
with cofactor k0 + x, so the general expression of the cofactor cannot be simplified more.
Example 3.2. Consider the cubic differential system
x˙ = a1y + a2y
3, y˙ = a3x+ a4x
2 + a5y
2 + a6xy
2, (3.5)
that includes the Dolov system, see [11]. Assume that it has a Darboux polynomial
f with cofactor k(x, y) =
￿2
i+j=0 ki,jx
iyj . We note that system (3.5) is invariant by
the transformation (x, y,−t) → (x,−y,−t). Therefore we can apply Lemma 2.2 with
σ(x, y) = (x,−y) and C = −1. We can consider the Darboux polynomial f × f ◦ σ,
which has cofactor k(x, y)− k(x,−y); that is, renaming, k0,1y + k1,1xy. Therefore when
searching for the Darboux polynomials of system (3.2) we can assume that the cofactor
has the above (simpler) expression. The Dolov system has also been studied with more
detail in [14].
Example 3.3. We consider the quadratic differential system
x˙ = −y, y˙ = −x− cy + x2. (3.6)
It is the one associated to the celebrated Fisher-Kolmogorov reaction-diffusion partial
differential equation ut = uxx + u(1 − u) for searching travelling wave solutions, see
[13, 15, 17, 21].
Suppose that system (3.6) has a Darboux polynomial f with cofactor k(x, y) = k0 +
k1x+ k2y. We apply to system (3.6) the change of variables given by the monomial map
associated to the matrix
A =
￿ −3 2
1 −1
￿
,
see Subsection 2.1. We also change time taking α1 = α2 = 1. We obtain the new coprime
polynomial differential system
u￿ = u(2 + 3u− 2cuv − 2uv2), v￿ = v(−1− u+ cuv + uv2),
and f(x, y) is transformed into F (u, v) = uβ1vβ2f(u−1v−2, u−1v−3), for convenient βi.
The cofactor of F is
β1
u￿
u
+ β2
v￿
v
+ k0uv +
k1
v
+
k2
v2
.
Therefore we must have k1 = k2 = 0 and hence the cofactor of f = 0 is constant. This
result is already proved in [15] with different methods and is the starting point for studying
the Darboux polynomials of (3.6). In turns out that when c = 5/
√
6 the system has the
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Darboux polynomial f = y2 + 2
￿
2/3(1− x)y + 2/3x(1− x)2 with cofactor k = −√6.
In fact, for this value of c, the partial differential equation has the traveling wave solution
given in a closed and explicit form and found by Ablowitz and Zeppetella in [1].
Example 3.4. Consider the differential system (1.3) given in the introduction. Let
A =
￿ −d 1
d− 1 −1
￿
and α1 = α2 = d − 1. We apply to system (1.3) the change of variables and time given
by the techniques in Subsection 2.1 to obtain the coprime polynomial differential system
u￿ =u
￿
1− du+ bud−1vd−1 + au2d−3v2(d−1)￿,
v￿ =v
￿− 1 + (d− 1)u− bud−1vd−1 − au2d−3v2(d−1)￿,
see (2.4). Let f(x, y) be a Darboux polynomial of system (1.3) with cofactor
k(x, y) =
d−1￿
i+j=0
ki,jx
iyj.
Then F (u, v) = uβ1vβ2f(u−1v−1, u1−dv−d), for convenient βi ∈ Z, is a Darboux polyno-
mial of the above system with cofactor
K(u, v) = β1
u￿
u
+ β2
v￿
v
+
d−1￿
i+j=0
ki,ju
(d−1)(1−j)−iv(d−1)(1−j)−i−j.
If j = 0 then the exponents of u and v in the sum are both equal to d − 1 − i. Since
i ≤ d − 1, they are non negative. However, if j > 0 then the exponents of u and v in
the sum are negative. As K(u, v) is to be a polynomial, this implies that ki,j = 0 for all
j > 0. Hence k(x, y) =
￿d−1
i=0 ki,0x
i; that is, k depends only on x. This fact will be useful
in the proof of Theorem 1.1 in Section 1.3, because it simplifies the system of ODE to be
solved.
Next example deals with a family of quadratic differential systems in R3.
Example 3.5. Consider
x˙ = a1x+ a2y, y˙ = a3x+ a4y + a5xz, z˙ = a6xy + a7z. (3.7)
As we have already explained in the introduction, it includes the Lorenz, Lu¨ and Chen
systems. The cofactor of any of its Darboux polynomials must be a linear polynomial
k(x, y, z) = k0 + k1x+ k2y + k3z. Following Subsection 2.1, let
A =
 0 1 −11 −2 1
−2 3 −2

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be an non-singular 3×3 integer matrix. After the change of variables (u, v, w) = (x, y, z)A
and the change of time dt/dτ = uvw, we obtain a new coprime polynomial differential
system in R3. The cofactor of F = uβ1vβ2wβ3f
￿
(u, v, w)A
−1￿, with βi as in Subsection
2.1, is
K(u, v, w) =β1
u￿
u
+ β2
v￿
v
+ β3
w￿
w
+ k0uvw + k1u
2 + k2
u
v
+ k3
1
v
.
As this is to be a polynomial, we have k2 = k3 = 0. Therefore k(x, y) = k0 + k1x.
We consider now the linear homogeneous function σ(x, y, z) = (−x,−y, z) and
C = 1 and we apply Lemma 2.2. Then the Darboux polynomial f × f ◦ σ has cofac-
tor (renaming) k(x, y, z) + k(−x,−y, z) = k0. Hence, following Subsection 2.2, when
searching for Darboux polynomials for system (3.7) we can assume that the cofactor is
constant.
We finally provide two examples in dimension four.
Example 3.6. The extended Fisher-Kolmogorov equation ut = −γuxxxx + uxx + u −
u3, with γ > 0, was proposed in [10] as a higher order model equation for physical
systems that are bistable. For stationary solutions this equation can be written, after some
transformations, as the polynomial differential system
x˙1 = x2, x˙2 = x3, x˙3 = x4, x˙4 = x1 + qx3 − x31, (3.8)
with x = (x1, x2, x3, x4) ∈ R4 and q ∈ R.
Let f be a Darboux polynomial of system (3.8) with cofactor an arbitrary polynomial
k of degree 2. Notice that this cofactor has 15 monomials. Consider the linear involution
σ(x1, x2, x3, x4) = (x1,−x2, x3,−x4) and C = −1. We can apply Lemma 2.2 and work
with f × f ◦ σ, with corresponding cofactor
k(x1, x2, x3, x4) = k1x2 + k2x4 + k3x1x2 + k4x1x4 + k5x2x3 + k6x3x4.
So we reduce the expression of the cofactor from 15monomials to 6. We rename f×f ◦σ
as f .
Next we consider, following Subsection 2.1, the non-singular integer matrix
A =

−1 0 0 0
−6 −1 1 2
0 1 0 −1
−3 −1 0 2
 .
After the change of variables and time (y1, y2, y3, y4) = (x1, x2, x3, x4)A, dt/dτ = y21y4,
we obtain a new coprime polynomial differential system in R4. The cofactor of F =
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yβ11 y
β2
2 y
β3
3 y
β4
4 f
￿
yA
−1￿
= 0, with βi as in Subsection 2.1, is
K(y1, y2, y3, y4) =β1
y￿1
y1
+ β2
y￿2
y2
+ β3
y￿3
y3
+ β4
y￿4
y4
+ k1
y23y
2
4
y1
+ k2
y3y24
y1
+ k3
y23y
2
4
y21
+ k4
y3y24
y21
+ k5
y2y23y4
y41
+ k6
y2y3y4
y41
.
Hence, kj = 0, j = 1, 2, . . . , 6. This means that if the initial system has a Darboux
polynomial then it has another Darboux polynomial with null cofactor. In particular it is
to be a polynomial first integral. Indeed, straightforward computations show that system
(3.8) has the first integral x41/4− (x21 + qx22 + x23)/2 + x2x4.
Example 3.7. Consider the Raychaudhuri polynomial system in R4
x˙1 =− 1
2
x21 − αx1 − 2(x22 + x23 − x24)− 2β,
x˙2 =− (α + x1)x2 − γ,
x˙3 =− (α + x1)x3 − δ,
x˙4 =− (α + x1)x4,
where α, β, γ, δ ∈ R. The Darboux integrability of theis system was studied in [37]. In
the particular case γ ￿= 0 and δ = 0, this system can be brought, through a linear change
of variables and time, to
x˙1 =− 1
2
x21 − 2γ1x22 −
γ1
2
x23 − 2γ2x2x3 + 2x24 − γ3,
x˙2 =− x1x2 − 1,
x˙3 =− x1x3,
x˙4 =− x1x4,
(3.9)
where γ1 ∈ R+ and γ2, γ3 ∈ R.
It was stated in [37] that there that if this system has an irreducible Darboux poly-
nomial of degree at least two, then its cofactor is a multiple of x1. But straightforward
computations show that we have four Darboux polynomials
2(γ3 + k
2
0) + 2k0x1 − 2k0(2γ3 + k20)x2 + 4
γ2
k0
x3 + x
2
1 − 4γ1x22 − γ1x23 + 4x24 − 4γ2x2x3,
with k0 satisfying 4γ1 + 2γ3k20 + k40 = 0, of degree two with cofactor k0 − x1. Moreover,
we note that if we name fi, i = 1, 2, 3, 4, the four Darboux polynomials above, we can
easily construct a rational first integral (f1f2)/(f3f4) of the system. These facts show that
some cases in [37] are missing.
Applying our first technique it is not possible in this case to reduce the expression
of the cofactor of an irreducible Darboux polynomial. Concerning the second technique,
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we apply Lemma 2.2, first with σ1(x1, x2, x3, x4) = (x1, x2, x3,−x4) and C = 1, and
afterwards with σ2(x1, x2, x3, x4) = (−x1,−x2,−x3,−x4) and C = −1. We recall that
the cofactor of any Darboux polynomial of system (3.9) has the form k0 + k1x1 + k2x2 +
k3x3 + k4x4. In the first case we remove the coefficient k4, and in the second case we
remove the coefficient k0. Hence applying both symmetries we may consider Darboux
polynomials having the cofactor k1x1+ k2x2+ k3x3. We do not know whether there exist
Darboux polynomials having cofactor with k2, k3 ￿= 0.
4 Darboux polynomials in the plane
In [16] a method to determine the existence of Darboux polynomials for planar analytic
differential system having an analytic solution of the form y = α(x) is introduced. Here
we adapt it to general polynomial systems using the line at infinity as this known solution.
4.1 Reduction of (1.2) to a system of ODE
Consider the planar polynomial differential system
x˙ =
dx
dt
= P (x, y), y˙ =
dy
dt
= Q(x, y). (4.1)
We change the variables in such a way that the line at infinity becomes the horizontal
axis; that is, we take (u, v) = (x/y, 1/y). After this change of variables and the change
of time dt/dτ = vd−1, system (4.1) becomes the polynomial differential system
u˙ = X(u, v) = vd
￿
P
￿
u
v
,
1
v
￿
− uQ
￿
u
v
,
1
v
￿￿
,
v˙ = Y (u, v) = −vd+1Q
￿
u
v
,
1
v
￿
,
(4.2)
where the dot means now derivative with respect to τ . This system has degree d+ 1. The
change of variables sends the straight line y = 0 of system (4.1) to the infinity of system
(4.2), and the infinity of system (4.1) to the invariant straight line v = 0 of system (4.2).
Let f(x, y) be a Darboux polynomial of degree m ∈ N of system (4.1) with cofactor
k(x, y). Let F (u, v) = vmf(u/v, 1/v) be the corresponding Darboux polynomial of sys-
tem (4.2). Its cofactor is the polynomial K(u, v) = mY (u, v)/v + vd−1k(u/v, 1/v), see
Lemma 2.1. Observe that degK ≤ d.
We note that instead of the above change of variables one can apply the change
(u, v) = (y/x, 1/x) (and the same change of time), from which we obtain a new sim-
ilar polynomial differential system of degree d+ 1.
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If F (u, v) is a Darboux polynomial of degree m ∈ N of system (4.2) and K(u, v) is
its cofactor, then the following equation holds:
X(u, v)Fu(u, v) + Y (u, v)Fv(u, v) = K(u, v)F (u, v). (4.3)
The analytic solution y − α(x) = 0 in [16] is here v = 0. Therefore we write F =￿m
i=0 Fi(u)v
i and K =
￿d
i=0Ki(u)v
i, for some convenient polynomials Fi and Ki. We
write (4.3) in powers of v, so that a system of ODE in the variable u with unknowns the
Fi arises. Following [16] we notice that our approach applies only when v ￿ F (u, v).
Next we show how to obtain these equations in terms of the initial system. If P (x, y) =￿d
i+j=0 pijx
iyj and Q(x, y) =
￿d
i+j=0 qijx
iyj , then
X(u, v) =
d￿
i+j=0
(pij − uqij)uivd−i−j; Y (u, v) = −
d￿
i+j=0
qiju
ivd+1−i−j. (4.4)
Equation (4.3) becomes
m+d￿
j=0
￿
j￿
i=0
￿
Xj−i(u)F ￿i (u) + (iYj−i+1(u)−Kj−i(u))Fi(u)
￿￿
vj = 0, (4.5)
where
Xj−i(u) =
d￿
l=0
(pl,d−l−(j−i) − uql,d−l−(j−i))ul, Yj−i+1(u) = −
d￿
l=0
ql,d−l−(j−i)ul.
From the above relation the functions Fj(u) can be obtained recurrently by solving
for 0 ≤ j ≤ m the linear differential equations with unknowns the Fj(u) that arise by
vanishing the coefficient of vj in (4.5). The general expression of these equations is
X0(u)F
￿
j(u) =
￿
K0(u)− jY1(u)
￿
Fj(u) +Rj(u), (4.6)
where Fj is unknown andRj(u) =
￿j−1
i=0
￿
(Kj−i(u)−iYj−i+1(u))Fi(u)−Xj−i(u)F ￿i (u)
￿
.
In particular, for j = 0, 1, we get
X0(u)F
￿
0(u) = K0(u)F0(u),
X0(u)F
￿
1(u) =
￿
K0(u)− Y1(u)
￿
F1(u) +K1(u)F0(u)−X1(u)F ￿0(u).
In the former case this means that the primitive of K0(u)/X0(u) must be a linear
combination of logarithms of polynomials, and the coefficients of these logarithms must
be non-negative integers.
As for each j the function Fj(u) must be polynomial, the linear differential equations
described in (4.6) may provide a collection of necessary conditions which restrict the
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coefficients of P ,Q and k (and perhaps also the degree of f as it appears in the expression
of K). These restrictions give us the key for searching the algebraic solutions of system
(4.2), and therefore of system (4.1), or for proving that no algebraic solutions exist. Indeed
for j = 0, . . . ,m equation (4.6) provides the expression of Fj and perhaps some of these
conditions; and for j = m + 1, . . . ,m + d it provides conditions on the coefficients of
X, Y and K and on the integration constants appearing in the expression of the Fi, as all
the Fi have already been computed.
In summary, equation (4.3) is equivalent to a set of quadratic equations where the un-
knowns are the coefficients of F and K in v, which are functions of u. The equations
follow a given pattern and can be solved to obtain the coefficients of F and moreover
some restrictions on K and on the system. In general, it is hard to solve this system of
equations, even by using algebraic manipulators. Next subsection is devoted to find poly-
nomial solutions of a linear polynomial differential equation. The results will be useful to
deal with equation (4.6).
4.2 Polynomial solutions of linear ordinary differential equations
In this subsection we provide some common knowledge results about polynomial solu-
tions of linear polynomial differential equations.
Given a first order linear differential equation, non-necessarily polynomial,
p(u)f ￿(u) = q(u)f(u) + r(u), (4.7)
it is easy to prove that one of the following situations holds:
• It has no polynomial solutions.
• It has exactly one polynomial solution.
• All its solutions are polynomial.
As we will see, our study of system (1.3) will need the characterization of the above
third possibility. We prove the following result:
Proposition 4.1. Consider equation (4.7) with p, q, r ∈ C[u] such that gcd(p, q) =
gcd(p, r) = 1. Suppose that p is monic and that deg p = N ∈ N. All the solutions of
(4.7) are polynomial if and only if the following conditions hold:
(a) deg q < N .
(b) p(u) is square free; i.e., p(u) =
￿N
i=1(u−ui), where ui ∈ C and ui ￿= uj for i ￿= j.
(c) q(ui)/p￿(ui) = ni ∈ N ∪ {0}, for all i ∈ {1, . . . , N}.
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(d) φ(ni)i (ui) = 0, where φi(u) = r(u)/
￿
k ￿=i(u− uk)nk+1, for all i ∈ {1, . . . , N}.
Proof. We apply the method of variation of the constants to solve equation (4.7). First we
consider the linear homogeneous differential equation
p(u)f ￿(u) = q(u)f(u). (4.8)
In order to solve this equation we write it as
f ￿(u)
f(u)
=
q(u)
p(u)
. (4.9)
Integrating with respect to u the left-hand side of this equation we get ln |f(u)|. Let
q1, q2 ∈ C[x, y] be such that q(u) = q￿1(u)p(u) + q2(u), with deg q2 < deg p. Then￿
q(u)
p(u)
du = q1(u) +
￿
q2(u)
p(u)
du.
We need to obtain a linear combination of logarithms from the right-hand side of (4.9).
This happens if and only if q1 is constant, which is condition (a), and p is square free,
which is condition (b), as we are assuming that (p, q) = 1. Thus q2 = q and q1 is the
integration constant. Set p(u) =
￿N
i=1(u − ui), with ui ∈ C. Then the set of solutions
of (4.9) is
f(u) = C
N￿
i=1
(u− ui)ni ,
for some ni ∈ C, being C an arbitrary constant. Writing f(u) = C(u)
￿N
i=1(u − ui)ni
and searching C(u) we obtain that the general solution of (4.7) is
f(u) = c
N￿
i=1
(u− ui)ni +
N￿
i=1
(u− ui)ni
￿
r(u)￿N
i=1(u− ui)ni+1
du,
where c is an arbitrary constant. The first summand must be a polynomial. This is equiv-
alent to say that ni ∈ N ∪ {0} for all i, which is condition (c). After this observation, we
can write
r(u)￿N
i=1(u− ui)ni+1
= s￿(u) +
N￿
i=1
ni+1￿
j=1
Bi,j
(u− ui)j , (4.10)
where s is a polynomial and Bi,j ∈ C. We note that s(u) ￿≡ 0 if and only if deg r ≥￿N
i=1 ni + deg p. We also recall that (u − ui) ￿ r(u) as gcd(p, r) = 1. Integrating the
sums above, for each j > 1 we get Bi,j(1 − j)(u − ui)1−j , and for j = 1 we obtain
Bi,1 ln |u− ui|. Thus we must impose Bi,1 = 0 for all i ∈ {1, . . . , N}. This is equivalent
to condition (d).
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The expression of the solutions f(u) of (4.7) is, hence,
f(u) =
N￿
i=1
(u− ui)ni
￿
c+ s(u)−
N￿
i=1
ni+1￿
j=2
Bij(j − 1)
(u− ui)j−1
￿
. (4.11)
Remark 4.2. We state the following observations for linear equations having polynomial
solutions.
(a) If p and q have common factors, then from (4.7) these factors also divide r and hence
they can be simplified. Thus the condition (p, q) = 1 is not restrictive.
(b) If p has multiple factors, say p(u) =
￿N
i=1(u − ui)αi , with αi ∈ N and αi > 1 for
some i, then q should also have these factors u− ui in its decomposition powered to
αi − 1, because of (4.8); that is,
￿N
i=1(u − ui)αi−1|q(u). Then from (4.7) the factors￿N
i=1(u− ui)αi−1 also divide r and hence they are simplified.
(c) If p and r have common factors, then the quotient in the left hand side of equation
(4.10) is simplified. Hence the condition (d) in the proposition varies but it is still
related to vanish the coefficients of (u − ui)−1 which provide logarithms after inte-
gration.
(d) In the situation of Proposition 4.1, if conditions (a) or (d) do not hold, then equa-
tion (4.7) has no polynomial solutions, as there are non-polynomial functions in the
expression of f that cannot be removed. If conditions (b) or (c) do not hold, then
equation (4.7) has at most one polynomial solution, as the integration constant needs
to be fixed to have a polynomial solution.
In equations (4.6) we have p = X0 and q = K0− jY1, and deg p > deg q, hence in our
situation condition (a) always holds. We also notice that X0 may have multiple factors,
but they should be canceled in equation (4.7) as we explained in Remark 4.2.
In order to obtain all the polynomial solutions of (4.3) we need for each equation (4.6)
with j ∈ {0, . . . ,m} to have either one or infinitely many polynomial solutions. Moreover
equations (4.6) for j ∈ {m+ 1, . . . ,m+ d} also need to be satisfied.
4.3 The case Y1(u) ≡ 0
We consider in this subsection the particular case Y1(u) ≡ 0. We note that this is equiv-
alent to degQ < degP , because Y1(u)v = −Qd(u, 1)v, see (4.2), where Qd is the
homogeneous polynomial of degree d of Q. That is, Qd(x, y) =
￿d
i=0 qi,d−ix
iyd−i and
Y1(u) = −
￿d
i=0 qi,d−iu
i, see (4.4). Thus, if for a polynomial differential system there is a
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linear change of variables from which we obtain a system such that degP ￿= degQ, then
Y1(u) ≡ 0.
If Y1(u) ≡ 0 then equation (4.6) writes
X0F
￿
j = K0Fj +Rj (4.12)
for all j ≥ 0. In the sequel we show that the set of conditions of Proposition 4.1 for every
j ≥ 0 is reduced.
First of all we consider equation (4.12) with j = 0. In this equation we have R0 = 0,
hence
F0(u) = exp
￿￿
K0(u)
X0(u)
du
￿
= exp
￿
N￿
i=1
￿
ni,0
u− ui du
￿
=
n￿
i=1
(u− ui)ni,0 .
Therefore we must haveK0(u) =
￿N
i=1 ni,0
￿
j ￿=i(u−ui) and ni,0 ∈ N∪{0}. This means
of course that degK0 < degX0. Then the condition (a) of the proposition holds.
If X0 is not square free then we shall have common multiple factors in X0 and K0,
and hence also in Rj . These extra factors can be cancelled and hence we obtain a new
equation having X0 (renaming) square free, see Remark 4.2. This is condition (b) of the
proposition.
As Y1(u) ≡ 0, the polynomials p(u) and q(u) in (4.7) are always the same for equation
(4.12): p(u) = X0(u) and q(u) = K0(u). Hence for all j the ni,j are the same: ni,j =
ni,0 ∈ N∪ {0}. Thus condition (c) of the proposition must be checked only for j = 0. We
rename ni,j = ni, for all i, j.
The only condition that we need to check at each step is condition (d). This implies
that for all j ≥ 0 there are either zero or infinitely many polynomial solutions Fj , as the
integration constant Cj is not fixed in any case and we can apply Proposition 4.1.
After solving equation (4.12) for j = 0, . . . ,m, we have computed the expression
of F . But there are also d equations to be satisfied, see (4.5). These equations are not
differential equations, as Fj(u) ≡ 0 for j > m, indeed they are Rj = 0. Hence all them
together can be written as a linear system of equations where the integration constants Cj
of all the Fj are unknown and each equation corresponds to the coefficients of Rj in u
equaled to zero. This system may fix some of the Cj and give some restrictions on the
coefficients of the system. If there is no compatibility, then the system has no Darboux
polynomial F . If we have compatibility we have existence of Darboux polynomials.
Section 5 deals with a differential system for which we have Y1(u) ≡ 0. We shall
apply the results of this subsection there.
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5 A potential system with non-algebraic limit cycles
Consider the potential differential equation x¨ = V (x, x˙), where V ∈ R[x, y] has degree
d ∈ N, d > 1. Let
x˙ = y, y˙ = V (x, y) (5.1)
be its associated planar differential system of degree d. After the change of variables
(x, y) = (1, u)/v and the change of time dt/ds = vd−1 we obtain the polynomial differ-
ential system
u˙ = X(u, v) = vdV
￿
u
v
,
1
v
￿
− u2vd−1, v˙ = Y (u, v) = −uvd, (5.2)
which has degree d + 1. The dot means now derivative with respect to s. We note that
Y0 = · · · = Yd−1 = 0 and Yd(u) = −u. Since d > 1 we have in particular Y1 = 0, see
Subsection 4.3.
5.1 Proof of Theorem 1.1
Since c ￿= 0, after a change of time we can set c = 1. We first prove statements (a) and (b)
following the techniques of previous sections.
System (5.2) writes, for V (x, y) = ax+ by + xd−1y, as
u˙ = X(u, v) = u+ (a+ bu− u2)vd−1, v˙ = Y (u, v) = −uvd. (5.3)
Thus we have
X0 = u; X1 = · · · = Xd−2 = 0; Xd−1 = a+ bu− u2; Xd = Xd+1 = 0;
Y0 = · · · = Yd−1 = 0; Yd = −u; Yd+1 = 0.
Let f(x, y) be a Darboux polynomial of degreem ∈ N of the differential system (1.3)
with cofactor k. We know from Example 3.4 that k = k(x), hence we can write k(x) =￿d−1
i=0 kix
i. Consider the corresponding Darboux polynomial F (u, v) = vmf(1/v, u/v) =￿m
i=0 Fi(u)v
i of degreem of system (5.3), which has the cofactorK(u, v) = −muvd−1+￿d−1
i=0 kiv
d−1−i. We write K(u, v) =
￿d
i=0Ki(u)v
i, with
Ki(u) = kd−1−i, Kd−1(u) = k0 −mu, Kd(u) = 0,
for i = 0, . . . , d − 2. We shall follow Proposition 4.1 to solve equation (4.3) for system
(5.3). Observe that conditions (a) and (b) in Proposition 4.1 are fulfilled for all j.
Equation (4.6) with j = 0 writes as
uF ￿0 = kd−1F0.
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From Proposition 4.1 we must take
kd−1 = n ∈ N ∪ {0}. (5.4)
Hence F0(u) = un and K0(u) = n.
We notice that condition (d) of Proposition 4.1 is equivalent to the fact that the coeffi-
cient of un in Rj vanishes, for all j. Equation (4.6) with j = 1 writes as
uF ￿1 = nF1 + kd−2u
n.
We must take K1(u) = kd−2 = 0. Then we get F1(u) = C1un, where C1 is a constant. In
a similar way, applying induction arguments, from equation (4.6) with j = 2, . . . , d − 2
we get Kj(u) = kd−1−j = 0 and Fj(u) = Cjun, where Cj is a constant. This is because
Rj = kd−1−jun. We note that at this moment we have proved that K(u, v) = K0(u) +
Kd−1(u)vd−1 = n+ (k0 −mu)vd−1.
Equation (4.6) with j = d− 1 writes as uF ￿d−1 = nFd−1 +Rd−1, with
Rd−1(u) = −anun−1 + (k0 − bn)un − (m− n)un+1.
Therefore we must take k0 = bn, and hence Kd−1(u) = bn−mu. Moreover
Fd−1(u) = anun−1 + Cd−1un − (m− n)un+1,
where Cd−1 is a constant.
Equation (4.6) with j = d writes as uF ￿d = nFd +Rd, with
Rd(u) = −anC1un−1 − (m+ 1− n)C1un+1.
We have Fd(u) = anC1un−1 + Cdun − (m + 1− n)C1un+1, where Cd is a constant. No
new conditions need to be satisfied since Rd has not the monomial un.
A similar pattern occurs for equation (4.6) for j = d + 1, . . . , 2d − 3. We obtain no
new conditions and moreover Fd+i = anCi+1un−1 +Cd+iun− (m+ i− n)Ci+1un+1, for
i = 1, . . . , d− 3, where Cd+i are constants.
We next consider equation (4.6) for j = 2d − 2, which is uF ￿2d−2 = nF2d−2 + R2d−2,
withR2d−2(u) = · · ·+(a(m+(d−3)n))un+· · · . Since a ￿= 0wemust takem+(d−3)n =
0. If d > 2 this impliesm = 0, and therefore system (1.3) has no Darboux polynomials.
If d = 2 then n = m. From equation (4.6) with j = 2d − 1 = 3 we get the condition
C1 = −bm. Now F2(u) = −bmum+1+ · · · , where the dots mean here lower order terms.
As degF2 ≤ m − 2, we must have b = 0. We note that in the case b = 0 the function
(u+ av)m, for eachm ∈ N+, is a Darboux polynomial of system (5.3). Moreover further
computations show that Ci = 0 for all i ≥ 2, which implies that there are no more
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Darboux polynomials than this straight line, as all the constants Cj are fixed. Therefore
statements (a) and (b) of the theorem follow.
We finally prove statement (c). The origin of system (1.3) is the only critical point and
has index −1 when a > 0 (it is a saddle point), therefore, the system has no periodic
orbits for a > 0.
When a < 0, its index is +1. Consider first the case b = 0 and d even. Then, the
system has a reversible center at the origin by the Poincare´ reversibility criterion, because
the point is monodromic and the system is invariant by the transformation (x, y, t) →
(−x, y,−t). Moreover, the periodic orbits surround the origin and form and unbounded
set because there are no more critical points. It is easy to see that system (1.3) is a semi-
complete family of rotated vector fields (SCFRVF) with respect to b, because
y
∂
∂b
￿
ax+ by + xd−1y
￿− ￿ax+ by + xd−1y￿ ∂
∂b
(y) = y2 ≥ 0,
see [12, 30, 31]. One of the most useful properties of SCFRVF is the so-called non-
intersection property. It says that if γb is a periodic orbit of the family when the parameter
b = b, it holds that γb1 ∩ γb2 = ∅ when b1 ￿= b2. Hence, since for b = 0 the periodic orbits
of the center are unbounded, the system can not have periodic orbits for b ￿= 0 (otherwise
they would intersect the ones of the center).
Finally consider the case d ≥ 3, odd. The divergence of the vector field associated
to (1.3) is b + xd−1. When b ≥ 0 the above quantity is non-negative. Therefore, by the
Bendixson criterion the system has no periodic orbits.
It remains to study the case a < 0, b < 0 and d ≥ 3, odd. Precisely, this particular
Lie´nard equation is under the hypotheses of the systems studied by Lie´nard, see [22].
He proved that the system has exactly one stable limit cycle. Afterwards, it was proved
by Sansone that the limit cycle is hyperbolic, see [33]. All these results and much more
information about Lie´nard systems can be found in [34]; see Theorem 2.4. Item (a) implies
that the limit cycle is not algebraic.
5.2 The Van der Pol differential system has no Darboux polynomials
Because of its importance, we particularize here the above proof for the van der Pol system
(d = 3). As in the previous section, we set c = 1 in the expression of V . From equation
(4.6) with j = 0 we obtain K0(u) = k2 = n ∈ N ∪ {0} and F0(u) = un. From equation
(4.6) with j = 1 we get K1(u) = k1 = 0 and F1(u) = C1un, with C1 a constant. From
equation (4.6) with j = 2 we obtain K2(u) = k0 −mu = bn −mu. We do not provide
the expression of F2 as it can be deduced from the general proof. At this moment we have
K(u, v) = n+ (bn−mu)vd−1.
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From equation (4.6) with j = 3 we get an expression for F3 and no new conditions.
We note that the cases d + 1, . . . , 2d − 3 of the proof of Theorem 1.1 do not appear here
as d = 3. Finally, from equation (4.6) with j = 4 we have R4 = · · ·+ amun + · · · . Since
a ￿= 0 we havem = 0 and we have finished.
We have proved that the Van der Pol system has no Darboux polynomials in 5 steps,
as we get m = 0 from equation (4.6) with j = 2d − 2 = 4. Hence we have provided a
simple proof of the non-algebraicity of the van der Pol limit cycle different than the one
appearing in [29].
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