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It is easy to see that in (4.1), one needs only to take the maximum over sets in 
~¢c, which greatly reduces the work of computing ac: 
ac = Ae~'cmax [c(G \ A) - e~AE (1 -  Ze)]" (4.2) 
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L INEAR OPERATORS ON MATRICES: 
THE INVARIANCE OF RANK-k MATRICES 
by LEROY B. BEASLEY 3 and THOMAS J. LAFFEY 4 
Let ~t',,, n0:) denote the set of all m × n matrices over the field D:, and 
let p(A) denote the rank of A. We define a rank-k preserver to be a linear 
operator T on ,At'm. n(F) such that p(A) = k implies p(T(A)) = k. Further, ff 
T is a rank-k preserver we say that T preserves rank-k matrices. A linear 
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operator which is a rank-k preserver for each k = 1,2 .. . . .  min(m, n), is called 
a rank preserver. 
Marcus and Moyls [5] proved the following theorem in 1959: 
Triv.oea~M 1. I f  F is algebraically closed and of characteristic 0 and T 
is a rank preserver, then there exist m × m and n × n matrices U and V, 
respectively, such that either 
T(a)  = UaV forall A~CCm,,(~:), (la) 
or  
m=n and T (A)=UAtV  fo ra l lA~M,~,m(F  ), ( lb) 
where A t denotes the transpose of  A. 
Also in 1959, Marcus and Moyls [6] showed that if T is a rank-1 preserver 
then T is a rank preserver. In 1967 Westwick [7] generalized these results to 
matrices over arbitrary algebraically closed fields. In a series of papers 
appearing between 1970 and 1983, Beasley [1-4] has shown that if T is a 
rank-k preserver and max(m, n) ~< k + 1, min(m, n) = k, max(m, n) >1 3k/2 ,  
T is nonsingular, or F = C, then T is a rank preserver (and hence has the 
form given above). This paper extends that study to operators without any 
restrictions on the field. 
Throughout he remainder of this paper, we adopt the convention that 
k < m ~< n. This causes no loss in generality. 
Let E be a set of nonnegative integers, then let ~e  denote the subset of 
¢~',,,n(F) consisting of all matrices A with p(A) ~ E. A subspace of ~,,,n(U:) 
which has only elements of rank k or 0 is called a rank-k space. This is 
equivalent o saying that the subspace is a subset of :~(k 0/" As in the 
treatment of rank-k preservers over an algebraically closed field, we find that 
the maximum dimension of a rank-k space is a powerful tool in showing that 
rank-k preservers must be nonsingular. 
Nonsingular rank-k preservers have a desirable form: 
Tnv.om~M 2. I f  F is any field and T is a nonsingular rank-k preserver 
on ~¢m,n(F), then T is a rank-preserver, and T has the form (1). 
It should be noted that not all rank-k preservers are nonsingular. For 
example, if there is a rank-m subspace of dimension n, which is assured in 
certain cases as specified below in the lemma, define T as follows: Let ~ be 
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the rank-m space of dimension , and let K 1 . . . . .  K ,  be a basis for ,:¢g'. Define 
T by T(EI j )  = K i and T(Eii ) = 0 ff i ~ 1, and extend linearly. It can be seen 
that if A has full rank, then its top row must be nonzero and hence its image 
is an element of 9F; moreover, every matrix with first row zero is mapped to 
zero .  
L~.MMn. I f  F has an extension of degree j for each j = 2 . . . . .  min(2k, n), 
then there exists a rank-k subspace of JC m, n(F ) of dimension . 
In [4], Beasley uses the fact, proven by Westwick [8], that the maximum 
dimension of a complex rank-k space is at most m + n - 2k + 1 to show that 
all rank-k preservers over the complex field are nonsingular. We prove: 
T rmo~M 3. I f  IF I ~ k + 1, then the dimension of any rank-k subspace 
of~em,,~0: ) is at most n. 
This bound on the size of a rank-k space allows us to prove: 
TrmormM 4. I f  1 < k < m <~ n, i f  In= I ~ k + 1, and i f  there is an exten- 
sion fieM of degree j for each j = 2 . . . . .  min(2k, n) over F, then there does 
not exist a singular ank-k preserver. 
It follows that every rank-k preserver has the form (1) in the case 
described by the hypothesis of Theorem 2. 
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