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FONCTIONS ET INT￿GRALES ELLIPTIQUES
Ahmed Lesfari
Abstract. This paper presents the basic ideas and properties of elliptic functions and elliptic
integrals as an expository essay. It explores some of their numerous consequences and includes
applications to some problems such as the simple pendulum and the Euler rigid body motion.
1 Fonctions elliptiques
Les fonctions elliptiques interviennent dans des domaines trŁs divers des mathØ-
matiques [2, 3, 6, 10, 11]. Le but ici est de montrer quelques rØsultats fondamentaux
[1, 4, 12] sur ces fonctions et de les appliquer dans les sections suivantes ￿ des situa-
tions concrŁtes. Soient ω1 et ω2 deux nombres complexes, R-linØairement indØpen-
dants (c’est-￿-dire tels que ω2 n’est pas nulle et que le quotient ω1
ω2 ne soit pas rØel
ou ce qui revient au mŒme que la partie imaginaire Im ω1
ω2 du rapport ω1
ω2 n’est pas
nulle). On considŁre le rØseau
Λ = Zω1 ⊕ Zω2 = {ω ≡ mω1 + nω2 : m,n ∈ Z},
c’est un sous-groupe discret de C et il forme un ensemble de parallØlogrammes.
DØ￿nition 1. On appelle parallØlogramme fondamental engendrØ par ω1 et ω2 tout
parallØlogramme Π de sommets d’a￿xes z0, z0 +αω1, z0 +αω2, z0 +αω1 +βω2 avec
z0 ∈ C, 0 ≤ α,β ≤ 1. Autrement dit, il est dØ￿ni par le compact
Π = {z0 + αω1 + βω2 : z0 ∈ C, α,β ∈ [0,1]}.
Le quotient de C par la relation d’Øquivalence dØterminØe par Λ :
z1,z2 ∈ C, z1 ∼ z2mod.Λ ⇐⇒ z1 − z2 ∈ Λ,
est un tore notØ C/Λ. Celui-ci est homØomorphe ￿ S1 ×S1, visualisable par le recol-
lement deux ￿ deux des c￿tØs d’un carrØ ou parallØlogramme.
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DØ￿nition 2. On dit qu’une fonction f de C dans C est doublement pØriodique de
pØriode ω1 et ω2, si et seulemnt si,
f(z + ω1) = f(z), f(z + ω2) = f(z).
Autrement dit, si et seulement si,
f(z + ω) = f(z), ∀ω ∈ Λ.
On dit aussi que f est Λ-pØriodique.
Remarque 3. Les ØlØments ω1 et ω2 ne sont pas uniques. Plus prØcisØment, si ω1
et ω2 sont deux pØriodes de f, alors −ω1 et −ω2 sont Øgalement deux pØriodes de f
et toute pØriode de f s’Øcrit sous la forme
ω = mω1 + nω2, m,n ∈ Z.
En e￿et, pour les entiers positifs c’est Øvident. Pour les entiers nØgatifs, on a pour
k = 1,2 :
f(z − ωk) = f((z − ωk) + ωk) = f(z).
DØ￿nition 4. On dit qu’une fonction f de C dans C est elliptique si et seulemnt si
elle est mØromorphe et doublement pØriodique.
Proposition 5. Il n’existe pas de fonction elliptique f non constante qui soit holo-
morphe sur C. Autrement dit, toute fonction elliptique f n’ayant pas de p￿les est une
constante.
DØmonstration. Si f n’a pas de p￿les, alors elle est bornØe dans le parallØlogramme
fondamental Π car celui-ci est compact. Or la fonction f est doublement pØriodique,
donc elle est bornØe sur C car tout point de C se ramŁne ￿ un point de Π en lui
appliquant une translation du rØseau. Par consØquent, f est constante en vertu du
thØorŁme de Liouville.
Remarque 6. On dØduit de la proposition prØcØdente qu’une fonction elliptique non
constante possŁde au moins un p￿le dans le parallØlogramme fondamental.
Proposition 7. Toute fonction elliptique non constante a un nombre ￿ni de p￿les
et un nombre ￿ni de zØros dans un parallØlogramme fondamental.
DØmonstration. Rappelons qu’un point a ∈ Ω ⊂ C est un point d’accumulation
s’il existe une suite (zn)n∈N d’ØlØments de Ω \ {a} telle que : limn→∞ zn = a. Soit
P(f) ≡ f−1({∞}) l’ensemble des p￿les de la fonction f : Ω → C = C ∪ {∞}. Comme
f est mØromorphe, alors l’ensemble P(f) n’admet pas de point d’accumulation. Donc
f a un nombre ￿ni de p￿les car sinon P(f) doit contenir le point limite (point
d’accumulation) et cel￿ est impossible car le point d’accumulation des p￿les est une
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singularitØ essentielle. Soit maintenant Z(f) = {b ∈ Ω : f(b) = 0}, l’ensemble des
zØros de f. Comme f n’est pas constante, l’ensemble Z(f) n’admet pas de point
d’accumulation. DŁs lors, pour tout point b ∈ Z(f), il existe un unique entier positif
N tels que : f(z) = (z − b)Ng(z) oø g est une fonction holomorphe sur Ω avec
g(b) 6= 0. En fait l’ensemble Z(f) est au plus dØnombrable.
Remarque 8. Comme remarque, notons que le nombre de zØros et de p￿les d’une
fonction elliptique non constante est dØnombrable. En e￿et, l’ensemble des paral-
lØlogrammes fondamentals forme un recouvrement dØnombrable de C et le rØsultat
dØcoule de la proposition prØcØdente.
Proposition 9. Soit f une fonction elliptique et dØsignons par b1,...,bm les p￿les de
f (chaque p￿le Øtant comptØ avec multiplicitØ), alors
m X
k=1
RØs(f,bk) = 0.
DØmonstration. Soit γ = γ1 ∪γ2 ∪γ3 ∪γ4 la frontiŁre du parallØlogramme fonda-
mental Π relativement au rØseau Λ, avec
γ1 = [z0,z0 + ω1],
γ2 = [z0 + ω1,z0 + ω1 + ω2],
γ3 = [z0 + ω1 + ω2,z0 + ω2],
γ4 = [z0 + ω2,z0].
Supposons tout d’abord que f n’a pas de p￿les sur la frontiŁre γ. D’aprŁs le thØorŁme
des rØsidus, on a
m X
k=1
RØs(f,bk) =
1
2πi
Z
γ
f(z)dz,
=
1
2πi
Z
γ1
f(z)dz +
Z
γ2
f(z)dz +
Z
γ3
f(z)dz +
Z
γ4
f(z)dz

.
En vertu de la pØriodicitØ de f et des sens opposØs de l’intØgrale de f sur γ1 et γ2,
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on a
Z
γ3
f(z)dz =
Z
[z0+ω1+ω2,z0+ω2]
f(z)dz,
=
Z
[z0+ω1,z0]
f(u + ω2)du, u ≡ z − ω2,
=
Z
[z0+ω1,z0]
f(u)du,
= −
Z
[z0,z0+ω1]
f(u)du,
= −
Z
γ1
f(z)dz.
De mŒme, on a Z
γ4
f(z)dz = −
Z
γ2
f(z)dz,
et par consØquent
Pm
k=1 RØs(f,bk) = 0. Passons maintenat au cas oø il y’a des p￿les
sur la frontiŁre γ du parallØlogramme fondamental Π. Alors dans ce cas, on considŁre
un autre parallØlogramme proche de Π contenant tous les p￿les se trouvant dans Π et
de telle fa￿on que sa frontiŁre ne contienne plus de p￿les. On peut toujours, d’aprŁs
la proposition 7, obtenir ce parallØlogramme (et donc sa frontiŁre) par translation
du sommet d’a￿xe z0 de Π. Le reste consiste ￿ utiliser un raisonnement similaire au
prØcØdent.
Remarque 10. Notons que d’aprŁs la remarque 8 et la proposition prØcØdente, il
n’existe pas de fonction elliptique de premier ordre, i.e., une fonction elliptique ne
peut pas avoir un p￿le simple dans un parallØlogramme fondamental. Elle doit avoir
au moins deux p￿les simples ou au moins un p￿le non simple dans un parallØlogramme
fondamental. En e￿et, avec les notations de la proposition prØcØdente, si m = 1 alors
cel￿ signi￿e que la fonction f a un p￿le simple dans le parallØlogramme fondamental,
ce qui contredit le rØsultat de la proposition.
Remarque 11. L’ensemble des fonctions elliptiques par rapport ￿ Λ est un sous
corps du corps des fonctions mØromorphes (la somme, le produit et le quotient de
deux fonctions elliptiques de mŒmes pØriodes est une fonction elliptique). En dØrivant
l’expression
f(z + ω) = f(z), ∀ω ∈ Λ,
on obtient
f(n)(z + ω) = f(n)(z), ∀ω ∈ Λ,
ce qui montre que la dØrivØe niŁme d’une fonction elliptique est aussi une fonction
elliptique.
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Proposition 12. Soit f une fonction elliptique non constante. DØsignons par a1,...,al
les zØros de f de multiplicitØ n1,...,nl respectivement et par b1,...,bm les p￿les de f
de multiplicitØ p1,...,pm respectivement. Alors
l X
k=1
nk =
m X
k=1
pk.
Autrement dit, le nombre de zØros d’une fonction elliptique non constante est Øgal au
nombre de ses p￿les dans le parallØlogramme fondamental.
DØmonstration. D’aprŁs le principe de l’argument, on a
Nombre de zØros def − Nombre de p￿les def =
1
2πi
Z
γ
f0(z)
f(z)
dz,
=
m X
k=1
RØs

f0
f
,bk

,
= 0,
en vertu de la proposition 9 car d’aprŁs la proposition prØcØdente
f0(z)
f(z) est une
fonction elliptique et a les mŒmes pØriodes que f(z). Par consØquent,
Pl
k=1 nk = Pm
k=1 pk.
Proposition 13. Soit f une fonction elliptique. DØsignons par a1,...,al les zØros de
f de multiplicitØ n1,...,nl respectivement et par b1,...,bm les p￿les de f de multiplicitØ
p1,...,pm respectivement. Alors
l X
k=1
nkak −
m X
k=1
pkbk = pØriode.
DØmonstration. Rappelons que si une fonction ϕ(z) est holomorphe dans un do-
maine D ⊂ C et continue sur D, alors
1
2πi
Z
γ
ϕ(z)
f0(z)
f(z)
dz =
l X
k=1
nkϕ(ak) −
n X
k=1
pkϕ(bk).
On pose dans la suite ϕ(z) = z et on utilise les mŒmes notations et arguments de la
preuve de la proposition 12. Donc
l X
k=1
nkak −
n X
k=1
pkbk =
1
2πi
Z
γ
z
f0(z)
f(z)
dz,
=
1
2πi
4 X
j=1
Z
γj
z
f0(z)
f(z)
dz.
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On a
Z
γ1
z
f0(z)
f(z)
dz +
Z
γ3
ζ
f0(ζ)
f(ζ)
dζ =
Z
γ1
z
f0(z)
f(z)
dz −
Z
γ1
ζ
f0(ζ)
f(ζ)
dζ, ζ ≡ z + ω2,
=
Z
γ1
(z − ζ)
f0(z)
f(z)
dz,
= −ω2
Z z0+ω1
z0
f0(z)
f(z)
dz,
= −ω2 ln
f(z0 + ω1)
f(z0)
,
= 2πin0ω2, n0 ∈ Z.
De mŒme, on trouve
Z
γ2
z
f0(z)
f(z)
dz +
Z
γ4
ζ
f0(ζ)
f(ζ)
dζ = 2πinω2, n ∈ Z.
Par consØquent
l X
k=1
nkak −
m X
k=1
pkbk = nω1 + n0ω2,
= ω,
= pØriode.
Proposition 14. Soient f et g deux fonctions elliptiques ayant mŒmes pØriodes.
Alors, il existe une relation algØbrique de la forme
P (f(z),g(z)) = 0,
oø P est un polyn￿me ￿ deux indØterminØes et ￿ coe￿cients constants.
DØmonstration. Soient ak, 1 ≤ k ≤ m, les points du parallØlogramme fondamental
en lesquels f et (ou) g ont des p￿les d’ordre maximum pk, 1 ≤ k ≤ m. Soit Q(Z,W)
un polyn￿me sans terme constant, de degrØ n par rapport ￿ Z et W. L’idØe de la
preuve est la suivante : On construit le polyn￿me Q de telle f￿￿on que les hypothŁses
de la proposition 5 concernant la fonction
F(z) = Q[f(z),g(z)],
soient satisfaites. La fonction F(z) se rØduit donc ￿ une constante C et il su￿t de
choisir P = Q − C. En e￿et, la fonction F(z) est elliptique avec les mŒmes pØriodes
que les fonctions f(z), g(z) et ne peut admettre de p￿les qu’aux points ak. Les
dØveloppements des fonctions f et g en sØries de Laurent au voisinage de ak ne
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contiennent que des termes en 1
(z−ak)j avec j ≤ pk. La fonction F(z) ne peut avoir
des p￿les qu’aux points ak et son dØveloppement en sØrie de Laurent au voisinage de
ak ne contient que des termes en 1
(z−ak)j avec j ≤ p oø n est le degrØ du polyn￿me
Q et p = p1 + ... + pm est la somme des ordres maximaux des fonctions f,g aux
points ak. On choisit les coe￿cients du polyn￿me Q de maniŁre ￿ ce que les parties
principales de son dØveloppement en sØrie de Laurent au voisinage de ak soient nulles.
Autrement dit, de sorte que le dØveloppement en question ne contient pas des termes
en 1
(z−ak)j avec j ≤ p. Donc l’Ølimination des p￿les de la fonction F(z) fournira un
systŁme homogŁne de np Øquations linØaires par rapport aux coe￿cients du polyn￿me
Q. Ce dernier Øtant de degrØ n et comme il est supposØ sans terme constant, on aura
donc
n(n+3)
2 coe￿cients. En prenant
n(n+3)
2 > np, on en dØduit que le nombre des
coe￿cients (inconnues) est supØrieur ￿ celui des Øquations. Par consØquent, le systŁme
en question admet au moins une solution non triviale (i.e., non nulle). Finalement
d’aprŁs la proposition 5, la fonction F(z) = Q[f(z),g(z)], est une constante C et il
su￿t de choisir P = Q − C.
Corollaire 15. Toute fonction elliptique f(z) satisfait ￿ une Øquation di￿Ørentielle
de la forme
P(f(z),f0(z)) = 0,
oø P est un polyn￿me ￿ deux indØterminØes et ￿ coe￿cients constants.
DØmonstration. D’aprŁs la remarque 11, la dØrivØe f0(z) de la fonction elliptique
f(z) est aussi une fonction elliptique et il su￿t de poser g(z) = f0(z) dans la propo-
sition prØcØdente.
2 Fonctions de Weierstrass
Dans cette section on Øtudiera tout d’abord la fonction ℘ de Weierstrass [5];
c’est une fonction elliptique d’ordre 2 qui a un p￿le double ￿ l’origine en tout point
du parallØlogramme fondamental. Ensuite on introduit les deux autres fonctions de
Weierstrass : la fonction ζ et la fonction σ. Contrairement ￿ la fonction ℘, la fonction
ζ est une fonction mØromorphe avec un p￿le simple dans le parallØlogramme fonda-
mental tandis que la fonction ζ est une fonction holomorphe partout. Les fonctions
de Weierstrass interviennent souvent lors de la rØsolution de problŁmes thØoriques.
2.1 Fonction ℘ de Weierstrass
La fonction ℘ de Weierstrass est dØ￿nie par
℘(z) =
1
z2 +
X
ω∈Λ\{0}

1
(z − ω)2 −
1
ω2

, (1)
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oø Λ = Zω1 + Zω2 =

ω = mω1 + nω2, (m,n) ∈ Z2	
, est le rØseau engendrØ par
deux nombres complexes ω1 et ω2 di￿Ørents de 0 tels que : Im

ω2
ω1

> 0.
Proposition 16. La sØrie (1) converge normalement sur tout compact ne rencon-
trant pas le rØseau Λ, i.e., sur tout compact de C\Λ.
DØmonstration. On montre que la sØrie converge normalement sur tout disque
compact {z : | z |≤ r}. Notons que tout disque fermØ ne contient qu’un nombre
￿ni d’ØlØments de Λ et que la nature de la sØrie ne change Øvidemment pas si on
enlŁve ces ØlØments. Pour | ω | su￿samment grand, on choisit | ω |≥ 2r pour tous les
ω sauf un nombre ￿ni; ceux qui sont dans le disque. (Notons que | xω1 + yω2 | est
une norme sur R2. Comme elle est Øquivalente ￿
p
x2 + y2, on peut donc trouver un
c > 0 tel que : | mω1 + nω2 |≥ c
√
m2 + n2, ∀m,n.) On a
 
 
1
(z − ω)2 −
1
ω2
 
  =
|z|
|ω3|
.

2 − z
ω



1 − z
ω

2.
Or |z| ≤ r,

2 − z
ω

 ≤ 5
2,

1 − z
ω

 ≥ 1
2, donc
 
 
1
(z − ω)2 −
1
ω2
 
  ≤
10r
|ω|3,
et il su￿t de prouver que la sØrie
X
ω∈Λ\{0}
1
|ω3|
,
converge. Pour cel￿, considØrons le parallØlogramme
Λk = {xω1 + yω2 : sup{|x|,|y|} = k},
oø n est un entier. Sur le parallØlogramme Λ1 de cotØs 2ω1 et 2ω2 dont le centre est
0, il y a 8 points de Λ. Soit d la plus courte distance du point z = 0 aux points de
Λ1. Pour chacun de ces 8 points, la distance ￿ 0 est ≥ d, d’oø 1
|ω|3 ≤ 1
d3 et
X
ω∈Λ1\{0}
1
| ω |3 ≤
8
d3.
Sur le parallØlogramme Λ2 (image de Λ1 dans l’homothØtie de centre 0, de rapport
2), il y a 8 × 2 = 16 points de Λ. Soit 2d la plus courte distance du point z = 0 aux
points de Λ2. Pour chacun de ces 8 points, la distance ￿ 0 est ≥ 2d, d’oø
X
ω∈Λ2\{0}
1
| ω |3 ≤
8 × 2
23d3 =
8
22d3.
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En gØnØral sur le parallØlogramme Λk (image de Λ1 dans l’homothØtie de centre 0,
de rapport k), il y a 8k points de Λ et pour chacun de ces points, la distance ￿ 0 est
≥ kd. DŁs lors,
X
ω∈Λk\{0}
1
| ω |3 ≤
8k
k3d3 =
8
k2d3.
Ainsi la sØrie X
ω∈Λ\{0}
1
| ω3 |
,
est majorØe par la sØrie convergente
8
d3
∞ X
k=1
1
k2,
et par consØquent elle converge aussi en vertu du critŁre de comparaison.
Proposition 17. ℘(z) est une fonction elliptique de pØriodes ω1 et ω2. Elle est paire
et admet des p￿les doubles aux points ω ∈ Λ, dont le rØsidu est nul. En outre, ℘0(z)
est une fonction doublement pØriodique et elle est impaire.
DØmonstration. Notons tout d’abord que la fonction ℘(z) est paire :
℘(−z) =
1
z2 +
X
ω∈Λ\{0}

1
(z − (−ω))2 −
1
(−ω)2

= ℘(z),
car il su￿t de remplacer ω par −ω. La dØrivØe de la fonction ℘(z) est
℘0(z) = −
2
z3 − 2
X
ω∈Λ\{0}
1
(z − ω)3 = −2
X
ω∈Λ
1
(z − ω)3.
La fonction ℘0(z) est doublement pØriodique de pØriodes ω1 et ω2. En e￿et, on a
℘0(z + ω1) = −2
X
ω∈Λ
1
(z − (ω − ω1))
3 = ℘0(z), (2)
car ω − ω1 est aussi une pØriode. De fa￿on analogue, on montre que
℘0(z + ω2) = ℘0(z), (3)
et donc
℘0(z + ω) = ℘0(z), ∀ω ∈ Λ.
En outre la fonction ℘0(z) est impaire :
℘0(−z) = −℘0(z).
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Montrons maintenant que ℘(z) est une fonction elliptique de pØriodes ω1 et ω2. En
intØgrant les relations (2) et (3), on obtient
℘(z + ω1) − ℘(z) = C1,
℘(z + ω2) − ℘(z) = C2,
oø C1 et C2 sont des constantes. Posons z = −ω1
2 et z = −ω2
2 (rappelons que
ces points ne sont pas des p￿les de ℘(z)) dans la premiŁre et seconde Øquation
respectivement :
℘
ω1
2

− ℘

−
ω1
2

= C1,
℘
ω2
2

− ℘

−
ω2
2

= C2.
Or on a vu ci-dessus que la fonction ℘(z) est paire, donc C1 = C2 = 0 et par
consØquent
℘(z + ω1) = ℘(z),
℘(z + ω2) = ℘(z),
i.e., la fonction ℘(z) est doublement pØriodique de pØriodes ω1 et ω2. D’aprŁs la
proposition 16, la sØrie (1) de fonctions mØromorphes converge normalement sur tout
compact de C\Λ et par consØquent sa somme ℘(z) est une fonction mØromorphe sur
C. On en dØduit que ℘(z) est une fonction elliptique de pØriodes ω1 et ω2. Notons
en￿n qu’au voisinage de z = ω, on a
℘(z) =
1
(z − ω)2 + fonction holomorphe,
ce qui signi￿e que les points ω ∈ Λ sont des p￿les doubles dont le rØsidu est nul.
Proposition 18. Le dØveloppement de ℘(z) en sØrie de Laurent au voisinage du
point 0 est donnØ par
℘(z) =
1
z2 +
∞ X
k=1
(2k + 1)G2k+2z2k,
oø
Gk ≡ Gk(Λ) =
X
ω∈Λ\{0}
1
ωk, k ≥ 4
et Gk = 0 pour k impaire.
DØmonstration. Au voisinage de z = 0, on a
℘(z) =
1
z2 + f(z),
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oø f(z) est une fonction holomorphe. On a
f(z) =
X
ω∈Λ\{0}

1
(z − ω)2 −
1
ω2

,
avec f(0) = 0. Comme ℘(z) est une fonction paire, alors au voisinage de z = 0 le
dØveloppement de f(z) en sØrie de Laurent a la forme
f(z) = a2z2 + a4z4 + ... + a2kz2k + ...,
avec
a2 =
g00(0)
2
= 3
X
ω∈Λ\{0}
1
ω4,
a4 =
g(4)(0)
4!
= 5
X
ω∈Λ\{0}
1
ω6,
. . .
a2k =
g(2k)(0)
(2k)!
= (2k + 1)!
X
ω∈Λ\{0}
1
ω2k+2,
Donc au voisinage de z = 0, ℘(z) admet un dØveloppement en sØrie de Laurent :
℘(z) =
1
z2 +
∞ X
k=1
(2k + 1)G2k+2z2k,
avec
Gk ≡ Gk(Λ) =
X
ω∈Λ\{0}
1
ωk, k ≥ 4.
Remarque 19. Donnons une autre preuve similaire ￿ la prØcØdente. Rappelons que :
1
1 − z
=
∞ X
k=0
zk, | z |< 1,
et
1
(1 − z)2 =

1
1 − z
0
=
∞ X
k=1
kzk−1 =
∞ X
k=0
(k + 1)zk, |z| < 1.
Donc pour |z| < ω, on a
1
(z − ω)2 −
1
ω2 =
1
ω2
"
1
 
1 − z
ω
2 − 1
#
=
∞ X
k=1
k + 1
ωk+2 zk.
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DŁs lors
℘(z) =
1
z2 +
X
ω∈Λ\{0}
∞ X
k=1
k + 1
ωk+2 zk.
En tenant compte du fait que la fonction ℘(z) est paire et que cette double sØrie est
absolument convergente, on obtient
℘(z) =
1
z2 + 3z2 X
ω∈Λ\{0}
1
ω4 + 5z4 X
ω∈Λ\{0}
1
ω6 + ...
DØ￿nition 20. Les deux nombres complexes g2 et g3 dØ￿nis par les sØries (dites
d’Eisenstein) :
g2 = 60
X
ω∈Λ\{0}
1
ω4,
g3 = 140
X
ω∈Λ\{0}
1
ω6,
s’appellent invariants (de Weierstrass) de la fonction ℘(z).
Proposition 21. La fonction ℘(z) est solution dans Λ de l’Øquation di￿Ørentielle :
(℘0(z))2 = 4(℘(z))3 − g2℘(z) − g3, (4)
oø g2 et g3 sont les invariants de la fonction ℘(z).
DØmonstration. En utilisant les notations g2 et g3 introduites dans la dØ￿nition
20, on rØcrit la fonction ℘(z) sous la forme
℘(z) =
1
z2 +
g2
20
z2 +
g3
28
z4 + ...
Les conditions de dØrivation terme ￿ terme de cette sØrie Øtant satisfaites, on obtient
℘0(z) =
−2
z3 +
g2
10
z +
g3
7
z3 + ...
En Ølevant ℘0(z) au carrØ et ℘(z) au cube, on obtient
(℘0(z))2 =
4
z6

1 −
g2
10
z4 −
g3
7
z6 + ...

,
et
(℘(z))3 =
1
z6

1 +
3g2
20
z4 −
3g3
28
z6 + ...

.
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DŁs lors,
(℘0(z))2 − 4(℘(z))3 + g2℘(z) = −g3 +
g2
2
20
z2 +
g2g3
28
z4 + ...
La fonction
(℘0(z))2 − 4(℘(z))3 + g2℘(z) + g3 =
g2
2
20
z2 +
g2g3
28
z4 + ...
est holomorphe au voisinage de z = 0 et elle est nulle en ce point. Or cette fonction
est doublement pØriodique, donc elle est holomorphe au voisinage de tout point du
parallØlogramme fondamentale et par consØquent elle est holomorphe dans tout C.
Comme elle n’a pas de p￿les, elle est bornØe dans le parallØlogramme fondamentale
(un compact) et donc bornØe dans C. D’aprŁs le thØorŁme de Liouville, cette fonction
est constante et puisqu’elle est nulle en 0, elle est donc identiquement nulle.
Proposition 22. La fonction ℘0(z) sannule au point a ∈ C tel que : −a ≡ a mod.
Λ, i.e, 2a ∈ Λ, a / ∈ Λ. Autrement dit, modulo Λ, ℘0(z) a trois zØros simples : ω1
2 , ω2
2 ,
ω1+ω2
2 . En outre, en posant e1 = ℘
 ω1
2

, e2 = ℘
 ω2
2

, e3 = ℘
 ω1+ω2
2

, on obtient
e1 6= e2 6= e3,
et 


e1 + e2 + e3 = 0,
e1e2 + e2e3 + e3e1 = −
g2
4 ,
e1e2e3 =
g3
4 .
DØmonstration. En tenant compte du fait que la fonction ℘0(z) est impaire et
qu’elle est doublement pØriodique, on obtient
℘0
ωk
2

= −℘0

−
ωk
2

,
= −℘0

−
ωk
2
+ ωk

,
= −℘0
ωk
2

,
oø k = 1,2 et donc ℘0  ωk
2

= 0. De mŒme, on a
℘0

ω1 + ω2
2

= −℘0

−
ω1 + ω2
2

,
= −℘0

−
ω1 + ω2
2
+ ω1 + ω2

,
= −℘0

ω1 + ω2
2

,
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et donc ℘0  ω1+ω2
2

= 0. D’aprŁs la proposition 21, on a
(℘0(z))2 = 4(℘(z))3 − g2℘(z) − g3,
= 4(℘(z) − e1)(℘(z) − e2)(℘(z) − e3).
Montrons que : e1 6= e2 6= e3. En e￿et, on a vu que la fonction ℘(z)−ej, (j = 1,2,3),
est elliptique, possŁde un p￿le double et un zØro double. DŁs lors, les relations :
℘(ω1
2 ) − e1 = 0 et ℘0(ω1
2 ) = 0 signi￿ent que la fonction ℘(z) − e1 a un zØro double
en ω1
2 ce qui implique que : e1 6= e2 et e1 6= e3 car sinon la fonction ℘(z) aurait
plus d’un zØro double, ce qui contredit la multiplicitØ. Pour les points ω2
2 et ω1+ω2
2 il
su￿t de faire un raisonnement similaire au prØcØdent. Par consØquent, e1 6= e2 6= e3.
Les autres relations entre les coe￿cients de l’Øquation (4) et ses racines, dØcoulent
immØdiatemment des propriØtØs des racines des Øquations algØbriques.
Remarque 23. En posant w = ℘(z), l’Øquation (4) s’Øcrit

dw
dz
2
= 4w3 − g2w − g3.
Or z → 0 lorsque w → ∞, donc
z =
Z w
∞
dw
p
4w3 − g2w − g3
. (5)
Autremant dit, la fonction w = ℘(z) s’obtient par inversion de l’intØgrale (5) (dite
intØgrale elliptique sous forme de Weierstrass). RØciproquement, si le polyn￿me 4w3−
g2w−g3 n’a pas de zØros multiples (i.e., son discriminant est non nul : g3
2−27g2
3 6= 0),
alors l’inversion de l’intØgale (5) conduit ￿ la fonction ℘(z) de Weierstrass.
Proposition 24. L’application
C/Λ −→ CP2, z 7−→ [1,℘(z),℘0(z)],z 6= 0,
0 7−→ [0,0,1],
est un isomorphisme entre le tore complexe C/Λ et la courbe elliptique E d’Øquation
a￿ne :
y2 = 4x3 − g2x − g3. (6)
DØmonstration. Il su￿t de poser x = ℘(z), y = ℘0(z) et d’utiliser l’Øquation
di￿Ørentielle (4).
Proposition 25. Soient u,v / ∈ Λ et u ± v / ∈ Λ, alors la fonction ℘(z) vØri￿e la loi
d’addition
℘(u) + ℘(v) + ℘(u + v) =
1
4

℘0(u) − ℘0(v)
℘(u) − ℘(v)
2
,
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ainsi que la formule de duplication
℘(2z) =
1
4

℘00(z)
℘0(z)
2
− 2℘(z).
GØomØtriquement, si P1 et P2 sont deux points distincts de la courbe elliptique E
d’Øquation a￿ne (6), alors E a trois points d’intersection avec la droite sØcante L =
P1P2 qui passe par P1 et P2. Dans le cas oø P1 = P2, alors L est la tangente ￿ la
courbe au point P1 = P2. Les coordonnØes du 3Łme point d’intersection s’expriment
comme fonctions rationnelles des deux autres.
DØmonstration. ConsidØrons la courbe elliptique E d’Øquation a￿ne
y2 = 4x3 − g2x − g3.
Soient P1 et P2 deux points distincts de E, ayant pour coordonnØes (x1 = ℘(u),y1 =
℘0(u)) et (x2 = ℘(v),y2 = ℘0(v)) respectivement. Soit y = ax + b l’Øquation de la
droite sØcante L = P1P2 qui passe par P1 et P2. Cette droite coupe la courbe E de
telle fa￿on que :
y2 = 4x3 − g2x − g3 = (ax + b)2,
ou ce qui revient au mŒme
ϕ(x) ≡ 4x3 − g2x − g3 − (ax + b)2 = 0.
ConsidØrons maintenant la fonction elliptique
f(z) = ℘0(z) − a℘(z) − b.
Comme ℘0(z) a un p￿le d’ordre 3 ￿ l’origine, il en est donc de mŒme pour f(z). Cette
fonction a donc trois zØros dont deux sont connus : z = u, z = v et un troisiŁme que
nous noterons provisoirement z = t. D’aprŁs la proposition 12, la somme des p￿les
est Øgale ￿ celui des zØros, d’oø
0 + 0 + 0 = u + v + t, (mod.Λ),
et donc t = −u − v. DŁs lors,
0 = f(u) = ℘0(u) − a℘(u) − b,
0 = f(v) = ℘0(v) − a℘(v) − b, (7)
0 = f(−u − v) = −℘0(u + v) − a℘(u + v) − b,
en tenant compte du fait que ℘(z) est paire et ℘0(z) est impaire. On dØduit immØ-
diatement des deux premiŁres Øquations que :
a =
℘0(u) − ℘0(v)
℘(u) − ℘(v)
,
b =
℘0(v)℘(u) − ℘0(u)℘(v)
℘(u) − ℘(v
.
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En rempla￿ant ces expressions dans la troisiŁme Øquation du systŁme (7), on obtient
la relation
℘0(u + v) = −
℘0(u) − ℘0(v)
℘(u) − ℘(v)
℘(u + v) −
℘0(v)℘(u) − ℘0(u)℘(v)
℘(u) − ℘(v)
. (8)
Par ailleurs, on a
ϕ(℘(z)) = 4℘3(z) − g2℘(z) − g3 − (a℘(z) + b)2,
= 4℘3(z) − −a2℘2(z) − (g2 + 2ab)℘(z) − g3 − b2,
et puisque
ϕ(℘(u)) = ϕ(℘(v)) = ϕ(℘(u + v)) = 0,
alors
℘(u) + ℘(v) + ℘(u + v) =
a2
4
.
En rempla￿ant a par sa valeur obtenue prØcØdemment, on obtient
℘(u) + ℘(v) + ℘(u + v) =
1
4

℘0(u) − ℘0(v)
℘(u) − ℘(v)
2
. (9)
Rappelons que la courbe E a deux points d’intersection P1 de coordonnØes (x1 =
℘(u),y1 = ℘0(u)) et P2 de coordonnØes (x2 = ℘(v),y2 = ℘0(v)) avec la droite sØcante
L = P1P2 passant par P1 et P2. On sait qu’il existe un troisiŁme point unique
P3 ∈ E ∩ L de coordonnØes (x3 = ℘(w),y3 = ℘0(w)). D’aprŁs le systŁme (7), les
coordonnØes (x3,y3) s’expriment en fonction de (x1,y1) et (x2,y2) comme suit
x3 = −(x1 + x2) +
1
4

y1 − y2
x1 − x2
2
,
y3 = ax3 + b =

y1 − y2
x1 − x2
"
−(x1 + x2) +
1
4

y1 − y2
x1 − x2
2#
+
y2x1 − y1x2
x1 − x2
.
Dans la formule (9), divisons le numØrateur et le dØnominateur par u − v,
℘(u) + ℘(v) + ℘(u + v) =
1
4
" ℘0(u)−℘0(v)
u−v
℘(u)−℘(v)
u−v
#2
.
En faisant tendre u et v vers z, on obtient
℘(2z) =
1
4

℘00(z)
℘0(z)
2
− 2℘(z),
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et les coordonnØes (x3,y3) du troisiŁme point P3 ∈ E ∩ L deviennent
x3 = −2x1 +
1
4

12x2
1 − g2
2y1
2
,
y3 = −y1 +
1
4

12x2
1 − g2
2y1

(x1 − x3).
Remarque 26. Notons que nous avons choisi a et b de telle fa￿on que :
0 = f(u) = ℘0(u) − a℘(u) − b,
0 = f(v) = ℘0(v) − a℘(v) − b.
Il faut donc que
det

℘(u) 1
℘(v) 1

= ℘(u) − ℘(v) 6= 0.
Evidemment si ℘(u)−℘(v) = 0, alors il su￿t de dØplacer u et v lØgØrement de fa￿on
￿ avoir ℘(u) − ℘(v) 6= 0. Le systŁme (7) s’Øcrit


℘0(u) ℘(u) 1
℘0(v) ℘(v) 1
−℘0(u + v) ℘(u + v) 1




1
a
b

 = 0,
et comme le dØterminant ci-dessus est 6= 0, alors on obtient la condition
det


℘0(u) ℘(u) 1
℘0(v) ℘(v) 1
−℘0(u + v) ℘(u + v) 1

 = 0,
i.e., la relation (8) obtenue prØcØdemment.
Soit EΛ l’ensemble des fonctions elliptiques. Cet ensemble est un espace vecto-
riel (et mŒme un corps). On note C(X) l’ensemble des fonctions rationnelles d’une
variable.
Proposition 27. On a EΛ = C(℘,℘0), i.e., toute fonction elliptique pour Λ est une
fonction rationnelle de ℘(z) et ℘0(z). Plus prØcisement, l’application
C(X) × C(X) −→ EΛ, (g,h) 7−→ f(z) = g(℘(z)) + ℘0(z)h(℘(z)),
est un isomorphisme entre espaces vectoriels.
DØmonstration. Soit f ∈ EΛ. On peut Øvidemment Øcrire f comme une somme
d’une fonction paire et d’une fonction impaire :
f(z) =
f(z) + f(−z)
2
+
f(z) − f(−z)
2
.
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La fonction ℘0(z) Øtant impaire, on rØecrit la fonction f sous la forme :
f(z) =
f(z) + f(−z)
2
+ ℘0(z)

f(z) − f(−z)
2℘0(z)

.
Comme les fonctions
f(z)+f(−z)
2 et ℘0(z)

f(z)−f(−z)
2℘0(z)

sont paires, il su￿t donc de
dØmontrer que le sous-corps des fonctions elliptiques paires par rapport ￿ Λ est
engendrØ par ℘(z). Soit donc f une fonction elliptique paire telle que : f 6= 0, f 6= ∞
aux points du parallØlogramme des pØriodes. (i.e., f n’a ni p￿le, ni zØro sur le rØseau).
Si z est un point tel que : f(z) = 0, alors comme f est paire, f(−z) = 0 et on aura
un ordre pair. DŁs lors, on peut toujours choisir des points : z1,...,zk,−z1,...,−zk
qui sont des zØros de f et des points p1,...,pk,−p1,...,−pk qui sont des p￿les de f.
ConsidØrons la fonction
g(z) =
k Y
j=1
℘(z) − ℘(zj)
℘(z) − ℘(pj)
.
La fonction ℘(z) Øtant paire, alors les zØros (resp. p￿les) de g(z) sont z = zj (resp.
pj) et z = −zj (resp. −pj). La fonction elliptique g(z) a les mŒmes p￿les et les mŒmes
zØros que f(z). DŁs lors, la fonction
g(z)
f(z) n’a pas de p￿les et n’a pas de zØros et d’aprŁs
le thØorŁme de Liouville elle est constante. Par consØquent,
f(z) = Cg(z), (C = constante),
= C
k Y
j=1
℘(z) − ℘(zj)
℘(z) − ℘(pj)
,
= fonction rationnelle de ℘(z).
Notons que si f a un p￿le ou un zØro dans le parallØlogramme des pØriodes, alors pour
se dØbarasser du p￿le ou du zØro, il su￿t de multiplier f(z) par (℘(z))j. Autrement
dit, la fonction f(z)(℘(z))j est paire, sans p￿les, ni zØros en (0,0) et c’est une fonction
rationnelle de ℘(z).
Remarque 28. Posons E+
Λ = {f ∈ EΛ : fpaire}. Dans la preuve prØcØdente, on
a montrØ que : E+
Λ = C(℘), i.e., le sous-corps des fonctions elliptiques paires par
rapport ￿ Λ est engendrØ par ℘(z).
Remarque 29. D’aprŁs la proposition 27, pour caractØriser le corps des fonctions
elliptiques on forme l’anneau quotient C[X,Y ] par l’idØal principal correspondant ￿
l’Øquation
Y 2 = 4X3 − g2X − g3.
Plus prØcisement, on a
EΛ = C(℘,℘0) ' C[X,Y ]/
 
Y 2 − 4X3 + g2X + g3

,
oø ℘ = X et ℘0 est identi￿Øe ￿ l’image de Y dans le quotient.
******************************************************************************
Surveys in Mathematics and its Applications 3 (2008), 27 ￿ 65
http ://www.utgjiu.ro/math/smaFonctions et intØgrales elliptiques 45
2.2 Fonction ζ de Weierstrass
La fonction ζ de Weierstrass (a ne pas confondre avec la fonction ζ de Riemann)
est dØ￿nie par
ζ(z) =
1
z
−
Z z
0

℘(z) −
1
z2

dz. (10)
Notons que la dØrivØe de cette fonction est
ζ0(z) = −℘(z). (11)
En rempla￿ant ℘(z) par (1) et aprŁs intØgration on obtient
ζ(z) =
1
z
+
X
ω∈Λ\{0}

1
z − ω
+
1
ω
+
z
ω2

. (12)
Proposition 30. a) La fonction ζ(z) est impaire.
b) ζ(z) n’est pas une fonction elliptique.
c) La fonction ζ(z) n’est pas pØriodique et on a
ζ(z + ωk) − ζ(z) = τk, (k = 1,2) (13)
oø τk sont des constantes.
d) Les nombres ωk et τk sont liØs par la relation de Legendre :
τ1ω2 − τ2ω1 = 2πi.
DØmonstration. a) En utilisant (11) et la paritØ de ℘(z), on obtient
(ζ(z) + ζ(−z))0 = ζ0(z) − ζ0(−z),
= −℘(z) + ℘(z),
= 0.
D’oø
ζ(z) + ζ(−z) = C,
oø C est une constante. En rempla￿ant ζ(z) par son expression (10), on obtient
Z z
−z

℘(z) −
1
z2

dz = C,
et
0 = lim
z→0
Z z
−z

℘(z) −
1
z2

dz = C.
Par consØquent ζ(z) = −ζ(−z), i.e., la fonction ζ(z) est impaire.
b) En e￿et, ζ(z) a des p￿les simples en ω et d’aprŁs la remarque 10, il n’existe pas
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de fonction elliptique de premier ordre.
c) D’aprŁs (11) et la fait que ℘(z) est doublement pØriodique, on a
(ζ(z + ωk) − ζ(z))0 = −℘(z + ωk) + ℘(z),
= −℘(z) + ℘(z),
= 0,
et par consØquent ζ(z + ωk) − ζ(z) = τk,(k = 1,2) oø τk sont des constantes.
d) Comme dans la preuve de la proposition 9, soit γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4 la frontiŁre
du parallØlogramme fondamental Π relativement au rØseau Λ, avec γ1 = [z0,z0 +
ω1],γ2 = [z0 + ω1,z0 + ω1 + ω2],γ3 = [z0 + ω1 + ω2,z0 + ω2] et γ4 = [z0 + ω2,z0].
Supposons que l’unique p￿le z = 0 de ζ(z) soit ￿ l’intØrieur de ce parallØlogramme,
sinon on peut toujours en vertu de la proposition 7 choisir un autre parallØlogramme
proche du prØcØdent de fa￿on ￿ ce que le p￿le en question soit ￿ son intØrieur. Le
rØsidu de ζ(z) au point z = 0 Øtant Øgal ￿ 1, on dØduit du thØorŁme des rØsidus que :
4 X
j=1
Z
γj
ζ(z)dz = 2πi. (14)
Notons que
Z
γ2
ζ(z)dz =
Z
[z0+ω1,z0+ω1+ω2]
ζ(z)dz,
=
Z
[z0,z0+ω2]
ζ(u + ω1)du, u ≡ z − ω1,
=
Z
[z0,z0+ω2]
ζ(z + ω1)dz,
et
Z
γ3
ζ(z)dz =
Z
[z0+ω1+ω2,z0+ω2]
ζ(z)dz,
=
Z
[z0+ω1,z0]
ζ(v + ω2)du, v ≡ z − ω2,
= −
Z
[z0,z0+ω1]
ζ(z + ω2)dz.
En rempla￿ant ces expressions dans eqrefe2.14, on obtient
Z
[z0,z0+ω1]
(ζ(z) − ζ(z + ω2))dz +
Z
[z0,z0+ω2]
(ζ(z + ω1) − ζ(z))dz = 2πi,
et d’aprŁs (13), Z
[z0,z0+ω1]
(−τ2)dz +
Z
[z0,z0+ω2]
τ1dz = 2πi,
i.e., τ1ω2 − τ2ω1 = 2πi.
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2.3 Fonction σ de Weierstrass
La fonction σ de Weierstrass est dØ￿nie par
σ(z) = ze
R z
0 (ζ(z)− 1
z)dz, (15)
et sa dØrivØe logarithmique est
(lnσ(z))0 =
σ0(z)
σ(z)
= ζ(z). (16)
En rempla￿ant ζ(z) par son expression (12), on obtient
σ(z) = z
Y
ω∈Λ\{0}

1 −
z
ω

e
z
ω+ 1
2(
z
ω)
2
. (17)
Proposition 31. a) σ(z) est une fonction impaire.
b) La fonction σ(z) vØri￿e la relation
σ(z + ωk) = −eτk(z+
ωk
2 ).σ(z), (k = 1,2),
oø τk sont des constantes.
DØmonstration. a) D’aprŁs (17), on a
σ(−z) = −z
Y
ω∈Λ\{0}

1 +
z
ω

e− z
ω+ 1
2(
z
ω)
2
,
= −z
Y
ω∈Λ\{0}

1 −
z
η

e
z
η+ 1
2
￿
z
η
￿2
, η ≡ −ω,
= −σ(z).
Une autre preuve consiste ￿ utiliser l’autre dØ￿nition (15) de σ(z). On a
σ(−z) = −ze
R −z
0 (ζ(u)− 1
u)du,
= −ze−
R z
0 (ζ(−v)+ 1
v)dv, v ≡ −u
= −ze−
R z
0 (−ζ(v)+ 1
v)dv, (ζest impaire)
= −ze
R z
0 (ζ(v)− 1
v)dv,
= −σ(z).
b) On a
σ0(z + ωk)
σ(z + ωk)
= ζ(z + ωk), d’aprŁs(16)
= ζ(z) + τk, d’aprŁs(13)
=
σ0(z)
σ(z)
+ τk, d’aprŁs(16).
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En intØgrant, on obtient
lnσ(z + ωk) = lnσ(z) + τkzCk, Ck ≡ constante
d’oø
σ(z + ωk) = eτkz+Ck.σ(z).
Pour z = −
ωk
2 , on a
σ
ωk
2

= e−
τkωk
2 eCkσ

−
ωk
2

.
Or σ(z) est impaire, donc
eCk = −e
τkωk
2 ,
et par consØquent σ(z + ωk) = −eτk(z+
ωk
2 ).σ(z), (k = 1,2).
Proposition 32. Soit f une fonction elliptique d’ordre n. DØsignons par a1,...,an
(resp. b1,...,bn) les zØros (resp. p￿les) de f dans le parallØlogramme des pØriodes. Ici
tous les zØros et les p￿les sont comptØs avec leurs ordres de multiplicitØs. Alors
f(z) = Cσ(z +
n X
j=2
aj −
n X
j=1
bj)
Qn
j=2 σ(z − aj)
Qn
j=1 σ(z − bj)
,
oø C est une constante.
DØmonstration. D’aprŁs la proposition 13, on a
n X
j=1
aj −
n X
j=1
bj = pØriode ≡ ω.
D’oø
n X
j=2
aj −
n X
j=1
bj = ω − a1.
ConsidØrons la fonction
g(z) = σ(z + ω − a1)
Qn
j=2 σ(z − aj)
Qn
j=1 σ(z − bj)
.
D’aprŁs la proposition 31 (point b)), on a
σ(z + ωk) = −eτk(z+
ωk
2 ).σ(z), (k = 1,2),
et comme σ(z) est une fonction impaire, alors
g(z + ωk) = e
τk(
Pn
j=1 bj−a1+ω−
Pn
j=2 aj)σ(z + a1 + ω)
Qn
j=2 σ(z − aj)
Qn
j=1 σ(z − bj)
,
= g(z).
La fonction
f(z)
g(z) n’a pas de p￿les dans le parallØlogramme des pØriodes. Puisque cette
fonction est doublement pØriodique, alors elle est bornØe sur C et par consØquent,
elle est constante en vertu du thØorŁme de Liouville.
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3 IntØgrales elliptiques et fonctions de Jacobi
Dans cette section, on va Øtudier les fonctions de Jacobi. Ce sont des fonctions
elliptiques du second ordre qui ont deux p￿les simples dans le parallØlogramme des
pØriodes. Ces fonctions interviennent souvent lors de la rØsolution de problŁmes pra-
tiques.
On appelle en gØnØral intØgrale elliptique [1] une intØgrale de la forme
Z
R

s,
p
P(s)

ds,
oø R est une fonction rationnelle ￿ deux variables et P(s) un polyn￿me de degrØ 3 ou
4 avec des racines simples. En gØnØral, cette intØgrale ne s’exprime pas au moyen de
fonctions ØlØmentaires c’est-￿-dire celles que l’on obtient en appliquant ￿ la variable s
les opØrations algØbriques (addition, soustration, multiplication, division) en nombre
￿ni, ainsi que les fonctions logarithmiques, trigonomØtriques et leurs inverses. Nous
verrons que les fonctions inverses de ces intØgrales elliptiques sont des fonctions
elliptiques. On montre qu’￿ l’aide de transformations ØlØmentaires, une intØgrale
elliptique se ramŁne ￿ l’une des formes canoniques (de Legendre) :
Z
ds
p
(1 − s2)(1 − k2s2)
,
Z r
1 − k2s2
1 − s2 ds,
Z
ds
(1 + ls2)
p
(1 − s2)(1 − k2s2)
,
oø k et l sont des constantes. La premiŁre de ces intØgrales est dite intØgrale elliptique
de premiŁre espŁce, la seconde intØgrale elliptique de seconde espŁce et la troisiŁme
intØgrale elliptique de troisiŁme espŁce. On peut Øcrire ces intØgrales sous une forme
un peu di￿Ørente, en posant s = sinϕ, et les intØgrales prØcØdentes s’Øcrivent
Z
dϕ
p
1 − k2 sin2 ϕ
,
Z q
1 − k2 sin2 ϕdϕ,
Z
dϕ
(1 + lsin2 ϕ)
p
1 − k2 sin2 ϕ
.
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En gØnØral, on adopte les notations suivantes :
F(k,ϕ) =
Z sinϕ
0
ds
p
(1 − s2)(1 − k2s2)
=
Z ϕ
0
dϕ
p
1 − k2 sin2 ϕ
,
E(k,ϕ) =
Z sinϕ
0
r
1 − k2s2
1 − s2 ds =
Z ϕ
0
q
1 − k2 sin2 ϕdϕ,
Π(k,l,ϕ) =
Z sinϕ
0
ds
(1 + ls2)
p
(1 − s2)(1 − k2s2)
=
Z ϕ
0
dϕ
(1 + lsin2 ϕ)
p
1 − k2 sin2 ϕ
.
On rencontre souvent des intØgrales oø la borne supØrieure est ϕ = Π
2 . Dans ce cas,
on Øcrit
F(k) =
Z 1
0
ds
p
(1 − s2)(1 − k2s2)
=
Z Π
2
0
dϕ
p
1 − k2 sin2 ϕ
,
E(k) =
Z 1
0
r
1 − k2s2
1 − s2 ds =
Z Π
2
0
q
1 − k2 sin2 ϕdϕ,
et ces intØgrales sont dites intØgrales elliptiques complŁtes respectivement de premiŁre
et de seconde espŁce. On montre que
F(k) =
Π
2

1 + (
1
2
)2 + (
1.3
2.4
)2k4 + (
1.3.5
2.4.6
)2k6 + ...

,
E(k) =
Π
2

1 − (
1
2
)2 − (
1.3
2.4
)2k4
3
− (
1.3.5
2.4.6
)2k6
5
− ...

.
ConsidØrons des intØgrales elliptiques de la forme
t =
Z s
0
ds
p
(1 − s2)(1 − k2s2)
, 0 ≤ k ≤ 1
et voyons avec un peu plus de dØtail les propriØtØs de cette intØgrale de premiŁre
espŁce tout en sachant que les propriØtØs des autres intØgrales s’obtiennent de fa￿on
similaire. Nous avons vu ci-dessus que le changement de variable s = sinϕ, ramŁne
cette intØgrale ￿ la forme
t =
Z ϕ
0
dϕ
p
1 − k2 sin2 ϕ
.
Nous envisagerons tout d’abord le cas oø k 6= 0 et k 6= 1. La fonction t(ϕ) dØ￿nie par
cette intØgrale est strictement croissante et dØrivable. Elle possŁde donc un inverse,
qu’on appelle amplitude de t et qui se note
ϕ = amt = am(t;k).
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Notons que si k = 0, alors
t =
Z s
0
ds
√
1 − s2 = arcsins,
d’oø s = sint. Pour k 6= 0, on note par analogie la fonction inverse de l’intØgrale en
question par
s = snt = sn(t;k),
que l’on nomme fonction elliptique de Jacobi (Lire s, n, t en dØtachant les lettres).
Le nombre k est appelØ module de la fonction. Lorsqu’il n’y a pas ambiguitØ sur le
module k, on Øcrit tout simplement snt au lieu de sn(t;k).
La fonction ϕ = amt est une fonction impaire strictement croissante de t. Elle
satisfait ￿
am(0) = 0,
∂am
∂t
(0) = 1.
Comme s = sinϕ, on peut donc Øcrire s = snt = sin(amt).
La deuxiŁme et troisŁme fonction elliptique de Jacobi sont dØ￿nies respectivement
par
cnt = cn(t;k) = cosamt,
et
dnt = dn(t;k) =
p
1 − k2sn2t.
Pour cnt, lire c, n, t en dØtachant les lettres. De mŒme, pour dnt, lire d, n, t en
dØtachant les lettres. L￿ aussi lorsqu’il n’y a pas ambiguitØ sur le module k, on Øcrit
tout simplement cnt (resp. dnt) au lieu de cn(t;k) (resp. dn(t;k)).
Proposition 33. On a
sn2t + cn2t = 1,
dn2t + k2sn2t = 1.
DØmonstration. En e￿et, on a
cnt = cosamt,
=
p
1 − sin2 amt,
=
p
1 − sn2t.
De mŒme, on a
dnt =
p
1 − k2sn2t,
=
p
1 − k2(1 − cn2t),
=
p
1 − k2sn2t.
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Remarque 34. Les pØriodes de la fonction snt sont 4K et 2iK avec
K =
Z 1
0
ds
p
(1 − s2)(1 − k2s2)
= F(k),
et
K0 =
Z 1
k
0
ds
p
(s2 − 1)(1 − k2s2)
=
Z 1
0
ds
p
(1 − r2)(1 − k02r2)
= F(k0),
oø k0 =
√
1 − k2 et s = 1 √
1−k02r2. De mŒme, les pØriodes de cnt sont 4K et 2K+2iK0
et celles de dnt sont 2K et 4iK0.
Proposition 35. On a
sn(0) = 0, cn(0) = 1, dn(0) = 1.
La fonction snt est impaire tandis que les fonctions cnt et dnt sont paires :
sn(−t) = −snt, cn(−t) = cnt, dn(−t) = dnt.
DØmonstration. En e￿et, les trois premiŁres relations sont Øvidentes. En ce qui
concerne les autres, par dØ￿nition si
t =
Z s
0
ds
p
(1 − s2)(1 − k2s2)
,
alors s = snt. DŁs lors,
−t =
Z −s
0
ds
p
(1 − s2)(1 − k2s2)
,
autrement dit, sn(−t) = −s = −snt. Des relations sn2t+cn2t = 1 et dn2t+k2sn2t =
1, on dØduit aisØment que
cn(−t) =
p
1 − sn2(−t) =
p
1 − sn2t = cnt,
et
dn(−t) =
p
1 − k2sn2(−t) =
p
1 − k2sn2t = dnt.
Proposition 36. Les dØrivØes des trois fonctions elliptiques de Jacobi sont donnØes
par
d
dt
snt = cnt.dnt,
d
dt
cnt = −snt.dnt,
d
dt
dnt = −k2snt.cnt.
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DØmonstration. En e￿et, par dØ￿nition si
t =
Z s
0
ds
p
(1 − s2)(1 − k02s2)
,
alors s = snt et on a
d
dt
snt =
p
(1 − sn2t)(1 − k02sn2t) = cnt.dnt.
Comme sn2t + cn2t = 1, alors
snt
d
dt
snt + cnt
d
dt
cnt = 0,
sntcntdnt + cnt
d
dt
cnt = 0,
sntdnt +
d
dt
cnt = 0.
De mŒme, de la relation dn2t + k2sn2t = 1, on dØduit que
dnt
d
dt
dnt + k2snt
d
dt
snt = 0,
d
dt
dnt + k2sntcnt = 0.
Proposition 37. Les fonctions elliptiques de Jacobi vØri￿ent les Øquations di￿Øren-
tielles :

d
dt
snt
2
=
 
1 − sn2t
 
1 − k2sn2t

,

d
dt
cnt
2
=
 
1 − cn2t
 
k02 + k2cn2t

,

d
dt
dnt
2
=
 
1 − dn2t
 
dn2t − k02
,cnt.
oø k0 =
√
1 − k2.
DØmonstration. En e￿et, la premiŁre Øquation a ØtØ obtenue dans la preuve de la
proposition prØcØdente. Concernant les deux autres Øquations, on a

d
dt
cnt
2
= sn2t.dn2t, (proposition 36)
=
 
1 − cn2t
 
1 − k2sn2t

, (proposition 33)
=
 
1 − cn2t
 
1 − k2  
1 − cn2t

, (proposition 33)
=
 
1 − cn2t
 
k02 + k2cn2t

,
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et

d
dt
dnt
2
= k4sn2t.cn2t, (proposition 36)
= k2  
1 − dn2t
 
1 − sn2t

, (proposition 33)
=
 
1 − dn2t
 
k2 −
 
1 − dn2t

, (proposition 33)
=
 
1 − dn2t
 
dn2t − k02
.
Corollaire 38. Les fonctions elliptiques de Jacobi : snt, cnt et dnt s’obtiennent par
inversion respectivement des intØgrales :
t =
Z w
0
dw
p
(1 − w2)(1 − k2w2)
,
t =
Z w
0
dw
p
(1 − w2)(k02 + k2w2)
,
t =
Z w
0
dw
p
(1 − w2)(w2 − k02)
.
oø k0 =
√
1 − k2.
DØmonstration. En posant w = sn dans la premiŁre Øquation di￿Ørentielle (pro-
position 37), on obtient
dw
dt
=
p
(1 − w2)(1 − k2w2),
et il su￿t de noter que :
w(0) = sn(0) = 0, (proposition 35)
dw
dt
(0) = sn0(0),
= cn(0).dn(0), (proposition 36)
= 1, (proposition 35).
De mŒme, en posant w = cn dans la seconde Øquation di￿Ørentielle (proposition
prØcØdente), on obtient
dw
dt
=
p
(1 − w2)(k02 + k2w2),
et il su￿t de noter que :
w(0) = cn(0) = 1, (proposition 35)
dw
dt
(0) = cn0(0),
= −sn(0).dn(0), (proposition 3.3)
= 0, (proposition 35).
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Et en￿n, en posant w = dn dans la troisiŁme Øquation di￿Ørentielle (proposition
prØcØdente), on obtient
dw
dt
=
p
(1 − w2)(w2 − k02),
et il su￿t de noter que :
w(0) = dn(0) = 1, (proposition 35)
dw
dt
(0) = dn0(0),
= −k2sn(0).cn(0), (proposition 3.3)
= 0 (proposition 35).
Examinons en￿n le cas oø k = 0 et k = 1.
Proposition 39. a) Quand k = 0, on a
am(t;0) = t, sn(t;0) = sint, cn(t;0) = cost, dn(t;0) = 1.
b) Lorsque k = 1, on a
sn(t;1) = tanht, cn(t;1) =
1
cosht
, cn(t;1) =
1
cosh2 t
.
DØmonstration. En e￿et, les deux premiŁres relations s’obtiennent directement en
utilisant la dØ￿nition de ces intØgrales tandis que les autres dØcoulent des relations
sn2t + cn2t = 1 et dn2t + k2sn2t = 1 (proposition 33).
b) En e￿et, pour k = 1 on a
t =
Z s
0
ds
1 − s2 =
1
2
ln(
1 + s
1 − s
) = argtanhs, s2 < 1,
et alors s = snt = tanht. Pour les autres relations, on a
cn(t;1) =
p
1 − sn2(t;1) =
p
1 − tanh2 t =
1
cosht
,
et
dn(t;1) = 1 − sn2(t;1) = 1 − tanh2 t =
1
cosh2 t
.
Proposition 40. Les fonctions snt, cnt, dnt satisfont respectivement aux formules
d’addition suivantes :
sn(t + τ) =
sntcnτdnτ + snτcntdnt
1 − k2sn2tsn2τ
,
cn(t + τ) =
cntcnτ − sntsnτdntdnτ
1 − k2sn2tsn2τ
,
dn(t + τ) =
dntdnτ − k2sntsnτcntcnτ
1 − k2sn2tsn2τ
.
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DØmonstration. ConsidØrons l’Øquation d’Euler [13] :
ds
p
P(s)
+
dr
p
P(r)
= 0,
oø P(ξ) = (1 − ξ2)(1 − k2ξ2),0 < k < 1. L’intØgrale de cette Øquation peut s’Øcrire
sous la forme
t + τ = C1, (18)
oø C1 est une constante et
t =
Z s
0
ds
p
P(s)
, τ =
Z r
0
dr
p
P(r)
,
avec s = snt et r = snτ. ConsidØrons maintenant le systŁme di￿Ørentiel
ds
dz
=
p
P(s), (19)
dr
dz
=
p
P(r).
On a
d2s
dz2 = s
 
2k2s2 − 1 − k2
,
d2r
dz2 = r
 
2k2r2 − 1 − k2
,
et
r
d2s
dz2 − s
d2r
dz2 = 2k2sr
 
s2 − r2
,
r2

ds
dz
2
− s2

dr
dz
2
=
 
r2 − s2 
1 − k2s2r2
.
Notons que
d
dz
 
r ds
dz − sdr
dz

 
r ds
dz + sdr
dz
 
r ds
dz − sdr
dz
 =
r d2s
dz2 − sd2r
dz2
r2  ds
dz
2
− s2  dr
dz
2,
donc
d
dz
 
r ds
dz − sdr
dz

r ds
dz − sdr
dz
=
2k2sr
k2s2r2 − 1

r
ds
dz
+ s
dr
dz

.
En intØgrant, on obtient
d
dz
ln

r
ds
dz
− s
dr
dz

=
d
dz
ln
 
k2s2r2 − 1

,
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d’oø
r
ds
dz
− s
dr
dz
= C2
 
1 − k2s2r2
,
oø C2 est liØe ￿ C1 par une relation de la forme : C2 = f(C1) avec f une fonction ￿
dØterminer. En tenant compte de (19), on obtient
r
p
P(s) + s
p
P(r) = C2
 
1 − k2s2r2
. (20)
Or
p
P(s) =
p
(1 − s2)(1 − k2s2),
=
p
(1 − sn2t)(1 − k2sn2t),
= cntdnt, (proposition 33),
p
P(s) = cnτdnτ,
donc l’Øquation (20) devient
sntcnτdnτ + snτcntdnt = C2(1 − k2sn2tsn2τ).
Rappelons que C2 = f(C1) = f(t + τ) (d’aprŁs (18)). DŁs lors pour τ = 0, on a
f(t) = snt. Donc
sntcnτdnτ + snτcntdnt
1 − k2sn2tsn2τ
= sn(t + τ).
Pour les deux autres formules, il su￿t d’utiliser un raisonnement similaire au prØcØ-
dent.
Remarque 41. En un certain sens, les fonctions elliptiques de Jacobi snt et cnt
gØnØralisent les fonctions trigonomØtriques sinus et cosinus.
4 Applications
4.1 Le pendule simple
Le pendule simple [2] est constituØ par un point matØriel suspendu ￿ l’extrØmitØ
d’un ￿l (ou une tige thØoriquement sans masse) astreint ￿ se mouvoir sans frottement
sur un cercle vertical. On dØsigne par l la longueur du ￿l (i.e., le rayon du cercle), g
l’accØlØration de la pesanteur et x l’angle instantanØ du ￿l avec la verticale. L’Øquation
du mouvement est
d2x
dt2 +
g
l
sinx = 0. (21)
Posons θ = dx
dt, l’Øquation (21) s’Øcrit
θdθ +
g
l
sinxdx = 0.
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En intØgrant, on obtient
θ2
2
=
g
l
cosx + C,
oø C est une constante. Pour dØterminer cette derniŁre, notons que lorsque t = 0,
x = x0 (angle initial), alors θ = 0 (la vitesse est nulle), d’oø
C = −
g
l
cosx0.
Par consØquent
l
2g

dx
dt
2
=
l
2g
θ2 = cosx − cosx0. (22)
Nous allons Øtudier plusieurs cas :
a) ConsidØrons le cas d’un mouvement oscillatoire, i.e., le cas oø la masse passe de
x = x0 (le plus grand angle atteint par le pendule; il y correspond une vitesse θ = 0)
￿ x = 0 (vitesse maximale). Comme cosx = 1−2sin2 x
2, alors l’Øquation (22) devient
l
4g

dx
dt
2
= sin2 x0
2
− sin2 x
2
. (23)
Posons
sin
x
2
= sin
x0
2
sinϕ,
d’oø
1
2
cos
x
2
dx = sin
x0
2
cosϕdϕ,
1
2
r
1 − sin2 x
2
dx = sin
x0
2
q
1 − sin2 ϕdϕ,
1
2
r
1 − sin2 x0
2
sin2 ϕdx = sin
x0
2
q
1 − sin2 ϕdϕ,
et donc
dx =
2sin x0
2
p
1 − sin2 ϕ
q
1 − sin2 x0
2 sin2 ϕ
dϕ.
Par substitution dans (23), on obtient

dϕ
dt
2
=
g
l
 
1 − k2 sin2 ϕ

,
oø
k = sin
x0
2
.,
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est le module et x0
2 l’angle modulaire. Notons que pour x = 0 on a ϕ = 0 et dŁs lors
t = ±
s
l
g
Z ϕ
0
dϕ
p
1 − k2 sin2 ϕ
.
D’aprŁs la section 3, on a donc
ϕ = ±am
r
g
l
t,
sinϕ = ±sinam
g
l
t = ±sn
r
g
l
t,
et par consØquent
sin
x
2
= ±sin
x0
2
sn
r
g
l
t.
b) ConsidØrons le cas d’un mouvement circulaire. On Øcrit l’Øquation (22) sous la
forme
l
2g

dx
dt
2
= 1 − 2sin2 x
2
− cosx0,
= (1 − cosx0)

1 − k2 sin2 x
2

,
oø
k2 =
2
1 − cosx0
,
avec k positif et 0 < k < 1. En tenant compte de la condition initiale x(0) = 0, on
obtient
dt = ±
s
2l
g(1 − cosx0)
Z ϕ
0
dϕ
p
1 − k2 sin2 ϕ
, ϕ =
x
2
.
Donc
ϕ = ±am
r
g(1 − cosx0)
2l
t,
et
x = ±2am
r
g(1 − cosx0)
2l
t.
c) ConsidØrons en￿n le cas d’un mouvement asymptotique. C’est le cas oø x0 = ±π
et l’Øquation (22) s’Øcrit
l
2g

dx
dt
2
= cosx + 1 = 2cos2 x
2
.
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D’oø
t = ±
1
2
s
l
g
Z x
0
dx
cos x
2
,
= ±
s
l
g
lntan
x
π
+
π
4

,
et
x = 4arctane±
√ g
l t − π.
On vØri￿e que x → ±π quand t → ∞.
Remarque 42. Pour des petites oscillations, on peut approcher sinx par x et l’Øqua-
tion (21) se ramŁne ￿ une Øquation linØaire,
d2x
dt2 +
g
l
x = 0,
dont la solution gØnØrale est immØdiate :
x(t) = C1 cos
r
g
l
t + C2
s
l
g
sin
r
g
l
t,
oø C1 = x(0) et C2 = dx
dt(0). Pour des petites oscillations la pØriode du pendule
(le temps nØcessitØ pour une oscillation complŁte; un aller-retour) est 2π
q
l
g. Par
contre, dans le cas des oscillations qui ne sont pas nØcessairement petites, la pØriode
vaut d’aprŁs ce qui prØcØde 4
q
l
g
R π
2
0
dx √
1−k2 sin2 x
avec k = sin x0
2 .
4.2 Equations d’Euler
Les Øquations d’Euler (On parle aussi de mouvement d’Euler-Poinsot du solide)
du mouvement de rotation d’un solide autour d’un point ￿xe, pris comme origine
du repŁre liØ au solide, lorsqu’aucune force extØrieure n’est appliquØe au systŁme,
peuvent s’Øcrire sous la forme [7, 8, 9] :



dm1
dt = (λ3 − λ2)m2m3,
dm2
dt = (λ1 − λ3)m1m3,
dm3
dt = (λ2 − λ1)m1m2.
(24)
oø (m1,m2,m3) est le moment angulaire du solide et λi ≡ I−1
i , I1,I2 et I3 Øtant les
moments d’inertie. Ces Øquations admettent deux intØgrales premiŁres quadratiques :
H1 =
1
2
 
λ1m2
1 + λ2m2
2 + λ3m2
3

,
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et
H2 =
1
2
 
m2
1 + m2
2 + m2
3

.
Nous supposerons que λ1,λ2,λ3 sont tous di￿Ørents de zero(c’est-￿-dire que le solide
n’est pas rØduit ￿ un point et n’est pas non plus concentrØ sur une droite). Dans
ces conditions, H1 = 0 entraine m1 = m2 = m3 = 0 et donc H2 = 0; le solide
est au repos. Nous Øcartons ce cas trivial et supposons dorØnavant que H1 6= 0 et
H2 6= 0. Lorsque λ1 = λ2 = λ3, les Øquations (24) montrent Øvidemment que m1, m2
et m3 sont des constantes. Supposons par exemple que λ1 = λ2, les Øquations (24)
s’Øcrivent alors
dm1
dt
= (λ3 − λ1)m2m3,
dm2
dt
= (λ1 − λ3)m1m3,
dm3
dt
= 0.
On dØduit alors que m3 = constante ≡ A et
dm1
dt
= A(λ3 − λ1)m2,
dm2
dt
= A(λ1 − λ3)m1.
Notons que
d
dt
(m1 + im2) = iA(λ1 − λ3)(m1 + im2),
on obtient m1 + im2 = CeiA(λ1−λ3)t, oø C est une constante et donc
m1 = C cosA(λ1 − λ3)t, m2 = C sinA(λ1 − λ3)t
L’intØgration des Øquations d’Euler est dØlicate dans le cas gØnØral oø λ1, λ2 et λ3
sont tous di￿Ørents; les solutions s’expriment ￿ l’aide de fonctions elliptiques. Dans
la suite nous supposerons que λ1, λ2 et λ3 sont tous di￿Ørents et nous Øcartons les
autres cas triviaux qui ne posent aucune di￿cultØ pour la rØsolution des Øquations
en question. Pour ￿xer les idØes nous supposerons dans la suite que : λ1 > λ2 > λ3.
GØomØtriquement, les Øquations
λ1m2
1 + λ2m2
2 + λ3m2
3 = 2H1, (25)
et
m2
1 + m2
2 + m2
3 = 2H2 ≡ r2, (26)
reprØsentent respectivement les Øquations de la surface d’un ellipsoide de demi-axes : q
2H1
λ1 (demi grand axe),
q
2H1
λ2 (demi axe moyen),
q
2H1
λ3 (demi petit axe), et d’une
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sphŁre de rayon r. Donc le mouvement du solide s’e￿ectue sur l’intersection d’un
ellipsoide avec une sphŁre. Cette intersection a un sens car en comparant (25) ￿ (26),
on voit que 2H1
λ1 < r2 < 2H1
λ3 , ce qui signi￿e gØomØtriquement que le rayon de la sphŁre
(26) est compris entre le plus petit et le plus grand des demi-axes de l’ellipso￿de (25).
Pour Øtudier l’allure des courbes d’intersection de l’Øllipso￿de (25) avec la sphŁre (26),
￿xons H1 > 0 et faisons varier le rayon r. Comme λ1 > λ2 > λ3, les demi-axes de
l’ellipso￿de seront 2H1
λ1 > 2H1
λ2 > 2H1
λ3 . Si le rayon r de la sphŁre est infØrieur au demi
petit axe 2H1
λ3 ou supØrieur au demi grand axe 2H1
λ1 , alors l’intersection en question
est vide ( et aucum mouvement rØel ne correspond ￿ ces valeurs de H1 et r). Lorsque
le rayon r est Øgal ￿ 2H1
λ3 , alors l’intersection est composØe de deux points. Lorsque le
rayon r augmente ( 2H1
λ3 < r < 2H1
λ2 ), on obtient deux courbes autour des extrØmitØs
du demi petit axe. De mŒme si r = 2H1
λ1 , on obtient les deux extrØmitØs du demi
grand axe et si r est lØgØrement infØrieur ￿ 2H1
λ1 , on obtient deux courbes fermØes
au voisinage de ces extrØmitØs. En￿n, si r = 2H1
λ2 alors l’intersection en question est
constituØe de deux cercles.
Proposition 43. Les Øquations di￿Ørentielles (24) d’Euler, s’intØgrent au moyen de
fonctions elliptiques.
DØmonstration. A partir des intØgrales premiŁres (25) et (26), on exprime m1 et
m3 en fonction de m2. On introduit ensuite ces expressions dans la seconde Øquation
du systŁme (24) pour obtenir une Øquation di￿Ørentielle en m2 et dm2
dt seulement. De
maniŁre plus dØtaillØe, on tire aisØment de (25) et (26) les relations suivantes
m2
1 =
2H1 − r2λ3 − (λ2 − λ3)m2
2
λ1 − λ3
, (27)
m2
3 =
r2λ1 − 2H1 − (λ1 − λ2)m2
2
λ1 − λ3
. (28)
En substituant ces expressions dans la seconde Øquation du systŁme (24), on obtient
dm2
dt
=
q 
2H1 − r2λ3 − (λ2 − λ3)m2
2
 
r2λ1 − 2H1 − (λ1 − λ2)m2
2

.
En intØgrant cette Øquation, on obtient une fonction t(m2) sous forme d’une intØgrale
elliptique. Pour rØduire celle-ci ￿ la forme standard, on peut supposer que r2 > 2H1
λ2
(sinon, il su￿t d’intervertir les indices 1 et 3 dans toutes les formules prØcØdentes).
On rØecrit l’Øquation prØcØdente, sous la forme
dm2 p
(2H1 − r2λ3)(r2λ1 − 2H1)dt
=
s
1 −
λ2 − λ3
2H1 − r2λ3
m2
2

1 −
λ1 − λ2
r2λ1 − 2H1
m2
2

.
En posant
τ = t
p
(λ2 − λ3)(r2λ1 − 2H1),
s = m2
r
λ2 − λ3
2H1 − r2λ3
,
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on obtient
ds
dτ
=
s
(1 − s2)

1 −
(λ1 − λ2)(2H1 − r2λ3)
(λ2 − λ3)(r2λ1 − 2H1)
s2

,
ce qui suggŁre de choisir comme module des fonctions elliptiques
k2 =
(λ1 − λ2)(2H1 − r2λ3)
(λ2 − λ3)(r2λ1 − 2H1)
.
Les inØgalitØs λ1 > λ2 > λ3, 2H1
λ1 < r2 < 2H1
λ3 et r2 > 2H1
λ2 montrent qu’e￿ectivement
0 < k2 < 1. On obtient donc
ds
dτ
=
p
(1 − s2)(1 − k2s2).
Cette Øquation admet la solution (on convient de choisir l’origine des temps telle que
m2 = 0 pour t = 0.)
τ =
Z s
0
ds
p
(1 − s2)(1 − k2s2)
.
La fonction inverse s(τ) constitue l’une des fonctions elliptiques de Jacobi : s = snτ,
qui dØtermine Øgalement m2 en fonction du temps, i.e.,
m2 =
s
2H1 − r2λ3
λ2 − λ3
· snτ.
D’aprŁs les ØgalitØs (27) et (28), on sait que les fonctions m1 et m3 s’expriment
algØbriquement ￿ l’aide de m2, donc
m1 =
s
2H1 − r2λ3
λ1 − λ3
·
p
1 − sn2τ,
et
m3 =
s
r2λ1 − 2H1
λ1 − λ3
·
p
1 − k2sn2τ.
Compte tenu de la dØ￿nition des deux autres fonctions elliptiques (voir section 3)
cnτ =
p
1 − sn2τ, dnτ =
p
1 − k2sn2τ,
et du fait que τ = t
p
(λ2 − λ3)(r2λ1 − 2H1), on obtient ￿nalement les formules
suivantes :

   
   
m1 =
q
2H1−r2λ3
λ1−λ3 cn

t
p
(λ2 − λ3)(r2λ1 − 2H1)

,
m2 =
q
2H1−r2λ3
λ2−λ3 sn

t
p
(λ2 − λ3)(r2λ1 − 2H1)

,
m3 =
q
r2λ1−2H1
λ1−λ3 dn

t
p
(λ2 − λ3)(r2λ1 − 2H1)

.
(29)
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Autrement dit, l’intØgration des Øquations d’Euler s’e￿ectue au moyen de fonctions
elliptiques.
Remarque 44. Notons que pour λ1 = λ2, on a k2 = 0. Dans ce cas, les fonctions
elliptiques snτ,cnτ,dnτ se rØduisent respectivement aux fonctions sinτ,cosτ,1. DŁs
lors de (29), on tire aisØment que

   
   
m1 =
q
2H1−r2λ3
λ1−λ3 cos
p
(λ1 − λ3)(r2λ1 − 2H1)t,
m2 =
q
2H1−r2λ3
λ1−λ3 sin
p
(λ1 − λ3)(r2λ1 − 2H1)t,
m3 =
q
r2λ1−2H1
λ1−λ3 .
On retrouve les solutions Øtablis prØcØdemment avec A =
q
r2λ1−2H1
λ1−λ3 et C =
q
2H1−r2λ3
λ1−λ3 .
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