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Özetçe —Evris¸imli yapay sinir ag˘ları (EYSA) bir derin ög˘-
renme yöntemi olarak son yıllarda imge sınıflandırma ve nesne
konumlandırma bas¸ta olmak üzere bilgisayarlı görü problem-
lerinin çözümü konusunda birçok bas¸arı elde etmis¸tir. Bunun
için farklı yapıda ve derinlikte birçok model gelis¸tirilmis¸tir.
Bu çalıs¸mamızda, leoparların resimler içerisindeki konumları
evris¸imli yapay sinir ag˘ları ile bulunmus¸tur. Konum bulmak
için, literaturde sıkça kullanılan: içinde nesne olan ve olmayan
imgelerle model eg˘itme ve bizim önerdig˘imiz: imgeden nesneye ait
bölgelerden ve nesneye ait olmayan bölgelerden alınan parçalar
ile model eg˘itme yöntemi kars¸ılas¸tırılmıs¸tır. Resimlerden parçalar
alınarak eg˘itilen modelin, tüm imge ile eg˘itilen modelere göre
üstün bas¸arı gösterdig˘i gözlenmis¸tir.
Anahtar Kelimeler—Derin yapay sinir ag˘ları, evris¸imli yapay
sinir ag˘ları, nesne tanıma, nesne konumlandırma.
Abstract—In recent years, Convolutional Neural Networks
(CNNs) have shown great performance not only in image clas-
sification and image recognition tasks but also several tasks of
computer vision. A lot of models which have different number of
layers and depths, have been proposed . In this work, locations
of leopards are tried to be identified by deep neural networks. To
accomplish this task, two different methods are applied. First of
them is training neural network using with entire images, second
of them is training neural networks using with image patches
which are cropped from full size of images. Patch training model
has shown better performance than full size of image trained
model.
Keywords—Deep neural networks, convolutional neural net-
works, object recognition, object localization.
I. GI˙RI˙S¸
Bilgisayarla görü alanında nesneleri tanımak için gelis¸-
tirilen algoritmalar, imgeler içinde yer alan nesneleri dog˘ru
bir s¸ekilde etiketlemeye ve o nesnelerin etrafını saracak bir
kutu çizmeye çalıs¸ırlar. Günümüze kadar bu amaç için birçok
algoritma gelis¸tirilmis¸tir. Bunlardan bazıları: anahtar nokta
torbası (Bag of keypoints [1]), yönlü gradyan histogramları
(Histogram of oriented gradients [2]) ve esnek parçalı mo-
delleme (Deformable Part Models [3]) yaklas¸ımları kullanan
çalıs¸malardır. Günümüzde ise evris¸imli yapay sinir ag˘ları
(EYSA) popülerlik kazanmıs¸tır.
Yapay sinir ag˘ları matematiksel olarak ilk defa 1943 yılında
modellenmis¸ olmasına rag˘men [4], sonraki yıllarda hakkında
yapılan olumsuz eles¸tiriler [5], bu alanda çalıs¸an aras¸tırmacıları
uzaklas¸tırmıs¸, yapılan yatırımları azaltmıs¸tır. 2012 yılında,
AlexNet [6], ILSVRC [7] yarıs¸masının imge sınıflandırma
kategorisinde üstün bir bas¸arı etmis¸ ve birinci sırayı alan
ilk EYSA olmus¸tur. Sonraki yıllarda EYSA’lar hep üstün
gelmis¸tir. Bu bas¸arım, aras¸tırmacıların dikkatini tekrardan bu
alana çekmis¸tir. 2015 yılında ResNet [8], kaybolan gradyan
problemine çözüm getirerek imge sınıflandırma ve nesne ta-
nıma kategorilerinde birinci olmus¸tur.
Nesne tanıma için gelis¸tirilmis¸ birçok EYSA modeli bu-
lunmaktadır. Bunlardan bazıları: OverFeat [9], Faster R-CNN
[10], Oquab et al. [11]’dır. OverFeat modelinde, EYSA önce
sınıflandırıcı olarak eg˘itilmis¸, daha sonra es¸iksiz en büyük is¸lev
(softmax) katmanı silinip yerine bag˘lanım (regression) katmanı
eklenerek nesnenin konumu tahmin edilmeye çalıs¸ılmıs¸tır.
Faster R-CNN [10] modelinde ise, nesnenin olası konumları
son evris¸im katmanı üzerinden kayan pencere yaklas¸ımı ile
otomatik olarak önerilmis¸ ve önerilen konumlar içinde nesne
aranmıs¸tır. Bu s¸ekilde önemli bir hız artıs¸ı sag˘lanmıs¸tır. Oquab
et al. [12], EYSA’ları imge sınıflandırması için kullanılmıs¸ olsa
bile nesne konumları hakkında bilgi verdig˘ini söylemis¸tir. Aynı
yazarlar daha sonraki bir çalıs¸mada [11], ag˘ yapısını deg˘is¸-
tirmis¸, yapay sinir ag˘larını eg˘itmek için sıkça kullanılan gö-
zetimli (supervised) eg˘itim yönteminin yerine, yarı-gözetimli
(weakly-supervised) bir eg˘itim yöntemi izleyerek nesnelerin
konumlarını bulmaya çalıs¸mıs¸tır. Yarı-gözetimli yöntemin iz-
lenmesindeki amaç, gözetimli eg˘itim yönteminin aksine, her
bir nesneyi kapsayan kutu çizimine gerek olmaması, bu sayede
veri kümesi hazırlamak için gereken insan is¸ gücünü büyük
ölçüde azalmasıdır.
Çalıs¸mamızda, EYSA ile imge içerisindeki nesnenin yerini
bulmak için iki farklı eg˘itim yöntemi izlenmis¸tir. I˙lk yön-
tem Overfeat’e [9] benzer bir yaklas¸ım olup, model nesneyi
içeren ve içermeyen imgeler ile eg˘itilmis¸tir ve ardından test
imgelerinde boyutu deg˘is¸en ve kayan pencereler yöntemi ile
nesne aranmıs¸tır. Bizim önerdig˘imiz yöntemde ise, her iki sınıf
için imgenin hedef nesneye ait olan ve olmayan yerlerinden978-1-5090-6494-6/17/$31.00 c©2017 IEEE
parçalar (yamalar) alınarak eg˘itim is¸lemi yapılmıs¸tır. Yapay
sinir ag˘ları, ResNet [8] modeli kullanılarak eg˘itilmis¸tir. Bas¸a-
rım test imgelerindeki leopar konumlarının dog˘ru bir s¸ekilde
bulunması olup, önerilen eg˘itim yönteminin, tüm imge ile
eg˘itim yöntemine göre daha bas¸arılı oldug˘u gözlenmis¸tir.
Bildirimizin dig˘er kısımları s¸u s¸ekilde organize edilmek-
tedir: Bölüm 2’de derin artık ög˘renme yöntemi anlatılmakta,
Bölüm 3’de veri kümesinin olus¸turulması hakkında bilgi veril-
mekte, 4. Bölüm’de, nesne konumlarını bulmak için uygulanan
yöntemler anlatılmakta, sonuçlar kısmı ise 5. Bölüm’de yer
almaktadır.
II. DERI˙N ARTIK ÖG˘RENME
EYSA modellerinin bas¸arım oranı kullanılan modelin sı-
nıflandırma kabiliyetine bag˘lıdır. Bunun için çalıs¸mamızda, en
güncel modellerden ResNet [8] modeli seçilmis¸tir. ResNet mo-
delinde, katman sayısı arttıg˘ında bas¸arımın düs¸mesi s¸eklinde
kendini gösteren bozulma (degradation) problemi için çözüm
üretilmis¸, derin artık ög˘renme (deep residual learning) yöntemi
önerilmis¸tir [8]. Derin artık ög˘renme yöntemi birçok artık
bloktan olus¸ur. Artık bloklar deg˘is¸en aralıklarla ve sıklıklarla
olus¸turulabilir. Genel denklem as¸ag˘ıda görülmektedir [13]:
yl = F (xl,Wl) + xl (1)
Denklem (1)’de yer alan xl girdi deg˘eri, y ise çıktı deg˘eridir.
Bir sonraki katman, xl+1 = f(yl) ile elde edilir. f ise
aktivasyon fonksiyonudur. F (xl,Wl) birden fazla evris¸im
katmanına sahip artık blokları temsil eder. xl aktivasyon
fonksiyonuna girdi olarak verilmeden artık ög˘renme blog˘unun
çıktı deg˘eri ile toplanır (S¸ekil 1 [8]). F (xl,Wl) + xl is¸lemi,
eleman eleman toplama is¸lemidir.
S¸ekil 1: Derin artık ög˘renme blog˘u.
Artık ög˘renme blog˘u, modelin karmas¸ıklıg˘ını arttırmaz.
Eleman eleman toplama is¸leminin yapılabilmesi için xl ve
F (xl,Wl)’nin in boyutlarının es¸it olması gerekmektedir. Eg˘er
xl ve F (xl,Wl) in boyutları es¸it deg˘il ise, düs¸ük boyut
denklem (2)’deki formül ile arttırılır [8]:
yl = F (xl,Wl) +Wsxl (2)
Artık ög˘renme blog˘u, F (xl,Wl), istenilen sayıda katmanda
olus¸abilir. Genellikle, iki ya da üç katman ile olus¸turulur.
Artık ög˘renme blog˘unun, bir katmana sahip oldug˘u modellerde
herhangi bir avantajı olmadıg˘ı gözlemlenmis¸tir.
S¸ekil 2: Parça veri kümesinden alınmıs¸ örnek resimler.
S¸ekil 3: Tüm imge veri kümesinden alınmıs¸ örnek resimler.
III. VERI˙ KÜMESI˙NI˙N OLUS¸TURULMASI
Resimlerdeki leopar konumlarının bulunması için iki farklı
sınıf olus¸turulmus¸tur. Bu sınıflar: leopar ve arkaplan sınıfla-
rıdır. Eg˘itim yöntemlerinin konum bulma üzerindeki etkisini
ölçebilmek için ise iki farklı eg˘itim kümesi olus¸turulmus¸tur.
Bu yöntemlerden birincisi parça tabanlı eg˘itim (bizim önerdi-
g˘imiz) yöntemi, ikinci yöntem ise literatürde sıkça kullanılan
tüm imge ile eg˘itim yöntemidir.
i) Parça (desen) tabanlı eg˘itim kümesi hazırlanırken: le-
oparların resimler içinde kapsadıg˘ı alanlardan 64x64 boyu-
tunda parçalar alınmıs¸ ve pozitif eg˘itim kümesi olarak kulla-
nılmıs¸tır. I˙mgeler içerisinde leopar içermeyen analardan alınan
64x64’lük parça örnekleri ise negatif eg˘itim kümesi olarak
kullanılmıs¸tır.
ii) Tüm imge ile eg˘itim kümesi hazırlanırken: leopar içeren
resimler 64x64 boyutuna ölçeklenmis¸, arka plan resimleri ha-
zırlanırken ise parça tabanlı eg˘itim kümesinin hazırlanmasında
oldug˘u gibi, resimlerin leopar içermeyen kısımlarından 64x64
boyutunda parçalar alınarak hazırlanmıs¸tır. Burada, öncesinde
leopar içermeyen tüm resimleri negatif küme olarak kullanma
yaklas¸ımı denenmis¸, eg˘itilen model imge sınıflandırma için çok
iyi bir performans göstermis¸ (%99.2) olmasına rag˘men nesne
konumlandırma için çok kötü bir performans vermis¸tir. Bunun
nedeninin tüm imgede daha çok detay olması, imgeden alınan
parçalarda ise daha az detay barındırması olarak deg˘erlendi-
rilmis¸tir. Netice olarak, parçalardan olus¸an negatif küme, bu
yaklas¸ım için daha iyi sonuç verdig˘i için tercih edilmis¸tir.
I˙ki veri kümesi arasındaki tek fark, birinci veri kümesinde
leopar sınıfı: pozitif örneklerden alınan parçalardan olus¸urken,
ikinci veri kümesinde leopar sınıfı: leopar içeren tüm imge-
lerden olus¸maktadır. Her iki veri kümesinden alınan örnek
resimler sırasıyla S¸ekil 2 ve S¸ekil 3’te görülmektedir. Her
bir sınıf, eg˘itim için yaklas¸ık olarak 800 imge içermektedir.
Modeller 78 adet leopar imgesi ile test edilmis¸tir.
IV. NESNE KONUMLANDIRMA
A. Sıcaklık Haritası
Nesne konumumunun bulunması için kayan pencere yakla-
s¸ımı izlenmis¸tir. Parça tabanlı veri kümesi ile eg˘itilen modelde,
64x64 boyutunda ve her adımda 16 piksel kayan pencereler
yapay sinir ag˘ına verilmis¸, sonuç deg˘erlerinin sıcaklık haritası
çizilmis¸tir. Tüm imge ile eg˘itilen model için ise tüm leopar
bedeni imge içerisinde arandıg˘ından ve leoparların boyutları
deg˘is¸tig˘inden klasik kayan pencereler yaklas¸ımı uygulanmıs¸,
en küçüg˘ü 64x64 olmak üzere boyutları büyüyen ve her
adımda 16 piksel kayan pencereler yapay sinir ag˘ına veril-
mis¸, ag˘ sonuçlarına göre sıcaklık haritası çizilmis¸tir. Sıcaklık
haritasında 16x16’lık bir kutucuk için elde edilebilecek en
yüksek deg˘er o kutucug˘u içeren her pencereden leopar sonucu
alınmasıdır.
B. Nesnenin Sınırlarının Çizilmesi
Sıcaklık haritası üzerinde nesne kutularının çizilmesi için,
sıcaklık haritası çıkarılan imgeler deg˘is¸en es¸ik deg˘erlerine göre
ikili (binary) imgeye çevirilmis¸tir. Görültüleri gidermek için:
açma (opening), kopan parçaları birles¸tirmek için ise kapama
(closing) morfolojik is¸lemleri uygulanmıs¸tır. Ardından, nesne
konumlarını bulmak için bag˘lı biles¸en algoritması kullanılmıs¸-
tır. Örnek bir imgenin sıcaklık haritası, ikili imgeye çevrilmis¸
hali, açma ve kapama is¸leminin sonucu, tahmin edilen nesne
konumu S¸ekil 4’te yer almaktadır. Parça tabanlı eg˘itim yöntemi
ile tüm imge eg˘itim yöntemi arasındaki farkı görselles¸tirmek
için, tahmin edilen nesne konumlarından bazılarına S¸ekil 5’te
yer verilmis¸tir.
Sıcaklık haritasından elde edilen tahmin penceresi ile elle
etiketlenen kapsayan kutunun örtüs¸me oranı denklem (3)’de
verilen formül ile hesaplanır. Örtüs¸me oranı es¸ik deg˘erin
üzerindeyse, tahmin dog˘ru olarak kabul edilir.
Örtüs¸me Oranı =
Kututahmin ∩Kutuetiket
Kututahmin ∪Kutuetiket (3)
Parça tabanlı modelin test seti üzerindeki dog˘ru tahmin
oranları Tablo I’de, tüm imge ile eg˘itilen modelin dog˘ru tahmin
oranları Tablo II’de yer almaktadır. Sonuçları daha iyi kavra-
yabilmek için farklı örtüs¸me oranları ve farklı es¸ik deg˘erleri
ile kars¸ılas¸tırma yapılmıs¸tır. Kullanılan es¸ik deg˘erleri sıcaklık
haritasından alınabilecek en yüksek deg˘er 1 olacak s¸ekilde
normalize edilmis¸, 0.4-0.8 arası es¸ik deg˘erlerinin sonuçları
raporlanmıs¸tır. Tablo I ve Tablo II’deki sonuçlara göre: parça
tabanlı eg˘itim yönteminin, tüm imgeler ile eg˘itim yöntemine
göre daha iyi bir performans gösterdig˘i gözlenmis¸tir. S¸ekil
5’teki örneklerden de görülebileceg˘i üzere bas¸arımdaki artıs¸ın
nedeni, önerilen yöntemin çog˘u durumda nesnenin sınırlarını
girinti çıkıntıları da dahil iyi bir s¸ekilde tespit etmesidir.
Sonuçlar, konum bilgisi bulunmak istenen imge, özel bir de-
sene sahipse, parça (desen) tabanlı eg˘itim yönteminin bas¸arıyı
arttıracag˘ı tezini dog˘rulamaktadır.
V. DEG˘ERLENDIRME
Bu çalıs¸mada iki farklı eg˘itim yöntemi ile leoparların
konumları bulunmaya çalıs¸ılmıs¸tır. Birincisi yöntemde, resim-
lerden alınan parçalar ile model eg˘itilmis¸, ikinici yöntemde ise
tüm imge ile eg˘itim yapılmıs¸tır. Parçalar ile eg˘itilen modelin,
(a)
(b)
(c)
(d)
S¸ekil 4: I˙mgenin sıcaklık haritası (a), sıcaklık haritasının ikili
imgeye çevrilmis¸ hali (b), açma (opening) ve kapama (closing)
is¸leminin sonucu (c), tahmin edilen nesne kutusu (d).
TABLO I: PARÇALAR I˙LE EG˘I˙TI˙LMI˙S¸ MODELI˙N BAS¸ARIM
TABLOSU.
Es¸ik Deg˘erleri
Örtüs¸me Oranları 0.4 0.5 0.6 0.7 0.8
0.5 0.97 0.94 0.94 0.85 0.74
0.6 0.92 0.87 0.83 0.70 0.47
0.7 0.76 0.66 0.56 0.41 0.18
tüm imge ile eg˘itilen modele göre üstün bir performans gös-
terdig˘i gözlenmis¸tir. Konum bilgisi bulunmak istenen nesne
eg˘er belirgin bir desene sahip ise, önerdig˘imiz parça tabanlı
eg˘itim yaklas¸ımının nesne konumlandırmada avantaj getire-
ceg˘i ortaya çıkmıs¸tır. Gelecekte, veri kümemizi genis¸leterek,
belirgin desene sahip farklı nesneler üzerinde çok sınıflı bir
konumlandırma çalıs¸ması yapmayı düs¸ünmekteyiz.
S¸ekil 5: Birinci sütundaki imgeler: parça tabanlı eg˘itim yön-
temi ile eg˘itilmis¸ modelin sıcaklık haritalarını belirtir, ikinci
sütundaki imgeler: tüm imge ile eg˘itilmis¸ modelin sıcak ha-
ritalarıdır, üçüncü sütunda yer alan mavi kutular: nesnelerin
gerçek kapsan kutuları, kırmızı kutular: parça tabanlı eg˘itim
yöntemi ile eg˘itilmis¸ modelin tahmin ettig˘i kutular, yes¸il ise
tüm ile eg˘itilmis¸ modelin tahmin ettig˘i kutulardır.
TABLO II: TÜM I˙MGE I˙LE EG˘I˙TI˙LMI˙S¸ MODELI˙N BAS¸A-
RIM TABLOSU. DÖRT FARKLI BÜYÜKLÜKTEKI˙ PENCERE I˙LE
NESNE ARANMIS¸TIR (64X64, 96X96, 128X128, 160X160).
Es¸ik Deg˘erleri
Örtüs¸me Oranları 0.4 0.5 0.6 0.7 0.8
0.5 0.83 0.77 0.58 0.41 0.19
0.6 0.60 0.51 0.37 0.23 0.03
0.7 0.23 0.29 0.18 0.06 0.0
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