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Abst rac t - -An  iterative method for solving the boundary integral equations of mixed-type bound- 
ary value problems i presented. A sequence consisting of pure Dirichlet and pure Neumann problems 
is defined, such that it converges to the solution of the original mixed problem in the Sobolev space 
H 1 (~, A). To speed up the iteration, multigrid tools are used in solving the above subproblems. 
The resulting method requires only O(N 2) operations, where N is the number of boundary nodes. 
This implies that the computational cost of the proposed method is significantly less than that of the 
traditional, direct solvers of boundary integral equations, in which O(N 3) operations are needed. 
Keywords- -Boundary element method, Iterative method, Multigrid method. 
1. INTRODUCTION 
The Multigrid Method, as it is well known, is an extremely powerful tool to solve various prob- 
lems. Traditionally, it was developed and has been mostly used for elliptic boundary value 
problems discretized by finite differences [1-4], and based on systematic multilevel discretization 
procedures. This approach considerably reduces the necessary computational cost. It  has been 
proved that the number of the necessary arithmetic operations is proportional to the first power 
of the number of gridpoints only, while the multilevel computations cause only a slight increase 
in memory requirements. 
The multigrid idea is not restricted to finite difference methods applied to partial differential 
equations. It  can be also applied to Fredholm integral equations of the second kind; see [2,5,6]. 
Therefore, it is very natural to attempt he use of the multigrid approach for solving also bound- 
ary integral equations, i.e., integral equations obtained from the Boundary Integral Equation (or 
Boundary Element) Method. As it is well known (see, e.g., [7]) the Boundary Element Method 
reduces the original n-dimensional differential equation to an (n -  1)-dimensional integral equa- 
tion which is defined on the boundary of the domain only. This results in a significant reduction 
of computational cost compared with the more traditional (finite difference and finite element) 
methods. More precisely, if the boundary has been discretized by O(N) gridpoints, the necessary 
computational cost is O(N3). However, since the matrices appearing in the discrete algebraic 
equations generally exhibit no advantageous properties (they are neither symmetric nor diag- 
onally dominant), the discrete equations can mostly be solved by using a direct method, e.g., 
Gaussian elimination. It  is expected that the computational cost can be reduced further if a more 
sophisticated method could be applied in solving the boundary integral equations. Unfortunately, 
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these integral equations are not of the second kind in general (apart from the relatively simple 
cases of the pure Dirichlet and pure Neumann problems). Therefore, the application of iterative 
and/or multigrid tools is not straightforward. It was pointed out by Bettess [8] that "iterative 
methods have not been used in boundary integral methods as they usually do not converge." As 
far as the author knows, at present his remains the case. 
In this paper, we investigate an iterative method for solving boundary integral equations pro- 
posed by G~sp£r [9,10]. The main idea is to convert he original mixed-t)z0e boundary value 
problem to a sequence of pure Dirichlet and pure Neumann problems, the solutions of which 
converge rapidly to the solution of the original (mixed) problem. To solve the above subprob- 
lems, the Boundary Integral Equation Method is applied. In the case of Dirichlet problems, we 
use an equivalent form of the boundary integral equations, based on the normal derivative of 
boundary integral operators resulting in certain hypersingular integral operators; see also [11]. 
Since these subproblems are of pure Dirichlet and Neumann type, the corresponding boundary 
integral equations are (or they can be converted to those, respectively) of the second kind, which 
makes it possible to apply multigrid tools in a more natural way. The resulting numerical method 
requires only O(N 2) operations (N is again the number of the boundary nodes), which seems 
much better than the computational cost of the traditional Boundary Element Method (O(N3)). 
2. AN ITERAT IVE  SOLUTION OF  ELL IPT IC  MIXED PROBLEMS 
As a model problem, consider the following mixed boundary value problem for the 2-dimen- 
sional Laplace equation: 
AU = 0, in f/, 
U r l  = U0 F l '  
i)U r2 = v0 , 
On F2 
(i) 
where f~ c R 2 is a bounded piecewise smooth domain with boundary F; F has the decomposition 
F = F 1 U F2, and n refers to the outward normal unit vector. Assume that the interior of both 
F1 and F2 are nonempty. Thus, the special cases of pure Dirichlet and pure Neumann problems 
are excluded. The function uo 6 H1/2(F) and the functional vo 6 H-I/2(F) are assumed to be 
known. 
Equation (1) is considered in the Sobolev space 
Hl(f~, A) := {U 6 Hi(12): AU 6 L2(f~)}, 
supplied with the graph norm: 
It is well known (see [12]), that the mixed problem (1) has a unique solution belonging to the 
space H l(f~, A). 
REMARK 1. The restrictions to the subspaces F1 and r 2 in (1) are understood in the generalized 
(distribution) sense. More precisely, consider the subspace 
url 0 } 
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which is closed in the Sobolev space H1/2(F); moreover, it is the closure of the subspace of all 
infinitely differentiable functions whose supports are contained in F2. Then, the notation 
U r, = u0 r, (2) 
implies that (vU - u0) belongs to the subspace W1 (where V : HI(f~) --* H1/2(F) denotes the 
usual trace operator). Let P be an arbitrary (not necessarily orthogonal) projector of the closed 
subspace W1, then equation (2) is valid if and only if P (7U - u0) = 7U - u0, that is, if 
PIVU = PlUo, (3) 
where 
P1 := I - P, (4) 
is also a (not necessarily orthogonal) projector (I denotes the identity operator). It is clear that 
for every u E H1/2(F), Plu is such a function that coincides with u along F1 in the above sense. 
Similarly, the notation 
O~nU r2 r2 = v0 (5) 
means that functionals SU and v0 are equal on subspace W1 (where/5 : HI (~,  A) --. H-1/2(F) 
denotes the trace operator of the normal derivative ~) .  This condition is fulfilled if and only if 
(~U - vo) Pu = 0 is valid for every u • H1/2(F); that is, if 
P2 U = P ,o, (6) 
where P2 is the adjoint of P: 
P2 := P*; (7) 
therefore P2 is a projector in the space H-1/2(F). For every v E H-1/2(F), P2 v coincides with 
v along F2 (that is, restricted to the subspace W1). 
Using the projectors P1, P2 defined by (4) and (7), respectively, equation (1) can be rewritten 
in the following form: 
AU = 0, in fl, 
PI'TU = PlUO, (8) 
P26U = P2vo. 
Note that the definition of the projector P2 can be based on another projector of WI, that may 
be different from P. 
Instead of applying the Boundary Integral Equation Method to (1) directly, we define a sequence 
of pure Dirichlet and Neumann type subproblems in such a way that it remains consistent with 
the original problem (1). Such a sequence can be easily derived using ~he form of equation (8). 
Let P1, P2 be projectors in the spaces H1/2(I ~) and H-1/2(F), respectively, as in Remark 1; 
assume that for every u E H1/2(F), Plu coincides with u along F1, and similarly, for every 
v E H-1/2(F),  P2v coincides with v along F2. Consider the following iteration sequence: 
AUn+I/2 = 0, in ~, 
Un+l/2 F = un + Pl(U° - un); 
(9) 
AU~+I = O, in f~, 
OUn+x r On = Vn+l/2 + P2(vo - vn+l/2); 
(io) 
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where, for every n > 1, un := Un r and v,~+1/2 := ( ~ )  r" The iteration starts from any 
arbitrary function U1 e Hl(fl, A). 
Equation (9) (respectively, (10)) is a pure Dirichlet (respectively, Neumann) problem. Without 
loss of generality, it can be assumed that the projector P2 is an operator such that 
f P2v dF = 0 
F 
holds for every v E H-I/2(F), therefore the Neumann problem (10) is always solvable, and the 
solution is defined uniquely up to an additive constant. For definiteness, we choose this constant 
in such a way that the equality 
Un+ldF =/uodF  
r~ r, 
is valid. It can be also assumed that the projector P1 leaves the constant functions unchanged. 
In this case, the right-hand side of the boundary condition in (9) is equal to 
(u,~ - PlUn) + PlUo, 
which is independent of the additive constant appearing in the definition of un. By comparing 
(9)-(10) with (8), it is clear that if U* E HI(f~, A) denotes the (unique) solution of (1) (and (8), 
consequently), then U* identically satisfies the iteration (9)-(10). 
REMARK 2. The main idea of the above iteration is as follows. In the first half-step of the 
iteration, we solve a pure Dirichlet problem supplied with a boundary condition which is exactly 
equal to that of the original problem (1) along F1. In the second half-step, the Neumann boundary 
condition of (1) is exactly satisfied along F2, and so on. Our goal is to assure that the iteration 
defined by (9)-(10) converges to U*, the exact solution of (1). To do this, it is expected that 
further restrictions have to be taken to the projectors P1 and P2- 
Let J be the so-called Dirichlet-to-Neumann mapping, that is, for every u E HU2(F), let Ju 
denote the normal derivative ou r (~-~) , where U is the solution of the Dirichlet problem 
AU = 0, in ~t, 
U r (11) = Uo 
It is well known that J is self-adjoint, and maps H1/2(F) continuously into the space H-1/2(F), 
and the subspace (ker J) consists of constant functions only. Consequently, J is an isomorphism 
between the one-codimensional closed subspaces 
ue H1/'(r): fudr = 0} c H1/2(r), 
F1 
{vEH-1 /2(F ) : /vdF=O} CH-1 /2(F ) 'F  
It can be easily seen that the iteration (9)-(10) has the following form: 
and 
un+l/2 -- ( I  - P1) u,~ + Pluo, 
Jun+l = (I - P2) JUn+l/2 -b P2vo, whence 
JUn+l = (I - P2) J ( I  - P1) Ul + (I - P2) JPluo + P2vo. 
(12) 
(13) 
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From (13), it is clear that the errors of the successive approximations satisfy the equality 
(un+i - u*) = J - i ( I  - P2) J ( I  - P1) (u~ - u*), (14) 
where u* = vU*, that is, u* is the trace of the exact solution of (8). 
By means of Banach's contraction theorem, we immediately obtain the following sufficient 
condition for convergence of (9)-(10). 
THEOREM 1. I f  the operator 
A:= J - i ( I  - P2) J ( I  - P1) (15) 
is a contractive mapping in the space H1/2(F), then the iteration defined by (9)-(10) is always 
convergent, starting from an arbitrary function belonging to H i ( f~, A ). The speed of convergence 
is at least that of a geometrical series. 
Note that the contractivity of the operator A depends on the proper choice of the projectors 
Pi and P2, as stated earlier. 
EXAMPLE. Consider the following projectors Q1 and Q2- For every u E H1/2(F), let Qiu be 
equal to U1 r' where U1 is the (unique) solution of the following mixed problem: 
AU1 = 0, in f~, 
U1 r, -- u rl '  (16) 
OU~on r2 = 0. 
Similarly, for every v E H-i/2(F), let Q2v := ~ where [/2 is the (unique) solution of the 
r '  
following mixed problem: 
AU2 = 0, in f/, 
u2 r, = 0, (17) 
OU2 r~ = v . 
-~n r~ 
Then, it can be easily seen that Q1 and Q2 axe projectors in the space H1/2(F) and H-1/2(F), 
respectively. Moreover, the corresponding operator A is the zero operator. 
THEOREM 2. With the above projectors Q1 and Q2 defined by (16)-(17), the operator 
A := 5-1(1 - Q2) J ( I  - Q1) 
is identically zero on the whole space H1/2(F). 
PROOF. It is sufficient o show that J ( I  - Q1) u = Q2Ju is valid for every u E H1/2(F). Let 
u E H1/2(F) be arbitrary, and denote by U and U1 the solutions of the following problems: 
AU = 0, in f/, 
V = u, 
F 
and 
&U1 = O, in ~, 
U1 F1 = U Fl '  
OUi r~ 
On = O. 
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Then their difference (U - U1) satisfies 
A(U - U1) = 0, in f~, 
(U - U1) rl = 0, 
O(U-  U1) _ 0U 
'on 7n  ra F2 
whence 
O ( U: "on- U I ) _ . .0~,. O U1 
Q2 Ju -  r= r -  ~ r = Ju -  JQ lu= J ( I -Q1)u '  
which proves the theorem. II 
This means that the operator behaves "ideally," that is, the iteration gives the exact solution 
of (1) after the first complete iteration step. Unfortunately, the projectors Q1, Q2 themselves are 
defined by special mixed boundary value problems, and therefore their evaluation is as difficult 
as the solution of the original problem. However, the contraction property is still valid for the 
operators which are sufficiently close to the above projectors (measured in the operator norm). 
More precisely: 
COROLLARY 3. There exists a positive constant 6 > O, such that the operator 
A := J - l ( I  - P2) J(X - P1) 
is a contraction in the space H1/2(r), provided that 11191 - QI[[ _< 6, lIP2 - Q2[[ _< 6. 
Thus, we have shown that under certain conditions, the iterative procedure (9)-(10) results 
in a sequence converging to the solution of the original mixed problem (1). This iteration is 
based on the successive solutions of pure Dirichlet and pure Neumann subproblems, which can 
be handled by the Boundary Integral Equation Method combined with very efficient special 
numerical techniques, uch as the multigrid method, for instance. The projectors P1, P2 can be 
defined by approximating the projectors Qx, Q2 on the next coarser grid, which again indicates 
the possible applicability of multigrid methods. In the next sections we discuss this question. 
3. THE B IEM SOLUTION PROCEDURE 
Now, let us apply the Boundary Integral Equation Method to the subproblems appearing in 
the iteration (9)-(10). First, we introduce our notations and summarize the main results. For a 
more detailed iscussion, see [7]. If U E H1(~2, A) satisfies the Laplace equation in the domain ft, 
then, by virtue of Green's third identity, U can be expressed as a sum of a double-layer and a 
single-layer potential in the following way: 
1 ~ 1 t 
U=-~Ku+~Rv,  (18) 
where u and v denote the traces of U 
OU 
u = ~/U = U v = ~U = 
r' ~ r ' 
and the integral operators K ~, R ~ can be written in the following form (in the 2-dimensional 
case ): 
f (z - y, %) 
(gtu)(z)  = 1 u(y) dFu, 
r 
1 (19) 
r 
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for an arbitrary inner point x • F (n~ denotes the outward normal unit vector at the point y • F, 
while (., .), I1" II refer to the usual Euclidean scalar product and norm, respectively). 
The operators K I and R I map the space Hl(fl, A) continuously into the space H1/2(F) and 
H-1/2(F), respectively. Applying the trace operator V to the both sides of equation (18), we 
obtain the following boundary integral equation: 
u + Ku  - Rv = 0, where (20) 
K := I + 7K',  R :='~R'. (21) 
Thanks to the well-known theorems concerning the jump of the double-layer potential along the 
boundary, it can be easily seen that if the boundary is smooth at the point x • F, then the 
operators K, R can be expressed by the same formulae (19) (with the obvious difference that 
x • F). Otherwise, the function (u + Ku) can be written as 
, f <= - y ,  ny)  u(x) + (Ku)(x) = a(x) u(x) + u(y) dF~, (22) 
F 
where a(x) denotes the solid angle of the boundary F at the point x E F. Obviously a(x) = lr, 
if F is smooth at the point x. 
As to the continuity aspects, K • L (H1/2(r)), moreover, it is completely continuous (com- 
pact). R • L (H-1/2(F), H1/2(F)), furthermore, R is self-adjoint. The subspace (ker R) is at 
most 1-dimensional, and R is an isomorphism between two one-codimensional subspaces (con- 
tained in H-1/2(F) and H1/2(F), respectively). 
REMARK 3. In higher dimensional problems, the operator R is always one-to-one and onto, 
therefore the inverse operator exists and is also continuous. In exceptional 2-dimensional cases, 
R may be not one-to-one: for instance, if ~ is the unit circle, R vanishes on constant functions. 
However, it can be easily shown that in these cases, if the unit of the coordinate system is changed 
by a positive factor A ~ 1, then the corresponding operator R becomes one-to-one. Consequently, 
R can be always assumed to be one-to-one and, therefore, an isomorphism between H1/2(F) and 
H-1/2(F). 
REMARK 4. From (20), it follows immediately that the Dirichlet-to-Neumann operator J can be 
expressed by the boundary integral operators as J = R-1 (I + K). 
Equation (20) is the boundary integral equation of the Laplace equation. Equation (20) is to 
be supplied with the corresponding boundary conditions as well. Once the boundary integral 
equation has been solved (i.e., both u and v are known along F), the solution of the Laplace 
equation can be obtained by the direct application of the formula (18), i.e., without solving any 
additional equation. 
If v • H-1/2(F) is given (Neumann problem), then equation (20) forms a Fredholm equation 
of the second kind. If u • H1/2(F) is given (Dirichlet problem), then equation (20) is of the first 
kind, which might be often uncomfortable from the computational point of view. However, it is 
possible to reformulate the boundary integral equation by introducing the operator 
Q = (I +K*)R- I ( I+  K), (23) 
where K* E L (H-1/2(F)) is the adjoint of K. Obviously Q = L (HI/2(F), H-1/2(I~)) and Q is 
self-adjoint. From (20) and (23), it follows that 
v + K*v - Qu = O, (24) 
which results in another equivalent boundary integral equation. Using (24), the Dirichlet prob- 
lem leads to another Fredholm equation which is now of the second kind. Of course, the expres- 
sion (23) is unusable for numerical computations, ince it contains the inverse operator R -1. We 
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show, however, that Q is the normal derivative of a double-layer potential, that is, equation (24) 
can be obtained by taking the normal derivatives on both sides of (18) (cf. also [11]). 
PROPOSITION 4. For every u E H1/2(F), the equality 
Qu = -~K '  u (25) 
holds, where 6 is the trace operator of the normM derivative, K '  is the double-layer potential  
defined by (19). 
PROOF. Let us apply the operator ~ to (18). We obtain: 
1 1 
v = -~ 6K 'u  + -~ 6R'v. 
Using the well-known properties of the single-layer potential, we have: 5R'v = v - K 'v ,  whence 
v + K*v  = -SKru .  Comparing this equality with (24), we have the proposition. | 
Proposition 4 implies that the opeator Q is defined by a hypersingular boundary integral 
(Cauchy principal value). From a numerical point of view, the boundary integral equations (20) 
and (24) can be handled by a traditional method of integral equations, e.g., the collocation 
method. In this approach, we can seek the functions u, v in piecewise constant or piecewise 
linear forms, requiring the equality of (20) or (24) in a selected finite set of boundary (nodal) 
points. Without going into details, we note that in this case, the coefficients of the resulting 
algebraic equation can be calculated analytically, so that no quadrature formula is needed. 
Returning to our iteration defined by (9), (10), let us apply the boundary integral formu- 
lations (20) and (24) to the Dirichlet and Neumann subproblems appearing in (9), (10). We 
obtain: 
( I  + K*)  vn+l = Q (un + Pl(uo - un)) ,  (26) 
(I + K) u,~+l = R (Vn+ 1 -~- P2(Vo - vn+l)) ,  
for every n > 1. The iteration starts from an arbitrary element of H1/2(F); the most straightfor- 
ward choice is u0. Thus, we have converted the boundary integral equation of the original mixed 
problem (1) 
u q- Ku-  Rv  = O, up1 = u° Pl' v F2 = vo r2' 
to the above sequence of boundary integral equations, all of which are of the second kind. 
4. IMPROVEMENT BY  US ING MULT IGRID TOOLS 
The boundary integral equations in (26) are of the second kind, which makes it possible to 
use the multigrid method, as pointed out by Schippers [5] and Hackbnsch [2,3]. Recall that the 
multigrid idea (which is a basically iterative technique) splits the improvement ofthe approximate 
solution x r of a (discretized) equation 
Ax = f (27) 
into two essentially different parts, namely: 
(a) the smoothing procedure based on an equivalent form of (27): 
x' := Bx '  + g; (28) 
(b) the coarse-grid correction based on the solution of the residual (or defect) equation: 
x' := x' + w, (29) 
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where the correction term w satisfies the defect equation: 
Aw = r := f - Ax'.  (30) 
(c) After the coarse grid correction a post-smoothing procedure is generally applied: 
x ~ := Bx ~ + g, 
using the same smoothing formula s in (a). 
The iteration (28) has to be repeated only a few times (typically 1-5 times). The coarse-grid 
correction is applied only once (V-cycle) or twice (W-cycle), in each multigrid cycle consisting of 
the steps (a)-(c). 
The discrete quation (27) is defined in a finite-dimensional space Xh (h refers to the mesh 
size), while the defect equation is solved on a ':coarser grid" X/~, where dimXH < dimXh, and 
thus the computational cost of the solution of the defect equation can be significantly reduced. To 
do this, proper inter-grid transfer operators, namely, a restriction Xh --~ XH and a prolongation 
XH --~ Xh should be also defined. Since the form of the defect equation (30) is quite similar to 
that of the original equation (27), in solving the defect equation we can apply the same idea by 
introducing a next coarser grid XH,, and so on. Thus, we obtain a multi-grid procedure based 
on a sequence of grids which often form nested subspaces. The definition of the grids as well 
as the inter-grid transfer operators can be essentially independent of the original problem. The 
crucial question is the proper choice of the smoothing operator B appearing in (28). We note that 
the convergence of the iterative formula (28) (i.e., the fact that the spectral radius of B is less 
than 1) is generally not assumed. Roughly speaking, the role of the smoothing procedure (28) is 
to reduce only "high-frequency" components ofthe error of the approximation (in certain sense). 
For further details, as well as convergence theorems concerning the multigrid methods, see, e.g., 
[1,2,4]. 
If the original problem (27) is a discretized from of the Fredholm equation of the second kind 
u + Ku  = f, 
then the smoothing procedure can be defined in a straightforward way, by applying the simplest 
Picard iteration: 
u' := - Ku  + f ,  
which results in a fast multigrid iteration under some regularity assumption concerning the dis- 
cretization; see [2,5]. 
Using the above ideas, we propose the following, recursively defined algorithm for solving our 
special boundary integral equations. Once the approximations un, vn have been defined on the 
finest grid, define the improved approximations un+l, Vn+l as described below: 
STEP 1. Determine the function Ql(u0 - Un), by solving the special mixed problem 
U rl OU AU=0,  =(u0-u~) , 7n =0,  
F1 F2 
on the next coarser grid. 
STEP 2. Apply a separate multigrid technique to the equation 
( /+ K*) Vn+x = Q (u,, + Q l (uo  - u . ) ) ,  
using a smoother based on the Picard iteration: 
! . _ _  
Vn+ 1 . - -  - -  K*Vn+l -I- Q (Un -[- Ql(U0 - ~tn)) 
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Determine the function Q2(v0 - vn+1) by solving the special mixed problem 
AU = O, U rl = 0, 07nU r~ = (v0 - v~+l) r2' 
on the next coarser grid. 
STEP 4. Apply a separate multigrid technique to the equation 
(I + K) u~+l = R (v~+l + Q2(v0 - vn+l)), 
using a smoother based on the Picard iteration: 
] 
Un+ 1 := - -  Kun+l + R (v,+l + Q2(v0 - vn+l)) • 
Steps 1-4 can be repeated iteratively. On the coarsest grid, the corresponding discrete quations 
are supposed to be solved exactly (using a direct method, for instance). 
Without going into details, we note that the well-known full raultigrid algorithm (i.e., when the 
starting approximation of the multigrid cycle is defined recursively by prolongating the solution 
on the next coarser grid) can be implemented without difficulty. 
Thanks to the multigrid approach, it can be easily seen that the necessary computational work 
is in the same order of magnitude as that of a single smoothing step. Since the discretization 
results in fully populated boundary integral matrices, the total number of operations i  O(N 2) 
only, where N is the number of the gridpoints introduced by the discretization of F. This yields a 
considerable r duction in the computational cost of the solution compared with the direct solvers. 
Note that, without multigridding, the BIEM solution requires O(N 3) operations in general, since 
a linear algebraic system with N unknowns is to be solved, whose matrix exhibits no advatageous 
properties. 
REMARK 5. We have found that, in Steps 1 and 3 much simpler projections P1, P2, based on 
piecewise linear and piecewise constant extensions can be also applied (despite that they are 
continuous in other Sobolev spaces only). Though convergence has not been proved for these 
special cases, the numerical results seem promising. 
REMARK 6. The Dirichlet and Neumann subproblems appearing in (9)-(10) could be also han- 
dled by converting them to boundary integral equations of the first kind. In this approach, from 
(12), (13), (20), and (24), it is clear that the iteration 
Rvn+l = (I + K) (un + P I (U0  - un)) , 
QUn+l = (I + K*) (Vn+ 1 + P2(v0  - Vn+l ) )  , 
(31) 
results in the same sequences a  the iteration (26), therefore it gives a convergent method provided 
that the projectors P1, P2 are sufficiently close to the projectors Q1 and Q2, respectively. To 
solve these subproblems of the first kind, special multigrid techniques can be applied, which 
exploit the fact that the operators R, Q are self-adjoint. See [13] for details. 
REMARK 7. The computational efficiency of the multigridded version of the iteration (26) 
achieves that of the traditional multigrid methods applied in finite difference context (the latter 
methods require also O(N 2) operations, provided that the applied grid is uniform, equidistant, 
and has the same spatial resolution). However, the method remains of boundary type, preserving 
all the advantages of these methods. 
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5. NUMERICAL  EXAMPLES 
We illustrate the above defined iterative method via two simple examples. In both examples, 
we used a standard collocation method to discretize the boundary integral equations. For the sake 
of simplicity, the boundary values, as well as the normal derivatives of the boundary solutions, 
were approximated bypiecewise constant functions, though they axe contained in different spaces 
and have different smoothness properties. Both examples are defined on the same rectangular 
domain: 12 := (-1, 1) × (0, 1). The first model problem has a smooth solution, while the second 
exhibits a weak singularity on the boundary, which caused somewhat slower convergence. In 
both examples, the boundary was discretized equidistantly by 6, 12, 24, 48, and 96 points in the 
different levels of discretization. 
We examined the distances between the approximate and the exact solutions of the discrete 
problems after the subsequent iterations. Though the solutions (u, v) of the boundary integral 
equations belong to the space H1/2(F) × H-1/2(F), for technical reasons the above distances were 
calculated with respect o the discrete L2-norm and H-l-norm, respectively. More precisely, 
U t denote by (Uh, Vh) the exact solution of the discrete problem and by (h,V~h) an approximate 
solution: then we characterized their distance by the relative rror 
Here the notation I I  IIo means the discrete L2-norm, while H" I[-1 refers to the discrete L2-norm 
of the primitive function taken along the boundary, that is, I1" I]-1 a discrete H-i-norm. We used 
these (weaker) L2- and H-l-norms rather than the more natural but much more sophisticated 
H 1/2- and H-X/2-norms. 
REMARK 8. The primitive function of v taken along the boundary F gives the trace of the 
function • conjugated to U, that is, for which the Canchy-Riemann equations 
OU 09  OU Oq~ 
Ox Oy ' Oy Ox ' 
are satisfied. Furthermore, its trace ¢ belongs to the space H1/2(F), and the H-1/2-norm (re- 
spectively, the H-l-norm) of v equals the HY/2-norm (respectively, L2-norm) of ~b (up to an 
equivalence of norms). 
EXAMPLE 1. Find a harmonic function U E Hi(12, A) such that the following mixed boundary 
conditions are satisfied: 
v-= 0, i fy = 0 and x E (-1,1), 
(33) 
u(x, y) = x 2 - y2, on the rest of the boundary, 
where u = ~,U, v = 6U, as earlier. Clearly, the unique solution of this problem is the harmonic 
polynomial 
U(x, y) = x 2 - y2, (34) 
which is analytical on the whole plane, and it is the real part of the complex-valued analytical 
function f ( z )  =- z 2. 
EXAMPLE 2. Find a harmonic function U E Hl(~, A) such that 
v=0,  i fy=0andxc  (0,1), 
) u(x, y) = x + ~ , on the rest of the boundary. 
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It can be easily seen that the (unique) solution is the real part of the complex function f ( z )  = z 1/2, 
and can be expressed as 
As can be easily verified, the solution still belongs to Hl(f~), but has a weak singularity at the 
origin. This is the simplest example for a singularity due to the abrupt change in the type of the 
boundary conditions, which is typical in mixed problems. 
In both examples, we used the iteration scheme defined by (26). In each iteration step, a 
multigrid procedure of the above type was implemented, in which the solutions of the pure 
Dirichlet and Neumann problems were replaced by performing a fixed number of Picard iterations, 
still resulting in a convergent iteration. 
Table 1 shows the relative errors, expressed in percentages, defined by (32) as well as the 
computed error reduction factors after the first 6 iterations carried out on the finest grid. 
Table 1. Convergence experiences in the model problems, finest grid. 
Iteration number 1 2 3 4 5 6 
Relative errors (%); Ex. 1 22.92 4.594 1.172 0.3267 0.0944 0.0277 
Reduction factors; Ex. 1 0.266 0.200 0.255 0.278 0.288 0.293 
Relative errors (%); Ex. 2 11.32 4.432 1.565 0.5248 0.1746 0.0585 
Reduction factors; Ex. 2 0.157 0.391 0.261 0.335 0.332 0.335 
Smaller errors can be achieved if the iteration starts from the approximate solution prolongated 
from the next coarser grid, where the iteration is defined recursively. On the coarsest grid, we 
solved the discrete problem exactly, and then we performed only 3 iterations at each level of 
discretization. The results are summarized in Table 2. 
Table 2. Convergence experiences in the model problems, multilevel approximations. 
Level 1 2 3 4 5 (finest) 
Relative errors (%); Example 1 - 0.0525 0.0663 0.0425 0.0261 
Relative errors (%); Example 2 - 0.0280 0.0255 0.1105 0.1812 
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