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Convergence
Let T be a positive invertible linear operator with positive inverse on some Lp(μ), 1
p < ∞, where μ is a σ -ﬁnite measure. We study the convergence in the Lp(μ)-norm and
the almost everywhere convergence of the bilinear operators
An( f1, f2) =
(
1
2n + 1
n∑
i=−n
T i f1(x)
)(
1
2n + 1
n∑
i=−n
T i f2(x)
)
for functions f1 ∈ Lp1 (μ) and f2 ∈ Lp2 (μ), 1 p, 1 < p1, p2 < ∞, 1/p1 + 1/p2 = 1/p. It
turns out to be that the convergence in Lp(μ) is equivalent to the dominated estimate
for the ergodic maximal operator associated to An and to the uniform boundedness of
the operators An . It is also shown that the convergence in the Lp(μ)-norm implies the
almost everywhere convergence. On the one hand, the key facts to prove these results
are transference arguments and the connection with a new class of weights recently
introduced by Lerner et al. (2009) [4]. On the other hand, our main result can be viewed
as the ergodic counterpart of one of the main results in the above cited paper.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let (X,F ,μ) be a σ -ﬁnite measure space. Let T be a positive invertible linear operator with positive inverse on
some Lp(μ), 1 p < ∞. It is known [2] that there exist a positive measurable function g and an invertible positive opera-
tor Φ acting on measurable functions such that
T f (x) = g(x)Φ f (x).
In fact, Φ is induced by a σ -endomorphism of the σ -algebra F modulo null sets and (Φ( f ))q = Φ( f q), q > 0. It follows
that for each i ∈ Z, T i f (x) = gi(x)Φ i f (x), gi+ j = g jΦ j(gi), and there exists a positive measurable function Hi [2] such that∫
X
∣∣T i f (x)∣∣pHi(x)dμ(x) = ∫
X
∣∣ f (x)∣∣p dμ(x)
for all f . For each nonnegative integer number n, we consider the averages
An f (x) = 1
2n + 1
n∑
i=−n
T i f (x).
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M f (x) = sup
n0
An| f |(x).
The convergence of the averages in the Lp-norm and in the almost everywhere sense was studied in [5] and in [6], where
dominated ergodic theorems were established. We quote the following result.
Theorem 1.1. (See [5,6].) Let (X,F ,μ) be a σ -ﬁnite measure space. Let T be a positive invertible linear operator with positive inverse
on some Lp(μ), 1 < p < ∞. The following statements are equivalent.
(a) There exists C > 0 such that
∫
X |M f |p dμ C
∫
X | f |p dμ for all f ∈ Lp(μ).
(b) There exists C > 0 such that supn0 ‖An f ‖p  C‖ f ‖p for all f ∈ Lp(μ).
(c) The averages An f converge in the Lp norm as n → ∞ for all f ∈ Lp(μ).
(d) For almost every x ∈ X, the functions on the integers i → Hi(x) satisfy the discrete Ap(Z) Muckenhoupt condition (see Section 2),
with a constant independent of x.
Each one of the above conditions implies that the averages An f converge a.e. for all f ∈ Lp(μ).
The key steps in the proof of the above theorem are the connection with the theory of Muckenhoupt weights and
transference arguments.
Assume now that 1 < p1, p2 < ∞ and the averages An f1 and An f2 converge in the Lp1 -norm and in the Lp2 -norm
respectively for all f1 ∈ Lp1(μ) and all f2 ∈ Lp2(μ). It follows immediately that the bilinear operators
An( f1, f2) = An( f1)An( f2)
converge in Lp(μ) for all f1 ∈ Lp1(μ) and all f2 ∈ Lp2 (μ), where 1/p = 1/p1 + 1/p2. This paper is devoted to characterize
the Lp(μ) convergence of the bilinear averages. In particular we shall prove that the convergence in Lp(μ) of the bilinear
averages holds if and only if the operators An are uniformly bounded which turns out to be equivalent to the boundedness
of the bilinear ergodic maximal operator
M( f1, f2)(x) = sup
n0
An
(| f1|, | f2|)(x)
from Lp1(μ) × Lp2(μ) into Lp(μ). We remark that our characterization shows that one can have convergence in Lp(μ) of
the bilinear averages An( f1, f2) for all f1 ∈ Lp1 (μ) and all f2 ∈ Lp2(μ) without having convergence in Lp1(μ) or in Lp2(μ)
of the averages An f1 and An f2 (see a general example in Section 4). Furthermore, the convergence in Lp(μ) of the bilinear
averages implies the almost everywhere convergence of these bilinear averages. The precise statement of our result and its
proof is in Theorem 3.1. As in Theorem 1.1, the theory of weights plays an important role. Here we need a new class of
weights introduced in [4]. The next section is devoted to establish the results we need about weights.
Notice that we use the same notation An and M for the linear and the bilinear operators since there is no possible
misunderstanding. Throughout the paper, we shall proceed in the same way when treating bilinear operators induced by
other linear operators.
As usual, the letter C will stand for a constant not necessarily the same at each occurrence and if 1 < p < ∞ then p′ will
denote its conjugate exponent, i.e., the number such that p + p′ = pp′ .
2. Weights on the integers
Let a be a sequence, that is, a function deﬁned on the integers. The Hardy–Littlewood maximal function of a is deﬁned
by
ma( j) = sup
n0
1
2n + 1
n∑
i=−n
∣∣a( j + i)∣∣.
The discrete version of the well-known results for Muckenhoupt Ap weights are in the following theorems.
Theorem 2.1. (See [7].) Let 1 < p < ∞ and let w be a nonnegative function on the integers. The following statements are equivalent.
(a) m is bounded on p(w), that is, there exists C > 0 such that
∞∑
j=−∞
∣∣ma( j)∣∣pw( j) C ∞∑
j=−∞
∣∣a( j)∣∣pw( j)
for all sequences a.
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n∑
j=m
w( j)
) 1
p
(
n∑
j=m
w1−p′( j)
) 1
p′
 C(n −m + 1)
for all integers m and n with m n.
Theorem 2.2. (See [7].) Let w be a nonnegative function on the integers. The following statements are equivalent.
(a) m applies 1(w) into weak-1(w), that is, there exists C > 0 such that∑
{ j: ma( j)>λ}
w( j) C
λ
∞∑
j=−∞
∣∣a( j)∣∣w( j)
for all λ > 0 and all sequences a.
(b) w ∈ A1(Z), that is, there exists C > 0 such that
mw( j) Cw( j)
for all j ∈ Z.
Remarks 2.3. The following properties are well known in the continuous case [1] (the proofs in the discrete setting are
similar).
(a) If w ∈ Ap(Z) and 1 p < q then w ∈ Aq(Z).
(b) If w ∈ A1(Z) and 1 < p < ∞ then w1−p ∈ Ap(Z).
(c) If a is a sequence such that ma( j) < ∞ for all j and 0 < δ < 1 then w = (ma)δ ∈ A1(Z) with a constant depending on δ
but independent of a.
Let us consider now two sequences a and b. The bilinear Hardy–Littlewood maximal operator is deﬁned by
m(a,b)( j) = sup
n0
(
1
2n + 1
n∑
i=−n
∣∣a( j + i)∣∣)( 1
2n + 1
n∑
i=−n
∣∣b( j + i)∣∣).
(As before, we use the same letter m for the Hardy–Littlewood maximal operator linear and the bilinear Hardy–Littlewood
maximal operator.) Recently, the good weights for the bilinear maximal operator m(a,b) have been characterized in [4] (the
authors study the continuous case, being similar the discrete case). We shall need the following result.
Theorem 2.4. (See [4].) Let 0 < p < ∞, 1 < p1, p2 < ∞, 1/p = 1/p1 + 1/p2 . Let w, u and v be three nonnegative sequences such
that w1/p = u1/p1 v1/p2 . The following statements are equivalent.
(a) The bilinear Hardy–Littlewood maximal operator m is bounded from p1 (u) × p2 (v) into p(w), that is, there exists C > 0 such
that ( ∞∑
j=−∞
∣∣m(a,b)( j)∣∣pw( j)) 1p  C( ∞∑
j=−∞
∣∣a( j)∣∣p1u( j)) 1p1 ( ∞∑
j=−∞
∣∣b( j)∣∣p2 v( j)) 1p2
for all pairs of sequences a and b.
(b) (w,u, v) ∈ A−→p (Z), that is, there exists C > 0 such that(
n∑
j=m
w( j)
) 1
p
(
n∑
j=m
u1−p′1( j)
) 1
p′1
(
n∑
j=m
v1−p′2( j)
) 1
p′2
 C(n −m + 1)2
for all integers m and n with m n.
(c) w ∈ A2p(Z), u1−p′1 ∈ A2p′1 (Z) and v1−p
′
2 ∈ A2p′2(Z).
The results stated in this section can be proved as in the continuous case, writing the corresponding proof on the
integers. For the convenience of the reader, we provide a proof of Theorem 2.4 in Section 5. This proof reduces the discrete
case (Theorem 2.4) to the continuous case (the result in [4], see Theorem 5.1). The other theorems in this section can be
proved in a similar way.
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In order to give a precise statement of our result, we ﬁx our setting. We shall assume that we have an operator deﬁned
on measurable functions by
T f (x) = g(x)Φ f (x),
where g is a positive measurable function and Φ is an invertible positive operator acting on measurable functions induced
by a σ -endomorphism of the σ -algebra F modulo null sets. In particular, we have the following properties: (Φ f )q = Φ( f q),
q > 0, and f1 = f2 a.e. implies Φ( f1) = Φ( f2) a.e. Obviously, for each integer i, T i f (x) = gi(x)Φ i f (x), where g0 = 1, g1 = g
and gi+ j = g jΦ j(gi) for all integers i and j. The main result of this paper is in the following theorem.
Theorem 3.1. Let (X,F ,μ) be a σ -ﬁnite measure space. Let 1  p, 1 < p1, p2 < ∞, 1/p1 + 1/p2 = 1/p. Let T be as above. The
following statements are equivalent.
(a) The bilinear averages An( f1, f2) converge in the Lp(μ) norm as n → ∞ for all f1 ∈ Lp1 (μ) and all f2 ∈ Lp2(μ).
(b) There exists C > 0 such that
sup
n0
∥∥An( f1, f2)∥∥p  C‖ f ‖p1‖ f2‖p2
for all f1 ∈ Lp1 (μ) and all f2 ∈ Lp2 (μ).
(c) There exists C > 0 such that∥∥M( f1, f2)∥∥p  C‖ f1‖p1‖ f2‖p2
for all f1 ∈ Lp1 (μ) and all f2 ∈ Lp2 (μ).
(d) For each integer i there exists a positive measurable function Hi such that
(1)
∫
X |T i f (x)|2pHi(x)dμ(x) =
∫
X | f (x)|2p dμ(x).
(2) For almost every x ∈ X, the functions on the integers wx(i) = Hi(x), ux(i) = Hi(x)/gp1−2pi (x) and vx(i) = Hi(x)/gp2−2pi (x)
satisfy the following discrete Ap(Z) Muckenhoupt conditions with a constant independent of x: wx ∈ A2p(Z), u1−p
′
1
x ∈
A2p′1 (Z), v
1−p′1
x ∈ A2p′2(Z).
Each one of the above conditions implies that:
(e) The bilinear averages An( f1, f2) converge a.e. as n → ∞ for all f1 ∈ Lp1 (μ) and all f2 ∈ Lp2 (μ).
Remarks 3.2. (i) Notice that the functions ux and vx in (d) satisfy∫
X
∣∣T i f (x)∣∣p1ux(i)dμ(x) = ∫
X
∣∣ f (x)∣∣p1 dμ(x)
and ∫
X
∣∣T i f (x)∣∣p2 vx(i)dμ(x) = ∫
X
∣∣ f (x)∣∣p2 dμ(x).
We point out also that (d) (2) in Theorem 2.4 can be stated as (wx,ux, vx) ∈ A−→p (Z) for almost every x and with a constant
independent of x.
(ii) Assume that the linear averages An are uniformly bounded in Lp1 (μ) and in Lp2 (μ). Then the bilinear operators An
are uniformly bounded. Therefore, all the statements in Theorem 3.1 hold. However, it is possible to have that these state-
ments hold without having the uniform boundedness of the linear averages An in Lp1 (μ) or in Lp2 (μ). A general example
is given in Section 4 of this paper. The example requires p1 = p2 since if p1 = p2 then it is clear that the bilinear operators
An are uniformly bounded if and only if the linear averages An are uniformly bounded in Lp1 (μ) = Lp2 (μ).
Proof. The implication (a) ⇒ (b) follows from the uniform boundedness principle, while (c) ⇒ (b) is obvious. In what
follows, we shall prove (b) ⇒ (d), (d) ⇒ (c), (c) ⇒ (e) and (c) ⇒ (a).
(b) ⇒ (d). Let f be a nonnegative measurable function. By Hölder’s inequality for positive operators [3, Lemma 7.4, p. 65]
T f = T ( f p/p1 f p/p2) (T ( f 2p/p1)) 12 (T ( f 2p/p2)) 12  3(A2( f 2p/p1 , f 2p/p2)) 12 .
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X
|T f |2p dμ 9p
∫
X
∣∣A2( f 2p/p1 , f 2p/p2)∣∣p dμ
 C
(∫
X
f 2p dμ
) p
p1
(∫
X
f 2p dμ
) p
p2 = C
∫
X
f 2p dμ.
It follows that T is bounded in L2p . Since T is positive, invertible with positive inverse, the results in [2] guarantee that the
functions Hi exist.
Using the same argument and the uniform boundedness of the bilinear operators An , we have∫
X
|An f |2p dμ
∫
X
∣∣An( f 2p/p1 , f 2p/p2)∣∣p dμ
 C
(∫
X
f 2p dμ
) p
p1
(∫
X
f 2p dμ
) p
p2 = C
∫
X
f 2p dμ.
In this way, we have obtained that the linear averages An are uniformly bounded in L2p(μ). Consequently, by Theorem 1.1,
the functions wx satisfy A2p(Z) for almost every x with a constant independent of x.
Now we shall prove the statement for the functions ux (the corresponding one for vx is obtained in the same way). Let
T˜ be the operator deﬁned on nonnegative measurable functions as
T˜ f = H1/21 gp−3/2T f = H1/21 gp−1/2Φ f .
Observe that T˜ has the same structure as T and for nonnegative measurable functions∫ ∣∣T˜ i f (x)∣∣2p′1u1−p′1x (i)dμ(x) = ∫ ∣∣ f (x)∣∣2p′1 dμ(x).
Therefore, by Theorem 1.1, u
1−p′1
x ∈ A2p′1 (Z) a.e. with a constant independent of x if and only if the linear averages
A˜n f (x) = 1
2n + 1
n∑
i=−n
T˜ i f (x)
are uniformly bounded in L2p
′
1(μ). Consequently, it suﬃces to prove that there exists a constant C > 0 such that
sup
n0
∥∥A˜n( f )∥∥2p′1  C‖ f ‖2p′1
for all f ∈ L2p′1(μ).
Let us ﬁx f2 ∈ Lp2 (μ). The linear operators
Rn f = An( f )A2n( f2)
are uniformly bounded from Lp1(μ) into Lp(μ). Furthermore, the norms of the linear operators Rn are uniformly bounded:
sup
n0
‖Rn‖ C‖ f2‖p2 .
Then the adjoint operators
R∗n : Lp
′
(μ) → Lp′1(μ)
are uniformly bounded and
sup
n0
∥∥R∗n∥∥ C‖ f2‖p2 .
By the properties of Φ and the functions Hi , we have
R∗n f =
1
2n + 1
n∑
Hi g
2p−3
i A2n
(
T i f2
)
T i f .i=−n
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R∗n f  CAn( f2)
1
2n + 1
n∑
i=−n
Hi g
2p−3
i T
i f .
Consequently, if
Dn( f , f2) = An( f2) 1
2n + 1
n∑
i=−n
Hi g
2p−3
i T
i f
then ∥∥Dn( f , f2)∥∥p′1  C‖ f ‖p′ ‖ f2‖p2 .
Now we write f = f α f β with α = p′1/p′ and β = p′1/p2 (if p = 1 then α would be understood as 0). Then, applying
Cauchy–Schwarz inequality,
A˜n f = 1
2n + 1
n∑
i=−n
T˜ i f (x) = 1
2n + 1
n∑
i=−n
H1/2i g
p−1/2
i Φ
i( f α)Φ i( f β)
= 1
2n + 1
n∑
i=−n
H1/2i g
p−1
i Φ
i( f α)g1/2i Φ i( f β)

(
1
2n + 1
n∑
i=−n
Hi g
2p−2
i Φ
i( f 2α)) 12( 1
2n + 1
n∑
i=−n
giΦ
i( f 2β)) 12
=
(
1
2n + 1
n∑
i=−n
Hi g
2p−3
i T
i( f 2α)) 12( 1
2n + 1
n∑
i=−n
T i
(
f 2β
)) 12
=
(
1
2n + 1
n∑
i=−n
Hi g
2p−3
i T
i( f 2α)) 12 (An f 2β) 12
= (Dn( f 2α, f 2β)) 12 .
Therefore,
‖An f ‖22p′1 
∥∥Dn( f 2α, f 2β)∥∥p′1  C∥∥ f 2α∥∥p′∥∥ f 2β∥∥p2 = C‖ f ‖
2p′1
p′
2p′1
‖ f ‖
2p′1
p2
2p′1
= C‖ f ‖22p′1 ,
and (d) is completely proved.
(d) ⇒ (c). We shall use a transference argument. It suﬃces to consider functions f1, f2  0. Let η > 0 and consider the
truncated maximal operator
Mη( f1, f2)(x) = sup
0<nη
An( f1, f2)(x).
For any measurable function, let f x be the function deﬁned on the integers by
f x( j) = T j f (x).
Using the property of the functions H j , we have for all M > 0∫
X
(Mη( f1, f2)(x))p dμ(x) = ∫
X
(
T jMη( f1, f2)(x)
)p
H j(x)g
p
j (x)dμ(x)
= 1
M + 1
M∑
j=0
∫
X
(
T jMη( f1, f2)(x)
)p
H j(x)g
p
j (x)dμ(x)
= 1
M + 1
∫ M∑
j=0
(
T jMη( f1, f2)(x)
)p
H j(x)g
p
j (x)dμ(x). (3.1)X
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T j
(An( f1, f2))(x) = T j(An( f1)An( f2))(x) = T j(An( f1))(x)T j(An( f2))(x) 1
g j(x)
.
We have, for n η,
T j
(An( f1))(x) = T j
(
1
2n + 1
n∑
i=−n
T i f1(x)
)
= 1
2n + 1
n∑
i=−n
T j+i f1(x)ds
= 1
2n + 1
n∑
i=−n
f x1 ( j + i)
= 1
2n + 1
n∑
i=−n
f x1 ( j + i)χ[−η,M+η]( j + i),
where χ[−η,M+η] is the characteristic function of the interval on the integers [−η,M + η] = {i ∈ Z: −η i  M + η}. In the
same way,
T j
(An( f2))(x) = 1
2n + 1
n∑
i=−n
f x2 ( j + i)χ[−η,M+η]( j + i).
Therefore,
T j
(An( f1, f2))(x)m( f x1χ[−η,M+η], f x2χ[−η,M+η])( j) 1g j(x) = F j(x),
where m is the bilinear Hardy–Littlewood maximal operator acting on functions on the integers introduced in Section 2.
Then, by the positivity of T− j ,
An( f1, f2)(x) T− j(F j)(x).
Therefore,
Mη( f1, f2)(x) T− j(F j)(x).
Again, the positivity of T j gives
T j
(Mη( f1, f2))(x) F j(x) =m( f x1χ[−η,M+η], f x2χ[−η,M+η])( j) 1g j(x) .
Thus
M∑
j=0
(
T jMη( f1, f2)(x)
)p
H j(x)g
p
j (x)
∞∑
j=−∞
∣∣m( f x1χ[−η,M+η], f x2χ[−η,M+η])( j)∣∣pH j(x)
=
∞∑
j=−∞
∣∣m( f x1χ[−η,M+η], f x2χ[−η,M+η])( j)∣∣pwx( j).
Since w1/px = u1/p1x v1/p2x and, for almost every x, wx ∈ A2p(Z), ux ∈ A2p′1(Z), vx ∈ A2p′2 (Z) with a constant C independent
of x, Theorem 2.4 gives
M∑
j=0
(
T jMη( f1, f2)(x)
)p
H j(x)g
p
j (x) C
( M+η∑
j=−η
(
f x1 ( j)
)p1ux( j)
) p
p1
( M+η∑
j=−η
(
f x2 ( j)
)p2 vx( j)
) p
p2
= C
( M+η∑ (
T j f1(x)
)p1ux( j)
) p
p1
( M+η∑ (
T j f2(x)
)p2 vx( j)
) p
p2
.j=−η j=−η
476 F.J. Martín-Reyes / J. Math. Anal. Appl. 368 (2010) 469–481This inequality together with (3.1) and Hölder’s inequality gives
∫
X
(Mη( f1, f2)(x))p dμ(x) C
M + 1
∫
X
( M+η∑
j=−η
(
T j f1(x)
)p1ux( j)
) p
p1
( M+η∑
j=−η
(
T j f2(x)
)p2 vx( j)
) p
p2
dμ(x)
 C
M + 1
(∫
X
M+η∑
j=−η
(
T j f1(x)
)p1ux( j)dμ
) p
p1
(∫
X
M+η∑
j=−η
(
T j f2(x)
)p2 vx( j)dμ
) p
p2
.
Using the properties of ux( j) and vx( j) (Remark 3.2(i)), we have∫
X
(Mη( f1, f2)(x))p dμ(x) C M + 2η + 1
M + 1
(∫
X
(
f1(x)
)p1 dμ(x)) pp1 (∫
X
(
f2(x)
)p2 dμ(x)) pp2 .
Letting M and then η tend to ∞ we have statement (c).
(c) ⇒ (e) and (c) ⇒ (a). We have already proved that (d) ⇔ (c) ⇔ (b). Therefore, as we have seen in the proof of (b) ⇒ (d),
the averages of T are uniformly bounded in L2p(μ). Then by Theorem 1.1, the averages An f1 and An f2 converge a.e.
to a ﬁnite limit for f1 ∈ L2p(μ) ∩ Lp1 (μ) and f2 ∈ L2p(μ) ∩ Lp2(μ). Consequently, An( f1, f2) converge a.e. for ( f1, f2) ∈
L2p(μ)∩ Lp1 (μ)× L2p(μ)∩ Lp2 (μ). The a.e. convergence for all ( f1, f2) ∈ Lp1 (μ)× Lp2 (μ) follows from this, (c) and Banach
principle. Now (c) ⇒ (a) is a consequence of the Lebesgue dominated convergence theorem. 
4. Example
This section is devoted to establish the following general example which shows that the bilinear averages may behave
well while some of the linear averages have a bad behavior (see (ii) in Remarks 3.2).
Theorem 4.1. Let (X,F , ν) be a ﬁnite measure space. Let τ : X → X be an invertible ergodic measure preserving transformation.
Let 1 < p, p1, p2 < ∞, 1/p1 + 1/p2 = 1/p, p1 = p2 . Then there exist a measure μ equivalent to ν (μ(E) = 0 ⇔ ν(E) = 0) and
a positive measurable function g such that the operator
T f (x) = g(x) f (τ x)
has the following properties:
(a) The bilinear averages An( f , g) associated to T are uniformly bounded from Lp1(μ) × Lp2(μ) into Lp(μ).
(b) The linear averages An associated to T are not uniformly bounded in Lp1 (μ).
(c) The linear averages An associated to T are uniformly bounded in Lp2 (μ).
Proof. For a measurable function f , let Mτ ( f ) be the ergodic maximal operator associated to τ , deﬁned by
Mτ f (x) = sup
n0
1
2n + 1
n∑
i=−n
∣∣ f (τ i x)∣∣.
Let F ∈ L1(ν), F > 0, F /∈ L(log L)(ν). By Ornstein’s theorem [8] (see [3, p. 54]) we have that the maximal function Mτ F /∈
L1(ν) and Mτ F < ∞ a.e. We claim the following properties (they will be proved below).
Claim 4.2. For x ∈ X, let hx be the function on the integers deﬁned by hx(i) = Mτ F (τ i x).
(i) For ﬁxed 0 < δ < 1 and for almost every x, the functions hδx satisfy A1(Z) condition with a constant independent of x.
(ii) The functions hx do not satisfy A1(Z) condition for almost every x with a constant independent of x.
(iii) The functions h
1−p′1
x ∈ A2p′1(Z) with a constant independent of x.
(iv) The functions hx do not satisfy Ap1(Z) for a.e. x with a constant independent of x.
All the statements hold for ux(i) = Mτ F (τ i x)Mτ F (x) (the statements for ux are obviously equivalent to the statements for hx).
Consider the measure
μ = Gdν, G(x) = (Mτ F (x)) p2p2−p1 .
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g(x) =
(
G(τ x)
G(x)
) 1
p2
and T f (x) = g(x) f (τ x).
Then
T i f (x) = gi(x) f
(
τ i x
)
, gi(x) =
(
G(τ i x)
G(x)
) 1
p2 =
(Mτ F (τ i x)
Mτ F (x)
) 1
p2−p1
.
If Hi(x) = gp2−2pi (x) then it follows that∫
X
∣∣T i f ∣∣2pHi dμ = ∫
X
| f |2p dμ.
Notice that
wx(i) = Hi(x) =
(Mτ F (τ i x)
Mτ F (x)
) p2−2p
p2−p1 =
(Mτ F (τ i x)
Mτ F (x)
) p
p1
.
Since p/p1 < 1, we have (see (i) in Claim 4.2) that wx ∈ A1(Z) with a constant independent of x. Therefore, wx ∈ A2p(Z)
(Remarks 2.3). Following with the notations in Theorem 3.1, we have that
ux(i) = Hi(x)
gp1−2pi (x)
= Mτ F (τ
i x)
Mτ F (x)
satisﬁes u
1−p′1
x ∈ A2p′1(Z) (see (iii) in Claim 4.2). Finally it is obvious that the functions vx(i) = Hi(x)/g
p2−2p
i (x) = 1 satisfy
v
1−p′2
x ∈ A2p′2(Z). Notice that all the Ap(Z) constants are independent of x. By Theorem 3.1, we have proved (a).
Now, notice that∫
X
∣∣T i f ∣∣p1(x)ux(i)dν = ∫
X
| f |p1 dν.
But, by (iv) in Claim 4.2, ux does not satisfy Ap1(Z) for a.e. x with an independent constant. Then, by Theorem 1.1 we
have (b).
Finally,∫
X
∣∣T i f ∣∣p2(x)vx(i)dν = ∫
X
| f |p2 dν
and obviously vx ∈ Ap2(Z), which proves (c) by Theorem 1.1. 
Proof of Claim 4.2. (i) follows immediately from Remarks 2.3. If (ii) does not hold then there exists a constant C > 0 such
that
sup
n0
1
2n + 1
n∑
i=−n
Mτ F
(
τ i x
)
 CMτ F (x) < ∞ a.e. x.
Consequently,
limsup
n→∞
1
2n + 1
n∑
i=−n
Mτ F
(
τ i x
)
< ∞,
which implies Mτ F ∈ L1(ν), which is a contradiction (we are using that if f  0 has inﬁnite integral then Birkhoff’s
theorem implies that
lim
n→∞
1
2n + 1
n∑
i=−n
f
(
τ i x
)= +∞ a.e.).
Now notice that
h
1−p′1
x (i) =
[(Mτ F (τ i x)) 1−p′11−2p′1 ]1−2p′1 .
Observe that 0 <
1−p′1′ < 1. Then, by (i), h
1−p′1
1−2p′1
x ∈ A1(Z) and therefore, using Remarks 2.3, h1−p
′
1
x ∈ A2p′ (Z).1−2p1 1
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such that(
n∑
i=−n
Mτ F
(
τ i x
)) 1p1 ( n∑
i=−n
(Mτ F (τ i x))1−p′1
) 1
p′1
 C(2n + 1), a.e. x. (4.1)
We know (by (iii)) that h
1−p′1
x ∈ A2p′1(Z), that is, there exists C > 0 such that(
n∑
i=−n
(Mτ F (τ i x)) 1p1+1
) p1+1
2p1
(
n∑
i=−n
(Mτ F (τ i x))1−p′1
) 1
2p1
′
 C(2n + 1), a.e. x.
Since i → (Mτ F (τ i x))
1
p1+1 belongs to A1(Z) (notice that 1p1+1 < 1) we get that (Mτ F )
1
p1+1 ∈ L1(ν). It follows from the last
inequality that (Mτ F )1−p′1 ∈ L1(ν). This fact together with (4.1) gives Mτ F ∈ L1(ν), which is a contradiction. 
5. Appendix: Proof of Theorem 2.4
5.1. Notations and statement of the continuous case
We start introducing the notations which are necessary to state the theorem in the continuous case (proved in [4]).
Let f : R → R be a locally integrable function. The Hardy–Littlewood maximal function of f is deﬁned by
Mf (x) = sup
h>0
1
2h
x+h∫
x−h
∣∣ f (t)∣∣dt.
It is well known [7] that if W is a nonnegative measurable function and 1 < p < ∞ then there exists C > 0 such that∫
R
∣∣Mf (x)∣∣pW (x)dx C ∫
R
∣∣ f (x)∣∣pW (x)dx
for all functions f ∈ Lp(W ), if and only if W ∈ Ap(R), that is, there exists C > 0 such that
( b∫
a
W
) 1
p
( b∫
a
W 1−p′
) 1
p′
 C(b − a)
for all real numbers a < b.
For p = 1 we have that there exists C > 0 such that∫
{x: Mf (x)>λ}
W (x)dx C
λ
∫
R
∣∣ f (x)∣∣W (x)dx
for all λ > 0 and all functions f ∈ L1(W ) if and only if W ∈ A1(R), that is, there exists C > 0 such that
MW (x) CW (x) a.e. x.
Let us consider now two locally integrable functions f1 and f2. The bilinear Hardy–Littlewood maximal operator is
deﬁned by
M( f1, f2)(x) = sup
h>0
(
1
2h
x+h∫
x−h
∣∣ f1(t)∣∣dt
)(
1
2h
x+h∫
x−h
∣∣ f2(t)∣∣dt
)
.
The good weights for the bilinear maximal operator M( f1, f2) have been characterized in [4]. The result is contained in the
next theorem.
Theorem 5.1. (See [4].) Let 0 < p < ∞, 1 < p1, p2 < ∞, 1/p = 1/p1 +1/p2 . Let W , U and V be three nonnegative locally integrable
functions such that W 1/p = U1/p1V 1/p2 . The following statements are equivalent.
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R
∣∣M( f1, f2)∣∣pW) 1p  C(∫
R
| f1|p1U
) 1
p1
(∫
R
| f2|p2V
) 1
p2
for all pairs of nonnegative locally integrable functions ( f1, f2).
(b) (W ,U , V ) ∈ A−→p (R), that is, there exists C > 0 such that( b∫
a
W
) 1
p
( b∫
a
U1−p′1
) 1
p′1
( b∫
a
V 1−p′2
) 1
p′2
 C(b − a)2
for all real numbers a < b.
(c) W ∈ A2p(R), U1−p′1 ∈ A2p′1(R) and V 1−p
′
2 ∈ A2p′2(R).
5.2. Relations between weights in Z and weights in R
Given a weight w : Z → R on the integers we associate it the weight W : R → R on the real line deﬁned by
W (x) = w([x]),
where [x] is the integer part of x. The key result is the following.
Theorem 5.2.
(a) Let w be a weight on the integers and let W be its associated weight on the real line. Let 1 p < ∞. Then w ∈ Ap(Z) if and only
if W ∈ Ap(R) and the constants in both Ap conditions are essentially the same.
(b) Let w, u and v be weights on the integers and let W , U and V be their associated weights on the real line. Let 0 < p < ∞, 1 <
p1, p2 < ∞, 1/p = 1/p1 + 1/p2 such that w1/p = u1/p1 v1/p2 (or, equivalently, W 1/p = U1/p1V 1/p2 ). Then (w,u, v) ∈ A−→p (Z)
if and only if (W ,U , V ) ∈ A−→p (R) and the constants in both A−→p conditions are essentially the same.
Proof. The proofs of (a) and (b) are completely similar and (a) is essentially known. Therefore, we shall only prove (b).
Assume that (W ,U , V ) ∈ A−→p (R). It is clear that(
n∑
j=m
w( j)
) 1
p
(
n∑
j=m
u1−p′1( j)
) 1
p′1
(
n∑
j=m
v1−p′2( j)
) 1
p′2 =
( n+1∫
m
W
) 1
p
( n+1∫
m
U1−p′1
) 1
p′1
( n+1∫
m
V 1−p′2
) 1
p′2
.
Since (W ,U , V ) ∈ A−→p (R), the last term is dominated by C(n + 1−m)2 which proves (w,u, v) ∈ A−→p (Z).
Conversely, assume that (w,u, v) ∈ A−→p (Z). Let I = (a,b) be any bounded interval in R. If I ∩ Z = ∅ then( b∫
a
W
) 1
p
( b∫
a
U1−p′1
) 1
p′1
( b∫
a
V 1−p′2
) 1
p′2 = (b − a)2.
If I ∩ Z = {m} then
b∫
a
W =
m∫
a
W +
b∫
m
W = w(m − 1)(m − a) + w(m)(b −m) (w(m − 1) + w(m))(b − a).
The same computation is valid for U1−p′1 and V 1−p′2 . Therefore, using the A−→p (Z) condition,( b∫
a
W
) 1
p
( b∫
a
U1−p′1
) 1
p′1
( b∫
a
V 1−p′2
) 1
p′2

(
m∑
i=m−1
w(i)
) 1
p
(
m∑
i=m−1
u1−p′1(i)
) 1
p′1
(
m∑
i=m−1
v1−p′2(i)
) 1
p′2
(b − a)2
 C22(b − a)2 = C(b − a)2.
Now assume that #(I ∩ Z) 2. Then there exist integers m, n, m < n, such that I ⊂ (m,n) and n −m 3(b − a). Therefore,
using again the A−→p (Z) condition
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a
W
) 1
p
( b∫
a
U1−p′1
) 1
p′1
( b∫
a
V 1−p′2
) 1
p′2

( n∫
m
W
) 1
p
( n∫
m
U1−p′1
) 1
p′1
( n∫
m
V 1−p′2
) 1
p′2

(
n−1∑
i=m
w(i)
) 1
p
(
n−1∑
i=m
u1−p′1(i)
) 1
p′1
(
n−1∑
i=m
v1−p′2(i)
) 1
p′2
 C(n −m)2  C(b − a)2.
All the above estimates prove that (W ,U , V ) ∈ A−→p (R) and that the constants in both A−→p conditions are essentially the
same. 
5.3. Proof of Theorem 2.4
Observe that, as usual, (a) ⇒ (b) by testing (a) in the functions a = u1−p′1χ[m,n] and b = v1−p′2χ[m,n] , where [m,n] =
{i ∈ Z: m i  n}. The equivalence between (b) and (c) follows from Theorems 5.2 and 5.1. We only have to prove (b) ⇒ (a).
Assume that (b) holds. Let a and b be two functions on the integers. Let A and B be their associated functions on the
real line, i.e., A(x) = a([x]) and B(x) = b([x]). Let j ∈ Z and let n be any nonnegative integer. Then, for all x ∈ [ j, j + 1),
1
2n + 1
n∑
i=−n
∣∣a( j + i)∣∣= 1
2n + 1
j+n+1∫
j−n
A(t)dt  1
2n + 1
x+n+1∫
x−n−1
A(t)dt  2 1
2n + 2
x+n+1∫
x−n−1
A(t)dt.
The same inequality is valid for b and B . It follows that
m(a,b)( j) 4M(A, B)(x) for all x ∈ [ j, j + 1).
Consequently,
∣∣m(a,b)( j)∣∣pw( j) 4p j+1∫
j
∣∣M(A, B)(x)∣∣pW (x)dx.
Summing on j,
∞∑
j=−∞
∣∣m(a,b)( j)∣∣pw( j) 4p ∫
R
∣∣M(A, B)(x)∣∣pW (x)dx.
By assumption (b) and Theorem 5.2 we have that (W ,U , V ) ∈ A−→p (R). Then by Theorem 5.1 we obtain
∞∑
j=−∞
∣∣m(a,b)( j)∣∣pw( j) 4p ∫
R
∣∣M(A, B)(x)∣∣pW (x)dx
 C
(∫
R
∣∣A(x)∣∣p1U (x)dx) pp1 (∫
R
∣∣B(x)∣∣p2V (x)dx) pp2
= C
( ∞∑
j=−∞
∣∣a( j)∣∣p1u( j))
p
p1
( ∞∑
j=−∞
∣∣b( j)∣∣p2 v( j))
p
p2
,
as we wished to prove.
6. Final remarks
(a) Theorem 3.1 assumes that 1 p. However Theorem 5.1 (and consequently Theorem 2.4) do not have this restriction.
Therefore, we notice that the case p < 1 < p1, p2 is left open. We point out that the duality argument in the proof of
(b) ⇔ (d) in Theorem 3.1 cannot be used when p < 1.
(b) Theorem 3.1 can be stated for multilinear averages in the obvious way.
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