ABSTRACT Multi-tenant software-defined networks have emerged as a promising service platform to manage and share virtual network services between tenants and end-users. However, when using a service level agreement (SLA) in a multi-tenant circumstance, the resource competition among tenants incurred in many challenges on the quality of services (QoS) provisioning. First, as the existing QoS provisioning was to translate the high-level SLA contact into a group of corresponding low-level QoS rules, this traditional top-down translation mechanism was too ossified to support the dynamic SLA negotiation. Second, since an end-user usually requested multiple services and different services had different QoS requirements, the QoS provisioning required tenants to monitor and control the network status though OpenFlow protocol in a fine-grained way. To address these issues, we propose an SLA-aware fine-grained QoS provisioning (SFQP) scheme for MTSDN. The SFQP scheme extracts the eigen characteristics of each packet by applicationaware technology automatically. Considering tenants are more willing to serve for users which have popular SLA contact to earn more revenues, we predict the SLA popularity by K-nearest neighbor. Moreover, we present an SLA-aware dynamic bandwidth allocation algorithm to implement the proposed SFQP scheme. The feasibility of the proposed scheme is verified by simulations of the SLA taxonomy, bandwidth utilization, and bandwidth fluctuation.
I. INTRODUCTION
Software-defined networks (SDN) has been an area of significant research in next generation networks. In SDN, network intelligence is usually decoupled from data plane and (logically) centralized in SDN controllers, which can monitor and control network states flexibly by standardized interface protocols such as OpenFlow [1] . The foreseeable applications of this innovative paradigm has been investigated for supporting future smart grid [2] , Internet of things (IoT) [3] , etc. The existing works reveal that SDN should support multitenant management to meet the envisaged demands [4] - [7] . Under this background, multi-tenant software-defined networks (MTSDN) emerges as a promising trend [8] - [10] . We consider an MTSDN model with an SDN controller, two access SDN tenants, two end users, an aggregation SDN tenant and a large of physical and virtual network infrastructures as illustrated in Fig. 1 . In multi-tenant circumstance, a SLA contract is exploited to state the stake of each end-user and stipulate the duty of each tenant. Moreover, multi-tenant network claimed that the decision-making of QoS provisioning should take into account the status of other tenants (i.e. keeping a good level of QoS for one tenant should not cost the failure of others) [11] . Besides, data exchanging between end-users spans across multiple different tenants and these tenants are always served with different SLA contacts. To improve the network utilization and users experience, the QoS performance of each user in real network should satisfy the constraints performed in SLA contracts [12] . Therefore, provisioning better QoS is specific for tenants to be more reputable and gain more revenues. Lack of SLA awareness may lead to higher SLA violation rate and too high SLA violation rate would reduce the tenant's reputation. However, in 
MTSDN, QoS provisioning directly relies on the well-known
OpenFlow protocol, in which data packets are identified and sorted according to the tuples (such as WLAN priority, IP address and TCP port). Due to lack of SLA recognition in OpenFlow protocol, the MTSDN can not support SLA-aware QoS provisioning.
SDN naturally provided a programmable approach to the provision of virtual network services, which leaded to various multi-tenancy situations [13] . By using OpenFlow protocol and SDN controller, the owners of network infrastructures could programmatically assign the usage permissions of virtual network services to each tenant in a fine-grained way. And also, the tenant could dynamically configure the network infrastructures according to the QoS requirements of each end-user. As a result, SDN provided a suitable application scenario for policy-based management (PBM), e.g., the SLA policy refinement was perceived to have capability for utilization by QoS management to improve the flow processing of SDN [14] . When using SLA in multi-tenant SDN, the generalized method of QoS provisioning was to translate the high-level SLA policy into a group of corresponding low-level QoS rules. Once a service was configured, these QoS rules would be monitored and maintained to respect the negotiated SLA contacts [15] . However, this top-down translation mechanism also brought three challenges for MTSDN. 1) The SLA contacts were usually fixed, if the QoS requirements of an end-user changed, network service must be interrupted and reconfigured, which had a great impact on user experience; 2) The rational end-user was more willing to negotiate the SLA contact with tenant who had a higher reputation but lower costs. Thus, a more flexible and scalable QoS provisioning scheme was required to support dynamic SLA negotiation. 3) Since an end-user usually requested multiple services and different services had different QoS requirements, fine-grained QoS provisioning required tenants to cooperatively monitor and control their network status in a fine-grained way.
In this paper, we proposed an SLA-aware fine-grained QoS provisioning (SFQP) scheme for MTSDN. The SFQP was a down-top translation mechanism, in which SDN controller extracted the deep-level characteristics of packets or flows and aggregated them as estimated QoS requirements. And then, on the basis of the estimated QoS requirements, SDN controller generated a fine-grained SLA contact for each service in the network in real time. If all the tenants and end-users who subscribed this service approved this fine-grained SLA contact, it will take effect. Otherwise, the QoS rules for the packet or flow will be changed. With SFQP scheme, the status of other tenants and end-users were taken into considered. And also, the mentioned three challenges in MTSDN were solved. The main contributions of our work are introduced as follows:
• SLA-aware fine-grained QoS provisioning. We propose a SLA-aware fine-grained QoS provisioning (SFQP) scheme, which facilitates SDN to fully support multitenant circumstance. The mentioned down-top design principles solved the challenges of current MTSDN.
• Adaptive translation between SLA contracts and QoS rules. The SFQP scheme enables peer-to-peer SLA negotiation, in which tenants and end-users that subscribe the same service vote for a valid SLA contact. We estimate the SLA according to the characteristics of packets inspected by the application-aware module, The refinement of SLA contract is also public to end-users.
• SLA based dynamic bandwidth allocation. Under the assumption that the popularity of SLA policy in MTSDN is proportional to the popularity of some application layer protocols, we show the K-Nearest Neighbor (KNN) algorithm are efficient to predict the SLA popularity in MTSDN. And then, we presented a SLA based dynamic bandwidth allocation algorithm. The rest of this paper is organized as follows. Section II introduces the related work. Section III describes the basic idea, preliminaries, and design principles. Section IV constructs the proposed scheme of SLA-aware fine-grained QoS provisioning by dynamic bandwidth scheduling. Section V demonstrates simulation results on traffic taxonomy, bandwidth utilization, and bandwidth fluctuation to bring out the benefits of our scheme in QoS provisioning. Ultimately, Section VI concludes this paper.
II. RELATED WORK
The SDN has emerged as a promising backbone of a successful enterprise or organization. The SDN provides more measurable, predictable, secure services for diverse users. To achieve the required QoS services for supporting efficient end-to-end data delivery, SDN needed to manage the QoS parameters such as delay time, delay jitter, bandwidth, and packet loss in a fine-grained way. The existing works on SDN' QoS provisioning can be divided into three categories according to the hierarchies of SDN. For data plane, integration between OpenFlow and MPLS was presented to support dynamic QoS control, the network configuration was too complicated [16] . For control plane, to improve the control granularity of OpenFlow, an application programming interface (API) for dynamic QoS provisioning were presented in [17] and [18] , which complemented OpenFlow protocol with functionalities such as ports configuration, queues, .etc. To overcome the limited capability of single SDN controller, the QoS provisioning required largescale and multi-operator SDN controllers [19] . Using the centralized SDN, network status-based QoS provisioning become more flexible and programmable. However, the existing QoS provisioning solutions ignored the importance of SLA between users and tenants. As the multi-tenant network services increased sharply, several works claimed that QoS provisioning should take SLA into consideration in cloud computing [20] - [22] .
To perceive the SLA of each end-user, the most effective method is payload inspection. Recently, as the emergence and rapid development of network function virtualization (NFV) and software-defined network (SDN), the applicability of deep packet inspection (DPI) has obtained a well developing. It was increasing to introduce DPI function into SDN to provide QoS, security or load balancing. Bouet et al. [23] studied the trade-off between the number of DPI engines and network load in SDN. Dynamically deploying virtualized DPI engines as pieces of software on commodity hardware drastically reduced the global cost of deployment, up to 58%. As the enormous increase in heterogeneous data traffic at enterprise and mobile networks required traffic-aware intelligent network management to deliver sustained quality of experience for end-users, heterogeneous service-oriented deep packet inspection and analysis (SoDPI) has been proposed, which provides flexible and comprehensive API-based service interface for client applications to register required DPIA services. 20.2% saving in CPU utilization and 18.3 % saving in memory utilization make it more applicable in real network [24] . Impacted by the SDN, DPI instances were decoupled from the dedicated devices and centralized implemented in a DPI controller. In this centralized architecture, one DPI instance can flexibly serves for the whole network and it allowed the operators to actively specify an inspected packet [25] . However, independent DPI controller brought many redundancy operations (SDN controller was also responsible to parse the packet). To reduce these redundancy operations, deploying a parallel DPI to the control layer of SDN was an effective approach [26] .
The payload inspection process was to aggregate a group of monitored QoS parameters into the estimated SLA contract. This down-top translation mechanism will bring three main strengths. 1) Network service will be reconfigured in real time when the QoS requirements of an end-user changed, which provided a better user experience; 2) The proposed scheme enabled dynamic SLA negotiation, in which the enduser negotiated the SLA contact with their tenant who had a highest reputation with low costs. 3) Payload inspection made the tenants cooperatively monitor and control their network status in a fine-grained way.
III. SLA-AWARE FINE-GRAINED QoS PROVISIONING
In this section, we describe the proposed scheme of SLA-aware fine-grained QoS provisioning for the MTSDN. Firstly, we give an overview of the basic idea. Next, we introduce the design principles of proposed scheme in detail.
A. BASIC IDEA
In MTSDN, the network status is monitored by SDN controller, in which topology management, device management, and traffic management are the most important network services. The basic idea of proposed scheme is illustrated in Fig. 2 and the workflow of proposed scheme consists four main processing steps shown as follows: 
1) SLA-AWARENESS
In this paper, we analyze the output information of application-aware technology and utilize it to predict the SLA between users and tenants. Application-aware technology is a widely used method for traffic control [27] - [30] . Application-aware technology can recognize the applicationlayer protocol by extracting the eigen characters in each packet. By using application-aware technology, more finegrained traffic control can be provided. Some works have claimed that introducing application-aware technology into SDN to achieve application-aware networks can assign QoS policy for users on their demands [31] , [32] . We decided to introduce application-aware instances into SDN controller to centralized recognize the application layer protocol of each traffic flow efficiently. Different from the existing works, we use application-aware technology to monitor the interaction between tenants and users. By associatively analyzing the eigen characters of each packet, we can perceive the configured SLA contract.
2) POPULARITY PREDICTION
Usually, SDN tenant purchase physical/virtual infrastructure and virtualized network function to provide network services for users. The popular SLA policy has more users and may bring more profit. As the predomination usage of VOLUME 6, 2018 networking is shifting from connections between hosts to services retrieval and distribution, SLA popularity based resource allocation is more important to improve the user experience. In this paper, we propose to map QoS demands to a unified SLA popularity by KNN. The QoS demands contains packet priority, delay time, sent rate, arrival rate, .etc. Based on the predicted popularity, we can also predict the SLA. When data flow arrives at SDN, it will match the predicted SLA with the configured SLA policy. Only when the predicted SLA policy is equal to the configured SLA, this data flow can be forwarded.
3) QoS POLICY MAKING
In this step, the configured SLA will be written into flow tables and distributed into OpenFlow switches together with ''Packet Out'' messages. When a packet arrives, OpenFlowenabled switches will run the action of flow table matching, and then enforce the QoS policy. Meanwhile, network logs will be recorded and reported to SDN controllers periodically. When packets with the same attributes arrive again, this configured SLA will be matched firstly. If this configured SLA is not equal to the predicted SLA, the corresponding data packets should be sent to SDN controller for requesting a new QoS policy up to that the configured SLA is equal to the predicted SLA. In this process, the QoS policy is formulated and distributed dynamically.
4) PERFORMANCE EXAMINATION
Performance examination is simulated by testing the violation rate. We model the SLA popularity with Zipf Law. Zipf's law states that the probability of an SLA request for the i-th most popular SLA policy is inversely proportional to i. The simulation is described in Section V.
B. DESIGNATION PRINCIPLES
In this section, we present the detailed design principles. Firstly, we describe the application-aware traffic control in MTSDN. Secondly, we introduce the workflow of proposed SFQP scheme.
1) EXTENSIONS FOR QoS IN MTSDN
It is generally assumed that there are two main elements that affect the QoS in a communication system: 1), states of the network infrastructures; 2), traffic flows. Originally, network engineers designed WLAN priority, IP priority, and application layer priority as supplements to deal with the diverse QoS requirements of different applications/services. Traditional QoS provisioning technology extracted these supplements from the packet header. However, these supplements were not associated with the requirement in application layer. To implement the SLA-aware fine-grained QoS provisioning services in MTSDN, SDN infrastructures must do a series of extensions to inspect the payload and then cooperatively associate L2-L7 information to prove QoS. The extensions of SDN infrastructures are summarized as listed in Table 1 for ease of reference. 
a: APPLICATION-AWARE INSTANCES
Application-aware instances are offloaded from data plane into SDN controller. Due to more matches must be matched on each switch, the packet processing time may become longer, and this may lead to additional overhead. According to the OpenFlow protocol, each flow table on the switch has a lifetime so that it will be disabled periodically. Thus, during a period, the same flow may appear many times. To implement an efficient application-aware instance, data management unit (DMU) and packet inspection unit (PIU) are designed. In DMU, only the first arrival packet of a new flow will be sent to the PIU for SLA prediction. Both of the two units are presented as follows.
Data management unit mainly contains six kinds of data: 1) Business data, 2) Temporary records, 3) Inspection results, 4) Traffic control strategies, 5) Network services, and 6) Features library. Although the structure (DMU) is very simple, this unit has to satisfy the requirements of confidentiality, availability, and integrity. Besides, to maximally meet the real-time demands of users, a high-speed cache should be implemented. Actually, we implement this unit with two ways. One is to decouple this unit from SDN controller but register it on a pub/sub based information sharing scheme by a safe internal interface; the other one is to integrate it into the SDN controller directly.
Packet inspection unit is designed to inspect the payload of data packets. Different from DMU, it is a relatively complex system with many different algorithms. In summary, there are three kinds of algorithms: 1) application layer gateway identification, 2) characters based identification, and 3) pattern recognition.
b: SLA ATTRIBUTES AS MATCHES
In OpenFlow protocol, the flow table mainly consists of action domain, match domain and a counter. The action domain contains QoS provisioning policy, while the matching domain contains the configured SLA attributes. SLA attributes contain SLA types and SLA popularity. To reduce the overhead and improve the efficiency of the SDN controller, a specified label which can uniquely identify the predicted SLA attributes will be added to the header of the flow table. This label has been the highest priority when PIU starts to inspect the data packet. If the same label is found, the PIU will not continue to execute. Meanwhile, a message will be published to notify the FMU, and then an existing flow table stored in the database will be distributed directly into the switch.
2) SLA-AWARE FINE-GRAINED QoS STRATEGY
The more eigen characters of data packets are recognized, the more fine-grained QoS strategies can be created. OpenFlow protocol monitors the network infrastructures automatically by using a pipeline processing model. Introducing application-aware technology to SDN enables the data flows more visible for network tenants. 3 shows the decision tree of SLA-aware fine-grained QoS provisioning. A is application-aware, P is protocol priority, R is QoS strategy, C is SLA policy, S is states of the whole network, and F presents packets forwarding. The respective parts of each decision tree node are stable for mapping between leaf nodes is a one-to-one mapping. For instance, if we go from R to C,R i will map to C j . Explains of each step are described as follows:
• Identify the application layer protocol (B1, B2, . . . , Bn) using application-aware technology A.
• Orchestrate the priority (P1, P2, . . . , Pn) for each packet.
• Generate the QoS strategies (R1, R2, . . . , Rn). In this process, network states are also considered.
• Divide data packets into several classes (C1, C2, . . . , Cn) according to the predicted SLA.
• Separately deliver the classified packets to each user according to the corresponding forwarding path (F1, F2, . . . , Fn).
a: SLA PREDICTION
In this section, we describe the workflow of SLA attributes prediction scheme, which maps QoS parameters into SLA with a weight based multivariate optimization function. In the proposed scheme, we just extended the matches of flow table and added the payload inspection module into SDN controller. All the operations can be completed by modifying the source files of SDN controller. Moreover, the main objective of our work focused on the processing of these collected information, which were closely associated with the SLA between tenant and end-users. The extended matches for payload inspection includes the information of L5, L6, and L7 as shown in Fig. 4 . The information of L2, L3, and L4 was the basic matches of current OpenFlow protocol. In current OpenFlow protocol, only the basic matches will be inspected when a packet arrived at a switch. If no flow table were matched, the packet will be sent into SDN controller for deep analysis. Our proposal works at the SDN controller. When SDN controller received a packet, it will be deeply inspected by payload inspection. In this scheme, flow table matches with the header of each IP packet one by one, in which the information from the physical layer (L2) to the application layer (L7) are contained. If there is no reasonable flow table for the packet, the packet will be sent to the SDN controller as ''Packet In'' message for further analysis. We define a weight based optimization function as shown in the following equation:
Whereby, X i represents for the QoS parameters configured at different layers of a data packet, and W i represents the corresponding weight. F(x) represents predicted SLA attributes. For L2-L3, the X i value is derived from QoS parameters such as VLAN priority and IP TOS. For L4-L7, X i is the derived from the popularity of QoS parameters such as TCP/UDP port, session type, etc. The weights are proportional to the configured bandwidth of forwarding path. By using this function, L2-L7 information (including packet header and packet payload) were taken into account. Even if the payload can not be inspected, we also can extract the characteristics from packet header.
b: QoS STRATEGIES MAKING
There are two important functions during QoS strategies making. One is to provide services for novel applications. Another one is to provide a reference for flow tables generating. Both of the two methods can facilitate the proposed scheme more accurate. On basis of equation (1), in MTSDN, the predicted SLA type of n-th packet can be defined as:
Besides, the popularity is modelled by Zipf's law. For a packet, the SLA popularity is marked with P (x) in real time.
where 0 < r < 1 is the exponent of the Zipf distribution. By analyzing the P (x) and F n (x), the SDN controller can predict a SLA P SLA (x). The prediction approach is designed based on K-nearest neighbor (KNN). Suppose we have a series of pairs
and each P (x) , F n (x) will be calculated. And then, we select pairs with k maximum distance as the k sample data. Finally, we collect the SLA with maximum possibility as the SLA of P (x i ) , F n (x i ) and denote it as P SLA (x i ) . The deviation can be defined though the following formulate:
δ is a very important parameter when we design bandwidth allocation policy, which will be introduced in next section.
IV. SLA BASED DYNAMIC BANDWIDTH ALLOCATION
To validate the benefits of proposed SLA-aware fine-grained QoS provisioning scheme, in this section, we design an SLA-based dynamic bandwidth allocation (SDBA) algorithm. For convenience, Table 2 summarizes the notations used throughout this section. In MTSDN, each SDN tenant wants to deploy their own QoS strategies on their own virtual network infrastructures according to their end-users' QoS demands. The integration of application-aware technology enriches the functions of OpenFlow protocol. Packets can be classified relying on diverse application layer protocols. Fine-grained QoS provisioning will support more various applications in MTSDN. On the basis of fine-grained QoS provisioning, dynamic resources scheduling like bandwidth allocation also can be performed at an application level. Dynamic bandwidth allocation improves the QoS performance (including packet loss, traffic peaks, etc.), while the issue of bandwidth competition between different services is resolved.
Throughout this paper, the MTSDN is represented by the symbol N and the SDN controller is denoted with C n . Meanwhile, symbol S, T and H are utilized to represent the universe of the OpenFlow-enabled switches, tenants/users, and heterogeneous networks separately, and symbol S i , T j and H k are utilized to represent switch i, tenant/user j, and heterogeneous network k respectively. Besides, symbol P denotes a series of application layer protocols, and P m denotes the application layer protocol m. Various types of data generated in different H are encapsulated with diverse P and delivered together in N . As physical networks are abstracted as virtual networks and the virtual networks can be sliced flexibly according to the demands of T by SDN controller. In each SDN controller C n , the topology of a virtual network is denoted by the symbol V j .
A. SYSTEM MODEL
We selected the important equations and added them into Fig. 5 . The SLA recognition and the translation from QoS policy to SLA contract was implemented in SDN controller. Eq.15 is a generalized optimization function that SDN controller should resolve, it can be customized according to the optimized objective. On the left if this figure, the three equations were formulated as the constraints of Eq.15. To bring out the benefits of proposed scheme, we designed a bandwidth allocation model to implement the proposed SLA-aware fine-grained QoS provisioning. The optimized objective of this model was bandwidth, thus, the optimization function can be rewritten as Eq.19.
We consider a simple situation with three users {A, B, C}, three networks {S 1 , S 2 , S 3 }, three tenants {T 1 , T 2 , T 3 } and one SDN controller in MTSDN. The connectivity between users and networks are denoted as a group of matrix {A, B} for S 1 , {A, B, C} for S 2 , {B, C} for S 3 . Each user has possibility to select to purchase network services from different tenants, the possibility is denoted as
Each tenant configures a SLA policy for the network it purchases, the configured SLA policy is denoted as SLA{S 1 }, SLA{S 1 , S 2 }, SLA{S 1 , S 2 , S 3 }, correspondingly. In this case, the SLA deviation δ is equal to the error E x . SDN controller assigns QoS policy for each network slice according to the SLA deviation δ. t), which donates the degree to which a client is satisfied with the requested service r[i] at time t. The service satisfaction at time t is the sum of the client satisfaction perceived. The higher the value of the service satisfaction, the more effective is the system in providing a scalable differentiated service.
C. OPTIMIZATION FUNCTIONS
In this model, a series of request sequences R = r [1] , r [2] , . . . , r[n − 1] are given and the available server network bandwidth at time t is set as B(t), we pursue the optimal schedule solution S which can maximize the total service satisfaction S(t) for serving the client requests, as defined in equation (4), within the constraints of dynamic bandwidth availability B(t), and at the same time, satisfy the clients preferences of the QoS for each individual request. The basic optimization model for the scalable QoS provisioning is defined as:
b[i](t) denotes the allocated bandwidth for r[i].
The optimization problem is to find the best scheduling strategy (i.e.,
to maximize the overall service satisfaction within dynamic bandwidth constraints. However, seen from equation (4), we can find there is no equation to describe the relationship between satisfaction value and the allocated bandwidth. In terms of the aim of cloud networking, satisfaction value is determined by the user's perception of the services. The ideal bandwidth allocation solution will make every request r[i] achieve the ideal bandwidth to satisfy the demands of the users. We use b ideal [ 
i] to denote that the ideal bandwidth is allocated when the r[i] is served efficiently at the ideal bandwidth. We define B[i](t)
to represent for the bandwidth offset ratio against the ideal case, which denotes the distance to the ideal bandwidth.
B[i](t)
The weighted average bandwidth offset ratio is defined as; 
Hence,
If there is no enough bandwidth for requests,
From (11), (12), (13), (14), the larger nλ 2 b[i](t) avg is, the smaller the satisfaction value will be. Hence, by minimizing nλ 2 b[i](t) avg , we can achieve the larger satisfaction value. The optimization differentiated bandwidth allocation is equivalent to the following constrained minimization problem:
Using Lagrange algorithm, we can solve the optimal bandwidth allocation solution S with a a group of bandwidth
Eq.17 gives the basic feasible solution for differentiated bandwidth allocation. b[i](t) will be distributed into the corresponding network elements to execute through flow table.
The request r[i] with the identified behaviour is allocated b[i](t) at time t.
Seen from Eq.18, we can find that exploiting SDN to control the connection between virtual machines is more flexible. For example, if all of the virtual ports Open vSwitch are occupied at time t, transverse traffic flows will be redirected to the physical network. Providing another path to wait for t is a feasible approach to improve network reliability when the network is congested. Considering the situation of multi-tenants, we extend
, which denotes that bandwidth is allocated for r[i] in j-th tenant. Hence, the optimal solution of our architecture is shown as:
V. NUMERICAL RESULTS
The simulation was implemented based on the Floodlight controller, which was an Apache-licensed, Java-based OpenFlow controller led by an open community of developers. The network topology was generated by Mininet, which can flexibly provide virtual network services. Our simulation was divided into two experiment. Firstly, we simulated the strength of proposed scheme by comparing the fine-grained priority configuration capability with other two typical existing approaches. Secondly, we simulated the performance of SLA-aware bandwidth allocation, in which lower bandwidth fluctuation will imply the lower probability of SLA violation rate. For the first experiment, we considered a simple network topology with one client, one server, and an end-to-end communication link. On the communication link, different priority configuration approaches was simulated independently. For the second experiment, the network topology was considered with one core switch, two aggregation switches, and four hosts. The hosts connected with the Internet by network bridge. In this experiment, we selected three flow types for deep analysis. By programming, each communication link can be assigned dynamically. Bandwidth fluctuation was utilized to measure the volatility of bandwidth occupancy rate. With the proposed SDN based model, networking policies of dynamic bandwidth configuration are achieved with better QoS.
A. FINE-GRAINED QoS CONFIGURATION
As introduced in advance, to provide better QoS services for individual applications/services in multi-tenant softwaredefined networks, we introduce the SLA-aware capability into SDN. We compare the capability of fine-grained priority configuration with the other two approaches: TCP/UDP ports based priority configuration and DSCP based priority configuration. The performance of QoS configuration is compared as illustrated in Fig. 6 . Different from TCP/UDP ports based priority configuration, e.g., 8080 for HTTP, almost all of the application-layer protocols such as Twitter, Skype, and YouTube also can be identified. And also, different from DSCP-based priority configuration which defines eight types (e.g., CS6, CS7, EF, AF, .etc) to classify the packets independent of protocol types, the SLA-aware fine-grained QoS provisioning selects which path to forward a packet and which packets to drop when congested according to the novel unified priority. Compared to DSCP, this novel unified priority is more scalable than DSCP mark, which is often configured with a fixed throughput during the process of data delivery, and the unified priority can be configured dynamically in real time. Due to the SLA-aware fine-grained QoS provisioning scheme can provide the capability of fine-grained priority configuration, massive traffic flows can be classified in a fine-grained way. Therefore, bandwidth competition among multiple applications can be resolved using the proposed architecture.
In SFQP, packet priority is often configured at the host side by users through DSCP marks. It will be complicated for network managers to modify them to get better QoS provisioning. Due to the field of DSCP mark has 8 bits, it will support 512 types of priority at most. Now only 6 bits are defined for real usage, therefore, we acquire and record the number of different DSCP marks in a network per 100us during 10ms. Compared to the large scale of various applications, priority configuration is inadequate and inflexible. In the past, most of the application protocols can be identified by TCP/IP ports. Due to the field of TCP/UDP port has 16 bits in OpenFlow protocol, it will support for 65536 types of priority at most. However, as introduced in advance, more and more communication protocols cannot be distinguished through TCP/UDP ports for many novel protocols may use the same TCP/UDP port. We record the number of different TCP/IP ports (both source ports and destination ports are included.) in the same network per 100us during 10ms through parsing the packet header.
On the basis of fine-grained priority configuration, massive traffic flows are classified in a fine-grained way in MTSDN. Fig. 7 shows the results of traffic classification after applying SLA-aware capability into the networks. Three typical protocols including Twitter, HTTP, and P2P generated in SDN-based multi-tenant heterogeneous networks are selected in real time. Different traditional approaches of traffic classification, we can find that the traffic flows of each protocol are divided into seven different categories approximately according to the identified behaviors. And behaviors of downloading and searching are the main traffic flows throughout the three protocols at that time. Fine-grained traffic classification means the states of traffic flows can be monitored and controlled. Therefore, bandwidth competition among different protocols using the same TCP/UDP ports can be avoided. Meanwhile, SLA-aware fine-grained QoS provisioning scheme enables accurate and reliable resources allocation policies can be produced for improvement of user experience. And also, network resources can be managed flexibly.
B. BANDWIDTH UTILIZATION
To deal with SLA violation rate, we design a bandwidth configuration model for diverse applications based on the predicted SLA. This model allows the operators to dynamically configure bandwidth for each communication link according to users' demands. Bandwidth configuration model specifies an alterable weight as the strict priority allocation levels, there may be two corresponding levels: Guaranteed and BestEffort. The higher the weight, the greater the priority. Different from traditional bandwidth configuration through the remaining bandwidth sharing, our model provides an active approach to configuring bandwidth resources, with which both bandwidth utilization and bandwidth fluctuation can be improved. Table 3 shows an example of bandwidth configuration comparing with the traditional remaining bandwidth sharing. There may be four weights δ f [i] corresponding to 1, √ 2, 2, 4 and two ports corresponding to HTTP and P2P. Two requests are selected separately to simulate the differentiated bandwidth configuration. Bandwidth requirements identified from the payload of the traffic flows are mapped as bandwidth configured through the weight. Symbols used in the following description can be found in Table 3 2, w3=2 and w4=4 respectively. We see that the peak value of the bandwidth requested for HTTP is 8 Gps and for P2P is 12 Gps. Therefore, 8 Gps should be allocated for HTTP corresponding 8080 port numbers and 12 Gps for P2P. However, different applications always work at the different time, the bandwidth utilization often keeps in range of 37.5% to 62.5% approximately, even lower for HTTP, while 20% to 80% for P2P at most. The configured bandwidth and throughput T [i] for every application request in our model are listed in Table 3 .
Meanwhile, Fig. 8 shows the probability density and bandwidth utilization (P-B model). For ''Passive'' bandwidth configuration, the curve of P-B model is a very complex polynomial with multiple peak values in which there may be one kind of application. and the bandwidth utilization of the whole network is always working at lower than 70%. For ''active'' bandwidth configuration, the P-B model is simplified to an ''S'' logistic function approximately, we can see that the probability of bandwidth utilization working at higher than 70%. 
Considering the limitation of current experiment, we neglect some unimportant parameters to simplify the model and bring out the main tendency. Usually, ∂B [j] (t) is a tiny variable, whose limit value is equal to zero. Hence, it can not make a great difference in ∂b [i] [j] (t). Then, from Eq.16, we note that a request with a higher weight δ [i] [j] has the potential to experience a smaller amount of bandwidth fluctuation than that of a lower weight in the same virtual environment. Moreover, SDN controllers adjust the granularity of bandwidth allocation through alerting δ [i] [j] according to the real network states. For example, when transverse traffic flows are very large, the traffic flows can be redirected and forwarded through the physical networks by using VxLAN.
The comparison of bandwidth fluctuation for different bandwidth configuration models is shown in Fig. 9 . The curve of ideal bandwidth fluctuation is flat with low value, which may be near to zero. It can be considered as a basic level for performance evaluation. hierarchical bandwidth configuration model is a very popular approach to the existing works. It will often configure bandwidth resources at tenant level firstly, and then configure bandwidth resources at the packet level. Configuration result of this model is trusted while the bandwidth fluctuation is very high for both tenants and packets are dynamic on each network. In proposed scheme, we compute packets' priority and tenants' demands with a unified priority matrix, which allows one priority can be configured for many different tenants in different networks. As shown in Fig. 9 , the bandwidth fluctuation of our proposed bandwidth configuration model was very near to the ideal curve of bandwidth fluctuation.
Finally, the SLA violation rate was simulated as illustrated in Fig. 10 . Usually, as the allocated bandwidth increased, the violation rate decreased naturally. At different allocated bandwidths on the communication link, the SFQP scheme presented lower SLA violation rate.
VI. CONCLUSION
In this paper, an SLA-aware fine-grained QoS provisioning (SFQP) scheme was proposed for multi-tenant software-defined networks (MTSDN). The proposed scheme incorporated the SLA-aware capability into SDN controllers. Diverse application layer protocols were identified and the SLA violation rate was reduced significantly. In SFQP, a down-top translation mechanism was presented, in which SDN controller extracted the deep-level characteristics of packets or flows and aggregated them as estimated QoS requirements. And then, on the basis of the estimated QoS requirements, SDN controller generated a fine-grained SLA contact for each service in the network in real time. By translating these QoS rules into estimated SLA contract, multiple tenants and end-users can participated the produce of a valid SLA contract. Moreover, we designed mathematical models to quantitatively evaluate the performance of SFQP scheme. In our experiments, QoS configuration, bandwidth utilization, and bandwidth fluctuation were analyzed. Simulation results showed that the MTSDN enabled more fine-grained priority configuration, lower bandwidth fluctuation, and lower SLA violation rate. Considering that both resources pricing and energy consumption have great impacts on users' SLA strategy selection, future work may contain energy efficient and dynamic resources pricing for the MTSDN.
