Suppose that T is a map of the Wiener space into itself, of the following type: T = I + u where u takes its values in the Cameron-Martin space. Assume also that u is a finite sum of H-valued multiple Ito-Wiener integrals. In this work we prove that if T preserves the Wiener measure, then necessarily u is in the first Wiener chaos and the transformation corresponding to it is a rotation in the sense of [9] . Afterwards the ergodicity and mixing of such transformations, which are second quantizations of the unitary operators on the Cameron-Martin space, are characterized.
Introduction
Let µ be the standard Gaussian measure on IR n , i.e. (b) There are many non-linear transformations on IR n which leave the measure µ invariant, too many to characterize without any further restriction.
(c) The transformation T is not ergodic: in fact let f be defined as f (x) = |x| IR n , then f = f • T and evidently, f is a non-constant function.
The infinite dimensional extension of this problem leads directly to the formulation of the problem for Wiener processes. Indeed, let (w t , t ∈ [0, 1]) denote the standard Wiener process and let (e i , i ∈ IN) be a complete orthonormal basis in the Cameron-Martin space H. Denote by (e ′ i , i ∈ IN) the image of this basis in L 2 ([0, 1]). Define
then (δe i , i ∈ IN) are i.i.d. N (0, 1)-random variables and [4] , [10] w t = It follows that for any transformation, linear or non-linear, invertible or noninvertible, from {δe i , i = 1, 2, · · ·} to another sequence, say (η i , i ∈ IN), of i.i.d. N (0, 1)-random variables, defined by
will be a measure invariant transformation of the Wiener space. A class of transformations which plays an important role in many applications is the shift transformation
It is natural to ask for a characterization of the shifts u for which T is measure-invariant, i.e. T w is also a Wiener process on C 0 ([0, 1]). In the next section we consider the transformations induced by a finite sum of multiple Wiener-Ito integrals taking values in the Cameron-Martin space and characterize those shifts which induce an invariant measure. We prove in particular their non-ergodicity. In section 3 we study the measure preserving transformations which are defined via the second quantization of deterministic unitary operators on the Cameron-Martin space which cover also the special kind of shifts presented in the second section. In particular a necessary and sufficient condition for their ergodicity and mixing is proved. The characterization of ergodicity and mixing for real valued Gaussian processes is due to Maruyama (cf. [6] ). The results presented in Theorems 2 and Theorem 3 are infinite dimensional extensions of the results of Maruyama and can be derived by starting from Maruyama's results (bypassing Lemma 2). We preferred, however, the proof presented here as it is more direct and shorter. It is based on the characterizations (cf. e.g. section 1. (C) Let L 2 0 (µ) denote the class of real valued square integrable, zero mean Wiener functionals. Set a n (f ) = E[(O n f ) · f ]. Then T is mixing if and only if a n (f ) → 0 as n → ∞ for all f in L 2 0 (µ).
We conclude this section with the following remarks: (a) The ergodicity of a real valued stationary process (X n (w), n ∈ Z) means, roughly speaking, that, almost surely, for any fixed w 0 , the n-sequence (X n (w 0 ) , n ∈ Z) "reflects the statistics of the process". In the case studied in section 3, w → W (w) is the Wiener process and T n W (w) = W (w, n) where T is a nonrandom and invertible transformation on C 0 ([0, 1], IR). In this context the ergodicity of T means that (W (w 0 , n), n ∈ IN) for a single w 0 "reflects all the statics of the Brownian motion"; however in the case of section 3, T is a non random point transformation and consequently W (w 0 , n 0 ) for just a single pair (w 0 , n 0 ) reflects the statistics. This in principle is not too surprising since from one single sample of the Wiener process we can construct countably many independent samples (e.g., split y
,
and then split again.) What is new is that the deterministic point transformation T yields ergodicity. (b) Let us underline the fact that the results presented here are valid for arbitrary abstract Wiener spaces although we study here in the frame of the classical Wiener space.
Shifts induced by multiple Wiener-Ito integrals
In the sequel we denote by (C 0 ([0, 1]), H, µ) the classical Wiener space, where H denotes the Cameron-Martin space which consists of absolutely continuous functions on [0, 1] with square integrable derivatives and µ is the Wiener measure. Recall that one can define a Sobolev derivative on this space respecting the µ-equivalence classes (cf. e.g. [8] ), whose adjoint, denoted by δ, called divergence operator, which coincides with the Ito integral of the Lebesgue density of H-valued functional if the latter is adapted to the filtration of the Wiener process.
is a kernel which is symmetric in its first n variables. Let I n (k n+1 (s 1 , · · · , s n , t)) or just I n (k n+1 (·, t)) denote the n-th order multiple Wiener-Ito integral with respect to s 1 , . . . , s n of k n+1 . For t ∈ [0, 1], define
for some finite N . Let µ be the standard Wiener measure and denote by T * µ the measures induced on C 0 ([0, 1]) by w → T w.
Theorem 1 Let T w be as defined by (6) 
Remarks: Condition (b) can be restated as:
is a zero mean Gaussian random variable. By a standard convergence argument, the order of integration can be interchanged and it holds that
The term on the left hand side is Gaussian and for n ≥ 2, I n (·) is non-Gaussian. Moreover, a result of McKean (cf. section 8 of [7] ) states that if f k (s 1 , · · · s k ) are non-zero elements of L 2 ([0, 1] k ) then for some positive α and β and for x large enough
Since there can be no cancellation between the terms in (7), we must have N = 1, and (7) becomes
The operator K corresponding to the kernel k 2 is Hilbert-Schmidt on L 2 [0, 1], hence it has a discrete spectrum. If λ = −1 is an eigenvalue of K and h is a corresponding eigenfunction then, almost surely, Hence, for any h, α ∈ H, by (8)
Corollary 1 Under the hypothesis of Theorem 1, the mapping T is almost surely invertible 1 and we have
where det 2 (I H + K) denotes the modified Carleman-Fredholm determinant (cf. [3] ).
Proof: The hypothesis implies that T is invertible. Indeed, w → T −1 (w) is given by
where β(s, t) is the symmetric kernel associated to the Hilbert-Schmidt operator (I H + K) −1 K (cf. [2] ). By the change of variables formula, for any continuous and bounded function f on the Wiener space, we have ( [5] , [10] )
Since E[|Λ|] = 1, in order to show that |Λ| = 1 it suffices to show that −I 2 (k 2 ) − 1 2 Such a transformation is never ergodic as it is proven in the following Proposition 1 Any transformation of the Wiener space satisfying the conditions of Theorem 1 is non-ergodic.
Proof: Assume that λ is an eigenvalue of K, with the corresponding eigenfunction h. Then I 1 (h) is an eigenfunction of O with the eigenvalue 1 + λ.
Since O is an isometry, we should have necessarily |1 + λ| = 1, moreover
Consequently, |I 1 (h)| is a non-trivial invariant function, hence f → f • T can not be ergodic.
Ergodicity of transformations induced by rotations
Let w denote, as before, the standard Wiener path and let R be a nonrandom, unitary transformation of the Cameron-Martin space H. Let (e i , i ∈ IN) be a complete, orthonormal basis of H whose image in L 2 ([0, 1]) will be denoted by (e ′ i ). Set
Since δ(Re i ) are i.i.d. and N (0, 1), T w is also a Wiener path (cf. [9] or [10] for more general cases).
Lemma 1
The definition of T w is independent of the choice of the basis (e i , i ∈ IN). Hence we have also
Moreover, for any h ∈ H, one has
In particular, if F ∈ L 2 (µ) has the Wiener chaos representation as
where R ⊗n denotes n-th tensor power of the operator R. IN) is a complete, orthonormal basis of H. By the density of C([0, 1]) ⋆ in H, we obtain that δh • T = δ(Rh) for any h ∈ H, the second claim is now obvious and the identity (11) follows from it.
Remarks: (i) since R is unitary, it possesses the spectral representation
where (π θ , θ ∈ [0, 1]) is a resolution of the identity 2 . It follows by standard arguments that
where the integral at the right hand side is to be interpreted as a stochastic integral with respect to the martingale θ → δπ θ h (cf. [10] ). Hence
(ii) The transformation studied in the previous section (cf. Theorem 1) is a particular case of this one defined by (9) since I H + K is a unitary operator on H.
Before proceeding further let us prove a technical result which will be useful in the sequel: Lemma 2 Let (π θ , θ ∈ [0, 1]) be a resolution of identity on H. Assume that θ → (π θ h, k) H is continuous for any h, k ∈ H. Then for any f, g ∈ H ⊙n (i.e. the symmetric tensor product of order n),
is a σ-additive and atomless measure on [0, 1] n .
Proof: If f = a 1 ⊙ . . . ⊙ a n and g = h 1 ⊙ . . . ⊙ h n , with a i , h j ∈ H (we say in this case that f and g are pure vectors), then, denoting the vector (θ 1 , . . . , θ n ) by θ,
(π ⊗n θ f, g) H ⊙n will be a finite linear combination of the terms (a i , π θ j h k ) H , hence the scalar product in H ⊙n will be continuous with respect to θ ∈ [0, 1] n . Assume now that (f n ) is a sequence of finite linear combinations of pure vectors converging to f in H ⊙n . Then
hence the limit is uniform, and this proves the continuity when g is a finite linear combination of pure vectors. Assume now that g is also a general symmetric tensor, then it can be approximated, as f , by a sequence (g n ) whose elements are the finite linear combinations of pure vectors. Then we have again the following result
which implies the uniform convergence with respect to θ. The last claim is obvious when f is a finite linear combination of pure vectors. A general f can be approximated with such vectors, say (f k , k ∈ IN). Then, for any x ∈ IR n ,
and this converges, as k → ∞, to the map
which is a continuous function on IR n at x = 0 by the spectral representation of R. Then the claim follows from the theorem of Paul Lévy about the characterization of the weak convergence of measures via the convergence of the characteristic functions.
We give now the main result of this section:
Theorem 2 Let R be a unitary operator on the Cameron-Martin space H whose resolution of identity is denoted by (π θ , θ ∈ [0, 1]). Then the corresponding (measure preserving) transformation T is ergodic if and only if θ → (π θ h, k) H is continuous on [0, 1] for any h, k ∈ H. Besides, if T is ergodic, it is also weak mixing.
Proof: Let us first prove the necessity: assume that the resolution of identity is not continuous. Then, from Hahn-Banach theorem, there exists an h ∈ H and some τ ∈ (0, 1) such that
For any k ∈ H, the spectral representation of R gives
Therefore z τ is an eigenfunction of R with the corresponding eigenvalue e iτ . Let f (w) = |δz τ (w)|. It is easy to see that f • T = f almost surely, hence T can not be ergodic and this contradiction proves the necessity. To prove the sufficiency, let F be Wiener functional such that F • T = F almost surely.
Without loss of generality we may assume that F is bounded. From Lemma 1, if we represent F as E[F ] + n I n (f n ), then I n (f n ) • T = I n (R ⊗n (f n )) = I n (f n ) for any n ≥ 1. Consequently
this result implies that the positive measure d((π θ 1 ⊗ . . . π θn )f n , f n ) H ⊗n is concentrated on the set {θ ∈ [0, 1] n : exp i 1≤k≤n θ k = 1}, which is in contradiction with the fact that it does not have atoms due to Lemma 2. The proof of weak mixing is similar with some obvious modifications.
The mixing property of T is easier to handle:
Theorem 3 The transformation T defined by (9) We say that a sequence of random variables (η n , n ∈ Z) is ergodic or mixing if the shift transformation is ergodic or mixing respectively. We have now the following corollary:
The transformation T is ergodic or mixing if and only if, for any h ∈ H, the sequence (δR n h, n ∈ Z) is ergodic or mixing respectively.
Proof: The necessity is evident, for the sufficiency it suffices to remark that, Maruyama theorem implies the continuity of the spectral measure associated to the sequence (δR n h, n ∈ Z), which is nothing but the measure θ → d(π θ h, h) H , whose continuity for any h implies the ergodicity of T by Theorem 2. For the mixing we proceed similarly.
