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Abstract
RANDALL V. MAULDIN: Multi-timescale dynamic e®ects of antifolate
binding and mutations in dihydrofolate reductase.
(Under the direction of Andrew L. Lee.)
Long-range amino acid communication is crucial for biological processes such as
protein signaling, enzyme catalysis and allosteric regulation. In this work, the under-
lying dynamic networks that links distal regions of a protein to its catalytic center
are illuminated, using dihydrofolate reductase (DHFR) as a model system. DHFR
catalyzes the NADPH-dependent reduction of dihydrofolate to tetrahydrofolate. Ex-
tensive biochemical analyses have established key regions that, upon mutation, mimic
allosteric regulation by altering the rate of catalysis. To gain insight into the role
that dynamics play in regulation, NMR spectroscopy is employed to measure pro-
tein motion on timescales ranging from picoseconds to microseconds. The dynamics
of DHFR are perturbed in two ways: by binding high a±nity inhibitors such as
methotrexate and trimethoprim to the active site, or by mutating distal residues that
reduce the catalytic rate by changing the dynamics of hydride transfer. These meth-
ods in conjunction allow us to track the dynamic response throughout DHFR as the
perturbation originates from, or connects to, the active site. Tight binding ligands
decouple global micro- to millisecond conformational switching, while altering the
sub-nanosecond backbone and side-chain dynamics throughout the protein. Further-
more, distal mutations alter the dynamics within the active site and at regions of the
protein known to be hydride transfer. These surprising results support the conclu-
sion that the active site is functionally linked to distal regions of DHFR by discrete
dynamic interactions, and that altering these interactions may be a mechanism to
iii
allosterically regulate catalysis.
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v
Acknowledgments
Graduate school is a long journey ¯lled with incredible high and low moments. It goes
without saying that this work could not have been possible without a large support
network. First, I would like to thank my advisor Andrew Lee. Over the past few
years, Drew has spent countless hours sharing his technical expertise, tremendous
scienti¯c knowledge and ability to identify small details that can complete the larger
scienti¯c picture. The success of this project is in part due to a fruitful collaboration
with Scott Singleton.
I have been taught by incredible people both at the undergraduate and graduate
levels. My undergraduate career was shaped by Eugene Gregory, Timothy Larson
and Janet Donahue. I am indebted to Barry Lentz who gave me the opportunity join
the Biophysics Program. I would also like to thank Jan Hermans and Charlie Carter
for their rigorous structural and biophysical training and Richard Wolfenden, Sharon
Campbell, and Gary Pielak for their service on my committee.
Karl Koshlab and Gregory Young have provided me with invaluable aid with the
equipment needed for this project. I have had the honor of working with numer-
ous others in the Lee Laboratory. Ernesto Fuentes and Micheal Clarkson helped
me through the steep learning curve associated with NMR spectroscopy. Mary Car-
roll who, as a rotation student and later a member of the Lee Lab, collected the
trimethoprim assignment and relaxation data presented in this work. My lab mates
Josh Boyer, Matthew Whitley, Paul Sapienza, Chad Petit, Jun Zhang, Anthony Law,
Leanna McDonald and Tina Clay have provided a stimulating work environment over
vi
the years.
Finally, I would like to thank my family. My wife Jocelyn has been with me every
step along the way and has provided tremendous moral and emotional support. I am
deeply indebted to my parents, Jan and Phil, and my sisters, Johana and Lindsay.
Together, they taught me to question everything, never accept anything but my best
and supported me when things did not go as planned.
vii
Table of Contents
List of Figures : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : xii
List of Tables : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : xiv
List Of Abbreviations And Symbols : : : : : : : : : : : : : : : : : : : : : xv
1 Introduction : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1
1.1 Methods for measuring protein dynamics . . . . . . . . . . . . . . . . 3
1.2 Introduction to NMR spin relaxation and dynamics . . . . . . . . . . 5
1.3 Dihydrofolate Reductase . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Overview of this work . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Antifolate Binding to E. coli Dihydrofolate Reductase : : : : : : : 18
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Materials and Methods. . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.1 Protein Puri¯cation . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2 NMR Samples. . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.3 NMR Spectroscopy. . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.4 Relaxation Analysis. . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.5 Residual Dipolar Coupling. . . . . . . . . . . . . . . . . . . . . 24
2.3 Results and Discussion. . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.1 Predominance of the closed conformation in solution. . . . . . 25
viii
2.3.2 Drug-induced decoupling of a ¹s-ms functional global switch. . 27
2.3.3 Consensus drug-binding e®ects on ps-ns motions. . . . . . . . 31
2.3.4 Backbone Dynamics. . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.5 Side-chain dynamics. . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.6 Sensitivity of closed conformational dynamics to ligand structure. 39
2.4 Concluding remarks. . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3 Dynamics of Dihydrofolate Reductase M42W : : : : : : : : : : : : : 41
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.1 Protein puri¯cation and NMR sample preparation. . . . . . . 44
3.2.2 NMR Experiments. . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.3 Residual Dipolar Coupling Analysis. . . . . . . . . . . . . . . 45
3.2.4 Lipari-Szabo model-free analysis. . . . . . . . . . . . . . . . . 45
3.2.5 Relaxation Dispersion Analysis. . . . . . . . . . . . . . . . . . 46
3.2.6 Statistical analysis of dynamic parameters. . . . . . . . . . . . 47
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.1 Stable binary and ternary M42W complexes. . . . . . . . . . . 47
3.3.2 DHFR M42W adopts the closed conformation in solution. . . 48
3.3.3 Lipari-Szabo analysis of backbone ps-ns dynamics. . . . . . . . 50
3.3.4 Ps-ns side-chain methyl dynamics. . . . . . . . . . . . . . . . . 52
3.3.5 ¹s-ms conformational switching in DHFR M42W. . . . . . . . 56
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4.1 Intramolecular communication in DHFR. . . . . . . . . . . . . 59
3.4.2 Mutation alters the dynamic state of DHFR. . . . . . . . . . . 63
3.4.3 M42W modulates ¹s-ms conformational dynamics. . . . . . . 65
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
ix
4 Dynamics of Dihydrofolate Reductase G121V : : : : : : : : : : : : : 68
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.1 Protein puri¯cation and NMR sample preparation. . . . . . . 71
4.2.2 NMR Experiments. . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.3 Analysis of NMR dynamic parameters. . . . . . . . . . . . . . 72
4.2.4 Reduced spectral density mapping. . . . . . . . . . . . . . . . 73
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3.1 Assignment and structural analysis of DHFR G121V. . . . . . 73
4.3.2 15N relaxation. . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3.3 Side-chain relaxation. . . . . . . . . . . . . . . . . . . . . . . . 82
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.4.1 Limited change in ps-ns dynamics. . . . . . . . . . . . . . . . 85
4.4.2 G121V increases microsecond motion. . . . . . . . . . . . . . . 87
4.4.3 Role of ps-ns dynamics in G121V catalysis. . . . . . . . . . . . 88
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5 Perspective and Future Directions : : : : : : : : : : : : : : : : : : : : 90
A Programs for analyzing relaxation dispersion data : : : : : : : : : : 95
A.1 exrate: EXchange RATE analysis . . . . . . . . . . . . . . . . . . . . 95
A.1.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
A.1.2 Materials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
A.1.3 Protocol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
A.2 Programs for formatting R2 dispersion data . . . . . . . . . . . . . . 100
A.2.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
A.2.2 Methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
x
A.2.3 Protocol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
B Chemical shift and relaxation data : : : : : : : : : : : : : : : : : : : 105
B.1 DHFR:NADPH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
B.2 DHFR:NADPH:MTX . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
B.3 M42W:NADPH:MTX . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
B.4 G121V:NADPH:MTX . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Bibliography : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 158
xi
List of Figures
1.1 Drug binding to DHFR . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Timescales of protein dynamics . . . . . . . . . . . . . . . . . . . . . 4
1.3 Dynamic range of backbone and side-chain dynamics. . . . . . . . . . 8
1.4 A sample relaxation dispersion curve . . . . . . . . . . . . . . . . . . 10
1.5 Reduction of dihydrofolate to tetrahydrofolate . . . . . . . . . . . . . 12
1.6 DHFR structure and catalytic cycle . . . . . . . . . . . . . . . . . . . 13
2.1 Structures of methotrexate and trimethoprim . . . . . . . . . . . . . 19
2.2 Change in chemical shift upon drug binding . . . . . . . . . . . . . . 26
2.3 Analysis of DHFR dipolar couplings . . . . . . . . . . . . . . . . . . . 27
2.4 ¹s-ms dynamics of drug binding . . . . . . . . . . . . . . . . . . . . . 28
2.5 Model-free dynamic response to drug binding . . . . . . . . . . . . . 33
2.6 Change in backbone dynamics upon drug binding . . . . . . . . . . . 34
2.7 Change in S 2axis due to drug binding . . . . . . . . . . . . . . . . . . . 36
2.8 Dynamic response to drug binding . . . . . . . . . . . . . . . . . . . . 37
2.9 Dynamic response to drug binding . . . . . . . . . . . . . . . . . . . . 38
3.1 DHFR M42W . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 HSQC spectra of binary and ternary DHFR M42W. . . . . . . . . . . 48
3.3 RDC analysis of DHFR M42W . . . . . . . . . . . . . . . . . . . . . 49
3.4 M42W backbone dynamics . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5 Summary of changes in side-chain dynamics . . . . . . . . . . . . . . 53
3.6 Distance dependence of side-chain dynamics perturbation . . . . . . . 54
3.7 Impact of chemical shift on side-chain dynamics . . . . . . . . . . . . 55
3.8 ¹s-ms conformational switching of DHFR M42W . . . . . . . . . . . 57
xii
3.9 Stereoview of M42W perturbation map . . . . . . . . . . . . . . . . . 60
4.1 DHFR G121V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2 HSQC overlay of G121V and WT DHFR . . . . . . . . . . . . . . . . 75
4.3 Change in amide chemical shift resulting from G121V . . . . . . . . . 76
4.4 DHFR G121V relaxation rates . . . . . . . . . . . . . . . . . . . . . . 77
4.5 Values of the reducted spectral density for WT DHFR . . . . . . . . 79
4.6 Values of the reducted spectral density for G121V DHFR . . . . . . . 80
4.7 Change in S 2 as a result of the G121V substitution . . . . . . . . . . 81
4.8 DHFR G121V side-chain dynamics . . . . . . . . . . . . . . . . . . . 83
4.9 Change in side-chain relaxation due to G121V. . . . . . . . . . . . . . 84
4.10 Signi¯cant dynamic changes due go G121V . . . . . . . . . . . . . . . 86
A.1 EXRATE control ¯le . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
A.2 EXRATE data table . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
A.3 A sample h±t log ¯le . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
xiii
List of Tables
3.1 Exchange parameters of DHFR M42W . . . . . . . . . . . . . . . . . 58
3.3 Correlation between ¢S2axis and the \allostery wiring network" . . . . 62
3.4 Correlation between experimental and predicted S 2axis . . . . . . . . . 64
4.1 WT and G121V DHFR tryptophan indole model-free analysis. . . . . 82
B.1 DHFR:NADPH chemical shift assignments . . . . . . . . . . . . . . . 105
B.2 DHFR:NADPH backbone model-free parameters . . . . . . . . . . . . 112
B.3 DHFR:NADPH side-chain model-free parameters . . . . . . . . . . . 115
B.4 DHFR:NADPH relaxation dispersion parameters . . . . . . . . . . . 117
B.5 DHFR:NADPH:MTX chemical shift assignments . . . . . . . . . . . . 117
B.6 DHFR:NADPH:MTX backbone model-free parameters . . . . . . . . 126
B.7 DHFR:NADPH:MTX side-chain model-free parameters . . . . . . . . 129
B.8 DHFR:NADPH:MTX relaxation dispersion parameters . . . . . . . . 131
B.9 M42W:NADPH:MTX chemical shift assignments . . . . . . . . . . . 132
B.10 M42W:NADPH:MTX backbone model-free parameters . . . . . . . . 140
B.11 M42W:NADPH:MTX side-chain model-free parameters . . . . . . . . 143
B.12 G121V:NADPH:MTX Chemical shift assignments . . . . . . . . . . . 145
B.13 G121V:NADPH:MTX backbone dynamic parameters . . . . . . . . . 153
B.14 G121V:NADPH:MTX side-chain model-free parameters . . . . . . . . 156
xiv
List Of Abbreviations And
Symbols
AIC Akiake information criteria
BIC Bayesian information criteria
CSA chemical shift anisotropy
CPMG Carr-Purcell-Meiboom-Gill
DHF 7,8-dihydrofolate
DHFR dihydrofolate reductase
Dy quardupolar transverse relaxation
Dz quardupolar longitudinal relaxation
¢! di®erence in chemical shift
exrate EXchange RATE analysis
HSQC heteronuclear single quantum coherence
MTX methotrexate
¹s-ms microsecond to millisecond
NADP+ oxidized nicotinamide adenine dinucleotide phosphate
NADPH reduced nicotinamide adenine dinucleotide phosphate
NMR nuclear magnetic resonance
NOE nuclear Overhauser enhancement
pABG p-(aminobenzoyl)glutamate
PDB Protein Data Bank
ps-ns picosecond to nanosecond
R1 spin-lattice (longitudinal) relaxation
R2 spin-spin (transverse) relaxation
xv
Rex transverse relaxation due to conformational exchange
Re®2 e®ective R2
R02 intrinsic R2
RDC residual dipolar coupling
rms root mean square
S 2 order parameter
S 2axis order parameter of the methyl symmetry axis
¿e e®ective internal correlation time
¿e;axis e®ective internal correlation time of the methyl symmetry axis
¿cp time between consecutive refocusing pulses in a CPMG train
¿m rotational correlation time
THF 5,6,7,8-tetrahydrofolate
TMP trimethoprim
xvi
Chapter 1
Introduction
The classic view of proteins is static in nature largely due to the elegant structures
determined by X-ray crystallography. These three dimensional images have aided
biochemists in exploring the intricate interactions required for ligand binding, cat-
alytic function and protein regulation. However, just as a camera can only capture a
single moment in time, protein structures do not reveal the true complexity of motion
that drives biological processes. Thus, any attempt to understand protein function
requires an extensive investigation of protein motions.
The connection between protein structure and dynamics is of utmost importance
since many proteins are key pharmaceutical targets. Static structures may mask
factors that lead to high binding a±nity and speci¯city (Karplus and McCammon,
1983; Teague, 2003). There are several cases where protein °exibility has resulted in
unanticipated protein ligand orientations (Figure 1.1)(Matthews et al., 1977; Teague,
2003). Traditional equilibrium thermodynamics tells us that the binding free energy
has both an enthalpic and entropic component. While the enthalpic contributions to
binding are relatively straight forward to calculate, entropic contributions to binding
free energy are not as predictable. As shown in the case of calmodulin, conformational
entropy measured by nuclear magnetic resonance (NMR) side-chain order parameters
signi¯cantly contributes the free energy of ligand binding (Frederick et al., 2007). A
Figure 1.1: Protein °exibility results in unexpected ligand binding orientations.
Methotrexate (cyan) and folate (orange) do not bind in the same orientation in spite
of their structural similarities
deeper understanding of the contribution of dynamics to ligand binding a±nity and
speci¯city is required for any rational drug design process.
Protein dynamics may contribute to enzymatic activity. In the case of cyclophilin
(Eisenmesser et al., 2005) and ribonuclease H (Beach et al., 2005), conformational
switching occurs at the same rate as kcat. The conformational °uctuations of dihy-
drofolate reductase (DHFR) not only correlate with catalysis, but appear to be mod-
ulated by ligand identity (Boehr et al., 2006; Boehr, Dyson and Wright, 2008). The
direct contribution of protein dynamics to enzyme chemistry is di±cult to quantify
due to the short lived nature of the reactive species. Petsko and coworkers elegantly
present indirect evidence that thermal °uctuations are required for ribonuclease catal-
ysis (Rassmussed et al., 1992). Thermal °uctuations on the sub-nanosecond timescale
may also contribute to hydride transfer reactions (Kohen et al., 1999; Kohen and Klin-
man, 2000). Intuitively, one anticipates functionally important motion to occur on
the same timescale as biological processes. However, subnanosecond bond librations
serve to promote or \lubricate" functionally signi¯cant large-scale rearrangements
(Henzler-Wildman et al., 2007) making multiple motional modes important for func-
tion.
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If dynamics contribute to function, it is reasonable to hypothesize that amino acid
interactions within highly evolved proteins coordinate these motions. Sequence based
evolutionary studies have indicated that networks of interacting residues have evolved
within a protein sca®old to regulate function, ligand speci¯city and stability (Lockless
and Ranganathan, 1999; Suel et al., 2003; Halabi et al., 2009). This hypothesis is sup-
ported by scores of biochemical experiments that show modifying distal regions can
allosterically regulate function in the absence of large scale structural rearrangement
(Rajagopalan et al., 2002). Unfortunately, these experiments do not explain how the
perturbation is transmitted throughout the protein sca®old. It has been suggested
that intramolecular communication is facilitated by contiguous side-chain interac-
tions (Lee, Kinnear and Wand, 2000; Fuentes, Der and Lee, 2004; Clarkson and Lee,
2004; Igumenova, Lee and Wand, 2005; Fuentes et al., 2006). Fuentes and coworkers
(Fuentes, Der and Lee, 2004) show striking correlation between changes in side-chain
order parameters upon ligand binding to PDZ2 and the sequence based \energetic
network" (Lockless and Ranganathan, 1999). However, long-range dynamic changes
have never been shown to correlate with functional regulation.
1.1 Methods for measuring protein dynamics
Protein motion occurs on timescales ranging from femtoseconds to greater than sec-
onds. Many experimental and theoretical techniques have been developed to observe
these dynamics. X-ray crystallography captures both structural information and mo-
tional information in the form of temperature factors (B-factors). Unfortunately,
interpreting B-factors is not straight forward because in addition to motional infor-
mation, they are complicated by inhomogeneity within the crystal lattice (Kuriyan
et al., 1986). Furthermore, B-factors do not report on the timescale of motions and
can be highly in°uenced by crystal packing interactions. Fluorescence spectroscopy
3
is another tool for studying protein dynamics both as an ensemble (Lakowicz, 1980)
and at the single molecule level (Weiss, 2000). In addition, newer IR spectroscopic
approaches (Zimmermann et al., 2006) are being developed to measure protein dy-
namics across a wide range of timescales. These spectroscopic techniques are pow-
erful tools for examining the motion of (or around) a speci¯c probe in a protein
with time resolved accuracy. Molecular dynamics simulations provide high resolution
and timescale information unmatched by current experimental techniques (McCam-
mon, Gelin and Karplus, 1977). As a result of dramatic improvements in computer
technology and algorithms, upwards of microsecond simulations are possible on rela-
tively large proteins. However, molecular dynamics simulations require experimental
validation.
Figure 1.2: Timescales of common protein motions.
NMR spectroscopy is uniquely suited for measuring molecular motion in solution.
Unlike other spectroscopic techniques, NMR utilizes non-perturbing molecular probes
in the form of stable isotopes. The isotopes can be easily incorporated by expressing
proteins in enriched bacterial media. With advanced multidimensional experiments,
researchers can measure the dynamics of an entire protein with site speci¯c accuracy.
Furthermore, chemical shift data yields valuable insight into the proteins three dimen-
sional structure. The timescales of motion accessible to NMR spans several orders of
magnitude. For the purpose of this work, two time \windows" have been explored, the
picosecond to nanosecond (ps-ns) and microsecond to millisecond (¹s-ms) timescales.
4
1.2 Introduction to NMR spin relaxation and dy-
namics
Spin relaxation is the process by which a nuclear spin returns to equilibrium follow-
ing perturbation by a radio frequency pulse. In proteins, relaxation rates of 15N, 13C,
and 2H are often measured using 2D heteronuclear single quantum coherence (HSQC)
type experiments to yield information on the main chain or side-chain methyl dynam-
ics. For backbone dynamics, the rates of spin-lattice (longitudinal) relaxation (R1)
and spin-spin (transverse) relaxation (R2) in addition to the
1H{15N nuclear Over-
hauser enhancement (NOE) for each resolved amide are measured (Kay, Torchia and
Bax, 1989). Backbone 15N relaxation is dominated by dipole-dipole interactions and
chemical shift anisotropy (CSA) (Jarymowycz and Stone, 2006). The dipole-dipole
mechanism results from coupling between two magnetic nuclei as the internuclear
vector moves with respect to the static magnetic ¯eld. In the case of a protein, the
°uctuation can arise from molecular rotation or movement of the bond vector within
the protein. The CSA relaxation mechanism results from °uctuations in the local
magnetic ¯eld due to the anisotropic distribution of electrons in chemical bonds. As
the bond moves with respect to the static magnetic ¯eld, again due to molecular
rotation or internal dynamics, °uctuations in the magnetic ¯eld promote relaxation.
While it is clear that magnetic °uctuations result from molecular motion, relating
internal °uctuations to measured relaxation rates is not a straight forward process.
The connection is made by the spectral density function J(!). As the name implies,
the spectral density function describes the density (or probability) of molecular mo-
tion at a particular frequency, !. Ideally, the entire spectral density function should
be mapped. In practice, a reduced spectral density can be mapped by the measurable
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R1, R2, and NOE values using the equations (Jarymowycz and Stone, 2006):
J(0) =
1
3d2 + 4c2
(6R2 ¡R1(3 + 18
5
(°N=°H)(NOE ¡ 1))) (1.1)
J(!N) =
4
3d2 + 4c2
(R1(1¡ 7
5
(°N=°H)(NOE ¡ 1))) (1.2)
J(!h) =
4
5d2
(R1(°N=°H)(NOE ¡ 1)) (1.3)
d = (
¹0h°N°H
8¼2
)(
1
r3NH
) (1.4)
c =
!N¢¾p
3
(1.5)
where ° is the magnetogyric ratio of nitrogen or hydrogen, rNH is the length of the
N{H bond vector, ¢¾ is breadth of the CSA tensor, ¹0 is the permeability of free
space, and h is Planck's constant.
Unfortunately, the reduced spectral density cannot determine whether the molec-
ular motion originated from global motion (molecular tumbling) or localized °uc-
tuations (protein dynamics). In 1982, Lipari and Szabo developed the model-free
formalism for describing internal protein dynamics (Lipari and Szabo, 1982). Model-
free makes the fundamental assumptions that e®ective internal correlation time (¿e)
is much smaller than rotational correlation time (¿m) and that the internal and global
motions are independent of one another (not correlated). The model-free parameter-
ization of the spectral density function is:
J(!) =
2
5
(
S2¿m
1 + (!¿m)2
+
(1¡ S2)¿
1 + (!¿)2
) (1.6)
where ¿ = ¿e+ ¿m and the order parameter (S
2) represents the amplitude of internal
motion for a particular bond vector. S 2 can range from 0 to 1 indicating a completely
isotropic or rigid bond vector, respectively. While the model-free parameterization
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shown above assumes the molecule tumbles isotropically, modi¯cations can be made
to account for an anisotropically tumbling molecule (Jarymowycz and Stone, 2006).
Furthermore, modi¯cations can be made to account for transverse relaxation due to
conformational exchange (Rex) (Mandel, Akke and Palmer, 1995) and internal motion
occurring on separate sub-¿m timescales (Clore et al., 1990). The latter is accounted
for by ¯tting two independent order parameters, S2s and S
2
f , that represent the slow
and fast component of the motion, respectively. The ¯ve standard model-free models
describing backbone dynamics are:
1 S2
2 S2, ¿e
3 S2, Rex
4 S2, ¿e, Rex
5 S2s , S
2
f , ¿e
As shown in Figure 1.3, the backbone dynamics are generally rigid as is the case
in most folded proteins. Backbone dynamics alone are unlikely to shed much light on
the underlying ps-ns dynamics within a protein. By contrast, the order parameter of
the methyl symmetry axis (S 2axis) varies considerably throughout the protein. Methyl
dynamics are measured using the quardupolar relaxation of deuterium isotopes of
CH2D methyl isotopomers. Analogous to the backbone dynamics, the quardupolar
longitudinal relaxation (Dz) and quardupolar transverse relaxation (Dy) rates are
measured using pulse sequences developed by Kay and coworkers (Muhandiram et al.,
1995). In contrast to the dipolar relaxation mechanism, quardupolar relaxation results
from °uctuations in the electronic ¯eld surrounding a nucleus and is very e±cient. As
a result, cross correlated relaxation from neighboring 1H-13C dipoles or non-bonded
spins do not signi¯cantly contribute to the measured relaxation rates (Muhandiram
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Figure 1.3: The dynamic range of backbone and side-chain dynamics. The range of
backbone (red) and sidechain (blue) order parameters for DHFR:NADPH:MTX are
shown. The side-chain order parameters sample a much greater dynamic range than
the backbone.
et al., 1995). The equations for the deuterium relaxation rates are:
Dz =
3
16
(
e2qQ
~2
[J(!D) + 4J(2!D)]) (1.7)
Dy =
1
32
(
e2qQ
~2
[9J(0) + 15J(!D) + 6J(2!D)]) (1.8)
where e2qQ is the quardupolar coupling constant, which is approximately 165 kHz.
Measuring D z and Dy relaxation rates allows for reliable extraction of the Lipari-
Szabo dynamics parameters. As shown in Figure 1.3, S 2axis spans almost the entire
range of the order parameter in spite of many methyl groups being packed in the
core of the protein. Furthermore, S 2axis has been shown to be exquisitely sensitive to
small perturbations such as ligand binding and mutation (Lee, Kinnear and Wand,
2000; Clarkson and Lee, 2004; Fuentes, Der and Lee, 2004; Igumenova, Frederick and
Wand, 2006; Frederick et al., 2007).
Many biological processes such as catalysis, ligand binding and allosteric regu-
lation occur on the ¹s-ms timescale. Therefore, comprehensive analysis of ¹s-ms
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dynamics is requisite for understanding the relationship between enzyme motion and
catalysis. The R2 relaxation of a particular nucleus is dependent on the intrinsic R2
(R02) and additional contributions due to chemical or conformational exchange. The
simplest model for conformational exchange is a two site model:
A
k1¡¡*)¡
k¡1
B (1.9)
Rex occurs when an atom transitions between two distinct chemical environments
(A and B) in a time dependent manner such that the rate of exchange (kex= k1+
k¡1) is comparable to the di®erence in chemical shift (¢!) between the two sites.
The change in chemical environment can arise from processes such as ligand binding,
conformational change involving the atom of interest, molecular motion around the
nucleus, or protein oligomerization. Recently, considerable work has been focused on
the development of pulse sequences to measure motion on the ¹s-ms timescale (Loria,
Rance and Palmer, 1999; Palmer, Kroenke and Loria, 2001).
In this work, conformational exchange is measured using the so-called Carr-
Purcell-Meiboom-Gill (CPMG) relaxation dispersion pulse sequence developed by
Loria and coworkers (Loria, Rance and Palmer, 1999). In the relaxation dispersion
experiment, nuclear magnetization is dephased due to conformational exchange dur-
ing a constant time CPMG ( ¿cp{180
±-¿cp) pulse train, where ¿cp is the time between
consecutive 180± pulses. The presence of conformational exchange results in a net loss
of NMR signal intensity. The ability of the CPMG pulse train to re-phase the nuclear
magnetization depends on the length of ¿cp. The peak intensities in a 2D spectrum
at a given ¿cp value are converted into e®ective R2 (R
e®
2 ) using the equation:
Re®2 = ¡
1
T
ln
I
I0
(1.10)
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Figure 1.4: A sample relaxation dispersion curve. The blue and red lines represent
the same residue at 500 and 700 MHz, respectively.
where I and I0 are the intensities with and without the constant time CPMG period
(T) (Mulder et al., 2001). Acquisition of the relaxation data using a constant time
CPMG period allows complete data sets to be acquired with 10 or 15 2D spectra as
opposed to ten times that number with conventional methods. The dependence of Re®2
on ¿cp (and therefore the pulsing rate) is subsequently ¯t to extract conformational
exchange parameters. A typical plot of Re®2 as a function of ¿cp is shown in Figure
1.4.
The change in transverse relaxation as a function of ¿cpcan be related to kinetic
and thermodynamic properties by ¯tting the data to the Carver-Richards (Carver
and Richards, 1972) equation for two state exchange:
R2(1=¿cp) =
1
2
(R02a +R
0
2b + kex +
1
¿cp
cosh¡1[D+ cosh(´+)¡D¡ cos(´¡)]) (1.11)
where
D§ =
1
2
[§1 + ª + 2¢!
2
(ª2 + ³2)0:5
] (1.12)
´§ =
¿cpp
2
[§ª+ (ª2 + ³2)0:5]0:5 (1.13)
ª = (R02a ¡R02b ¡ pakex + pbkex)2 ¡¢!2 + 4papbk2ex (1.14)
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³ = 2¢!(R02a ¡R02b ¡ pakex + pbkex) (1.15)
where pa and pb are the populations of state A and B, respectively, and kex and ¢! are
the exchange rate and change in chemical shift described above. The Carver-Richards
equation assumes pa is much larger than pb, and the exchange is two-state. While
the Carver-Richards equation is valid for all timescales, in the case of fast exchange,
(kex > ¢!), pa, pb, and ¢! can no longer be separated such that the Carver-Richards
equation simpli¯es to (Palmer, Kroenke and Loria, 2001):
R2(1=¿cp) = R
0
2a +
ªex
kex
[1¡ 2 tanh(kex¿cp2
¡1
kex¿cp
)] (1.16)
where
ªex = papb¢!
2 (1.17)
It should be noted that the Carver-Richards equations assumes a two-site exchange
process. Without preexisting knowledge of a more complicated exchange process,
there is no apparent reason to employ a multistate exchange model. Furthermore,
the ¯tted kex rate will not be drastically altered by incorrect model selection. In
principle, 2D relaxation dispersion pulse sequences can be applied to any isolated
NMR active nucleus within a protein. Changes in hydrogen bonding patterns or local
structure can have drastic e®ects on amide chemical shifts making 15N relaxation
dispersion experiments exquisitely sensitive to conformational exchange.
1.3 Dihydrofolate Reductase
DHFR is an enzyme that is found in all known organisms and is widely used to
examine the relationships between enzyme sequence, structure and function. DHFR
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catalyzes the reduced nicotinamide adenine dinucleotide phosphate (NADPH) depen-
dent reduction of 7,8-dihydrofolate (DHF) to 5,6,7,8-tetrahydrofolate (THF) (Figure
1.5). THF is a metabolic precursor of purine bases and certain amino acids, and is
required for cell growth and proliferation. Owing to this fact, DHFR inhibitors are
widely used as antibiotics, immune suppressants, and anticancer drugs. Highly e®ec-
tive antifolate drugs such as methotrexate (MTX) and trimethoprim (TMP) inhibit
DHFR with nanomolar a±nity. The anticancer drug MTX binds both human and
bacterial DHFR, whereas TMP is selective for the bacterial protein.
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Figure 1.5: Dihydrofolate reductase catalyzes the stereospecic reduction of 7,8-
dihydrofolate to 5,6,7,8-tetrahydrofolate
E. coli DHFR (herein referred to simply as DHFR) is a monomeric enzyme com-
posed of 159 amino acids. As shown in Figure 1.6(a), DHFR is an ®¯ protein com-
posed of a central 8 strand ¯-sheet (¯A - ¯H) and four ® helices (®B, ®C, ®E, and
®F) (Matthews et al., 1977). As shown by Sawaya and Kraut (Sawaya and Kraut,
1997), DHFR is a single domain protein that can be divided into two subdomains:
the adenosine binding domain and the loops domain. The adenosine binding domain
is named for its role in binding the adenosine moiety of the cofactor NADPH. The
catalytic center of DHFR is located within the loops domain, named for three main
loops surrounding the active site (Met20, F-G and G-H). The Met20 loop lies directly
over the active site of DHFR with the F-G and G-H loops packing against it.
Benkovic and coworkers have dissected every aspect of the DHFR catalytic cycle
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(a) (b)
Figure 1.6: The structure and catalytic cycle of DHFR.(a) DHFR is shown bound
to MTX (orange) and NADPH (maroon). The F-G and G-H loops are shown in
green and red, respectively. The Met20 loop is shown in both the closed (yellow) and
occluded (blue) conformations. (b) The signi¯cant catalytic intermediated of DHFR's
reaction cycle is shown. The yellow and blue boxes indicates the closed and occluded
conformations of the Met20 loop for each intermediate, respectively.
1.6(b) (Fierke, Johnson and Benkovic, 1987). DHFR samples ¯ve distinct catalytically
signi¯cant steps: the holoenzyme (E:NADPH), the Michaelis complex (E:NADPH:DHF),
the ternary product complex (E:NADP+:THF), the product binary complex (E:THF),
and the product release complex (E:NADPH:THF). The ¯nal step of THF release is
the rate limiting step for DHFR catalysis ( 12 s¡1 at 25 ±C) (Fierke, Johnson and
Benkovic, 1987). As a result of the synergism between ligand binding and release,
the apo-enzyme is not generated under physiological conditions.
DHFR has long served as a model enzyme and evidence for dynamical contribu-
tions to DHFR function are scattered throughout the literature. When apo-DHFR
was ¯rst isolated, the researchers noted the existence of two isoforms, E1 and E2
(Dunn and King, 1977, 1980; Cayley, Dunn and King, 1981). Kinetics experiments
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indicate the two isoforms convert at a rate of 0.035 s¡1(Chen et al., 1987). The addi-
tion of substrate or cofactor preferentially stabilizes a single structural species. The
structural details of E1 and E2 in a homologous DHFR were ¯rst elucidated using
NMR spectroscopy. Clore and coworkers used chemical shifts and transfered NOE ex-
periments to determine the orientation of oxidized nicotinamide adenine dinucleotide
phosphate (NADP+) and the drug, TMP, to L. casei DHFR (Birdsall et al., 1984).
The nicotinamide moiety of NADP+ is positioned within the active site in E1 and
is swung away from the surface of the protein in E2. Furthermore, the dynamics of
DHFR appeared to depend on the identity of the cofactor or folate analogs giving
rise to speculation that ligand identity, molecular dynamics, and cooperative binding
are correlated.
Much of what we know about the structure of DHFR in complex with a wide
array of ligands comes from X-ray crystallography (See Sawaya and Kraut, 1997, and
the references therein). It became apparent that the E1/E2 isoforms of DHFR re°ect
the orientation of the loops surrounding the active site. DHFR has been isolated in
three main structural states termed closed, occluded and open, in reference to the
conformation of the Met20 loop (Figure 1.6(a)). In the closed complex, the reactant
and cofactor are poised within the active site for catalysis (E1). The main role of the
Met20 loop in the closed conformation is to shield the active site from solvent, allowing
for e±cient hydride transfer. The Met20 loop conformation is stabilized by hydrogen
bond interactions with the F-G loop. Upon hydride transfer, the enzyme cycles to the
occluded conformation (E2). The Met20 loop transitions from a ¯ turn to a 310 helix.
The active site is occluded by the side chains of methionine 16 and glutamate 17 on
the Met20 loop. The occluded complex is stabilized by hydrogen bonding interactions
between the Met20 loop and the G-H loop. The structural rearrangement is large
enough that hydrogen bond pairs in the closed complex (D122-G15 and D122-E17)
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are separated by approximately 11 ºA in the occluded complex. The open Met20
loop conformation is likely stabilized by contacts within the crystal lattice and may
represent an intermediate between the closed and occluded conformation (Sawaya and
Kraut, 1997).
In order to minimize the e®ect of crystal packing on the loop structure DHFR was
crystallized with ligands that mimic every step of the catalytic cycle in isomorphous
crystals (Sawaya and Kraut, 1997). Sawaya and Kraut found that DHFR adopts the
closed conformation in the holoenzyme and Michaelis complexes and the occluded
conformation in each of the three product complexes. Furthermore, analysis of the
crystal structures reveals that the ternary complex with MTX (E:NADPH:MTX)
serves as a model for the transition state complex. At ¯rst this notion may seem
counterintuitive because the pterin ring of MTX is rotated 180± with respect to DHF
(Matthews et al., 1977; Sawaya and Kraut, 1997). However, further analysis reveals
that if DHF is superimposed on MTX in the ternary drug complex, the pterin ring
and nicotinamide moiety of NADPH are within optimal hydrogen tunneling distance.
The large scale structural rearrangement described by Kraut and coworkers further
support the hypothesis that dynamics may be related to enzyme function.
Theoretical analysis of DHFR suggests that fast (sub-nanosecond) correlated mo-
tions may act to promote catalysis (Radkiewicz and Brooks, 2000; Agarwal et al.,
2002; Rod, Radkiewicz and Brooks, 2003; Rod and Brooks, 2003). In an extensive
series of molecular dynamics simulations, regions of correlated and anti-correlated mo-
tions were identi¯ed within the closed DHFR complex (Rod, Radkiewicz and Brooks,
2003). The correlated motions were clearly attenuated in mutant proteins that have
been shown to have decreased activity (Rod, Radkiewicz and Brooks, 2003). Hybrid
quantum and molecular mechanics simulations identi¯ed \a network of promoting
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motions" that are required for hydride transfer (Agarwal et al., 2002). The theoreti-
cal analysis suggests that the correlated motions that are found in the closed reactive
complex are absent in the occluded product release complex. Consistent with theoret-
ical analysis, NMR studies of ps-ns backbone and side-chain dynamics suggest that
the dynamics of DHFR are remarkably di®erent between the closed and occluded
conformation (Osborne et al., 2003; Schnell, Dyson and Wright, 2004a).
The theoretical and spectroscopic studies discussed above focused on conforma-
tional dynamics within a single conformational ensemble. Recently, Wright and
coworkers have used NMR spectroscopy to correlate the dynamics of conformational
switching between so-call ground and high energy states and progression though the
catalytic cycle (Boehr et al., 2006; Boehr, Dyson and Wright, 2008). For each step in
DHFR catalysis, the protein samples a higher energy conformation that \looks" like
the next step. Remarkably, the NMR derived rates of conformational switching were
identical to those measured by stop °ow kinetics methods.
1.4 Overview of this work
In this work, we sought to investigate the changes in DHFR dynamics resulting from
drug inhibition and mutation. We employ a pan-dynamic approach to protein dy-
namics, measuring both the ps-ns and ¹s-ms timescale °uctuations. In Chapter 2,
the dynamics of DHFR with and without two potent anti-folate drugs are interro-
gated. The results provide the ¯rst insight into the dynamical consequence of bona
¯de drug inhibition. Furthermore, the tight binding inhibitors serve to dynamically
perturb regions of DHFR that are linked to the active site. In Chapters 3 and 4, I
investigate the dynamics associated with catalysis by examining mutations that alter
catalysis. G121 and M42 are distal with respect to the reactive center, yet modu-
late every aspect of DHFR function. In essence, these mutations act to allosterically
16
regulate DHFR providing valuable insight into the dynamic mechanism of protein
regulation. Taken together, the results highlight the long-range dynamical connec-
tivity within the DHFR sca®old and provide insight into the complex mechanisms of
protein function and inhibition.
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Chapter 2
Antifolate Binding to E. coli
Dihydrofolate Reductase
2.1 Introduction
The dynamic equilibria between structural substates in either catalytic or non-catalytic
proteins have a direct impact on substrate or ligand binding, catalysis, and product
release (Boehr et al., 2006; Eisenmesser et al., 2002; Frederick et al., 2007; Karplus and
McCammon, 2002; Lee, Kinnear and Wand, 2000; Watt et al., 2007; Zidek, Novotny
and Stone, 1999). Understanding how protein dynamics in°uences small molecule
binding and release should therefore greatly enhance e±cient rational drug design
(Teague, 2003). Surprisingly, few experimental studies have focused on the dynami-
cal consequences of drug inhibition. Herein, we detail a structural and multi-timescale
dynamical study of DHFR bound to its cofactor NADPH and to either of the small
molecule drugs MTX or TMP. NMR spectroscopy is uniquely suited to study protein
structure and dynamics in solution with atomic resolution and was used extensively
in this chapter.
As discussed in Chapter 1, DHFR is a classic drug target and one of the most
comprehensively studied enzymes (Schnell, Dyson and Wright, 2004b). It catalyzes
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Figure 2.1: Dihydrofolate reductase is inhibited by the antifolate drugs methotrexate
(a) and trimethoprim (b).
the NADPH-dependent reduction of dihydrofolate to tetrahydrofolate. Tetrahydrofo-
late is required for the biosynthesis of DNA bases and key amino acids. DHFR thus
plays a vital role in cell proliferation, and is a popular target for chemotherapeutic
agents. MTX and TMP are established antifolates against DHFR, sharing a common
2,4-diamino pyrimidine moiety (Figure 2.1). MTX, the ¯rst successful anti-cancer
drug (Huennekens, 1994), not only binds to human DHFR, but it also binds with low
nanomolar a±nity to the E. coli enzyme (Sasso et al., 1994). TMP is an antibiotic
that speci¯cally targets the bacterial enzyme, also binding with high a±nity (Kd=
6 pM) (Sasso et al., 1994). We sought to determine how binding of these di®erent
drugs impacts the motions of this functionally dynamic enzyme.
During its catalytic cycle, E. coli DHFR switches between closed and occluded
conformations (Sawaya and Kraut, 1997). This global exchange is largely de¯ned by
the conformation of the Met20 loop °anking the active site (Figure 1.6). In the closed
conformation, the nicotinamide moiety of NADPH is buried within the active site.
The Met20 loop packs against the cofactor, closing the active site to solvent. The
closed conformation is partially stabilized by hydrogen bond interactions between the
Met20 loop and the F-G loop (Figure 1.6)(Sawaya and Kraut, 1997). Upon hydride
transfer, DHFR undergoes a conformational switch to the occluded conformation.
The Met20 loop forms a short 310 helix, projecting the side chain of M16 into the active
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site, thus occluding the cofactor binding pocket. To form the occluded conformation,
hydrogen bond interactions between the Met20 loop and the F-G loop are broken, and
new interactions with the residues on the G-H loop are formed (Sawaya and Kraut,
1997). While the work of Wright and colleagues have focused on the catalytic cycle
and how dynamics are modulated by the conformation of the Met20 loop (Boehr
et al., 2006; McElheny et al., 2005; Osborne et al., 2001; Schnell, Dyson and Wright,
2004a), less has been reported on how inhibitors alter E. coli DHFR dynamics. In fact,
even though the same (closed) conformation is present before and after dihydrofolate
or drug binding, there have been few studies of the e®ect of ligand binding in the
context of the closed state. Most studies have either involved binding at the cofactor
site or the study of major conformational change in the loops °anking the active site
of DHFR (for a review see Schnell, Dyson and Wright, 2004b). The study of drug
binding within the closed state allows intrinsic drug binding e®ects to be separated
from subsequent conformational changes.
In this chapter, we present the results of a comprehensive dynamical investiga-
tion of DHFR inhibition brought about by small molecule drugs. Use of MTX and
TMP ligands in this system allows for NMR-monitored dynamics to report on both
the sampling of minor semi-stable conformations within the closed ensemble, as well
as smaller, faster motions that may lead to those conformational excursions. Experi-
ments sensitive to micro- to millisecond (¹s-ms) conformational dynamics indicate lo-
calized regions of drug-bound DHFR experience slow motion analogous to the reactive
complex (vide infra). Moreover, MTX and TMP alter the collective enzyme motions
in exactly the same manner: residues near the drugs retain their ¹s-ms switching,
whereas distal loops stop switching altogether. Thus, as a whole, the inhibited pro-
tein is dynamically dysfunctional. Drug-bound DHFR appears to be on the brink
of a global transition, but its restricted loops prevent the transition from occurring,
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leaving a \half-switching" enzyme. Changes in pico- to nanosecond (ps-ns) backbone
amide and side-chain methyl dynamics indicate drug binding is \felt" throughout the
protein. These changes in fast dynamics show structural connectivity to distal loops
implicated in function and provide insight into the possible linkage between fast °uc-
tuations that may precede or contribute to slower switching events. Our results are
consistent with experimental and theoretical studies that indicate long-range coupling
between the active site and distal regions of DHFR (Hammes-Schi®er and Benkovic,
2006; Ohmae et al., 1996; Pan, Lee and Hilser, 2000).
2.2 Materials and Methods.
2.2.1 Protein Puri¯cation
DHFR was expressed in M9 minimal media supplemented with combinations of
15NH4Cl, D-glucose (U-
13C6-99%), and
2H2O. The cells were harvested by centrifuga-
tion and suspended in lysis bu®er (20 mM sodium phosphate, 50 mM sodium chloride,
1 mM EDTA, and 1 mM DTT pH 6.8). DHFR was puri¯ed using methods similar to
those previously described (Rajagopalan et al., 2002). Cell lysate was loaded onto a
MTX a±nity column (Sigma). The column was washed with lysis bu®er containing
750 mM NaCl, and protein was eluted with bu®er containing 20 mM sodium borate,
750 mM NaCl, 1 mM EDTA, 1 mM DTT, 5 mM folate pH 9.0. The eluent was
passed over a G-50 gel ¯ltration column (GE Biosciences) equilibrated with KPE (50
mM potassium phosphate, 150 mM KCl, 1 mM EDTA, and 1 mM DTT pH 6.8).
Any remaining folate was removed by dialysis against KPE containing 5 M deionized
urea. Finally, DHFR was passed over a G-50 column equilibrated with NMR Bu®er
(70 mM HEPES, 20 mM KCl, 1 mM EDTA, and 1 mM DTT pH 7.6). Pure DHFR
was concentrated, lyophilized, and stored at 4 ±C. Sample purity was estimated by
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SDS-PAGE and veri¯ed by ESI-MS to be greater than 97%.
2.2.2 NMR Samples.
NMR experiments were performed on 1 mM DHFR in NMR Bu®er containing 15
mM NADPH, 10 mM glucose-6-phosphate and 10 U glucose-6-phosphate dehydroge-
nase and, when applicable, 3-5 mM MTX or 2-3 mM TMP. The glucose-6-phosphate
dehydrogenase \recycling system" was required ensure NADPH remains reduced for
several days at 25 ±C. The protein was placed in amber NMR tubes and °ame sealed
under argon.
2.2.3 NMR Spectroscopy.
All NMR experiments were conducted at 298 or 284 K on Varian spectrometers
equipped with room-temperature (500 and 600 MHz) or cryogenic probes (700 MHz).
Backbone and side-chain resonances were assigned using standard triple resonance
methods. NMR data were processed with NMRPipe (Delaglio et al., 1995) and vi-
sualized with NMRDraw and NMRView (Johnson and Blevins, 1994). Combined
chemical shifts for the purposes of chemical shift mapping were calculated using the
Euclidean distance (Schumann et al., 2007). Signi¯cant changes in combined chemical
shift were identi¯ed using the boxplot function in Matlab R2006b (Mathworks).
Relaxation dispersion measurements were performed at 500, 600, and 700 MHz
using relaxation-compensated CPMG experiments (Loria, Rance and Palmer, 1999).
The total CPMG period was 40 ms in all experiments. The e®ective ¯eld strength was
modulated by changing the delay time, ¿cp. Sixteen HSQC-type spectra composed of
13 ¿cpvalues between 0.556 and 10 ms, two duplicates, and a reference experiment were
collected interleaved. Peak intensities were extracted using the NMRDraw module
nlinLS. E®ective R2 rates were calculated as described (Mulder et al., 2001). Highly
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deuterated DHFR was used for measuring E:NADPH and E:NADPH:MTX relaxation
dispersion while protonated DHFR was used for E:NADPH:TMP.
Standard backbone relaxation experiments were used to collect the R1, R2, and
f1Hg-15N NOE data at 500 and 600 MHz (Kay, Torchia and Bax, 1989). Side-chain
2H D z and Dy relaxation experiments (Muhandiram et al., 1995; Millet et al., 2002)
were collected using multi-coherence relaxation pulse sequences, similar to previously
described (Fuentes, Der and Lee, 2004).
2.2.4 Relaxation Analysis.
Motions occurring on the ¹s-ms timescale were characterized assuming a two-state
model. Only residues for which Re®2 changed >2 s
¡1 over the series of time points
were considered for further analysis. The data were best-¯tted to a model assuming
no exchange (Re®2 =R
0
2) and a simple two state model. An F-test (® critical = 0.01)
was used to identify residues with statistically signi¯cant exchange. To determine
exchange kinetics, e®ective R2 rates as a function of ¿cp at two ¯elds were ¯t simul-
taneously to the Carver-Richards equation (Palmer et al., 2001) using the in-house
program exrate2.0 (see Appendix A). The errors in ¯tted parameters were estimated
using Monte Carlo simulation. Relaxation dispersion data often report on a global
exchange process and can be ¯tted using shared kex and pa values. To identify these
residues, we followed the procedure outlined by Kay and coworkers (Mulder et al.,
2001). As previously described, residues 129{134 and 155{159 in E. coli DHFR re-
port on ligand independent exchange (Boehr et al., 2006). These residues were not
included in any global ¯t and were not considered in this study.
Motions on the ps-ns timescale were characterized using the model-free formalism
(Lipari and Szabo, 1982). Using the strategy outlined by Dellwo and Wand (Dellwo
and Wand, 1989) the isotropic rotational correlation times for the binary and ternary
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complexes were determined to be 11.2 and 10.5 ns/rad, respectively. While the ternary
correlation times are shorter than the binary, the e®ect is small and could be ex-
plained by deviation from isotropic tumbling, a change in hydration patterns around
the active site, or a small degree of non-speci¯c aggregation in the binary complex.
Rotational di®usion anisotropy was calculated via the local Di method (Lee et al.,
1997) using the in-house program q¯t and the PDB ¯le 1rx3. The values of Dk/D?
for the E:NADPH, E:NADPH:MTX, and E:NADPH:TMP complexes are 1.15, 1.18,
and 1.14, respectively. Rotational anisotropy has been shown to have a large impact
on backbone model selection and was used in the subsequent analyses (Osborne and
Wright, 2001). Backbone relaxation rates were ¯tted to the ¯ve \model-free" models
using the in-house program relxn2.2 (Clarkson et al., 2006; Lee, Flynn and Wand,
1999). The values used for the e®ective N-H bond distance and the 15N chemical
shift anisotropy were 1.02 ºA and -170 ppm, respectively. Akaike's information crite-
rion was used to select the model that best describes the motion (d'Auvergne and
Gooley, 2003). Side-chain methyl dynamics parameters were carried out as described
previously (Fuentes, Der and Lee, 2004). The quadrupolar coupling constant was set
to 165 kHz (Muhandiram et al., 1995).
2.2.5 Residual Dipolar Coupling.
DHFR was partially aligned using a 6 mm stretched gel alignment kit (6% acrylamide)
(Chou et al., 2001). Cross-peak position of isotropic and anisotropic IPAP-HSQC
spectra were adjusted and ¯tted using the ipap.tcl and nlinLS modules provided in
NMRPipe. The 1DHN value was calculated by subtracting the measured coupling
in the isotropic experiment from the anisotropic experiment. The PDB ¯le 1RX3
(closed) and 1RX5 (occluded) were used to calculate Q-factors (Cornilescu et al.,
1998). The data were analyzed using the program REDCAT (Valafar and Prestegard,
24
2004).
2.3 Results and Discussion.
2.3.1 Predominance of the closed conformation in solution.
Crystal structures exist for the holoenzyme and the MTX complex (Sawaya and
Kraut, 1997), but not for the TMP complex. Although the holoenzyme has been
crystallized in both closed and occluded states as shown in Figure 1.6(a), recent
solution NMR work shows it to be predominantly closed in solution (Osborne et al.,
2003). The MTX complex, considered a model for DHFR's transition state, is also
found in the closed conformation (Matthews et al., 1977; Sawaya and Kraut, 1997).
While the TMP complex has been solved for L. casei DHFR (Polshakov et al., 2002),
the structural features of the corresponding E. coli complex were unclear. Thus,
we sought to determine the structural state of the TMP complex and detect any
di®erences in structure between the three complexes using NMR chemical shifts and
residual dipolar coupling (RDC) values.
DHFR amide chemical shift changes are exquisitely sensitive to ligand binding and
to the active site loop conformation (Osborne et al., 2003). Chemical shift changes in
response to MTX and TMP binding were found to be primarily proximal to the drugs,
thus reporting on ligand binding, with similar patterns for the two drugs (Figure 2.2).
If either ternary protein complex were to undergo a closed-occluded conformational
change, one would expect clusters of sizable chemical shift changes in the Met20
(residues 9-23), F-G (residues 117-131), and G-H (residues 142-149) loops (Osborne
et al., 2003). In particular, the chemical shift changes in key marker residues 121
and 149 are 10% and 20%, respectively, of the expected amount for the occluded
conformation. Although the conformational change is not observed, we note that
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Figure 2.2: The combined change in 1H and 15N chemical shifts, relative to holoen-
zyme, are plotted for the MTX (red) and TMP ( black) complexes. Signi¯cant changes
are indicated by ¯lled circles.
signi¯cant drug-dependent chemical shift change is observed at one position in the
F-G loop (119) in the case of MTX (Figure 2.2). While the analogous change is not
recognized as statistically signi¯cant in the TMP complex, an obvious deviation from
baseline is observed. These data indicate the ensemble conformations of the drug
bound complexes are nearly identical to the holoenzyme.
RDC data con¯rm structural homogeneity between the three complexes. The
correlation of RDCs for either drug complex is strikingly linear with respect to the
holoenzyme, indicative of no signi¯cant conformational change (Figure 2.3). This was
corroborated upon calculation of \quality factors" (Cornilescu et al., 1998), Q. RDCs
of either drug complex show good agreement with the closed form, Q = 0.24-0.27,
and poor agreement with the occluded form, Q = 0.46-0.53 (Figure 2.3). Overall, the
chemical shift and RDC data indicate the three DHFR complexes are in the closed
conformation, and that any large-scale structural di®erences are imperceptible. Minor
changes in chemical shift are observed in the F-G loop, suggestive of propagation of
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Figure 2.3: Conformational e®ects of DHFR due to drug binding. Linear correlation
between 1H-15N RDC values for the drug complexes and the holoenzyme suggest they
are in the same conformation. Q-factors indicate that RDCs agree closely with the
closed conformation. PDB IDs 1rx3 and 1rx5 were used for the closed and occluded
conformations, respectively.
subtle changes in local conformation and/or dynamics.
2.3.2 Drug-induced decoupling of a ¹s-ms functional global
switch.
As DHFR moves through its catalytic cycle, it undergoes slow, ¹s-ms collective mo-
tions that are dependent on substrate, product, and cofactor ligands (Boehr et al.,
2006). To see how these functional motions are modulated by drug binding, 15N
CPMG relaxation dispersion experiments (Loria, Rance and Palmer, 1999) were car-
ried out on the three closed complexes. The dispersion data for all complexes were
¯tted to the general equation for the two-site exchange model to yield the exchange
rate (kex = k1+k¡1), the change in chemical shift (¢!), and populations paand pb
(Palmer, Kroenke and Loria, 2001). The residues that show dispersion in addition to
representative dispersion curves are shown in Figure 2.4.
The holoenzyme was previously characterized at 281 K, with supportive data at
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(a) E:NADPH
(b) E:NADPH:MTX (c) E:NADPH:TMP
Figure 2.4: R2 relaxation dispersion of DHFR, holo and bound to drugs. (a) Relax-
ation dispersion of the holoenzyme was recorded at two temperatures, 284 K and 298
K. Due to the fast exchange rates, only 7 residues show signi¯cant dispersions at the
higher temperature (orange spheres). At 284 K, the same residues were observed (or-
ange spheres) in addition to the residues indicated by red spheres. The R2 dispersion
pro¯les for G121 at 298 K (orange) and 284 K (maroon) are plotted. Residues that
exhibit signi¯cant R2 dispersion in (b) MTX and (c) TMP complexes at 298 K are
indicated by blue and green spheres, respectively. Conformational exchange is local-
ized to the active site in both complexes. The ¯tted R2 dispersion pro¯les for active
site residue F31 are shown (blue and green). In stark contrast to the holoenzyme,
drug binding quenches exchange in the functional loops of DHFR, as indicated by the
°at dispersion pro¯les (black lines) of G121 (black spheres).
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284 K (Boehr et al., 2006). Our holoenzyme data at 284 K are in agreement, showing
23 sites that yield signi¯cant R2 dispersion. At 298 K, a total of 7 sites yielded
dispersions indicative of slow switching, all within the substrate binding region (Figure
2.4(a)). Initial ¯ts indicate the rate of motion to be fast (2000-4000 s¡1) relative to
the lower temperature (Boehr et al., 2006). While R2 dispersion can be extremely
sensitive for detecting the sampling of minor states, the accessible time window is
relatively narrow; thus, the reduction of sites showing signi¯cant dispersions at 298 K
may be due to a modest increase in exchange rates (Palmer, Kroenke and Loria, 2001).
Upon inspection, at 298 K, residues such as G121, a marker for global conformational
exchange (McElheny et al., 2005; Osborne et al., 2001, 2003), indeed show slight R2
dispersion curvature as a result of ¹s-ms motion (Figure 2.4). Model-free analysis of
R1, R2, and
1H-15N NOE data at 298 K provide an additional, independent evaluation
of ¹s-ms timescale motion within DHFR. As shown in Figure 2.5, models that account
for motion on the ¹s-ms timescale (i.e., models 3 and 4 that use an Rex term) are
required to accurately ¯t these data for many residues in the holoenzyme, indicating
widespread presence of ¹s-ms conformational exchange. Both Met20 and F-G loop
residues require usage of Rex terms. Thus, at 298 K, the holoenzyme active site and
loops appear to be involved in functional conformational switching (Figures 2.4(a),
2.5), as observed previously (Boehr et al., 2006).
Binding of MTX and TMP to the holoenzyme at 298 K results in 10 residues
exhibiting R2 dispersion in these complexes (Figure 2.4(b)). These sets of residues
are nearly identical (8, 9, 28, 29, 30, 31, 111, 112 in both), cluster around the sub-
strate/drug binding site, and exhibit similar switching. The global kex rates are in-
distinguishable at 430 § 150 s¡1 and 460 § 170 s¡1 for MTX and TMP, respectively,
with both excited state populations at 2%. Thus, MTX and TMP binding result in
the same collective slow motion in DHFR, albeit slower than in the holoenzyme. To
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test whether fast microsecond motions are present but di±cult to detect at 298 K,
R2 dispersion curves were collected for the MTX ternary complex at 284 K. In stark
contrast to the holoenzyme, only one residue (A8) exhibited signi¯cant R2 dispersion,
indicating that much of the dynamics of the ternary complex is indeed quenched by
drug binding (Figure 2.4(b)). It is striking that binding either drug leads to complete
loss of R2 dispersion in the F-G and G-H loops, while retaining slow motions around
the substrate binding site (Figure 2.4). At 298 K, considering all indicators of slow
motion (i.e. from R2 dispersion and model-free analysis), the holoenzyme shows 47
sites experiencing microsecond motion, and the MTX and TMP complexes show 18
and 23 sites experiencing ¹s-ms motion, respectively.
It should be mentioned that the E:NADP+:folate complex has been used as a
model for the closed, reactive Michaelis complex (McElheny et al., 2005). In this
complex, the substrate binding and loop regions undergo conformational change, ap-
parently in a concerted, global, closed-occluded conformational exchange, character-
ized by kex = 477 s
¡1 (reported at 303.4 K), although the observed structural change
is manifested primarily in the loops and not the substrate binding pocket (Sawaya and
Kraut, 1997). The calculated forward closed-to-occluded rate of the E:folate complex
at 298 K is 11 s¡1(McElheny et al., 2005), which, coincidentally, matches the product
release rate (Boehr et al., 2006). From our drug complex data, the forward ground-
to-excited rates of the substrate binding residues (see above) in the closed ternary
drug complexes (at 298 K) are similarly calculated to be 7.4 § 2.7 s¡1 and 10.6 §
3.8 s¡1 for MTX and TMP complexes, respectively. Because these sites show the
same forward rate as for the corresponding region in the also-closed E:NADP+:folate
complex, this suggests that drug binding initiates similar \micro-switching" in the
substrate binding pocket to that which occurs in the global closed-to-occluded tran-
sition. It has recently been proposed that the closed-occluded conformational change
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is an intrinsic feature of the E. coli DHFR structure (Schnell, Dyson and Wright,
2004b). While it is not clear whether a true closed-to-occluded transition is occurring
in the holoenzyme (Boehr et al., 2006) or at least partially in the substrate binding
pockets of the closed drug complexes, it is evident that drug binding slows down
motion in the binding pocket and removes functional loop conformational changes.
Taking these data together, we conclude that in these two drug complexes, a
dynamic decoupling occurs. The active site (substrate binding pocket) behaves as if
the enzyme is poised to undergo the global transition that it has evolved to make, but
MTX and TMP manage to dampen and slow the larger concerted motion, probably
via formation of stable contacts with the nicotinamide moiety or protein (Sawaya and
Kraut, 1997). In e®ect, the enzyme is \in a dynamic straightjacket" and the loops
cannot perform conformational switching, even though the active site is initiating ¹s-
ms timescale switching events. Thus, the coupled and temporally correlated active
site and loop motions, which are present in every physiological complex (Boehr et al.,
2006), have been decoupled by binding either MTX or TMP. We propose that ¯lling
the active site sends a signal through the enzyme to initiate conformational change,
but these complexes are locked in the closed conformation and therefore the signal
becomes ine®ective, resulting in a dysfunctional, \half-switching" enzyme (Figures
2.4, 2.5).
2.3.3 Consensus drug-binding e®ects on ps-ns motions.
To expand the timescale range of the e®ects that MTX and TMP binding have on
DHFR dynamics, 15N dipolar and methyl 2H quadrupolar relaxation experiments
were carried out on all three complexes to characterize backbone and side-chain ps-ns
dynamics at 298 K. The relaxation data were interpreted in terms of the Lipari-Szabo
\model-free" formalism, in which the squared generalized order parameter indicates
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the motional restriction of the backbone N-H bond (S 2) or, in the case of side-chain
methyl groups, the methyl symmetry axis (S 2axis) (Lipari and Szabo, 1982). The order
parameter can range between 0 and 1, corresponding to complete disorder and a ¯xed
orientation in the molecular frame, respectively. Because the observed ¹s-ms dynam-
ics are between a highly populated ground state and a lowly populated excited state,
the relaxation rates have negligible contribution from the excited state and therefore
report on conformational °uctuations (i.e., dynamics) within the closed, ground state
of each complex. In principle, isolating motion within the ground state ensemble
may allow identi¯cation of key, pre-transitional, motions that facilitate larger, slower
conformational changes, thus potentially enabling study of both cause and e®ect (of
a conformational change). To the extent that MTX (or even TMP) mimics the closed
transition state along the reaction coordinate (Sawaya and Kraut, 1997), the °uctu-
ations will correspond to motions promoting conformational changes associated with
reactivity (Agarwal et al., 2002).
2.3.4 Backbone Dynamics.
Backbone amide order parameters (S 2) were extracted from 15N R1, R2, and
15N-
f1Hg NOE data collected at two ¯elds. Model selection was carried out using global
anisotropic tumbling (see Experimental Procedures) and yielded quite di®erent mod-
els for the holoenzyme vs. ternary drug complexes (Figure 2.5). Speci¯cally, model
3 (S 2, Rex) was selected for a large number of residues in the holoenzyme, indicating
widespread ¹s-ms motion, in contrast with signi¯cantly fewer residues in the drug
complexes (see discussion above). In addition, model 5 (S2f , S
2
s , ¿e), as well as com-
plex motions that did not ¯t well to any model, was frequently required in the F-G
loop of the holoenzyme, with few complex motions detected in the ternary complexes.
Thus, drug binding simpli¯es the motional landscape of the holoenzyme over a wide
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timescale range.
(a) E:NADPH
(b) E:NADPH:MTX (c) E:NADPH:TMP
Figure 2.5: Model selection results for (a) E:NADPH, (b) E:NADPH:MTX, and (c)
E:NADPH:TMP. Structures are colored as follows (models 1-5): S 2 only in blue; S 2
and ¿e in cyan; S
2 and Rex in yellow; S
2, Rex, and ¿e in green; and S
2
f , S
2
s , and ¿e in
red. Residues that did not ¯t to a model are orange, and residues that could not be
¯t due to spectral overlap are gray.
The model-selected backbone order parameters were found to re°ect consistent
dynamic changes upon binding MTX and TMP. Although overall backbone °exibility
is similar for the three complexes, clear changes in order parameters (¢S 2) emerge
for speci¯c residues in response to binding (Figure 2.6). These changes follow similar
trends for the two drugs, with r = 0.74 (see insert). Because of the high quality of
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these data, we set a criterion for consensus changes in dynamics: residues that showed
signi¯cant change in S 2 (¸ 2x error), in the same direction, upon binding either drug.
These consensus residues are 33, 51, 73, 134, and 159 (Figures 2.6, 2.9). In addition,
the adenosine binding loop residues 67-69 are individually noisy but collectively show
average rigidi¯cation of about 0.05 in response to drug binding. These consensus
changes in backbone dynamics impart high con¯dence in altered °exibility observed
at sites that extend far beyond the substrate binding site. Finally, though it does
not respond to TMP, the catalytically important and distal residue G121 (in the F-
G loop) undergoes an increase in °exibility (by 0.06) in response to MTX binding
(Figure 2.6), 15 ºA away.
Figure 2.6: The change in backbone order parameter due to MTX (red) and TMP
(black) binding to the holoenzyme. Residues that experience consensus signi¯cant
change are indicated by ¯lled circles. G121 (blue ¯ll) shows a dynamic response
in the MTX complex. Residues 67-69 (green stippling) exhibit a consistent, slight
increase in rigidity. The inset shows the correlation in the dynamic responses of
DHFR (relative to holoenzyme) to binding both drugs.
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2.3.5 Side-chain dynamics.
Side-chain methyl order parameters (S 2axis) are exquisitely sensitive probes to dynamic
changes as a result of ligand binding (Fuentes, Der and Lee, 2004; Lee, Kinnear and
Wand, 2000) and complement the backbone dynamics by increasing coverage. As
shown in Figure 2.8, methyl side chains are evenly distributed in both the catalytic
and adenosine binding subdomains of DHFR providing a uniform probe of dynamics.
The changes in S 2axis indicate DHFR methyl groups generally become more rigid
on the ps-ns timescale (Figures 2.7 2.8), and the MTX- and TMP-induced changes
are correlated (r = 0.65). As expected, residues making contact with drug show the
largest changes. Interestingly, residues 60-62 in the adenosine binding domain display
signi¯cant changes in S 2axis in both ternary drug complexes. Drug binding rigidi¯es
I60±1 and L62±2, whereas I61±1 becomes more °exible (Figure 2.7).
Although these residues are outside the substrate binding pocket, they are con-
served in DHFR, are prominent in a statistical coupling analysis (SCA) based network,
and may be involved in promoting catalysis (Chen, Dima and Thirumalai, 2007). Spa-
tially, they also lie in-between the substrate binding site and loop residues 67-69. The
changes in S 2axis provide additional evidence that the bulk of the adenosine binding
subdomain is dynamically linked to the substrate binding pocket. Of special note,
the dynamics of M20² is very di®erent between MTX and TMP complexes (0.20 vs.
0.50, Figure 2.7), although the methyl resonance was overlapped in the holoenzyme.
Thus, the dynamics of M20 is clearly perturbed upon binding one or both drugs.
The signi¯cant changes in side-chain and backbone ps-ns order parameters are
summarized in Figure 2.9. It is clear that local perturbation by small molecules has far
reaching dynamic consequences in this enzyme on the ps-ns timescale. Drug binding
induces ps-ns dynamics changes in residues 50, 51, 60, 61, 62 and 73, which essentially
form a pathway to the base of the loop containing the perturbed G67 (Figure 2.9).
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Figure 2.7: E®ects of drug binding on side-chain dynamics. (a) Change in methyl
dynamics as a result of binding MTX to the holoenzyme. (b) Change in methyl
dynamics as a result of binding TMP. (c) The di®erence between methyl dynamics of
the MTX and TMP ternary drug complexes. Residues that exhibit signi¯cant change
(> 2x error) are highlighted in red.
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(a) MTX (b) TMP
Figure 2.8: Distribution of methyl bearing side chains in DHFR. Methyl sites within
DHFR are represented by the colored spheres. Residues that show signi¯cant change
in order parameter (> 2x error) as a result of binding (a) MTX or (b) TMP to the
holoenzyme are shown in red. Residues that do not change are represented by green
spheres. Methyl sites that were not comparable due to spectral overlap in the drug
bound and/or holo enzyme are colored gray. The ligands MTX, TMP, and NADPH
are shown in magenta, cyan, and yellow, respectively.
Similarly, dynamics and subtle chemical shift changes are observed in the F-G loop, in
particular, upon MTX binding. These ¯ndings complement reports that demonstrate
distal regions of DHFR to be linked to catalysis: mutation of either G121 (F-G loop)
or G67 (adenosine binding loop) have signi¯cant e®ects on kcat/KM (Cameron and
Benkovic, 1997; Gekko et al., 1994; Ohmae et al., 1996). Furthermore, G121 and G67
have been shown to be thermodynamically coupled with each other with respect to
kcat (Ohmae et al., 1998), despite their physical separation by 28 ºA; and theoretical
studies suggest these residues are correlated to the active site (Agarwal et al., 2002;
Pan, Lee and Hilser, 2000; Radkiewicz and Brooks, 2000). Our experimental data
demonstrate a direct dynamic connectivity, within the con¯nes of the closed ensemble,
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between the active site and functional distal regions in DHFR. This supports the idea
that dynamics provides a mechanism for propagating functional change observed upon
mutation or ligand binding. Indeed, previous NMR studies have shown that changes
in ps-ns side-chain dynamics can reveal propagation pathways linking distal sites
(Clarkson and Lee, 2004; Fuentes, Der and Lee, 2004) and in some cases, linking
distal functional sites (Igumenova, Lee and Wand, 2005; Namanja et al., 2007).
(a) MTX (b) TMP
Figure 2.9: Summary of ps-ns dynamic changes. The dynamic response as a result of
binding MTX or TMP are illustrated in (a) and (b), respectively. Residues with sig-
ni¯cant change in backbone amide (blue) and side-chain methyl (red) order parameter
(complex { E:NADPH) are mapped onto the DHFR structure. Residues 67-69 are
highlighted in green. The ligands MTX, TMP, and NADPH are shown in magenta,
cyan, and yellow, respectively..
It is important to emphasize a key di®erence between the ps-ns dynamics com-
parison made here and in previous studies (Osborne et al., 2001; Schnell, Dyson and
Wright, 2004a). In those studies, dynamics changed in response to a change in the
Met20 loop conformation. By contrast, here, alterations in ps-ns dynamics is a direct
result of ligand binding in the absence of conformational change. Because the binding
of antifolates such as MTX and TMP appears to be the only way to study substrate
binding e®ects (by NMR) without inducing a net conformational change, such small
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molecules can be important tools for isolating pure dynamic changes within the closed
state, and potentially for capturing motions that trigger or quench, depending on how
one perceives the reference state, larger, slower dynamic events. From our data, we
can speculate that because the ps-ns motions of G121 are sensitive to ligand occu-
pancy in the context of the closed state, these results are consistent with G121, and
perhaps its nearest neighbors, participating in rapid, pre-transitional, initiating move-
ments to the occluded conformation (Chen, Dima and Thirumalai, 2007; Radkiewicz
and Brooks, 2000).
2.3.6 Sensitivity of closed conformational dynamics to ligand
structure.
Depending on ligand occupancy in its two binding sites, DHFR undergoes di®erent
¹s-ms switching dynamics (Boehr et al., 2006). The data here show that the high-
a±nity drugs MTX and TMP cause novel \half-switching" behavior on the ¹s-ms
timescale, with additional perturbations to ps-ns °uctuations. While the Met20 loop
conformation is clearly an important factor in regulating DHFR dynamics (Osborne
et al., 2001; Schnell, Dyson and Wright, 2004a), we propose that, even with a ¯xed
Met20 loop conformation, motions across a wide range of timescales can be regu-
lated by the speci¯c nature of ligands bound. Occupation of the active site by small
ligands of di®erent shapes and physical characteristics places di®erential stresses on
the enzyme, resulting in di®erential thermal °uctuations that propagate through the
structure. In this view, enzymes, through evolution, develop sensitivities to ligand
properties from which mechanisms for organizing and building such °uctuations into
useful work can arise. The collective results on DHFR dynamics support the notion
of a so-called \allosteric wiring network" that connects distal regions of the protein
(Chen, Dima and Thirumalai, 2007; Hammes-Schi®er and Benkovic, 2006). It has
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been suggested that coordinated motions within the network are responsible for con-
trolling the large conformational transition (Chen, Dima and Thirumalai, 2007) and
the chemical step of catalysis (Agarwal et al., 2002) in DHFR. Binding MTX or TMP
may disrupt these motions and reduce connectivity within the network, preventing
the transition from occurring.
2.4 Concluding remarks.
In this report, we have presented a dynamic survey of DHFR with reduced cofactor in
the presence and absence of two potent inhibitory drugs, methotrexate (MTX) and
trimethoprim (TMP). Binding either drug results in essentially identical behavior:
quenched ¹s-ms conformational exchange in the Met20, F-G, and G-H loops, and
slowed substrate binding site ¹s-ms dynamics. MTX and TMP partially suppress the
global conformational switching that is found in every physiological complex (Boehr
et al., 2006); however, this suppression takes place within the closed conformational
ensemble. On the ps-ns timescale, both backbone amides and methyl side chains show
sparse, yet largely consistent changes in their dynamics as a result of drug binding.
The changes in these fast motions show that, despite a lack of overall conformational
change, changes propagate to the distal F-G and adenosine binding loops that contain
residues implicated in DHFR function. The emergent picture is that upon binding
high-a±nity drug, the enzyme is on the brink of a structural transition, yet trapped
in the closed conformation. It is left undergoing slow, correlated switching in the
substrate binding site. Because the a®ected loop structures are primarily not in
contact with drug, it is reasonable to envision inhibitory small molecule drugs that
act by allosterically modulating dynamic motions.
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Chapter 3
Dynamics of Dihydrofolate
Reductase M42W
3.1 Introduction
Conformational dynamics are intimately linked to highly evolved processes such as
ligand binding, catalysis and product release (Lee, Kinnear and Wand, 2000; Eisen-
messer et al., 2002; Boehr et al., 2006; Frederick et al., 2007). Therefore, it is likely
that conserved amino acids contribute to (or correlate) these motions on multiple
timescales (Lockless and Ranganathan, 1999; Mittermaier, Davidson and Kay, 2003;
Fuentes, Der and Lee, 2004; Friedland et al., 2009). To test this hypothesis, we have
systematically examined the dynamics of DHFR M42W (methionine 42 to trypto-
phan mutant) using state-of-the-art NMR spin relaxation techniques. M42 is highly
conserved among bacterial DHFRs and amino acid substitutions at position 42 alter
every aspect of the catalytic cycle (Rajagopalan et al., 2002; Ohmae et al., 2005;
Wong et al., 2005; Wang, Goodey, Benkovic and Kohen, 2006b).
As shown in Figure 3.1, M42 is located in the hydrophobic core of the adenosine
binding subdomain, approximately 14 ºA from the reactive center. M42W drastically
decreases the rate of hydride transfer, making chemistry the rate-limiting step of
Figure 3.1: The structure of DHFR in complex with MTX (orange) and NADPH
(maroon) is shown in the closed conformation. The yellow sphere indicates M42 and
the functional loops are labeled. DHFR is a single domain protein that can be divided
in to two subdomains: the adensosine binding domain (grey) and the loops domain
(blue).
catalysis (Rajagopalan et al., 2002). Furthermore, the mutation introduces a catalyt-
ically signi¯cant structural prearrangement step into the reaction cycle and increases
the rate of product dissociation (Rajagopalan et al., 2002; Ohmae et al., 2005). Thus,
M42W can be thought of as a long-range e®ector, analogous to an allosteric regulator
of DHFR catalysis.
If dynamical °uctuations are required for enzyme catalysis, it logically follows
that kinetically signi¯cant mutations modulate these motions (Eisenmesser et al.,
2002; Watt et al., 2007). Molecular dynamics simulations of DHFR M42W indicate
that dynamics within the closed conformation are indeed altered (Rod, Radkiewicz
and Brooks, 2003). Speci¯cally, the mutation disrupts a network of coordinated mo-
tions that promote hydride transfer (Rajagopalan et al., 2002; Agarwal et al., 2002).
Unfortunately, the exact mechanism by which the distal perturbation is transferred
to the active site remains unknown and experimental data addressing the issue are
sparse.
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In the previous chapter, we show that perturbation within the active site of DHFR
is propagated to distal regions of the protein, including the adenosine binding subdo-
main that contains M42. We examined the subnanosecond and micro- to millisecond
dynamics dynamics of DHFR in response to binding the drugs methotrexate (MTX) or
trimethoprim (TMP) to the wild-type holoenzyme (WT:NADPH). Changes in NMR
derived backbone and side-chain ps-ns order parameters indicate that long-range dy-
namics are in°uenced by ligand binding (Mauldin, Carroll and Lee, 2009). Concur-
rently, conformational switching on the micro- to millisecond timescale is quenched
by drug binding. In essence, the conformational dynamics within the closed ground
state and the transition into the higher energy states are controlled by molecular
interactions within the active site (Mauldin, Carroll and Lee, 2009).
In the present chapter, we turn our attention to changes in dynamics related to
mutation. As discussed above, M42W dramatically alters the rate of hydride transfer
although the exact mechanism remains unclear. Using NMR spin relaxation methods,
we examine the ps-ns and ¹s-ms dynamics of DHFR M42W in complex with NADPH
and MTX. This pandynamic approach utilizes the exquisite sensitivity of NMR spec-
troscopy to molecular motion on multiple timescale with site-speci¯c accuracy. The
ternary drug complex is a transition state mimic (Sawaya and Kraut, 1997) allowing
us to isolate dynamic changes that may play an active role in modulating catalysis.
We ¯nd that the mutation modulates backbone and side-chain dynamics within the
adenosine binding subdomain and the active site. We also present an analysis that
suggests M42W attenuates non-local in°uence on the ps-ns dynamics of the mutant
protein. Finally, the mutation modi¯es the rate of conformational switching within
the catalytic core and introduces an additional motional mode on the same timescale
as mutant product release. Taken together, these results indicate that M42 acts as
a dynamic hub, correlating the loops and adenosine binding subdomains and that
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breaking these interactions may modulate function. Our data supports the hypothe-
sis that M42W changes the rate of hydride transfer and product release by modulating
DHFRs highly evolved conformational °uctuations (Rajagopalan et al., 2002; Wang,
Goodey, Benkovic and Kohen, 2006b; Rod, Radkiewicz and Brooks, 2003; Wang,
Goodey, Benkovic and Kohen, 2006a).
3.2 Materials and Methods
3.2.1 Protein puri¯cation and NMR sample preparation.
The M42W mutation was performed using the QuickChange Mutagenesis Protocol
(Stratagene). Plasmid DNA was sequenced at the UNC Genomic Analysis Facility.
Isotropically labeled DHFRM42Wwas expressed and puri¯ed using the same protocol
as the wild-type protein discussed in Chapter 2. The concentration of DHFR M42W
was assayed spectrophotometrically (²280 = 34,100 M
¡1cm¡1) (Ohmae et al., 2005).
All NMR experiments were performed on 1 mM protein samples in bu®er containing
70 mM HEPES pH 7.6, 20 mM KCl, 1 mM EDTA, 1 mM DTT, 20 mM NADPH,
3-5 mM MTX, 20 mM glucose-6-phosphate, and 10 U glucose-6-phosphate dehydro-
genase. The concentrations of NADPH and MTX were determined spectrophotomet-
rically using published extinction coe±cients (Fierke, Johnson and Benkovic, 1987).
The protein samples were placed in an amber NMR tube and °ame sealed under
argon.
3.2.2 NMR Experiments.
All NMR experiments were performed at 298 K (calibrated with neat methanol) on
Varian INOVA spectrometers. Backbone C¯ C®, N, and H chemical shifts for non-
proline residues were assigned using gradient-enhanced HNCACB, CBCA(CO)NH,
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and HNCA experiments collected at 500 MHz (Muhandiram and Kay, 1994). Side-
chain methyl resonances were assigned using the 3D HCCH3-TOCSY experiment
(Uhr¶³n et al., 2000). Methionine resonances were assigned based on the wild-type
chemical shifts. NMR data were processed using NMRPipe and analyzed using NM-
RDraw (Delaglio et al., 1995) and NMRView (Johnson and Blevins, 1994) software
packages.
Relaxation dispersion measurements were carried out using 15N CPMG based
relaxation dispersion experiments as described in Chapter 2. Standard backbone R1,
R2, and f1Hg-15N NOE (Kay, Torchia and Bax, 1989) and side chain D z and Dy
(Muhandiram et al., 1995) relaxation spectra. Backbone relaxation was performed at
500- and 600 MHz whereas side-chain relaxation experiments were performed at 600-
and 700 MHz.
3.2.3 Residual Dipolar Coupling Analysis.
Residual dipolar couplings were measured using the 2D IPAP-HSQC experiment
at 500 MHz (Ottiger, Delaglio and Bax, 1998). DHFR M42W was aligned using
stretched acrylamide gel as described in Chapter 2. Peak positions in the IPAP-
HSQC experiment were extracted using the NMRPipe modules ipap.tcl and nlinLS.
Dipolar coupling values were calculated by subtracting the isotropic and anisotropic
coupling values. Quality factors were calculated using the program REDCAT (Valafar
and Prestegard, 2004).
3.2.4 Lipari-Szabo model-free analysis.
Ps-ns backbone amide and side-chain methyl dynamics were characterized using the
Lipari-Szabo model-free formalism. Consistent with wild type DHFR, the isotropic
rotational correlation time for DHFR M42W is 10.2 ns. Rotational anisotropy was
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calculated using the local Di method (Lee et al., 1997) using the DHFR structure
1rx3. The backbone relaxation data was ¯tted using an anisotropic correction (Dk/D?
= 1.14) to minimize model selection error (Osborne and Wright, 2001). Backbone
relaxation data were best-¯tted to the ¯ve model-free models using the in-house pro-
gram relaxn2.2 assuming a 1.02 ºA 1H-15N bond distance and -170 ppm 15N chemical
shift anisotropy. The correct model was selected using Akaike information criterion
(d'Auvergne and Gooley, 2003). Side-chain model-free parameters were best-¯tted
using relxn2.2, assuming a quardupolar coupling constant of 165 kHz.
3.2.5 Relaxation Dispersion Analysis.
Conformational exchange on the ¹s-ms timescale results in a changeion Re®2 as a
function of ¿cp. Only residues that display an overall change in R
e®
2 greater than 2
s¡1 were analyzed. Relaxation dispersion data were best ¯tted to models assuming
no conformational exchange (Re®2 = R
0
2) and a simple two state model. A statistical
F-test was used to identify residues that exhibit chemical exchange (® critical = 0.01).
Residues that did not pass the F-test were removed from the data set. As previously
described by our group and others, residues 129-134 and 155-159 in DHFR report on
ligand independent conformational exchange (Boehr et al., 2006; Boehr, Dyson and
Wright, 2008; Mauldin, Carroll and Lee, 2009). These residues were not considered in
any global ¯t reported herein. The e®ective R2 rates as a function of ¿cp, were best-
¯tted to the Carver-Richards equation for two-state exchange (Carver and Richards,
1972) using the in-house program exrate2.1 described in Appendix A. The Bayesian
information criterion (d'Auvergne and Gooley, 2003) was used to group values for
global ¯tting.
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3.2.6 Statistical analysis of dynamic parameters.
Fisher's exact test was used for contingency table analysis (Fisher, 1922). The p-
value was calculated using the ¯sher.test routine implemented in R, version 2.7.1.
S2modelvalues were calculated using the on-line server:
http://spinportal.magnet.fsu.edu/methylsidechains2/methylsidechains2.html
provided by Bruschweiler and coworkers (Ming and Bruschweiler, 2004) using the
crystal structure 1rx3 (WT:NADPH:MTX). Calculations performed using the struc-
tures 1rx1 (WT:NADPH) and 1rx2 (WT:NADP+:folate) resulted in nearly identical
results. Correlation coe±cients were calculated using Excel 2003 (Microsoft Inc.).
Fisher's r to z transform was used to compare two correlation coe±cients.
r0 = (0:5) ln j1 + r
1¡ r j (3.1)
z =
r01 ¡ r02q
1
n1¡3 ¡ 1n2¡3
(3.2)
In this case we are interested in testing the hypothesis H0 : r1 = r2, Ha : r1 > r2.
Therefore, a one-tailed p-value is appropriate and was calculated from the derived
z-score using the R function pnorm.
3.3 Results
3.3.1 Stable binary and ternary M42W complexes.
One primary concern for any mutational analysis is that the perturbation will desta-
bilize the protein complex resulting in exchange broadening, multiple species detected
in the NMR spectrum or protein degradation over the course of an experiment. The
1H-15N HSQC spectra of DHFR M42W in complex with NADPH or NADPH and
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MTX indicates the protein is folded and adopts a single conformation in solution
(Figure 3.2). As with the wild-type protein complexes, the M42W NMR samples are
stable for several days at room temperature (data not shown). Thus, M42W does not
destabilize the overall fold of DHFR. While the ternary MTX complex is primarily
studied in this Chapter, the strong inhibitor is not required to stabilize the protein.
(a) (b)
Figure 3.2: HSQC spectra of binary and ternary DHFR M42W. The 1H-15N HSQC
spectra of the (a) holoenzyme and (b) ternary MTX complex were recorded at 500
MHz. The spectra indicate both complexes adopt a single conformation in solution.
The resonances in both spectra are broadened as a result of incomplete carbonyl
decoupling.
3.3.2 DHFR M42W adopts the closed conformation in solu-
tion.
As shown in Figure 3.1, M42 is located in the hydrophobic core of the protein and is
highly conserved among bacterial DHFRs (Rajagopalan et al., 2002; Chen, Dima and
Thirumalai, 2007). The van der Waals volume of a tryptophan side chain is 30 ºA3
larger than methionine, making it pertinent to examine the structural consequences
of M42W. Backbone residual dipolar couplings are a powerful tool to assess struc-
tural perturbations caused by point mutations (Clarkson et al., 2006). The mutant
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Figure 3.3: DHFR M42W in complex with NADPH and MTX adopts the catalytic
closed conformation. Residual dipolar couplings indicate DHFR M42W is in the
closed conformation. Wild-type and M42W E:NADPH:MTX dipolar couplings are
plotted. The Q-factors for the closed (PDB: 1rx3) and occluded (PDB:1rx5) com-
plexes are shown in the correlation plot.
and wild-type RDCs are linearly correlated (R2 = 0.96) indicating very little if any
structural rearrangement occurs upon mutation (Figure 3.3). The quality factor, Q,
presented by Bax and coworkers (Cornilescu et al., 1998) provides a matrix for com-
paring the experimental RDCs to the crystal structures for closed and occluded DHFR
(PDB 1rx3 and 1rx5, respectively). The results indicate that the overall structure of
DHFR M42W is similar to the closed crystal structure (Q = 0.29). By comparison, Q
= 0.44 when the experimental data is compared to a model of the occluded structure.
The possibility remains that the low Q value obtained for the \closed" model
does not re°ect the actual level of structural rearrangement around the point of mu-
tation. One could easily envision a situation in which structural perturbation within
the adenosine binding subdomain is masked in the global Q value by high agreement
in the loops subdomain. To examine this scenario, the RDCs were separated into
two groups: residues in the adenosine binding subdomain (38-107) and loops domain
(1-37 and 108-159) (Sawaya and Kraut, 1997). Q-values were calculated for both sub-
domains using the same alignment tensor. It should be mentioned that the alignment
tensor does not signi¯cantly change if we consider the adenosine binding and loops
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subdomains as individual bodies. We ¯nd that the Q value for the adenosine binding
subdomain agrees very well with the crystal structure (Q = 0.25). Furthermore, the
agreement is better for the adenosine binding subdomain than for the loops subdo-
main (Q = 0.33). From this analysis, we can conclude that the backbone structure
of DHFR is generally not perturbed by the M42W mutation.
3.3.3 Lipari-Szabo analysis of backbone ps-ns dynamics.
The backbone dynamics of the ternary M42W complex were measured using 15N
R1, R2, and f1Hg-15N steady state NOE parameters (Kay, Torchia and Bax, 1989)
at 1H spectrometer frequencies of 500- and 600 MHz. Model-free parameters were
calculated for 112 of the 148 non-proline residues in DHFR M42W. Akiake informa-
tion criteria (AIC ) statistics (d'Auvergne and Gooley, 2003) were used to identify
residues that require an additional term Rex to compensate for elevated R2 rates due
to conformational exchange (¹s-ms dynamics) or an extended model that accounts for
slower nanosecond motion requiring a fast (S2f ) and slow (S
2
s ) order parameter (Model
5) (Mandel, Akke and Palmer, 1995). These results are summarized in Figure 3.4.
M42W appears to increase the number of residues that require ,Rex, to ¯t the data.
The presence of slower motion is con¯rmed by inspecting the outliers in a R1R2 plot
(Kneller, Lu and Bracken, 2002). As show in Figure 3.4, residues between 32-40 and
46-50 generally have elevated R1R2 values. Most of the backbone relaxation is satis-
factorily described by model-free parameterization with the exceptions of K32, L36,
D37 and E129. In each case, model 5 (S2s , S
2
f , ¿e) was statistically selected but the
obvious presence of elevated R2 rates precluded reliable ¯ts of the data. Therefore,
we conclude that the motion in these regions is complex and cannot be satisfactorily
described by Lipari-Szabo model-free.
As shown in Figure 3.4, the average di®erence between mutant and wild type
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Figure 3.4: The changes in backbone dynamics indicate ps-ns and ¹s-ms dynamical
perturbation. (a) The change in backbone order parameter as a result of the M42W
mutation are plotted. Residues that exibit signi¯cant change in order parameter are
indicated by the open circle. (b) R1R2 is sensitive to exchange on the ¹s-ms timescale.
The di®erence in R1R2 between the M42W and wild-type DHFR:NADPH:MTX is
plotted. Residues with increased conformational exchange are indicated by increased
¢R1R2 values.
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backbone order parameters is near zero, indicating that the mutation does not drasti-
cally alter the overall ps-ns backbone dynamics of DHFR. Residues W42, G43, G51,
R57, G67, T68, M92 and A117 display di®erences that are greater than or equal to
twice the experimental error (¸95% con¯dence interval) and therefore exhibit signif-
icant changes in backbone motion. It is intriguing to note that residues G67 and T68
located in the adenosine-binding loop, which exhibit the largest change in backbone
dynamics, are 15 ºA(C® to C®) away from M42. Residues 67-69 show slight dynamic
response to binding MTX to the wild-type holoenzyme (19) and mutation within the
adenosine-binding loop alters the rate of catalysis (Ohmae et al., 1998). Thus, the
data suggests that M42 is part of a dynamic network of interactions that link the
active site to the adenosine-binding loop (Ohmae et al., 1996, 1998; Pan, Lee and
Hilser, 2000).
3.3.4 Ps-ns side-chain methyl dynamics.
The dynamics of methyl containing sidechains were quanti¯ed using deuterium based
relaxation methods. The D z and Dy relaxation rates (Muhandiram et al., 1995) were
measured at 1H spectrometer frequencies of 600- and 700 MHz. Analogous to the
backbone dynamics measurements, the side-chain order parameter, S 2axis, reports on
the rigidity of the methyl symmetry axis (Igumenova, Frederick and Wand, 2006). Re-
liable order parameters were obtained for every resolved resonance except residues 54
and 110. For both of these residues, the resonances were extremely broad, indicative
of conformational exchange. The results are summarized in Figure 3.5.
In order to evaluate the magnitude of perturbation that results from the M42W
mutation, changes in methyl S 2axis were calculated (¢S
2
axis= S
2
axis(M42W ){S
2
axis(WT )).
As with the backbone ¢S 2 analysis, signi¯cant changes identi¯ed as absolute ¢S2axis
values equal to or greater than twice the propagated error. The results indicate
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Figure 3.5: Changes in side-chain methyl dynamic indicate widespread perturbation.
(top) The change in amplitude of ps-ns side-chain dynamics (¢S2axis) are plotted.
Residues that experience signi¯cant dynamical perturbation are indicated by the open
circle. (botton) The internal correlation time for side-chain methyl groups is robustly
de¯ned and can be interpreted as a change in dynamics. The open circles indicate
residues that change 2x the propagated error and greater than 10 ps.
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Figure 3.6: Dynamical perturbation as a result of M42W are largely independent
of distance from the mutation. The change in S 2axis as a function of distance from
the mutation are plotted. Open circles indicate signi¯cant change in ps-ns methyl
dynamics (see Figure 3.5).
methyl groups L4±1 and 2, L8±2, M16², A19¯, M20², I61±1, T73°2, I82±1 and °2, I91±2,
I115±1, A145¯ become more rigid and L28±1, I41±1, I60±1, L62±1 and 2, and I94±1 be-
come more °exible (Figure 3.5). The largest change in S 2axis occurs at I94
±1 (¢S2axis
= -0.3) which is located within the active site of DHFR. The average ¢S2axis is near
zero, indicating that the overall conformational entropy does not change as a result
of the mutation. The internal correlation time (e®ective internal correlation time of
the methyl symmetry axis (¿e;axis)) is robustly de¯ned in the analysis of side-chain
relaxation data and can be interpreted as a change in the dynamic character of the
amino acid (Lee, Kinnear and Wand, 2000; Krishnan and Smith, 2009). As shown
in Figure 3.5, methyl groups L8±1, A26¯ V72°1, I94±2, and V99°2 exhibit statistically
signi¯cant ¿e;axis.
M42W elicits a long-range dynamic response within DHFR. As shown in Figure
3.6, signi¯cant ¢S2axisvalues cannot be rationalized by distance with respect the mu-
tation alone, although a general trend of larger perturbation at shorter distance does
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Figure 3.7: Dynamical perturbation as a result of M42W are independent of changes
in structure as probed by chemical shift perturbation. The change in S 2axis does
not correlate with the change in methyl chemical shift upon mutation. Structural
perturbation not necessarily a prerequisite for dynamical perturbation. The change
in methyl chemical shift was calculated using a Euclidean distance (Schumann et al.,
2007).
exist. For example, while I94±1 is less than 5 ºAfrom M42 (¢S2axis = -0.3 § 0.06),
A145¯ is 30 ºA from the site of mutation and becomes more rigid by 0.092 § 0.026.
In contrast, I50±1 (¢S2axis = -0.03 § 0.03) does not signi¯cantly change in spite of be-
ing proximal (< 5 ºA) to the point of mutation. Furthermore, the dynamical change
does not correlate with the change in methyl chemical shift (Figure 3.7) (Fuentes
et al., 2006). On an individual basis, as with distance from the point of mutation,
chemical shift change is not a reliable predictor of ¢S2axis. These results are not al-
together surprising because distance and chemical shift change are largely dependent
on structural factors within the protein. S 2axis values report only on the dynamics of
a particular methyl group (Igumenova, Frederick and Wand, 2006). Moreover, the
data suggest that dynamic changes can be propagated in the absence of structural
perturbation, supporting a dynamic mechanism for intramolecular communication or
allostery without structural change (Fuentes, Der and Lee, 2004; Cooper and Dryden,
1984; Clarkson and Lee, 2004; Popovych et al., 2006).
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3.3.5 ¹s-ms conformational switching in DHFR M42W.
The conformational dynamics of DHFR M42W were measured using relaxation com-
pensated CPMG experiments (Loria, Rance and Palmer, 1999). Whereas Lipari-
Szabo model-free analysis probes the internal dynamics within a single conformation,
relaxation dispersion quanti¯es the exchange between two or more distinct conforma-
tions (Palmer, Kroenke and Loria, 2001). The change in R2 as a function of CPMG
¯eld strength (¿cp) is sensitive to the exchange rate (kex= k1+ k¡1), change in chemi-
cal shift between conformations (¢!) and population of each state (pa or pb) (Mulder
et al., 2001). Often, relaxation dispersion data are ¯tted to a single \global" exchange
rate and population (Mulder et al., 2001). This assumption is justi¯ed since it is un-
likely that two residues in the same region of the protein move at a vastly di®erent
rate as they are likely reporting on the same exchange event.
In DHFR M42W bound to NADPH and MTX, 20 residues exhibit a signi¯cant
change in R2 as a function of ¿cp. As shown in Figure 3.8, ¹s-ms exchange clusters
in two main regions: the catalytic core (L8, A9, V10, R12, I14, W22, A29, W30,
F31, K32, R33, N34, L104, Y111 and L112) of the protein and residues comprising
the p-(aminobenzoyl)glutamate (pABG) binding cleft (V40, T46, I50, R52 and L54)
(Sawaya and Kraut, 1997). The number of residues that display measurable conforma-
tional exchange in M42W:NADPH:MTX is twice that of the wild-type ternary drug
complex at 298K (Mauldin, Carroll and Lee, 2009). Clearly, M42W alters the pattern
of resonances that experience R2 relaxation dispersion or motion on the timescale of
catalysis and ligand binding.
The best-¯tted exchange rates for individual dispersion curves clustered in two
groups: one group characterized by rates ranging from 1000 to 2000 s¡1 and one
with rates ranging from 3000 to 5000 s¡1. The groups localized into distinct areas
of the protein: the catalytic core and the pABG binding cleft, respectively. These
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(a) (b)
Figure 3.8: Conformational switching of DHFR M42W. Exchange on the ¹s-ms
timescale is evident within two distinct regions within DHFR M42W. (a) The residues
that have measurable R2 dispersion due to conformational exchange are indicated by
a sphere. Dispersion curves that are best-¯tted by a rate of 4500 s¡1 and 1100 s¡1 are
shown in orange and maroon, respectively. (b) Sample relaxation dispersion curves
representative of the exchange in the pABG binding cleft (52.HN) and catalytic core
(29.HN) of the protein are shown. The colors correlate with the rates described in
(a) measured at a 1H spectrometer frequency of 700 MHz. The corresponding data
collected at 500 MHz are shown in black.
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Table 3.1: Fitted exchange parameters from CPMG relaxation dispersion of DHFR
M42W:NADPH:MTX
Residue kex s
¡1 kex error ¢! (ppm) ¢! error pa pa error X2
8 1218.59 128.88 2.09 0.271 0.975 0.005 21.2
9 1218.59 128.88 3.281 0.77 0.975 0.005 40.4
10 1218.59 128.88 0.89 0.115 0.975 0.005 28.2
12 1218.59 128.88 0.851 0.157 0.975 0.005 29
14 1218.59 128.88 0.809 0.303 0.975 0.005 10.8
22 1218.59 128.88 2.455 0.273 0.975 0.005 25.3
29 1218.59 128.88 1.879 0.194 0.975 0.005 22.7
30 1218.59 128.88 1.023 0.133 0.975 0.005 9.6
31 1218.59 128.88 2.093 0.238 0.975 0.005 16.1
32 1218.59 128.88 1.287 0.215 0.975 0.005 9.6
33 1218.59 128.88 0.887 0.098 0.975 0.005 16.5
34 1218.59 128.88 0.95 0.106 0.975 0.005 9.8
40 4572.82 940.57 1.739 0.448 0.966 0.012 14.1
46 4572.82 940.57 2.341 0.513 0.966 0.012 13.3
50 4572.82 940.57 1.882 0.364 0.966 0.012 13.5
52 4572.82 940.57 3.664 0.785 0.966 0.012 25.7
54 4572.82 940.57 2.495 0.717 0.966 0.012 5.3
104 1218.59 128.88 0.859 0.096 0.975 0.005 13.2
111 1218.59 128.88 1.436 0.158 0.975 0.005 20.7
112 1218.59 128.88 1.695 0.193 0.975 0.005 17
data were ¯t assuming one or two \global" kex values. Bayesion information criterion
(BIC), a statistical method used for model selection (d'Auvergne and Gooley, 2003),
indicates that the two-kex model is appropriate for M42W:NADPH:MTX and ¯ts the
data better than a single kex value or even using individual (local) kex values for each
R2 dispersion curve. The results are summarized in Table 3.1.
The conformational exchange within the catalytic core of DHFR M42W is best-
¯tted by kex= 1200 § 130 s¡1. In comparison with the wild-type protein, the con-
formational dynamics within the catalytic core appears to be slightly faster. The
exchange rate of wild-type DHFR bound to NADPH and MTX is best-¯tted to a
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rate of 450 s¡1 (Mauldin, Carroll and Lee, 2009). The altered rate in the mutant
protein is consistent with the observation that residues 14 and 22 display measurable
exchange curves, whereas in the wild-type protein these resonances were too broad to
accurately measure. The population of the excited state for both DHFR M42W and
the wild-type protein complex is 2%.
As discussed above, the exchange rate in the pABG binding cleft is appears to be
independent of the conformational switching in the catalytic core of DHFR M42W.
The dispersion curves were best-¯tted by an exchange rate kex= 4500 § 950 s¡1. We
estimate the population of the excited state to be 3%. Kinetic studies indicate M42W
changes the rate of ligand binding and release (Rajagopalan et al., 2002; Ohmae et al.,
2005). Here, we show direct evidence that the mutation modulates motion on the
timescale directly relevant to these molecular events.
3.4 Discussion
3.4.1 Intramolecular communication in DHFR.
Fast motions on the ps-ns timescale arise from thermal °uctuations within a single, so-
called ground-state conformational ensemble. As we have shown using RDC analysis,
the structure of DHFR M42W in complex with MTX and NADPH adopts a closed
conformation. In essence, the ground states of M42W and WT DHFR:NADPH:MTX
complexes are structurally identical, and therefore any ps-ns dynamical changes are
indicative of altered motion without change in the conformational ensemble. While
the structure is conserved, the ps-ns dynamics change throughout DHFR M42W
(Figure 3.9).
As shown in Figure 3.5, the backbone ps-ns dynamics of G51 and R57 becomes
more °exible. Both residues are located in the MTX (and dihydrofolate) binding
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Figure 3.9: A stereo view of the network of dynamical perturbation as a result of
the M42W mutation. MTX and NADPH are shown in orange and maroon, respec-
tively. Residues that display signi¯cant change in backbone or side-chain dynamics
are represented by the blue sticks. M42 is show in yellow.
pocket and R57 makes direct contact with the pABG \tail" of MTX (and dihydrofo-
late). Interestingly, residues 67 - 69 in the adenosine binding loop collectively become
more °exible upon mutation (S 2 = -0.2). Binding MTX to the holoenzyme makes
these residues more rigid (Mauldin, Carroll and Lee, 2009), thus, the adensosine bind-
ing loop is dynamically coupled to both the active site and M42. Small but signi¯cant
change in backbone dynamics at residue 117 indicate the mutation is \felt" in the F-G
loop, a region of the protein that is thermodynamically coupled to M42 (Rajagopalan
et al., 2002). These results are consistent with a \network of dynamically coupled"
sites throughout DHFR (Agarwal et al., 2002).
Side-chain methyl dynamics are generally more sensitive to slight changes within
the protein (Igumenova, Frederick and Wand, 2006) and provide invaluable data for
characterizing the internal dynamics of DHFR M42W. It is interesting to note that
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the average change in S 2axis is near zero (-0.026 § 0.081). To the extent that side-
chain dynamics are a proxy for conformational entropy (Frederick et al., 2007) we
can conclude that a majority of the ps-ns side-chain dynamic changes are a result of
entropic compensation or redistribution within DHFR.
Theoretical and experimental measurements suggest that M42W modulates the
rate of hydride transfer in part by changing the dynamics within the DHFR active site
on timescales similar to those measured here (Wang, Goodey, Benkovic and Kohen,
2006b; Rod, Radkiewicz and Brooks, 2003). Consistent with these observations, the
data indicate that the motion within the active site of M42W is measurably di®erent
from the wild-type protein. The side-chain methyl dynamics of residues M16, A19,
M20, A26, L28, I94 and V99, in addition to the backbone dynamics of residue R57
are altered. These amino acids compose a majority of the folate binding pocket.
The structural distribution of dynamic perturbation is shown in Figure 3.9. Clearly,
the mutational e®ects span a large distance. As side-chain dynamics studies become
more common, long-range dynamical perturbation due to ligand binding or mutation
is becoming a common theme among vastly di®erent proteins, suggesting an under-
lying dynamic connectivity within the protein sca®old and a potential mechanism
for long-range communication (Lee, Kinnear and Wand, 2000; Fuentes, Der and Lee,
2004; Fuentes et al., 2006; Clarkson and Lee, 2004; Igumenova, Lee and Wand, 2005;
Jarymowycz and Stone, 2008). However, the question remains as to whether these
changes follow a discrete pattern and thus serve as a conduit for transmitting infor-
mation, or if they are random in nature. Fuentes and coworkers suggest that the
dynamical response is not random (Fuentes, Der and Lee, 2004). The dynamical re-
sponse resulting from ligand binding to a PDZ domain protein was strikingly similar
to the network of \thermodynamically coupled" residues identi¯ed by Ranganathan
and coworkers using sequence based statistical methods (Lockless and Ranganathan,
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Table 3.3: Contingency table showing the correlation between ¢S2axis
a and the \al-
lostery wiring network"b
Signi¯cant ¢S2axis Insigni¯cant ¢S
2
axis Total
In network 12 4 16
Not in network 9 19 28
Total 21 23 44
aNumbers in the table are the number of occurrences. The p-value wascalculated
using Fisher's exact test is p = 0.011 indicating these occurrences are correlated.
bSee Chen et al. 2007
1999). In a later study, Fuentes et al. (Fuentes et al., 2006) discovered the en-
tire \dynamic network" could be modi¯ed by mutating one of the coupled residues.
These ¯ndings led the authors to conclude that ps-ns dynamics play a large role in
intramolecular signal transduction (Fuentes, Der and Lee, 2004). If this phenomenon
is common to all proteins and not just to PDZ domains, one would expect to see
similar behavior within DHFR.
Thirumalai and coworkers have identi¯ed several sites that encompass an \al-
lostery wiring network" within E. coli DHFR using both chemical sequence entropy
and statistical coupling analysis (Chen, Dima and Thirumalai, 2007). M42 is con-
tained within the \wiring network", therefore, we sought to determine whether the
dynamic response observed here and sequence based networks exhibit signi¯cant over-
lap. As shown in Table 3.3, the categorical data (e.g. dynamic response or no re-
sponse) is tabulated in a 2 x 2 matrix for statistical hypothesis testing. The null
hypothesis is that no correlation exists between the dynamically perturbed residues
and the sequence-derived network. Using Fisher's exact test for hypothesis testing
(Fisher, 1922) we calculate p = 0.011, leading us to reject the null hypothesis. The
p-value analysis indicates that there is only a 1.1% chance that the dynamical changes
are not correlated with the allosteric wiring network within DHFR.
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3.4.2 Mutation alters the dynamic state of DHFR.
Protein dynamics on the ps-ns timescale are largely in°uenced by local (e.g. residue
identity and packing) and non-local (e.g. correlated motions) factors (Law, Fuentes
and Lee, 2009). As discussed above, distance from the point of mutation is a poor
determinant for change in S 2axis and the pattern of perturbation is not random. Here,
we seek to illuminate the contribution that local (or non-local) interactions have
on side-chain dynamics. Bruschweiler and coworkers have developed an advanced
model for predicting backbone and side-chain order parameters that accounts for
local packing and amino acid type (Ming and Bruschweiler, 2004). We calculated
the theoretical methyl order parameters (S2model) for wild-type DHFR (PDB: 1rx3)
and compared them to the wild-type and M42W S 2axis values (Table 3.4). If the
order parameters discussed above are due to local factors alone, the wild-type S 2axis
vs. S2model should be signi¯cantly better than the M42W S
2
axis vs. S
2
model correlation
because S2model was calculated using a wild-type crystal structure that does not account
for changes in packing due to M42W (Law, Fuentes and Lee, 2009).
In total, ¯ve S 2axis datasets corresponding to WT:NADPH (Mauldin, Carroll and
Lee, 2009), WT:NADPH:MTX (Mauldin, Carroll and Lee, 2009), WT:NADPH:TMP
(Mauldin, Carroll and Lee, 2009), WT:NADP+:folate (Schnell, Dyson and Wright,
2004a), and M42W:NADPH:MTX were compared to S2model values. As shown in
Table 3.4, the four wild-type complexes correlate reasonably well with the calculated
values. Surprisingly, the M42W S 2axis values correlate slightly better to the S
2
model
values than do any of the wild-type datasets even though the wild-type structure
was used to calculate S2model. To further examine the nature of the correlation, each
dataset was separated into S 2axis values representing the loops and adenosine binding
subdomains. The correlation between S 2axis and S
2
modelvalues for the loops domain was
nearly identical for each protein complex. However, a large di®erence in correlation
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Table 3.4: Correlation between experimental and predicted S 2axis
Complex ratotal(n)
b rcloops(n)
b rdad(n)
b p-valuee
M42W:NADPH:MTX 0.80 (72) 0.81 (43) 0.77 (29)
WT:NADPH:MTX 0.74 ( 69) 0.82 (39) 0.55 (30) 7.2%
WT:NADPH 0.73 (63) 0.80 (36) 0.55 (27) 7.8%
WT:NADPH:TMP 0.71 (63) 0.81 (36) 0.55 (27) 7.8%
WT:NADP+:Folate 0.70 (75) 0.81 (40) 0.48 (35) 3.0%
a Pearson correlation coe±cient between measured and predicted side-chain order parameters.
b n is the number of S 2axis values.
c Correlation coe±cient between experimental and calculated S 2axis values in the loops domain
d Correlation coe±cient between experimental and calculated S 2axis values for the adenosine
binding domain.
e The p-value is calculated by comparing rad(M42W:NADPH:MTX) to rad(WT Complex) for
testing the hypothesis: H0: r1 = r2, Ha: r1 > r2
was observed for the adenosine binding subdomain. As indicated by the larger rad
value, S 2axis values for the adenosine binding subdomain of M42W appear to correlate
much better to the S2model than does any wild-type complex. It should be noted
that these results are independent of the crystal structure used to calculate the order
parameter, as S2model values for any \closed" DHFR structure are nearly identical.
In order to determine whether the change in correlation within the adenosine
binding domain is signi¯cant we used Fisher's r to z transform. This method allows us
to measure the statistical signi¯cance in the di®erence between two given correlations.
For each comparison (e.g. rad(M42W:NADPH:MTX) vs. rad(WT:NADPH:MTX))
we ¯nd 3{8% probability that the di®erence in agreement between the mutant and
wild-type protein could happen by chance (Table 3.4). Thus, the dynamics within
the adenosine binding domain of M42W appear to be predicted better by local factors
alone than the corresponding dynamics in the wild-type protein. This suggests that
long-range correlated motions are reduced in the adenosine binding domain of M42W
ternary complex, relative to wild-type.
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Our analysis is consistent with high-level molecular dynamics simulations of wild-
type and mutant DHFR preformed by Brooks and coworkers (Rod, Radkiewicz and
Brooks, 2003). The researchers identi¯ed several regions of correlated motion between
the loops and adenosine binding subdomains. A mutation analogous to the one
studied here (M42F) attenuated the long-range correlation (Rod, Radkiewicz and
Brooks, 2003). We propose M42 serves as a \hub", correlating long-range motion and
that the mutation severs the network of interactions linking the adenosine binding
and loops subdomains.
3.4.3 M42W modulates ¹s-ms conformational dynamics.
In addition to decreasing the rate of hydride transfer, M42W changes the rates of
ligand binding and dissociation (Rajagopalan et al., 2002). While the \arti¯cial"
ternary drug complex is not directly relevant to any of these steps, changes in ¹s-ms
dynamics due to mutation may yield invaluable insight into mutant induced dynamical
modulation. R2 relaxation dispersion experiments measure conformational dynamics
on a timescale that is most directly relevant to catalysis and product release. Wright
and coworkers have established a link between the rate of exchange measured by
NMR and each step in the DHFR catalytic cycle (Boehr et al., 2006). Our results
show that M42W changes the rate of motion on the ¹s-ms timescale. We observe two
distinct groups of residues that experience R2 dispersion in DHFR M42W. Within the
catalytic core of the protein, 15 residues show measureable exchange. As discussed
above, the ¯tted exchange rate is slightly faster for the mutant protein. The forward
rate (k1) is equal to 20 s
¡1 as opposed to 10 s¡1 in the wild type protein. In essence,
the distal mutation allosterically regulates the conformational exchange within the
active site of the protein by lowering the energy barrier between the ground and
excited state species. As we have noted before, direct comparison of the chemical
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shifts in the MTX complex with other DHFR structural states is complicated by the
presence of MTX around the exchanging residues (Mauldin, Carroll and Lee, 2009).
However, the linear correlation of ¯tted chemical shifts from comparable residues in
the M42W and wild type ternary drug complexes indicate that the complexes sample
similar conformations in the excited state (r = 0.93). While the rate is di®erent, the
structural identity of the high energy state within the wild-type and mutant DHFRs
appears to be very similar.
A cluster of 5 residues lining the pABG binding cleft exhibit exchange on the
¹s-ms timescale in the mutant protein. The exchange rate is much faster whan and
apparently unrelated to the conformational °uctuation within the catalytic core. The
¯tted exchange rate (4500 s¡1) approaches the exchange regime where the Carver-
Richards equation may fail to separate paand ¢!. However, if we assume the ¯tted
value (3 § 1.2%) represents a reasonable estimate of the population of the excited
state we can determine the forward rate of exchange to be 80 { 250 s¡1. Remarkably,
this value correlates with the rate of tetrahydrofolate release from DHFR M42W (175
s¡1) (Rajagopalan et al., 2002). Thus, conformational switching in the pABG binding
cleft may act to eject tetrahydrofolate from DHFR M42W. Further experiments will
be required to examine the exact nature of the relationship between conformational
exchange in M42W and changes in the rate catalytic cycling.
3.5 Conclusion
In this chapter, we present evidence from a variety of NMR relaxation data that the
M42W mutation alters the dynamics of DHFR. The mutation results in a redistribu-
tion of conformational dynamics, altering motion in the active site and in regions of
the protein that are known to be linked to catalysis. The data also indicate non-local
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structural factors play a larger role in the side-chain dynamics of the wild-type pro-
tein than the mutant. This observation is consistent with recent ¯ndings that suggest
side-chain dynamics are in part in°uenced by networks of correlated motions (Law,
Fuentes and Lee, 2009). The mutation may act to suppress these highly evolved cor-
related motions in DHFR. M42W increases the rate of ¹s-ms exchange in the core
of DHFR and introduces a second, faster exchange event in the adenosine binding
subdomain. It is intriguing to note that the \fast" millisecond motion occurs on the
same timescale as THF release, providing additional support to the hypothesis that
dynamics are important for modulating DHFR product release (Boehr et al., 2006).
We propose M42 acts as a dynamic hub in DHFR, coordinating motion on multiple
timescales. Disrupting these highly evolved dynamic interactions may be an e®ective
method of allosterically modulating protein function.
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Chapter 4
Dynamics of Dihydrofolate
Reductase G121V
4.1 Introduction
The compact structure of a folded protein gives rise to intricate networks of amino
acid contacts. Ligand binding, covalent modi¯cation and mutation can disrupt these
precise interactions and drastically alter protein structure and function. Many pro-
teins take advantage of such modi¯cations in the form of allosteric regulation. The
classic example of allosteric regulation is hemoglobin, where oxygen binding results
in noticeable structural change leading to functional regulation (Perutz, 1970). In
many cases functional regulation can be achieved in the absence of perceptible struc-
tural perturbation (Mace, Wilk and Agard, 1995; Rajagopalan et al., 2002; Ohtaka
and Friere, 2003; Popovych et al., 2006) giving rise to the hypothesis that dynamical
changes serve to propagate these changes (Cooper and Dryden, 1984). In a non-
allosteric protein such as DHFR, mutation can give rise to altered function providing
a model system for understanding the dynamic component of allosteric regulation.
The active site of DHFR is surrounded by the Met20, F{G and G{H loops. The dy-
namic motions of these loops have been implicated in promoting catalysis using both
theoretical (Agarwal et al., 2002; Radkiewicz and Brooks, 2000; Rod, Radkiewicz and
Brooks, 2003) and experimental (Fierke and Benkovic, 1989; Cameron and Benkovic,
1997; Wang, Goodey, Benkovic and Kohen, 2006a) techniques. Mutating a single
residue within the F{G (Rajagopalan et al., 2002; Miller, Wahnon and Benkovic,
2001) or G{H loops (Miller, Wahnon and Benkovic, 2001) \allosterically" modulates
DHFR catalysis. Thus, the interactions within the loops surrounding the active site
are uniquely coupled to function. Glycine 121 (G121) is one of the most storied points
of mutation in DHFR. G121 is located in the F-G loop (Figure 4.1) and is absolutely
conserved among all prokaryotic DHFRs. As shown by Gekko and coworkers (Gekko
et al., 1994), substituting valine or leucine in place of G121 decreases the rate of
steady-state catalysis 20 fold. Cameron et al. analyzed the complete kinetic scheme
of DHFR G121V and found the rate of chemistry (hydride transfer) decreased 170
fold (Cameron and Benkovic, 1997). Furthermore, G121V introduces a catalytically
signi¯cant conformational exchange at a rate of 3.5 s¡1 preceding hydride transfer
(Cameron and Benkovic, 1997).
While Benkovic and coworkers have made remarkable advances in understanding
the kinetics of DHFR G121V, questions remain regarding the mechanism of func-
tional regulation. Theoretical analyses of DHFR G121V indicate the decreased rate
of chemistry is a direct result of a larger free-energy barrier of hydride transfer.
G121V may interrupt a \network of coupled promoting motions" that are required
for DHFR catalysis (Cameron and Benkovic, 1997; Watney, Agarwal and Hammes-
Schi®er, 2003). An alternate hypothesis suggests DHFR G121V increases the hydride
donor-acceptor distance, thus decreasing the reaction rate (Rod, Radkiewicz and
Brooks, 2003; Wang, Goodey, Benkovic and Kohen, 2006a).
In Chapter 2, we show that the active site of DHFR is dynamically coupled
to G121. When MTX is added to the DHFR holoenzyme forming the ternary
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Figure 4.1: Glycine 121 (blue sphere) is approximently 15 ºA away from the cat-
alytic center of DHFR yet drastically impacts the rate of hydride transfer. MTX and
NADPH are shown in orange and maroon, respectively.
E:NADPH:MTX complex, G121 becomes more °exible on the ps-ns timescale and
large scale conformational switching is quenched (Mauldin, Carroll and Lee, 2009).
Thus, motion within the F{G loop can be controlled by interactions within the ac-
tive site approximately 15 ºA away. Kinetic measurements indicate double mutations
involving G121 and M42 are nonadditive (Rajagopalan et al., 2002). In essence, one
site (e.g M42) can \sense" the mutation at the other (G121) in spite of no direct link-
age between the two residues. As shown in Chapter 3, M42W results in a dynamic
perturbation that extends to the F{G loop. Together, these results suggest the active
site and M42 are dynamically linked to G121, thus supporting a \dynamic network"
hypothesis of functional regulation (Watney, Agarwal and Hammes-Schi®er, 2003).
In this chapter, we investigate the change in dynamics of DHFR G121V. Using
NMR spin relaxation techniques, we aim to bridge the knowledge gap between kinetic
and theoretical analysis of DHFR G121V. Isolating the mutant protein predominantly
in the closed conformation is a prerequisite for understanding the dynamic relation-
ship between the mutation and catalytic modulation. Wright and coworkers have
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reported that DHFR G121V adopts the occluded conformation in most binary and
ternary complexes (Venkitakrishnan et al., 2004). Here, we show the enzyme can be
isolated in the closed conformation with NADPH using the substrate analog MTX.
Thus, this line of investigation serves as a ¯rst step towards understanding the dy-
namics of DHFR G121V in solution. We ¯nd a very limited dynamic response to
DHFR G121V using both backbone and side-chain relaxation techniques. The most
striking e®ect is a result of destabilization of the closed F{G and G{H loop confor-
mations. Thus, our results support the hypothesis that sub-nanosecond dynamics
generally do not contribute to the altered rate of catalysis in DHFR G121V.
4.2 Materials and Methods
4.2.1 Protein puri¯cation and NMR sample preparation.
The G121V mutation was performed using the QuickChange Mutagenesis Protocol
(Stratagene). Plasmid DNA was sequenced at the UNC Genomic Analysis Facility.
Protein expression and puri¯cation was performed as described in Chapters 2 and 3.
All NMR experiments were performed on 1 mM (or 2 mM) protein samples in bu®er
containing 70 mM HEPES pH 7.6, 20 mM KCl, 1 mM EDTA, 1 mM DTT, 20 mM
(40 mM) NADPH, 3-5 mM MTX, 20 mM glucose-6-phosphate, and 10 U glucose-6-
phosphate dehydrogenase. In spite of the increased Kd for both MTX and NADPH,
the protein is saturated under these conditions (Cameron and Benkovic, 1997).
4.2.2 NMR Experiments.
All NMR experiments were performed at 298 K (calibrated with neat methanol) on
Varian INOVA spectrometers. Backbone and side-chain methyl resonances were as-
signed as described in Chapters 2 and 3. Tryptophan indole resonances were assigned
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using the 15N edited 1H NOESY. Standard backbone R1, R2 and f1Hg-15N NOE
(Kay, Torchia and Bax, 1989) and side chain D z and Dy (Muhandiram et al., 1995)
relaxation spectra were collected as described previously. Backbone relaxation was
performed at 500- and 600 MHz whereas side-chain relaxation experiments were per-
formed at 600- and 700 MHz. Backbone relaxation experiments were collected on 1
mM and 2 mM (600 MHz only) protein. Side-chain relaxation measurements were
performed on 2 mM DHFR G121V.
4.2.3 Analysis of NMR dynamic parameters.
Ps-ns backbone amide and side-chain methyl dynamics were characterized using the
Lipari-Szabo model-free formalism. Consistent with wild type DHFR, the isotropic
rotational correlation time for DHFR G121V is 10.7 ns/rad or 11.8 ns/rad for 1 mM
or 2 mM protein, respectively. Rotational anisotropy was calculated using the lo-
cal Di method (Lee et al., 1997) using the DHFR structure 1rx3. The backbone
relaxation data was ¯t using an anisotropic correction (Dk/D? = 1.14) to minimize
model selection error (Osborne and Wright, 2001). Backbone relaxation data were
best-¯tted to the ¯ve model-free models as described previously using the in-house
program relaxn2.2 assuming a 1.02 ºA 1H-15N bond distance and -170 ppm 15N chem-
ical shift anisotropy. The chemical shift anisotropy of tryptophan indole resonances
was assumed to be -89 ppm.
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4.2.4 Reduced spectral density mapping.
Reduced spectral density mapping was performed using the in-house python script
jw mapping.py. Backbone R1, R2, and f1Hg-15N NOE values at 600 MHz (2 mM pro-
tein) were used to calculate J(0), J(!N), and J(0:87!H) values using the equations:
J(0) =
1
3d2 + 4c2
(6R2 ¡R1(3 + 18
5
(°N=°H)(NOE ¡ 1))) (4.1)
J(!N) =
4
3d2 + 4c2
(R1(1¡ 7
5
(°N=°H)(NOE ¡ 1))) (4.2)
J(!H) =
4
5d2
(R1(°N=°H)(NOE ¡ 1)) (4.3)
d = (
¹0h°N°H
8¼2
)(
1
r3NH
) (4.4)
c =
!N¢¾p
3
(4.5)
where ° is the magnetogyric ratio of nitrogen or hydrogen, rNH is the length of the N{
H bond vector, ¢¾ is breadth of the CSA tensor, ¹0 is the permeability of free space,
and h is Planck's constant. Error was estimated using 500 Monte-Carlo simulations
(Press et al., 1992). Spectral density values for the wild-type protein were calculated
using the relaxation rates measured in Chapter 2.
4.3 Results
4.3.1 Assignment and structural analysis of DHFR G121V.
The overreaching goal of this study is to examine the dynamics of DHFR G121V
in the closed conformation in an e®ort to provide insights into the origins of the
substantial decrease in hydride transfer rate. Previous NMR studies suggest DHFR
G121V does not adopt the closed conformation in any complex. Based on alanine
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chemical shift markers, Venkitakrishnan et. al report that DHFR G121V adopts
the occluded conformation in ligand complexes that are known to be closed in the
wild-type protein (Venkitakrishnan et al., 2004). The \slow" 3.5 s¡1 conformational
rearrangement in DHFR G121V may indicate that the occluded to closed transition
occurs prior to chemistry. Based on our previous ¯nding that DHFR is \locked"
into the closed conformation by high a±nity inhibitors, we sought to investigate the
structure and dynamics of DHFR G121 in complex with NADPH and the DHF analog
MTX.
The backbone amide chemical shifts are exquisite markers of the conformational
state of DHFR. As shown in Figure 4.2, the HSQC overlay of WT and G121V DHFR
bound to NADPH and MTX are nearly identical. Chemical shifts were assigned using
standard triple resonance experiments. A vast majority of the resonances could be
assigned with the notable exception of residues 119-125. Assignments for residues
117 and 118 were complicated due to extensive exchange broadening and 119-125
were missing. It is likely that increased relaxation due to conformational exchange
resulted in extensive line broadening in the 3D assignment spectra. This hypothesis
is supported by exchange broadening of resonances in the Met20 loop (residues 13-16)
that directly contact the F-G loop. In all, 129 out of 148 non-proline residues could
be assigned.
A quantitative analysis of the change in chemical shift resulting from the mutation
is plotted in Figure 4.3. As anticipated, the largest changes in chemical shift are
observed for residues 12-16 and 118. It is important to note that the calculated
di®erence in chemical shift for residues 7, 93-96 and 148 are insigni¯cant (Figure 4.3).
These residues experience conformation dependent changes in their amide hydrogen
bond interactions and thus serve as very sensitive probes to the Met20 loop structure.
Alanine 7 forms a hydrogen bond with the nicotinamide ring of NADPH in the closed
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Figure 4.2: The 1H{15N HSQC spectra of WT (maroon) and G121V (orange)
DHFR:NADPH:MTX are overlaid. Many of the peaks overlap indicating G121V
adopts a structure nearly identical to the wild-type protein.
conformation. This interaction cannot occur in the occluded complex because the
sidechain of M16 occludes the active site. Residues 93-96 also provide insight into the
conformation of NADPH. Furthermore, the amide group of 148 and carbonyl group
of 23 for a hydrogen bond in both the open and occluded conformation. The lack
of change in these chemical shifts are strong indicators that DHFR G121V adopts a
conformation that resembles the WT closed complex. By comparison, if we examine
the changes in chemical shift between bona ¯de closed and occluded complexes the
changes are quite drastic, and much larger than the modest change as a result of
mutation. While we do see evidence for conformational exchange in the 3D assignment
spectra, we conclude from chemical shift analysis that DHFR G121V predominantly
adopts a conformation that likely resembles the catalytically competent enzyme when
complexed with NADPH and MTX.
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Figure 4.3: The reduced change in chemical shift is plotted as a function of residue
number. The changes as a result of mutation (G121V vs. WT) are shown in black
and a bona ¯de closed{occluded change plotted in red (Osborne et al., 2003). The
plot shows that the pattern of changes as a result of mutation can be attributed to
di®erences in the local chemical environment and not large-scale structural change.
4.3.2 15N relaxation.
Backbone dynamics were measured using 15N spin relaxation experiments. Standard
R1, R2, and f1Hg{15N NOE experiments were collected using 1 mM DHFR G121V
at 500- and 600 MHz ¯eld strengths. The results are shown in Figure 4.4. Relaxation
rates were measured for 104 out of 148 non-proline residues in DHFR G121V.
To gain a more in-depth picture of the ps-ns backbone dynamics, the data were
interpreted using the Lipari-Szabo model free formalism. As described in Chapter
1, the amplitude and timescale of the internal motion are described by S 2 and ¿e in
the model free formalism. S 2 can range from 0 to 1, describing a perfectly isotropic
or rigid bond vector. AIC statistics were used to determine the correct model that
describes the backbone motion. Out of 105 measurable residues, 93 residues ¯t well
to the selected model. The residues which did not ¯t well to any model were: 12,
22, 34, 50, 68, 69, 91, 92, 114, 140, 142, 144, 148 and 150. There are several reasons
that explain why a residue may not ¯t correctly to a selected model including: poor
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Figure 4.4: The 15N relaxation rates of DHFR G121V are shown at 500 (black) and
600 MHz plotted as a function of residue number. The R1R2 plot is calculated at 600
MHz.
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quality data, improperly selected model, or the presence of motion on the timescale
of rotation (¿e ' ¿m). As shown in Figure 4.4, the data for the failed residues are
not abnormally noisy. On average, the error in both R1 and R2 is less than 7% of
the measured value. To gain further insight into the nature of the dynamics at each
residue, reduced spectral density values were calculated for DHFR WT (Figure 4.6)
and the G121V protein (Figure 4.5) at 600 MHz.
Reduced spectral density mapping yields insight into the nature of the dynamical
motion at three frequencies: J(0), J(!N), and J(0:87!H). This method of analyz-
ing NMR relaxation data has one main advantage in that it does not require ¯tting
the data to a model. The spectral density values are directly calculated from the
measured relaxation rates. Unfortunately, the interpretation of reduced spectral den-
sity mapping is complex because overall tumbling is not separated from the internal
dynamics information. However, since we are comparing two nearly identical DHFR
complexes, deviations from the average J(0), J(!N) and J(0:87!H) can be interpreted
as a change in dynamics at each frequency. As shown in Figure 4.6, the value of J(0)
is much larger for residue 22 than the average value for DHFR G121V indicating the
presence of slower (¹s-ms) motion. The model selected for this residues using AIC
statistics was model 2 (S 2, ¿e) and does not account for conformational exchange,
and is likely incorrect. If the \second best" model-free model is used (S 2, Rex) to
describe the dynamics then the data ¯t well. For the other residues that do not ¯t
well, model 5 was selected but the subsequent Monte Carlo simulations failed to reach
a unique solution resulting in nonsensical dynamic parameters. For each residue, the
value for ¿e is very large (¸ 1 ns). Thus, it is likely that residues 12, 34, 50, 91,
92, 114, 142, 144, 148 and 150 experience motion on the nanosecond timescale that
cannot be accurately described by model-free.
The changes in backbone order parameters that result from substituting G121V
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Figure 4.5: The values of the reducted spectral density, J(!), for WT:NADPH:MTX
calculated at 600 MHz.
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Figure 4.6: The values of the reducted spectral density, J(!), for
G121V:NADPH:MTX calculated at 600 MHz.
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are shown in Figure 4.7. The residues that show signi¯cant changes in dynamics (>
95% con¯dence interval) are 6, 22, 42, 49, 57 and 88. In many cases, the change in
order parameters are consistent with the change is spectral density values with respect
to the average. For example, residues 6, 22 and 42 show changes in J(0:87!H) and
J(!N) values with respect to the wild-type protein.
Figure 4.7: The change in S 2 as a result of the G121V substitution is plotted as
function of residue number. Signi¯cant changes in S 2 (¸ 2x measured error) are
indicated by the red circles.
DHFR has ¯ve tryptophan residues that provide additional insight into the inter-
nal dynamics. In both the wild-type and G121V DHFR:NADPH:MTX complexes,
the relaxation rates of each tryptophan could be measured using the standard relax-
ation experiments. The dynamics of the tryptophan indole resonances for both the
wild-type and mutant complex are summarized in Table 4.1. In general, the dynamics
of the tryptophan side-chains do not change, with the notable exception of residue
22.
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Table 4.1: The model-free analysis of tryptophan indole relaxation for WT and G121V
DHFR.
Residue S2s S
2
err ¿e,s ¿e,err S
2
f S
2
f,err Rex Rex,err X
2
WT
22N² 0:91 0:01 1.4436 0.19764 49.9
30N² 0:94 0:02 13.3
47N² 0:86 0:01 12:3 6:2 1.4976 0.21816 37.9
74N² 0:97 0:01 17.7
133N² 0:93 0:01 43
G121V
22N² 0:97 0:04 0.756 0.6516 7.86
30N² 1:00 0:04 111:0 345:0 0.7056 0.28224 1.95
47N² 0:86 0:02 4.68 0.684 3.16
74N² 0:96 0:02 38:0 22:3 1.2636 0.34164 14.2
133N² 0:92 0:02 6:6 7:6 1.4256 0.31032 5.65
4.3.3 Side-chain relaxation.
Side-chain dynamics were measured using 2H quardupolar Dz and Dy relaxation
experiments on 1 mM DHFR G121V selectively enriched with CH2D methyl iso-
topomers. The relaxation experiments were collected at 600- and 700 MHz ¯eld
strength. Unlike previous studies, 2 mM protein was used to increase the signal to
noise in the NMR experiments. Methyl model-free parameters were determined by
simultaneously ¯tting the D z and Dy relaxation rates at two ¯elds. In all, 54 out of
92 methyl groups could be measured for this mutant. The results are shown in Figure
4.8. It should be noted that the overall ¯tted error is somewhat larger in this protein
complex, most likely due linebroadening arising from conformational exchange on the
¹s-ms timescale.
Methyl side-chain dynamics from the mutant and wild-type complex could be
compared for 51 out of 92 methyl groups. The changes in S 2axis and ¿e;axis as are
shown in Figure 4.9. The largest change in side-chain order parameter is observed at
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Figure 4.8: The side-chain model-free dynamic parameters are plotted as a function
of methyl group. Shown are the methyl axis order parameters and the corresponding
internal correlation time for G121V.
8±1 (0.74 § 0.02), although signi¯cant changes are also observed at 20², 42² and 61±1.
The largest change in ¿e;axis is at 10
°1 which is in close proximity to G121.
4.4 Discussion
DHFR catalyzes the NADPH reduction of DHF to THF. For this reaction to take
place, the enzyme must adopt a conformation in which the nicotinamide moiety of
NADPH occupies the active site. As shown in Figure 4.3, changes in chemical shift
are limited to the Met20 loop and the F{G loop. This is somewhat expected due
to their proximity to the mutation. It should also be noted that we do not see
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Figure 4.9: Plot of the di®erences in G121V and WT methyl dynamics. Signi¯cant
deviations from wild-type dynamics are highlighted in red
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any evidence that indicates DHFR adopts the occluded or even the open structural
state. The overall lack of chemical shift change as discussed above suggests DHFR is
predominantly in the closed conformation and the nicotinamide moiety of NADPH
occupies the active site. Thus, the G121V:NADPH:MTX complex likely serves as
the best model for examining the dynamics in a conformation that resembles the
transition state.
4.4.1 Limited change in ps-ns dynamics.
Inspection of Figures 4.7 and 4.9 reveals that the backbone dynamics of wild-type
and G121V DHFR are very similar. This observation is consistent with the mutant
and wild-type protein complexes adopting the closed conformation in solution. The
largest change is observed at W22 which becomes signi¯cantly more rigid (¢S2 =
0.14 § 0.04). The change in backbone dynamic is also mirrored by the tryptophan
side-chain measurements. The side-chain of W22 has been shown to coordinate a
functional water molecule and the side-chain of Met22 within the active site. Here,
the data indicates the ps-ns dynamics of this highly conserved residue is perturbed
by the mutation. We also note smaller, but signi¯cant dynamical perturbation at
residues in the pABG binding cleft (49 and 57), and M42. Thus, slight changes in
dynamics are observed at residues known to be functionally important. However, the
magnitude of change is remarkably small. The changes in backbone and side-chain
dynamics are mapped onto DHFR in Figure 4.10.
The changes in dynamics of the backbone are largely mirrored in the side-chain
relaxation experiments. The largest changes are observed in close proximity to the
G121V substitution. M20, which packs against both W22 and the folate analog,
does show some change in backbone dynamics. However, the magnitude of change is
relatively small. It is interesting to note that in addition to the change in S 2, M42 S 2axis
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Figure 4.10: The signi¯cant changes is ps-ns dynamics are mapped onto the DHFR
structure. Residues that exhibit change in backbone and side-chain dynamics are
represented by the blue and red spheres, respectively. In all, very few residues exhibit
signi¯cant dynamical perturbation in spite of drastic changes in the catalytic rate.
is also signi¯cantly perturbed. Previous kinetics work suggests M42 and G121 are
\linked", although the mechanism of communication is unclear (Rajagopalan et al.,
2002). Here, we show mutation at G121 slightly alters the dynamics of M42. Finally,
small but signi¯cant ¢S 2axis is observed at L61 in the adenosine binding domain. We
have shown that the dynamics of this residue is sensitive to ligand binding, the M42W
substitution, and now the G121 substitution. Furthermore, L61 is highly conserved
in DHFR and potentially plays a role in promoting catalysis.
In total, 9 residues show signi¯cant backbone or side-chain dynamical perturba-
tion. In comparison, 26 residues show signi¯cant dynamical perturbation as a result
of the M42W substitution. The side-chain dynamics do indicate changes at distal
\hot-spots". These results are consistent with theoretical studies that suggest cor-
related motions are attenuated more by substitutions at M42 than G121. As shown
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in Chapter 3, M42W has a dramatic e®ect on the side-chain dynamics of DHFR.
Comparison with calculated order parameters indicate long-range in°uences on the
side-chain dynamics are attenuated by M42W. In contrast, substituting G121V has
minimal e®ects on the side-chain dynamics.
4.4.2 G121V increases microsecond motion.
Initial inspection of the DHFR G121V HSQC spectra indicates several resonances
are severely weakened due to exchange broadening. These results are con¯rmed in-
dependently by both model-free analysis and reduced spectral density mapping. The
presence of conformational exchange is indicated by increased Rex terms extracted
from model-free ¯tting, J (0) in the reduced spectral density mapping (Figures 4.5
and 4.6) (Jarymowycz and Stone, 2006) and the R1R2 plot (Figure 4.4) (Kneller, Lu
and Bracken, 2002). The most dramatic increase in both Rex and J(0) is observed
at W22 and residues 93-96. As described above, residues 13-16 are very weak in the
HSQC spectrum and residues 119-126 and 17-18 could not be assigned. Together,
our results indicate the Met20 and F{G loops are highly °exible in this mutant.
The increased microsecond dynamics are likely a result of destabilized hydrogen
bond interactions between the Met20 and the F{G loops due to steric clash with
the bulky valine side-chain. DHFR G121V may be transiently switching between the
closed and occluded conformations. However, this seems unlikely because we do not
observe any increase ¹s-ms dynamics in the G{H loop. A more probable explanation
is that the nicotinamidemoiety of NADPH is \°ipping" into and out of the active
site. These results support the hypothesis that the 3.5 s¡1 pre-chemistry structural
rearrangement re°ects the nicotinamidemoiety of NADPH entering the active site
(Cameron and Benkovic, 1997). Our results also highlight the unique ability of high
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a±nity inhibitors to stabilize the closed complex. In spite of the severely destabiliz-
ing G121V substitution, the ternary MTX complex adopts the closed conformation
and does not undergo the closed{occluded conformational switching that DHFR has
evolved to make (Mauldin, Carroll and Lee, 2009).
4.4.3 Role of ps-ns dynamics in G121V catalysis.
As discussed above, the changes in ps-ns dynamics of DHFR G121V are relatively
small especially when compared to the e®ects of other perturbations such as drug
binding or the M42W substitution. The largest magnitude change in order parame-
ter are either near the point of mutation or within the active site. This observation
may be somewhat surprising in light of evidence that suggests the G121V substitu-
tion dramatically alters the rate of hydride transfer (Cameron and Benkovic, 1997).
Two opposing hypotheses exist to interpret the kinetic results: 1) G121V disrupts a
\network of promoting motions" throughout the protein that is required for catalysis
(Watney, Agarwal and Hammes-Schi®er, 2003) or 2) G121V alters the distance be-
tween hydride donor and acceptor (Rod, Radkiewicz and Brooks, 2003; Wang, Tharp,
Selzer, Benkovic and Kohen, 2006; Wang, Goodey, Benkovic and Kohen, 2006a). In
essence, these two hypothesis propose a global dynamic or localized structural expla-
nation of the kinetic data. The dynamic hypothesis is based largely on theoretical data
that suggesting correlated motions contribute to the reaction path (Agarwal et al.,
2002; Hammes-Schi®er and Benkovic, 2006). The structural hypothesis is supported
both by theoretical and experimental results suggesting hydride donor-acceptor dis-
tance is primarily responsible for the altered rate of chemistry (Wang, Tharp, Selzer,
Benkovic and Kohen, 2006). It should be noted that the kinetic isotope experiments
by Wang and coworkers are sensitive to motion on the sub-nanosecond timescale sim-
ilar to the backbone and side-chain dynamics observed here. Our results are more
88
consistent with the later hypothesis. In general, the backbone and side-chain dynam-
ics do not drastically change as a result substituting G121V.
4.5 Conclusions
In this chapter we report the backbone and side-chain dynamics of DHFR G121V
in complex with NADPH and MTX. This represents the ¯rst e®ort to examine the
solution dynamics of DHFR G121V in the closed conformation. We show that the
G121V substitution does not dramatically alter the dynamics of DHFR. However, the
residues that do exhibit signi¯cant changes are functionally important in DHFR. The
active site of DHFR is dynamically perturbed, although not to the extent one would
expect given the kinetic nature of DHFR G121V. These results support experimen-
tal ¯ndings that G121V mainly alters the hydride donor{acceptor distance (Wang,
Goodey, Benkovic and Kohen, 2006a; Wang, Tharp, Selzer, Benkovic and Kohen,
2006). However, subtle changes at functionally important residues suggest dynam-
ics may be a mechanism for propagating long-range coupling. Additional studies of
DHFR G121V M42W may serve to elucidate the dynamic mechanism of long-range
communication.
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Chapter 5
Perspective and Future Directions
The study presented here had two purposes: to begin to understand the dynamics of
DHFR drug inhibition and to interrogate the dynamic e®ects of mutation. In Chapter
2, we examined the changes in dynamics due to drug binding. Chapters 3 and 4 inves-
tigated the dynamics of functionally important mutants in DHFR. In essence, these
studies can be viewed as e®orts towards understanding how dynamic perturbations
are propagated out of, and relayed into the active site of an enzyme. These stud-
ies represent a fundamental step in understanding how or even if, motions in distal
regions of a protein promote ligand binding, catalysis and functional regulation.
In light of reports that propose the rate of ligand binding and release are regulated
by ¹s-ms dynamics, we hypothesized that tight binding inhibitors would quench these
motions. Surprisingly, we found that, in the case of drug binding, the rate of ¹s-ms
conformational exchange was independent of the ligand bound. However, the residues
that move were modulated by the drug. This result leads to the possibility that
it is not the rate per se that is important for ligand a±nity but the nature of the
dynamical event as a whole. If the protein cannot make the conformational transition
it has evolved to make, then the ligand cannot be ejected. If this hypothesis is true,
then the interactions between the protein and the ligand may be the most important
factor for regulating protein dynamics on the ¹s-ms timescale.
It is tempting to test this hypothesis by examining a set of chemically di®erent
ligands. However, the result may be di±cult to interpret because a protein{ligand
interaction within complex \A" is drastically di®erent than compound \B". To ad-
dress this issue, a series of similar ligands should be synthesized with only slight
di®erences, in order to interrupt individual hydrogen bonds or hydrophobic interac-
tions. If this is not possible, conservative mutations on the protein may be used to
disrupt these interactions. In the case of DHFR, most of the protein{ligand contacts
are side-chain mediated so mutagenesis may be indispensable in understanding the
molecular interactions that result in dynamical modi¯cation.
Finally, if conformational exchange is relevant to ligand release then mutations
that change the rate of exchange should correlate with koff . We show in Chapter
3 that M42W increases the rate of conformational exchange in the pABG binding
cleft of DHFR in addition to drastically altering the ps-ns dynamics of the protein.
This increase in dynamics is independent of ligand release in this complex because
the experiments were performed under saturating MTX concentrations. Thus, these
motions likely represent an intrinsic dynamical model resulting from the mutation.
Studies of the product release complex (M42W:NADPH:THF) would address the
issue of whether protein motion correlates with product (or ligand) release.
It may be di±cult to de¯nitively correlate internal dynamics on the ¹s-ms timescale
with product release from the mutant or even the wild-type protein. As described in
Chapters 2 and 3 and by others (Boehr et al., 2006) the rates of DHFR conformational
exchange appear to be correlated with function. However, a de¯nitive link has yet to
be established. A series of relaxation dispersion and complementary kinetic experi-
ments using di®erent crowding agents may provide valuable insight into the dynamic
contributions to product release. While the macroscopic rate may not change, one
would anticipate that the populations of ground and excited state complexes would
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change as a function of viscosity, thus changing k1. This type of analysis should be
performed using two or more co-solutes at several di®erent concentrations. This type
of analysis would require a large investment of NMR spectrometer time. However,
the results may provide a fundamental link between protein dynamics on the ¹s-ms
timescale and function.
It is currently in vogue to attribute drastic changes in catalysis or ligand binding
a±nity to dynamic modulation. We show de¯nitively in Chapter 4 that this assump-
tion may be invalid in some cases. However, the lack of dynamical perturbation in
DHFR G121V does not necessarily mean these motions are not important in every
case. Actually, the lack of dynamical change on the ps-ns timescale is encouraging in
light of kinetic and theoretical evidence that suggests these motions do not contribute
to regulating catalysis in this mutant protein. In the same light, the wide spread ps-
ns dynamical change in the M42W mutant are supported by previous studies. These
results lend credence to the notion that the ps-ns dynamical changes measured in this
study are functionally relevant.
Dynamic investigations of the DHFR M42W G121V mutant is a tempting future
direction. The double mutant drastically alters the dynamics of hydride transfer
(Wang, Goodey, Benkovic and Kohen, 2006a). In theory, the double mutant should
show the largest change in backbone and side-chain dynamics if these motions are
functionally relevant. The E:NADPH:MTX model system examined here is a prime
candidate for investigating a complex that resembles the transition state complex.
However, the prospect of obtaining high quality data from the M42W G121V double
mutant is not good. The G121V substitution drastically decreases the stability of the
closed complex. Excessive line broadening increased the error of backbone and side-
chain dynamics measurements. The stability of the double mutant is only expected
to be worse. In light of these facts, it may be worth examining the G121A M42W
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DHFR double mutant. Given the smaller side-chain, the G121A mutant is expected
to be more stable. In addition, spectroscopic analysis indicates G121A and M42W
are non-additive (Rajagopalan et al., 2002). Presumably, the dynamic contribution
to catalysis would be evident in the NMR relaxation experiments.
In each chapter, the ps-ns dynamical changes propagated to the adenosine binding
domain. In particular, ligand binding and two di®erent mutants signi¯cantly modify
the dynamics of I61. This residues has been shown to be conserved and part of a
proposed \allostery wiring network" (Chen, Dima and Thirumalai, 2007). This po-
sition may serve to correlate motions required for DHFR function. Thus, a study of
mutant DHFRs with substitutions at I61 may enhance our knowledge of how long-
range interactions mediate enzyme chemistry, or even if change in ps-ns dynamics
are functionally relevant. This study should be approached using both kinetic and
dynamic experiments. Naturally, the kinetics of the mutant proteins should be eval-
uated ¯rst due to the rapid pace by which these measurements can be made. Unlike
the elegant work of Benkovic and coworkers, the complete kinetic scheme does not
need to be analyzed for these purposes. At the very least, the rate of kcat should be
determined however it would also be wise to characterize the rate of hydride transfer.
This approach would allow one to screen several mutants in a very short time and
select those that display the largest changes for further analysis. Other positions that
should be considered include W74 and G67.
Understanding the nature of protein dynamics and their role in ligand binding,
enzyme function and allosteric regulation is certainly a worthwhile endeavour. Un-
fortunately, the experiments performed here and the future directions suggested in
this work do not, and cannot de¯nitively, address this issue. Only measurements on
multiple timescales using nonsteady-state techniques will truly address these issues.
However, the results presented here strongly suggest that protein dynamics play an
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important role for enzymatic function. Furthermore, they provide the basis for future
experiments using this remarkably versatile model system.
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Appendix A
Programs for analyzing relaxation
dispersion data
A.1 exrate: EXchange RATE analysis
A.1.1 Introduction.
Conformational exchange on the ¹s-ms timescale is measured by NMR using the
so-called relaxation dispersion experiments. In this work, the dynamics of DHFR
were probed using the CPMG based pulse sequences. The process for analyzing
these data generally follows three main steps: collecting and processing the NMR
spectra, measuring peak intensities and converting the measured peak intensities
to Re®2 , and ¯tting the R
e®
2 values to a mathematical function in order to extract
kinetic and thermodynamic values. Professor Arthur Palmer's laboratory has made
their in-house program CPMG¯t freely available to accomplish the third and ¯nal
step (Loria, Rance and Palmer, 1999). Unfortunately, CPMG¯t cannot ¯t data to a
global exchange model and is limited to a single ¯eld strength. As shown by Loria
and coworkers, ¯tting relaxation dispersion data using two or more spectrometer
frequencies simultaneously is very import for accurate analysis (Kovrigin et al., 2006).
Therefore, the program EXchange RATE analysis (exrate) was developed for analysis
of relaxation dispersion experiments
exrate is a general use program for ¯tting the change in Re®2 as a function of ¿cp.
As described in Chapters 2 and 3, exrate can ¯t the data to the Carver-Richards
equation (Carver and Richards, 1972) or the fast approximation equation (Palmer,
Kroenke and Loria, 2001) described in section 1.2. In both cases, the data can be
¯t using local models (individual kex and pa values) or grouped for global analysis
(shared kexand pavalues). exrate was programmed in FORTRAN 77 and compiled
using the g77 fortran compiler. As a result, exrate can be executed on computers
running Unix (Linux), Macintosh or Windows based operating systems. Furthermore,
since FORTRAN is a compiled language as opposed to an interpreted language (e.g.
Python, Perl, Jave, Matlab, etc. . . ), exrate operates very quickly on the standard
home computer.
A.1.2 Materials.
exrate was written FORTRAN 77 and compiled with the GNU g77 compiler:
http://www.gnu.org/software/fortran/fortran.html.
All real numbers are in single-precision °oating point format. Non-linear minimization
of the target function is achieved using a modi¯ed Levenberg-Marquardt algorithm
implemented in sMINPACK (http://www.netlib.org/sminpack/). Error in the ¯tted
values are calculated using a Monte-Carlo procedure (Press et al., 1992).
A.1.3 Protocol.
The compiled exrate executable must be in the user's PATH. A control ¯le (Figure
A.1) and data table must be located in the working directory (Figure A.2). The
control ¯le allows the user to select di®erent ¯tting options without cumbersome
execution °ags and the input data table contains all the experimental data and pa-
rameters. The ¯rst line of the data table includes the number of experimental ¯eld
strengths, the number of data points for ¯eld 1, the Larmor frequency for ¯eld 1,
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the number of data points for ¯eld 2, etc. . . exrate can ¯t up to three ¯elds simul-
taneously. The next lines are the values for ¿cp(in seconds) followed by the actual
data and associated error for each spectrometer frequency. Upon execution of the
program, data for each residue will be read into the program. However, residues can
be excluded using the \f,g" syntax shown in the sample data table (Figure A.2).
This functionality allows the user to modify a data set without completely deleting
residues or generating multiple data tables.
Figure A.1: The exrate control ¯le. This ¯le controls all of the ¯tting options within
exrate.
Fitting the data to local kex and pa values is very straight forward. The user must
choose the appropriate ¯tting function, whether they would like to estimate error
and establish appropriate grid searching parameters for the initial guesses. Error
is estimated using a Monte Carlo sampling procedure and the user has control over
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Figure A.2: A sample exrate data table. The ¯rst line indicates the number of ¯elds,
number of data points and Larmor frequencies for each ¯eld strength. The next ten
lines indicate the values of ¿cp used in the experiment followed by the data. The data
set 2.HN will not be ¯t due to the brackets.
whether the simulated datasets are calculated from experimental or ¯tted data points
(Press et al., 1992). Furthermore, the user can elect to print the results of each Monte
Carlo trail to a ¯le for evaluation. As discussed above, multiple spectrometer ¯eld
strengths for a single residue can be ¯tted at once. The user has control over whether
a single or individual (one for each spectrometer frequency) R02 values should be ¯t.
Upon executing exrate, the user is asked for the name of the input data table, and
two output ¯les. The data are ¯tted to the relaxation equations using a modi¯ed
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Levenberg-Marquart algorithm that minimizes the target function:
X2 =
nX
i=0
s
(Rexp2 (i)¡Rcalc2 (i))2
¾(i)2
(A.1)
where ¾ is the experimental error and Rexp2 and R
calc
2 are the experimental and cal-
culated R2 values for each ¿cp value, i, respectively. Upon completion, exrate prints
three ¯les: a formatted output ¯le, a log ¯le and a ¯le titled EXRATE.log. The
formatted data ¯le contains the ¯nal exchange values for each residue in a tabular
format. The log ¯le contains information such as input data, ¯tting parameters, ini-
tial ¯tted values and ¯tted values after error estimation. Essentially, the log ¯le is
a record of everything the program did and should be evaluated carefully. Finally,
the EXRATE.log ¯le records any errors that may have occurred while minimizing the
target function. The Levenberg-Marquardt algorithm may fail to ¯nd a minimum,
especially with noisy data. The EXRATE.log ¯le should be inspected after every run
to determine the quality of the ¯tted values.
The process of global ¯tting assumes a group of two or more residues are expe-
riencing the exact same exchange event such that kex and pa are the same for each
member of the group. The values of ¢! and R02 are atom speci¯c and must be ¯t on
a per-residue basis. To initiate global ¯tting, the user must modify the rdcontrol.inp
¯le by selecting the \¯tting method" and inputing appropriate initial guesses for kex
and pa. Since the user should have an accurate estimate of the global exchange pa-
rameters after local ¯tting, these values are not derived from a grid search method
to save computational time. Upon executing exrate, the user is asked for the name
of the data table, the tabulated values from local ¯tting, an output ¯le and log ¯le
names. The local data is required in order to obtain estimates of ¢! and R02 to use
as initial guesses for minimization. Again, these variables are not grid searched to
save time. The data are best-¯tted to the relaxation equation minimizing the target
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function:
X2 =
resnX
j=0
nX
i=0
s
(Rexp2 (i)¡Rcalc2 (i))2
¾(i)2
(A.2)
where j represents the number of residues in the data set. The output ¯les created
during the global ¯tting process are identical to those of the local ¯tting process.
It should be noted that the X2 value reported in the output table represents the
per residue X2. This value is important for determining the quality of ¯t on a per-
residue basis to the global model of conformational exchange. In the end, the user
is responsible for determining the quality of ¯t and the appropriateness of ¯tting the
data to a global model for conformational exchange.
The program exrate enables users to ¯t CPMG based relaxation dispersion data
at multiple ¯elds to the general form and fast approximation of the Carver-Richards
equation. Furthermore, exrate can ¯t data to models assuming localized and global
exchange events.
A.2 Programs for formatting R2 dispersion data
A.2.1 Introduction.
As discussed in Apendix A.1, exrate requires a data input table that contains, among
other things, Re®2 and the associated error for each residue. However, only a subset of
residues within a given protein exhibit linebroadening in the R2 relaxation dispersion
pulse sequences. Early relaxation dispersion e®orts required that Re®2 values and the
associated error be calculated on a per-residue basis. This process was very time
consuming, error prone and required use of a program such as Excell or Matlab.
Additionally, residues were often excluded from the analysis based on an \eye-ball"
test as opposed to any statistical metric.
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This prompted the development of the python scripts rlx tab extract.py and rlx-
cat.py for calculating and formatting the data table and the FORTRAN program h±t
for assessing the statistical signi¯cance of linebroadening in the R2 dispersion experi-
ment. The user must begin the analysis procedure with a NMRDraw peak table that
contains the ¯tted peak intensities from a pseudo-3D relaxation dispersion spectra
that contains a reference experiment (I0), dispersion planes (I) and duplicate planes
for error analysis.
A.2.2 Methods.
The python scripts were written in Python 2.x language format and require the numpy
module(numpy.scipy.org). The statistical testing program, h±t, was programed in
FORTRAN 77 using the sMINPACK libraries discussed in Apendix A.1. The F-
tables are hard coded in the program and can handle datasets ranging from 4-17
relaxation points per residue. The F-tables correspond to alpha-critical values of
0.001, 0.01, 0.025, 0.05 and 0.1.
A.2.3 Protocol.
A peak table that contains resonance assignments and intensities associated with a
pseudo-3D dataset is required for executing rlx tab extract.py. This table is generated
by executing the nLinLS ¯tting program in NMRDraw using the auto¯t.tcl script.
A simple text ¯le that associates each relaxation plane in the 3D matrix with the
corresponding ¿cp value is also required. The program assumes the ¯rst plane of
the 3D matrix corresponds to the reference experiment. The user should modify
rlx tab extract with the appropriate length of the constant time relaxation period
(T), input table and output table names, and the ¯eld strength at which the data
was acquired. Upon execution rlx tab extract.py, calculates Re®2 at each ¿cp value
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using the equation:
Reff2 = ¡
1
T
ln(
I
I0
) (A.3)
where I and I0 are the peak intensities of the CPMG plane and reference plane,
respectively.
Duplicate planes are identi¯ed and used to calculate the root mean square (rms)
error (¾) in the peak intensities. The error is propagated using the equation:
error =
s
(
1
TI0
2
¾2) + (
1
TI
2
¾2) (A.4)
Prior to printing, the data is sorted by ¿cp value and residue number. The data is
printed in an output ¯le that is appropriate for direct input to exrate or h±t for further
analysis. As discussed above, the ¯tted relaxation dispersion exchange parameters are
more accurate with two or more ¯eld strengths. The program rlxcat.py was developed
to contatenate two exrate input tables into a single ¯le.
The problem remains that each measurable residue in the average protein does
not experience conformational exchange on the ¹s-ms timescale. While these residues
can be ¯t to an exchange rate, the ¯tted value would be meaningless and waste
computational resources. The Fortran program h±t is used to determine if a residue
has statistically signi¯cant conformational exchange and excludes those that should
not be analyzed. Upon executing h±t, the user is asked for an input data table and
to choose their desired alpha-critical value for F-testing. The strictest cuto® is ® =
0.001 which corresponds to a 99.9% con¯dence interval. This is the recommended
value if the user is not very familiar with relaxation dispersion analysis. The program
then calculates the di®erence between the ¯rst and last data point for each residue,
which corresponds to the largest and smallest CPMG ¯eld strength. If the di®erence
is less than 2 s¡1 then the residue is excluded from further analysis. The data is best
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Figure A.3: An example of the log output ¯le from h±t. Residues that show little
change in R2 or ¯t well to a horizontal line are indicated by an \x".
¯tted to a horizontal line (Re®2 = R
0
2) and a simple model for two state exchange.
The goodness-of-¯t to each model is judged by the Chi-squared value. An F test
is used to test the hypothesis that the data ¯ts as well or better to a straight line
than a model for two state exchange. If the calculated F-value is greater than the F
value corresponding to the predetermined alpha-critical value then we reject the null
hypothesis indicating the residue experienced signi¯cant R2 dispersion.
As mentioned above, the program h±t generates an output ¯le and a log ¯le
(Figure A.3). This output ¯le can be directly used as the exrate input table. Residues
that do not show statistically signi¯cant conformational exchange are excluded using
the \f, g" format discussed in Appendix A.1. It should be noted that data is never
deleted by h±t. The log ¯le reports the results of the statistical testing as shown in
Figure A.3. The alpha critical value and critical F value are recorded for the users
reference. The ¯rst and second column represent the residue name and the di®erence
in Re®2 values, respectively. TheX
2 values for the linear (X2(l)) and nonlinear (X2(nl))
103
¯ts and the caluclated F value are listed. If the di®erence in R2 is not greater than 2
s¡1 an \x" will appear in the \Failed dR20" column. The log ¯le also records whether
the residue passed or failed the F-test. The results in the log ¯le can then be used to
asses the appropriateness of the alpha-critical value and the quality of the data.
These programs generally streamline the process of ¯tting relaxation dispersion
data. In addition, h±t allows the user to statistically test the data and determine
whether the residue is experiencing ¹s-ms conformational exchange. Together, they
aid in formatting and parsing through the data within the generally rigid exrate data
format.
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Appendix B
Chemical shift and relaxation data
B.1 DHFR:NADPH
Table B.1: DHFR:NADPH Chemical shift assignments
residue N C® C¯ other
M1 56.722 33.725 C², 16.994(2.055);
I2 123.825
(9.272)
39.468 C°2, 18.225 (0.929); C±1,
14.214 (1.050)
S3 126.035
(9.349)
56.575 65.624
L4 121.673
(8.460)
53.837 43.982 C±1, 25.525 (0.968); C±2,
26.189 (1.004)
I5 119.308
(8.434)
57.872 42.305 C°2, 16.570 (0.942); C±1,
15.532 (0.330)
A6 128.732
(8.621)
52.372 26.691
(0.741)
A7 127.648
(10.258)
51.104 21.177
(1.665)
L8 122.648
(9.099)
54.204 46.116 C±1, 25.578 (0.366); C±2,
26.289 (0.526)
A9 125.848
(8.535)
49.979 19.853
(1.513)
V10 118.270
(7.581)
65.158 31.824 C°1, 21.522(1.036); C°2,
23.375 (1.051);
D11 38.904
R12 107.600
(8.490)
57.544 27.795
V13 120.603
(7.081)
65.889 33.288 C°1, 22.249(0.0990); C°2,
23.180 (1.276);
I14 115.185
(8.605)
60.874
Continued on next page
Table B.1{Continued
residue N C® C¯ other
G15 105.448
(7.327)
45.473
M16 119.537
(8.659)
55.557 35.085 C², 18.718(2.007);
N18 114.610
(9.648)
54.443 38.875
A19 119.950
(7.584)
50.593 22.226
(1.244)
M20 120.615
(8.385)
52.902 32.434 C², 17.036(2.0799);
W22 115.624
(7.068)
56.938 29.255
N23 116.984
(8.849)
53.200 40.707
L24 126.390
(9.264)
53.309 43.965 C±1, 25.716 (0.633); C±2,
25.220 (0.510)
P25 65.562 31.707
A26 120.897
(9.348)
55.202 19.530
(1.144)
D27 117.047
(7.717)
57.680 43.686
L28 118.904
(7.550)
58.245 40.759 C±1, 24.509 (0.979); C±2,
23.885 (0.909)
A29 120.580
(7.648)
55.186 18.456
(1.530)
W30 123.007
(7.272)
59.875 30.407
F31 122.711
(9.304)
61.751 39.129
K32 121.702
(8.557)
60.657 32.677
R33 116.673
(7.861)
58.990 29.923
N34 111.494
(7.061)
56.069 39.320
T35 106.660
(7.138)
61.865 70.544 C°2, 20.333 (0.165)
L36 124.278
(7.190)
57.599 42.234 C±1, 24.368 (0.794); C±2,
24.737 (0.787)
D37 115.735
(8.341)
54.954 37.644
Continued on next page
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Table B.1{Continued
residue N C® C¯ other
K38 119.638
(7.660)
54.226 34.544
P39 62.554 32.385
V40 112.103
(8.505)
56.805 34.454 C°1, 22.050 (0.706); C°2,
19.411 (0.902);
I41 121.669
(8.453)
59.500 40.478 C°2, 17.593 (0.386); C±1,
14.941 (0.440)
M42 123.533
(8.967)
52.411 40.211 C², 18.551(1.898);
G43 105.609
(9.001)
44.549
R44 118.886
(7.606)
61.062 30.197
H45 114.174
(7.414)
58.373 27.359
T46 69.076 C°2, 21.015 (1.133)
W47 123.462
(8.299)
59.935 30.286
E48 117.850
(8.198)
59.169 29.064
S49 114.365
(7.803)
60.553 63.717
I50 120.712
(7.886)
64.712 39.182 C°2, 17.660 (0.962); C±1,
14.322 (0.850)
G51 106.363
(7.748)
46.338
R52 117.006
(6.867)
53.530 29.905
P53 62.139
L54 126.150
(9.752)
53.114 41.181 C±1, 26.346 (1.029); C±2,
24.411 (0.994)
G56 112.589
(7.703)
46.741
R57 117.201
(7.185)
54.332 35.312
K58 123.753
(7.906)
56.745 32.685
N59 125.315
(8.928)
53.218 41.351
I60 126.550
(8.834)
60.009 39.066 C°2, 19.731 (0.630); C±1,
15.947 (0.675)
Continued on next page
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Table B.1{Continued
residue N C® C¯ other
I61 127.365
(8.772)
57.884 37.493 C°2, 19.234 (0.179); C±1,
11.790 (-0.261)
L62 126.018
(8.186)
53.912 43.151 C±1, 26.421 (0.262); C±2,
25.078 (-0.026)
S63 115.132
(8.615)
59.898 64.652
S64 122.970
(10.163)
60.605 64.320
Q65 123.121
(8.637)
53.090 29.699
P66 63.019 32.188
G67 108.974
(7.541)
42.799
T68 106.357
(6.095)
60.364 69.266 C°2, 21.267 (0.964)
D69 120.629
(7.356)
55.327 44.292
D70 126.869
(8.869)
55.284 40.387
R71 118.358
(8.907)
57.563 31.918
V72 108.385
(7.224)
58.380 33.564 C°1, 23.007 (0.0320); C°2,
16.852 (-0.431);
T73 117.450
(8.009)
62.877 70.386 C°2, 21.467 (1.111)
W74 129.126
(8.749)
56.280 29.088
V75 116.696
(9.134)
58.916 35.903 C°1, 22.272(0.729); C°2,
18.438 (0.534);
K76 115.927
(8.255)
55.535 34.449
S77 108.914
(7.211)
57.228 66.430
V78 122.698
(8.884)
67.286 31.868 C°1, 20.138(0.397); C°2,
22.685 (0.715);
D79 118.588
(8.443)
57.782 40.342
E80 120.698
(7.942)
59.243 30.960
A81 122.829
(8.180)
55.620 18.218
(1.549)
Continued on next page
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Table B.1{Continued
residue N C® C¯ other
I82 116.018
(7.953)
65.675 39.022 C°2, 16.878 (0.909); C±1,
13.777 (0.939)
A83 123.833
(8.110)
54.599 18.085
(1.488)
A84 119.398
(8.064)
54.002 18.434
(1.353)
C85 114.526
(7.367)
60.521 28.050
G86 103.293
(7.253)
45.298
D87 122.185
(8.519)
53.619 39.819
V88 114.954
(7.275)
58.433 32.344 C°1, 21.961(0.992); C°2,
18.068 (0.636);
E90 116.587
(7.635)
55.996 33.133
I91 129.999
(8.821)
61.086 41.678 C°2, 18.022 (0.793); C±1,
14.403 (0.909)
M92 121.729
(7.904)
51.852 30.977 C², 17.111(2.118);
V93 125.532
(9.255)
62.025 31.652 C°1, 22.321(0.542); C°2,
20.284 (0.132);
I94 118.551
(8.522)
61.612 C°2, 17.382 (0.809); C±1,
14.701 (0.985)
G95 102.942
(6.057)
41.532
G96 112.562
(7.701)
46.774
G97 108.434
(7.440)
49.544
R98 123.754
(9.876)
58.549 29.850
V99 123.041
(7.505)
68.537 31.614 C°1, 22.704(0.668); C°2,
24.939 (1.041);
Y100 120.394
(9.570)
60.235 38.075
E101 116.184
(8.140)
60.040 29.930
Q102 114.324
(7.292)
57.979 33.255
Continued on next page
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Table B.1{Continued
residue N C® C¯ other
F103 113.073
(8.131)
60.712 41.753
L104 123.572
(8.492)
38.868 C±1, 25.119 (0.972); C±2,
26.919 (0.950)
K106 113.062
(7.432)
55.508 34.801
A107 122.651
(7.955)
52.581 21.234
(1.788)
Q108 118.697
(9.293)
55.858 31.659
K109 120.378
(7.786)
56.096 37.146
L110 121.823
(8.964)
53.200 44.575 C±1, 23.667 (-0.756); C±2,
24.947 (0.555)
Y111 122.520
(9.362)
56.366 38.680
L112 122.672
(9.659)
54.603 45.293 C±2, 22.401 (0.069)
T113 118.036
(8.042)
60.363 68.888 C°2, 22.129 (0.711)
H114 126.376
(9.241)
55.025 31.293
I115 126.880
(9.087)
60.894 39.352 C°2, 17.262 (0.148); C±1,
12.587 (-0.651)
D116 130.022
(8.358)
53.636 38.914
A117 124.454
(7.776)
51.383 20.699
(0.473)
E118 123.514
(8.492)
55.481 29.465
V119 119.854
(8.239)
58.922 35.581 C°1, 21.961(0.992); C°2,
19.429 (0.904);
E120 124.259
(8.374)
56.495 30.407
G121 107.133
(8.427)
46.034
D122 116.630
(8.808)
52.736 42.486
T123 115.923
(7.526)
62.717 72.338 C°2, 21.490 (1.515)
Continued on next page
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Table B.1{Continued
residue N C® C¯ other
H124 127.118
(9.404)
P126 62.671 32.153
D127 117.732
(8.102)
54.562 40.752
Y128 119.710
(7.494)
55.448 39.522
E129 123.503
(8.821)
53.322 30.004
D131 114.926
(9.021)
56.367 40.357
D132 118.276
(8.201)
55.137 41.616
W133 119.810
(7.798)
56.386 34.172
E134 123.009
(9.585)
54.482 32.737
S135 121.883
(9.032)
58.669 62.221
V136 122.158
(9.011)
61.292 32.702 C°1, 21.292(0.958); C°2,
18.565 (0.868);
F137 123.793
(7.913)
58.544 43.102
S138 119.641
(7.557)
57.234 64.796
E139 125.630
(8.695)
56.406 35.018
F140 128.740
(8.618)
58.594 40.790
H141 123.296
(8.161)
54.482 32.129
D142 120.575
(8.047)
53.357 42.594
A143 122.471
(8.102)
53.073 19.225
(1.256)
D144 121.398
(9.067)
53.137 41.912
A145 54.988 18.632
(1.430)
Q146 113.404
(7.993)
56.774 31.124
Continued on next page
111
Table B.1{Continued
residue N C® C¯ other
N147 119.831
(8.272)
52.889 41.161
S148 117.023
(8.895)
60.852 63.495
H149 117.259
(6.907)
53.778 34.181
S150 114.146
(8.634)
58.719 64.201
Y151 115.116
(7.644)
55.075 39.526
C152 118.578
(8.315)
55.101 30.484
F153 128.366
(8.295)
55.236 40.376
E154 124.307
(9.813)
54.931 35.229
I155 123.772
(8.656)
60.300 40.620 C°2, 17.217 (0.447); C±1,
13.382 (0.701)
L156 126.476
(9.271)
53.309 45.809 C±1, 26.643 (0.619); C±2,
25.161 (0.875)
E157 119.914
(9.347)
54.682 33.748
R158 127.061
(8.273)
57.530 30.804
R159 131.554
(8.076)
58.262 31.157
Table B.2: DHFR:NADPH backbone model-free param-
eters
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
3 0:84 0:02 0:78 0:46 5.62
5 0:90 0:01 2.36
7 0:83 0:02 1.77
8 0:87 0:01 1:93 0:36 5.03
9 0:88 0:02 1:64 0:71 0.13
10 0:86 0:01 0:76 0:39 1.85
12 0:86 0:01 3.94
13 0:85 0:01 1:13 0:31 2.82
Continued on next page
112
Table B.2{Continued
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
15 0:88 0:02 1:74 0:69 1.92
16 0:89 0:01 4.77
18 0:91 0:02 3.43
20 0:85 0:01 5.06
22 0:68 0:01 20 7 3:20 0:38 8.51
26 0:91 0:01 1:12 0:40 4.07
27 0:91 0:02 2:32 0:48 1.64
29 0:90 0:01 0:80 0:33 0.88
30 0:87 0:02 1:32 0:60 0.76
31 0:91 0:01 5.4
32 0:91 0:01 1.88
33 0:86 0:01 30 14 1:24 0:34 7.71
34 0:87 0:01 1.65
35 0:89 0:01 1.42
36 0:85 0:02 3:37 0:53 1.77
37 0:87 0:03 54 32 1:41 0:72 1.12
38 0:82 0:01 1:54 0:35 2.56
40 0:85 0:02 2:58 0:53 2.89
42 0:90 0:01 0:67 0:40 3.9
43 0:84 0:02 1:15 0:44 2.64
49 0:86 0:01 4.36
54 0:88 0:02 3.26
57 0:90 0:01 0:80 0:35 2.81
59 0:85 0:02 3.77
60 0:81 0:01 1:56 0:41 6.43
61 0:87 0:01 0:96 0:39 2.82
62 0:86 0:01 0:74 0:42 4.75
64 0:87 0:02 4.51
65 0:90 0:03 11400 96700 0:94 0:09 1.89
67 0:79 0:01 2260 422 0:67 0:01 3.08
69 0:74 0:02 1080 126 0:69 0:02 3.87
71 0:88 0:01 31 16 3.17
72 0:85 0:01 12.1
73 0:80 0:01 2:21 0:41 1.81
74 0:78 0:01 1:78 0:31 0.3
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Table B.2{Continued
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
75 0:85 0:01 1:22 0:34 2.17
76 0:83 0:01 0:56 0:33 0.94
77 0:87 0:01 3150 8290 0:94 0:03 1.69
81 0:90 0:01 2000 853 0:95 0:01 9.05
84 0:91 0:04 1960 11800 0:95 0:05 5.03
88 0:65 0:01 1300 147 0:82 0:01 3.98
90 0:87 0:01 7.16
91 0:86 0:01 2.58
92 0:86 0:02 0:98 0:45 1.2
94 0:87 0:02 1:47 0:59 2.09
95 0:85 0:01 1:03 0:34 4.11
97 0:92 0:03 1.38
98 0:88 0:01 3.55
99 0:87 0:01 6.31
100 0:90 0:01 1.47
101 0:89 0:01 3.29
102 0:87 0:01 4.03
103 0:86 0:01 5.32
106 0:84 0:01 18 11 2.73
108 0:87 0:02 0.82
109 0:87 0:01 0:54 0:35 3.44
111 0:85 0:02 4.42
112 0:86 0:01 2.66
113 0:84 0:02 1.34
116 0:90 0:03 1590 1370 0:95 0:02 11.9
117 0:80 0:01 5850 32700 0:95 0:06 1.76
120 0:80 0:01 1490 367 0:90 0:01 2.83
121 0:75 0:01 33 6 1:50 0:23 8.45
123 0:85 0:01 6.38
124 0:73 0:10 5:62 3:38 2.57
127 0:79 0:01 2070 799 0:94 0:01 5.17
129 0:83 0:02 4.2
133 0:83 0:02 2:22 0:52 2.67
134 0:79 0:01 1:26 0:40 1.73
139 0:82 0:02 3680 18100 0:93 0:07 6.56
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Table B.2{Continued
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
143 0:82 0:01 19 9 6.59
150 0:84 0:01 0:56 0:29 4.58
151 0:91 0:01 11.5
154 0:86 0:01 1.57
155 0:83 0:02 0:76 0:48 1.53
157 0:79 0:01 1:62 0:41 1.82
158 0:84 0:02 1:32 0:50 1.96
159 0:86 0:01 1100 328 0:90 0:01 8.38
a Rex calculated at 600 MHz
Table B.3: DHFR:NADPH side-chain model-free param-
eters
Residue S2axis S
2
axis err ¿e,axis (ps) ¿e,axis err X
2
1C² 0:11 0:00 15:7 0:1 108:00
2C±1 0:44 0:01 18:8 0:8 5:69
2C°2 0:76 0:03 23:1 1:7 0:63
4C±1 0:52 0:02 56:1 2:0 4:49
5C±1 0:90 0:07 23:6 3:7 0:50
5C°2 1:01 0:11 49:6 8:4 3:27
6C¯ 0:88 0:08 60:2 7:3 2:51
7C¯ 0:78 0:12 88:6 18:9 0:11
8C±2 0:16 0:01 40:0 0:9 9:73
8C±1 0:21 0:04 73:2 7:0 3:75
9C¯ 0:75 0:07 29:4 4:8 0:16
10C°2 0:69 0:14 38:5 12:8 0:73
10C°1 0:72 0:04 113:0 6:9 2:09
13C°2 0:63 0:15 60:7 19:7 0:05
16C² 0:32 0:00 6:1 0:2 50:40
19C¯ 0:84 0:04 25:7 1:9 3:46
24C±1 0:19 0:01 68:3 3:1 1:04
24C±2 0:34 0:02 33:4 2:0 2:31
26C¯ 1:01 0:07 59:8 5:0 4:66
28C±2 0:29 0:01 54:7 1:3 7:16
36C±2 0:32 0:01 52:1 1:3 9:85
36C±1 0:26 0:01 48:2 0:8 21:20
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Table B.3{Continued
Residue S2axis S
2
axis err ¿e,axis (ps) ¿e,axis err X
2
41C±1 0:78 0:04 20:6 1:9 1:98
41C°2 0:80 0:04 32:8 2:1 0:56
42C² 0:84 0:02 4:4 0:8 11:20
46C°2 0:75 0:25 156:0 66:3 0:27
50C±1 0:64 0:02 19:2 1:0 3:49
50C°2 0:54 0:01 25:4 0:7 9:38
60C±1 0:23 0:01 29:8 0:8 11:80
60C°2 0:85 0:05 37:2 3:4 0:37
61C±1 0:35 0:02 30:2 1:8 1:10
61C°2 0:76 0:10 88:4 16:0 5:37
62C±1 0:39 0:05 83:3 10:2 0:01
62C±2 0:29 0:01 53:3 2:2 6:34
72C°2 0:79 0:07 54:8 6:1 0:61
72C°1 0:91 0:10 66:0 10:9 0:88
73C°2 0:88 0:03 39:5 1:8 1:09
75C°2 0:85 0:04 12:4 1:6 1:15
78C°1 0:81 0:03 31:3 1:6 0:19
82C±1 0:65 0:02 23:8 1:1 1:00
82C°2 0:83 0:03 30:9 1:5 0:25
88C°2 0:78 0:03 24:4 1:5 1:78
91C°2 0:81 0:04 31:6 2:2 0:81
93C°1 0:87 0:06 49:7 4:5 0:39
93C°2 0:87 0:03 20:8 1:4 2:72
94C°2 0:86 0:05 31:6 3:1 0:37
99C°2 0:79 0:06 38:8 4:2 0:34
104C±1 0:45 0:04 42:8 3:6 2:03
104C±2 0:49 0:03 33:6 2:8 1:61
107C¯ 0:98 0:08 78:4 9:6 1:46
110C±2 0:70 0:12 34:3 14:1 0:00
112C±2 0:74 0:08 24:9 4:6 2:95
115C±1 0:58 0:04 29:0 3:0 5:66
115C°2 0:80 0:06 41:2 4:2 0:06
117C¯ 0:71 0:15 70:5 17:8 1:35
123C°2 0:79 0:05 28:2 3:0 0:91
136C°2 0:66 0:03 63:5 2:9 2:76
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Table B.3{Continued
Residue S2axis S
2
axis err ¿e,axis (ps) ¿e,axis err X
2
143C¯ 0:88 0:03 46:9 2:2 0:84
145C¯ 0:82 0:02 43:5 1:3 0:30
155C±1 0:84 0:04 12:2 1:4 4:91
155C°2 0:80 0:05 30:0 2:9 0:01
156C±2 0:35 0:02 36:9 1:9 5:90
156C±1 0:34 0:02 32:7 2:0 2:98
Table B.4: DHFR:NADPH relaxation dispersion param-
eters.
Residue kexs
¡1 kex error ±! (ppm) ±! error pa pa error X2
8 1513 253 2.01 0.19 0.977 0.004 8.28
9 2812 838 2.49 0.43 0.95 0.012 28.8
10 348 111 2.62 0.37 0.987 0.002 22.2
14 2068 1253 0.85 0.22 0.878 0.066 20.4
22 1383 336 0.95 0.22 0.872 0.052 40
54 4473 858 2.63 0.27 0.974 0.004 27.5
115 3065 1026 1.06 0.17 0.968 0.011 7.03
B.2 DHFR:NADPH:MTX
Table B.5: DHFR:NADPH:MTX chemical shift assigne-
ments
Residue N C® C¯ other
M1 55.883 33.734 C², 16.96(2.099);
I2 123.898
(9.284)
61.359 39.172 C°2, 18.146 (0.927); C±1,
14.129 (1.050)
S3 126.104
(9.442)
56.354 65.533
L4 121.984
(8.583)
53.986 43.761 C±1, 25.564 (0.980); C±2,
26.218 (1.008)
I5 119.860
(8.642)
57.322 42.777 C°2, 17.202 (1.033); C±1,
15.225 (0.323)
Continued on next page
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Table B.5{Continued
Residue N C® C¯ other
A6 133.087
(9.065)
53.177 26.450
(0.735)
A7 126.190
(9.748)
50.540 20.302
(1.391)
L8 122.537
(9.045)
54.245 45.776 C±1, 25.685 (0.332); C±2,
26.346 (0.474)
A9 126.071
(8.688)
49.849 19.568
(1.567)
V10 118.294
(7.532)
65.082 31.728 C°1, 21.527 (1.033); C°2,
23.065 (1.057)
D11 56.636 39.055
R12 107.351
(8.475)
57.542 27.602
V13 120.550
(7.072)
65.697 33.205 C°1, 22.142 (0.927); C°2,
23.229 (1.242)
I14 115.716
(8.592)
60.467 40.766 C°2, 17.974 (1.338); C±1,
14.743 (1.144)
G15 105.031
(7.227)
45.453
M16 119.032
(8.404)
55.425 34.979
E17 131.020
(10.190)
57.588 27.428
N18 113.351
(9.509)
54.524 38.204
A19 120.721
(7.664)
50.383 21.804
(1.304)
M20 119.701
(8.310)
52.064 32.479 C², 17.246(1.782);
W22 115.666
(7.253)
56.980 28.936
N23 117.522
(8.993)
53.290 40.278
L24 125.083
(9.328)
51.491 44.896 C±1, 26.484 (0.480); C±2,
26.086 (0.614)
P25 65.673 31.694
A26 120.353
(9.399)
55.345 19.405
(1.224)
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Table B.5{Continued
Residue N C® C¯ other
D27 117.225
(7.658)
57.330 43.624
L28 120.680
(7.446)
57.662 40.527 C±1, 25.024 (0.545); C±2,
22.105 (0.130)
A29 121.189
(7.805)
55.156 17.940
(1.492)
W30 123.957
(7.525)
59.977 29.802
F31 122.926
(9.138)
60.985 38.741
K32 124.545
(8.699)
60.519 32.619
R33 117.028
(8.025)
59.204 29.953
N34 110.981
(7.026)
54.519 39.595
T35 107.461
(7.121)
61.901 70.433 C°2, 21.127 (0.171)
L36 121.907
(7.473)
57.048 42.528 C±1, 24.807 (0.814); C±2,
24.639 (0.790)
D37 113.428
(7.972)
54.940 37.551
K38 119.591
(7.862)
54.111 34.415
P39 62.255 32.232
V40 113.666
(8.741)
56.777 34.136 C°1, 22.493 (0.610); C°2,
20.390 (0.798)
I41 121.912
(8.500)
59.674 40.512 C°1, 34.654; C°2, 17.586
(0.393); C±1, 14.863 (0.441)
M42 124.279
(8.984)
52.251 40.357 C², 18.300(1.839);
G43 106.095
(8.987)
44.374
R44 119.113
(7.590)
61.074 30.262
H45 114.396
(7.406)
58.555 27.546
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Table B.5{Continued
Residue N C® C¯ other
T46 121.363
(8.081)
69.192 68.017 C°2, 21.378 (1.237)
W47 123.295
(8.187)
60.018 30.201
E48 117.843
(8.138)
59.156 28.954
S49 114.621
(7.755)
60.660 63.794
I50 122.781
(7.884)
65.405 38.556 C°2, 17.446 (0.415); C±1,
14.512 (0.534)
G51 104.283
(7.613)
45.855
R52 116.023
(6.807)
53.274 28.924
P53 61.791 31.463
L54 126.598
(9.437)
52.151 40.765 C±1, 26.549 (0.879); C±2,
22.154 (0.541)
G56 46.797
R57 117.972
(7.254)
54.536 36.073
K58 123.573
(7.379)
56.221 32.651
N59 126.611
(9.131)
53.564 40.921
I60 126.666
(8.740)
60.104 39.394 C°1, 33.394; C°2, 19.292
(0.607); C±1, 16.345 (0.678)
I61 127.701
(8.775)
58.233 37.697 C°2, 19.628 (0.160); C±1,
12.413 (-0.358)
L62 125.955
(8.257)
53.721 43.127 C±1, 26.451 (0.248); C±2,
24.998 (-0.043)
S63 115.040
(8.621)
58.925 64.919
S64 122.960
(10.162)
60.547 64.227
Q65 123.218
(8.634)
53.020 29.588
P66 62.886 32.161
Continued on next page
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Table B.5{Continued
Residue N C® C¯ other
G67 109.046
(7.638)
42.772
T68 106.357
(5.975)
60.418 69.192 C°2, 21.256 (0.977)
D69 120.414
(7.313)
55.288 44.088
D70 126.869
(8.850)
55.148 40.416
R71 118.387
(8.853)
57.411 31.769
V72 108.442
(7.230)
58.382 33.452 C°1, 23.004 (0.381); C°2,
17.485 (-0.425)
T73 117.282
(7.905)
62.979 70.381 C°2, 21.447 (1.093)
W74 128.986
(8.739)
56.084 29.137
V75 116.730
(9.161)
58.836 35.911 C°1, 22.998 (0.649); C°2,
18.405 (0.522)
K76 116.140
(8.281)
55.563 34.246
S77 108.913
(7.220)
57.164 66.413
V78 122.717
(8.921)
67.327 31.811 C°1, 20.238 (0.429); C°2,
22.805 (0.742)
D79 118.244
(8.454)
57.756 40.083
E80 120.852
(7.972)
59.180 30.895
A81 122.774
(8.223)
55.626 18.082
(1.539)
I82 116.196
(8.015)
65.525 38.608 C°2, 16.875 (0.906); C±1,
13.565 (0.932)
A83 124.233
(8.163)
55.318 18.101
(1.506)
A84 119.532
(8.065)
53.857 18.208
(1.458)
C85 114.709
(7.425)
61.908 28.035
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Table B.5{Continued
Residue N C® C¯ other
G86 103.249
(7.231)
45.255
D87 122.195
(8.563)
53.751 39.824
V88 114.789
(7.270)
58.326 32.274 C°1, 21.897 (0.994); C°2,
17.998 (0.631)
P89 64.639
E90 116.679
(7.663)
55.937 33.141
I91 130.168
(8.835)
61.172 41.445 C°2, 17.999 (0.801); C±1,
14.154 (0.971)
M92 121.644
(7.927)
51.836 30.605 C², 17.107(2.134);
V93 125.084
(9.215)
62.076 31.756 C°1, 22.356 (0.597); C°2,
20.360 (0.201)
I94 118.019
(8.664)
61.883 39.914 C°1, 35.047; C°2, 18.004
(0.888); C±1, 15.855 (1.058)
G95 103.501
(6.171)
41.199
G96 112.854
(7.863)
46.895
G97 108.757
(7.458)
49.119
R98 123.322
(9.904)
58.477 29.885
V99 122.734
(7.375)
68.265 31.645 C°1, 22.726 (0.690); C°2,
24.695 (1.052)
Y100 120.154
(9.400)
37.776
E101 116.121
(8.092)
59.911 29.962
Q102 113.949
(7.249)
57.819 33.188
F103 113.635
(8.078)
60.473 42.007
L104 123.517
(8.538)
60.810 38.641 C±1, 24.348 (0.949); C±2,
27.032 (0.918)
Continued on next page
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Table B.5{Continued
Residue N C® C¯ other
P105 65.512
K106 112.823
(7.447)
55.493 34.828
A107 122.437
(7.974)
52.520 21.215
(1.799)
Q108 118.772
(9.280)
55.782 31.637
K109 120.411
(7.815)
56.108 37.020
L110 121.932
(9.049)
53.083 44.614 C±1, 23.717 (-0.762); C±2,
24.888 (0.560)
Y111 122.184
(9.459)
55.794 38.643
L112 124.794
(9.891)
53.136 44.412 C±1, 26.126 (0.389); C±2,
22.301 (0.057)
T113 118.067
(8.184)
59.741 69.449 C°2, 22.634 (0.783)
H114 127.069
(9.297)
55.140 31.131
I115 127.169
(9.133)
61.011 39.703 C°2, 17.456 (0.218); C±1,
12.594 (-0.992)
D116 130.477
(8.397)
53.606 38.741
A117 124.636
(7.816)
51.339 20.643
(0.500)
E118 124.517
(8.572)
55.379 29.115
V119 118.478
(8.130)
58.532 37.686 C°1, 22.223 (0.957); C°2,
18.853 (0.845)
E120 123.704
(8.335)
56.392 30.357
G121 106.888
(8.414)
45.953
D122 116.444
(8.708)
52.354 42.246
T123 115.951
(7.462)
62.695 C°2, 21.415 (1.472)
Continued on next page
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Table B.5{Continued
Residue N C® C¯ other
H124 127.162
(9.420)
56.434 33.913
F125 125.376
(9.299)
56.782 41.554
P126 62.627 32.082
D127 117.534
(8.081)
54.592 40.735
Y128 119.780
(7.546)
55.770 39.441
E129 123.274
(8.818)
53.185 30.006
P130 65.969
D131 115.005
(9.048)
56.493 40.273
D132 118.516
(8.264)
55.069 41.260
W133 119.864
(7.848)
56.340 34.010
E134 122.967
(9.591)
54.317 32.704
S135 121.640
(9.036)
58.674 62.265
V136 121.657
(9.076)
61.150 32.708 C°1, 21.183 (0.955); C°2,
18.454 (0.846)
F137 123.696
(7.875)
58.551 43.024
S138 119.774
(7.552)
57.223 64.858
E139 125.354
(8.665)
56.390 35.120
F140 128.660
(8.620)
58.568 40.809
H141 122.953
(8.100)
54.485 32.161
D142 120.577
(8.053)
53.406 42.560
A143 122.691
(8.099)
52.971 18.958
(1.248)
Continued on next page
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Table B.5{Continued
Residue N C® C¯ other
D144 120.699
(8.849)
53.114 41.728
A145 54.963 18.429
(1.417)
Q146 113.364
(8.026)
56.610 31.128
N147 119.674
(8.176)
53.062 41.143
S148 117.301
(8.950)
61.290 63.543
H149 117.771
(6.995)
54.743 35.013
S150 113.627
(8.642)
58.690 64.141
Y151 114.957
(7.596)
54.958 39.315
C152 118.545
(8.341)
54.976 30.463
F153 127.987
(8.480)
55.075 40.170
E154 124.243
(9.770)
54.765 34.956
I155 124.425
(8.645)
60.195 40.368 C°2, 17.207 (0.419); C±1,
13.439 (0.650)
L156 126.398
(9.335)
53.303 45.844 C±1, 26.621 (0.642); C±2,
25.211 (0.880)
E157 120.092
(9.351)
54.786 33.633
R158 126.966
(8.273)
57.668 30.863
R159 131.543
(8.003)
58.412 30.950
125
Table B.6: DHFR:NADPH:MTX backbone model-free
parametes
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
2 0:86 0:01 74:5 73:0 6.86
3 0:86 0:01 34:6 22:0 12.1
5 0:89 0:01 3
6 0:90 0:02 5.32
7 0:84 0:01 5.41
8 0:84 0:02 1:53 0:36 16.1
9 0:81 0:02 3:32 0:59 2.58
10 0:85 0:01 1:10 0:29 10.8
12 0:86 0:01 14.5
13 0:88 0:01 13.9
14 0:95 0:02 10
15 0:88 0:01 7.52
16 0:88 0:01 13.4
17 0:87 0:01 12.5
18 0:88 0:02 0:68 0:37 1.79
19 0:86 0:03 1170:0 913:0 0:95 0:03 24.9
20 0:82 0:01 23:2 8:2 22.7
22 0:68 0:02 16:1 7:1 3:45 0:35 7.15
27 0:91 0:01 19.2
28 0:89 0:01 5.85
29 0:90 0:01 13.4
30 0:88 0:01 9.15
31 0:88 0:01 1:50 0:33 12.4
33 0:89 0:01 14
34 0:86 0:01 21.1
35 0:86 0:01 6.81
36 0:89 0:01 14.8
40 0:88 0:01 7.2
42 0:93 0:01 11.8
43 0:85 0:01 4.46
44 0:89 0:01 16.4
45 0:88 0:01 1:79 0:31 5.46
46 0:84 0:02 0:76 0:40 6.89
Continued on next page
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Table B.6{Continued
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
47 0:89 0:01 14
49 0:85 0:01 12
50 0:83 0:01 29:9 11:3 12.3
51 0:82 0:01 17:7 9:6 7.25
52 0:85 0:01 14:9 9:6 18.5
54 0:85 0:01 7.43
57 0:89 0:01 0:39 0:22 12.6
58 0:84 0:05 808:0 1220:0 0:93 0:04 15.1
59 0:78 0:05 1:95 1:07 6.75
61 0:88 0:01 13.3
62 0:86 0:01 11.9
63 0:86 0:01 8.15
64 0:86 0:02 6.76
65 0:86 0:01 23:7 12:5 13.3
67 0:82 0:02 1890:0 280:0 0:68 0:01 16.1
68 0:66 0:03 88:1 158:0 3.59
69 0:80 0:11 783:0 129:0 0:76 0:04 5.96
70 0:63 0:08 1.1
71 0:88 0:01 13.6
72 0:85 0:01 13.2
73 0:85 0:01 11
75 0:87 0:01 0:58 0:28 18.3
76 0:82 0:01 27:9 13:5 18
77 0:90 0:02 1310:0 1260:0 0:96 0:02 32.3
78 0:90 0:01 15.2
79 0:90 0:02 2180:0 1450:0 0:96 0:01 21.6
80 0:89 0:01 12.2
81 0:91 0:03 788:0 880:0 0:96 0:03 27.6
83 0:91 0:02 1370:0 1100:0 0:96 0:01 12.9
84 0:90 0:02 1510:0 1380:0 0:96 0:02 12.1
85 0:84 0:01 15
86 0:84 0:01 15
88 0:65 0:01 1120:0 131:0 0:82 0:01 19
90 0:85 0:01 12.2
91 0:85 0:01 7.54
Continued on next page
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Table B.6{Continued
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
92 0:86 0:01 10.3
93 0:82 0:01 11.4
94 0:91 0:01 3.52
95 0:87 0:01 15.1
96 0:82 0:01 1.7
97 0:86 0:01 4.37
98 0:87 0:01 12.8
99 0:87 0:01 17.7
102 0:85 0:01 11.4
104 0:89 0:01 16.3
106 0:83 0:01 13.8
107 0:84 0:01 31:9 12:9 19.6
108 0:85 0:01 6.64
111 0:81 0:02 3.21
112 0:85 0:01 7.08
114 0:84 0:01 3.16
115 0:85 0:01 16.5
116 0:88 0:01 12.8
117 0:80 0:01 16.6
120 0:79 0:01 1100:0 191:0 0:91 0:01 37.2
121 0:78 0:01 843:0 109:0 0:89 0:01 20.1
122 0:87 0:01 2.82
123 0:84 0:01 14.7
124 0:84 0:04 3.23
129 0:84 0:02 46:2 24:5 3.73
131 0:83 0:01 33:0 13:3 4.9
134 0:83 0:01 13.8
137 0:84 0:01 1740:0 584:0 0:95 0:01 21.2
139 0:81 0:01 9.49
140 0:88 0:01 1730:0 689:0 0:92 0:02 13.9
142 0:82 0:01 2130:0 762:0 0:93 0:01 13.3
144 0:85 0:01 12.9
147 0:80 0:01 9.81
149 0:84 0:01 2:22 0:24 12
150 0:84 0:01 15.1
Continued on next page
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Table B.6{Continued
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
151 0:91 0:01 18.5
153 0:85 0:01 2.64
154 0:84 0:01 23:8 13:9 10.4
156 0:87 0:01 10.5
158 0:85 0:01 4.03
159 0:84 0:01 1630:0 484:0 0:89 0:01 3.34
a Rex calculated at 600 MHz
Table B.7: DHFR:NADPH:MTX side-chain model-free
parameters
Residue S2axis S
2
axis err ¿e,axis (ps) ¿e,axis err X
2
1C² 0:11 0:00 15:70 0:09 348:00
2C±1 0:45 0:01 18:20 0:74 3:24
2C°2 0:78 0:03 21:20 1:30 2:75
4C±1 0:49 0:01 51:40 1:31 2:86
4C±2 0:46 0:05 154:00 10:70 1:48
5C±1 0:82 0:06 25:60 3:18 1:17
5C°2 0:89 0:07 36:70 3:80 0:82
6C¯ 0:98 0:08 89:70 7:43 2:52
7C¯ 0:93 0:06 57:30 4:28 0:82
8C±2 0:14 0:01 38:40 0:73 18:40
8C±1 0:24 0:02 68:50 3:83 2:64
9C¯ 0:82 0:07 26:50 3:57 0:05
10C°2 0:74 0:08 31:80 4:14 0:19
10C°1 0:73 0:04 105:00 4:38 0:42
13C°2 0:75 0:09 71:80 8:75 0:17
14C±1 0:87 0:05 6:20 2:17 1:09
14C°2 0:87 0:04 24:50 2:15 0:64
16C² 0:33 0:00 5:67 0:11 91:40
19C¯ 0:83 0:02 22:30 0:75 2:13
20C² 0:20 0:00 16:60 0:18 67:70
26C¯ 0:99 0:05 57:10 3:62 0:06
28C±2 0:35 0:01 58:50 1:41 2:83
35C°2 0:93 0:05 15:70 2:06 3:47
Continued on next page
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Table B.7{Continued
Residue S2axis S
2
axis err ¿e,axis (ps) ¿e,axis err X
2
36C±2 0:28 0:01 59:40 1:11 6:18
36C±1 0:28 0:01 55:30 0:92 10:40
40C°2 0:88 0:05 51:70 3:30 1:46
41C±1 0:76 0:03 21:00 1:62 0:58
42C² 0:88 0:01 3:63 0:45 9:52
46C°2 0:78 0:13 89:80 15:10 2:69
50C±1 0:78 0:03 11:40 1:28 2:80
54C±2 0:78 0:06 41:60 4:18 1:12
60C°2 0:82 0:04 37:00 2:11 0:06
60C±1 0:37 0:01 23:70 0:81 5:29
61C°2 0:76 0:09 83:70 8:56 2:72
61C±1 0:30 0:02 31:50 1:57 3:18
62C±1 0:51 0:05 72:30 6:33 1:19
62C±2 0:36 0:02 53:90 2:12 5:69
72C°1 0:82 0:15 83:40 15:60 0:29
72C°2 0:74 0:08 62:40 7:04 0:11
73C°2 0:86 0:03 38:30 1:51 1:31
75C°2 0:90 0:04 11:80 1:41 1:40
78C°1 0:81 0:03 30:20 1:35 3:07
82C±1 0:60 0:02 25:90 1:00 3:36
82C°2 0:80 0:02 32:90 1:16 0:85
84C¯ 0:85 0:03 51:70 2:05 4:00
88C°1 0:81 0:03 40:70 1:44 1:40
88C°2 0:73 0:02 22:40 1:22 0:77
91C°2 0:80 0:03 29:90 1:77 0:55
91C±1 0:75 0:01 10:50 1:30 9:61
92C² 0:17 0:02 13:40 1:56 2:38
93C°2 0:97 0:04 20:00 1:85 3:05
94C°2 0:80 0:05 50:40 3:09 1:59
94C±1 0:77 0:04 26:20 2:18 0:79
99C°2 0:88 0:05 35:70 3:02 0:04
104C±1 0:54 0:03 38:90 2:27 0:57
104C±2 0:53 0:03 35:80 2:52 0:84
107C¯ 0:92 0:05 72:50 4:52 1:08
112C±2 0:84 0:09 23:40 4:18 1:58
Continued on next page
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Table B.7{Continued
Residue S2axis S
2
axis err ¿e,axis (ps) ¿e,axis err X
2
115C±1 0:67 0:04 25:00 2:16 2:00
115C°2 0:81 0:04 42:00 2:85 1:83
117C¯ 0:83 0:09 86:40 8:53 3:91
119C°2 0:52 0:01 46:20 1:14 4:31
123C°2 0:80 0:04 26:80 2:08 4:36
136C°1 0:75 0:01 67:20 1:13 2:40
136C°2 0:70 0:02 60:20 2:13 4:63
143C¯ 0:88 0:03 39:30 1:45 0:55
145C¯ 0:81 0:02 44:60 1:16 2:94
155C±1 0:82 0:03 12:10 1:30 3:73
156C±1 0:30 0:01 32:10 1:32 1:09
156C±2 0:35 0:01 33:70 1:07 2:92
Table B.8: DHFR:NADPH:MTX relaxation dispersion
parameters
Residue kexs
¡1 kex error ±! (ppm) ±! error pa pa error X2
8 2648 726 1.27 0.16 0.928 0.018 5.82
9 425 154 5.43 1.07 0.982 0.004 9.52
14 425 154 0.81 0.982 0.004 12.6
22 Broadened, poor dispersion curve
28 425 154 1.16 0.37 0.982 0.004 12.8
29 425 154 1.29 0.36 0.982 0.004 11.5
30 425 154 1.35 0.82 0.982 0.004 12
31 250 75 3.3 0.54 0.975 0.005 2.19
111 425 154 1.15 0.41 0.982 0.004 6.82
112 425 154 1.52 0.4 0.982 0.004 10.7
B.3 M42W:NADPH:MTX
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Table B.9: M42W:NADPH:MTX chemical shift assigne-
ments
Residue N C® C¯ other
M1 49.836 C², 17.051(1.68);
I2 125.970
(9.296)
61.213 39.287 C°2, 18.236 (0.919); C±1,
14.197 (1.040)
S3 125.723
(9.367)
56.243 65.517
L4 121.653
(8.459)
53.838 43.536 C±1, 25.561 (0.968); C±2,
26.122 (1.001)
I5 119.339
(8.488)
57.604 42.734 C°2, 17.109 (0.991); C±1,
15.603 (0.358)
A6 133.498
(8.891)
52.866 26.389
(0.689)
A7 125.659
(9.918)
50.610 20.339
(1.362)
L8 122.769
(9.054)
54.253 45.846 C±1, 25.575 (0.305); C±2,
26.417 (0.478)
A9 125.919
(8.633)
49.869 19.566
(1.506)
V10 118.240
(7.521)
65.011 31.736 C°1, 21.541 (1.023); C°2,
23.380 (1.042)
D11 39.094
R12 107.490
(8.470)
56.802 27.723
V13 120.610
(7.058)
65.820 33.142 C°1, 22.179 (0.937); C°2,
23.181 (1.247)
I14 115.525
(8.568)
60.469 40.804 C°2, 17.986 (1.322); C±1,
14.657 (1.131)
G15 105.081
(7.234)
45.486
M16 119.059
(8.399)
55.356 34.978 C², 18.643(1.975);
E17 130.649
(10.169)
57.491 27.449
N18 113.635
(9.566)
54.350 38.148
A19 120.308
(7.596)
50.498 21.892
(1.296)
Continued on next page
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Table B.9{Continued
Residue N C® C¯ other
M20 119.992
(8.377)
51.985 32.833 C², 17.070(1.683);
P21 62.464
W22 115.445
(7.144)
56.998 29.063 N²1, 129.846 (9.888)
N23 117.490
(8.927)
40.819
L24 125.778
(9.428)
51.628 44.580 C±1, 26.398 (0.583); C±2,
25.738 (0.659)
P25 65.605 31.740
A26 120.695
(9.475)
55.355 19.472
(1.212)
D27 116.970
(7.556)
57.279 43.448
L28 121.195
(7.621)
57.976 40.735 C±1, 24.862 (0.896); C±2,
23.334 (0.778)
A29 120.730
(7.858)
55.324 18.024
(1.491)
W30 123.532
(7.421)
59.924 29.812 N²1, 129.980 (10.189)
F31 123.211
(9.022)
59.729 38.738
K32 121.628
(8.345)
59.771 32.087
R33 117.105
(7.790)
59.052 29.886
N34 112.071
(7.132)
54.967 39.126
T35 105.930
(6.877)
61.334 69.726 C°2, 21.388 (0.291)
L36 125.146
(6.803)
56.938 42.520 C±1, 24.559 (0.783); C±2,
24.809 (0.750)
D37 115.992
(8.360)
54.796 37.537
K38 119.296
(7.457)
53.967 35.012
P39 62.359 32.410
Continued on next page
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Table B.9{Continued
Residue N C® C¯ other
V40 111.737
(8.449)
56.856 34.633 C°1, 21.769 (0.640); C°2,
20.160 (1.043)
I41 122.191
(8.375)
60.050 40.247 C°2, 17.352 (0.512); C±1,
14.367 (0.416)
W42 125.828
(9.530)
54.548 33.150
G43 105.498
(9.411)
45.088
R44 119.989
(7.605)
61.224 29.818
H45 114.191
(7.725)
58.114 27.886
T46 119.720
(8.311)
68.393 C°2, 21.847 (1.518)
W47 123.736
(8.706)
59.919 29.492 N²1, 127.618 (10.145)
E48 116.843
(8.422)
58.922 29.287
S49 113.510
(7.658)
60.489 63.864
I50 119.914
(7.296)
61.556 38.885 C°2, 18.008 (0.618); C±1,
13.014 (-0.536)
G51 105.845
(7.934)
45.876
R52 116.531
(6.129)
52.423 31.880
P53 61.883 31.680
L54 125.217
(8.976)
53.454 41.259 C±1, 26.697 (0.799); C±2,
24.067 (0.782)
G56 46.753
R57 116.777
(7.298)
54.214 34.675
K58 56.752 32.803
N59 124.162
(8.696)
53.116 41.991
I60 126.943
(9.101)
59.232 39.867 C°2, 20.098 (0.677); C±1,
15.913 (0.711)
Continued on next page
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Table B.9{Continued
Residue N C® C¯ other
I61 127.071
(8.771)
57.669 36.543 C°2, 17.947 (0.125); C±1,
27.045 (-1.126)
L62 126.749
(8.171)
50.203 42.942 C±1, 26.192 (0.318); C±2,
25.285 (0.024)
S63 114.969
(8.615)
58.873 64.786
S64 123.168
(10.316)
60.683 64.013
Q65 122.825
(8.630)
52.866 29.675
P66 62.920 32.184
G67 108.798
(6.900)
42.796
T68 107.127
(6.619)
60.504 69.266 C°2, 21.356 (0.954)
D69 121.330
(7.418)
55.224 43.758
D70 126.531
(8.771)
54.949 40.488
R71 116.408
(8.864)
57.260 31.847
V72 108.193
(7.125)
58.058 33.699 C°1, 22.536 (-0.087); C°2,
16.481 (-0.606)
T73 117.506
(8.112)
62.489 70.378 C°2, 21.369 (1.102)
W74 127.036
(8.779)
56.358 29.169
V75 116.421
(9.014)
58.819 35.746 C°1, 22.138 (0.734); C°2,
18.580 (0.559)
K76 115.877
(8.235)
55.633 34.325
S77 108.978
(7.201)
57.121 66.311
V78 122.826
(8.873)
67.098 31.808 C°1, 20.194 (0.414); C°2,
22.750 (0.705)
D79 118.191
(8.466)
57.727 40.029
Continued on next page
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Table B.9{Continued
Residue N C® C¯ other
E80 120.737
(7.960)
59.116 30.995
A81 122.724
(8.221)
55.651 18.061
(1.578)
I82 116.233
(7.994)
65.587 38.693 C°2, 16.902 (0.910); C±1,
13.739 (0.939)
A83 123.864
(8.117)
55.175 18.024
(1.491)
A84 119.487
(8.106)
53.878 18.313
(1.469)
C85 114.638
(7.384)
62.273 27.967
G86 103.240
(7.228)
45.203
D87 122.108
(8.513)
53.512 39.651
V88 115.097
(7.275)
58.251 32.397
P89 64.612 33.079
E90 119.431
(7.697)
56.014 33.124
I91 129.946
(8.767)
60.969 41.621 C°2, 17.920 (0.777); C±1,
14.425 (0.968)
M92 122.452
(8.070)
51.889 31.091 C², 14.369(0.913);
V93 125.445
(9.148)
62.449 31.637 C°1, 22.568 (0.622); C°2,
20.293 (0.189)
I94 118.832
(8.347)
61.795 38.707 C°2, 16.996 (0.633); C±1,
27.567 (0.514)
G95 102.751
(6.025)
41.690
G96 110.376
(7.614)
47.376
G97 107.367
(7.341)
49.240
R98 124.740
(9.959)
58.406 29.753
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Table B.9{Continued
Residue N C® C¯ other
V99 121.040
(7.637)
68.096 31.368 C°1, 22.979 (0.745); C°2,
24.157 (1.068)
Y100 120.483
(9.100)
60.165 37.598
E101 116.640
(8.283)
59.850 29.936
Q102 114.057
(7.380)
57.687 32.988
F103 113.631
(8.130)
60.462 41.606
L104 123.476
(8.481)
60.878 38.644 C±1, 25.081 (0.972); C±2,
26.973 (0.938)
P105 65.508 31.531
K106 112.929
(7.388)
55.336 34.698
A107 122.761
(7.986)
52.491 21.049
(1.782)
Q108 118.769
(9.237)
55.712 31.695
K109 120.106
(7.784)
56.104 37.041
L110 121.684
(9.008)
52.979 44.483 C±1, 23.707 (-0.775); C±2,
24.902 (0.567)
Y111 122.142
(9.386)
55.828 40.673
L112 124.509
(9.787)
52.952 44.385 C±1, 26.067 (0.366); C±2,
22.205 (0.007)
T113 117.936
(8.028)
59.525 69.302 C°2, 22.719 (0.777)
H114 126.974
(9.262)
55.003 31.023
I115 127.111
(9.154)
50.397 C°2, 17.407 (0.197); C±1,
12.621 (-0.868)
D116 130.383
(8.374)
53.573 38.743
A117 124.507
(7.770)
41.087 20.557
(0.467)
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Table B.9{Continued
Residue N C® C¯ other
E118 124.115
(8.527)
55.418 29.236
V119 119.110
(8.158)
58.602 35.432 C°1, 22.137 (0.955); C°2,
19.104 (0.849)
E120 124.037
(8.343)
56.435 30.324
G121 106.997
(8.413)
46.021
D122 116.289
(8.707)
52.454 42.275
T123 115.790
(7.461)
62.605 72.457 C°2, 21.451 (1.484)
H124 127.057
(9.460)
56.233 33.607
F125 125.459
(9.303)
56.746 37.504
P126 62.491 32.081
D127 117.595
(8.079)
54.531 40.617
Y128 120.563
(7.478)
55.414 39.288
E129 123.441
(8.810)
53.240 29.783
P130 65.856 32.315
D131 114.932
(9.013)
56.487 40.400
D132 118.280
(8.211)
55.035 41.428
W133 119.810
(7.800)
56.275 34.145 N²1, 128.513 (10.304)
E134 122.982
(9.571)
54.376 32.681
S135 121.665
(9.025)
58.564 62.116
V136 121.907
(9.025)
51.620 C°1, 21.239 (0.951); C°2,
18.477 (0.844)
F137 123.696
(7.870)
58.500 42.994
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Table B.9{Continued
Residue N C® C¯ other
S138 119.815
(7.550)
56.698 64.641
E139 125.622
(8.660)
56.264 35.180
F140 128.897
(8.633)
58.550 40.714
H141 123.046
(8.078)
53.923 31.945
D142 120.509
(8.019)
42.488
A143 122.633
(8.111)
52.949 19.115
(1.250)
D144 120.923
(8.951)
53.043 41.821
A145 36.771 18.531
Q146 113.305
(7.991)
56.601 31.135
N147 119.808
(8.169)
52.890 41.085
S148 117.222
(8.943)
62.243 63.464
H149 117.509
(6.936)
50.000 34.617
S150 113.885
(8.633)
58.615 64.071
Y151 114.798
(7.576)
54.971 51.679
C152 118.429
(8.304)
55.047 33.394
F153 128.053
(8.432)
47.654 40.201
E154 124.156
(9.709)
57.462 35.001
I155 124.261
(8.646)
60.177 40.403 C°2, 17.134 (0.404); C±1,
13.427 (0.633)
L156 126.370
(9.270)
53.289 45.748 C±1, 26.593 (0.613); C±2,
25.117 (0.865)
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Table B.9{Continued
Residue N C® C¯ other
E157 120.177
(9.347)
54.650 33.680
R158 127.190
(8.286)
57.495 30.935
R159 131.661
(7.975)
58.433 31.607
Table B.10: M42W:NADPH:MTX backbone model-free
parameters
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
2 0.84 0.02 64 22 2.69
4 0.87 0.01 6.12
5 0.89 0.01 5.63
6 0.84 0.03 2.64 0.02 2.2
7 0.82 0.01 12.1
8 0.84 0.01 2.24 0.01 12.4
9 0.85 0.02 3.29 0.02 5.16
10 0.86 0.01 0.56 0.01 2.78
12 0.84 0.01 9.14
13 0.87 0.01 0.44 0.01 12.5
14 0.9 0.02 2.89
15 0.88 0.01 0 0 12.8
18 0.87 0.01 3.15
22 0.68 0.01 22 6 3.3 0.01 3.87
26 0.91 0.01 8.78
27 0.9 0.01 3.53
29 0.89 0.01 0.52 0.01 10.6
30 0.88 0.01 3.13
31 0.91 0.02 1.09 0.01 3.13
32b 0.9 0.02 6.37 0.02 3.94
33 0.89 0.01 1.18 0.01 11.3
34 0.87 0.01 0.52 0.01 0.52
35 0.84 0.02 2.31 0.01 2.15
36 0.88 0.03 18.9 0.06 7.37
37 0.81 0.04 21 23 5.69 0.04 3.67
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Table B.10{Continued
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
38 0.78 0.02 19 10 1.01 0.01 7.15
40 0.89 0.02 2.02 0.02 5.11
41 0.85 0.01 4.1
42 0.89 0.01 4.03
43 0.83 0.01 4.57
45 0.88 0.01 1.76 0.01 6.98
47 0.9 0.01 9.86
48 0.88 0.01 3.68
49 0.83 0.01 20 9 0.63 0.01 22.1
50 0.85 0.02 29 14 0.95 0.01 6.38
51 0.88 0.01 6.81
52 0.84 0.01 5.04 0.01 0.85
54 0.83 0.03 2.63 0.03 1.91
57 0.84 0.01 2.07 0.01 9.52
61 0.88 0.01 11.5
62 0.87 0.01 8.58
63 0.86 0.01 19 12 10.6
64 0.85 0.02 1.94
65 0.87 0.02 1500 676 0.94 0.01 6.87
67 0.79 0.01 1940 156 0.5 0.01 1.19
68 0.79 0.16 1210 223 0.55 0.06 1.48
69 0.74 0.28 969 168 0.56 0.07 1.51
70 0.73 0.05 3.54
71 0.9 0.03 918 565 0.95 0.02 4.84
72 0.85 0.01 23.7
74 0.8 0.01 8.38
75 0.87 0.01 13.7
76 0.82 0.01 7.68
77 0.87 0.01 22.7
78 0.9 0.01 13.7
79 0.89 0.02 2220 975 0.96 0.01 15.8
80 0.89 0.01 14.5
81 0.91 0.03 698 734 0.95 0.03 29.5
82 0.86 0.01 5.01
83 0.93 0.05 679 1020 0.94 0.04 9.99
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Table B.10{Continued
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
84 0.86 0.01 24 13 22.5
85 0.84 0.01 16.4
86 0.83 0.01 10.8
88 0.65 0.01 1250 148 0.86 0.01 20.2
91 0.84 0.01 1.34
92 0.81 0.01 4.54
95 0.86 0.01 19.3
96 0.85 0.01 4.97
97 0.85 0.01 3.1
98 0.87 0.01 15.8
100 0.87 0.01 0.6 0.01 12.5
101 0.89 0.01 13.8
102 0.83 0.01 33 12 0.69 0.01 7.83
103 0.84 0.01 5.93
104 0.88 0.01 13.4
106 0.84 0.01 21.5
107 0.89 0.04 916 856 0.94 0.02 17.8
108 0.85 0.01 5.11
111 0.84 0.01 2.64
112 0.85 0.01 9.35
113 0.83 0.02 3.08
114 0.83 0.01 0.54 0.01 2.33
116 0.88 0.01 5.92
117 0.78 0.01 12 6 22.9
118 0.78 0.01 14 8 8.36
119 0.73 0.01 16 7 13.8
120 0.78 0.01 1270 194 0.89 0.01 11.2
121 0.76 0.01 947 134 0.88 0.01 21.5
122 0.86 0.01 5.29
123 0.84 0.01 14.8
124 0.82 0.04 1.76
131 0.83 0.01 42 12 11.7
134 0.82 0.01 6.83
137 0.83 0.01 1580 432 0.94 0.01 17.2
139 0.82 0.01 15 9 20.1
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Table B.10{Continued
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
140 0.84 0.02 2490 1320 0.92 0.02 5.9
141 0.83 0.01 3.38
142 0.84 0.05 1280 972 0.93 0.03 10.5
143 0.82 0.01 1620 356 0.93 0.01 11.6
144 0.83 0.01 22 9 8.34
146 0.82 0.01 17 9 26.5
147 0.81 0.01 15 8 14.4
149 0.83 0.01 0.01 13.8
150 0.82 0.01 13 8 15.8
151 0.89 0.01 18.2
153 0.86 0.01 21 13 8.22
154 0.84 0.01 3.24
156 0.85 0.01 4.94
157 0.84 0.01 8.46
158 0.86 0.01 14.2
159 0.84 0.01 1590 388 0.9 0.01 7.02
a Rex calculated at 600 MHz
Table B.11: M42W:NADPH:MTX side-chain model-free
parameters
Residue S2axis S
2
axis err ¿e,axis (ps) ¿e,axis err X
2
1C² 0.11 0 14.6 0.1 210
2C±1 0.42 0.01 19.6 0.4 0.09
2C°2 0.86 0.02 22.1 1 0.23
4C±1 0.53 0.01 56.1 1.1 7.11
4C±2 0.61 0.05 146 9.6 2.96
5C±1 0.87 0.06 29.1 3.6 2.44
5C°2 0.89 0.06 40 3.5 2.53
6C¯ 0.99 0.05 86 4.5 4.22
7C¯ 0.95 0.05 65 3.7 0.03
8C±2 0.18 0.01 41.8 0.5 21.1
8C±1 0.24 0.02 81.8 4.1 2.2
9C¯ 0.86 0.06 29.8 3.3 1.71
10C°2 0.76 0.07 28.8 3.2 4.23
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Table B.11{Continued
Residue S2axis S
2
axis err ¿e,axis (ps) ¿e,axis err X
2
10C°1 0.74 0.03 111 3.3 0.2
13C°2 0.78 0.09 81.3 8.9 2.62
14C±1 0.89 0.04 4.4 1.3 0.29
14C°2 0.91 0.04 24.8 1.9 6.08
16C² 0.37 0 5.5 0.1 51.9
19C¯ 0.9 0.01 20.4 0.5 3.09
20C² 0.29 0 14.3 0.2 17.2
24C±2 0.31 0.01 36.8 1.6 1.77
26C¯ 1.04 0.04 68.6 2.7 0.45
28C±1 0.28 0.01 49.8 0.7 5.4
28C±2 0.29 0.02 62.1 3.7 3.47
35C°2 0.93 0.05 19.9 2.5 1.16
36C±1 0.28 0.01 50.1 0.5 13.5
36C±2 0.29 0.01 52.1 0.8 3.75
40C°1 0.9 0.04 40.8 2.3 0.05
40C°2 0.96 0.04 38.1 2.5 0.14
41C°2 0.89 0.02 27.2 1 0.18
41C±1 0.64 0.01 23.7 0.9 2.7
50C°2 0.82 0.01 28.7 0.7 9.58
50C±1 0.75 0.03 6.7 1.2 1.99
54C±1 0.54 0.04 48.7 4.5 2.02
60C°2 0.92 0.03 38.6 1.9 0.63
60C±1 0.22 0 30.6 0.4 29.4
61C±1 0.53 0.02 24.5 1.4 0.7
61C°2 0.91 0.06 65.7 5.4 1.96
62C±1 0.36 0.03 82.4 5.7 0.03
62C±2 0.28 0.01 55.6 1 5.03
72C°1 0.95 0.05 50.8 3.4 0.37
72C°2 0.85 0.03 50.6 2.4 2.78
73C°2 0.94 0.02 36.8 1.1 1.05
75C°2 0.96 0.03 12 1.1 2.3
75C°1 0.89 0.03 83.6 3.3 1
78C°1 0.88 0.02 29.8 0.9 1.08
81C¯ 0.99 0.03 30 1.4 1.3
82C°2 0.9 0.02 31.1 0.8 2.86
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Table B.11{Continued
Residue S2axis S
2
axis err ¿e,axis (ps) ¿e,axis err X
2
82C±1 0.67 0.01 23.6 0.7 2.92
91C°2 0.89 0.02 31.3 1.3 3.23
93C°1 0.9 0.03 51 2.5 0.39
93C°2 0.94 0.03 19 1.2 2.08
94C°2 0.79 0.02 16.1 0.9 0.81
94C±1 0.47 0.04 29.7 3.1 3.74
99C°2 0.79 0.03 62.6 2.9 0.84
104C±1 0.57 0.02 43.4 1.8 1.79
104C±2 0.54 0.02 35.5 1.8 3.56
107C¯ 0.93 0.04 76.8 4.2 1.93
110C±2 0.83 0.08 31 4.7 0.54
110C±1 0.91 0.12 41.8 7.1 1.44
112C±2 0.89 0.06 17.9 2.4 0.14
113C°2 0.96 0.07 30 3.8 0.13
115C±1 0.77 0.02 21.5 1.2 2.8
115C°2 0.91 0.03 41.2 1.9 2.06
117C¯ 0.9 0.07 100 7.2 1.77
119C°2 0.47 0.01 49.2 0.7 3.53
123C°2 0.84 0.03 27.3 1.6 0.34
136C°2 0.73 0.02 62.1 1.5 3.19
143C¯ 0.94 0.02 41.7 1 0.19
145C¯ 0.91 0.02 43.3 0.8 0.88
155C±1 0.82 0.02 11 0.9 2.05
155C°2 0.91 0.03 29.4 1.4 0.42
156C±2 0.37 0.01 35.5 0.8 5.75
B.4 G121V:NADPH:MTX
Table B.12: G121V:NADPH:MTX Chemical shift assign-
ments
Residue N C® C¯ other
M1 55.790 33.791
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Table B.12{Continued
Residue N C® C¯ other
I2 123.884
(9.277)
61.384 39.101 C±1, 14.062 (1.050);
S3 126.035
(9.442)
56.555 65.460
L4 122.062
(8.556)
53.943 43.735 C±1, 25.505 (0.975); C±2,
26.282 (1.006);
I5 119.696
(8.645)
57.490 42.658 C°2, 17.136 (1.020); C±1,
15.165 (0.338);
A6 133.069
(9.041)
53.182 26.215
(0.749)
A7 126.266
(9.760)
50.840 19.927
(1.321)
L8 123.557
(9.145)
53.885 45.738 C±1, 25.406 (0.266);
A9 126.498
(8.784)
61.475 18.749
(1.412)
V10 117.843
(7.542)
65.153 31.703 C°1, 21.481 (1.018); C°2,
23.223 (1.074);
D11 121.247
(8.954)
56.214 39.158
R12 108.949
(8.626)
42.445 28.195
V13 120.696
(7.020)
65.145 33.214
I14 114.894
(8.317)
G15 106.155
(7.410)
46.277
M16 119.850
(8.156)
55.621
A19 120.663
(7.763)
41.187 20.996
M20 119.436
(8.139)
42.482 C², 16.920(1.826);
W22 116.205
(7.233)
56.531 29.437
A26 120.089
(9.286)
55.329 19.522
(1.220)
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Table B.12{Continued
Residue N C® C¯ other
D27 117.279
(7.631)
57.476 43.512
L28 120.731
(7.428)
57.659 40.640 C±1, 24.919 (0.524); C±2,
22.079 (0.114);
A29 121.154
(7.831)
56.026 18.128
W30 123.905
(7.546)
60.043 29.888
F31 122.931
(9.167)
61.150 38.773
K32 124.472
(8.722)
60.416 32.653
R33 117.116
(8.067)
59.187 29.845
N34 110.968
(7.051)
54.557 39.492
T35 107.512
(7.109)
58.255 70.298 C°2, 21.032 (0.164);
L36 121.894
(7.497)
56.996 42.486 C±1, 24.750 (0.796); C±2,
24.626 (0.798);
D37 113.513
(7.953)
55.032 37.609
K38 119.580
(7.841)
54.099 34.404
P39 62.200 32.368
V40 113.919
(8.729)
45.468 34.215 C°1, 22.508 (0.612); C°2,
19.963 (0.834);
I41 121.936
(8.525)
59.679 40.652 C°2, 17.559 (0.397); C±1,
14.792 (0.436);
M42 124.129
(8.951)
52.239 40.365 C², 17.94(1.802);
G43 106.064
(8.956)
44.455
R44 119.195
(7.583)
61.083 29.984
H45 114.571
(7.411)
58.708 28.024
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Table B.12{Continued
Residue N C® C¯ other
T46 121.625
(8.136)
69.123 C°2, 21.336 (1.244);
W47 123.600
(8.167)
60.025 30.358
E48 118.028
(8.130)
59.136 28.863
S49 114.665
(7.741)
60.835 63.743
I50 122.861
(7.862)
65.470 38.531 C°2, 17.330 (0.397); C±1,
14.391 (0.546);
G51 104.323
(7.594)
45.895
R52 115.981
(6.801)
53.318 28.829
P53 61.856 31.455
L54 126.747
(9.434)
52.113 40.751 C±1, 26.616 (0.906); C±2,
22.059 (0.549);
G56 46.846
R57 117.941
(7.242)
48.440 36.002
K58 123.625
(7.378)
56.190 32.745
N59 126.680
(9.118)
53.579 40.917
I60 126.695
(8.754)
53.191 39.326 C°2, 19.185 (0.603); C±1,
16.274 (0.680);
I61 127.671
(8.773)
56.803 37.565 C°2, 19.586 (0.158); C±1,
12.289 (-0.359);
L62 125.879
(8.235)
53.752 43.176 C±1, 26.398 (0.259); C±2,
24.930 (-0.032);
S63 115.008
(8.622)
58.916 64.799
S64 122.960
(10.163)
60.572 64.176
Q65 123.172
(8.618)
53.034 29.631
P66 62.931 32.052
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Table B.12{Continued
Residue N C® C¯ other
G67 109.116
(7.688)
42.777
T68 106.255
(5.915)
60.356 69.244 C°2, 21.218 (0.947);
D69 120.354
(7.302)
55.272 44.145
D70 126.911
(8.863)
55.226 40.406
R71 118.388
(8.842)
57.511 31.905
V72 108.451
(7.224)
58.389 33.382 C°1, 22.950 (0.384); C°2,
16.911 (-0.420);
T73 117.320
(7.904)
62.992 70.408 C°2, 21.527 (1.080);
W74 129.008
(8.735)
56.144 29.012
V75 116.723
(9.151)
51.221 35.901 C°1, 22.446 (0.721); C°2,
18.351 (0.526);
K76 116.110
(8.263)
55.610 34.339
S77 108.867
(7.209)
57.120 66.552
V78 122.713
(8.915)
55.436 31.782 C°1, 20.213 (0.437); C°2,
22.808 (0.752);
D79 118.268
(8.454)
51.876 40.010
E80 120.836
(7.970)
59.251 30.930
A81 122.853
(8.219)
55.642 18.058
(1.539)
I82 116.208
(8.016)
65.578 38.624 C°2, 16.895 (0.909); C±1,
13.529 (0.931);
A83 124.193
(8.152)
55.249 18.026
(1.459)
A84 119.539
(8.049)
53.839 18.276
(1.495)
C85 114.751
(7.413)
62.000 28.409
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Table B.12{Continued
Residue N C® C¯ other
G86 103.225
(7.215)
45.248
D87 54.165 39.781
V88 114.785
(7.261)
58.391 32.284 C°1, 21.541 (1.030); C°2,
17.963 (0.633);
P89 153.781 48.918 32.754
E90 116.639
(7.661)
48.313
I91 130.101
(8.830)
61.144 41.561 C°2, 17.959 (0.792); C±1,
14.178 (0.954);
M92 121.661
(7.947)
51.882 30.554
V93 124.951
(9.199)
62.189 32.071 C°1, 22.316 (0.603); C°2,
20.266 (0.201);
I94 117.802
(8.617)
61.882 39.761 C°2, 17.826 (0.874); C±1,
15.759 (1.057);
G95 103.659
(6.189)
41.239
G96 112.990
(7.897)
46.968
G97 50.287
R98 122.853
(9.896)
58.607 29.952
V99 122.976
(7.378)
68.325 31.563 C°1, 22.733 (0.708); C°2,
24.750 (1.080);
Y100 120.288
(9.426)
60.072 37.766
E101 116.296
(8.140)
59.887 29.926
Q102 114.070
(7.277)
57.919 33.187
F103 113.581
(8.088)
60.571 41.857
L104 123.626
(8.503)
60.973 38.547 C±1, 24.878 (0.960); C±2,
26.965 (0.918);
P105 65.590 31.926
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Table B.12{Continued
Residue N C® C¯ other
K106 112.816
(7.430)
55.548 34.885
A107 122.515
(7.978)
52.547 21.262
(1.754)
Q108 118.571
(9.280)
55.878 31.613
K109 120.238
(7.798)
46.740 34.320
L110 121.901
(9.040)
53.143 44.777 C±1, 23.623 (-0.760); C±2,
24.875 (0.556);
Y111 122.088
(9.450)
55.097 38.832
L112 124.730
(9.901)
53.192 44.484
T113 118.015
(8.096)
59.757 69.658 C°2, 22.670 (0.822);
H114 127.056
(9.349)
55.044 31.363
I115 127.155
(9.171)
61.082 40.190 C°2, 17.391 (0.307); C±1,
12.875 (-0.728);
D116 130.138
(8.315)
53.786 38.928
A117 124.691
(7.867)
51.356 27.152
E118 123.034
(8.434)
55.597 30.319
P126 62.645 31.880
D127 117.549
(8.039)
55.017 40.877
Y128 119.036
(7.459)
55.408 39.446
E129 123.524
(8.869)
53.154 30.035
P130 66.008 16.398
D131 114.968
(9.014)
56.399 40.317
D132 118.312
(8.239)
55.112 41.379
Continued on the next page
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Table B.12{Continued
Residue N C® C¯ other
W133 56.727 34.410
E134 123.028
(9.556)
54.476 32.715
S135 121.633
(9.037)
58.614 62.318
V136 121.718
(9.048)
61.215 32.662 C°1, 21.196 (0.963); C°2,
18.441 (0.853);
F137 123.699
(7.872)
59.363 43.101
S138 119.736
(7.552)
57.274 64.766
E139 125.384
(8.643)
56.303 35.163
F140 128.550
(8.610)
58.583 40.770
H141 122.905
(8.113)
55.828 32.186
D142 120.548
(8.064)
53.335 42.545
A143 122.531
(8.103)
52.931 19.042
(1.250)
D144 121.018
(8.931)
53.211 41.661
A145 83.766 18.856
(1.426)
Q146 113.408
(8.019)
56.708 31.129
N147 119.680
(8.217)
53.030 41.193
S148 117.372
(8.891)
48.251 63.603
H149 118.039
(7.032)
54.949 35.598
S150 113.693
(8.639)
58.697 64.107
Y151 114.963
(7.617)
54.948 39.422
Continued on the next page
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Table B.12{Continued
Residue N C® C¯ other
C152 118.550
(8.377)
54.917 30.451
F153 127.825
(8.462)
55.118 35.438
E154 124.025
(9.742)
54.812 35.035
I155 124.357
(8.649)
48.995 50.700 C°2, 17.139 (0.426); C±1,
13.395 (0.657);
L156 126.239
(9.399)
53.387 45.901 C±1, 26.638 (0.647); C±2,
25.206 (0.878);
E157 120.090
(9.347)
54.719 33.614
R158 127.135
(8.253)
57.587 30.693
R159 131.705
(8.005)
58.459 30.978
Table B.13: G121V:NADPH:MTX backbone dynamic
parameters
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
2 0.8515 0.0203 44.2 25.5 0.15
3 0.8468 0.0162 27 16.3 3.46
5 0.8703 0.0186 3.47
6 0.9753 0.0237 3.05
7 0.8206 0.0495 1.75
8 0.8797 0.0214 3.9
10 0.8928 0.0271 1.37
13 0.8881 0.016 39 25 2.87
19 0.8943 0.0513 1520 4240 0.8983 0.0486 2.53
20 0.8344 0.0275 77.1 31 0.46
27 0.9126 0.0245 2.44
28 0.8751 0.0212 3.31
29 0.8657 0.0173 40.6 21.6 4.29
30 0.8522 0.0225 4.37
31 0.9057 0.0204 3.06
Continued on next page
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Table B.13{Continued
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
33 0.8762 0.0143 0.61
35 0.8462 0.0142 1.7
36 0.8609 0.015 4.52
40 0.8683 0.0184 1.32
42 0.8886 0.0159 3.98
43 0.8695 0.0173 5.67
44 0.8907 0.0161 0.65
45 0.8897 0.0151 3.09
46 0.8579 0.0259 4.11
47 0.8875 0.0185 4.97
49 0.805 0.014 15.5 8.43 4.18
51 0.8151 0.013 26.1 11.1 2.14
52 0.8569 0.0111 5.51
54 0.8256 0.0189 0.7236 0.3474 3.43
57 0.8535 0.0123 0.71
58 0.802 0.0144 1.09
59 0.8073 0.0451 3.35
61 0.8496 0.0145 23.6 14.5 3.15
62 0.8657 0.0149 0.9324 0.3258 1.54
63 0.8453 0.0119 20.5 12.4 1.27
64 0.8377 0.024 5.92
65 0.8688 0.0125 30 13.5 2.48
67 0.8187 0.0177 1590 223 0.7407 0.0188 0.56
71 0.863 0.0152 7.65
72 0.8321 0.0085 12.2 7.84 5.91
73 0.8301 0.0154 3.94
74 0.8283 0.0119 6.38
75 0.8685 0.0155 3.55
76 0.8187 0.012 6.45
77 0.849 0.0084 15.7 9.76 2.36
78 0.8834 0.0167 2.56
79 0.9113 0.0329 1040 940 0.9537 0.024 6.66
80 0.875 0.0115 39.7 17.2 1.71
81 0.8909 0.0084 0.828 0.4104 3.59
82 0.8555 0.0128 6.58
Continued on next page
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Table B.13{Continued
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
83 0.8879 0.0099 1.88
84 0.8669 0.0093 2.71
85 0.8589 0.0116 5.33
86 0.8186 0.0098 2.31
88 0.6534 0.0068 815 104 0.8717 0.0099 4.42
90 0.8489 0.0123 2.25
92 0.8633 0.0165 1.22
94 0.9009 0.0255 1.74
95 0.8824 0.0254 3.06
96 0.8239 0.0289 1.71
98 0.9047 0.0207 5.53
99 0.8844 0.0152 2.8
101 0.8962 0.0145 2.63
102 0.8411 0.0152 2.08
104 0.8905 0.0154 1.14
106 0.8378 0.0125 3.14
107 0.8545 0.011 3.024 0.7344 2.58
108 0.8195 0.0237 1.4436 0.7848 2.61
111 0.8417 0.0244 1.11
112 0.8433 0.0225 1.68
115 0.8395 0.0328 7.69
116 0.8853 0.02 5.13
117 0.8021 0.016 29.3 14.9 2.7
118 0.8959 0.0214 3.61
127 0.7909 0.0121 19 10.2 2.92
128 0.629 0.0262 38.5 8.01 3.97
129 0.8789 0.0356 1.86
131 0.8023 0.0185 40.4 15.6 0.92
132 0.8316 0.0155 36.2 16.4 1.9
134 0.8149 0.0156 2.29
137 0.8262 0.0102 20.5 10.1 3.36
138 0.8493 0.0136 2.8
139 0.8207 0.0159 1.64
149 0.8687 0.0256 0.43
151 0.904 0.0156 5.472 0.81 1.83
Continued on next page
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Table B.13{Continued
Residue S2f S
2
f err ¿e (ps) ¿e err S
2
s S
2
s err R
a
ex R
a
ex err X
2
152 0.8283 0.0182 1.48
153 0.8151 0.0201 3.76
154 0.8585 0.0193 31 2.09
156 0.8503 0.0193 50.5 19.1 2.84
158 0.8485 0.0208 835 26.9 7.3
159 0.8712 0.0546 411 0.9147 0.042 0.47
a Rex calculated at 600 MHz
Table B.14: G121V:NADPH:MTX side-chain model-free
parameters.
Residue S2axis S
2
axis err ¿e,axis (ps) ¿e,axis err X
2
2±1 0.467 0.018 16.5 2 3.68
2°2 0.73 0.042 26 3.29 2.2
4±1 0.463 0.021 59 2.75 0.481
4±2 0.512 0.085 130 18.8 0.0301
5±1 0.75 0.125 28.2 13.2 1.13
5°2 0.791 0.11 37.4 9.47 0.293
6¯ 0.873 0.363 135 203 4.16
7¯ 0.943 0.22 43.3 18.9 1.82
8±1 0.254 0.023 72.4 5.05 0.364
8±2 0.219 0.019 46.7 3.11 1.72
10°1 0.677 0.041 29.6 2.98 0.131
16² 0.328 0.05 13.7 8.87 0.992
19¯ 1.11 0.886 134 653 0.904
20² 0.179 0.007 17.8 0.811 6.09
26¯ 1.009 0.116 68.8 10.7 0.217
28±2 0.38 0.024 52.9 3.47 2.53
35°2 0.887 0.109 32 10.1 2.35
40°2 0.763 0.072 57.6 6.68 1.76
41±1 0.762 0.048 17.1 3.15 0.296
42² 0.828 0.026 5.13 1.13 0.76
46°2 0.766 0.366 165 76.9 0.436
50±1 0.786 0.045 11.6 2.75 0.945
54±2 0.94 0.13 31.9 8.73 1.73
Continued on next page
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Table B.14{Continued
Residue S2axis S
2
axis err ¿e,axis (ps) ¿e,axis err X
2
60±1 0.37 0.015 24.2 1.74 0.00301
60°2 0.898 0.059 34.2 3.89 0.348
61±1 0.252 0.021 36.9 2.99 0.292
61°2 0.681 0.115 91.7 16.3 0.251
62±1 0.49 0.064 82.5 11.6 1.01
62±2 0.359 0.03 58.9 4.61 1.44
72°1 0.492 0.164 81.4 31.3 0.479
72°2 0.681 0.106 76.5 12.7 2.87
73°2 0.843 0.041 38.9 2.79 0.354
75°2 0.869 0.051 10.5 2.74 1.05
78°1 0.763 0.041 32.5 3.12 3.53
82°2 0.786 0.034 31.3 2.56 0.328
84±1 0.618 0.024 23.7 2.06 1.89
88°2 0.716 0.039 28.2 3.23 0.783
91°2 0.796 0.053 34.6 4.6 0.535
93°1 0.851 0.041 37.5 3.54 0.203
93°2 0.859 0.073 24.4 5.85 4.13
94±1 0.803 0.077 30.1 6.12 1.28
94°2 0.876 0.088 40.3 7.05 0.737
99°2 0.807 0.123 37.1 11.6 0.00052
104±1 0.48 0.052 39 6.38 0.331
104±2 0.592 0.055 33 5.35 0.294
107¯ 0.808 0.113 80.5 16.9 1.4
115°2 0.887 0.14 38.3 13.7 0.0106
117¯ 0.682 0.285 171 74.2 2.82
136°2 0.661 0.032 59.1 3.53 0.36
143¯ 0.863 0.049 41.7 3.38 0.326
145¯ 0.833 0.031 43.9 1.95 0.155
155±1 0.767 0.048 14.2 2.61 0.696
155°2 0.831 0.064 29.4 4.82 0.254
156±2 0.308 0.023 41.8 3.21 1.64
157
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