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Abstract This paper develops the theory behind the bispec-
trum, a concept that is well established in statistical signal
processing but not, until recently, extended to computer vi-
sion as a source of frequency-domain invariants. Recent pa-
pers on using the bispectrum in vision show good results
when the bispectrum is applied to spherical harmonic mod-
els of three-dimensional (3-D) shapes, in particular by im-
proving discrimination over previously-proposed magnitude
invariants, and also by allowing detection of neutral pose
in human activity detection. The bispectrum has also been
formulated for vector spherical harmonics, which have been
used in medical imaging for 3-D anatomical modeling. In a
paper published in this journal, Smach et al. use duality the-
ory to establish the completeness of second-order invariants
which, as shown here, are the same as the bispectrum. This
paper unifies earlier works of various researchers by deriv-
ing the bispectrum formula for all compact groups. It also
provides a constructive algorithm for recovering functions
from their bispectral values on SO(3). The main theoretical
result shows that the bispectrum serves as a complete source
of invariants for homogeneous spaces of compact groups,
including such important domains as the sphere S2.
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1 Introduction
The classical approach to computing invariants for pattern
recognition takes place in what, in signal processing terms,
is called the “time domain”. Moments are computed using
formulae such as the following, for three-dimensions (3-D):
mℓpq =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
xpyqzℓ−p−qf(x, y, z)dx dy dz. (1)
This approach, which analyzes the data expressed by f di-
rectly on its domain R3, differs fundamentally from an al-
ternative which may be called the “frequency domain” ap-
proach. The latter relies on Fourier expansion on R3, or the
equivalent harmonic expansion on different domains. The
Fourier expansion is expressed for those functions whose
domain is the sphere using spherical harmonics as follows:
f(θ, φ) =
∞∑
ℓ=0
ℓ∑
k=−ℓ
F kℓ Y
k
ℓ (θ, φ). (2)
The power-spectral invariant (again using signal processing
terminology) to rotation for spherical harmonic coefficients
is the norm of the (2ℓ + 1)-dimensional vector ‖Fℓ‖ =√∑ℓ
k=−ℓ |Fℓ(k)|
2
. The book by Flusser [13] provides a
detailed review of moment invariants, which have been in-
vestigated for several decades now [23], and also discusses
spherical harmonic invariants, which are, in comparison, re-
cent.
The power spectrum invariant is relatively simple, but
it lacks discriminative power. Figure 1 shows an example
of how the power spectrum can be fooled into confusing
dissimilar shapes. Although the power spectrum provides
a weak description, it is worth noting that there are sig-
nals that may in fact be recovered from their power spec-
trum alone. For example, that is true if a signal on R is
positive definite, or has a known compact support with cer-
tain additional structure: Cande`s, Stromer, and Voroniskii
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Fig. 1 The two shapes shown are not rotations of each other, and yet
have identical spherical harmonic power spectra. The shapes are dis-
criminated easily by using the bispectral invariants described in this
paper.
[5] discuss the “phase-retrieval” problem in detail and pro-
vide an approach to solving it using convex programming.
The power spectrum is not the only choice if invariants are
required. An alternative class of frequency-domain invari-
ants is obtained from the signal processing concept of the
bispectrum, which is explored in detail in this paper. This
concept originates from the statistical theory of polyspec-
tra, which aims to capture statistical information that differs
from an assumed Gaussian model [3]. The bispectrum is the
Fourier transform of the triple correlation, which is similar
to the familiar autocorrelation but has one additional shift.
To illustrate with a simple example, the triple correlation for
one-dimensional data is defined as
a3,f (s1, s2) =
∫ ∞
−∞
f∗(x)f(x + s1)f(x+ s2)dx (3)
The bispectrum is the Fourier transform of a3,f and, in terms
of the Fourier transformF of the original function f , it is the
following:
A3,f (u1, u2) = F (u1)F (u2)F
∗(u1 + u2). (4)
It is easy to see that the bispectrum is translation-invariant,
since a translation x 7→ x + t is, in the frequency domain,
the transformation F (u) 7→ F (u)ejut, and the product of
three terms on the right cancels out the linear phase compo-
nent ejut. Moreover, when one argument is zero, for exam-
ple u2 = 0, then A3,f (u, 0) = F (0)|F (u)|2, and hence the
bispectrum contains the power spectrum |F (u)|2.
The bispectrum has been extended by several researchers
from the simple linear case expressed in (4) to spherical har-
monics, to vector spherical harmonics, as well as to handle
ranking data, in ways that are described below. It is the pur-
pose of this paper to bring together the different approaches
in a unifying manner by describing the bispectrum using
group theory, and to analyze the underlying theory using du-
ality theory in a manner similar to the recent paper of Smach
et al appearing in this journal [51]. Though we define the
terms precisely later on, let us introduce the main results.
Let G be a compact group with Haar measure dg. Define the
triple correlation of a function f on G to be
a3,f (g1, g2) =
∫ ∞
−∞
f∗(g)f(gg1)f(gg2)dg (5)
We derive the bispectral invariants of the data using the Fourier
transform on G. The transform requires the irreducible uni-
tary representationsDσ of G, which are intuitively the basis
elements of the Fourier transform. Here σ denotes an index
whose values lie in the dual object of G, which is denoted
G. The dual object is the set of equivalence classes of irre-
ducible unitary representations of G, as defined in Hewitt &
Ross [22, pg 2]. The matrix-valued Fourier coefficient for
each σ ∈ G is
F (σ) =
∫
G
f(g)Dσ(g)
†dg (6)
The reader who is not familiar with group representation
theory may consider that (6) behaves in most ways like the
ordinary Fourier series coefficient, which is a scalar, and
which is obtained with Dσ(φ) = ejσφ for integer σ when
G is the periodic interval [0, 2π]. Below, we provide an ex-
ample when G is the 3-D rotation group SO(3) below. Us-
ing (6), the bispectrum is the Fourier transform of the triple
correlation and has the form
A3,f (σ, δ) = [F (σ)⊗ F (δ)]Cσδ
[ ⊕
ω∈σ⊗δ
F (ω)†
]
C
†
σδ (7)
Here the notation is as follows: ⊗ is the Kronecker prod-
uct of matrices, ⊕ is direct sum, Cσδ is the unitary matrix
known as the Clebsch-Gordan matrix in studies of angular
momentum [20]; and ω ∈ σ ⊗ δ means all irreducible rep-
resentations ω contained in the Kronecker product of repre-
sentations Dσ and Dδ . The set of ω such that ω ∈ σ ⊗ δ de-
pends on the group G; for example, when G = SO(3), the
indices σ, δ are non-negative integers, and ω takes integer
values from |σ − δ| to σ + δ, inclusive. Smach et al [51] in-
troduce a “second-order descriptor” similar to (7). For each
σ, δ in G, define
F (σ ⊗ δ) =
∫
G
f(g) [Dσ(g)⊗Dδ(g)]
†
dg. (8)
Then Smach et al’s descriptor is
I2f (σ, δ) = [F (σ)⊗ F (δ)]F (σ ⊗ δ). (9)
Below, we compare I2 in (9) to the bispectrumA3 and point
out the A3 is much simpler to compute, though the two
forms turn out to be mathematically equivalent. It is im-
portant to note that the bispectrum, both for the Euclidean
and for non-commutative domains, has been described by
researchers in statistics, astrophysics and quantum mechan-
ics prior to its appearance in the computer vision literature.
As shown in Section 5, the formula (7) allows a construc-
tive algorithm for recovering functions from their bispectral
values on SO(3), unlike (9). Furthermore, the main theoret-
ical result in this paper shows that eq. (7) serves as a com-
plete source of invariants for homogeneous spaces of com-
pact groups, including such important domains as the sphere
S2.
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The motivation for studying the bispectrum using group
theory comes from two sources. First, the bispectrum has
been used in several fields, ranging from astrophysics, statis-
tics of ranking data, and, recently, in computer vision. The
reason that is has found such wide application come not
only from the statistical basis that it allows testing for non-
Gaussianity, but also that it detects structural aspects of—
using signal processing terms—phase as opposed to mag-
nitude. Those different applications suggest that a unifying
theory should exist, and in this paper one is proposed using
group representations. The second reason is that the bispec-
trum has a practical benefit for computer vision in providing
a compact set of rotation invariants that improves discrimi-
nation, and detects bilateral reflection symmetry. The group
theoretic approach, specifically using duality theory, shows
that such invariants have the very desirable property of com-
pleteness.
The organization of this paper is as follows. The first half
of the paper provides motivating examples of the bispectrum
and its applications, to provide context for the detailed math-
ematical analysis that follows in the second half. Section 2
provides a review of five different applications of the bispec-
trum, drawn from various fields by multiple researchers, that
have an underlying group theoretic basis. Subsequently, the
group-theoretic foundations of the bispectrum are described,
and the next two sections provide the principal contribu-
tions of this paper: proofs of the completeness of the bis-
pectrum, using both duality theory and constructive meth-
ods. The main result, establishing the completeness of the
bispectrum for homogeneous spaces of compact groups, is
provided in Section 4.1. Subsequently, we illustrate applica-
tions of the theory to shape analysis and retrieval. This paper
builds on previous publications of the author [27][28][29].
However, the theory provided in the middle sections of this
paper has not been published previously1.
2 Review of literature on bispectra and related concepts
In order to meaningfully discuss the literature on bispec-
tral methods in computer vision, it is essential to introduce
the following notation and basic concepts. Classic books
[9][20] provide details. For the spherical harmonic expan-
sion of eq. (2), let F (ℓ) denote the 2ℓ + 1-dimensional row
vector containing the coefficients F−ℓℓ , . . ., F ℓℓ . Let u de-
noted the unit vector in 3-D expressed in terms of colatitude
θ and longitude φ as follows
u = [cos(φ) sin(θ), sin(φ) sin(θ), cos(θ)]
T
. (10)
If f is a function whose domain is the sphereS2, let f(u) de-
note the value of f at the unit vector u, and let Fℓ, for every
1 A previous version, appearing in the author’s unpublished PhD
thesis [30], has been cited by several researchers.
ℓ ≥ 0 denote its spherical harmonic coefficient vectors. The
coefficients vectors display a rotation property that is essen-
tial to our discussion. The property is perhaps best under-
stood by considering the group-theoretic basis. Let SO(3)
denote the 3-D rotation group, which is, as is well known,
a compact topological group [22]. If we rotate a function f
on the sphere by R ∈ SO(3), then f(u) 7→ f(Ru) for all u,
and correspondingly the Fourier coefficient vectors undergo
a unitary transformation
Fℓ 7→ FℓDℓ(R). (11)
The 2ℓ+1-dimensional matrices Dℓ are unitary representa-
tions of SO(3): for every R,S in SO(3), and with † denot-
ing conjugate-transpose, we have the properties
Dℓ(R)
†Dℓ(R) = I; Dℓ(RS) = Dℓ(R)Dℓ(S). (12)
Furthermore, the D matrices have an important product de-
composition formula, which may be described as follows.
Let ⊗ denote the matrix tensor product: if A is a n× n ma-
trix, and B an m×m matrix, then A⊗B is the nm× nm-
dimensional matrix obtained by repeating B multiplied by
aij for 1 ≤ i, j ≤ n. Similarly A ⊕ B denotes the n + m
block diagonal matrix containing A in its upper left n × n
entries, B in its lower right m × m entries. With that no-
tation, the tensor product formula decomposition on SO(3)
is
Dp(R)⊗Dq(R) = Cpq [Dp+q(R)⊕Dp+q−1(R)⊕ · · ·
⊕D|p−q|(R)]C
†
pq . (13)
The matrixCpq is a unitary matrix that is called the Clebsch-
Gordan matrix of the decomposition. What (13) says is that
the tensor product of representations for p and q, which is
a relatively large matrix, may be decomposed into a much
simpler block diagonal structure: more formally, the tensor
product is unitarily equivalent to a direct sum of lower di-
mensional representations.
With that background, we can describe five different ap-
plications of the bispectrum for compact groups that have
appeared in the literature. The survey motivates the develop-
ment of a general theory, which is provided in the following
sections.
2.1 Astrophysics
The Big Bang theory predicts an observable cosmic microwave
background (CMB) radiation, which is a thermal radiation
at approximately 2.7K that fills the observable universe in
an almost uniform manner. Spectral analysis of CMB data
uses spherical harmonic expansion of the sky map. Sefusatti
et al. [48] show that the bispectral analysis improves esti-
mation of cosmological constants over the traditionally used
power spectrum. The formulae for bispectral analysis, de-
scribed earlier in astrophysics by Luo in 1994 [41], are as
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follows. Using the expansion (2), the power spectrum is de-
fined by
P (ℓ) = FℓF
†
ℓ =
ℓ∑
k=−ℓ
∣∣F kℓ ∣∣2 . (14)
The bispectrum is defined by Luo as the coefficients, de-
noted B3, in the Fourier expansion of the three-point corre-
lation function:
E [f(u1)f(u2)f(u3)] =
∑
ℓi,ki
B3(ℓ1, k1, ℓ2, k2, ℓ3, k3)
Y k1ℓ1 (u1)Y
k2
ℓ2
(u2)Y
k3
ℓ3
(u3). (15)
Luo shows that B3 = 0 unless the following conditions are
met: k1 + k2 + k3 = 0; for all i, we have ℓi ≤ |ℓj − ℓk|;
and ℓ1+ ℓ2+ ℓ3 is even. We may interpretB3 as the Fourier
expansion of the stochastic triple correlation, the determin-
istic version of which is shown above (5). Consequently, the
coefficients B3 on the right side of (15) will match in form
the expression (7).
2.2 Ranking data
Ranking data arise in search engine rankings, surveys and
elections. A ranking is an ordering of the numbers {1, 2, . . . , n}.
The n! possible orderings form the discrete symmetric group,
which is denoted Sn. We may use a function f : Sn → N to
express the results of a survey where respondents are asked
to rank n items; here, for each p ∈ Sn, the value of f(p) is
the number of times that ordering p is chosen by survey re-
spondents. Diaconis [10] shows the value in analyzing rank-
ing data in the frequency domain. Because Sn is a compact
group, the ℓ-th Fourier coefficient of f is obtained by the
integral
F (ℓ) =
∑
p∈Sn
f(p)Uℓ(p)
†. (16)
Here Uℓ is the Fourier basis obtained from, for example, the
Young orthogonal representation of the symmetric group;
see [10] for details. The Fourier coefficients capture the vari-
ation in the ranking data in terms of the modes at which it
occurs. Kakarala [31] shows that Fourier analysis of ranking
data breaks down into magnitude and phase, with the phase
information conveying relative position. Furthermore, it is
shown in that paper that several real-world ranking datasets
have linear phase, which means that they are symmetric with
respect to inversion. Linear phase may be detected with the
aid of the bispectrum, defined in [31] as
B(σ, δ) = [F (σ) ⊗ F (δ)]Cσδ
[ ⊕
ω∈σ⊗δ
F (ω)†
]
C
†
σδ. (17)
This is of course exactly the same as A3,f defined in (7).
2.3 Computer vision
Researchers in computer vision and medical imaging have
shown considerable interest in modeling 3-D shape using
spherical harmonics. Kazhdan et al [33] show that the power
spectrum (14) provides a compact yet discriminative set of
rotation invariants. Kakarala & Mao [28] showed that bis-
pectral invariants are superior to the power spectral invari-
ants of [33] in discrimination of objects. Their results are
discussed further below. The bispectral invariants of [28] are
defined as follows:
bkℓf (i) = [Fk ⊗ Fℓ]CkℓFˇ
†
i ; |k − ℓ| ≤ i ≤ k + ℓ. (18)
HereCkℓ is the (2k+1)(2ℓ+1)-dimensional unitary Clebsch-
Gordan matrix appearing in (13), and the symbol Fˇi denotes
the 2i + 1-dimensional vector of spherical harmonic coef-
ficients Fi padded with zeros to be 1 × (2k + 1)(2ℓ + 1)
in size, so as to complete the weighted inner product with
the matrix Ckℓ. The reason for the zero-padding is that the
direct sums in (7), which stack matrices in a block-diagonal
manner, leave many zeros on either size of the coefficient
vectors. This is described further in an earlier paper [28].
Reisert & Burkhardt [46] proposes to use the group rep-
resentations on SO(3) to form invariants. Specifically, given
a 3-D object X and a scalar function f operating on X , let
the ℓ-th projection be the (2ℓ+ 1)-dimensional matrix
F (ℓ) =
∫
SO(3)
f(RX)Dℓ(R)
†dR (19)
Here dR is the rotation invariant Haar measure on SO(3).
Under 3-D rotation by an element Q of SO(3), the coef-
ficient matrix F (ℓ) undergoes the transformation F (ℓ) 7→
F (ℓ)Dℓ(Q). Because Dℓ is unitary, Reisert proposes to use
the norms of the rows of F (ℓ) which remain invariant under
the unitary transformation. Essentially, this invariant is of
power-spectral type as it uses the positive semidefinite ma-
trix F (ℓ)F (ℓ)†, the diagonal entries of which are respective
norms of the rows of F (ℓ).
Chung [8] proposes to use the vectorial harmonics known
as SPHARM, which are essentially spherical harmonic ex-
pansions for each of the coordinates of a function V : S2 →
R3 for modeling cortical surfaces. Fehr [11] extends the
power-spectral and bispectral invariants to SPHARM. The
formulation may be described as follows. Let V (θ, φ) =
[V1(θ, φ), V2(θ, φ), V3(θ, φ)]
⊤ denote the vector-valued func-
tion V expressed in terms of its three components as scalar
functions on S2. Then, from (2), the k-th component func-
tion has the spherical harmonic expansion
Vk(θ, φ) =
∞∑
ℓ=0
ℓ∑
n=−ℓ
Fnk,ℓY
n
ℓ (θ, φ). (20)
For each ℓ, the coefficients {Fnk,ℓ} may be assembled into
3×(2ℓ+1)matrix denotedFℓ, whose k-th row is the vector
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Fk,ℓ =
[
F−ℓk,ℓ , . . . , F
ℓ
k,ℓ
]
. If we rotate the k-th component
function on S2 by Vk(u) → Vk(Ru) for R ∈ SO(3) and
u ∈ S2, then, from (11), we have that Fk,ℓ → Fk,ℓDℓ(R).
Consequently, if the same rotation R is applied to all three
components of V , we obtainFℓ → FℓDℓ(R). Therefore, for
each ℓ, the power spectrum forms a 3× 3 matrix of rotation
invariants as follows:
Pℓ = FℓF
†
ℓ . (21)
Fehr [11] also formulates a bispectral invariant for SPHARM,
as follows. For non-negative integers σ, δ, we have
Bσδ = [Fσ ⊗Fδ]Cσδ
 σ+δ⊕
ω=|σ−δ|
Fˇ†ω
C†σδ . (22)
The symbols used on the right hand side have the following
meaning. The matrixCσδ is the unitary Clebsch-Gordan ma-
trix shown in eq. (13). Its dimension is (2σ+1)(2δ+1) on a
side. The matrices Fˇ†ω are square with dimension 2ω+1 for
each ω, and contain respectively the Fω matrices embedded
as the middle 3 rows with the remaining rows being zeros.
We see in (22) another example of the bispectral formula
(7).
2.3.1 Generalized Fourier Descriptors
Smach et al [51] describe a novel set of invariants called
“generalized Fourier descriptors”. We can state those in terms
of the group-theoretic Fourier transform (6) as follows. The
first and second order descriptors are, respectively,
I1f (σ) = F (σ)F (σ)
† (23)
I2f (σ, δ) = [F (σ) ⊗ F (δ)]F (σ ⊗ δ) (24)
The first order descriptor is clearly the power spectrum.
The second order descriptor in [51] requires computation of
the matrix Fourier coefficients at σ, δ, and at the product rep-
resentation σ⊗δ as defined in (8). Smach et al do not discuss
this point, but computing F (σ ⊗ δ) is theoretically redun-
dant because the representation Dσ ⊗ Dδ is reducible into
smaller dimensional representations. Specifically, using the
tensor product decomposition formula, we have that σ ⊗ δ
reduces into a direct sum of lower dimensional representa-
tions using the Clebsch-Gordan decomposition:
Dσ(g)⊗Dδ(g) = Cσδ
[ ⊕
ω∈σ⊗δ
Dω(g)
]
C
†
σδ (25)
A specific example illustrates the redundancy in computing
the tensor product in (24). When G = SO(3), the represen-
tations are indexed by integer ℓ ≥ 0 and each Dℓ has dimen-
sion 2ℓ + 1. Consequently, we have equation (13), which
shows that
F (σ ⊗ δ) = Cσδ [F (σ + δ)⊕ · · · ⊕ F (|σ − δ|)]C
†
σδ. (26)
Consequently, if the normal Fourier coefficients F (ℓ) are
computed for ℓ ≤ σ+δ, then there is no need to compute the
completely different coefficient F (σ ⊗ δ). Furthermore, we
obtain that the bispectrum in (7) is, on SO(3), the following:
A3,f (σ, δ) = [F (σ) ⊗ F (δ)]Cσδ
[
F (σ + δ)†⊕
· · · ⊕ F (|σ − δ|)†]C†σδ. (27)
The bispectrum is much simpler to work with on compact
groups than (24) because all of the coefficients are computed
using the standard Fourier basis obtained from the Dℓ rep-
resentations.
3 Experimental results
It is helpful to motivate the abstract analysis that follows
with examples of applications. The paper of Kakarala &
Mao [28] shows how bispectral invariants for spherical har-
monics are derived from the group-theoretical form on SO(3).
We review some of their findings here. Specifically, to each
function f defined on the sphere S2, which represents for
example shape information or, alternatively, radiation mea-
surements in astrophysics, there corresponds a function f˜
obtained by using the Euler angles α, β, and γ, with 0 ≤
α, γ ≤ 2π and 0 ≤ β ≤ π and setting
f˜(α, β, γ) = f(α, β). (28)
Since one angle in the arguments to f˜ is irrelevant, we may
expect that the Fourier coefficients of f˜ on SO(3) have a
simple structure. In particular, it is shown [28] that, if F˜ (ℓ)mn
denotes the mn-th element of the matrix on the left side of
eq.(6), then only the middle row of the matrix is non zero,
and furthermore that middle row is related to the spherical
harmonic vector Fℓ in (2) by a constant
m 6= 0⇒ F˜ (ℓ)mn = 0, F˜ (ℓ)0n = aℓFℓ. (29)
Consequently, because only the middle rows ofF (ℓ)-coefficient
matrices matter, the bispectrum (7) simplifies into the form
expressed in (18). Furthermore, the scalars bkℓf (i) have the
following properties [28]:
1. The bispectrum contains the power spectrum:
b0ℓf = F0FℓF
†
ℓ = F0‖Fℓ‖
2
2. The bispectrum is invariant to rotation: if for some rota-
tion R we have f1(u) = f2(Ru) for all u ∈ S2, then the
bispectra of function f1, f2 match, i.e., bf1 = bf2 .
3. Reflection of each real-valued function f across any plane
results in complex-conjugation of bf , i.e., f → fO im-
plies that bf → b∗f , where fO denotes the reflected func-
tion fO(u) = f(Ou), with O a 3 × 3 reflection ma-
trix having det(O) = −1. Specifically, as shown in [29,
Thm 2.1], bispectral terms bkℓf (i) with even order (ℓ +
k+i even) are invariant under reflection because they are
purely real, while odd-order bispectral terms are purely
imaginary and therefore change sign.
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Fig. 2 The vertices in the right hand are obtained by reflecting those
of the left. Consequently, the bispectral invariants of the right hand are
complex conjugates of the left.
The last property shows that the bispectrum is able to
differentiate rotation from reflection while remaining rotation-
invariant. We illustrate the property using an experiment de-
scribed in [28] that uses the hand shape2 shown in Figure
2. The details of computation, including how the Clebsch-
Gordan coefficients are computed, are discussed in that pa-
per. The spherical harmonic coefficient vectors for ℓ = 1, 2, . . . , 5
are computed using the hand vertices, where on each trial
the vertices were reflected across a randomly-chosen plane
in R3. The magnitude-based invariants ‖Fℓ‖ are essentially
equal (to machine precision) for both the data and its reflec-
tion, despite there being no rotation to bring the two hands
into alignment with one another. However, the bispectral in-
variants bkℓf (i) for k = 3, ℓ = 2, and i = 1, . . . , 5, are
quite different. We define the normalized difference Eodd
over ℓ+k+i odd (why only odd sum of indices is explained
above) by
Eodd =
‖bf − bg‖o
‖bf‖o + ‖bg‖o
× 100. (30)
The norm ‖ · ‖o is computed only over ℓ+k+ i odd. For the
two hands, Eodd is nearly 100%. This nearly perfect differ-
ence clearly indicates the ability of the bispectrum to distin-
guish reflections from rotations. Moreover, when the bispec-
tral values for the right hand were conjugated, they matched
those of the left with essentially zero error Eodd, confirming
that reflection is conjugation as stated in Property 3 above.
The experiment, when repeated with randomly chosen re-
flections, shows no significant change in results.
The reflection property may also be used to determine
bilateral symmetry. This application is also discussed in [28],
and is briefly described here. If a 3-D shape is bilaterally-
symmetric, and therefore invariant to reflection about some
plane, then its bispectral coefficients in (18) are real-valued.
To test the reliability of this property in noise, 39 shapes
were selected from the Princeton Shape Benchmark (PSB)[49]
which were not bilaterally symmetric, such as human hands,
walking figures, and potted plants. (Most shapes in PSB are
bilaterally symmetric, because they represent balanced ob-
jects like aircraft or chairs). The 39 shapes chosen exhibit
2 The hand shape appears courtesy of INRIA, and is available at the
repository shapes.aimatshape.net.
Table 1 Recognition rate (RR) of the power spectral invariants com-
pared to the bispectrum. We see in each case an improvement obtained
by using of the bispectrum .
Bandwidth L % Noise added RR (power spectral) RR (bispectral)
7 5 90 96
7 10 75 86
9 5 91 95
9 10 77 82
varying levels of asymmetry. Each shape was normalized in
size to 1.0 mean distance from centroid, so that added noise
may be expressed as a percentage. The shapes were reflected
across a randomly-chosen plane, with Gaussian noise added
to the coordinates. The distance (30) was measured between
the noise-free bispectral coefficients bf , those of the noisy
reflected shape, denoted bˆf , and their complex-conjugates
bˆ∗f . If the bispectral coefficients bf are closer to bˆf than to
bˆ∗f , then the shape is considered to be confused with its re-
flection. With 5% noise, the confusion rate was 2.6%; with
10% noise, the rate was 5.1%; and15% noise resulted in con-
fusion of 10.3%. Hence adding up to 10% noise does not
incur significant error.
The discriminative power of the bispectral invariants for
arbitrary shapes may be tested using the full collection in
the PSB [49]. The experiment is reported in [28] and de-
scribed here. Using the 907 shapes in the PSB ”testing” set,
each randomly rotated with added noise over trials, we com-
pute the recognition rate (RR), which is how often the cor-
rect model is identified in noisy data. Table 1 summarizes
the results using invariants for ℓ ≤ L, where L denotes the
bandwidth. It is clear from the table that bispectral invariants
improve RR by up to 11% over power-spectral invariants.
4 Theoretical results
The main results in this section date from 1992 as they were
presented in the author’s unpublished PhD thesis [30]. The
interested reader may refer to a technical report [26] to see
the original proofs. Since Smach et al [51] have recently
published some similar results, we emphasize only what is
different from [51] in this paper. The background material
on group representations may be found in either source [26][51].
Throughout this section G denotes a compact topological
group with Haar measure dg.
Our first result shows that the bispectrum is the Fourier
transform of the triple correlation. This fact is important
for connecting the bispectrum to the statistical basis which
spawned the concept of polyspectra in the first place [3]. For
f ∈ L1(G), the triple correlation a3,f is formally defined in
eq.(5). The bispectrum is, as noted above, the Fourier trans-
form of a3,f on G × G. Let G denote the dual object of G
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as defined in the Introduction. Consider the tensor product
Dσ⊗Dδ of any two representations σ, δ in G; that represen-
tation is, in general, reducible, and we write its decomposi-
tion into irreducibles as follows:
Dσ ⊗Dδ = Cσδ [Dα1 ⊕ · · · ⊕Dαk ]C
†
σδ . (31)
Using this result, we show that the bispectrum may be deter-
mined entirely in terms of the Fourier transform coefficients
of the underlying function
Lemma 1 For σ, δ in G, there is a unitary matrix Cσδ such
that
A3,f (σ, δ) = [F (σ)⊗ F (δ)]Cσδ
[
F (α1)
† ⊕ · · ·
⊕F (αk)
†]C†σδ . (32)
Proof Since a3,f is integrable, we use the Fubini theorem to
interchange the order of integration in the following deriva-
tion:
A3,f (σ, δ) =
∫
G
∫
G
a3,f (g1, g2)[
Dσ(g1)
† ⊗Dσ(g2)
†
]
dg1 dg2,
=
∫
G
∫
G
∫
G
f(g)∗f(gg1)f(gg2)[
Dσ(g1)
† ⊗Dδ(g2)
†
]
dg dg1 dg2,
=
∫
G
f(g)∗
∫
G
∫
G
f(gg1)f(gg2)[
Dσ(g1)
† ⊗Dδ(g2)
†
]
dg1 dg2 dg.
By making a change of variables, we find that the double
integral inside simplifies as follows:∫
G
∫
G
f(gg1)f(gg2)
[
Dσ(g1)
† ⊗Dδ(g2)
†
]
dg1 dg2
= [F (σ) ⊗ F (δ)] [Dσ(g)⊗Dδ(g)] .
Upon substituting into the expression for A3,f , we find that
A3,f (σ, δ) = [F (σ)⊗ F (δ)]
∫
G
f(g)∗ [Dσ(g)⊗Dδ(g)] dg.
Upon substituting the tensor product decomposition (31) into
the above, we obtain that
A3,f (σ, δ) = [F (σ)⊗ F (δ)]Cσδ
[∫
G
f(g)∗(Dα1(g)⊕ · · ·
⊕Dαk(g))dg]C
†
σδ. (33)
After evaluating the integral, the result (32) follows.
The proof above also shows that the bispectrum is the
same as the second order invariant of Smach et al.
Lemma 2 A3,f (σ, δ) = I2f (σ, δ).
Proof Eqns (4) and (33) show that
F (σ ⊗ δ) = Cσδ [F (α1)⊕ · · · ⊕ F (αk)]C
†
σδ . (34)
Substiting this results into eq (24), we obtain (32).
The lemma helps us to establish a fundamental theorem
on the completeness on the bispectral invariants, by using
the similar result of Smach et al [51], which is stated be-
low. On compact groups, the Fourier coefficients are matri-
ces, and therefore we use linear algebra terminology such as
“nonsingular” to indicate that the matrices are invertible.
Theorem 1 (Thm 5, Smach et al) Let r, s be two functions
on a compact groupG such that the Fourier coefficientR(σ)
are nonsingular for all σ. Then I2(r) = I2(s) if and only if
there exists x ∈ G such that s(g) = r(xg) for all g.
The same result applies to the bispectrum by Lemma 2.
Theorem 2 LetG be any compact group, and let r inL1(G)
be such that its Fourier coefficients R(α) are nonsingular
for all α ∈ G. Then a3,s = a3,r for some s ∈ L1(G) if and
only if there exists x ∈ G such that s(g) = r(xg) for all g.
Proof If s(g) = r(xg), then the translation-invariance of the
triple correlation implies that a3,r = a3,s. We now prove the
converse. Let s be such that a3,s = a3,r; then A3,r = A3,s,
and by Lemma 2, we obtain that I2r = I2s and hence by
Thm 1, we have that s(g) = r(xg) for all g.
It is worth noting that a completely different proof of
Theorem 2, first presented in 1992, well before the elegant
proof given in [51], is provided in the companion report
[26]. The hypothesis that all coefficients R(σ) are nonsin-
gular is satisfied generically, in the sense that almost every
n × n matrix is nonsingular with respect to the Lebesgue
measure on the set of n × n matrices. Nevertheless, it is
desirable to weaken the hypothesis, to include for example
functions on G that are invariant under the translations of
a normal subgroup N of G. A companion report [26] gives
the proof of the following theorem.
Theorem 3 Let r ∈ L2(G) be such that its Fourier coeffi-
cients R satisfy the following conditions:
1. Each R(α) is either zero or nonsingular;
2. The set of α such that R(α) is non-singular includes the
trivial representation D(g) = 1, and is closed under
conjugation and tensor product decomposition.
Then there exists a normal subgroup N of G such that r is
N -invariant, and furthermore r is uniquely determined up
to left translation by its bispectrum A3,f .
4.1 Homogeneous spaces
The definition of a homogeneous space is as follows. Let
G be any topological group and X any topological space.
We say that G acts on X if for each g ∈ G there exists a
homeomorphism ρg : X → X , such that ρe(x) = x for the
identity e in G, and furthermore, for g1, g2 in G, we have
8 Ramakrishna Kakarala
ρg1g2(x) = ρg1 (ρg2(x)). The group G acts transitively on
X if for each x1, x2 in X , there exists g ∈ G such that
ρg(x1) = x2. The space X is a homogeneous space for
G if G acts on X transitively and continuously. A general
example of a homogeneous space is the quotient space of
right cosets G\H = {Hg : g ∈ G} of a closed subgroup
H in G. In fact, it is a theorem that virtually all homoge-
neous spaces for compact groups G are quotient spaces of
a subgroup H [2, pg 124]. A specific example is when G
is the 3-D rotation group SO(3), and H is the subgroup
that fixes the North pole z = [0, 0, 1] on the sphere; then
G\H corresponds to the sphere S2. Our goal in this sec-
tion is to investigate the bispectrum’s completeness for func-
tions on arbitrary homogeneous spaces of compact groups.
By the result cited above, we lose no generality by focus-
ing on spaces of the form G\H , where G is some compact
group and H some closed subgroup of G. To any function f˜
on G\H there corresponds a unique function f on G such
that f = f˜ ◦ π, where π : G→ G\H is the canonical coset
map; conversely, to any function f on G that is invariant un-
der left H-translations, i.e., f(hg) = f(g) for all g ∈ G
and h ∈ H , there corresponds a unique function f˜ on G\H
such that f = f˜ ◦ π. Thus we lose no generality by further
restricting our study of functions on homogeneous spaces
to functions on G that are left H-invariant for some closed
subgroup H .
In this subsection, Theorem 2 is extended using the Iwahori-
Sugiura duality theorem for homogeneous spaces of com-
pact groups [24]. This form of duality is not covered in the
cases discussed by Smach et al[51]. Let G be any compact
group, {Dα}α∈G be any selection of irreducible representa-
tions. LetΘ(G) be the algebra3 of complex-valued functions
on G generated by finite linear combinations of member
functions dijα (g) of the selection. For any closed subgroup
H of G, let ΘH(G) denote the subalgebra of Θ(G) consist-
ing of functions that are invariant under left H-translations.
For each f ∈ ΘH(G), let f(Hg) denote the common value
given to elements of the coset Hg by f . The algebraic struc-
ture of ΘH(G) is revealed to a large extent by the multi-
plicative linear functionals ω : ΘH(G) → C, i.e., algebra
homomorphisms of ΘH(G). The Iwahori-Sugiura theorem
characterizes those algebra homomorphisms that preserve
conjugation.
Theorem 4 (Iwahori-Sugiura) To each algebra homomor-
phism ω : ΘH(G) → C that preserves conjugation, there
corresponds a unique coset Hg in the quotient space G\H
such that for all f ∈ ΘH(G),
η(f) = f(Hg). (35)
3 An algebra of functions is a set of functions closed under addition
and multiplication, where the multiplication distributes over addition
and is compatible with scalar multiplication. In this case, addition and
multiplication of two functions f1, f2 are respectively f1(g) + f2(g)
and f1(g)f2(g) for all g ∈ G.
We describe an equivalent formulation of the Iwahori-
Sugiura theorem that is advantageous for our work. Sev-
eral preliminary results are required for the new formula-
tion, with some of the longer proofs being relegated to the
companion report [26].
Lemma 3 Any function f ∈ ΘH(G) can be expressed as
a unique finite linear combination of the left H-invariant
matrix coefficients of a given selection.
The proof is given in the report [26].
Let G, H , and {Dα}α∈G be as before. Let us define a
corresponding sequence of matrices {Pα}α∈G as follows:
Pα =
∫
H
Dα(h)dh, (36)
where dh denotes the normalized Haar measure on H . It is
easy to show that each Pα is a projection, i.e., a self-adjoint
matrix such that PαPα = Pα ([22, pg 190]). Moreover, the
projection matrices as defined above inherit some of the ten-
sor product properties of the corresponding representations
([22, pg 190]).
Lemma 4 Let {Pα}α∈G be as above. For each σ, δ, let Cσδ
be the Clebsch-Gordan matrix and α1, . . ., αk be the indices
in the tensor product decomposition in eq. (31). Then
Pσ ⊗ Pδ = Cσδ [Pα1 ⊕ · · · ⊕ Pαk ]C
†
σδ [Pσ ⊗ Pδ] ,
= [Pσ ⊗ Pδ]Cσδ [Pα1 ⊕ · · · ⊕ Pαk ]C
†
σδ .
It proves convenient to apply the following similarity trans-
formations to the P matrices. For each α, let rank(α) denote
the rank of Pα, and let I(rank(α)) be the diagonal matrix
whose first rank(α) diagonal entries (from the upper left)
are 1, and the rest are 0. Then there exists a unitary matrix
U(α) such that ([38, pg 195]):
U(α)PαU(α)
† = I(rank(α)), (37)
If we apply the same similarity transformation to the repre-
sentation Dα, then it is easily seen that
U(α)Dα(h)U(α)
† =
[
⊕
rank(α)
q=1 τ(h)
]
⊕DHα (h), h ∈ H.(38)
In the decomposition above, τ denotes the trivial represen-
tation4 of H , and the last term DHα is some unitary represen-
tation of H that does not contain τ .
Rather than starting with an arbitrary selection of {Dα}α∈G ,
suppose now that we choose one in which each matrixDα(h)
is exactly equal to a direct sum where the first rank(α) rep-
resentations that appear in the sum are τ , i.e.,
Dα(h) =
[
⊕
rank(α)
q=1 τ(h)
]
⊕DHα (h), h ∈ H. (39)
4 The trivial representation τ of a group G is τ(g) = 1 for all
g ∈ G. In Fourier terminology, the trivial representation gives the zero
frequency of “d.c.” term.
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We always obtain such a convenient selection (that is what
we shall call it henceforth) from a given one by applying
similarity transformations as described above. For a conve-
nient selection, the projection matrices in eq. (36) are simply
Pα = I(rank(α)) for all α.
Lemma 5 Let {Dα}α∈G be a convenient selection and let
{Pα}α∈G be its projections. The nonzero coefficients in the
matrices {PαDα} are precisely those coefficients of the se-
lection that are left H-invariant.
The proof is given in the accompanying report [26].
Since the left H-invariant coefficients are a basis for
ΘH(G), any linear map ω : ΘH(G) → C is uniquely de-
termined by the values that it gives to those coefficients.
For each matrix PαDα, the map ω produces a correspond-
ing matrix η(PαDα). We now determine conditions in terms
of the matrices η(PD) under which ω is not only linear but
also multiplicative and conjugate-preserving. In the follow-
ing, we use the standard inner product< ζ1, ζ2 >= ζ1ζ†2 for
complex-valued row vectors ζ1, ζ2, and the standard norm
‖ζ‖ = (< ζ, ζ >)
1
2
.
Theorem 5 Let {Dα}α∈G be a convenient selection and let
{Pα}α∈G be its projections. Any linear map ω : ΘH(G) →
C is both multiplicative and conjugate-preserving if and only
if the following two conditions hold for all σ, δ, α in G:
η(PσDσ)⊗ η(PσDσ) = [Pσ ⊗ Pδ]Cσδ [η(Pα1Dα1)⊕ · · ·
⊕η(PαkDαk)]C
†
σδ; (40)
η(PαDα)η(PαDα)
† = Pα. (41)
In eq. (40), the matrix Cσδ and the indices α1,. . . ,αk are as
in eq. (31).
The proof is given in the report [26].
Let f be a function in L1(G) such that f(hg) = f(g)
for all h in a given closed subgroup H of G. The translation
property of the Fourier transform ensures that each Fourier
coefficient F (α) satisfies the identity F (α) = F (α)Dα(h)
for all h in H . Integrating over h, we find that F (α) =
F (α)Pα for all α. We say that each Fourier coefficientF (α)
is of maximal H-rank if the rank of F (α) equals the rank of
Pα. We now show that if f is any left H-invariant func-
tion whose Fourier coefficients F all have maximal rank,
then f is uniquely determined by its bispectrum A3,f up to
a left translation. The proof of our assertion uses the stan-
dard notation from linear algebra [38]. For each matrix A,
let image(A) and ker(A) denote respectively the image and
kernel of A. For each α ∈ G, letHα denote the Hilbert space
on which the corresponding representations Dα act.
Theorem 6 Let G be any compact group, and let H be any
closed subgroup of G. Let r ∈ L1(G) be invariant under
left H-translations. If the Fourier coefficients {R(α)}α∈G
all have maximal H-rank, then a3,r = a3,s for some s ∈
L1(G) if and only if there exists x ∈ G such that s(g) =
r(xg) for all g.
The proof is given in the report [26].
In the theorem above, we did not require that the func-
tion s also be left H-invariant. (Equality of bispectra may
hold regardless of whether both functions are H-invariant.)
Suppose now that two left H-invariant functions r, s are
such that both have maximal H-rank coefficients and both
have exactly the same bispectrum. Theorem 6 demonstrates
that under those conditions, there exits x ∈ G such that
s(g) = r(xg) for all g. Yet the element x cannot be arbitrary,
for s is left H-invariant, and thus s(hg) = s(g), implying
that r(xhg) = r(xg) for all h ∈ H and g ∈ G. But since r
is also left H-invariant, we must have r(xg) = r(hxg), and
thus r(xhg) = r(hxg) for all g and h. The last identity is
always satisfied if x lies in the normalizer of H in G, which
is the subgroup NH of G defined as follows:
NH = {x ∈ G : xH = Hx}. (42)
(The normalizer of H is the largest subgroup NH of G such
that G itself is a normal subgroup of NH .) In fact, we show
that x must lie in NH in the following theorem.
Theorem 7 Let r, s in L1(G) be two left H-invariant func-
tions whose Fourier coefficients R(α) and S(α) both have
maximal H-rank for all α. Then a3,r = a3,s if and only if
s(g) = r(xg) for some x ∈ NH .
Proof The “if” assertion is shown above, so we prove the
“only if” part. Suppose that a3,r = a3,s, and that r, s, both
have maximal H-rank coefficients. Under those conditions,
Theorem 6 shows that there exists x ∈ G such that r(g) =
s(xg) for all g. Then R(α) = S(α)Dα(x) for all α ∈ G.
Furthermore, the left invariance of r implies that R(α) =
R(α)Pα for each α, Thus S(α)Dα(x) = S(α)Dα(x)Pα
for each α, and combining that with the identity S(α) =
S(α)Pα yields S(α)PαDα(x) = S(α)PαDα(x)Pα, and
thus S(α) [PαDα(x)− PαDα(x)Pα] = 0. By the maximal
H-rank hypothesis, we obtain that
PαDα(x) = PαDα(x)Pα. (43)
Since Pα = I(rank(α)) for a convenient selection, the ele-
ment x satisfies the above equality if and only if the unitary
matrix Dα(x) is the direct sum of two smaller unitary ma-
trices, the first with dimensions rank(α)× rank(α) and the
second with dimensions (n − rank(α)) × (n − rank(α)).
For such an x, it follows for any h ∈ H that
PαDα(x)
†Dα(h)Dα(x) = PαDα(x
−1hx) = Pα. (44)
But we now see by Lemma 5 that PαDα(x−1hx) = Pα
if and only if x−1hx ∈ H . The last inclusion holds for all
h ∈ H , and thus x−1Hx = H , or equivalently, x ∈ NH .
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In the interesting special case whenG is the groupSO(3)
and H is the subgroup of rotations that fix the z-axis, we
have that NH = H . In that case, if r is any left H-invariant
function with maximal H-rank coefficients, then there are
no other left H-invariant functions with the same bispec-
trum besides r itself. However, that does not mean that the
bispectrum uniquely determines r: any function s such that
s(g) = r(xg) on G has the same bispectrum, although s is
not necessarily H-invariant.
If G = SO(3) and H as above, then the maximal H-
rank condition is easy to satisfy. Here it is well-known that
rank(Pα) = 1 for all α ∈ G ([53]). Thus an arbitrary leftH-
invariant function r has maximal H-rank coefficients if for
all α, the matrix R(α) contains at least one nonzero coeffi-
cient. That is evidently true if any noise is present in mea-
suring r.
5 Reconstruction algorithms
The completeness theory for arbitrary compact groups in the
preceding sections can be refined further for the special case
when the group is the 3-D rotation group SO(3). We pro-
vide in this section a constructive algorithm for recovering a
function from its bispectrum on SO(3) . The algorithm was
first outlined in an earlier conference paper [27]. It relies on
the bispectrum formula (27), in which the indices σ, δ to the
bispectrumA3,f are nonnegative integers. Setting δ = 1, we
obtain from (27) insight into how a recursive algorithm may
be built:
A3,f (ℓ− 1, 1) = F (ℓ− 1)⊗ F (1)Cℓ−1,1 [F (ℓ)⊕
F (ℓ− 1)⊕ F (ℓ− 2)]C†ℓ−1,1 (45)
The above suggests that if we knowF (1), . . ., F (ℓ−1), then
we may recover F (ℓ). We take advantage of that insight in
the following algorithm
The algorithm requires the assumption that f : SO(3) →
R has nonsingular Fourier coefficientsF (ℓ) for ℓ = 0, . . . , L.
With that assumption, it proceeds as follows:
1. By (27), we have that A3,f (0, 0) = F (0)3 for the real
number F (0), and consequently,
F (0) = 3
√
A3,f (0, 0) (46)
2. We estimate F (1). From (27), we have that
A3,f (1, 0)
F (0)
= F (1)F (1)† (47)
Let Fˆ (1) denote the square root of the positive definite
matrix on the right. We know that Fˆ (1) is also positive
definite [38, pg 190], In the Appendix, it is shown that
there exists g ∈ SO(3) such that Fˆ (1) = F (1)D1(g).
3. If L = 1, then we are done. Otherwise, we employ the
recursion (45). Since we know Fˆ (1) and A3,f (1, 1), we
obtain Fˆ (2) from
C
†
11
[
Fˆ (1)⊗ Fˆ (1)
]−1
A3,f (1, 1)C11 (48)
Note that the inverse is possible because Fˆ is nonsin-
gular and so is the Kronecker product in brackets. Af-
ter substituting Fˆ (1) = F (1)D1(g), we obtain that the
above simplifies to[
D2(g)
†F (2)†
]
⊕
[
D1(g)
†F (1)†
]
⊕ F (0). (49)
Since F (2) is 2 · 2 + 1 = 5 dimensional, we denote the
upper left 5×5 submatrix of the above 9 matrix as Fˆ (2).
Note that the value of g remains unknown at this point,
but it is the same value of g for both Fˆ (2) and Fˆ (1).
4. For ℓ ≤ L, we obtain Fˆ (ℓ) using the equation
C
†
ℓ−1,1
[
Fˆ (ℓ− 1)⊗ Fˆ (1)
]−1
A3,f (ℓ− 1, 1)Cℓ−1,1 (50)
After inserting (45) and simplifying, we get that the up-
per left 2ℓ+1-dimensional submatrix is Fˆ (ℓ) = F (ℓ)Dℓ(g).
The algorithm allows us to state the following, which
extends Theorem 2 to the bandlimited case.
Theorem 8 Let L > 0, suppose that r on SO(3) has non-
singular Fourier coefficients R(ℓ) for ℓ ≤ L and R(ℓ) = 0
for ℓ > L, then a3,r = a3,s if and only if there exists x ∈ G
such that r(g) = s(xg) for all g ∈ G.
We should note that by Lemma 2, the same theorem
holds if we replace a3,r by the second order invariants I2r .
The advantage of using the bispectrum in place of I2r is that
it helps us to see the recursive structure (45) clearly.
The algorithm serves two purposes: to prove Theorem 8,
and to show a constructive method to recover a signal from
its bispectrum, which is more illuminating than an existence
proof of recovery as used in Theorem 2. The practicality
of the algorithm is not known; whether the recursive nature
of the algorithm or the repeated use of matrix inverse lead
to numerical instability would be an interesting question to
explore. It is worth noting that similar recursive algorithms
have been devised whenG = R, and shown to be practically
useful, not only theoretically interesting [4].
6 Summary and future directions
This paper derives completeness properties of the bispec-
trum for functions defined on compact groups and their ho-
mogeneous spaces. A matrix form of the bispectrum is de-
rived, and it is shown that every function with nonsingular
coefficients is completely determined, up to a group transla-
tion, by its bispectrum. A reconstruction algorithm for func-
tions defined on the groups SU(2) and SO(3) is described.
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The main theoretical result shows that the bispectrum is a
complete source of invariants for homogeneous spaces of
compact groups.
Results similar to those in this paper may be established
for non-compact, non-commutative groups. In the author’s
Ph.d. thesis [30], the completeness of the bispectrum for lo-
cally compact groups is established using the duality theo-
rem of Tatsuuma. Those results will be reported in a subse-
quent paper. The Tannaka-Krein duality theorem, which is
central to this paper, has recently been extended to compact
groupoids [1]. It would be interesting to see if a correspond-
ing bispectral theory may be constructed there.
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Appendix
We prove that Fˆ (1) = F (1)D1(g). The representation D1 of SO(3)
is such that, for some fixed unitary U , we have D1(g) = UgU† for
all g in SO(3). Thus
F (1) =
∫
G
f(g)D1(g)
†dg,
= U
[∫
G
f(g)g†dg
]
U†.
Let Fs(1) denote the matrix that results by evaluating the integral in
brackets. Since f is real-valued, and every matrix g has real coeffi-
cients, the matrix Fs(1) has only real coefficients. Thus the determi-
nant of F (1) = UFs(1)U† is a real number. Assume for the mo-
ment that det [F (1)] = det [Fs(1)] > 0. Let Fˆ (1) and Fˆs(1) de-
note respectively the (unique) positive square roots of F (1)F (1)† and
Fs(1)Fs(1)†. Since F (1)F (1)† = UFs(1)Fs(1)†U†, it is easily
seen that Fˆ (1) = UFˆs(1)U†. Now consider the polar decomposition
Fs(1) = HV , where H is positive definite and V is unitary. Note
that H =
(
Fs(1)Fs(1)†
) 1
2
+, and thus H = Fˆs(1). Since Fs(1) is
real-valued, V must be real-valued orthogonal matrix. Matching deter-
minants on both sides of the equation Fs(1) = Fˆs(1)V reveals that
det[V ] = +1, and thus V = g, for some g ∈ SO(3). Substitution
reveals that
Fˆ (1) = UFˆs(1)U
† = UFs(1)gU
†
= UFs(1)U
†UgU† = F (1)D1(g).
The assumption that det[F (1)] > 0 is not critical. We use it only
to obtain that det[V ] = +1, where V = Fˆs(1)−1Fs(1). Instead of
selecting Fˆ (1) to be the positive definite square root of F (1)F (1)† ,
we may choose Fˆ (1) to be any square root such that det[Fˆ (1)] =
det[F (1)], e.g., by multiplying the top row of the positive definite
square root matrix by −1 if necessary. We do not know det[F (1)]
a priori, but if we store it as “side information” along with the bis-
pectrum, then we obtain a complete rotation-invariant description for
any real-valued bandlimited function on SO(3). Note that det[F (1)]
remains invariant under translation on SO(3), i.e., if f(g) = s(hg),
then F (1) = S(1)D1(h), but since det[D1(h)] = +1, we obtain
that det[F (1)] = det[S(1)].
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