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Résumé
Dans ce projet de mémoire nous avons étudié l’utilité de la texture et des réseaux de
neurones pour la classification du milieu urbain de la ville de Sherbrooke. Nous avons
développé dans le chapitre 1, le problème de la cartographie du milieu urbain par les
méthodes conventionnelles. Après nous avons fixé des objectifs spécifiques ; (i)
l’amélioration de la classification d’une image Ikonos de la ville de Sherbrooke par
l’ajout de la texture, (ii) l’évaluation des réseaux de neurones pour la classification d’un
milieu urbain et (iii) la comparaison entre ces différentes méthodes de classification.
Ensuite nous avons donné deux hypothèses qui sont:
- l’ajout de la texture permet de produire une meilleure précision de
classification.
- l’application des réseaux de neurones augmentent la précision de la
classification.
Dans le chapitre 2, nous avons détaillé théoriquement les méthodes utilisées. On a
commencé par la méthode du maximum de vraisemblance mais vu que cette méthode est
utilisée dans ce projet juste pour comparer ses résultats avec les autres méthodes, nous ne
l’avons pas détaillée beaucoup. Nous avons donné beaucoup de place aux réseaux de
neurones car c’est le noyau du projet. Ensuite, nous avons parlé de la texture et ses outils.
Dans le chapitre 3, nous avons développé la méthodologie. On a commencé par un
organigramme qui prend en détail les différentes étapes à suivre. Puis, on a détaillé
chaque étape en utilisant les formules mathématiques et les diagrammes.
Dans le dernier chapitre, c’est la partie la plus importante. Nous avons illustré tous les
résultats obtenus, suivi par des interprétions et des commentaires. Après nous avons
effectué une comparaison entre les différentes méthodes. Nous avons donné les
conclusions suivantes
- la méthode du maximum de vraisemblance ne donne pas une bonne
classification en milieu urbain surtout entre les classes résidentiel et
commercial.
- les réseaux de neurones ont donné de bons résultats et ont permis la distinction
entre les types de sols ayant les caractéristiques similaires.
- l’analyse de texture a permet une amélioration importante.
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Chapitre 1
Introduction
1.1. Problématique
L’étalement et la discontinuité du bâti est une caractéristique dominante de l’urbanisation
dans la région de l’Estrie dont le développement urbain présente une grande disparité. En
effet, le développement de la trame urbaine demeure incontrôlable ce qui provoque une
mauvaise répartition des différents types de couverture de sol en milieu urbain (Dandjinou,
2001).
Puisque la ville de Sherbrooke représente le pôle de la région en centralisant la majorité des
activités, la gestion de l’utilisation du sol en milieu urbain de Sherbrooke s’avère utile et
importante pour la région. Le traitement d’images de télédétection joue un rôle important
dans la gestion et le contrôle du développement en milieu urbain. En effet, une
classification à partir des images satellitaires peut aider à étudier la répartition des
différents types de couvertures de sol en milieu urbain. Le développement technologique a
permis l’essor des techniques d’acquisition de données par des capteurs qui donnent des
images de très haute résolution spatiale.
Ces dernières années, l’acquisition des images par les capteurs satellitaires à très haute
résolution spatiale a connu un essor phénoménal, mais les techniques d’extraction de
l’information contenue dans ces images sont très limitées malgré l’abondance des travaux
dans ce domaine (Caloz et Collet, 2001). Ainsi, la télédétection actuelle permet d’acquérir
des images de très haute résolution spatiale, ce qui permet de fournir des données urbaines
plus détaillées et par conséquent une meilleure discrimination des différents types de
couverture de sol. La cartographie d’un milieu urbain par les méthodes traditionnelles
présente beaucoup de difficulté du fait que ces méthodes utilisent uniquement l’information
spectrale qui demeure une information insuffisante. Les couvertures de sol dans un milieu
urbain sont composées de matériaux ayant des propriétés spectrales presque identiques ce
qui peut présenter une confusion entre les classes. De plus, il est rare qu’une occupation du
sol se présente avec des propriétés spectrales homogènes. Par ailleurs, la distribution
statistique des luminances correspondant à une catégorie du sol n’est pas souvent conforme
à une distribution paramétrique conventionnelle, réduisant ainsi les performances des
classificateurs probabilistes. D’où l’importance de l’ajout d’une autre source d’information
pour discriminer les classes. Aussi, plusieurs auteurs ont étudié l’analyse de texture et son
apport à la cartographie urbaine (Marceau et al., 1989 ; Gong et al., 1992).
La notion d’information texturale est apparue au début des années 1970. Elle consiste à
intégrer l’analyse de texture dans le processus de classification automatisée. Les travaux de
Laporte (1983), Ducros-Gambart et Rakariyatham (1984), Gastellu (1985), Gordon et
Philipson (1986) démontrent que l’ajout de l’information texturale augmente la séparabilité
des classes spectralement confondues. Son application dans le domaine de la classification
d’images de télédétection a donné des résultats encourageants (Tonye et aÏ., 2000). Elle
apporte une information sur l’agencement spatial des niveaux de gris, qui est un outil
nécessaire pour pallier aux faiblesses des méthodes de classification spectrale, surtout pour
les images à très haute résolution spatiale et dans un milieu complexe comme le cas d’un
milieu urbain. Ainsi, les objets dans un milieu urbain sont mieux distingués par leur
propriété spatiale, appelée aussi texture, que leurs propriétés spectrales (Zhang, 1999).
En plus de la texture, le classificateur neuronal offre un intérêt pratique et intéressant par
rapport aux autres classificateurs conventionnels. L’étude des réseaux de neurones date
depuis 1940, mais ils ne sont appliqués en traitement d’images de télédétection qu’au début
de la décennie 1990 (Caloz et Collet, 2001). On les trouve surtout dans la compression, la
restauration d’image, la détection de contours, l’extraction de régions et la reconnaissance
de textures. Les études faites par Bischof et al (1994) et Dreyer (1993) montrent l’utilité de
l’information texturale dans la classification des données de télédétection par le
classificateur neuronal. En effet, les paramètres du système neuronal s’adaptent
progressivement aux propriétés de la signature, et ce au fur et à mesure qu’on lui fournit
des pixels à partir de zones d’entraînement. Ils n’exigent pas que la signature spectrale
extraite des zones d’entraînement s’ajuste à une distribution statistique paramétrable.
Cependant, très peu d’études ont utilisé les réseaux de neurones pour une classification
basée sur les données texturales.
3Notre étude opte donc pour l’utilisation des méthodes de classification d’images qui
prennent en considération, en plus des informations spectrales, les informations spatiales.
De plus, elle permet de montrer l’utilité de l’analyse de texture et des réseaux de neurones
pour la classification des images à très haute résolution spatiale d’un milieu urbain.
1.2. Objectifs
L’objectif principal de ce travail est la cartographie des différents types de sol en milieu
urbain à l’aide d’une image à très haute résolution spatiale, en utilisant l’analyse de texture
et les réseaux de neurones.
Les objectifs spécifiques sont les suivants:
- étudier l’apport de l’analyse de texture pour l’amélioration de la classification
d’une image Ikonos en milieu urbain.
- évaluer le potentiel du réseau de neurones pour la classification d’une image
Ikonos en milieu urbain.
- comparer deux méthodes de classification: la méthode du maximum de
vraisemblance et la méthode des réseaux de neurones.
1.3. Hypothèses
La texture et les réseaux de neurones donnent une amélioration importante pour la
classification d’images en milieu urbain.
- L’ajout de paramètres de textures à l’image multispectrale Ikonos de la ville de
Sherbrooke permet de produire une classification d’un milieu urbain d’une précision
supérieure (au moins 10 %) par rapport à une classification conventionnelle surtout pour les
classes qui présentent une confusion spectrale.
- L’application des réseaux de neurones à une image Ikonos peut augmenter l’exactitude de
la classification de façon significative (supérieure à 5%) par rapport à la méthode du
maximum de vraisemblance.
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Cadre théorique et revu de littérature
2.1. Classification
La classification est l’une des méthodes les plus utilisées pour l’extraction des informations
de télédétection. Elle transforme l’image en une image de classes par un regroupement de
pixels suivant le critère de ressemblance. D’après Bonn et Rochon, (1992) et Anys et I-le,
1995), Les étapes principales de la classification sont: (j) établissement des classes de
signatures, (ii) classifications des pixels en fonction de ces signatures et (iii) vérification
des résultats.
Il existe deux types de classification d’images en télédétection:
- la classification dirigée dénommée aussi classification par échantillonnage. Dans ce type
de classification la localisation de type de couverture est connue a priori. Le classificateur
essaie de localiser sur l’image des zones spécifiques, appelées zones d’entraînement.
Chaque pixel est attribué à la classe avec laquelle il a la plus grande ressemblance
d’appartenance. Elle comporte les étapes suivantes (Caloz et Collet, 2001):
• formuler les classes thématiques,
• évaluer l’existence de leur ressemblance spectrale,
• sélectionner les zones d’échantillonnage (zones d’entraînement et zones de
vérification),
• établir et analyser les signatures spectrales,
• choisir l’algorithme de classification,
• effectuer la classification.
- la classification non dirigée qui ne suppose aucune connaissance a priori des propriétés
des classes. Le classement des pixels est réalisé à partir de la distance spectrale. Il existe
deux types de classification qui se basent sur ce type de technique
• classification ascendante hiérarchique: dans cette méthode on considère
qu’il y’a autant de classes que de pixels. En première étape, on regroupe les
deux pixels les plus proches pour former une agrégation. Ensuite on
5regroupe les autres pixels suivant la distance minimale qui les sépare de cette
agrégation.
classification séquentielle: dans ce type de classification on fixe le nombre
de classes et la distance de fusion. En se basant sur cette distance on forme
un premier groupe de classes. Ensuite, on calcul les distances séparant les
autres pixels non classifiés des centres de gravités de ces classes.
2.2. Méthode du maximum de vraisemblance
Le classificateur du maximum de vraisemblance est parmi les classificateurs les plus
utilisés dans la classification d’images en télédétection. Il se base sur une approche
probabiliste suivant le principe de la loi de probabilité conditionnelle de Bayes (Bonn et
Rochon, 1992; $howendgert, 1983). Cette approche Bayésienne consiste à calculer la
probabilité d’occurrence d’un événement en considérant toutes les informations disponibles
a priori à son sujet. Pour calculer la probabilité qu’un pixel a appartienne à une classe Ci,
on doit suivre les étapes suivantes (Caloz et collet, 2001)
- On calcule d’abord la probabilité pour que la classe Ci survienne
Nombre de pixels de la classe ï
P(C1) =_________________________
Nombre de pixels de l’image
La probabilité pour qu’un pixel a appartienne à la classe C1 est:
Ç/a)=a/Ç)
Fa)
P(a) est la probabilité que les caractéristiques spectrales du pixel a soient présentes dans
l’image; elle ne dépend d’aucune classe spectrale.
En supposant deux classe C et C, un pixel a est attribué à la classe C- si et seulement si:
aEC si P(C11a) > P(CIa)
- En remplaçant P(C1/a) et P(C/a) par leur expression on obtient:
6aEC si P(a/C)P(C) > P(a/C)P(C) pour tout ij
Le membre P(aJC1)P(C) joue le rôle de fonction discriminante soit:
gi (a) = P(a/C1)P(C1)
- On suppose que les classes sont équiprobables alors P(C) P(C) d’où:
aC si P(aIC) > P(aIC)
- En considérant que la distribution des pixels dans les classes est normale et en connaissant
la moyenne et l’écart type de chaque classe, la probabilité P(aJC) peut s’écrire de la
manière suivante:
N/C) = 1 112 exp - [(a_J)T1(a_j)j
(fl/2 2
où a : vecteur pixel
matrice de variance-covariance de la classe C1
moyenne de la classe C1
n : nombre de bandes spectrales contenues dans l’image.
- On définit alors la fonction discriminante de la façon suivante:
gi (a) in g’(a)
= lnP(Cj)_lnj_{(a_pi)TZi1a_pj)]
où ln P(C) : déduite par estimation visuelle de la place occupée par la classe C1 dans
l’image
lnZI : le logarithme du déterminant de la matrice de variance-covariance de la
classe Ci. Un pixel situé proche du centre de gravité d’une classe est attribué à une
classe voisine (Abednego, 1989).
[(a- Pi)1 Z1 (a- p1) : la distance de Mahalanobis, un classificateur qui fait recourt à
la distance euclidienne généralisée.
72.3. Analyse de texture
2.3.1. Définition
Malgré les nombreux travaux effectués concernant la texture, ce terme est encore ambigu.
La texture peut être défmie comme une structure disposant de propriétés spatiales homogènes
et invariantes par translation (Unser, 1984). Il existe deux définitions pour le terme
«texture» : La première définition de nature déterministe présente la texture comme étant
caractérisée par la répétition spatiale d’un motif ou d’une primitive dans différentes
directions. La deuxième définition de nature probabiliste attribue la texture à des primitives
ayant un aspect anarchique, désorganisé mais avec une certaine cohérence (Coloz et Collet,
2001).
Dans le domaine de la télédétection, il existe plusieurs définitions du terme «texture » mais
elles concernent plus la distribution spatiale des niveaux de gris (NG). D’après Ulaby et al.
(1986) et P. V. Narasimha Rao et al. (2002), la texture détermine la distribution spatiale des
niveaux de gris sur une segmentation d’une image.
Contrairement à l’information spectrale donnée par le niveau de gris, l’information
texturale est obtenue à partir de la forme d’un groupe de pixels de niveaux de gris différents.
Elle apporte en effet, une information sur l’agencement spatial des niveaux de gris pour
pallier aux faiblesses des méthodes de classification spectrale, surtout pour les images à très
haute résolution spatiale. La quantification de la texture est plus complexe et elle est définie
par des indicateurs de nature statistique appelés indices de texture.
2.3.2. Indices de texture
Définition:
Haralick (1979) élargit la définition en décrivant une texture comme un phénomène a deux
dimensions: la première concernant la description d’éléments de base ou primitives (le
motif) à partir desquels est formée la texture, la statistique étant considérée indépendante
des positions respectives des pixels; la deuxième dimension est relative à la description de
l’organisation spatiale de ces primitives. Dans ce cas on considère la structure spatiale
interne de la fenêtre. On peut déduire de la matrice de cooccurrence quatorze paramètres de
$texture. Et pour que cette méthode de la matrice de cooccunence soit réussie il faut bien
choisir les éléments suivants : la distance entre les pixels, l’orientation et la taille de la
fenêtre d’auscultation.
Les indices de textures sont établis à partir de la matrice de cooccunence développée par
Haralick et al. (1973). Pour extraire l’information texturale Haralick (1973) propose 14
indices dérivés de la matrice de cooccunence. Nous ne citons ici que les plus utilisés dans
la classification d’images de télédétection
Moyenne
Elle représente la moyenne de l’histogramme sur l’échelle des niveaux de gris. Sa formule
est
M=( iP(i,j,d,9)
i=O j=O
Ecart type (ou variance):
C’est une mesure de la répartition des niveaux de gris autour de la moyenne, sa formule est
donnée par:
iï- i—i i—ï
ET =f (P(i,j,d,O)(i-M))
1=0 j=0
Contraste:
C’est une mesure de la variance locale des niveaux de gris dans l’image. Elle est donnée
par:
C = (ï - j)2F(i, j, d, O)
1=0 j=0
9Homogénéité:
L’homogénéité est grande lorsque les valeurs de niveaux de gris se concentrent autour de la
diagonale de la matrice de cooccurrence.
H =
P(i,j,d,O)
i=0 j=0 +(i—j)
Second moment angulaire:
Plus la texture sera homogène, plus la valeur du second moment angulaire est grande.
14
= (P(ijd&))2
Entropie:
L’entropie mesure le degré de désordre de la texture dans l’image. Elle est grand lorsque les
valeurs de la matrice sont toutes égales.
E
= OE F(i,j,d,&)1n(F(i,j,d,&))
1=0 j=0
Corrélation:
Elle exprime le coefficient de la distribution de points avec un modèle linéaire. Ce
paramètre a une valeur forte quand les valeurs sont uniformément distribuées dans la
matrice.
C
= ( ((i iXi— p)P(i,j,d,)
i=O j=O
Dissymétrie
Elle a une valeur élevée quand la région locale a un contraste élevé.
10
jF(i,j,d,6)
2.3.3. Matrice de cooccurrence
Les matrices de cooccunences contiennent les moyennes d’espace du second ordre. Il existe
Quatorze indices de texture qui peuvent être calculés à partir de ces matrices (Haralick,
1979). Les éléments de la matrice de cooccurrence s’écrivent sous la forme po,d (i,j) avec i,j
sont les niveaux de gris du pixel. Ces i,j varient entre O et N. N étant le nombre de niveau
de gris présents dans l’image.
Distance entre pixels
Pixel central
C’est l’ordre de voisinage dans le sens topologique. Par exemple pour d1, les pixels sont
voisins (figure 1).
450
00
Figure 1 : Fenêtre d’auscultation
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Orientation:
Quatre directions sont habituellement choisies : la direction horizontale, la direction
verticale et les deux directions diagonales; de plus pour réduire le nombre de matrices de
cooccurrence on néglige le sens de la direction (figure 1).
Taille de la fenêtre d’auscultation:
C’est le facteur le plus important parmi les facteurs déjà cités, c’est pourquoi son choix est
très déterminant dans la précision des résultats. La taille de la fenêtre d’auscultation a fait
l’objet de nombreuses recherches ($adler et al, 1991; Du Buf et al, 1990; Baraldi et al,
(1990); Coulombe et al, (1991)). Elle dépend de l’échelle à laquelle on souhaite observer le
phénomène. Une fenêtre d’auscultation plus petite ne permettrait pas de caractériser les
textures grossières alors qu’une fenêtre plus grande ne détecterait pas les textures fines.
Woodcoock et Strahler (1987) ont montré qu’il existe une résolution optimale pour chaque
type de sol.
2.4. Réseaux de neurones
L’intelligence artificielle est en continuel développement depuis l’invention de l’ordinateur.
Il existe en effet de nombreux programmes capables de réaliser des opérations de plus en
plus complexes. Mais ils sont incapables de rivaliser avec le cerveau humain, et c’est pour
cela que de nombreuses tâches sont encore irréalisables par les ordinateurs. Le grand défi
pour l’intelligence artificielle est la notion d’apprentissage. Les ordinateurs n’ont pas cette
faculté d’apprentissage, ils ne connaissent pas le progrès si personne ne les modifie. À ce
sujet, la biologie a apporté un grand nombre d’informations sur le fonctionnement du
cerveau et des neurones. Des mathématiciens alors ont tenté de reproduire le
fonctionnement du cerveau en intégrant ces connaissances de biologie dans des
programmes informatiques, et en leur donnant la possibilité d’apprendre. Cela a commencé
en 1943 avec Mc Culloch et Pitts. Ces recherches sur les “réseaux de neurones artificiels”
ont maintenant beaucoup progressées.
Dans cette étude nous avons utilisé les réseaux de neurones pour faire la classification de
l’occupation du sol en milieu urbain de la ville de $herbrooke en utilisant une image Ikonos.
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2.4.1. Neurone
Neurone biologique
Les modèles de réseaux de neurones artificiels sont issus du fonctionnement du cerveau. Il
contient, chez l’homme, environ 10 milliards de neurones, et chacun est connecté à environ
10.000 autres neurones. On voit ainsi sa complexité étonnante. Les connexions neuronales
permettent le transfert d’informations sous forme d’impulsions électriques. Un neurone
reçoit des impulsions dc ses voisins par l’intermédiaire des “dendrites”. Si la somme des
signaux dépasse un certain seuil, il renvoie un signal vers d’autres neurones, par
l’intermédiaire de son “axone” (figure 2).
Un neurone ne se borne pas à faire passer l’information, il la filtre. L’objectif des réseaux
de neurones artificiels est donc de modéliser le fonctionnement des neurones réels et de
permettre un apprentissage.
dendrites
Figure 2. Schéma représentatif d’un neurone biologique
(Site internet: www. vieartficielle. com)
1,,
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Le corps cellulaire : il constitue l’élément principal du neurone. Il contient le noyau
cellulaire renfermant lui même le génome, c’est-à-dire l’information génétique de
l’organisme dont le neurone est issu. Ce noyau baigne dans un cytoplasme contenant une
très grande quantité de molécules, dont particulièrement les éléments de la “machinerie
cellulaire” qui permettent à la cellule de traduire ses gènes en proténes fonctionnelles.
L’axone : le prolongement cellulaire principal et c’est grâce à lui que le neurone va
transmettre les informations. A son extrémité se trouve l’arborisation terminale (= pôle
émetteur de la cellule) où se trouve un nombre plus ou moins important de terminaisons
synaptiques.
Les dendrites ils représentent le deuxième type de prolongement cellulaire et se trouvent
en grande quantité autour du corps cellulaire, c’est pourquoi on parle souvent d’arborisation
dendritique. Les dendrites constituent le pôle récepteur de la cellule et c’est à cet endroit
que vont se faire les connexions avec les autres neurones.
Les synapses c’est une jonction entre deux neurones et généralement entre l’axone d’un
neurone et un dendrite d’un autre neurone.
Neurone artificiel
Le neurone formel ou artificiel est un processeur imitant grossièrement la structure d’un
neurone biologique. Il contient plusieurs entrées et une sortie. Chaque entrée E est
pondérée par un poids Pki. La fonction de sommation est appliquée pour produire $k. La
fonction d’activation N est appliquée ensuite sur Sk. La figure 3 montre le modèle classique
d’un neurone artificiel.
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Avec:
- E : entrées du neurone (pixels d’entraînements dans notre cas)
- Pk : poids synaptique
- : activation du neurone
- Yk: sortie du neurone (pixels classifié)
-
: fonction de sortie
2.4.2. Fonction d’activation
La fonction d’activation N transforme la variable Sk en une valeur de sortie Yk. Elle joue un
rôle important dans le processus d’apprentissage. Sa formule mathématique est la suivante:
N( wkEI)
Pour que le résultat en sortie soit satisfaisant, il faut que les poids soient parfaitement
ajustés. Et comme cette condition n’est pas toujours réalisable, l’équation de la fonction
d’activation est complétée par un seuil de tolérance sur les valeurs de sortie. Soit O le seuil
E0
E1
E
Yk
Figure 3. Représentation schématique d’un neurone artificiel
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choisi; Yd la valeur désirée en sortie; alors la configuration des poids est satisfaisante si la
différence entre la valeur de sortie Yk et la valeur désirée Yu est inférieure au seuil e (Caloz
et Collet, 2001)
L’équation de la fonction d’activation devient ainsi:
Yk= N(»k E-Ø =
Trois types de fonctions d’activation sont utilisées: la fonction seuil, la fonction
partiellement linéaire et la fonction sigmoïde.
La fonction seuil: Comme son nom l’indique, la fonction seuil applique un seuil sur son
entrée. Plus précisément, une entrée négative ne passe pas le seuil, la fonction retourne la
valeur O (faux), alors qu’une entrée positive ou nulle dépasse le seuil, et la fonction retourne
la valeur 1 (vrai).
lsiSO
N(S) =
OsiS<O
Ainsi la sortie du neurone est
lsiSkO
Yk= .
O si S < O
La fonction partiellement linéaire:
1 si S 1/2
S si -1/2 >S>1/2
-1 si S -1/2
La fonction sigmoïde
La sigmoïde est la fonction la plus utilisée comme fonction d’activation. Ses propriétés sont
les suivantes
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• elle est quasi linéaire sur une grande partie. Sa pente est maximale en son centre et
faible aux extrémités. Cette propriété permet à l’algorithme de rétropropagation de
correspondre le pas d’ajustement des poids à la pente;
• elle est bornée aux grandes valeurs de SI;
• elle est continue non linéaire.
L’équation de la fonction sigmoïde est:
F(p) = 1
1 + exp(
—p)
Le perceptron:
Le perceptron, mis au point par Rosenblatt dans les années 50, est l’un des plus simples
classificateurs neuronaux. Il comporte une seule couche de neurone. Et comme son nom
l’indique, le perceptron est un modèle de l’activité perceptive. Le but du perceptron est
Cette fonction est représentée à la figure4
figure 4. Graphe de la fonction sigmoïde
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d’associer des configurations en entrée à des réponses en sortie. Le perceptron se compose
de deux couches la couche d’entrée, appelé aussi (la rétine du perceptron) et la couche de
sortie qui donne la réponse du perceptron correspondant à la stimulation donnée en entrée.
Les cellules de la première couche répondent en oui/non. La réponse ‘oui’ correspond à une
valeur ‘1’ et la réponse ‘non’ correspond à une valeur ‘O’ à la sortie du neurone. Les cellules
d’entrée sont reliées aux cellules de sortie par des synapses d’intensité variable.
L’apprentissage du perceptron s’effectue en modifiant l’intensité de ces synapses. Les
cellules de sortie évaluent l’intensité de la stimulation en provenance des cellules de la
rétine en effectuant la somme des intensités des cellules actives. Sa représentation
schématique est illustrée par la figure 5 (Davalo et Naim, 1993).
Couche d’entrée Couche cachée
Figure 5. Représentation d’un perceptron multicouche à une seule couche cachée
Ep
Couche de sortie
(Fric Davalo et Patrick Naim)
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Le processus d’apprentissage:
Le neurone (ou le réseau) adapte ses paramètres internes (les poids) afin de faire
correspondre à un vecteur d’entrée un vecteur de sortie. Ensuite, le réseau compare la
valeur calculée en sortie à la valeur désirée. Si la différence entre les deux valeurs est
supérieure à une valeur seuil fixée, une information est envoyée au système pour faire un
nouvel ajustement de ses paramètres internes. Ce processus repose sur l’algorithme de
rétropropagation du gradient défini comme suit: soit N la fonction d’ activation, x le
vecteur d’entrée, y le vecteur de sortie et i indice de neurone.
L’équation du neurone est donnée par:
x—6
L’erreur quadratique est
n
E = )
La dérivée de l’erreur quadratique par rapport aux différents poids:
6E — ( dJYi)
Du fait que la sortie i dépend uniquement des poids Wi,k, cette dérivée est nulle pour j=i. et
comme Yjd est une constante, la dérivée peut s’écrire
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8È (
___
= yi—yi )
t,
= (yj—yikN’(pj—6)
L’ajustement des poids est proportionnel au gradient:
Wk(m + 1)—wÏk(m) = —a(y—y (p1—e)
On peut écrire:
f
IWjk=
—av)1—Y JXk’ p—O
Où CL est un facteur de proportionnalité fixe.
2.5. Test d’hypothèses
2.5.1. Définition
Les tests d’hypothèses constituent un outil important pour l’évaluation et la comparaison
entre les différents types de classification. Ils se définissent comme étant la démarche qui
permet de fournir une règle de décision pour faire un choix entre deux hypothèses
statistiques (hypothèse nulle et hypothèse alternative).
L’hypothèse nulle: c’est l’hypothèse selon laquelle on fixe a priori un paramètre t une
valeur donnée. Elle s’écrit comme suit
HO : = tO
L’hypothèse alternative : c’est toute autre hypothèse que l’hypothèse nulle.
Hi :ttO
Les types de tests qu’on peut construire à partir de ces hypothèses sont résumés dans le
tableau suivant:
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Tableau 1. Types de test d’hypothèse
Types de test
Test unilatéral à gauche Test bilatéral Test unilatéral à droite
H0:=t0 H0:t=i0
H1:t<t0 H1:jij.iO H1:t>p0
2.5.2. Test Z
Il permet de tester l’hypothèse selon laquelle la variance G2 est égale à une valeur
hypothétique GO2 au seuil de signification u. Toutefois, pour ce type de test sur la variance,
il faut avoir recours à la loi de probabilité 2 (khi-deux) pour établir les règles de décision
et les valeurs critiques de la statistique qui sera utilisée pour effectuer le test. Cette loi est
attribuable à Karl Pearson (1857-1936). Elle dépend du seuil de signification Œ et du
nombre de degré de liberté t. Les valeurs de 2 sont calculées de manière telle que la
probabilité pour que 2 soit supérieure à une valeur fixe 2 est défmie comme suit:
p(2
a,p)a
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Chapitre 3
Méthodologie
Notre méthodologie se divise en deux approches principaux (figure 6): la cartographie des
types d’occupation du sol (1) sans utiliser l’analyse de texture et (2) en utilisant l’analyse
de texture. Dans chacun des deux cas nous avons utilisé deux méthodes de classification:
la méthode de maximum de vraisemblance et la méthode des réseaux de neurones.
L’évaluation des classifications a été faite à partir des données indépendantes d’évaluation
par le coefficient Kappa et le coefficient global. Les étapes de la méthodologie sont les
suivantes:
En première étape nous avons rééchantillonné l’image multispectrale et fait la superposition
avec l’image panchromatique. En deuxième étape, nous avons fait une classification par la
méthode du maximum de vraisemblance et une classification par les réseaux de neurones.
En troisième étape, nous avons appliqué les filtres texturaux : variance, contraste et
entropie sur l’image panchromatique, puis nous les avons ajouté aux bandes de l’image
multispectrale. En quatrième étape, nous avons appliqué les deux méthodes de
classification; le maximum de vraisemblance et les réseaux de neurones. En cinquième
étape, nous avons calculé la matrice de confusion et le coefficient Kappa pour faire
l’évaluation des résultats obtenus. En dernière étape, nous avons utilisé le test Z afin de
comparer les classifications utilisées.
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3.1. Site d’étude
La zone d’étude retenue pour ce projet est la ville de $herbrooke pour plusieurs raisons
d’abord, elle regroupe presque toutes les couvertures du sol d’un milieu urbain; terre boisée,
espace résidentiel, espace commercial, espace vert, forêt, eau, route. Ensuite, l’image à très
haute résolution spatiale de la ville de Sherbrooke (Ikonos) est disponible. finalement, la
proximité et la connaissance du terrain permettent une meilleure évaluation de la
classification.
L’ancienne ville de Sherbrooke est localisée au Centre Est de la région Sud de la province de
Québec. Elle est localisée entre 45°l8’ et 45°27’ latitude nord, et 71°48’ et 72°02’ longitude
ouest (figure 7). La superficie du site d’étude est approximativement 11 km x 11 km.
La ville de Sherbrooke est située en plein coeur des Cantons-de-l’Est, traversée par les
rivières Saint-françois et Magog, sur un relief composé de vallées, de collines et de plateaux.
La ville de Sherbrooke regroupe depuis le 1er janvier 2002, les villes de Sherbrooke, Rock
forest, Fleurimont, Lennoxville, Ascot et Deauville ainsi qu’une partie de Bromptonville, de
Saint-Élie-d’Orford et de Stoke.
La nouvelle ville est divisée en six arrondissements:
- L’arrondissement 1 correspond à l’actuelle ville de Bromptonville, plus le secteur
Beauvoir de Stoke, moins la partie qui est incluse dans la municipalité de Stoke, plus
une partie de l’actuelle Sherbrooke et de fleurimont.
- L’arrondissement 2 réunit l’actuelle ville de fleurimont et une partie de la ville de
Sherbrooke, moins la partie incluse dans l’arrondissement 1.
- L’arrondissement 3 correspond à l’actuelle ville de Lennoxville.
- L’arrondissement 4 comprend l’actuelle municipalité d’Ascot, ainsi qu’une partie des
villes de Rock forest et de Sherbrooke.
- L’arrondissement 5 réunit les municipalités de Deauville et de Saint-Elie-d’Orford,
ainsi qu’une partie des villes de Rock forest et de Sherbrooke.
- L’arrondissement 6 correspond à une partie de la ville de Sherbrooke.
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Figure 7. Localisation du Site d’étude (http://encarta.msn.com/)
Sain Beno
o
€Q006 Miøp
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3.2. Données
Deux images sont utilisées pour réaliser ce projet : une image Ikonos panchromatique de 1 m
de résolution spatiale et une image multispectrale de 4 bandes et de 4m de résolution spatiale
(figure 8). Ces images ont été prises le 21 mai 2001. Les traitements sont effectués sur une
image de dimension 2500x2500 pixels pour l’image multispectrale et 10000x10000 pixels
pour l’image panchromatique à l’aide du logiciel ENVI (Environment for Visualizing
Images).
La description de données est illustrée dans le tableau 2.
Tableau 2. Caractéristiques des images Ikonos
Etendue spectrale Résolution spatiale
Bandes
Bleu 0.45—0.52 4x4 mètres
Vert 0.52 — 0.60 4 x 4 mètres
Rouge 0.63 — 0.69 4 x 4 mètres
Infrarouge 0.76 — 0.90 4 x 4 mètres
panchromatique 0.45 — 0.90 1 x 1 mètres
Nous avons rééchantilloirnée l’image multispectrale à 1m pour permettre la superposition avec
l’image panchromatique. Le rééchantillonnage permet d’augmenter le nombre de pixels de
l’image, ainsi de nouveaux pixels sont ajoutés en fonction des valeurs chromatiques des pixels
existants. La méthode de rééchantillonnage utilisé est celle du plus proche voisin. Cet
algorithme a été utilisé puisqu’il conserve les valeurs de luminance de l’image originale ce qui
minimise la perte de l’information (Caloz et Collet, 2001).
— Ci
)
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3.3. Choix des classes
Conformément aux besoins et à l’utilité de la cartographie pour la gestion du milieu urbain de
la ville de $herbrooke, nous avons identifié les types de couvertures de sol suivants : bâtiment
résidentiel unifamilial, bâtiment résidentiel multifamilial, commercial, institutionnel, industriel,
parc, piscine, stationnement, route, espace vert, agriculture, terre boisée, terre abandonnée, eau
et forêt. Mais après le calcul du degré de séparabilité entre les différents types de sol et après
plusieurs essais de classification, nous avons constaté que certaines classes sont inséparables.
Nous avons donc regroupé les classes, unifamilial avec multifamilial, commercial avec
institutionnel et industriel, parc avec espace vert, stationnement avec route et sol nu, piscine
avec eau, terre abandonnée avec terre boisée.
Le degré de séparabilité entre les classes (PC) a été calculé par la distance de Bhattacharya
(Bédard, 1999; Pratt et al, 1973), définie de la façon suivante:
B= f[P(x/w1_F(x/w2)]2dx
où: B: distance de Bhaftacharya;
P(x/Wi) : distribution de probabilité de la classe 1 à la position x;
P(x/W2) : distribution de la probabilité de la classe 2 à la position x.
Le taux minimal de classification correcte est donné par l’équation suivante:
y)
où: B- distance B entre les distributions des classes j etj.
En se basant sur cette méthode, les classes ont été choisies suivant un degré de séparabilité d
comme suit:
- Si O<d<1 : très faible séparabilité, les classes sont inséparables et sont regroupées dans
une seule classe.
- Si l<d<1 .5 : faible séparabilité, les classes sont difficilement séparées.
2$
- Si 1 .5<d<1 . t bonne séparabilité, la séparabilité est possible entre les classes.
- Si 1 .9<d<2.00 : très bonne séparabilité, la séparabilité est très efficace.
Zones d’entraînement et zones de test
La qualité d’une classification est influencée par le nombre de pixels de chaque classe des
sites d’entraînement, c’est pourquoi l’importance d’un choix adéquat des sites d’entraînement.
Ce choix dépend de la connaissance du terrain et de l’expertise de l’opérateur. Quant au
nombre de pixels, il doit être au minimum lOO*N pixels, où N est le nombre de bandes
impliquées dans la classification (Swain and Davis, 197$). Les zones d’évaluation doivent être
choisi indépendamment des zones d’entraînement pour que l’évaluation soit logique et
raisonnable. La figure 9 illustre la répartition des zones d’entraînement et les zones de tests.
Zones d’entraînement
Figure 9. Répartition des zones d’entraînement et d’évaluation
Zones de test
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3.4. Application des filtres de textures
La texture est présentée comme une structure disposant de certaines propriétés spatiales
homogènes et invariantes par translation (Tonye et al., 2000 ; Unser, 1984). Nous avons
appliqué la méthode de cooccurrence développée par Haralick (1979) pour la création
d’images texturales. Dans la méthode de texture, on peut changer plusieurs indices variables
selon l’image utilisée tel que la taille de la fenêtre d’analyse, la distance de co-occurrence et la
direction des axes de déplacement (0°, 45°, 90° ou 135°). Pour réaliser l’analyse de texture,
nous avons dû choisir une valeur pour chacun de ces indices. Par contre, Marceau et al. (1989)
affirment que la taille de la fenêtre d’analyse joue un rôle plus important que la distance de
cooccurrence. Ainsi, cette dernière a été fixée à 1 pixel qui est valable pour les textures fines et
grossières (Anys et He, 1995). Pour le choix de l’orientation, Haralick (1979) a proposé
d’utiliser la moyenne des quatre orientations (0°, 45°, 90° et 135°). Cependant franklin et
Peddle (1989), ont démontré que des orientations précises permettent une meilleure séparation
entre les objets, en plus de diminuer le temps de calcul. Nous avons donc choisi l’orientation
égale à 0° (Anys et He, 1995).
3.4.1. Choix de la taille de la fenêtre
Le choix de la taille de la fenêtre est très important dans le traitement de l’analyse de texture.
En effet, d’après Marceau et al. (1989), dans une analyse de variance des facteurs «taille de la
fenêtre », «indice de texture» et «degré de quantification des niveaux de gris », 90% de la
variance du résultat de la classification dépend de la taille de la fenêtre. Or, si la taille de la
fenêtre est supérieure à l’objet, celui-ci ne sera perçu que si sa luminance est très différente de
son entourage. Et si elle est très grande le pouvoir discriminant de l’indice pour les catégories
d’occupation du sol est réduit (Caloz et Collet, 2001).
Pour résoudre le problème du choix de la taille optimale de la fenêtre, nous avons calculé le
coefficient de variance (CV) d’un paramètre donné sur l’image en fonction de la taille de la
fenêtre (Laur, 1989; Coulibaly, 2001). La taille de la fenêtre optimale est celle à partir de
laquelle la valeur du coefficient de variance commence à se stabiliser.
Le coefficient de variance est donné par la formule suivante:
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= Ecart type
Moyenne
3.4.2. Choix des paramètres
Les divers essais de texture ont donné des images résultantes (néo-canaux) parmi lesquelles
nous avons choisi les meilleures quant à la discrimination des objets sur l’image. Ce choix a
été effectué selon la méthode proposée par Narasimha et aÏ. (2002) qui consiste en une
évaluation comparative par la normalisation des niveaux de gris des segmentations des néo
canaux. Cette méthode permet de réduire au minimum la redondance dans l’information de
texture. Les étapes suivantes ont été effectuées:
• identifier les «caractéristiques» sur l’image, soient les types essentiels de couverture au
sol de la zone sur l’image;
• calculer les huit paramètres de l’analyse de texture pour chaque type de sol;
• normaliser les valeurs de niveau de gris de ces typepl en utilisant la formule suivante:
NÇ-NG
norma tse AT
max1 min
où NG est le niveau de gris de calcul du néo-canal.
Après avoir choisi les paramètres de texture, flous avons ajouté les images texturales obtenues
à la bande multispectrale. Ensuite nous avons appliqué la méthode de maximum de
vraisemblance sur l’image obtenue. Enfin, le calcul de la matrice de confusion s’en suit afin
d’évaluer la précision de la classification. Ainsi, les coefficients de Kappa et de la précision
globale ont été calculés à partir des zones d’évaluation.
3.5. Classification par la méthode du maximum de vraisemblance
Dans notre étude, nous avons utilisé la méthode de maximum de vraisemblance pour faire la
classification parce qu’elle se base sur des techniques théoriques approfondies en suivant le
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principe de probabilité conditionnelle de Bayes. De plus, elle est développée pour un grand
nombre de situations au traitement d’images (Caloz et Collet, 2001).
3.6. Les réseaux de neurones
Un réseau de neurones est un modèle de calcul ayant la conception d’un neurone biologique.
Les réseaux de neurones se basent généralement sur les méthodes d’apprentissage de type
statistique.
La fonction d’activation
La fonction d’activation des neurones doit être non linéaire, sinon le perceptron multicouche
ne ferait qu’ implanter une série de transformations linéaires, ce qui pourraient se réduire qu’ à
une seule. De plus, l’algorithme d’apprentissage du perceptron multicouche nécessite que les
fonctions d’activations des neurones soient continues et dérivables. C’est pour ces raisons que
nous avons choisi la fonction sigmoïde.
La fonction sigmoïde est caractérisée par une pente maximale en son centre et
progressivement plus faible aux extrémités. Celle forme procure un avantage pour
l’algorithme de rétropropagation de l’erreur en faisant correspondre le pas d’ajustement des
poids proportionnellement à la pente. En plus, elle est continue, non linéaire et dérivable en
tout point.
Le perceptron multicouche est un réseau orienté de neurones artificiels organisés en couches et
où l’information voyage de la couche d’entrée vers la couche de sortie. Le perceptron à une
couche est celui qui offre l’architecture la plus simple. Elle ne permet toutefois pas de séparer
entre les classes ayant les frontières non linéaires (Lippmann, 1989). Nous avons donc utilisé
un perceptron multicouche, qui contient une couche d’entrée, une couche de sortie et au moins
une couche cachée. Pour des raisons de simplicité et de temps de traitement, nous avons opté
pour le perceptron n’ayant qu’une seule couche cachée.
j3.7. Évaluation
3.7.1. Coefficient Kappa et Coefficient Global:
L’évaluation des classifications est basée essentiellement sur la comparaison avec la réalité
terrain et sur l’analyse du coefficient Kappa, du coefficient global et du test Z. Les données
utilisées pour l’évaluation sont indépendantes des données d’entraînement.
Le coefficient global s’obtient en divisant le nombre de pixels correctement classés par le
nombre total de pixels.
xii
classés
Ce coefficient ne prend pas en compte les erreurs de commission et d’omission. Cette
faiblesse est remédiée par l’utilisation du coefficient de Kappa est considéré comme le
coefficient le plus connu pour l’évaluation d’une classification
Nx11 _(x+i*xi+)
K= j1
N2 — (xi + * + i)
où: N : nombre de pixels classifiés
x11 : pixels correctement classifiés
x+i : la marge totale de colonne
xi+: la marge totale de ligne
Le classement de l’accord en fonction de la valeur du coefficient (tableau 3) est proposé
par Landis et Koch (1977).
Tableau 3 Degré d’accord et valeur de Kappa
Degré d’accord Coefficient Kappa
Excellent > 0.81
Bon 0.80
— 0.61
Modéré 0.60—0.41
Médiocre 0.40
— 0.21
Mauvais 0.20
— 0.00
Très mauvais < 0.00
3.7.2. Test Z
Définition:
La distribution Z permet de tester si la variance d’une variable est égale à une constante
spécifiée. Comme le montre la figure 10, c’est une fonction asymétrique ayant seulement des
valeurs positives. Dans notre cas, cette distribution permet de comparer entre les matrices de
confusion des méthodes de classification utilisées dans ce projet.
F(z)
Zone d’acceptation
P(D<C) =ct
Zone de rejet
P(D >C) = Œ
Z
Figure 10. Représentation graphique de la distribution Z
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où : D : écart entre les fréquences observées et les fréquences théoriques.
: risque d’erreur acceptable.
C: quantité correspondant à la probabilité P de rejeter l’hypothèse alors qu’elle est vraie.
Calcul de Z:
Z
____
—
__ __
où: k1 : Coefficient de kappa pour la première méthode
K2 : Coefficient de kappa pour la deuxième méthode
à12 : La variance de la matrice de confusion de la première méthode
OE2 : La variance de la matrice de confusion de la deuxième méthode
Calcul de 2
2( j (i—o) (1—O1X2O2 3) (1_ol)2(04 _4&2)2
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jChapitre 4
Les résultats obtenus
4.1. Choix des classes
Le degré de séparabilité entre les différentes classes prévues a été calculé suivant la méthode
présentée citée dans la section méthodologie. Les résultats obtenus montrent que certaines
classes ont un degré de séparabilité faible du fait que leurs pixels sont très homogènes. En
conséquence, nous avons choisi les classes finales suivantes dont la séparabilité est de bonne à
excellente
- Bâtiment résidentiel contient les bâtiments, les maisons, les chalets, les cités
universitaires.
- Bâtiment commercial, industriel et institutionnel bâtiment commercial contient les
centres d’achats, dépanneurs. bâtiment industriel contient les usines, les centres de
transformations. bâtiment institutionnel contient les universités, collèges, école,
garderies, centre communautaire, centres religieux.
- Route, rue et sol nu : tous ce qui n’est pas couvert par les bâtiments ou espace vert.
- Eau : contient les rivières, les lacs.
- Espace vert tous ce qui est couvert par la verdure.
- Agriculture la terre utilisée par l’agriculture.
- Terre-boisée-abondonnée : la terre non utilisé.
- Forêt espace couvert par les arbres.
jTableau 4. Le degré de séparabilité entre les différents types de sol
Résidentiel Commercial Route Eau pe Agriculture Terre Forêt
vert
Résidentiel 0.0 1.5 1.6 1.6 2.0 1.8 1.8 2.0
Commercial 1.5 0.0 1.7 1.8 2.0 1.9 1.9 2.0
Route 1.6 1.7 0.0 1.8 2.0 2.0 2.0 2.0
Eau 1.6 1.8 1.8 0.0 2.0 2.0 2.0 2.0
Espace vert 2.0 2.0 2.0 2.0 0.0 1.9 2.0 2.0
griculture 1.8 1.9 2.0 2.0 1.9 0.0 1.8 2.0
Ferre-sol nu 1.8 1.9 2.0 2.0 2.0 1.8 0.0 2.0
Foret 2.0 2.0 2.0 2.0 2.0 2.0 2.0 0.0
Zones d’entraînement
(Nbredepixels) 1107 870 1008 964 1038 749 744 1028
Du fait que le degré de séparabilité entre les classes Résidentiel, Commercial et Route et de
l’ordre de 1.5, la classification entre ces classes est difficile. Pour les autres classes nous
remarquons un degré de séparabilité supérieur a 1.6, donc la distinction entre ces classes va
être faite facilement.
4.2. La classification de l’image sans texture
Dans cette étape, nous avons utilisé conjointement l’image multispectrale rééchantillonnée et
l’image panchromatique. La classification sans texture a été effectuée en utilisant deux
méthodes différentes une classification par la méthode du maximum de vraisemblance et une
classification par le réseau de neurones. Les résultats de chaque classification seront présentés
dans les sections suivantes.
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4.2.1. La classification par la méthode du maximum de vraisemblance
Le résultat de cette classification est illustré par la figure 11. La matrice de confusion de cette
classification est donnée dans le tableau 5. Et pour montrer les résultats en détails, nous avons
présenté en détail quelques zones représentatives représentant différences claires entre les
différentes classifications (figure 12).
Tableau 5 La matrice de confusion de la classification du maximum de vraisemblance
Résidentiel Commercial Route Eau Espace Agriculture Terre Forêt Total
vert
Résidentiel 71.4 14.7 8.86 10.79 0.0 6.8 10.9 0.0 18.3
Commercial 11.5 45.2 6.71 0.0 0.0 0.0 7.0 0.0 9.0
Route 6.7 10.9 81.1 6.5 0.0 0.0 23.4 0.0 17.2
Eau 5.0 20.9 0.0 77.5 0.0 0.0 4.7 0.0 14.5
Espace_vert 0.0 0.0 0.0 0.0 100.0 0.0 0.0 2.4 14.5
Agriculture 2.2 0.0 0.0 0.0 0.0 76.0 0.0 0.0 5.2
Terre 1.5 8.2 4.3 5.20 0.0 17.1 53.9 0.0 6.8
Forêt 0.0 0.0 0.0 0.0 0.0 0.0 0.0 97.6 14.2
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Zone de test 937 963 983 1048 1055 987 986 1018
Le coefficient global obtenu est: 75.5%
Le coefficient Kappa est: 0.71
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Zone 3 : carrefour
Zone 2 pont Jacques
Cartier
Zone I université
Figure 11. Résultats de la classification par maximum de vraisemblance de
l’image issue de la superposition de l’image multispectrale et l’image
panchromatique
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Figure 12. Zones extraites de la classification par MDV sans utiliser la texture
Légende:
zone 1 (universït) zone 1 (universiré suite)
h
_____________________
zone 2 (pont Jack cartier) zone 3 (carrefour de Ï’Estrie)
Résidentiel Espace vert
Commercial Agriculture
Route Terre-abon-boisé
Eau Forêt
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Interprétation des résultats:
En comparant l’image classifiée avec la réalité du terrain nous remarquons que certains pixels
de la classe résidentielle (rouge) sont attribués à la classe commerciale (magenta) (figure 12).
Ceci est dû à la ressemblance de matériaux de construction pour les deux types de bâtiments.
Quand à la présence de pixels de la classe eau (bleu) remarqués aux alentours des bâtiments,
elle est due au fait de l’ombre car l’eau et l’ombre ont presque les mêmes valeurs spectrales
qui sont très faibles.
Le coefficient Kappa est supérieur à 70 %, et d’après la matrice de confusion présentée dans la
section de la méthodologie (tableau 5), nous constatons que la classification est généralement
bonne.
Le degré d’appartenance des pixels aux différentes classes est en général supérieur a 1.5. Ce
degré dépasse 95 % pour les classes espace vert et forêt ce qui signifie que ces deux classes
ont une précision de classification très élevée. Pour les classes route, eau, agriculture,
bâtiments résidentiels, la classification est bonne. En effet, leur degré d’appartenance dépasse
75 et est de 71% pour la classe résidentielle. Par contre, les classes commercial et terre-boisée
abondonnée ne sont pas bien classifiées (degré d’appartenance inférieur à 55%), ceci est dû à
la confusion de leurs pixels avec ceux de la classe Résidentiel.
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4.2.2. La classification en utilisant les réseaux de neurones
La figure 13 montre le résultat de la classification par la méthode des réseaux de neurones. La
matrice de confusion est représentée par le tableau 6.
Tableau 6 La matrice de confusion de la classification neuronale
EspaceRésidentiel Commercial Route Eau Agriculture Terre Forêt Total
vert
Résidentiel 75.6 13.5 8.8 3.2 1.2 2.0 7.0 0.0 14.9
Commercial 11.0 56.4 7.7 0.0 0.0 0.0 3.9 0.0 5.9
Route 7.5 10.6 79.7 5.8 0.3 0.0 13.3 0.3 15.5
Eau 1.2 10.8 0.0 90.2 0.0 0.0 4.7 0.0 15.2
Espace_vert 0.7 0.0 0.0 0M 96.3 3.4 3.1 2.1 14.5
Agriculture 1.5 2.7 0.0 0.6 0.9 82.8 7.8 0.3 7.1
Terre 2.4 6.0 4.3 0.0 0.0 9.6 60.1 0.0 12.1
Forêt 0.0 0.0 0.0 0.0 1.2 2.0 0.0 97.3 14.5
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Zone de test 937 963 983 1048 1055 987 986 1018(Nbre de pixels)
Le coefficient global obtenu est: 79.2 %
Le coefficient Kappa est: 0.76
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Figure 13. Résultats de classïfication par réseau de neurones de l’image issue de la
superposition de l’image multispectrale et l’image panchromatique
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Figure 14. Zones extraites de la classification par les réseaux de neurones sans utiliser la
Légende:
texture
j Espace vert
Agriculture
TelTe-abon-boisé
Forêt
zone 1 (université)
LI]ii
zone 1 (université suite) université
Résidentiel
Commercial
Route
Eau
44
Interprétation des résultats:
Pour la classification neuronale le coefficient global est de 79.2 % et le coefficient Kappa est
de 0.76. On peut conclure que les réseaux de neurones améliorent légèrement la précision de
la classification en milieu urbain. On remarque que les thèmes eau, espace vert, agriculture et
forêt sont très bien classifiées du fait que le degré d’appartenance des pixels est supérieur à
20%. Les autres classes présentent un degré d’appartenance moyen de l’ordre de 60 % avec le
plus faible résultat pour le thème commercial (56.2 %).
En comparant avec la réalité terrain, nous remarquons sur la figure 14 une confusion entre les
classes résidentielles (rouge) et commerciales (magenta), mais on constate une amélioration
par rapport à la classification précédente. En effet sur le site de l’université (zone 1), les pixels
représentant la classe résidentielle (en rouge) sont remplacés par des pixels de la classe
commerciale (en magenta). La même chose est remarquée sur les autres sites surtout sur le site
du carrefour de l’Estrie.
4.3. La classification en utilisant la texture
Au début de cette étape, des tests ont été effectués pour déterminer la taille optimale de la
fenêtre qui sera utilisée pour le calcul de la texture ainsi que les paramètres de texture qui
donnent une bonne discrimination entre les différents types d’occupation du sol. L’image
panchromatique a été utilisée pour produire les images de texture qui ont été ensuite
combinées avec l’image multispectrale rééchantillonnée pour faire deux classifications une
par la méthode du maximum de vraisemblance et une classification par le réseau de neurones.
Les résultats obtenus seront présentés dans les sections suivantes.
4.3.1. Le choix de la taille de la fenêtre
Le paramètre contraste a été choisi arbitrairement pour calculer le coefficient de variance de
l’image en fonction de la taille de la fenêtre. Dans ce sens, plusieurs tailles de fenêtre ont été
testées (de 3x3 à 19x19). Les résultats obtenus sont présentés dans la figure 15, où nous
remarquons que la courbe commence à se stabiliser à partir de la taille 9x9. Nous avons donc
choisi la taille de la fenêtre égale à 9x9 pour le calcul de la texture.
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Figure 15. Variation de la valeur de coefficient de varaince en fonction de la taille de la
fenêtre (paramètre contraste)
4.3.2. Choix des paramètres
Pour chaque type de couverture du sol ayant une taille de 20x20 pixels, nous avons calculé la
valeur normalisée de niveau de gris en fonction de huit paramètres de texture (moyenne,
variance, homogénéité, contraste, dissimilarité, entropie, second moment et corrélation). La
figure 16 montre les résultats obtenus.
On note sur le graphique que les paramètres 2 (variance), 4 (contraste) et 6 (entropie)
permettent une meilleure discrimination des différents types de couverture, en effet, le
paramètre variance permet une discrimination importante entre les classes foret, Résidentiel,
Route, Agriculture et Commercial. Alors que le paramètre contraste est meilleur pour les
classes Agriculture, Route et Résidentiel. Enfin, le paramètre entropie permet une meilleure
distinction entre les classes Agriculture et Route. Nous remarquons donc que ces trois
paramètres permettent la discrimination entre toutes les classes. Les canaux résultants de ces
trois paramètres ont donc été choisis pour faire la classification.
3 5 7 9 11 13 15 17 19
taille de la fenêtre
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figure 16. Variation des valeurs de NG normalisé en fonction des paramètres de texture:
moyenne (1), variance (2), homogénéité (3), contraste (4), dissimilarité (5), entropie (6),
second moment (7) et corrélation (8).
4.3.3. La classification par la méthode du maximum de vraisemblance
La figure 17 montre le résultat de la classification par la méthode du maximum de
vraisemblance. La matrice de confusion issue de cette classification est donnée par le tableau 7.
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Tableau 7 La matrice de confusion de la classification MDV de l’image texturale
Résidentiel Commercial Route Eau
Espace Agriculture Terre Forêt Total
vert
Résidentiel 81.7 15.6 1.6 5.8 0.0 1.1 1.9 0.0 14.07
Commercial 5.9 62.2 0.9 0.0 0.0 0.0 0.0 0.0 5.68
Route 5.8 7.9 96.3 0.4 0.0 0.0 0.0 0.0 13.44
Eau 5.3 7.6 1.1 93.8 0.0 0.0 0.0 0.0 13.16
Espace_vert 0.0 0.0 0.0 0.0 90.3 0.0 4.5 0.0 12.51
Agriculture 1.1 6.5 0.0 0.0 0.0 96.7 10.3 0.0 16.42
Terre 1.0 0.1 0.0 0.0 0.0 2.1 83.1 0.0 10.68
forêt 0.0 0.0 0.0 0.0 9.67 0.0 0.0 100.0 14.04
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Zonedetest 937 963 983 1048 1055 987 986 101$(Nbre de pixels)
Le coefficient global obtenu est: 84.7%
Le coefficient Kappa est: 0.81
4$
Figure 17. L’image classifiée par La méthode du maximum de vraisemblance de l’image
texturale
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Figure 1$. Zones extraites de la classification par la méthode du maximum de
vraisemblance en utilisant la texture
Légende:
zone 1( université)
zone 2 (pont Jacques Cartier
_____
Résidentiel Espace vert
Commercial Agriculture
Route Terre-abon-boisé
Eau Forêt
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Interprétation des résultats:
Avec l’analyse de texture, le résultat de la classification est meilleur par rapport à la
classification sans texture. En effet, le coefficient Kappa est supérieur à 0.8, ce qui correspond
à une excellente précision globale de la classification. Ainsi, la précision de la classification
des classes; route, eau, espace vert, agriculture et forêt est excellente du fait que le degré
d’appartenance des pixels de ces classes est supérieur à 90 %. Et nous remarquons sur la
figure 18, que la confusion entre la classe Résidentiel et la classe Commercial a été
considérablement diminuée. En effet, l’ajout de l’information spatiale à l’information spectrale
permet une meilleure distinction entre les classes ayant une ressemblance spectrale.
4.3.4. La classification par les réseaux de neurones
Le résultat de cette classification est illustré par la figure 19. Le tableau 8 donne la matrice de
confusion.
Tableau $ La matrice de confusion de la classification neuronale de l’image texturale
Résidentiel Commercial Route Eau Espace Agriculture Terre Forêt Total
vert
Résidentiel 83.7 11.1 0.7 5.3 0 1.1 2.0 0 13.7
Commercial 3.4 70.7 0.3 0.1 0 0 0 0 7.5
Route 4.8 4.7 98.3 0.2 0 0 0 0 13.1
Eau 1.4 2.0 0.5 94.4 0 0 0 0 12.7
Espace_vert 0 0.1 0 90.0 0.7 4.5 3.0 12.8
Agriculture 4.6 9.3 0 0 0.9 97.2 10.3 0 15.0
Terre 2.0 2.2 0 0 0.6 2.0 89.0 0.8 11.8
Forêt O O O 0 8.3 0 0 96.2 13.3
Total 100 100 100 100 100 100 100 100 100
Le coefficient global obtenu est: 87.9%
Le coefficient Kappa est: 0.86
51
Figure 19. L’image classifiée par les réseaux de neurones de l’image texturale
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zone 2 (pont Jacques Cartier)
Figure 20. Zones extraites de la classification par les réseaux de neurones en utilisant la
texture
Lé%ende:
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Interprétation des résultats
Avec l’utilisation des réseaux de neurones, le coefficient Kappa est de 0.86. On conclut donc,
d’après le tableau 1 (évaluation du coefficient Kappa), que la précision de la classification est
excellente. En effet, sur la figure 20 on constate une amélioration en comparaison avec la
classification précédente. D’où l’avantage des réseaux de neurones dans la classification.
4.4. Comparaison entre les différents résultats obtenus:
Le taux de confiance choisi est de 95 % ainsi la valeur de Z théorique est de 1.96.
Tableau 9 Comparaison entre la méthode de maximum de vraisemblance et les réseaux
de neurones sans utiliser la texture:
MDV RN
K 0.71 0.76
0.02 0.015
Z 1.93
On remarque que Zcaicuié (1.93) est presque égale ?t Ztheorique (1.96), ce qui entraîne que la
méthode du maximum de vraisemblance sans utiliser la texture donne des résultats presque
semblable à la méthode des réseaux de neurones sans texture. Donc l’utilisation des réseaux de
neurones est inutile dans ce cas.
Tableau 10 Comparaison entre la méthode de maximum de vraisemblance et les réseaux
de neurones en utilisant la texture:
MDV
K 0.81 0.86
2 0.02 0.004
Z 2.45
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En utilisant a texture, la valeur de Zcaicuié (2.45) est supérieure à la valeur de Zthéorique (1.96),
ce qui prouve l’importance de la méthode des réseaux de neurones par rapport à la méthode du
maximum de vraisemblance.
Tableau 11 Comparaison entre la méthode de maximum de vraisemblance sans utiliser
la texture et en utilisant la texture:
MDV sans texture MDV avec texture
K 0.71 0.81
cy2 0.02 0.02
Z 3.44
Nous remarquons dans ce cas que la valeur de Zcaicuié (3.44) est largement supérieure à la
valeur de Ztiéorique (1.96). On peut conclure donc que l’ajout de la texture à la méthode du
maximum de vraisemblance est très utile dans la classification d’un milieu urbain.
Tableau 12 Comparaison entre les réseaux de neurones sans utiliser la texture et en
utilisant la texture
RN sans texture RN avec texture
K 0.71 0.81
G2 0.02 0.02
Z 6.44
La valeur de Zcaicuié est égale à 6.44. On remarque que cette valeur est tellement supérieure à la
valeur ZtIéorique (1.96), ce qui montre l’importance de l’ajout de la texture aux réseaux de
neurones pour la classification du milieu urbain. On constate aussi que la texture ajoutée aux
réseaux de neurones est plus importante que l’ajout de la texture à une classification de
maximum de vraisemblance, du fait que Zcaiuj entre la classification par les réseaux de
neurones avec la texture et sans texture est égale à 6.44 et celui calculé entre la classification
par la méthode du maximum de vraisemblance avec et sans texture est égale à 3.44.
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4.5. Discussion
Cette étude montre que la classification avec l’analyse de texture est significativement
meilleure que la classification sans utiliser la texture. En effet, en utilisant la texture, le
coefficient Kappa est de l’ordre de 0.81 pour la méthode du maximum de vraisemblance, et de
0.26 en utilisant les réseaux de neurones. On conclut que l’ajout de la texture aux deux
méthodes de classification donne une très bonne précision à la classification du milieu urbain.
Alors que ce coefficient est de 0.7 pour la classification sans utiliser la texture, ce qui donne
une classification moins bonne. L’utilisation de l’analyse de texture a permis d’augmenter la
précision de la classification pour les classes résidentielle, commercial, route et eau. On
constate par exemple que le degré d’appartenance des pixels de la classe résidentiel sans
utiliser la texture ne dépasse pas 75% pour les deux méthodes de classification (maximum de
vraisemblance et réseaux de neurones), alors qu’il est de l’ordre de 82% et de 24 % en utilisant
l’analyse de texture. Et comparant avec la réalité terrain on constate que la confusion qui
existait entre les classes résidentiel, commercial et eau a été réduite en intégrant la texture.
Les réseaux de neurones ont donné une augmentation de l’ordre de 5% par rapport à la
classification du maximum de vraisemblance. Avec la texture le coefficient Kappa est de 0.86
en utilisant les réseaux de neurones et est de 0.81 en utilisant la classification du maximum de
vraisemblance. Sans l’utilisation de la texture, le coefficient Kappa atteint 0.76 avec la
classification neuronale alors qu’il est de l’ordre de 0.7 pour la classification du maximum de
vraisemblance. Pour comparer entre les matrices de confusion de point de vue statistique nous
avons utilisé le test Z. Ce dernier nous a permis de montrer que la différence entre les deux
méthodes de classification (MDV et RN) sans utilisation de la texture n’est pas significative et
le résultat est presque le même. Alors que, la différence entre les deux méthodes en utilisant la
texture est significative, car contrairement à la méthode du maximum de vraisemblance, la
méthode des réseaux de neurones ne requiert pas une distribution paramétrique des valeurs
spectrales.
On conclusion, on peut dire finalement que les hypothèses mentionnées dans l’introduction
sont vérifiées. En effet, l’ajout de la texture à l’image multispectrale Ikonos a donné une
précision supérieure à la classification d’un milieu urbain par rapport à la classification
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conventionnelle. En plus, l’utilisation de la méthode des réseaux de neurones pour classifier
l’image multispectrale Ikonos a donné une précision supérieure à la classification du
maximum de vraisemblance.
Avantages et inconvénients:
• CÏassficationpar maximum de vraisemblance:
Son avantage réside dans sa facilité d’application; elle se base sur une théorie mathématique
facile et pertinente. En effet, elle repose sur des calculs de probabilités qui s’obtiennent
facilement par échantillonnage de sites d’entraînement. Cependant, on reproche à cette
méthode le fait de considérer que la probabilité d’apparition est la même pour toutes les
classes, ce qui n’est pas le cas dans la réalité. En plus, cette méthode ne prend en compte que
l’information spectrale du pixel.
• Réseaux de neurones.
Les avantages des réseaux de neurones sont nombreux et on peut citer:
- la capacité d’apprentissage automatique;
- la robustesse pour faire des calculs plus complexes;
- la sensibilité aux bruits statistiques présents dans les zones d’entraînement est faible.
Pour les inconvénients:
- les réseaux de neurones appartiennent aux systèmes de boite noire, ce qui ne permet pas
de déterminer la cause des erreurs engendrées;
- la durée des traitements est plus longue que les autres méthodes de classification;
- la complexité de la méthode rend son application difficile et demande beaucoup de
temps et d’expertise.
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Conclusion
Les réseaux de neurones peuvent être très avantageux dans la cartographie des milieux
complexe comme le cas du milieu urbain. Dans ce projet, le traitement des images Ikonos a
pris beaucoup de temps, cependant l’utilisation d’une machine neuronale peut diminuer
largement ce temps de traitement. En outre, le choix des paramètres d’initialisation joue un
rôle très important pour aboutir aux bons résultats. Et du fait que le choix de ces paramètres ne
suit pas de règle mais il dépend de l’expertise de l’utilisateur, beaucoup de temps donc a été
nécessaire pour effectuer bon nombre de tests afin de fixer la valeur de ces paramètres.
Dans ce travail nous avons évalué et comparé la méthode des réseaux de neurones et la
méthode du maximum de vraisemblance avec et sans texture ; nous retenons ce qui suit:
La méthode de maximum de vraisemblance est une méthode simple mais elle ne donne pas
une bonne classification du milieu urbain. En effet, elle ne permet pas une bonne distinction
entre les bâtiments commerciaux et résidentiels
Les réseaux de neurones, malgré la complexité de leur application, ils ont donné de bons
résultats et ont permis la distinction entre les types de sols ayant de caractéristiques similaires.
Cependant, nous avons constaté qu’il n’y a pas beaucoup de différence entre les deux
méthodes pour la classification des types de sols qui sont très hétérogènes;
L’ajout de la texture aux deux méthodes (maximum de vraisemblance et réseaux de neurones)
a permet une amélioration remarquable surtout pour la méthode de maximum de
vraisemblance ;
Le test Z a permis de faire une bonne évaluation entre les différentes méthodes utilisées dans
ce travail.
Nous pouvons donc conclure que les hypothèses avancées dans l’introduction de ce travail
sont confirmées et que les objectifs sont atteints. Nous pouvons recommandé l’utilisation de la
programmation des réseaux de neurones appliqués à un milieu urbain au lieu d’utiliser les
réseaux de neurones sous un logiciel comme ENVI, ceci peut donner de bons résultats et
5$
diminuer le temps de traitement. Ainsi, l’analyse de texture appliquée dans cette étude n’était
pas complète car elle s’est fondée sur l’utilisation de seulement une taille de fenêtre, ce qui n’a
pas permis la bonne discrimination de texture de certaines classes au sol.
59
Références bibliographiques
Abdi, H. (1994) Les réseaux de neurones. Presse universitaire de Grenoble, 264 p.
Abednego, B. (1989) Apports de la télédétection à la conception de modèles de simulation en
hydrologie, Lausanne, Ecole Polytechnique fédérale de Lausanne, 220 p.
Amani, M. (1996) Étude comparée de quelques algorithmes de classification spetro-spatiale
d’images de télédétection appliqués à l’agriculture. Mémoire de maîtrise, Université de
Sherbrooke, Sherbrooke, 105 p.
Anys, H. et He, D.-. (1995) Approche multipolarisation et texturale pour la reconnaissance
des cultures à l’aide de données radar aéroporté. Canadian Journal ofRemote Sensing, vol. 21,
n°2,p. 13$-157.
Baraldi, A., Parmigiani, F. (1990) Urban area classification by multispectral Spot Images,
International Journal ofRemote Sensing, vol. 28, n° 4, p.674-680.
Bédard, F. (1999) Classification dirigée de données de télédétection radar et d’un modèle
numérique d’altitude pour la cartographie des formations meubles dans la région de J’Abitibi,
Québec. Mémoire de maîtrise, université de Sherbrooke, Sherbrooke, 86 p.
Bischof, H., W. Sclineider et A.J.Pinz (1994) Multispectral classification of Landsat images
using neural network. IEEE Transactions on Geoscience and Remote Sensing, vol. 30, p. 482-
490.
Bonn, F. et Rocbon, G. (1992) Précis de télédétection volume 1: principes et méthodes.
Presses de l’université du Québec, 512 p.
Caloz, R. et Collet. C. (2001) Précis de télédétection volume 3 : traitements numériques
d’images de télédétection. Presses de l’université du Québec, 386 p.
Coulibaly, L., (2001) Intégration de données multisources de télédétection et de données
morphométriques pour la cartographie des formations meubles: région de Cochabamba en
Bolivie (2001). Thèse de PhD, Université de Sherbrooke, $herbrooke, Canada 177 p.
60
Coulombe, A., Charbonneau, L., Broche, R. et Morin, D. (1991) L’apport de l’analyse
texturale dans la definition de l’utilisation du sol en milieu urbain. Journal canadien de
télédétection, vol. 17, n° 1, P. 46-55.
Dandjinou, H., (2001) Problématique des espaces urbains dans la MRC de la région
Sherbrookoise en 2001 et 2006, approche géomatique. Mémoire de maitrise, Université de
Sherbrooke Sherbrooke, 6$ p.
Davalo, E., Naim, P. (1993) Des réseaux de neurones, p.232
Dreyer, P. (1993) Classification of land cover using optimized fleurai nets on Spot data,
Photogrammetric Engineering and Remote Sensing, vol. 59, p.6l7-62l.
Du Buf, J.H.M., Cardan, M., Spann, M. (1990) Texture feature performance for image
segmentation, Pattern Recognition, voi.23, n° 3, p.291-309.
Ducros-Gambart, D. et Rakariyatham, P. (1984) Méthode de classification
multidimensionnelle (spectrale et texturale) appliquée à des images satellites, Colloque
Traitement synthèse, Technologie et Applications, Proc. 1er, p. 593-598.
Franklin, S.E. and Peddle, R.D. (1989) Spectral texture for improved class discrimination in
complex terrain. International Journal of Remote Sensing, n° 10, P.1 437-1443.
Gastellu, J.P. (1985) The use of Texture for Digital Data Analysis, Remote Sensing
Végétation studies, Training Course, BOGOR, Indonesia, p. 30-56.
Gong, P., Marceau, D. and Howarth, P.J. (1992) A comparaison of spatial feature
extraction algorithms for land use classification with SPOT HRV data. Remote sensing of the
environnement, vol. 40, pp. 329-339.
Gordon, D.K. et Phulipson, W.R. (1986). A texture enhancement procedure for separation
orchard from forest in thematic mapper data, International journal of remote sensing, vol.?,
no.2, p. 3-13.
61
Haralick, R.M., Shanmigam, K., Dinstein, I. (1973) Texturai features for image
classification, IEEE Transactions on systems, Man and Cybernetics, $MC- 3, 6, p.6Ï 0-621.
llaralick, R.M. (1979) Statistical and structural approaches to texture. Proceedings of the
IEEE, vol.67, n°5p 786-$04.
Kabir, S. (2003) TexturaI analysis for urban class discrimination using IKONO$ imagery.
Mémoire de maîtrise. Université de Sherbrooke. Sherbrooke. $4 p.
Landis J.R., and Koch G.G. (1977) The Measurement of Observer Agreement for
Categorical Data, Biometrics, 33, 159-174.
Laporte, J.M. (1983) Étude de la texture sur des similations d’images du satellite de
télédétection SPOT. Thèse de doctorat, Université de Paris VII, 173 p.
Laur, H. (1989) Analyse d’images radar en télédétection: Discriminateur radiométriques et
texturaux. Thèse de doctorat, université Paul Sbatier, n°403, Toulouse, 244 p.
Lippmann, R.-P. (1989) Review of neuronal networks for speech recognition, volume 1
Marceau, D., Howarth, P.J. et Dubois, J.-M.M. (1989) Automated texture extraction from
high spatial resolution satellite imagery for land-cover classification: concepts and application.
IGAR$$ ‘89 et symposium canadien sur la télédétection, Vancouver, 10-14 juillet, vol. 5,
p 2765-2768.
McCulloch, W.S., Pitts, W. (1943) A logical calculus of the ideas immanent in nervous
activity,. Bulletin ofmathematical biophysics, volume 9, pp. 127-147
Narasimha Rao, P.V., Sesha Sai, V. R., Sreenivask, K., Krishina Rao, M. V., Rao, B. R.
M., Dwivcdi, R.S. and Venkataratnam, L. (2002) Texturai analysis of IRS- 1 D pancbromatic
data for land cover classification, International Journal of Remote Sensing, vol. 23, no. 17, p.
3327—3 345.
62
Pratt, W.K., Faugeras, O.D. and Gagalowicz, A. (1973) Visual Discrimination of stochastic
texture fields. IEEE Transactions on Systems, Man and Cybernetics, vol. 8, no 11, pp. 796-
804.
Richards, J.-A., et Jia, X. (1998) Remote sensing digital image analysis, p. 363.
Swain, P.-H. and Davîs, S.-M. (1978) Remote sensing: The quantitative approach. McGraw
Hill, New York.
Sadier, G.J., Barnsley, M.J., and Barr, S.L. (1991) Information extraction of remotely
sensed image for urban land analysis, bruxelles, 2nd European conference on geographical
international systems, p.955-964.
Showengerdt, R.A. (1983) Techniques for image processng and classification in remote
sensing, Orlando, Academic Press.
Tonye, E. Akono, A., et Nyoungui, A.-N. (2000) Le traitement des images de télédétection
par l’exemple, 179 p.
Ulaby, F.T., Kouyate, F. and Brisco, B. (1986) Textural Information in SAR Image. IEEE
Transactions on Geoscience and Remote $ensing, GE-24, p. 23 5-245.
Unser, M. (1984) Description statistique de texture : application à l’inspection automatique, thèse
de doctorat, Ecole Polytechnique Fédérale de Lausanne, 201 p.
Woodcoock, C.E., Strahier, A.H. (1987) The factor of scale in remote sensing, Remote
sensing ofenvironment, n°21, p. 3 11-332.
Zhang, Y. (1999) Optimization of buildind detection in satellite images by combining
multispectral classification and texture filtering. ISPRS Journal of Photogrammetry and
Remote Sensing, vol. 54, p. 50-60.
