This paper considers the problem of estimating fixed effects, random effects and variance components for the multi-variate random effects model with complete and incomplete data. It also considers making inference about the fixed and random effects, a problem which requires careful consideration of the choice of degrees of freedom to use in confidence intervals. This paper uses the EM algorithm to maximise the hierachical likelihood (HL). The HL estimates are often the same as the REML and Bayesian-justified estimates in Shah, Laird, and Schoenfeld (1997) . A key benefit of the h-likelihood approach is its simplicity-it doesn't require integrating over the random effects or use of priors for its justification. Another benefit is that all inference can be made within a single framework. Extensive simulations show: that the h-likelihood approach is significantly more accurate than the well-known ANOVA approach; the h-likelihood approach often recovers a lot of the information lost through missing data; the h-likelihood approach has good coverage properties for fixed and random effects that are estimated using small samples.
Introduction
The multivariate random effects model (MVEM) is a common way to analyse group-level and individual or observation-level effects. For example, the variance components of the MVEM give an insight into the relative importance of institution and individual on examination performance (e.g. Yang, Goldstein, Browne, than the ML framework, particularly for mixed models. The HL approach to the missing data problems for generalised linear mixed models were subsequently explored by Yun, Lee, and Kenward (2007) . The HL approach in Yun et al. (2007) characterises the missing data and the random effects to be parameters to be estimated, while using the profile likelihood to make a REML-type adjustment to account for the number of parameters in estimates of the variance components.
They do not consider the MVEM, which is the focus of this paper.
For the MVEM, we show that the HL estimates have the same form as the REML estimates of the fixed effects and the between-group variance as well as the BLUP of the random effects. When accounting for missing data within the HL framework, an EM algorithm is used to replace the missing data with their expection conditional on the observed data and the loss of accuracy is accounted for using a method typically applied in the context of ML; this approach is interesting in that it combines features of both ML and HL, whereas they are often seen as alternatives in the literature. In addition, this paper shows that inferences about the fixed and random effects using the HL approach (and so the REML estimates of the fixed effects) are theoretically valid if the probability that an observation is missing only depends upon the observation's group-level effects (e.g. if the probability depends on the observation's non-missing values, inferences are theoretically invalid). This paper also evaluates the accuracy and coverage of estimates of fixed and 3 random effects; this paper pays particular attention to the degrees of freedom used to construct confidence intervals, which is particularly important in small samples.
Sections 2 and 3 consider the multivariate random effects model for the complete and incomplete data cases, respectively. Section 4 evaluates the HL approach in a simulation study. Section 5 makes some concluding remarks.
2 Multivariate Random Effects Model with Complete Data
Fixed and Random Effects
Define y ij = (y ij1 , . . . y ijk , . . . y ijK ) to be the complete data about K variables from observation i in group j, where k = 1 . . . , K, i = 1, . . . , n j , j = 1, . . . , J and n = Σ j n j . Let y * = (y 11 , y 21 , . . . , y ij , . . . , y n J J ) be the M column vector obtained by stacking the y ij s. Here we denote the complete data by d c . Throughout this paper we assume the sampling process that lead to y * can be ignored (see Chambers and Skinner (2003) ). Assume the data follow the model
where q is an M xK design matrix, µ is the K column vector of means with element µ k (allowing for an unequal number of variables, say K i , per observation is straight-forward). Define b j = (b j1 , b j2 , . . . b jk , . . . , b jK ) to be a vector of random 4 effects for group j and therefore that
vector, where T = JK. The design matrix for the random effects is given by Z * , an M xT matrix with element (m, t) equal to 1 if the mth element of y * is subject to random effect j and zero otherwise, and t = 1, . . . , T . In terms of a randomised trial, for example, q could indicate different experimental conditions and b could indicate measurement errors associated with different clinics used in the trial. The vector of residuals is e * = (e 11 , e 21 , . . . , e ij , . . . , e n J J ) , where
. . e ijK ) and e ijk = y ijk − µ k − b jk .
We assume the random effects, b j to be
vector of zeros and we denote
We also assume the residuals, e ij , are N (0 K , Σ w ) and we denote Σ w = (σ w,kk ). Given the e ij s are independent e * is N (0 M , V w ) where V w = I n ⊗ Σ w . It then follows that V = V ar(y * ) has block-wise elements
where 0 KK is a KxK matrix of zeros. Other variance structures for (2) can be considered, say by replacing 0 KK by a parameter of some sort (see Shah et al., 1997) . The joint distribution of y * and b (see Nelder J., 1996 and Robinson, 1991) can be factorised as
with HL
The corresponding score equation for Γ = (µ, b), obtained by differentiating (4) with respect to Γ, is
The HL estimate of Γ, denoted byΓ = (μ ,b ) , is obtained by solving Sc(Γ; d c ) = 0. The solution iŝ
The expected information referred to as hinfo, matrix of Γ using d c , obtained by twice differentiating (4) with respect to Γ, is given by
It is easy to show, essentially using the same argument in Lee et al. (2006) (see pp. 157-8) that H −1 c in (7) gives a valid estimate of the variance of Γ. The 6 estimators in (6) are the same as in Shah et al. (1997) .
The next section discusses estimating V w and V b .
Dispersion Parameters
Let Σ = (Σ w , Σ b ). For estimation of Σ, consider the adjusted likelihood
The second term in (8) is essentially a degrees of freedom adjustment for the estimation of Σ that accounts for the fact that Γ, which includes the fixes and random effects, are parameters that must be estimated. The adjusted profile likelihood (Patterson & Thompson, 1971 , Cox & Reid, 1987 and Lee & Nelder J., 1996 is Patterson and Thompson (1971) shows that use of (9) requires thatΣ andΓ are orthogonal. This requirement is met by noting that ∂ 2 h P,c / ∂Γ∂Σ = 0.
Let Σ w have elements φ r and Σ b have elements α s . The score equation for φ r is
The score equation for α s is
where
We now introduce notation. Define { r m j } 
is the j th diagonal block of K c corresponding to the random effects in group j and
respectively, whereĝ =B −1 A with j th diagonal block denotedĝ j of dimension KxK, is the same as in Shah et al. (1997) .
An alternative method for estimating Σ w and Σ b is ANOVA (see Chambers & Skinner, 2003, chapter 20) . The ANOVA estimators in the balanced case (n j =n for all j) areΣ
We show in simulations that the HL approach is clearly preferred to the ANOVA approach with complete data.
Estimation
The estimation procedure based on d c involves:
from (6) usingΣ
from (12) and (13) usingΓ
4. Repeating 2 -3 until convergence. 9 5. Calculating H c .
Multivariate Random Effects Model with Incomplete Data
Define a Kxn matrix M with elements indicating whether the kth variable is missing for the i th observation in group j. Let M be some function of a parameter ζ. We define the data to be Missing at Random Within Groups (MARWG) (also called the selection model of Diggle & Kenward, 1994) if
where y * obs are the observed elements of y * . This means the probability that an observation's variable is missing depends upon its observed variables and its group effects. The data are Missing Completely at Random Within Groups (MCARWG) (a special case of the selection model)
This means the probability that an observation's variable is missing depends on its group effects. The data are Missing Completely at Random (MCAR) (see Rubin & Little, 1987) if
Under MCAR analysis using only the complete cases (i.e. observations for which there are no missing variables) leads to unbiased estimation and inference.
If the data are MCARWG or MARWG, using only complete cases leads to biased estimation and inference. The MCAR, MCARWG and MARWG factorisations mean we can ignore the factors p(M; ζ), p(M | b; ζ) and p(M | y * obs , b; ζ) respectively and we are essentially still maximising (3).
Fixed and Random Effects
Consider an observed sample set, d o , which arises from subjecting d c to a missing data mechanism. One key result of Breckling, Chambers, Dorfman, Tam, and Welsh (1994) is that the ML estimate of θ based on d o is obtained by solving
where E dc|do is the expectation with respect to the complete data d c conditional on the incomplete data d o and Sc (θ; d c ) is the score function for θ based on d c .
Here we assume the distribution of the data is defined by (1). In fact we only need assume that the distribution of the missing data given the observed data follows a normal distribution (see below). The result (15) for the likelihood is applied here for the HL, in line with assersion of Lee and Nelder J. (1996) that the the h-likelihood is the fundamental likelihood.
It follows that the HL estimate of Γ based on d o , denoted byΓ, is given by
, where
where w·ij Σ w·ij (k), Σ w·ij is Σ w after removing the rows and columns corresponding to the missing data items for observation i in group j, Σ w·ij (k) is the k th column vector of Σ w·ij , and e obs,ij is subset of e ij corresponding to the observed elements of y ij .
Another key result of Breckling et al. (1994) is that the observed information for the ML estimate of a parameter θ under d o , and adopted here for the hierachical estimate of θ, is
The second term in (17) represents the loss of information due to observing d o rather than d c . Using (17), as well as (5) and (7), the observed information ofΓ,
and Σ w·ij is obtained by sweeping the observed variables for observation i in group Above the missing data are treated as unobserved variables, as is the case with the ML approach, not as parameters to be estimated. This is why only the Hessian matrix for the fixed and random effects appear in the second term of the profile likelihood of (8). As the hierachical approach in Yun et al. (2007) treats missing observations as parameters to be estimated, the missing data also appear in the Hessian matrix. For the MVEM this is really only a minor point of difference.
13

Dispersion Parameters
The HL estimates of the dispersion parameters from the observed data, denoted
The HL estimate of Σ w under d o is theñ
whereẽ ij is a vector with kth elementỹ ijk −μ k −b jk ,b = (b jk ) has the same form asb except that y ijk is replaced byỹ ijk andg j has the same form asĝ j except thatΣ w andΣ b are replaced withΣ w andΣ b (Σ b is defined below). This is justified since, from (13),
Similarly, an estimate of
o corresponding to b, andK c,j has the same form as K c,j except that Σ is replaced withΣ. This is justified since, 
Estimation
The estimation procedure based on d o involves:
1. Initialising Σ, denoted by Σ (0) , by the identify matrix.
2. CalculatingΓ (t) from (21) and (20) usingΣ
3. CalculatingΣ 
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This study considered each of the 4 possible combinations ofn and v to generate complete data. For each of these 4 combinations, 1200 complete data sets were randomly generated. From each set of complete data, the data were simulated to be either MCARWG and MARWG, as described below.
Data were simulated to be missing so that whenn = 6 (10), only 3 (4) of the 6 (10) observations in each group were complete.
When the data were MCARWG andn = 10, the six incomplete observations per group were missing y 1 , y 2 , y 3 , (y 1 , y 2 ), (y 1 , y 3 ), and (y 2 , y 3 ). Whenn = 6, the three incomplete observations were missing y 1 , y 2 , and (y 2 , y 3 ). The observations selected to be incomplete were made completely at random.
When the data were MARWG the incomplete observations per group were missing either y 2 or y 3 (but not both). The probability that observation i in group j was incomplete was proportional to |y ij1 |/|Σn i y ij1 |. If an observation was determined to be incomplete, y 2i or y 3i (but not both) was randomly chosen to be missing.
With complete data we estimate Σ using ANOVA (see 14) and HL (see (12) and (13)). With incomplete data we estimate Σ by the ANOVA method using only the complete cases (i.e. observations for which all variables are observed) and by the HL method with complete and incomplete cases (see section 3.3).
Each estimate of Σ just mentioned is substituted into (6) to give a corresponding estimate of Γ for the ANOVA and HL methods.
The MSE of the estimatorθ, is M SE(θ) = 1200
2 where θ is known andθ g is the estimate of θ from the g th simulated data set, where g = 1, . . . , 1200.
Define the Relative MSE (RMSE) ofθ by
where M SE(θ AC ) is the MSE of the ANOVA estimator with complete data (AC). Tables 1 and 2 give the RMSE for HL with complete and incomplete data and
ANOVA with complete cases (ACC).
It is important to note that ANOVA gives unbiased estimates of Σ b only if the probability that it gives infeasible values (e.g. negative diagonals) is zero ( if AC gives infeasible values 70% of the time its bias would be 70%-assuming it is unbiased when it gives feasible values. This situation was more severe for ACC than for AC (see tables for details). This means, as a general approach, ANOVA performed poorly. Nevertheless, to make ANOVA competitive, AC and ACC estimates of Σ and Γ from the g th simulated data set were only included in their coverage and MSE calculations if the estimate of Σ b was feasible. This should be kept in mind when analysing the tables. We note that HL estimates of the diagonals of Σ b were always positive and so estimates from all 1200 simulated data sets were used its MSE calculation.
With complete data, the RMSE of estimates of Σ from HL are close to 100 when v=1. This means the MSEs for HL and ANOVA estimates of Σ are close in this case. When v=0.1, the HL is slightly more efficient than ANOVA when estimating Σ w , but can be significantly more efficient when estimating Σ b . In particular, the MSE of HL can be half that of AC.
With incomplete data, the results show that ACC has the highest RMSEs. This is especially the case when the data are MARWG, in which case ACC is biased. The RMSEs for HL are substantially smaller than ACC. Despite the considerable amount of missing data, the RMSEs for HL with incomplete data is often not much larger than HL with complete data. The RMSEs for HL did not depend greatly upon whether the data were MCARWG or MARWG. Tables 3 and 4 give the coverage properties for Γ. Whether for ACC , AC or HL, the coverage of the confidence intervals based on the t-distribution were very sensitive to the choice of the degrees of freedom, v and n j . A range of options were considered for the degree of freedom (e.g. df (µ k ) = J −1 and df (b jk ) =n−1) but most performed poorly. The most promising choices for the degrees of freedom, based on trial and error, are discussed below.
The degrees of freedom for the t-distribution used to construct confidence 
The term in the square brackets is often referred to as the design effect in survey sampling (see Chambers & Skinner, 2003) . The design effect measures the increase in variance of an estimate, or the equivalently decrease in sample size, due to the fact that each observation is not independent. If the sample was selected by Simple Random Sampling or ifΣ b = 0 KK then the term in the square brackets would be 1 and df (μ k ) = n; this effectively means the n observations are independent.
In the present case, the design effect will be greater than 1 meaning df (μ k ) < n.
The degrees of freedom for HL, df (μ k ), is the same as above except that V ar(μ k )
is replaced by V ar(μ k ). From the form of df (b jk ) it is apparent that no explicit attempt is made to account for the loss in the degrees of freedom due to missing data.
The coverage for the AC and HL were reasonably close to the nominal value of 95%. When the data are MARWG, ACC estimates are biased, leading to coverage rates varying far from their nominal values.
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This paper proposes a method for estimating the fixed effects, random effects and the variance components for both a multi-variate random effects model with complete and incomplete data. This paper uses the EM algorithm to maximise the hierachical likelihood and shows that it equivalent to the REML approach of Shah et al. (1997) . A key benefit of the h-likelihood approach is its simplicity-it doesn't require integrating over the random effects or use of priors for its justification. Simulations show the h-likelihood approach is significantly more efficient than the well-known ANOVA approach at estimating the variance components.
The ANOVA is unstable in that it often gives values for the between-group variance, especially when the the between-group variance is a tenth the size of the between-observation (or individual) variance. Even when ignoring this major draw-back, ANOVA is inefficient compared with the HL approach, particularly when estimating the between-group variation and the random effects. Allowing for missing data is straight-forward and avoids the complexities associated with integration, commonly used to handle missing data in mixed models. The paper suggests a way of choosing the degrees of freedom to support good coverage rates in small samples.
A.2 Estimate of Σ b
From the first term in (11) 
