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We investigate the origin of the volume change and magnetoelastic interaction observed at the
magnetic first-order transition in the magnetocaloric system La(Fe1−xSix)13 by means of first-
principles calculations combined with the fixed-spin moment approach. We find that the volume of
the system varies with the square of the average local Fe moment, which is significantly smaller in
the spin disordered configurations compared to the ferromagnetic ground state. The vibrational den-
sity of states obtained for a hypothetical ferromagnetic state with artificially reduced spin-moments
compared to a nuclear inelastic X-ray scattering measurement directly above the phase transition
reveals that the anomalous softening at the transtion essentially depends on the same moment-
volume coupling mechanism. In the same spirit, the dependence of the average local Fe moment on
the Si content can account for the occurence of first- and second-order transitions in the system.
I. INTRODUCTION
Cooling and refrigeration constitutes a significant part
of the world wide energy consumption. New concepts
for cooling based on solid state materials exploiting
magneto-, electro-, elasto- and barocaloric processes pro-
vide a viable alternative to the prevailing gas-compressor
schemes [1–3]. Based on a century-old idea, research on
materials for refrigeration by adiabatic demagnetization
has recently gained significant attention due to its re-
alistic perspective for application in room temperature
devices [4–6]. Apart from the classical Gd5Si2Ge2 [7]
and α-FeRh [8], which are too expensive for bulk appli-
cations, and NiMn-Based Heusler-alloys, which are still
on an exploratory level, La(Fe1−xSix)13 [9, 10] and Fe2P-
based [11, 12] compounds are currently the most promis-
ing candidates for practical application (see [13–17] for
recent reviews).
As a ternary system, LaFe1−xSix undergoes a ferro-
magnetic (FM) to paramagnetic (PM) phase transition
with a Curie temperature TC significantly below room
temperature. For application purposes, however, TC can
be shifted to ambient conditions by adding substitutional
elements like Co or by loading with interstitial Hydro-
gen together with subtitutional Mn [18–21]. For the
knowledge-based optimization of these materials, a basic
understanding of their intrinsic properties on the elec-
tronic scale is of fundamental importance. This includes
first-principles calculations of the electronic structure of
ternary and quaternary compositions [22–30], Mo¨ssbauer
spectroscopy for the magnetic properties [23, 31, 32],
structural properties from neutron diffraction [33, 34] and
even spin wave stiffness or Debye temperature from mea-
surements of the low temperature specific heat [35]. Thus
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apart from materials engineering such as optimization of
microstructure and thermodynamic properties, a large
amount of efforts has been dedicated to fundamental re-
search. Indeed, it has been revealed early, that the tech-
nologically interesting first-order phase transition tran-
sition observed at low Si content is caused by itinerant
electron metamagnetism [36, 37], i. e., the competition of
two metastable magnetic states of the Fe atoms. These
are associated with a large change in unit cell volume
of about 1 % for a Si content of x= 1.5 measured at TC,
which is consequently accompanied by a large barocaloric
effect [38].
In addition to improving the intrinsic properties, which
are directly relevant for the magnetocaloric effect, such
as the adiabatic temperature change ∆Tad, the isother-
mal entropy change ∆S or the magnetization change
∆M , another important target for materials optimiza-
tion is reducing the hysteresis at the first order transition
[14, 39, 40]. The large volume change ∆V is believed to
play an important role in this respect, as it establishes
an additional obstacle for the propagation of the inter-
face between the FM and the PM phase and is thus likely
associated with energy dissipation. ∆V reduces signifi-
cantly when the FM-to-PM transition becomes second-
order upon increasing the Si content [41, 42]. Simulation
of the transition behavior of La-Fe-Si based on empirical
modelling suggests that this is related to the strength of
the intrinsic magnetoelastic coupling [43], which is sensi-
tive to the composition.
First-principles computations of the Fe-projected vi-
brational density of stated (VDOS) in the FM and PM
state were found to be in excellent agreement with re-
sults obtained by nuclear resonant inelastic X-ray scat-
tering (NRIXS), and characteristic changes in the VDOS
across TC were shown to originate from the itinerant
electron metamagnetism associated with Fe and from
pronounced magneto-elastic softening in the Fe subsys-
tem in the PM state [44]. The results demonstrate that
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2significant changes occur in the Fe-projected VDOS of
LaFe11.6Si1.4 when the sample is heated from the low-
temperature FM state to the high-temperature PM state.
In particular, a distinct phonon mode at a phonon en-
ergy of about 27 meV that exists in the FM state is com-
pletely quenched in the PM state. The combination of
theory and experiment shows that the entropy change at
the phase transition is connected to cooperative contri-
butions from magnetism, lattice and electronic structure,
which all have the same sign. In turn, previous modelling
approaches and thermodynamic analysis of experimental
data, achieve good agreement based on the assumption
of a competition between magnetic and lattice degrees
of freedom [42, 45, 46]. This implies that the common
decomposition of the entropy change into essentially in-
dependent degrees of freedom is insufficient and neglects
unknown, but potentially important coupling terms in-
volving appropriate combinations of the state variables.
A necessary prerequisite for an appropriate analytic for-
mulation of such terms is a detailed understanding of the
coupling mechanisms between the microscopic degrees of
freedom.
The purpose of the present contribution is to give
a detailed account on the interplay of electronic, mag-
netic and vibrational degrees of freedom in La-Fe-Si
from parameter-free first-principles calculations. We
will present the site-resolved magnetic moments of Fe
as a function of the total magnetization and Si con-
tent and relate this to features in the electronic struc-
ture, which were recently made responsible for the pro-
nounced changes in vibrational properties at TC. We will
prove by comparing the vibrational density of states from
first-principles calculations involving a hypothetical FM
state with constrained magnetization and corresponding
NRIXS data obtained directly above TC that spin disor-
der is not directly involved in the magnetoelastic coupling
mechanism. Finally, our work will demonstrate that – for
the ternary system – the magneto-elastic coupling mech-
anisms leading to improved intrisic magnetocaloric prop-
erties are also responsible for the volume change and thus
potentially increase thermal hysteresis at the same time.
II. METHODOLOGICAL DETAILS
A. Primitive cell representation
The unit cell of LaFe13−xSix contains 112 atoms ar-
ranged in a cubic structure with Fm3c symmetry (space
group 226) and Cartesian basis vectors, as shown on the
upper panel of Fig. 1. The La atoms occupy the (8a)
Wyckoff positions, while Si is found in the (96i) sites.
Two chemically different types of Fe exist. FeI is found
on the (8b) positions, while FeII shares with Si the (96i)
sites [31, 34, 47] . The 112 atom unit cell is large enough
for a random placement of Si on the (96i) sites to gener-
ate sufficiently accurate statistics for practical purposes.
Consequently, we used such configurations for benchmark
FIG. 1. Lattice structure of cubic LaFe11.5Si1.5 with space
group 226 (Fm3c). La (purple spheres) resides on the 8a
Wyckoff position, FeI (bright blue) on 8b, while FeII (dark
blue) and Si (yellow) share the 96i sites. In the calcula-
tion, a pseudo-disordered configuration was used, where Si
resides on specific 96i site such that rhombohedral symmetry
(space group 146) is retained. Top panel: Unit cell with 112
atoms and Cartesian basis as used in the calculations. Bot-
tom: Primitive cell with two formula units (28 atoms) and fcc
basis vectors.
purposes and for testing the dependence of magnetism
on chemical composition. However, to accurately assess
the lattice dynamics, which is a central aspect of the
present work, we need a multitude of single calculations
according to the lack of configurational symmetry. In
an extended large supercell this easily exceeds current
computational capabilities.
Previous approaches have off-stoichiometric 1:13
phases either by placing Si on the (8b) sites [25] – which
is incorrect from the crystallography point of view but
retains the symmetry – or use an analytic description of
disorder within the virtual crystal or the coherent poten-
tial approximation [27, 30]. All of these approaches take
full advantage of the high cubic symmetry with three in-
equivalent lattice sites. In the latter cases, a relaxation
of the structure with respect to interatomic forces is not
feasible anymore, which effectively prevents the calcula-
tion of a vibrational properties, while in the former case,
the vibrational properties of Si, which is now residing in
the center of the icosahedral cage instead of being at the
edges, may not be reproduced accurately anymore.
There is, however, another possibility to represent the
NaZn13 structure in a compact 28 atom primitive cell
3with a fcc basis. If one appropriately chooses 3 of the 24
original (96i) sites to be occupied with Si, one can retain
at least rhombohedral symmetry (space group 146, R3),
see the bottom of Fig. 1. This leads to a nominal compo-
sition of LaFe11.5Si1.5 with 12 inequivalent lattice sites,
i. e., two La plus two FeI, each singly occupied and one Si
plus seven FeII sites, being three-fold occupied, each. The
disadvantage is that one treats a pseudo-ordered com-
pound, where artificial correlations in the elemental dis-
tributions exist which may alter the result. It is impor-
tant to mention that despite the rhombohedral symmetry
of the cell no significant deviation in the angles between
the lattice vectors were found. Thus, all configurations
considered here can be described by cubic fcc-type lattice
vectors.
B. Computational details
The parameter-free first-principles calculations were
carried out in the framework of the density functional
theory (DFT) [48], which yields, in principle, the ground
state properties of a system as total energy, electronic
structure, magnetic moments and interatomic forces from
the knowledge of atomic position and the number of elec-
trons only. In practice, additional approximations are
necessary which involve technical parameters, which are
given below.
We made use of the Vienna Ab-initio Simulation Pack-
age (VASP) [49] which is efficiently parallelized allowing
for the treatment of large supercells on massively paral-
lel computer hardware [50]. VASP achieves an excellent
compromise between speed and accuracy by describing
the wave functions of the valence electrons using a plane
wave basis set while taking advantage of the projector
augmented wave (PAW) approach [51], which takes care
of the interaction with the core electrons. For the ac-
curate description of structural properties of ferrous sys-
tems, the use of the generalized gradient approximation
(GGA) for the representation of the exchange-correlation
functional is mandatory. As in our previous ab initio
study for ordered Fe3Pd [52], we used the PW91 formu-
lation by Perdew and Wang [53, 54] in connection with
the spin interpolation formula of Vosko, Wilk and Nusair
[55]. We calculated in the scalar-relativistic approxima-
tion with a collinear spin setup. A detailed comparison
of the PW91 PAW potentials with PBE potentials [56]
and full potential calculations with both GGA function-
als can be found in Ref. [52] for the case of Fe3Pd. We
used a valence electron configuration of 5s25p65d16s2 for
La, 3d74s1 for Fe and 3s23p2 for Si. The correspond-
ing cutoff for the electronic structure calculations was
Ecut = 335 eV. For the structural optimizations (cell pa-
rameter and atomic positions) in the 28 atom cell we used
a k-mesh of 7×7×7 Monkhorst-Pack grid which yields
60 k-points in the irreducible Brillouin zone (IBZ) and
a finite temperature smearing according to Methfessel
and Paxton [57] with a broadening of σ= 0.1 eV. For
the structural optimization in the disordered 112 atom
cell, we restricted to a 2×2×2 Monkhorst-pack k-mesh.
The self-consistency cycle was stopped when the differ-
ence in energy between two consecutive cycles fell below
10−7 eV. The optimized structures had residual forces of
less than 5 × 10−3 eV/A˚. To obtain an accurate account
on the electronic structure, the calculations in the 28
atom cell were followed by a single step without relax-
ation carried out with a Monkhorst-Pack k-mesh of up
to 13×13×13 (371 points in the IBZ) and the tetrahe-
dron method with Bloechl corrections [58]. Forces and
pressure were checked to remain small. For the presen-
tation in the main article, the electronic density of states
(DOS) generated from these data were again convoluted
with a Gaussian broadening with σ= 0.1 eV in order to
highlight the most important features.
C. Calculating the vibrational density of states
The theoretical determination of the vibrational den-
sity of states (VDOS) is based on the so-called direct or
force-constant approach [59–61]. The dynamical matrix
is obtained from the Hellman-Feynman forces resulting
from small atomic displacements of selected atoms, one
at a time. The number of displaced atoms and their di-
rection depends on the crystal symmetry space group.
For the FM and PM configuration a minimum of 28
individual displacements are required to construct the
force-constant matrix, which is Fourier-transformed to
obtain the dynamical matrix. Its eigenvalues establish
the phonon dispersion relations and the vibrational den-
sity of states. The corresponding analysis was carried out
with the PHON code written by Dario Alfe` [62], which
also generated the necessary displacements. Similar first-
principles calculations for Ni2MnGa have reached excel-
lent agreement between theory and experiment [63–65].
For the DFT part, we used the minimum supercell
of 2×2×2 primitive cells, containing 224 atoms in to-
tal, which is necessary for extrapolation of the disper-
sion in the full BZ. 14 k-points in the IBZ proved suffi-
cient for obtaining accurate forces. Brillouin zone inte-
gration was again carried out with the Methfessel-Paxton
finite temperature integration scheme (smearing param-
eter σ= 0.1 eV) [57]. We made sure that residual forces
remained below 10−3 eV/A˚ in the unperturbed supercell.
Then forces were calculated for 28 independent displace-
ments of 0.02 A˚ in size each, which were taken in positive
and negative directions, in order to improve accuracy fur-
ther. Thus, in the end 112 individual super-cell calcula-
tions were carried out to get the FM and PM dynamical
matrices. To obtain the vibrational density of states,
g(E), we used a mesh of 61×61×61 points in the recip-
rocal phonon q-space and convoluted the results with an
additional Gaussian broadening (smearing parameter of
σ= 1 meV) corresponding to the experimental resolution.
4FIG. 2. Site-resolved atomic spin moments as a function of constrained magnetization per formula unit obtained with the
fixed spin moment procedure described in the text for the 28 atom primitive cell (left) and 112 atom unit cell (right). Only
Fe-moments are shown. Moments on the FeI sites (Wyckoff position 8b) are shown as brown squares, while blue circles refer to
moment on the FeII sites. When the symbols overlap the color becomes more saturated, indicating that several moments are
close to each other. Again, the vertical lines denote the three magnetic states, FM, PM and FSM, discussed in the text.
D. Vibrational density of states from experiment
In order to measure the vibrational (phonon) den-
sity of states (VDOS), g(E), of the Fe subsystem in
LaFe11.6Si1.4,
57Fe NRIXS [66–68] was performed at the
Sector-3 beamline at the Advanced Photon Source, Ar-
gonne National Laboratory. We used a powder sample
with nominal composition LaFe11.6Si1.4 and with Fe en-
riched to 10 % in the isotope 57Fe to enhance the NRIXS
signal. The sample was produced by arc-melting in pure
Ar atmosphere and was subsequently annealed at 1323 K
for 7 days in an Ar-filled quartz tube followed by quench-
ing in water. The powder was made by crushing the
same material (annealed and quenched ingot) as stud-
ied in our former work [44]. The sample was character-
ized by X-ray diffraction and Mo¨ssbauer back-scattering
[44], showing that 89 % of the Fe atoms in the sample
are in the La(Fe,Si)13 phase and only 11 % are in the
bcc Fe secondary phase. Further details of the sample
preparation and sample characterization are described
in Refs. 21, 44, 69, and 70. Magnetic characterization
of the powder material was performed using the vibrat-
ing sample magnetometer (VSM) option of a Quantum
Design PPMS DynaCool. Our magnetization-versus-
temperature measurements (not shown) revealed a first-
order FM-to-PM phase transition at TC≈ 190 K under
an applied magnetic field µ0H ≈ 0.7 T, with a small hys-
teresis ∆T of ≈ 3 K. 57Fe NRIXS spectra were taken with
the sample (LaFe11.6Si1.4 powder embedded in epoxy
resin) exposed again to an external field µ0H ≈ 0.7 T,
produced by a pair of small permanent magnets sur-
rounding the sample. The incident x-ray energy was
around E0 = 14.4125 keV, being the nuclear resonance en-
ergy of the 57Fe nucleus. After passing through a high-
resolution crystal monochromator, the x-ray beam had
an energy bandwidth of 1 meV [71]. A toroidal mirror
was used to collimate the monochromatized beam onto
the sample surface. A closed-cycle cryostat for sample
cooling was employed for the experiment. An avalanche
photodiode (APD) detector was placed right outside the
dome-shaped Be window of the cryostat to collect delayed
nuclear decay radiation after phonon-assisted nuclear res-
onant excitation as the NRIXS signal. The Fe-specific
VDOS was extracted from the NRIXS data using the
PHOENIX program [72, 73]. The actual LaFe11.6Si1.4-
sample temperature was determined from the rule of de-
tailed balance, which is intrinsic to NRIXS spectra and
uses the fact that in the measured phonon sidebands
the ratio of the contribution from phonon annihilation,
S(−E), and phonon creation, S(+E), at phonon energy
|E| is equal to the Boltzmann factor, exp(−|E|/kBT )
[73].
III. RESULTS
A. Calculations with constrained magnetization:
Site-resolved moments
While it is straight-forward to set-up the ferromagnetic
(FM) representative of the off-stoichiometric compound,
it is not obvious, how to generate a suitable stable para-
magnetic (PM) configuration. We derived this from a
systematic procedure starting from the fully relaxed fer-
romagnetic structure. In this procedure, we employed
the fixed spin moment method (FSM) [74] to constrain
the total magnetization M of the entire 28 atom cell in
small subsequent steps, starting from the ferromagnetic
5FIG. 3. Total energy E (bottom panel), optimized lattice pa-
rameter a0 (center panel) and average magnetic moment per
site µFe (top panel) as a function of constrained magnetization
per formula unit obtained with the fixed spin moment proce-
dure described in the text. The energy is specified relative to
the non-spinpolarized (NM) state. the horizontal lines denote
the ferromagnetic (FM) ground state at M = 24.5µB/f.u. the
spin-configurations with M = 3.75µB/f.u. used as model for
the paramagnetic state (PM) and the ferromagnetic configu-
ration with an artificially reduced moment of M = 20µB/f.u.
(FSM). The red dashed line in the center panel refers to a
variation of the volume-magnetostriction ω= ∆V/V which is
expected to be proportional to the square of the magnetic
moment. The arrow indicates the equilibrium volume of a
non-spinpolarized (NM) state. In the upper panel, the blue
circles refer to the average magnetic moment at the FeII site
(open: 112 unit atom cell, filled: 28 atom primitive cell),
while the reddish squares describe the atomic moments aver-
aged over the FeI sites. For comparison, the red dashed line
illustrates a coherent linear variation of the average moments
µFe with the magnetization per cell M .
ground state configuration. In each step, the cell param-
eters and atomic positions were allowed to adapt freely
after the change of the magnetization M of the entire
cell. Similar calculations were also carried out for the
112 atom unit cell with random placement of Si on the
(96i) sites. The site-resolved configurations of magnetic
moments of Fe according to this procedure are shown
in Fig. 2 for both cell sizes. They essentially exhibit a
similar pattern, but particular features appear smeared
out in the 112 atom cell, which provides a more realis-
tic representation of the disorder of FeII and Si on the
(96i) sites. In the FM ground state (M = 24.5µB/f.u.),
the FeII sites exhibit slightly larger magnetic moments
compared to FeI with a small but noticeable variation
in magnitude. La and Si (not shown) exhibit small in-
duced moments, with antiferromagnetic coupling to the
surrounding Fe. Above M ≈ 20µB/f.u., the atomic mo-
ments change coherently and proportionally to the mag-
netization of the cell. Below this value, the distribution
of moments broadens increasingly and individual spins
spontaneously reverse their direction – at first the FeI
spins, with further decreasing M also FeII. Nevertheless,
the average FeII moments retain a more or less stable ab-
solute value around ≈ 1.7 . . . 1.9µB and the constraint M
is predominantly tuned by the spin configuration. The
average spin magnetic moment per FeII atom µFe shown
in the upper panel of Fig. 3 clearly confirms this change
in trend around M ≈ 20µB/f.u. for both simulation cells.
Still, there are some Fe-spins found with a signifi-
cantly reduced magnetic moment. These appear predom-
inantly, when the magnetization constraint forces specific
sites to flip their moment when two magnetic configura-
tions are competing. Such low spin Fe moments have
also been observed in Fe2P-type systems [12]. The pres-
ence of low magnetic moment states of Fe is heavily dis-
cussed as the origin of moment-volume anomalies, such
as the Invar effect, observed in several ferrous alloys [75].
The most prominent example is probably fcc Fe65Ni35
where at ambient conditions thermal expansion is prac-
tically compensated by volume-magnetostriction. In-
deed, strong thermal expansion anomalies are observed
in LaFe13−xSix, showing up in terms of a large, discontin-
uous change of the lattice parameters at the isostructural
FM-PM transition and a reduced thermal expansion in
the FM phase [42, 47]. In Fig. 2, low moment states of Fe
with (absolute) spin magnetic moments smaller than 1µB
are found predominantly on the FeI site, despite their
comparatively small presence in the compound. This al-
lows us to speculate, that in the spirit of previous work
on ferrous Invar alloys [76–79], the high coordination of
the FeI atoms in the center of the corner-sharing icosahe-
dra may foster the instability of the magnetic moment.
The implication of the change in Fe spin moment on the
lattice parameter will be discussed in the next section.
Constraining the exchange splitting of the cell in gen-
eral requires the artificial decoupling of the Fermi-level,
i.e., the chemical potential of the electrons, with respect
to the spin-up and spin-down channel. This is equiva-
lent to applying different magnetic fields to the two spin
channels, which is, of course, not possible in experiment.
Therefore, realistic spin configurations should have the
same chemical potential in both spin channels.
For the 28 atom cell, we encounter for the spin con-
figuration with M = 3.75µB/f.u that both Fermi-levels
nearly coincide. Consequently, it was possible to regain
this spin configuration without FSM constraint and prove
6its metastable nature in this way. In turn, this configura-
tion, denoted by the leftmost dotted vertical line in Fig.
2 was chosen as a representative for the PM state in our
calculations. In contrast to a truly disordered configura-
tion our PM is rather a kind of uncompensated antifer-
romagnet. It retains rhombohedral symmetry even when
taking into account the magnetic configurations, which
is beneficial for calculating the vibrational properties of
the PM in Ref. [44]. On the other hand, the comparison
to the 112 atom cell, where all symmetry is completely
removed due random placement of Si on the (96i) sites,
shows an analogous magnetic behavior.
All calculations were carried out with collinear spin
configuration and quenched moments may indicate an
instability of a specific magnetic structure, which cannot
be lifted in a collinear setup. Since the magnetic ex-
change constants for mapping the system onto a Heisen-
berg model have not been determined, yet, nothing is
known about possible competing ferro- and antiferromag-
netic interactions, which may induce non-collinear spin
structures. Such a situation has been proposed for the fcc
Fe-based Invar systems, earlier [80]. Therefore, we car-
ried out additional non-collinear calculation for the PM
configuration, which finally confirmed that the collinear
PM configuration does not decay into another magnetic
structure and is thus at least metastable. This also ap-
plies the quenched FeI moment, which is present in our
PM configuration.
Apart from the FM ground state with M = 24.5µB/f.u.
(rightmost dotted vertical line in Fig. 2, we will discuss
in detail the (artificial) homogeneous ferromagnet with
the constrained magnetization of M = 20.0µB/f.u., de-
noted by FSM (central dotted vertical line in Fig. 2)
which is situated right next to the configurations with
flipped spins, but exhibits very similar absolute atomic
moments. This artificial state will help to understand
the impact of the absolute magnitude of the magnetic
moments on the elastic properties (moment-volume cou-
pling) as opposed to the disordered spin configuration
(spin-lattice coupling).
B. Magnetoelastic properties and moment-volume
coupling
The 28 atom cell shows a FM ground state minimum
at M = 24.5µB/f.u., while the energy increases strongly
with any enforced variation of M in both directions (cf.
Fig. 3). For M < 18µB/f.u. the slope decreases and the
total energy reaches a plateau-like behavior, only with
minor variation down to essentially M = 0. The energy
between the FM ground state and a hypothetical non-
magnetic state ENM without spin-polarization on any
site amounts to sizable 80 meV/atom. Within the 128
atom unit cell, we obtain a similar picture. However,
the variation of the energy from the FM ground state
to the PM state appears smoother and the clear change
in slope at intermediate M becomes smeared out. This
may be a consequence of the disordered arrangement,
whereas the rhombohedral symmetry constraint present
in the 28 atom cell enforces that three FeII sites flip their
direction simultaneously, which is an artificial constraint
not present in real disordered compounds. Taking into
account the differences in the choice of the simulation
cell and the technical setup, these results are consistent,
while there is also reasonable agreement with previous
calculations of ordered LaFe12Si1 using the full poten-
tial localized orbital (FPLO) code [25] and VASP [28]
and disordered, off-stoichiometric LaFe11.5Si1.5 obtained
with the KKR-CPA method [27, 30].
The energies refer for each magnetization to the re-
spective equilibrium lattice parameter a0, shown in the
center panel of Fig. 3 which was obtained in an addi-
tional optimization procedure. As for the total energy,
there is around M ≈ 18 . . . 20µB/f.u. a change in the de-
pendence of a0 on M , which is much steeper for the larger
magnetizations. This coincides with the linear change of
the site-resolved Fe-moments with M (see again Fig. 2
and the upper panel of Fig. 3), which is enforced where
spin-flips cannot accommodate for a mismatch. The con-
siderably flatter part at lower M is also reflected in the
average atomic moments. From the comparison of the
upper and center panel of Fig. 3 we recognize a close cor-
relation between the average moment on the FeII sites
and a0, for both the 28 atom primitive cell and the 128
atom unit cell.
From the theory of itinerant magnetism, one expects
the volume magnetostriction, i. e., ∆V/V to vary pro-
portionally to the square of the magnetic moment M ,
which is indeed fully obeyed by this compound. This
is demonstrated by the red dashed curve in the center
panel of Fig. 3. The relation provides an excellent fit for
larger M , where spin-flips are absent, while it deviates
significantly for smaller M , where the average atomic
spin moments µFe deviate from the proportionality to
M . In turn, comparing the extrapolation of this curve to
M = 0 once again agrees well with the optimized lattice
constant of a non-spinpolarized configuration with zero
spin-moment on every site. The correlation is not as pro-
nounced for the FeI sites. This may be in part ascribed
to the fact that per formula unit there are about ten
times more FeII compared to FeI. An important detail in
this respect may be the positioning of the FeI within the
icosahedral FeII cages, which could take up part of the
chemical pressure and are thus relevant for the expansion
behavior.
C. Adiabatic electron phonon coupling and spin
disorder
Based on the above findings, we can now clarify the de-
tailed role of spin disorder for itinerant metamagnetism
in La-Fe-Si. Following our earlier argument [44], the
presence of neighboring Fe-sites with inverted spin chan-
nels changes the hybridization of d-electrons in both spin
7FIG. 4. Spin-polarized electronic density of states (DOS) of
LaFe11.5Si1.5 for different magnetic states. Positive values re-
fer to the majority spin channel, negative values to the minor-
ity spin channel. The upper panel compares the total VDOS
of the FM configurations at 24.5µB/f.u. (thin blue line), the
approximated PM at 3.75µB/f.u. (thin orange line) and the
FSM constrained stated at 20.0µB/f.u. (thick black line). To
improve visibility, the FSM and the PM DOS are shifted by a
constant value. The arrow denotes the pronounced dip in the
FM minority spin channel which is responsible for the adia-
batic electron phonon coupling. The lower panel shows the
element resolved DOS of the FSM state. The features in the
total DOS are dominated by the Fe-contribution (red line).
The dip in the minority spin DOS (arrow) has moved away
from the Fermi level (vertical dotted line). The data for the
FM and PM state were taken from Ref. [44].
channels. This effectively reduces the average exchange
splitting on the Fe-sites and increases the density of states
at the Fermi level [44], as demonstrated in the upper
panel of Fig. 4. Of particular importance is the pro-
nounced minimum in the minority spin density of states
(DOS) appearing in the FM phase directly at the Fermi-
level EFermi (marked by the arrow), which has essen-
tially disappeared in the PM electronic structure. A pro-
nounced minimum in the DOS directly at EFermi is a
stabilizing factor for any phase, since it inhibits changes
in the electronic structure, which involve a redistribution
of states across the Fermi-level. These can for instance
occur due to a change in band width, which is sensitive
to the interatomic spacing (i.e., changes in lattice pa-
rameters or isotropic volume change) and the exchange
splitting, i. e., changes in the magnetic moment per atom.
This makes it plausible to ascribe the increased magnetic
moment per Fe atom combined with a reduced thermal
expansion to the presence of the comparatively sharp
minimum at EFermi. In turn, forcing the system out of
this minimum requires crossing an free energy barrier.
This is reflected in the lower panel of Fig. 3 in terms of
a comparatively steep increase in energy at either side
of the FM ground state, in particular for the 28 atom
cell. The competition between two metastable magnetic
configurations, separated by a free energy barrier gives
rise to the itinerant electron metamagnetism pointed out
earlier and is also reason for the first-order nature of the
transition. This, again, is subject to thermal hysteresis,
which depends on the shape of the free energy barrier.
In the PM phase, the availability of states at the Fermi
level is significantly increased, in particular for the or-
bitals in the minority channel, which are spatially less
contracted than their majority spin counterparts. This
allows the electronic subsystems to accommodate pertur-
bations arising from changes of the ionic positions more
efficiently, which finally gives rise to an anomalous soft-
ening of vibrational modes in the PM phase, previously
dubbed adiabatic electron phonon coupling [81–83]. The
flat energy profile in the low magnetization part of Fig. 3
suggests that a stable configuration with a decreased av-
erage FeII moment might possibly be stabilized thermo-
dynamically by the large spin entropy of the paramagnet,
but not for intermediate magnetic disorder.
Further stabilization of the PM phase comes from the
increase in lattice entropy arising from the lattice soft-
ening. The underlying mechanism requires a change in
Fe-moment, which is sufficient to increase the DOS at
EFermi, but not necessarily spin disorder. This can be
seen directly by looking at a hypothetical intermediate
ferromagnetic configuration, where the spin moments are
all parallel, but artificially reduced in size due to the FSM
constraint. We found a particularly interesting configu-
ration at a total moment of 20µB/f.u. (FSM) stabilized
by the fixed spin moment procedure. Here, the local mo-
ment per Fe is nearly reduced to its PM value, without
any spin disorder in the configuration. The reduced ex-
change splitting shifts the minimum in the minority spin
DOS to lower energies, which in consequence increases
the DOS at the Fermi level.
It is now straight-forward to calculate the vibrational
density of states (VDOS) for the FSM configuration as we
did for the FM and PM configurations in our earlier work
[44]. As the DOS is characteristic for the interactions in
the electronic subsystem, the VDOS provides a finger-
print for the lattice dynamics arising from the forces be-
tween the atoms. The adiabatic electron phonon coupling
is now responsible for the changes in the electronic struc-
ture at the FM-PM transition leading to characteristic
8FIG. 5. Vibrational density of states (VDOS) of LaFe11.5Si1.5
for different magnetic states. The total VDOS of the FM
configurations at 24.5µB/f.u. (thin blue line), the approxi-
mated PM at 3.75µB/f.u. (thin orange line) and the FSM
constrained stated at 20.0µB/f.u. (thick black line) are com-
pared in the upper panel. Despite lacking magnetic disorder,
the FSM VDOS already exhibits major characteristics of the
PM state, such as the disappearance of the strong peak at
28 meV and the red shift at lower frequencies arising from
the partial Fe-contribution. Lower panel: Total and element
resolved VDOS of the FSM state (Total: black, Fe: orange,
La: blue, Si: green) in comparison to the experimental par-
tial VDOS of Fe (red circles with error-bars) obtained from
NRIXS at T = 194 K, directly above the phase transition. The
theoretical data for the FM and PM state were taken from
Ref. [44].
changes in the VDOS (compare the blue and the orange
curves in the upper panel of Fig. 5). The most prominent
are firstly the red-shift of the PM VDOS, which softens
the lattice. This occurs despite a rather strong decrease
in lattice constant, which according to Gru¨neisen theory
is expected to harden the phonons. Secondly, we find the
pronounced peak at 27 meV in the FM phase to disappear
in the PM phase. The FSM VDOS shares the most im-
portant features with the PM VDOS, the absence of the
27 meV peak as well as the red-shift, albeit to a slightly
lesser extent as the magnetically disordered case. Other
features of the FM VDOS, such as the marked peaks at
12 meV and 19 meV are still present, but by far not as
pronounced. The thermodynamic properties associated
with the FSM VDOS will be discussed elsewhere [69].
It was shown earlier, that the calculated Fe contribu-
tions of both, FM and PM VDOS match excellently the
experimental partial Fe-VDOS measured by NRIXS at
low (FM) and ambient temperatures (PM) [44]. There-
fore, we compare the Fe-partial VDOS with NRIXS data
obtained at 194 K in a magnetic field of 0.7 T. Under
these conditions, the magnetic phase transition takes
place at T = 190 K. Again, the overall agreement between
theory and experiment is very good – in particular with
respect to the anomalous red-shift, which is only slightly
overestimated by the calculations. The experimental Fe
VDOS in the PM state at 194 K, as exhibited in Fig. 5
, is in excellent agreement with the Fe-projected VDOS
previously obtained at 220 K, as shown in Fig. S8 in
the supporting information of Ref. 44, where the peak at
≈ 27 meV has disappeared entirely. At 194 K, we see due
to the proximity to the phase transition still some faint
remainders of the 27 meV peak. This might be related to
compositional inhomogeneities in the sample, which have
the consequence that small fractions of the sample may
still be in the FM phase. Further details of a NRIXS
study on LaFe11.6Si1.4 near the transition temperature
will be published elsewhere in near future [69].
The close agreement between experiment and theory
shows, that the changes in the electronic structure related
to the decrease of the Fe-moments alone are sufficient to
explain the observed changes in the VDOS at the FM-PM
transition – spin disorder does not take part directly in
the coupling between electronic degrees of freedom and
magnetism. Based on these findings, we can conclude
that the anomalous vibrational behavior of La-Fe-Si is
rather related to the moment-volume interaction than
magnon-lattice or spin-lattice coupling. The fact that
anomalous softening and volume change have the same
origin has important consequences for the optimization of
this system: Attacking hysteresis losses by reducing the
volume change at the metamagnetic transition will nec-
essarily diminish the change in lattice entropy, and thus
reduce the magnetocaloric performance of the material
intrinsically.
D. Electronic properties and magnetic moments as
a function of the Si content
Silicon plays a decisive role for the formation of the
1:13 compound. The cubic NaZn13 prototype struc-
ture is not stable for pure LaFe13. For its formation,
substitution of at least 7-10 at.-% Fe by Si is required
[24, 84]. Adding further Si drives the transition from
first to second-order. This leads to a gradual increase of
the transition temperature and a decrease of the volume
change and hysteresis width at the FM-PM transition
[85]. On the other hand, it is observed experimentally,
that the isothermal entropy change decreases, which is a
measure of intrinsic magnetocaloric performance [41, 42].
At still larger Si-content, x≥ 2.6 a transition to a tetrag-
onal structure was reported [24].
The question that arises in this context is, whether
9FIG. 6. Evolution of the total spin-polarized electronic den-
sity of states (DOS) of LaFe13−xSix as a function of the Si
concentration between x= 0 and x= 3 in steps of x= 0.5. The
Si atoms were placed randomly on the (96i) sites using a 112
atom unit cell. Again, positive values refer to the majority
spin channel, negative values to the minority spin channel.
For better comparison, the DOS curves are shifted by a con-
stant offset away from the abscissa with increasing Fe content.
we can relate the changes in the functional properties
upon variation of the Si content to respective changes of
the characteristic minimum in the minority spin DOS at
EFermi, which we identified to be at the heart of the itin-
erant metamagnetic transition of La-Fe-Si, leading to its
excellent magnetocaloric properties. To test this, we set
up a series of simulations where we varied systematically
the amount of Si in the 112 atom unit cell from x = 0 to
x = 3 in steps of 0.5. We restricted our calculations to the
ferromagnetic ordered phase, but lattice parameters and
interatomic spacing were subject to atomic relaxations.
From these calculations we can derive the evolution of the
electronic density of states (Fig. 6) and the site-specific
magnetic moments of the Fe-sites (Fig. 7) as a function
of composition. Both confirm indeed our expectations.
The characteristic minimum in the minority spin den-
sity of states is most pronounced around x = 1.5. With
increasing Si content, the average Fe-moments decrease
significantly. This already motivates the smaller volume
change at the transition arising from the itinerant char-
acter of the Fe-moments as the volume magnetostriction
FIG. 7. Site-resolved Fe moments as a function of Si content x
per formula unit obtained for 112 atom unit cell with random
placements of Si. Blue circles refer to both, FeI and FeII sites.
Again, the color becomes more saturated, when the symbols
overlap. The line denotes the average of all Fe moments for a
given composition.
is expected to be proportional to the square of the change
in average magnetic moment. Another important conse-
quence is the decrease in the local exchange splitting at
each site, which shifts the minimum in the minority spin
DOS to lower energies, increasing the number of states
at EFermi. At the same time the variation in the mag-
netic moments of the Fe-atoms becomes larger, resulting
from the chemical disorder among their neighbors. In
consequence, the features in the electronic DOS become
washed out around the Fermi level which is weakening
the metamagnetic instability behind the first-order tran-
sition. In turn, if we decrease the Si-content, we see
that the distribution of Fe-moments becomes narrower
and the features in the electronic DOS become more
pronounced. In addition, a minority spin peak detaches
from the large peak at -1.5 eV, which becomes larger and
moves towards the Fermi energy. This potentially con-
tributes to the decomposition of the pure LaFe13 phase,
since a large number of electronic states close to the high-
est occupied level is usually deemed an unstable situation
because a redistribution of states, e. g., through struc-
tural or chemical rearrangements, will likely benefit from
a lower band energy.
IV. CONCLUSION
La-Fe-Si owes its excellent magnetocaloric properties
to the partially itinerant, partially localized nature of the
Fe-moments. These vary for a Si-content of x= 1.5 be-
tween approximately 2.2µB in the FM phase and 1.8µB
on average in the PM phase, whereas low spin moments
< 1.5µB or even a complete quenching are encountered
occasionally. Of particular relevance for the thermody-
namic behavior is here the coupling between the magni-
tude of the magnetic moment and atomic volume.
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Our fixed spin moment calculations which model a fer-
romagnetic compound with artificially constrained mag-
netization prove, that the essential changes in the vi-
brational density of states observed earlier at the FM-
PM transition, such as the anomalous softening of the
phonons leading to the larger lattice entropy in the PM
phase [44] in combination with the disappearance of a
marked peak at 27 meV can be solely explained by the
reduction of the Fe spin moment, without involving mag-
netic disorder. This picture is strongly corroborated by
the close agreement between the partial Fe-VDOS ob-
tained from our FSM calculations and a NRIXS measure-
ment carried out in the PM phase, closely above the Curie
temperature. This means, that future empirical mod-
elling approaches should describe the relevant coupling
phenomena between magnetism and lattice, which deter-
mine the transition, in terms of a appropriately designed
moment-volume interaction – as opposed to a spin-lattice
coupling, which directly couples localized spins with the
lattice degrees of freedom (e.g., in terms of distance-
dependent exchange parameters). Still, temperature in-
duced magnetic disorder should be regarded as the driv-
ing force of the first-order transition and the large en-
tropy change.
Based on our results, we propose the following sce-
nario: In the FM phase the Fermi level is pinned in a
pronounced minimum of the minority spin density states.
This stabilizes a larger spin moment in the FM phase
by the associated gain in band energy and allows for the
competition between two magnetic states at different vol-
umes. These are separated by a free-energy barrier which
constitutes the first-order nature of the transition and in-
troduces thermal hysteresis. Important for the position
of the minority spin minimum is the hybridization of the
Fe states with the neighboring atoms. Increasing spin
disorder (with increasing temperature) or chemical dis-
order (with increasing Si content) weakens this stabilizing
feature causing the higher spin moment and leads thus a
to reduced average Fe moment. The smaller Fe moment
with increasing Si content can also be expected to be the
cause of the decreasing volume change. This explains,
why the character of the transition becomes second-order
in the end.
In turn, reducing thermal hysteresis by addressing the
volume change likely compromises the intrinsic magne-
tocaloric properties of the material. This applies to the
obvious strategy of shifting the system closer to a second-
order transition by increasing the Si content, but also by
deliberately introducing magnetic disorder, e.g., through
an antiferromagnetically coupling element such as Mn.
Both approaches reduce the average moment per Fe-atom
in the FM phase. Due to the inherent moment-volume
coupling, decreasing the change in average moment per
Fe across the transition also decreases the volume change,
which is beneficial in terms of reducing thermal hystere-
sis. But due to the very same mechanism this takes at
the same time effect on the magnetic, lattice and elec-
tronic entropy change, which contribute cooperatively to
the good magnetocaloric properties in the material. Thus
fine tuning of composition and annealing procedures to
find a rather homogeneous distribution of atoms mini-
mizing the variation of the Fe-moments in combination
with a microstructure which can accommodate the vol-
ume change at the phase transition might be important
prerequisites regarding the optimization of La-Fe-Si as a
magnetocaloric refrigerant.
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