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TO THE THEORY OF VISCOSITY SOLUTIONS FOR
UNIFORMLY ELLIPTIC ISAACS EQUATIONS
N.V. KRYLOV
Abstract. We show how a theorem about the solvability in C1,1 of spe-
cial Isaacs equations can be used to obtain existence and uniqueness of
viscosity solutions of general uniformly nondegenerate Isaacs equations.
We apply it also to establish the C1+χ regularity of viscosity solutions
and show that finite-difference approximations have an algebraic rate of
convergence. The main coefficients of the Isaacs equations are supposed
to be in Cγ with γ slightly less than 1/2.
1. Introduction
The goal of this article is to present a purely PDE exposition of some
major results in the theory of viscosity solutions for uniformly nondegenerate
Isaacs equations.
Let Rd = {x = (x1, ..., xd)} be a d-dimensional Euclidean space. Assume
that we are given separable metric spaces A and B, and let, for (α, β, x) ∈
A×B × Rd, the following functions be given:
(i) d× d matrix-valued aαβ(x),
(ii) Rd-valued bαβ(x), and
(iii) real-valued functions cαβ(x) ≥ 0, fαβ(x), and g(x).
Let S be the set of symmetric d×d matrices, and for (uij) ∈ S, (ui) ∈ R
d,
and u ∈ R introduce
F (uij , ui, u, x) = sup inf
α∈A β∈B
[aαβij (x)uij + b
αβ
i (x)ui − c
αβ(x)u],
where and everywhere below the summation convention is enforced and the
summations are done inside the brackets.
For a sufficiently smooth function u = u(x) also introduce
Lαβu(x) = aαβij (x)Diju(x) + b
αβ
i (x)Diu(x)− c
αβ(x)u(x),
where, naturally, Di = ∂/∂x
i, Dij = DiDj . Denote
F [u](x) = F (Diju(x),Diu(x), u(x), x) = sup inf
α∈A β∈B
[Lαβu(x) + fαβ(x)]. (1.1)
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Also fix a sufficiently regular domain G ⊂ Rd. Under appropriate as-
sumptions which we list in Section 2 and which include the boundedness
and continuity with respect to x of the data and uniform nondegeneracy of
aαβ(x) the Isaacs equation
F [u] = 0 (1.2)
in G with boundary condition u = g on ∂G has a viscosity solution w ∈
C(G¯). Recall (see [4]) that this means that for any smooth φ(x) and any
point x0 ∈ G at which φ− w attains
(i) a local maximum which is zero we have F [φ](x0) ≤ 0,
(ii) a local minimum which is zero we have F [φ](x0) ≥ 0.
We are going to discuss the existence, uniqueness, regularity properties
of w, and the rate of convergence of finite-difference approximations to w
and, therefore, we give a brief account of basic facts known for the Isaacs
equations. We only discuss these equations although in the references below
more general equations are considered and more details can be found. For
brevity, when we mention that, say, a is uniformly continuous in x, we mean
uniformity with respect to α, β, x. The Lipschitz or Ho¨lder continuity also
presume that the corresponding constants are independent of α, β.
In 1989 Ishii [6] proved the existence of viscosity solutions for possibly
degenerate equations with Lipschitz continuous a and b and uniformly con-
tinuous c and f with respect to x under the condition that for a constant
δ > 0
cαβ ≥ δ. (1.3)
In the same year 1989 Trudinger [21] (see Corollary 3.4 there, also see [20])
proved the existence (for uniformly nondegenerate case) dropping (1.3) and
reducing the Lipschitz continuity of a to the 1/2 − ε-Ho¨lder continuity and
assuming that b, c, f are uniformly continuous with respect to x. In [21] the
methods of the theory of viscosity solutions are combined with the classical
PDE methods.
Crandall, Ishii, and Lions in their user’s guide [4] in 1992 based their
existence results on the comparison principle in the same way as it was done
in [6] and one can extract from [4] an existence result (unfortunately not
stated explicitly) in the uniformly nondegenerate case under, basically, the
same assumptions as in [6] but dropping (1.3).
Jensen and S´wie¸ch [9] in 2005 proved that even if a, b, c, f are just mea-
surable, there exists a continuous Lp-viscosity solutions, which in case that
a, b, c, f are uniformly continuous with respect to x is automatically just a
classical viscosity solution. To the best of the author’s knowledge, this pro-
vides the most general conditions to date for existence of classical viscosity
solutions (their solution in case of continuous a is actually in C1+χ which is
proved in S´wie¸ch [19] (1997) and can be obtained from an elliptic counter-
part of [14]). For further information concerning Lp-viscosity solutions we
refer the reader to [2] and [5]
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Next issue is uniqueness. Here the starting assumption is that the coeffi-
cients and f are uniformly continuous in x. Jensen [8] in 1988 proved a com-
parison principle (and hence uniqueness) for Lipschitz continuous viscosity
solutions to the fully nonlinear second order elliptic PDE not explicitly de-
pending on x and not necessarily connected with the Isaacs equations. Ishii
in [6] showed among other things that the Lipschitz continuity of solutions
is not necessary and one can treat equations with F explicitly depending on
x. The equations in [6] could degenerate and therefore condition (1.3) is im-
posed. Ishii and Lions [7] (1990) prove uniqueness when a is 1/2+ ε -Ho¨lder
continuous. Even though the equations in [7] are uniformly nondegenerate
condition (1.3) is imposed.
Trudinger [21] (1989) shows that if a is Ho¨lder continuous, then any con-
tinuous viscosity solution is Lipschitz continuous and then uniqueness (but
not existence) follows from his result in [20] (1988) if a is 1/2 − ε -Ho¨lder
continuous (see Remark 3.1 in [20]). To the best of the author’s knowledge,
this is the most general result concerning the uniqueness of classical viscosity
solutions.
Crandall, Ishii, and Lions [4] stated and proved the comparison result
under, basically, the same assumptions as in [6], and then made a few com-
ments about the possibility to drop (1.3) and prove the comparison result
for subsolutions and supersolutions in class C1+χ. These comments will be
instrumental in our exposition.
Jensen and S´wie¸ch [9] proved uniqueness of continuous Lp-viscosity so-
lutions, allowing 1/2 − ε -Ho¨lder continuous a and only measurable b, c, f .
Again, if b, c, f are uniformly continuous in x, this yields the uniqueness of
classical viscosity solutions, previously obtained in [21].
Next issue is about the regularity of viscosity solutions: given a continuous
viscosity solution w, is it true that w ∈ Cχ or C1+χ?
Caffarelli [1] (1989) and Trudinger [20], [21] were the first authors who
proved C1+χ regularity for fully nonlinear elliptic equations of type
F [u] = f (1.4)
without convexity assumptions on F . The assumptions in these papers are
different. We keep concentrating on the Isaacs equations and compare the
assumptions only in that case. In [1] the function F (uij , ui, u, x) is indepen-
dent of ui, u and, for each uij , is uniformly sufficiently close to a function
which is continuous with respect to x. In [20] and [21] the function F de-
pends on all arguments but is Ho¨lder continuous in x. Next step in what
concerns C1+χ-estimates was done by S´wie¸ch [19] (1997), who considered
general F and imposed the same condition as in [1] on the x-dependence,
which is much weaker than in [20] and [21] (but also imposed the Lipschitz
condition on the dependence of F on ui, u for F more general than coming
from the Isaacs equations, whereas in [20] and [21] only the continuity with
respect to ui is assumed). It is worth emphasizing that these results are
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about any continuous viscosity solution. The existence of a viscosity solu-
tion of class C1+χ follows from [9], [19] and also can be obtained from an
elliptic counterpart of [14].
Finally, a few words about the rate of convergence of numerical approxi-
mation of solutions of the Isaacs equations. Caffarelli and Souganidis in [3]
proved that there is an algebraic rate of convergence of solutions of finite-
difference schemes to the Lipschitz continuous viscosity solution of the fully
nonlinear elliptic equation (1.4) with F not necessarily connected with the
Isaacs equations in a regular domain with Dirichlet boundary data. They
assumed that F depends only on uij. This was the first result available
for fully nonlinear elliptic equations without convexity assumptions on F .
Naturally, one would want to extend the result to the F ’s depending also on
Du, u, and x. Turanova [22] extended the results of [3] to F ’s explicitly de-
pending on x, but still independent of ui, u and, in case of Isaacs equations,
with Lipschitz continuous a and f . This result was generalized in [15] for
equations with Lipschitz continuous a and b and Ho¨lder continuous c and f .
In this paper we further generalize the result of [15] in the case of 1/2−ε -
Ho¨lder continuous a and Ho¨lder continuous b, c, f . This is done by using
special approximations of the original equation introduced in [13]. On the
way we also prove the uniqueness of viscosity solutions for 1/2 − ε -Ho¨lder
continuous a and continuous c, b, f (Trudinger’s result of 1989). In that case
we also prove the existence of viscosity solution in class C1+χ. Actually, as
it has been mentioned in the Abstract and in the beginning of the Intro-
duction, the main goal of this article is to show how a theorem from [13]
about the solvability in C1,1 of special Isaacs equations can be used to ob-
tain existence and uniqueness of viscosity solutions, their C1+χ regularity,
and establish a rate of convergence of numerical approximation for general
uniformly nondegenerate Isaacs equations.
The methods we use are different from the methods of Trudinger and the
methods of the theory of viscosity solutions. However, apart from the results
of [13] and other PDE tools we also use an argument from Section V. A of
[4] explaining how to prove the comparison principle for C1+χ subsolutions
and supersolutions. We use a quantitative version of this argument.
The article is organized as follows. In Section 2 we present our main
results and prove all of them apart from Theorem 2.4 and assertion (ii)
of Theorem 2.5, which are proved in Sections 4 and 5, respectively, after a
rather long Section 3 containing a comparison theorem for smooth functions.
Our equation are considered in C2 domains with C1,1 boundary data.
These restrictions can be considerably relaxed and we leave doing that to
the interested reader.
2. Main result
Fix some constants δ ∈ (0, 1) and K0 ∈ [0,∞). Set
Sδ = {a ∈ S : δ|ξ|
2 ≤ aijξ
iξj ≤ δ−1|ξ|2, ∀ ξ ∈ Rd}.
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In the following assumption the small parameter χ ∈ (0, 1), which depends
only on δ and d, is a constant to be specified in Theorem 2.3 and
γ =
4− 3χ
8− 4χ
(< 1/2). (2.1)
Assumption 2.1. (i) The functions aαβ(x), bαβ(x), cαβ(x), and fαβ(x) are
continuous with respect to β ∈ B for each (α, x) and continuous with respect
to α ∈ A uniformly with respect to β ∈ B for each x, and
‖g‖C1,1(Rd) ≤ K0,
(ii) For any x ∈ Rd and (α, β) ∈ A×B
‖aαβ(x)‖, |bαβ(x)|, |cαβ(x)|, |fαβ(x)| ≤ K0,
where for a matrix σ we denote ‖σ‖2 = trσσ∗,
(iii) For any (α, β) ∈ A×B and x, y ∈ Rd we have
‖aαβ(x)− aαβ(y)‖ ≤ K0|x− y|
γ ,
|uαβ(x)− uαβ(y)| ≤ K0ω(|x− y|),
where u = b, c, f , and ω is a fixed continuous increasing function on [0,∞)
such that ω(0) = 0,
(iv) For all values of arguments aαβ ∈ Sδ.
Remark 2.1. It is convenient to assume that
|x− y|χ ≤ ω(|x− y|),
whenever |x− y| ≤ 1. Clearly this assumption does not restrict generality.
We will be dealing with equation (1.2) in a fixed bounded domain G ∈ C2
with boundary condition u = g on ∂G. In [13] a convex positive homoge-
neous of degree one Lipschitz continuous function P (uij , ui, u) is constructed
on S × Rd × R such that at all points of differentiability of P with respect
to (uij) we have
(Puij ) ∈ Sδˆ, |(Pui)| ≤ K1, 0 > Pu ≥ −K1,
where δˆ is a constant in (0, δ) depending only on d and δ and K1 ≥ K0
depends only on d, K0, and δ. This function is constructed once only d, K0,
and δ are given and possesses some additional properties to be mentioned
and used below. By P [u](x) we denote P (Diju(x),Diu(x), u(x)).
Here is a consequence of Theorems 1.1 and 1.3 of [13].
Theorem 2.1. For any K ≥ 0 each of the equations
max(F [u], P [u] −K) = 0, (2.2)
min(F [v],−P [−v] +K) = 0 (2.3)
in G with boundary condition u = v = g on ∂G has a unique solution in the
class C1,1loc (G) ∩ C(G¯).
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By uK and vK we denote the solutions of (2.2) and (2.3), respectively.
These are the central objects of our investigation. Here is a simple property
they possess.
Lemma 2.2. There exists a constant N , depending only on d, δ, K0, and
G, such that in G
|uK − g|+ |vK − g| ≤ Nρ, |uK |+ |vK | ≤ N,
where ρ(x) = dist (x,Gc).
This result for uK follows from the fact that |max(F [0],−K)| ≤ |F [0]|,
g ∈ C1,1, G ∈ C2, and uK satisfies a linear equation
aijDijuK + biDiuK − cuK + f = 0,
where (aij) ∈ Sδˆ, |(bi)| ≤ K1, K1 ≥ c ≥ 0, and |f | ≤ K0. The case of vK is
quite similar.
To characterize some smoothness properties of uK and vK introduce
C1+χ(G) as the space of continuously differentiable functions in G with
finite norm given by
‖u‖C1+χ(G) = sup
G
|u|+ sup
x,y∈G
|u(x)− u(y)|
|x− y|
+ [u]C1+χ(G),
where
[u]C1+χ(G) = sup
x,y∈G
|Du(x)−Du(y)|
|x− y|χ
.
For ε > 0 introduce
Gε = {x ∈ G : dist (x, ∂G) > ε}. (2.4)
Theorem 2.3. There exists a constant χ ∈ (0, 1), depending only on δ and
d, and there exists a constant N , depending only on K0, δ, d, and G, such
that for any ε ∈ (0, 1] (such that Gε 6= ∅)
‖uK , vK‖C1+χ(Gε) ≤ Nε
−1−χ. (2.5)
Proof. Denote
FK [u] = max(F [u], P [u] −K), P0(uij) = P (uij , 0, 0),
P0[u](x) = P0(Diju(x)),
take the constant N from Lemma 2.2, and for K ≥ K1N consider the
parabolic equation
∂tu+max(FK [u], P0[u]−K1N −K) = 0 (2.6)
in (0, 1)×Gε/2 with boundary condition u = uK on the parabolic boundary
of (0, 1) ×Gε/2. Observe that by construction (see [13])
P0(uij) ≤ P (uij , ui, 0) ≤ P (uij , ui, u) +K1u+.
It follows that
P0[uK ]−K1N −K ≤ P [uK ]−K
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and uK is a solution of (2.6), which is unique by the maximum principle.
Now, by Theorem 5.4 of [14]
[uK ]C1+χ(Gε) ≤ Nε
−1−χ
and (2.5) for uK follows from interpolation inequalities.
The function w = −vK is a solution of the equation
max(−F [−w], P [w] −K) = 0,
which is treated similarly to the above. Observe that in [14] the operator
F [u] is not necessarily given by (1.1). The theorem is proved.
The following result is central in this paper. Fix a constant τ ∈ (0, 1).
Theorem 2.4. For K → ∞ we have |uK − vK | → 0 uniformly in G.
Moreover, if
ω(t) = tτ , (2.7)
then there exist constants ξ ∈ (0, 1) depending only on τ , d, K0, and δ and
N ∈ (0,∞), depending only on τ , d, K0, δ, and G, such that, if K ≥ N ,
then
|uK − vK | ≤ NK
−ξ (2.8)
in G.
We prove Theorem 2.4 in Section 4
Theorem 2.5. (i) The limit
w := lim
K→∞
uK
exists,
(ii) The function w is a unique continuous in G¯ viscosity solution of (1.2)
with boundary condition w = g on ∂G,
(iii) If condition (2.7) is satisfied, then for large enough K we have |uK−
w| ≤ NK−ξ,
(iv) For any ε ∈ (0, 1] (such that Gε 6= ∅)
‖w‖C1+χ(Gε) ≤ Nε
−1−χ,
where N is the constant from (2.5).
Assertions (i), (iii), and (iv) are simple consequences of Theorems 2.3
and 2.4 and the maximum principle. Indeed, notice that F [uK ] ≤ 0 and
F [vK ] ≥ 0. Hence by the maximum principle uK ≥ vK . Furthermore, again
by the maximum principle uK decreases and vK increases as K increases.
This takes care of assertions (i), (iii), and (iv).
Assertion (ii) is proved in Section 5.
The following result is obtained be referring to the proof of Theorem 2.1
of [15] (see Section 5 there) and using assertion (iii) of our Theorem 2.5, that
was used in [15] in the case of Lipschitz continuous coefficients. To state it
we introduce the necessary objects.
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As is well known (see, for instance, [16]), there exists a finite set Λ =
{l1, ..., ld2} ⊂ Z
d containing all vectors from the standard orthonormal basis
of Rd such that one has the following representation
Lαβu(x) = aαβk (x)D
2
lk
u(x) + b¯αβk (x)Dlku(x)− c
αβ(x)u(x),
where Dlku(x) = 〈Du, lk〉, a
αβ
k and b¯
αβ
k are certain bounded functions and
aαβk ≥ δ1, with a constant δ1 > 0. One can even arrange for such representa-
tion to have the coefficients aαβk and b¯
αβ
k with the same regularity properties
with respect to x as the original ones aαβij and b
αβ
i (see, for instance, Theo-
rem 3.1 in [12]). Define B as the smallest closed ball containing Λ, and for
h > 0 set Zdh = hZ
d,
G(h) = G ∩ Z
d
h, G
o
(h) = {x ∈ Z
d
h : x+ hB ∈ G}, ∂hG = G(h) \G
o
(h).
Next, for h > 0 we introduce
δh,lku(x) =
u(x+ hlk)− u(x)
h
,
∆h,lku(x) =
u(x+ hlk)− 2u(x) + u(x− hlk)
h2
,
Lαβh u(x) = a
αβ
k (x)∆h,lku(x) + b¯
αβ
k (x)δh,lku(x)− c
αβ(x)u(x),
Fh[u](x) = sup inf
α∈A β∈B
[Lαβh u(x) + f
αβ(x)].
It is a simple fact shown, for instance, in [16] that for each sufficiently
small h there exists a unique function wh on G(h) such that Fh[wh] = 0 on
Go(h) and wh = 0 on ∂hG.
Here is the result we were talking about above.
Theorem 2.6. Let condition (2.7) be satisfied and g = 0. Then there exist
constants N and η > 0 such that for all sufficiently small h > 0 we have on
G(h) that
|wh − w| ≤ Nh
η.
We imposed the condition g = 0 in order to be able to refer directly to
the arguments in [15], where g = 0. Actually, the result of [15] can be easily
extended to cover the case g ∈ C1,1 (and even go much further), and then
Theorem 2.6 will also cover this case.
3. An auxiliary result
In the following theorem G can be just any bounded domain.
Theorem 3.1. Let u, v ∈ C2(G¯) be such that for a constant K ≥ 1
max(F [u], P [u] −K) ≥ 0 ≥ min(F [v],−P [−v] +K) (3.1)
in G and v ≥ u on ∂G. Also assume that, for a constant M ∈ [1,∞),
‖u, v‖C1+χ(G) ≤M. (3.2)
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Then there exist a constant N ∈ (0,∞), depending only on τ , the diameter
of G, d, K0, and δ, and a constant η ∈ (0, 1), depending only on τ , d, K0,
and δ, such that, if K ≥ NM1/η, then
u− v ≤ NK−χ/4 +NMω(M−1/τK−1) (3.3)
in G.
Remark 3.1. Observe that for ω = tτ estimate (3.3) becomes u − v ≤
NK−χ/4 +K−τ .
As we have mentioned in the Introduction, to prove this theorem, we are
going to adapt to our situation an argument from Section V. A of [4]. First
we introduce ψ as a global barrier for G, that is ψ ∈ C2(G), ψ ≥ 1,
aijDijψ + biDiψ ≤ −1
in G for any (aij) ∈ Sδˆ, |(bi)| ≤ K1. Such a ψ can be found in the form
coshµR− coshµ|x| for sufficiently large µ and R.
Then we take and fix a radially symmetric function ζ = ζ(x) of class
C∞0 (R
d) with support in {x : |x| < 1}. For ε > 0 we define ζε(x) =
ε−dζ(ε−1x) and for locally summable u(x) introduce
u(ε)(x) = u(x) ∗ ζε(x).
Recall some standard properties of these mollifiers in which no regularity
properties of G are required: If u ∈ C1+χ(G), then with a constant N
depending only on d and ζ (recall that χ depends only on d and δ)
ε−1−χ|u− u(ε)|+ ε−χ|Du−Du(ε)| ≤ N‖u‖C1+χ(G),
|u(ε)|+ |Du(ε)|+ ε1−χ|D2u(ε)|+ ε2−χ|D3u(ε)| ≤ N‖u‖C1+χ(G) (3.4)
in Gε (introduced in (2.4)).
Define the functions
u¯ = u/ψ, v¯ = v/ψ.
IncreasingM if necessary, we may assume that (3.2) holds with u¯, v¯ in place
of u, v. This increase, of course, will be affected by the diameter of G, δ, d,
and K0.
Next, take constants ν, ε0 ∈ (0, 1), recall (2.1), introduce
ε = ε0K
−(1−γ)/(2γ),
and consider the function
W (x, y) = u¯(x)− u¯(ε)(x)− [v¯(y)− u¯(ε)(y)]− νK|x− y|2
in G¯ε × G¯ε. Denote by (x¯, y¯) a maximum point of W in G¯ε × G¯ε. Below
by N with indices or without them we denote various constants depending
only on d, K0, δ, and the diameter of G, unless specifically stated otherwise.
By the way recall that χ depends only on d and δ.
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Lemma 3.2. There exist a constant ν ∈ (0, 1), depending only on d, K0,
and δ, and a constant N such that if
K ≥ Nε
(χ−1)/η1
0 M
1/η1 , (3.5)
where η1 = 1− (1− χ)(1− γ)/(2γ) (> 0), and x¯, y¯ ∈ Gε, then
(i) We have
2νK|x¯− y¯| ≤ NMεχ, |x¯− y¯| ≤ ε/2, (3.6)
(ii) For any ξ, η ∈ Rd
Dij [u¯− u¯
(ε)](x¯)ξiξj −Dij [v¯ − u¯
(ε)](y¯)ηiηj ≤ 2νK|ξ − η|2, (3.7)
(iii) We have
sup inf
α∈A β∈B
[
aˆαβij Dij u¯+ bˆ
αβ
i Diu¯− cˆ
αβ u¯+ fαβ
]
(x¯) ≥ 0, (3.8)
sup inf
α∈A β∈B
[
aˆαβij Dij v¯ + bˆ
αβ
i Div¯ − cˆ
αβ v¯ + fαβ
]
(y¯) ≤ 0. (3.9)
where
aˆαβij = ψa
αβ
ij , bˆ
αβ
i = b
αβ
i ψ + 2a
αβ
ij Djψ, cˆ
αβ = −Lαβψ.
Proof. The first inequality in (3.6) follows from the fact that the first
derivatives of W with respect to x vanish at x¯, that is D(u¯ − u¯(ε))(x¯) =
2νK(x¯− y¯). Also the matrix of second-order derivatives of W is nonpositive
at (x¯, y¯), which yields (ii).
By taking η = 0 in (3.7) and using the fact that |D2u¯(ε)| ≤ NMεχ−1 we
see that
D2u¯(x¯) ≤ 2νK +NMεχ−1.
Furthermore
Diju = ψDij u¯+ (Diψ)Dj u¯+ (Diu¯)Djψ + (Dijψ)u¯,
which implies that
D2u(x¯) ≤ N(νK +Mεχ−1), P [u](x¯) ≤ N1(νK +Mε
χ−1).
We now choose and fix ν such that
N1ν ≤ 1/4, . (3.10)
As is easy to see Mεχ−1 ≤ νK for K satisfying (3.5) with an appropriate
N . Then we have P [u](x¯) ≤ K/2 < K, which implies that F [u](x¯) ≥ 0. We
have just proved (3.8).
Moreover, not onlyMεχ−1 ≤ νK forK satisfying (3.5), but alsoNMεχ−1 ≤
νK, where N is taken from (3.6), if we increase N in (3.5). This yields the
second inequality in (3.6).
Similarly, (3.7) with ξ = 0 implies that D2v¯(y¯) ≥ −2νK − NMεχ−1,
and, with perhaps different N1, that P [−v¯](y¯) ≤ N1(νK + Mε
χ−1). By
denoting by N1 the largest of the above N1’s, defining ν by (3.10), and
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taking K ≥ Nεχ−10 M
1/η1 we see that −P [−v¯](y¯) > −K, F [v¯](y¯) ≤ 0, and
hence (3.9) holds. The lemma is proved.
Proof of Theorem 3.1. Fix a (large) constant µ > 0 to be specified
later as a constant, depending only on d, K0, δ, and the diameter of G, and
first assume that
W ≤ 2K−χ/4 + µMω(M−1/τK−1)
in G¯ε × G¯ε. Observe that for any point x ∈ G one can find a point y ∈ Gε
with |x− y| ≤ ε and then
u¯(x)− v¯(x) ≤ u¯(y)− v¯(y) + 2Mε ≤W (y, y) + 2Mε
≤ 2K−χ/4 + µMω(M−1/τK−1) + 2Mε.
It follows that if
K ≥ (NM)1/η2 , (3.11)
where η2 := (1− γ)/(2γ) − χ/4 (> 0), then (3.3) holds.
It is clear now that, to prove the theorem, it suffices to find N and µ such
that the inequality
W (x¯, y¯) ≥ 2K−χ/4 + µMω(M−1/τK−1) (3.12)
is impossible if K ≥ NM1/η with N and η as in the statement of the
theorem. Of course, we will argue by contradiction and suppose that (3.12)
holds.
Obviously, W ≥ −4M in G¯ε× G¯ε and at a maximum point (x¯, y¯) it holds
that
νK|x¯− y¯|2 ≤ 8M.
It follows that (recall that ν is already fixed) |u¯(ε)(x¯)− u¯(ε)(y¯)| ≤M |x¯− y¯| ≤
NM1/2K−1/2, and we have from (3.12) that
u¯(x¯)− v¯(y¯)− νK|x¯− y¯|2 ≥ 2K−χ/4 −NM1/2K−1/2 + µMω(M−1/τK−1),
u¯(x¯)− v¯(y¯)− νK|x¯− y¯|2 ≥ K−χ/4 + µMω(M−1/τK−1), (3.13)
where the last inequality holds provided that
K ≥ NM1/η3 (3.14)
with η3 = 1 − χ/2 > 0. Here if x¯ or y¯ are on ∂Gε, then for appropriate
xˆ ∈ ∂G and yˆ ∈ ∂G either
u¯(x¯)− v¯(y¯) ≤Mε+ v¯(xˆ)− v¯(y¯) ≤M(2ε+ |x¯− y¯|)
or
u¯(x¯)− v¯(y¯) ≤ u¯(x¯)− u¯(yˆ) +Mε ≤M(2ε+ |x¯− y¯|).
In any case
2εM +NM1/2(νK)−1/2 − νK|x¯− y¯|2 ≥ K−χ/4,
which is impossible for
K ≥ N(M1/η2 +M1/η3). (3.15)
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Consequently, for such K, (x¯, y¯) ∈ Gε ×Gε.
Upon combining (3.11), (3.14), (3.15), and (3.5) we conclude that there
exists N ∈ (0,∞) and η0 ∈ (0, 1) depending only on d, K0, and δ such that,
if
K ≥ Nε
(χ−1)/η0
0 M
1/η0 , (3.16)
then (3.12) implies (3.13) and that x¯, y¯ ∈ Gε, so that we can use the con-
cussions of Lemma 3.2.
By denoting σαβ = (aˆαβ)1/2 we may write
aˆαβij (x) = σ
αβ
ik σ
αβ
jk ,
and then (3.7) for ξi = σαβik (x¯) and η
i = σαβik (y¯) implies that
aˆαβij (x¯)Dij u¯(x¯) ≤ aˆ
αβ
ij (y¯)Dij v¯(y¯) + aˆ
αβ
ij (x¯)Dij u¯
(ε)(x¯)− aˆαβij (y¯)Dij u¯
(ε)(y¯) + J,
where
J := 2νK
d∑
i,k=1
|σαβik (x¯)− σ
αβ
ik (y¯)|
2 ≤ NK|x¯− y¯|2γ ,
and the estimate of J is valid because aˆαβ is uniformly nondegenerate and
its square root possesses the same smoothness properties as aˆαβ. Also note
that
aˆαβij (x¯)Dij u¯
(ε)(x¯)− aˆαβij (y¯)Dij u¯
(ε)(y¯) ≤ [aˆαβij (x¯)− aˆ
αβ
ij (y¯)]Dij u¯
(ε)(x¯)
+N |D2u¯(ε)(x¯)−D2u¯(ε)(y¯)| ≤ NM |x¯− y¯|γεχ−1 +NMεχ−2|x¯− y¯|,
where the last inequality is obtained by the mean-value theorem relying on
the fact that |x¯ − y¯| ≤ ε/2, so that the straight segment connecting these
points lies inside Gε/2. Hence, in light of (3.6) we get
aˆαβij (x¯)Dij u¯(x¯) ≤ aˆ
αβ
ij (y¯)Dij v¯(y¯) +NI, (3.17)
where
I :=M2γK1−2γε2γχ +M1+γK−γεγχ+χ−1 +M2K−1ε2χ−2 = I1 + I2 + I3.
It turns out that
I1 =M
2γε2γχ0 K
−χ/4, I2 =M
1+γεγχ+χ−10 K
−χ/4−θ,
I3 =M
2ε2χ−20 K
−χ/4−2θ,
where
θ = (1− γ)(8γ)−1χ > 0.
Clearly,
I ≤M2ε2γχ0 K
−χ/4[1 + ε−γχ+χ−10 K
−θ + ε2χ−2−2γχ0 K
−2θ],
where the expression inside the square brackets is less than 3 provided that
K ≥ ε
(χ−χγ−1)/θ
0 , (3.18)
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which we suppose to hold below. Then in light of (3.17) we get
aˆαβij (x¯)Dij u¯(x¯) ≤ aˆ
αβ
ij (y¯)Dij v¯(y¯) +NM
2ε2γχ0 K
−χ/4. (3.19)
Furthermore,
Diu¯(x¯) = 2νK(x¯i − y¯i) +Diu¯
(ε)(x¯), Div¯(y¯) = 2νK(x¯i − y¯i) +Diu¯
(ε)(y¯),
and the rough estimate (see (3.6))
|x¯− y¯| ≤ Nεχ0MK
−1
leads to (cf. Remark 2.1 and (3.6))
bˆαβDiu¯
(ε)(x¯)− bˆαβDiu¯
(ε)(y¯) ≤ NMω(|x¯− y¯|) ≤ NMω(Nεχ0MK
−1).
Finally,
fαβ(x¯) ≤ fαβ(y¯) +Nω(|x¯− y¯|) ≤ fαβ(y¯) +Nω(Nεχ0MK
−1),
−c¯αβ u¯(x¯) + c¯αβ v¯(y¯) = c¯αβ(x¯)[u¯(x¯)− v¯(y¯)]
+v¯(y¯)[c¯αβ(y¯)− c¯αβ(x¯)] ≤ −[u¯(x¯)− v¯(y¯)] +NMω(Nεχ0MK
−1),
where the last inequality follows from the fact that c¯αβ ≥ 1 and u¯(x¯)−v¯(y¯) ≥
0 (see (3.13)).
We infer from (3.8), (3.9), and the last estimates that
0 ≤ sup inf
α∈A β∈B
[
aˆαβij Dij v¯ + bˆ
αβ
i Div¯ − cˆ
αβ v¯ + fαβ
)
(y¯)
]
−[u¯(x¯)− v¯(y¯)] +N1M
2ε2γχ0 K
−χ/4 +N1Mω(Nε
χ
0MK
−1),
u¯(x¯)− v¯(y¯) ≤ N1M
2ε2γχ0 K
−χ/4 +N1Mω(N1ε
χ
0MK
−1).
We can certainly assume that N1 ≥ 1. Then we take µ = 2N1 and take
κ, ξ ∈ (0, 1) and ξ ∈ (0,∞), depending only on τ , K0, d, δ, and the diameter
of G, such that for ε0 = ξM
−1/κ and all M ≥ 1 we have
N1ε
χ
0M ≤M
−1/τ , N1M
2ε2γχ0 ≤ 1/2.
Then we arrive at a contradiction with (3.13) and, since now (3.18) and
(3.16) are satisfied if K ≥ NM1/η for appropriate η and N , the theorem is
proved.
4. Proof of Theorem 2.4
Fix a sufficiently small ε0 > 0 such that Gε0 6= ∅ and for ε ∈ (0, ε0] define
ξε,K := max(F [u
(ε)
K ], P [u
(ε)
K ]−K), ηε,K := min(F [v
(ε)
K ],−P [−v
(ε)
K ] +K)
in Gε0 . Since the second-order derivatives of uK and vK are bounded in Gε0 ,
we have ξε,K , ηε,K → 0 as ε ↓ 0 in any Lp(Gε0) for any K. Furthermore,
ξε,K, ηε,K are continuous. Therefore, there exist smooth functions ξ¯ε,K, η¯ε,K
such that
|ξε,K − ξ¯ε,K|+ |ηε,K − η¯ε,K | ≤ ε, ξε,K ≤ ξ¯ε,K , ηε,K ≤ η¯ε,K
in Gε0 .
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By Safonov’s theorem (see [17], [18]), for any subdomain G′ of Gε0 of class
C3 there exists a unique wε,K ∈ C
2(G¯′) satisfying
sup
a∈S
δˆ
,|b|≤K1
[aijDijwε,K + biDiwε,K ] = −(|ξ¯ε,K|+ |η¯ε,K|)
in G′ with zero boundary condition. Obviously,
max(F [u
(ε)
K − wε,K ], P [u
(ε)
K −wε,K ]−K) ≥ 0,
min(F [v
(ε)
K + wε,K ],−P [−v
(ε)
K − wε,K ] +K) ≤ 0
in G′. After setting
ζε,K = sup
∂G′
(u
(ε)
K − v
(ε)
K − 2wε,K)+
we conclude by Theorem 3.1 applied to u
(ε)
K − wε,K and v
(ε)
K + wε,K + ζε,K
in place of u and v, respectively, that there exist a constant N ∈ (0,∞),
depending only on τ , the diameter of G, d, K0, and δ, and a constant
η ∈ (0, 1), depending only on τ , d, K0, and δ, such that, if K ≥ NM
1/η
ε,K ,
then
u
(ε)
K − v
(ε)
K ≤ ζε,K + wε,K +NK
−χ/4 +Mω(M−1/τK−1)
in G′, where Mε,K is any number satisfying
Mε,K ≥ ‖u
(ε)
K − wε,K, v
(ε)
K + wε,K + ζε,K‖C1+χ(G′).
First we discuss what is happening as ε ↓ 0. By W 2p -theory (see, for
instance, [23]) wε,K → 0 in any W
2
p , which by embedding theorems implies
that wε,K → 0 in C
1+χ(G′). Obviously, the constants ζε,K converge in
C1+χ(G′) to
sup
∂G′
(uK − vK)+.
Now Theorem 2.3 implies that for sufficiently small ε one can take Nε−1−χ0
as Mε,K, where N depends only on d, δ, G, and K0. Thus for sufficiently
small ε, if K ≥ Nε
−(1+χ)/η
0 , then
u
(ε)
K − v
(ε)
K ≤ ζε,K + wε,K +NK
−χ/4 +Nε−1−χ0 ω(ε
(1+χ)/τ
0 K
−1)
in G′, which after letting ε ↓ 0 yields
uK − vK ≤ NK
−χ/4 +Nε−1−χ0 ω(ε
(1+χ)/τ
0 K
−1)
in G′. The arbitrariness of G′ and Lemma 2.2 now allow us to conclude that
for any ε0 > 0, for which Gε0 6= ∅,
uK − vK ≤ NK
−χ/4 +Nε−1−χ0 ω(ε
(1+χ)/τ
0 K
−1) + sup
G\Gε0
(uK − vK)+
≤ NK−χ/4 +Nε−1−χ0 ω(ε
(1+χ)/τ
0 K
−1) +Nε0 (4.1)
in G provided that
K ≥ Nε
−(1+χ)/η
0 . (4.2)
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This obviously proves the first assertion of the theorem because as is noted
in the proof of Theorem 2.5 we have vK ≤ uK .
To prove the second assertion observe that for ω = tτ and ε0 = K
−η/(1+χ)
condition (4.2) becomes K ≥ N and (4.1) becomes
uK − vK ≤ NK
−χ/4 +NK−τ +NK−η/(1+χ).
This yields the desired result and proves the theorem.
5. Proof of assertion (ii) of Theorem 2.5
First we show uniqueness. Let v be a continuous in G¯ viscosity solution of
F [v] = 0 with boundary data g. Observe that in the notation from Section
4 we have
F [u
(ε)
K + wε,K + κψ] < 0
in G′ for any κ > 0. This and the definition of viscosity solution imply that
the minimum of u
(ε)
K + wε,K + κψ − v in G¯
′ is either positive or is attained
on ∂G′. The same conclusion holds after letting ε, κ ↓ 0 and replacing G′
with Gε0 . Hence, in G
uK − v ≥ − sup
G\Gε0
|uK − v|,
which after letting ε0 ↓ 0 and then K → ∞ yields v ≤ w. By comparing v
with vK we get v ≥ w, and hence uniqueness.
To prove that w is a viscosity solution we need a lemma, which is an
elliptic analog of Lemma 6.1 of [14]. Introduce
F0(uij , x) = F (uij ,Dw(t, x), w(t, x), x).
Lemma 5.1. There is a constant N depending only on d and δ such that
for any ball Br of radius r with closure in G and φ ∈ W
2
d (Br) ∩ C(B¯r) we
have on Br that
w ≤ φ+Nr‖(F0[φ])
+‖Ld(Br) +max∂Br
(w − φ)+. (5.1)
w ≥ φ−Nr‖(F0[φ])
−‖Ld(Br) −max∂Br
(w − φ)−. (5.2)
Proof. Observe that
−max(F0[φ], P [φ]−K) = max(F0[uK ], P [uK ]−K)−max(F0[φ], P [φ]−K)
+IK = aijDij(uK − φ) + IK ,
where a = (aij) is an Sδˆ-valued function and
IK = max(F [uK ], P [uK ]−K)−max(F0[uK ], P [uK ]−K).
It follows by Theorem 5.2 of [10] or Theorem 3.3.11 of [11] that
uK ≤ φ+max
∂Br
(uK − φ)
+
+Nr‖(IK +max(F0[φ], P [φ] −K))
+‖Ld(Br), (5.3)
16 N.V. KRYLOV
where the constant N = N(d, δ). Actually the above references only say
that (5.3) holds with N = N(r, d, δ) in place of Nr. However, the way this
constant depends on r is easily discovered by using dilations.
Notice that uK → w and Duk → Dw as K →∞ uniformly in Br. Hence
IK → 0 as K →∞ uniformly in Br.
After that we obtain (5.1) from (5.3) by letting K →∞. In the same way
(5.2) is established by considering vK . The lemma is proved.
Now let φ ∈ C2(G) and suppose that w − φ attains a local maximum at
x0 ∈ G. Without losing generality we may assume that x0 = 0, w(0)−φ(0) =
0. Then for all small r > 0 and balls Br centered at x0 and ε > 0 by applying
(5.1) at the origin to φ(x)− ε(r2 − |x|2) in place of φ we get
εr2 ≤ Nr‖(F0[φ− ε(r
2 − | · |2)])+‖Ld(Br).
It follows that
sup
Br
[F0[φ− ε(r
2 − | · |2)] ≥ 0,
and by letting first r ↓ 0 and then ε ↓ 0 we conclude that
0 ≤ F0[φ](0) = F (Dijφ(0),Diφ(0), φ(0), 0),
where the equality follows from the fact that at 0 the derivatives of w − φ
vanish. We have just proved that w is a viscosity subsolution.
Similarly by using (5.2) one proves that w is a viscosity supersolution.
This proves the theorem.
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