We replace part of a model-based iterative algorithm with a convolutional neural network in order to improve the quality of tomography reconstructions. We analyse its robustness against uncertainties in the image and uncertainties in system settings. Results are presented for the application of photoacoustic tomography in a limited angle setup.
Introduction
Developing reconstruction algorithms for tomography is an ongoing challenge: limited measurements and noise make the inverse problem f = Au + ε ill-posed. On top of that, uncertainties are ubiquitous: they appear in the images to be reconstructed, the data that is measured and in the representation of the system that is used, because often only an approximationÃ of A is available. Under these circumstances, direct reconstruction methods often fail to give acceptable results. Regularised model-based methods are better able to cope with uncertainty [2] , but manually selecting the regulariser and high computation costs still lead to suboptimal methods. For this reason, we choose to replace part of the model-based algorithm with a convolutional neural network (CNN) to improve the quality of the reconstruction. Some works that explore this idea are those on learned proximal methods [5] and variational networks [3] . An overview of other works combining deep learning with inverse problems is given in [4] . In this work, we make the connection between the widely used primal-dual hybrid gradient algorithm (PDHG) by Chambolle and Pock and a learned primal-dual algorithm [1] . The method is tested for robustness against uncertainties in the image and uncertainties in system settings. We compare with filtered backprojection (FBP) and total variation (TV) for the application of photoacoustic tomography (PAT) in a limited angle setup [2] .
Learned primal-dual algorithm
We compare Algorithm 1 (PDHG) with Algorithm 2, a learned primal-dual (L-PD) algorithm. In PDHG, the problem min u F (Au) + G(u) is solved by alternatingly performing a dual and a primal update, which are interconnected via the forward-operator A and its adjoint. In the L-PD approach, we do not choose the functionals F and G explicitly, but learn the best update formula for each iteration. This is achieved by a CNN, here represented by the nonlinear functions Γ Θn and Λ Θn , in which Θ n describes the learned weights for iteration n. Note that weights of the network can be different for every iteration n ∈ {1, . . . , N }. Instead of updating one channel of the primal and dual, we allow the network to use k channels, which could for instance encode some kind of 'history', similarly to the acceleration of PDHG. Besides obtaining higher quality reconstructions, a huge advantage is that we can enforce L-PD to only use a small amount of iterations, wheras in PDHG, we have to wait till convergence. The output of the L-PD reconstruction is the first channel of the last primal iterate: u
Algorithm 2: Learned (L-PD).
Simulation setup: training for robustness
A total of 768 training images and 192 test images have been obtained by preprocessing patches from the openly available DRIVE-dataset. The size of all images are 192 × 192 pixels. We simulate data (sinograms) for a setting with 32 photoacoustic detectors. This is done in the same manner as in [2] , to which we refer for more detailed information. To analyse the sensitivity of L-PD, we apply the trained algorithm on a test set in which one of the image properties has been changed. Then we retrain the network on a training set in which the same image property has been changed and investigate how this affects the reconstruction quality. Below we define 8 classes of images, in which one or multiple image properties have been changed. Two L-PD algorithms with two sets of parameters are trained: a small network and a slightly larger network. In the first one, we choose the number of iterations N = 10 and the number of primal-and dual channels k = 5 (cf. Algorithm 2). In the second one, we choose N = 5 and k = 2. For both networks, we take 32 channels in 2 hidden layers. The filter size for the convolutions is 3 × 3 and ReLu's are chosen as activation functions. The Adam optimiser with an MSE-loss on the difference between ground truth and reconstruction is used. For stability in the optimisation, the batch size increases from 2 to 16 in three steps [6] during 200 Epochs. The photoacoustic operator A that is used by the L-PD algorithm is explained in [2] .
Robustness results
At the top of Fig. 1 it can be seen that L-PD gives a better reconstruction than FBP and TV, even if it is trained on a dataset (c0) with less variety than the test set (c3). When trained on the correct class of images (c3), the previously absent background is also reconstructed correctly and therefore the reconstruction quality improves, which is also reflected in Fig. 2 . Here it can also be seen that the large network performs slightly better than the small network. At the bottom of Fig. 1 it can be seen that one can not readily transfer the learned network to a reconstruction problem in which the forward model has been altered. However, in the case of less detectors or limited view, the L-PD algorithm is still able to remove many artefacts and noise. 
Conclusion
In this work we have investigated the sensitivity of a learned reconstruction algorithm with respect to changes in the image, changes in the data and changes in the operator or measurement system. We have shown that:
• learning improves pure model-based reconstruction in terms of noise removal and background identification;
• more variety in the training set gives robustness against image uncertainty in the L-PD setup;
• robustness against model uncertainty is not readily obtained and is a promising challenge for future research.
