Abstract-In this paper, we propose an uplink (UL) scheduling algorithm for Mobile WiMAX (IEEE 802.16e) system that satisfies the throughput and delay for the real and non real time application taking the adaptive modulation and coding scheme (MCS) into consideration. The proposed algorithm works by adjusting the threshold which is imposed on the nrtPS queue. The threshold value here represents the number of bandwidth request messages in the nrtPS queue. The algorithm then allocate the resources in two stages: The inter-class scheduling allocates the resources to different classes of service in accordance to the threshold based priority while the intra-class scheduling allocates the resources within the same class with the exhaustive service strategy. Finally, the simulation results validate the propose algorithm, and show that higher system throughput as well as lower delay and delay jitter can be achieved compared to other existing approaches.
The Mobile WiMAX quality of service (QoS) depends heavily on the 802.16e physical (PHY) and medium access control layers (MAC), as these layers deal with the base-station (BS) and mobile station (MS) access. Since the 802.16e standard works for different applications, fixed or mobile terminals respectively, there have been found to be some significant differences between them, where the technology is concerned.
The MAC layer of Mobile WiMAX provides a medium-independent interface to the PHY layer. It is designed to support and manage different kinds of traffic and applications through five defined service classes: Unsolicited Grant Service (UGS); Extended Real Time Polling Service (ertPS); Real Time Polling Service (rtPS); Non Real Time Polling Service (nrtPS) and Best Effort (BE). The standard does provide the QoS requirements for the service classes; however it leaves the performing algorithm undefined. In such a heterogeneous traffic, the UL scheduling algorithm serves as an important mechanism that affects the performance of the QoS. Thus, there are a number of scheduling algorithms that have been proposed to deal with the above mentioned considerations. Among these, Yi-Neng Lin et al [1] propose Highest Urgency First (HUF) which uses an urgency parameter of a maximum latency. For each service flow, bandwidth requests which deadlines are equal to one is serviced first and then to others until the minimum reserved rate is complemented. A combination of three algorithms; Priority Queuing (PQ), Weighted Round Robin (WRR) and Round Robin (RR) are evaluated in [2] . PQ is applied to the scheduling classes in which the UGS gets the highest priority followed by the rtPS, nrtPS and BE. The UGS is allocated with a fixed bandwidth; the rtPS and nrtPS are served through WRR, while the BE with the RR discipline. In [3] , a Red-based Deficit Fair Priority Queuing (Red-based DFPQ) is proposed which dynamically sets the deficit counter of the rtPS service class based on the current queue length. Zeynep Yurdakul et al [4] have modified the algorithm in [3] to include the intra-class scheduling which uses the signal to noise ratio to calculate the weights of each MS. However, all above schemes do not consider the delay jitter of the UGS or ertPS as well as rtPS. Furthermore, delay jitter is the main QoS parameter for those service classes.
In this paper, we propose a threshold-based priority which is called as Threshold based Cyclic Polling (TbCP) algorithm to study the delay jitter of the real-time traffic applications (which are represented by UGS, ertPS and rtPS) as well as to satisfy the throughput and delay guarantee for various non real-time (which are represented by nrtPS and BE) and real time applications respectively.
The rest of the work is organized as follows: The next Orthogonal Frequency Division Multiple Access (OFDMA), which is originally based on the Orthogonal Frequency Division Multiplexing (OFDM), has been specified as the accessing technique for the IEEE 802.16e. OFDMA subcarriers are divided into subset of subcarriers and each subset represents one subchannel. The number of subcarriers changes with the channel bandwidth in order to provide adaptive frequency bandwidth and data rate [5] . The IEEE 802.16e also supports Time Division Duplexing (TDD) as the duplexing technique. A TDD frame has fixed duration and contains one downlink (DL) and UL subframes. Fig. 1 illustrates the two-dimensional mapping between the frequency and time domains. A slot is the minimum unit of frequency-time resource with which a user may be granted, which contains 48 data sub-carriers and the amount of data carried varies with different modulations and coding schemes.
The MAC protocol is connection-oriented. Upon entering the network, each MS creates one or more connections over which its data are transmitted to and from the BS. The MAC layer schedules the usage of the air link resources and provides QoS differentiation for the different types of applications through the five defined service classes. The BS is responsible for coordinating the communication in the network since there is no direct communication between the MS in the Point-to-Multipoint mode. The transmission from the MS to BS is called UL whereas DL is from BS to MS. Fig. 1 The OFDMA frame structure [6] A. System Model The architecture of mobile WiMAX consists of a number of MSs and a BS. The BS manages the communication between the MSs in the network which take place in two directions, UL and DL. The MS that attempts to communicate with the BS will be identified with a unique connection identifier (CID). Due to the centralized architecture, the BS scheduler controls the system parameters. The transmission in DL is uncomplicated since the BS is the only one that transmits and schedules all the connections.
It should be noted that for an UL transmission, packets are queued at the MSs and specifically the UL scheduler works on a request-grant basis. For this purpose, each MS will send a bandwidth request message to the BS. Several bandwidth requests mechanisms are available such as unicast polls, broadcast and multicast polls, contention and piggybacking. Subsequently, after acquiring the bandwidth request messages, the messages are then classified according to the service class and QoS parameter in the scheduler for the scheduling process. An information element (IE) is created in the UL-MAP to indicate the control region and new resource assignments that MSs should transmit [7] . The UL-MAP is placed at the beginning of the DL subframe of each frame and the completed MAP is then broadcast to all MSs in the network. Each MS listens to the broadcasted MAP message for their CID and decodes the UL-MAP IE so that packets are transmitted in accordance to the allocated slots.
After the initialization process takes place, the MS will send a Dynamic Service Addition -Request message to demand for an UL request opportunity. The Dynamic Service Addition -Request contains the service flow (SF) parameter for the request connection and MAC address. The BS that receives the message will call the admission control to decide whether to accept or reject the request based on the available capacity. If there are several SF arriving simultaneously, the SF is handled according to the priority of each class. Then the available bandwidth is updated accordingly, following the acceptance of the SF. The available bandwidth can be calculated as:
where total C represents the total bandwidth. I, represents the total number of SF or connections and i J is the total number of service classes of the ith connection. Assume that each MS carries a single SF which eliminates the effect of packet scheduling at MSs. Each SF is fixed to maximum sustained traffic rate (MSTR) for UGS and ertPS. As for rtPS and nrtPS, it is set to a minimum reserved traffic rate (MRTR), and BE is given the available capacity after all the service classes are considered. A Dynamic Service Addition -Response will be sent from BS to inform the acceptance of the connection and a CID will then be assigned to the MS.
Five service classes are supported in the IEEE 802.16e. The UGS is appropriate for the applications that generate constant bit rate traffic hence it requires a fixed bandwidth at periodic intervals. The BS pre-allocates periodic slots to such MS prior to the QoS agreement (observing the MSTR) negotiated at the connection setup. The ertPS is formed through the combination of UGS and rtPS. It suits the real-time application with varying bit rates and delay requirements. In this case, the BS will provide unicast grants in an unsolicited manner to the MSs with the ertPS flows. Applications such as audio and video streaming are classified under the rtPS service class. These types of applications generate real-time packets stream which are variable in size. Due to that, the BS will provide unicast request opportunities in which the MS will stipulate the size of the grant required. The nrtPS is designed for a delayed tolerant variable size applications such as file transfer. The MS with such flow will be polled by the BS on a regular basis. Finally, BE is suitable for the application with no throughput or delay guarantees. MSs with the BE connections have to contend for their bandwidth allocation.
III. THRESHOLD BASED CYCLIC POLLING
In order to initiate a graceful trade-off between the real-time and non-real time traffic, a threshold based priority algorithm is presented. This is to ensure that the delay property of the real-time traffic is properly satisfied without sacrificing the throughput of the non-real time traffic. A priority based algorithm seems capable of guaranteeing the QoS parameters of the different service classes. However, the direct outcome of the priority concept is the starvation problem of the lower priority class. Thus, to mitigate with this issue, a threshold-based priority is proposed.
Our approach aims at dynamically adjusting the threshold value, n which represents the number of bandwidth request messages in the nrtPS queue. Furthermore, our proposed scheduling algorithm is simple and does not require computational complexity.
The scheduling scheme starts with the scheduler visits to the UGS queue. The UGS queue is served until no more grants are available (exhaustive service strategy). Once the queue is empty, the scheduler will move to the ertPS queue which is also attended until the queue is empty. The rtPS queue is served next and attended until the queue is empty. Before continuing the service to nrtPS, the scheduler will check on the amount of bandwidth requests available at the nrtPS queue. If the amount of bandwidth request message exceeds the threshold assigned, n, then the service will be carried out to nrtPS and subsequently the BE. On the other hand, the scheduler will return to serve UGS if the amount of the bandwidth request is less than the threshold assigned.
Immediately after each queue is served, the grants and bandwidth request messages are then sent to the staging buffer area for the mapping of IE to the UL-MAP process (to decide on the time slots that should be allocated to each MS subscriber). However, the mapping of IE to the UL-MAP, DL-MAP and data bursts to the OFDMA frame is not included in the scope of this work. The staging buffer is emptied as needed (if there are spaces in the UL-MAP) to fill up the empty slots in the UL-MAP. In order to achieve full frame utilization, a fragmentation process is supported. Fragmentation allows a grant and bandwidth request message to be partitioned in case there are some left-over spaces in the UL-MAP. The UL scheduler explained above is depicted in fig. 2 and 3 , respectively.
The exhaustive service strategy which is employed to the second stage of the algorithm is to ensure that the queues are being allocated fairly despite their service classes. Each queue attended by the scheduler is served until the buffer is completely vacant and if the current queue to be serviced is empty, the scheduler will then move to the next available queue. 
IV. SIMULATION ENVIRONMENT AND PERFORMANCE ANALYSIS
The task of the Mobile WiMAX UL scheduler is a complex one. The scheduler must be able to support different types of application [8] as well as delivering the available bandwidth of different service classes [9] while satisfying the
Thus, most of the proposed algorithm assumed an estimate of the delay information which is less accurate and timely [10] .
The IEEE 802.16e standard enables optimization of each MSs data rate by allowing the BS to set the MCS according to the channel condition [11] . Thus, to account for the adaptive MCS, each service flow is translated to the coding rate and bits per symbol carried for each modulation. Table 1 summarizes the coding rate and bits per symbol supported in the Opnet software. The simulation parameters and traffic parameters are summarised in Tables 2 and 3 respectively. Fragmentation is supported in order to achieve full frame utilization and allow packets to be partitioned in case there are some left-over spaces in the MAP. 
A. Performance Analysis
The performance of the algorithms as explained in section 3 is evaluated using the Opnet simulator to show the correctness and the performance of the algorithm, respectively. To select the suitable value for the threshold, we have performed the simulation rigorously, varying the threshold. Through this, we observed the optimal value of the threshold to be equal to 10 (th10) and the smallest to be 1 (th1).
Fundamentally, the network operators in the real environment do not provide all the five service classes simultaneously (as define theoretically by the standard) to the end users so as not to burden the scheduler. Thus, to reduce the complexity [8] , mainly two or the maximum of three QoS classes are assigned. The UGS and ertPS classes are designed for the VoIP traffic while the nrtPS and BE both represent the non-real time traffic, thus choosing either one to represent the traffic is considerably sufficient. Therefore, we have chosen the UGS, rtPS and nrtPS for scenario 1 while the rtPS, nrtPS and BE are selected for scenario 2. Through this, we highlight the importance of the threshold setting which represents the number of bandwidth request message in the nrtPS queue.
To guarantee the QoS of different service classes, a priority-based scheme is applied for the inter-class scheduling in a Mobile WiMAX scheduler. UGS is set to have the highest precedence followed by the ertPS, rtPS, nrtPS and BE. The direct negative effect of the priority-based algorithm is that, it may starve the connections of lower priority service classes (BE) which cause the throughput to be lower. Thus, to mitigate with this problem, DFPQ with a counter is introduced to maintain the maximum allowable bandwidth for each service class. However, determining the correct value of the counter is crucial and if not configured properly, the delay and throughput of the service classes traffic might suffer.
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We compare the performance of the proposed algorithm with reference to [2, 3] for the purpose of evalution and comparison. We have chosen the work of [2, 3] with the condition that our proposed algorithm falls into the category of priority-based algorithms. Red-based DFPQ [3] is also a type of priority-based algorithm where the counter is set to the MSTR/MRTR value to maintain the maximum allowable bandwidth for each service class. As for the intra-class scheduling, the fixed bandwidth implementation, WRR [2] and RR (BE service class) [2] are involved. Fixed bandwidth implementation is specified in the IEEE 802.16e as the algorithm for the UGS and ertPS service classes.
1) Scenario1
In scenario 1, ten MSs are configured to web browsing using the nrtPS while an increasing number of MSs performing VoIP and video conferencing which are associated with the UGS and rtPS service classes respectively are adopted for the purpose of expanding the load. The VoIP server, video conferencing server and HTTP server are linked up to the BS via the core network as shown in figure 4. We observe that TbCP of threshold 1 and 10 has shown an increase in delay as compared to fixed bandwidth especially when MS approaches 40. This is due to the additional delay introduced in the scheduler which is the time that the grants have to wait (waiting time or queuing delay) to be serviced (as shown in Table 4 ). However, TbCP with threshold of 10 has reduced the mean waiting time as compared to threshold of 1. In UGS, the BS provides fixed-size grants (IE) in the UL-MAP to the MSs at periodic intervals, thus as the number of MS increases, higher amount of packets are transmitted which is then translated into higher system throughput. This can be further examines as in fig. 5 (b) where TbCP of threshold 1 and 10 outperforms the fixed bandwidth implementation when the number of MSs reaches 40. 5 (c) shows the average delay jitter for the proposed algorithm with the threshold of 1 and 10 which is compared against the fixed bandwidth implementation. Delay jitter is defined as the amount of variance in the arrival of packet to the destination. We observe that the average delay jitter value increases when the MS approaches 40. This is because when the queue that holds the UGS packets is full, most of the incoming packets will be discarded due to the overflow. As a result, the delay jitter is very small in a low-loading condition because most packets are immediately served without dropping and increases steeply when the queue is about to be full. The TbCP of threshold 10 of the proposed algorithm has reduced the delay jitter further. (c) Fig. 6 (a) rtPS throughput (b) Average delay (c) Average delay jitter Fig. 6 (a) examines the rtPS throughput of the algorithms. In the WRR, each MS is allowed to be allocated with the amount of slots which is equal to the weight assigned for each connection. In this case, the weight is assigned and calculated as: 
is the total of the minimum reserved traffic rate of the i th service class. As for the Red-based DFPQ, the deficit counter of each service class is fixed to the MRTR. The rtPS is given higher transmission opportunities (the size of the deficit counter is adjusted adaptively based on the number of bandwidth request message of the rtPS service class) when the number of bandwidth request messages of the rtPS service class increases. Therefore, the Red-based DFPQ transmits more bandwidth request message which effectively increases the system throughput and decreases the delay of rtPS as shown in fig. 6 (a) as compared to PQ+WRR. The PQ+WRR algorithm starts to deliver the lowest throughput when the number of MS advances to 20 because the algorithm cannot perform well in the presence of variable size packets.
The exhaustive service strategy employed as the intra-class scheduling of the TbCP algorithm helps to further improve on the throughput of rtPS. This is because, the BS is only capable of estimating the UL traffic [9] through the bandwidth request messages sent from the MS and the MRTR assigned for each service class. The actual packets reside in the MS in which there is no mechanism that serves to transmit the information of the individual packet sizes to the BS. Thus, the use of MRTR in determining the values of weight and deficit counter thus affects the throughput, delay and delay jitter. Fig. 6 (b) demonstrates the average delay in which the PQ+WRR displays the highest delay while TbCP produces the lowest delay. The TbCP with the threshold of 10 has reduced the delay as compared to threshold of 1. Fig. 6(c) shows the performance of the delay jitter of the algorithms. The lowest delay jitter is observed from the TbCP with the threshold of 10. Jitter occurs when packets are sent and received with timing variations which can degrade the user's perceived quality of voice or video applications. To ensure a quality user experience, the WiMAX forum has specified the delay and delay jitter guideline for the VoIP and video conferencing application as <160 msec and < 50 msec. The throughput of nrtPS is presented in fig. 7 . The TbCP of threshold 10 delivers the highest throughput among the algorithms. When the threshold value is set to 1, the scheduler will service the nrtPS queue after serving the rtPS queue, that is when there is ≥ 1 bandwith request message available in the buffer. At this point in time, the number of bandwidth request messages that is serviced is basically less than the number of bandwidth request message when the threshold value is set to 10 because the non-real time traffic load is configured to be lower than the real-time traffic load and the MS with nrtPS connections is polled every 10 msec which is much later than the MS with rtPS connections thus, resulting in smaller number of incoming bandwidth request messages directed to the nrtPS queue.
2) Scenario 2 In scenario 2 eight MSs are configured to the FTP and HTTP server using the nrtPS and BE service classes respectively while an increasing number of MSs performing video conferencing using rtPS are employed to enlarge the load. The video conferencing server, FTP server and HTTP server are linked up to the BS via the core network. The network topology is illustrated as in fig. 8 . Fig. 9 (a) shows the throughput of the rtPS with the TbCP of threshold 1 and 10 deliver the highest for the QoS class. In spite of the fact that the delay as in fig. 9 (b) of the rtPS of threshold 1 are not the lowest, it is still rendered low and bounded as compared to PQ+WRR and Red DFPQ algorithms. Fig. 10 compares the throughput for the BE service class. The comparison shows that our proposed algorithm with the threshold of 1 delivers the highest throughput for the BE. However, for the threshold of 10, the scheduler needs to satisfy the higher priority service class as long as the bandwidth request messages are less than the threshold assigned, causing the throughput to be the lowest.
The Red-based DFPQ delivers a lower average throughput as compared to PQ+RR when the MS approaches 30 because the rtPS is allowed higher transmission opportunities when the number of bandwidth request messages of rtPS increases thus, reduces the throughput of BE. The combination of the PQ and RR algorithm reduces the throughput of the BE class because the scheduler needs to satisfy the higher priority class before the BE is served. Furthermore, the RR scheduling algorithm would allow only one bandwidth request message to be served in each round.
V. CONCLUSIONS
In this paper, we have proposed a threshold based cyclic polling algorithm for the ULscheduler of IEEE 802.16e. The algorithm supports diverse QoS as defined by the standard. In order to meet the delay property of the real-time traffic, we have manipulated the threshold value set upon the nrtPS bandwidth request message to take advantage of the delay-tolerant feature demonstrated by this service class. We have discovered the importance of the threshold value and its undeniable influence towards the configuration of the service classes. Results from simulations show that when the network is configured with a higher concentration of real-time QoS classes (UGS,ertPS and rtPS), then the threshold value should be set higher which is 10. This can be demonstrated from the results of scenario 1 with low bounded delay, lowest delay jitter and higher throughput delivered from the UGS; lowest delay and delay jitter of the rtPS and highest throughput achieved of the nrtPS. On the other hand, results from scenario 2 of the simulations prove that the threshold of 1 is the most appropriate value (when the network is configured with higher concentration of non-real time service classes). This is confirmed through the results of higher rtPS throughput, low bounded delay and delay jitter and highest throughput delivered by the BE.
Scheduling algorithm which is employed to the DL scheduler cannot be applied to UL scheduler directly. This is because the BS schedules the bandwidth requests arriving from the various MS and has no information about the packet. The BS estimates the UL traffic according to the MSTR and MRTR sent by the service flow of the MS.
As for our future direction, we recommend an admission control scheme that adaptively admits the connection, by taking into account the threshold setting and the QoS parameters. Furthermore, the threshold value should be self-configuring, implying that the adjustment of the value should be done intelligently based on the configuration of the network instead of being adjusted manually.
