We formulate and study the Probabilistic Hitting Set Paradigm (PHSP), a general framework for design and analysis of search and detection algorithms in large scale dynamic networks. The PHSP captures applications ranging from monitoring new contents on the web, blogosphere, and Twitterverse, to analyzing influence properties in social networks, and detecting failure propagation on large electronic circuits. The Probabilistic Hitting Set Paradigm (PHSP) defines an infinite time generating process that places new items in subsets of nodes, according to an unknown probability distribution that may change in time. The freshness or relevance of the items decay exponentially in time, and the goal is to compute a dynamic probing schedule that probes one or a few nodes per step and maximizes the expected sum of the relevance of the items that are discovered at each step. We develop an efficient sampling method for estimating the network parameters and an efficient optimization algorithm for obtaining an optimal probing schedule. We also present a scalable solution on the MapReduce platform. Finally we apply our method to real social networks, demonstrating the practicality and optimality of our solution.
Introduction
An emerging trend in algorithmic stock trading is the use of automatic search through the Web, the blogosphere, and social networks for relevant information that can be used in fast trading, before it appears in the more popular news sites [16, 2, 1, 41, 34, 3, 40] . Similarly, intelligence, business and politics analysts are scanning online sources for new information or rumors. While new items are often reblogged, retweeted, and posted on a number of sites, the goal is to find the information once, as fast as possible, before it loses its relevance. There is no benefit in seeing more copies of the same news item, rumor, etc.
Such a search is an example of a fundamental search and detection problem in dynamic, distributed massive data repository. Data is distributed among a large number of nodes, new items appear in individual nodes, and items may propagate (copied) to neighboring nodes on a physical or a virtual network. The goal is to detect at least one copy of each new item as soon as possible. The search application can probe any node in the system, but it can only access and process a few nodes at a time. To minimize the time to find new items, the search application needs to optimize the schedule of probing nodes, taking into account (i) the distribution of copies of items among the nodes (to see where to probe), and (ii) the decay of items' freshness (or relevance) over time (to focus the search on most relevant items).
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Another application that faces a similar search problem is processing security raw data (e.g. gathered security raw footages that need to be processed). Ideally, given limited resources compared to the huge volume of the data, a schedule for processing (probing) different raw-dataset has to minimize the value of missing information (assuming newer information are more valuable than older ones).
Our goal is to provide an efficient tool for a user who does not have a prior information on the generation and distribution of items in the network. We focus on simple, memoryless probing schedules that are easy to compute and require minimum storage. In the next section, we formally introduce the model and define our problem.
Model and Problem Definition
The Probabilistic Hitting Set Paradigm defines a generating process that creates new items, at each step, and distributes copies of these items between different sets of nodes:
Definition 1 (Generating Process). Let U = {1, . . . , n} be a set of nodes, F a family of subsets of U , and π : F → [0, 1]. A generating process Γ = (U, F, π) is an infinite time process that at each time t, generates a collection of subsets I t ⊆ F, such that a set S ∈ F is included in the sample I t with probability π(S), independent of other sets. An item i t,S is a copy of S ∈ F generated at time t, and thus, i t,S ∈ I t . We call the elements of F informed-set of U .
A probing schedule is a probability distribution over the possible sets of nodes to probe in each step. Note that we are interested in efficient memoryless schedules that can be stored and computed efficiently.
Definition 2 (Schedule).
A c-schedule, for a positive integer c, is a probability distribution p over U such that at any time step, the schedule probes (up to) c nodes independently chosen according to the distribution p. We say an item i t,S is caught at time t ≥ t, if p probes a node of S at time t , and no node of S was probed in the interval [t, t − 1].
For simplicity, we may say schedule instead of c-schedule if it is clear in the context. The cost of a schedule is the expected number of undetected items at a given step, weighted by their freshness, and averaged over time:
Definition 3 (θ-Cost). Let θ ∈ (0, 1] be a decaying factor. The freshness of an uncaught item i t,S at time t ≥ t is θ t −t . The load of Γ at time t, denoted by L Γ (t), is the sum of the freshness of uncaught items at time t. The θ-cost, or cost in short, of a schedule p is defined as lim t→∞ 1 t t t =0 E(L Γ (t )). We denote the cost of p by cost (p).
Thus, the cost function is the limit expected load of the system, averaged over time. Note that this limit always exists as proven in Lemma 1. Our goal is to compute a schedule with minimum cost: Definition 4 (Probabilistic Hitting Set Paradigm). The goal in a (θ, c)-Probabilistic Hitting Set Paradigm, or (θ, c)-PHSP, for a generating system Γ is to find a c-schedule with the minimum θ-cost. We call a schedule optimal if it has the minimum cost.
Note that in (θ, c)-PHSP, the parameter θ tunes our interest in older items. For instance, if θ is close to 0, an ideal schedule should catch as many new items (generated in very recent time steps) as possible. In the other extreme, if θ = 1, an ideal schedule should consider all the items for catching, regardless of their age.
In other words, an ideal schedule for a (θ, c)-PHSP is a schedule that spends more time on probing the nodes that are more likely to receive "fresh" items: if the items are the "information" that flow over the network, these nodes play the role of information hubs among the nodes. Our search for information hubs can be view as the complement of the "influence maximization problem" [23, 24] . In the influence maximization we look for a set of nodes that generate the information that reach most nodes. In the information hubs problem we are looking for the set of nodes that receive the most amount of information, thus the most informative nodes.
Related Work
There has been extensive work on Outbreak Detection using statistic or mobile sensor in physical domains, motivated in part by the "Battle of Water Sensor Network" challenge [43] , where the goal was to optimize the placement of sensors in water networks to detect contamination [35, 29, 20] . The optimization can be done with respect to a number of objectives, such as maximizing the probability of detection, minimizing the detection time, or minimizing the size of the subnetwork affected by the phenomena [35] . A related work [4] considered sensors that are sent along fixed paths in the network with the goal of gathering sufficient information to locate possible contaminations. Early detection of contagious outbreaks by monitoring the neighborhood (friends) of a randomly chosen node (individual) was studied in [13] . Efficient scheduling for minimizing energy consumption in battery operated sensors were studied in [32] , and distributed solutions with limited communication capacities and costs were studied in [31, 18, 30] .
In contrast, our work is geared to detection in virtual networks such as the Web or social networks embedded in the Internet, where a monitor can reach (almost) any node at about the same cost. The monitor is restricted to probing a small number of nodes per step, the optimization of the probing sequence is over a larger domain, and the goal is to identify the outbreaks (items) regardless of their size and solely by considering their interest value.
Our methods complement the work on Emerging Topic Detection where the goal is to identify emergent topics in a social network, assuming full access to the stream of all postings. Providers, such as Twitter or Facebook, have an immediate access to all tweets or postings as they are submitted to their server [9, 38] . Outside observers need an efficient mechanism to monitor changes, such as the methods developed in this work.
An interesting related research direction aims at controlling or stopping contagions in the networks by changing the topology of the network (e.g, by protecting or blocking the edges and/or nodes) [6, 25, 26, 27, 37, 21, 33] . Another related research direction is Anomaly Detection whose goal is to find the events (usually structural) that deviate from normal patterns [42, 46, 17, 44, 5, 8] . Finally, web-crawling is another interesting research area that relates to obtaining the most recent snapshots of the web. However, it differs from our model in two key points: our model allows items to propagate their copies, and they will be caught if any of their copies is discovered (where snapshots of a webpage belong to that page only), and all the generated items should be discovered (and not just the recent ones), e.g. see [14, 48] .
Method
In this section, we first study the general problem of finding an optimal schedule in a (θ, c)-PHSP for a generating process Γ = (U, F, π). We provide two different approaches assuming we know F and π in prior. Then, we show how we still can apply our methods if we observe a sample I of F generated according to π during a time interval of lengthÕ(log(n)), i.e., I = I 1 ∪ I 2 ∪ . . . ∪ IÕ (log(n)) (see Section 1). Next, we present our method in the MapReduce framework to show the scalability of our method. Finally, we conclude the section by studying the case when the parameters of the network (topology, probabilities, etc) change and show how our method can adapts itself in dynamic networks.
The Optimization Algorithm
As explained in the previous section, we study the (θ, c)-PHSP for a generating process Γ = (U, F, π). Now, using the fact that θ ∈ (0, 1], we can give an explicit formula for computing the cost of a c-schedule, which is useful in our optimization problem.
, and its freshness at t is θ t −t . Therefore, i imposes the load θ t −t to the system at time t , with probability (1 − p(S)) c(t −t) , and zero otherwise. Since the probability of i t,S being generated is π(S) we have
where we used the fact that for any convergent sequence {a i } i∈N we have lim t→∞ t i=1 ai t = lim i→∞ a i (Cesaro means [19] ). Now, having the explicit formula for the cost function, we show that it is a convex function over its domain: Theorem 1. The cost function, cost (p), is a convex function over its domain.
Proof. Fix a subset S ⊆ V . Note that it suffices to show that the function f S (p) = 1 1−θ(1−p(S)) c is a convex function, as cost (p) is a linear combination of f S (p)'s with positive coefficients.
Let g S (p) = θ(1 − p(S)) c . We claim that g S is a convex function. This is because the Hessian matrix of g S is positive semidefinite:
and 0 otherwise. Therefore, we can write the Hessian matrix of g S as
and thus, ∇ 2 g S is positive semidefinite matrix and g is convex. So, 1 − g S is a concave function. Finally, since f S (p) = 1 1−g S (p) and the function h(x) = 1 x is convex and nonincreasing, f S is a convex function.
Note that in the proof of Theorem 1, if for every i ∈ U , S = {i} ∈ F, the function g S , and therefore f S , are strictly convex.
Theorem 1 has the following immediate corollary:
Corollary 1. A schedule p with locally minimum cost, has also a global minimum cost and is an optimal schedule. Furthermore, if for every i ∈ U , {i} ∈ I the optimal schedule is unique.
Our goal to find an optimal schedule is indeed to solve the following optimization problem:
Here, we present two approaches for solving this optimization problem: one by using gradient descent and one based on Lagrange multipliers. Using gradient descent, provides theoretical guarantee for converging to the optimal schedule but is slow in practice for large networks. The other method is fast but does not give a theoretical guarantee, though if it converges in finite time to the final schedule, that schedule is provably optimal (see below).
Gradient Descent. As we showed in Theorem 1 the cost function is (smoothly) convex. Thus, we can apply the gradient descent method for the optimization in (1), as converging to any local minimum is guaranteed to give a global minimum.
Lagrange Multipliers: nonlinear iterative method. Generally, to use the nonlinear iterative method, we need a function Q : n−1 → n−1 such that Q(p * ) = p * for any optimal schedule p * . Note that if p * is an optimal schedule, by Lagrange multipliers, it is a solution to the following equality:
The i-th equation induced by (2) is ∂ ∂pi cost (p) + λ = 0, which is
.
Note that Q i (p * ) = p * i ·λ j p * j ·λ = p * i , and thus Q(p * ) = p * . Although we do not provide any guarantee on convergence of this method, the following theorem states that Q(p) = p if and only if p is optimal, and later in experiments, we illustrate the convergence of this method in different cases. Proof. As shown above, if p is an optimal schedule Q(p) = p holds. Now assume that Q(p) = p. Therefore p i = Q i (p) for 1 ≤ i ≤ n, and we have
Hence, W i (p) is a constant (independent of i) and we have W 1 (p) = . . . = W n (p). Now, by letting λ = W i (p), we obtain a solution for the system of equations in Lagrange multipliers method, and thus, p is an optimal schedule.
In this work, we apply the second method as it is very fast on large datasets that we use in our experiments. Also, although the convergence of this method is not guaranteed, we show that in practice it converges quickly. For sake of simplicity we took the identity function for f , and our method for the optimization problem in (1) is given in Algorithm 1.
Algorithm 1: optimizer(iterations)
Inputs: The number of iterations. begin p ← (1/n, . . . , 1/n);
. . , pnWn); return p;
On the Sample Complexity of F
In a generating process Γ = (U, F, π), computing the cost of a schedule can be very challenging due to the parameters F and π as they might not be known to us. Instead we have access to sampled informed-set from F during the time. In particular, at any time step an informed-set S ∈ F may be generated, and observed or sampled, with probability π(S). A sample I of informed-set during a time interval [t 1 , t 2 ] is I = I t1 ∪ . . . ∪ I t2 where each I t is the set of all observed informed-set at time t.
In this section, we study the optimization problem (1) in generating processes for which we only have access to samples of F. Specifically, we show that a sample I gathered during a time interval of lengthÕ(log(n)) suffices to estimate and optimize the cost function.
We start by defining the cost of a schedule according to a sample: The question we want to answer in this section is "How large should (I) be, so that for every schedule p we have |cost (p, I) − cost (p) | < · cost (p) w.h.p for > 0?"
We have the following theorem. = O log(n) 2 . Then, for every schedule p we have
Proof. Let X S be a random variable which is 1 1−θ(1−p(S)) c with probability π(S), and zero otherwise. So, 1 ≤ X S ≤ 1 1−θ . Also let X = S∈F X S , and thus,
and |F| ≤ X ≤ |F | 1−θ . Let X i S be the i-th draw of X S during the time interval I was sampled from and define X i = S∈F X i S . Note that cost (p, I) = 1
|F | cost (p). Using the fact that 1−θ |F | X ∈ [0, 1] and the Chernoff bound we have
where the last inequality holds since cost (p) ≥ |F |, as shown in Inequality (3) . So, if (I) ≥ 3( log(n)+log(2)) 2 (1−θ)
= O log(n)/ 2 , for every schedule p, |cost (p, I) − cost (p)| < · cost (p) with probability at least 1 − 1/n r .
In the previous section we defined the W i (p) functions on schedules for a given generating process Γ = (U, F, π), assuming we know π. However, similar to the cost function, we can define these functions according to a sample, namely, W i (p, I) =
Using a very similar argument we have the following theorem: = O log(n) 2 . Then, for every schedule p and i ∈ {1, . . . , n} we have Pr(|W i (p, I) − W i (p)| ≥ · W i (p)) < 1 n r . We conclude this section by providing an algorithm, Algorithm 2, for the optimization problem (1) in the case that we only have access to a sample of F. Note that by Theorems 3 and 4, in the iterative process of Algorithm 2, our estimates of the cost and W i 's function are within an factor of their true value, with high probability (using an appropriate r).
Algorithm 2: approx optimizer(iterations, I)
Inputs: The number of iterations, and a sample of informed-sets I. begin p ← (1/n, . . . , 1/n);
Scalability of the Method
In this section, we show the scalability of optimizer and approx optimizer (see Algorithms 1 and 2) in MapReduce framework [15] . A MapReduce model consists of two parts: mapping by mappers, and reducing by reducers. At each round of MapReduce the input dataset is partitioned into independent chunks and each chunk is sent to a mapper. Each mapper will process the received chunk and outputs pairs of key-values, k, v . Then, the platform shuffles the key-value pairs and aggregate the values of a same key and sends them to reducers. Therefore, each reducer receives inputs of form k, (v 1 , . . . , v r ) , where v 1 , . . . , v r are all the values with the key k generated by mappers. Finally, reducers process their inputs and return the final outputs.
In following, we show how computing the cost and W i functions (and consequently Q) can be done in a MapReduce given a sample I for a generating process Γ = (U, F, π). Therefore, approx optimizer can be easily scaled to larger dataset. So, lets assume the input dataset is I, and the informed-set in I are partitioned and sent to mappers. We also assume that mappers have a copy of p.
Computing the cost function. Each mappers, for every S ∈ I that it receives, outputs the following key-value pair: 0, 1 (I) f (S) , where f (S) = .
Computing the W i 's functions. Each mappers, for every S ∈ I that it receives, outputs all the following key-value pairs:
Next, each reducer receives an input of the form
S∈I:i∈S
, and would be able to compute p i W i (p, I), by adding the "values" and multiply by p i . Finally, the aggregator (or the central processing unit) can normalize the vector (p 1 W 1 (p), . . . , p n W n (p)), and compute Q(p).
Using a very similar technique, one can compute the cost and W i 's functions in MapReduce framework when having full access to F and π parameters of the generating process Γ = (U, F, π). This shows the scalability of optimizer.
Dynamic Parameters
In this short section, we consider the case when the parameters of the network change (i.e, the distribution over the possible informed-sets changes). To apply our method to a dynamic environment we first sample the process to generate a sufficiently large sample collection. This can be done by probing all nodes with uniform distribution during a short time interval, or using a round robin schedule (Algorithm 3). For an item the sampling process stores the set of nodes that received this item. We then compute an optimal schedule with respect to that sample (Algorithm 1). We use this schedule and monitor the cost to detect significant changes. In that case we obtain a new sample, optimize with respect to that sample and apply the new schedule.
Note that when we adapt our schedule to the new environment (using the most recent sample) the system converges to its stable setting exponentially (in θ) fast: Suppose L items have been generated since the change of the parameters until we adapt the new schedule. These items, if not caught, loose their freshness exponentially fast: after t steps their freshness is at most Lθ t and gets diminished very quickly.
In our experiments we provide different examples that illustrate how load of the generating process stables after the algorithm adapts itself to the changes of parameters (see Section4). 
Experimental Results
In this section, we present our experimental results on optimality and efficiency of approx optimizer, as in realistic scenarios we only have access to samples from the informed-sets F. First, we show that for a given sample I, approx optimizer converges quickly to a schedule p * that minimizes cost (p, I) (see Theorem 2). In particular, our experiments illustrate that the sequence cost p 1 , I , cost p 2 , I , . . . is descending and converges after few iterations. Note that p i+1 is solely a function of I and p i . Next, for further investigation, for each generated sequence of p 1 , p 2 , . . . according to a sample I, we compute the cost of p i 's according to another test sample T , and see that the sequence cost p 1 , T , cost p 2 , T , . . . is still descending and converges after few steps.
Finally, we demonstrate how our method can adapt itself to the changes in the network parameters.
Our experiments were run on a Opteron 6282 SE CPU (2.6 GHz) using 12G memory. We tested our method on the following networks 1 (see Table 1 for details):
-Enron-Email [28] : The email communication of Enron Corporation. Parameters and model of propagation. Throughout our experiments, for sake of simplicity we consider c = 1, 3 or 5 for our (θ, c)-PHSP, and we always assume the graphs are directed by replacing undirected edges with two directed ones. We also let the decaying factor θ = 0.75. By deg + (i) (resp. deg − (i)) we mean the out-degree (resp. in-degree) of the node i. In each network G = (V, E) we group the nodes into four groups (see Table 1 ):
We assume each node may generate a new item, that will be propagated, at each time based on the group the node is assigned to. In particular, the probability that the node i generates a new item, π i , is as follows:
based on the intuition that active individuals are likely to have more followers/friends. In Table 1 the expected number of new items at each time step is given, for each dataset, as the rate of new items.
As the model of propagation, we consider the Independent-Cascade model [23] : each directed edge e = v → w has a probability p e that a new item at node v is propagated through this edge to node w, and events for different items are independent. Following the parameters reported in the literature [23, 11, 10, 22, 47] , we set p v→w = 1 deg − (w) .
The Efficiency and Accuracy of approx optimizer
In Section 3.1 we showed that when a run of approx optimizer converges (according to a sample I) the computed c-schedule is optimal with respect to the sample I (Theorem 2). Our first set of experiments measure the rate of convergence and the execution time of the optimization algorithm, approx optimizer. Formally, suppose p i is the obtained schedule by approx optimizer, according to the sample I, at the i-th round To demonstrate the convergence of approx optimizer we sample all the sets generated during a time interval of length 2000, I. For c ∈ {1, 3, 5} the cost of each c-schedule during the iterative method according to I is shown in Figure 1 . Also, in Figure 1 , the cost of each intermediate c-schedule generated during the iterative method (applied to I) is computed according to a test sample T that has been obtained during a time interval of length 10000. In both cases the cost values are decreasing.
As shown in Figure 1 , the sequences of cost values according to both sample I and the test sample T are descending and converge after few steps. Also note that the cost values according to I and T are close (in some cases almost identical), which agrees with the theoretical analysis in Section 3.2.
Remark 1. The implementation of approx optimizer never loads the entire sample to the main memory, which makes it very practical for running large samples on conventional machines.
For each graph, the size of the sample I, the average size of sets in I, and the average time of each iteration is given in Table 2 . Note that the running time of each iteration is a function of both sample size and sizes of the sets (informed-sets) inside the sample.
Datasets
Enron 
Dynamic Settings
In this section, we provide some experiments that demonstrate the changes in the generating process and how our algorithm can adapt itself to the new situation. Simulations are provided in Figure 2 : For each graph, we start by following an 1-optimal schedule in the graph. At the beginning of each "gray" time interval, the labels of the nodes are permuted randomly, and at the beginning of each "green" time interval our algorithm starts gathering samples of informed-set (sampler). Then, algorithm computes the schedule for the new sample (approx optimizer -15 iterations) and starts probing. The length of each colored time interval is R = 3(log(n)+log(2)) (1−θ) motivated by Theorem 3 (for = 1), and other intervals (three time intervals before, between, and after the colored time intervals) have length 10R. Also, for sake of illustration, we assumed at each time step each node i may generated up to 10 items (each having a chance of π i to be generated). Thus, the number of generated items at each node is a binomial random variable with parameters 10 and π. Note that we start the generating process at time 0. Hence, during the first few time steps the load of the generating process increases. Based on our experiments, shown in Figure 2 , we observe that (i) a sample gathered during a very short time interval suffices to minimize the load (and therefore the cost) of the generating process, and (ii) after adapting to the new schedule, the effect of the perturbation disappears immediately (see the Section 3.4 for theoretical upper bound). Finally, note that for each time t, we plot the loads L Γ (t), and not the cost function. This is because the load is what we can observe (which is a draw of random variables L Γ (t)), as the cost function is the expected value of these random variables averaged over the time, and it explains the asymptotic behavior of the system. 
Conclusion
We formulate and study the Probabilistic Hitting Set Paradigm (PHSP), a general framework for design and analysis of search and detection algorithms in large scale dynamic networks, that captures a wide range of applications. The goal in PHSP is to find an optimal probing schedule that captures the items as soon as possible (based on their freshness or relevance). In this work we studied the problem of finding optimal memoryless schedules for (θ, c)-PSHP and showed that the optimal probing schedule can be obtained efficiently via a non-linear iterative method. In particular we provided a scalable iterative method for computing the probing schedule in MapReduce framework.
We also studied the sample complexity of the set of informed-sets, and showed a sample of informed-set gathered during a time interval of length O(log(n)/ 2 ) provides enough accuracy by using Chernoff bound arguments.
Finally, we applied our method on variety of real social networks, that illustrates the optimality and practicality of our solution.
