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Abstract. We introduce a second order in time modified Lagrange–Galerkin (MLG) method for
the time dependent incompressible Navier–Stokes equations. The main ingredient of the new method
is the scheme proposed to calculate in a more efficient manner the Galerkin projection of the functions
transported along the characteristic curves of the transport operator. We present error estimates for
velocity and pressure in the framework of mixed finite elements when either the mini-element or the
P2/P1 Taylor–Hood element are used.
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1. Introduction. The Lagrange–Galerkin (LG) method was introduced in the
early 1980s by [6], [17], and [8] (see also [9]) to calculate a numerical solution of time
dependent convection-diffusion problems, including the incompressible Navier–Stokes
equations, represented by a differential equation of the form
Dv
Dt
+Av = f,
where DDt :=
∂
∂t + u · ∇, u being a flow velocity, is the so-called transport operator,
and A is a second order elliptic operator modeling the diffusion mechanism. The
idea of this method is to combine an implicit backward in time discretization of the
differential equation, along the characteristic curves of the transport operator, with
a Galerkin projection in the framework of finite element methods (note that such an
idea is also applicable in the context of spectral methods or hp-finite element methods;
see, for instance, [19] and [10]), yielding in this way a marching in time procedure
that may be very efficient for the following reasons: (i) the method partially circum-
vents the troubles caused by the convective terms because discretizing backward along
the characteristic curves is a natural way of introducing upwinding in the space dis-
cretization of the differential equation; (ii) the resulting system of algebraic equations
is symmetric and linear if the operator A is also, with a moderate condition num-
ber; (iii) the method is unconditionally stable if the Galerkin projection is performed
exactly; this allows us to use a large time step Δt in the calculations.
Nevertheless, the LG method has several drawbacks: (i) the calculation of the
feet of the characteristic curves at every time step; this requires solving, backward in
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MODIFIED LG METHOD FOR NAVIER–STOKES EQUATIONS 3085
time, many systems of ordinary differential equations (ODEs); and (ii) the calculation
of some integrals, which come from the Galerkin projection, whose integrands are the
product of functions defined in two different meshes. The first shortcoming is in some
way related to the second because the integrals have to be computed exactly, but in
general it cannot be done this way and they have to be numerically calculated with
high accuracy to keep the method stable; see, in this respect, [2] where a study on
the behavior of the method with different quadrature rules is performed. The use of
high order quadrature rules means that many quadrature points per element should
be employed to evaluate the integrals, and, therefore, since each quadrature point has
an associated departure point, many systems of ODEs have to be solved numerically
at every time step; hence, the whole procedure may become less efficient than it looks
at first, in particular when working in unstructured meshes, because the numerical
calculation of the feet of the characteristic curves requires locating and identifying of
the elements containing such points, and this task is not easy to do in such meshes.
In [3] we introduced modified Lagrange–Galerkin (MLG) methods to partly over-
come drawback (ii) of the conventional LG method while maintaining its rate of
convergence when linear or quadratic finite elements are employed. The goal of this
paper is to describe and analyze the convergence of an MLG method when it is applied
to integrate the time dependent incompressible Navier–Stokes equations; in particu-
lar, we shall study the MLG method combined with the backward differentiation
formula of order 2 (BDF2) as a time stepping scheme. The LG method combined
with the BDF2 in a finite element context was presented for the first time in [7] to
integrate convection diffusion problems; later on, [5] applied this method to integrate
the incompressible Navier–Stokes equations.
We introduce some notation about the functional spaces we use in the paper. For
s ≥ 0 real and real 1 ≤ p ≤ ∞, W s,p(D) denotes the real Sobolev spaces defined
on D for scalar real-valued functions. ‖·‖W s,p(D) and |·|W s,p(D) denote the norm and
seminorm, respectively, of W s,p(D). When s = 0, W 0,p(D) := Lp(D). For p = 2,
the spaces W s,2(D) are denoted by Hs(D), which are real Hilbert spaces with inner
product (·, ·)s. For s = 0, H0(D) := L2(D), the inner product in L2(D) is denoted by
(·, ·). H10 (D) is the space of functions of H1(D) which vanish on the boundary ∂D in
the sense of trace. H−1 denotes the dual of H10 (D). The corresponding spaces of real
vector-valued functions, v : D → Rd, d > 1 integer, are denoted by boldface letters,
for instance, Ws,p(D) := (W s,p(D))d := {v : D → Rd : vi ∈ W s,p(D), 1 ≤ i ≤ d}.
Let X be a real Banach space (X, ‖·‖X). If v : (0, T ) → X is a strongly measurable
function with values inX , we set ‖v‖Lp(0,t;X) = (
∫ t
0
‖v(τ)‖pX dτ)1/p for 1 ≤ p < ∞, and
‖v‖L∞(0,t;X) = ess sup0<τ≤t ‖v(τ)‖X ; when t = T , we shall write, unless otherwise
stated, ‖v‖Lp(X). We shall also use the following discrete norms:
‖v‖lp(X) =
(
Δt
N∑
i=1
‖v(τi)‖pX
)1/p
, ‖v‖l∞(X) = max1≤i≤N ‖v(τi)‖X .
Finally, we shall also make use of the space of continuous and bounded functions
in time with values in X denoted by C([0, T ];X), and the space Cr,1(D), r ≥ 0, of
functions defined in the closure of D, r-times differentiable and with the rth derivative
being Lipschitz continuous.
The layout of the paper is as follows. In section 2 we introduce the continuous
problem and its functional framework. In section 3 we describe the application of the
MLG–BDF2 method to resolve the Navier–Stokes equations, using either the so-called
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3086 R. BERMEJO, P. GALA´N DEL SASTRE, AND L. SAAVEDRA
mini-element or P2/P1 Taylor–Hood element. Section 4 is devoted to the numerical
analysis of the method.
2. The continuous problem. Let D ⊂ Rd (d = 2 or 3) be a bounded domain
with smooth boundary ∂D, and let [0, T ] denote a time interval. For further informa-
tion on the regularity hypotheses and the existence and uniqueness of the solutions
of the Navier–Stokes equations, see [13] and [20]. In QT := D × (0, T ) we consider
the Navier–Stokes equations for a fluid of constant density ρ (for simplicity we take
ρ = 1) under the action of an external force field f(x, t) and with the known initial
velocity, u(x, 0) = u0(x),
(2.1)
∂u
∂t
+ (u · ∇) u+∇p− νΔu = f, div u = 0, u |∂D= 0,
where u : D × [0, T ) → Rd is the flow velocity, p : D × (0, T ) → R is the pres-
sure, and f : D × (0, T ) → Rd denotes the density of the body forces per unit of
mass. ν > 0 is the kinematic viscosity coefficient, which is assumed to be con-
stant. For the mathematical and numerical analysis of the solutions of (2.1) the
following functional spaces are needed: V :=
{
u ∈ H10(D) : div u = 0 in D
}
, H :={
u ∈ L2(D) : div u = 0 in D and n · u = 0 on ∂D}, where n is the unit outward nor-
mal to ∂D, L20(D) :=
{
q ∈ L2(D) : ∫D q = 0.}. To calculate a numerical solution to
(2.1) we use the following weak formulation [20].
Given f ∈ L2(H−1) and u0 ∈ H, find u ∈ L2(H10(D)) ∩ L∞(L2(D)) and p ∈
L2(L20(D)) such that for all v ∈ H10(D) and q ∈ L20(D),
(2.2)
⎧⎪⎨⎪⎩
d
dt
(u, v) + ((u · ∇)u, v) + ν(∇u,∇v)− (p, div v) = (f, v),
(div u, q) = 0.
2.1. Semidiscrete BDF2 Lagrangian formulation of the Navier–Stokes
equations. To motivate the introduction of the MLG–BDF2 method, we present
the BDF2 discretization of the Navier–Stokes equations, backward in time, along the
characteristics of the operator DDt in an interval Iτ := [τ, s] ⊂ [0, T ], s > τ . To this
end, we consider the mapping x ∈ D → X(x, s; t) ∈ D, t ∈ Iτ , defined by the initial
value problem
(2.3a)
⎧⎪⎨⎪⎩
dX
dt
= u(X(x, s; t), t),
X(x, s; s) = x.
If u ∈ L1(τ, s;W1,∞(D)), this problem has a unique solution of the form
(2.3b) X(x, s; t) = x+
∫ t
s
u(X(x, s; τ), τ)dτ.
t → X(x, s; t) is a characteristic curve that represents the trajectory of a fluid particle
that at time s will be at x. It is worth remarking that the mapping X(x, s; t) has
the group property; i.e., let t1 and t2 ∈ Iτ , t1 < t2; then X(x, s; t1) = X(·, t2; t1) ◦
X(x, s; t2). Hereafter, to simplify the writing of the formulas, unless otherwise stated,
we adopt the notation Xk,l(x) := X(x, tl; tk), k and l being positive integers. The
following results, which are needed below, are well known.
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Lemma 2.1. Assume that u ∈ L∞(W1,∞(D)) and s − τ is sufficiently small;
then x ∈ D → X(x, s; t) is a quasi-isometric homeomorphism of D onto D and its
Jacobian determinant J = 1 almost everywhere (a.e.) in D. Moreover,
K−1u |x− z| ≤ |X(x, s; τ)−X(z, s; τ)| ≤ Ku |x− z| ,
where Ku = exp((s−τ) ‖∇u‖L∞(0,T ;L∞(D))) and |a− b| denotes the Euclidean distance
between the points a and b ∈ Rd.
For a proof of this lemma see [18]. In the following lemma we put together
some facts concerning the solution of (2.3a) which are standard in the theory of ODE
systems.
Lemma 2.2. Assume that u ∈ L∞(Wk,∞(D)), k ≥ 1. Then for any integer
n, 0 ≤ n ≤ N − 1, the unique solution t → X(x, tn+1; t) (t ∈ [tn, tn+1] ⊂ [0, T ]) of
(2.3a) is such that X(x, tn+1; t) ∈ W 1,∞(Wk,∞(D)). Furthermore, let the multi-index
α ∈ Nd; then for all α such that 1 ≤ |α| ≤k, ∂|α|xj Xi(x, tn+1; t) ∈ C([0, T ];L∞(D ×
[0, T ])), 1 ≤ i, j ≤ d.
Let 0 = t1 < t2 < · · · < tN = T be a uniform partition of step Δt of the interval
[0, T ]. For x fixed let us consider the differential equation
dy(x, t)
dt
= f(y, t), t ∈ (0, T ];
the BDF2 discretization of this equation at time tn+1 is of the form
dty(x, tn+1) = f(y(x, tn+1), tn+1),
where
dty(x, tn+1) :=
3y(x, tn+1)− 4y(x, tn) + y(x, tn−1)
2Δt
;
then, noting that Xn+1,n+1(x) = x, the BDF2 discretization of (2.1) along the char-
acteristics curves in the interval In = [tn, tn+1] is [5]
(2.4)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
dtu(X
n+1,n+1(x), tn+1) +∇p(x, tn+1) = νΔu(x, tn+1) + f(x, tn+1),
div u(x, tn+1) = 0,
u(x, tn+1) |∂D= 0,
where
dtu(X
n+1,n+1(x), tn+1) :=
3u(x, tn+1)− 4u(Xn,n+1(x), tn) + u(Xn−1,n+1(x), tn−1)
2Δt
is the BDF2 discretization of the total derivative DuDt .
3. The MLG–BDF2 method. In this section we describe the MLG–BDF2
method in a finite element framework. To do so, we introduce the finite element
spaces, where the numerical solution is sought, and some of their properties needed
for the analysis of the method.
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3.1. Finite element spaces. We consider a family of regular quasi-uniform
partitions Dh of the region D which are formed by simplices. However, if ∂D was
not a polyhedral surface (polygonal line), it would be possible to use curved elements
near the boundary: the element touching the boundary would have at least a curved
face (side). (See [4] for the theory on curved elements.) As is usual in the finite
element technique, we consider the reference element, T̂ := {x̂ ∈ Rd : 0 ≤ x̂i ≤
1, 1 −∑di=1 x̂i ≥ 0}, such that for each Tj there exists an invertible affine mapping
Fj : T̂ → Tj of the form
(3.1) Fj(x̂) = Bj x̂+ bj , Bj ∈ L(Rd), and bj ∈ Rd.
We associate with Dh the H
1-conforming finite element spacesWh andMh ⊂ L20(D).
We shall approximate the velocity in Xh := Wh ∩ H10(D) and the pressure in Mh.
Moreover, we assume that the spaces Xh and Mh have the following properties:
(P1) (Ladyzhenskaia–Babusˇka–Brezzi condition). There exists a positive constant
β independent of the discretization parameter h such that
(3.2a) inf
qh∈Mh
sup
vh∈Xh
(div vh, qh)
‖vh‖H1(D) ‖qh‖L2(D)
≥ β.
(P2) The elements of the spaces Xh and Mh are piecewise polynomials of degrees
m and l, respectively; then assuming that v ∈ Hs+1(D) ∩ H10(D), there exists a
constant C1 independent of h such that
(3.2b)
inf
vh∈Xh
(
‖v − vh‖L2(D) + h ‖v − vh‖H1(D)
)
≤ C1hs+1 ‖v‖Hs+1(D) , 0 ≤ s ≤ m.
(P3) Assuming that p ∈ Hs1+1(D), 0 ≤ s1 ≤ l, there exists a constant C2
independent of h such that
(3.2c) inf
qh∈Mh
(
‖p− qh‖L2(D) + h ‖p− qh‖H1(D)
)
≤ C2hs1+1 ‖p‖Hs1+1(D) .
(P4) (inverse property). There exist positive constants C3 and C independent of
h such that for vh ∈ Xh,
(3.2d)
‖vh‖Wm,q(D) ≤ C3hd/q−d/p+k−m ‖vh‖Wk,p(D) , 0 ≤ k ≤ m ≤ 1, 0 ≤ p ≤ q ≤ ∞,
and
(3.2e) ‖vh‖L∞(D) ≤ D(h) ‖vh‖H1(D) ; D(h) :=
{
C(1 + |log h|1/2) if d = 2,
Ch−1/2 if d = 3.
Specifically, we shall consider the P2/P1 Taylor–Hood finite element and the so-called
mini-element as examples of the spaces (Xh,Mh).
3.2. The formulation of the MLG–BDF2 method. We are ready to formu-
late the MLG–BDF2 method to approximate the weak solution of (2.4) in the finite
element spaces (Xh, Mh). The statement of the method is as follows.
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For n = 1, 2, . . . , N − 1, find (un+1h , pn+1h ) ∈ Xh×Mh such that for any vh ∈ Xh
and qh ∈ Mh they are the unique solution to
(3.3)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(
3un+1h − 4unh(X˜n,n+1h (x)) + un−1h (X˜n−1,n+1h (x))
2Δt
, vh
)
+ ν
(∇un+1h ,∇vh)− (pn+1h , div vh) = (fn+1, vh),(
div un+1h , qh
)
= 0.
Since (un−lh (X˜
n−l,n+1
h (x)), vh)=
∑
j
∫
Tj
un−lh (X˜
n−l,n+1
h (x)) · vh(x)dx, l = 0, 1, the
calculations of
∫
Tj
un−lh (X˜
n−l,n+1
h (x)) · vh(x)dx and X˜n−l,n+1h (x) are key issues.
Remark 3.1. To initialize the calculations in (3.3) we need to know u0h and
(u1h, p
1
h). We assume that u
1
h and p
1
h are calculated by a second order in time single
step scheme, and (u0h, p
0
h) by the scheme proposed in [1].
3.2.1. The points X˜n−l,n+1h (x), l = 0, 1. For x ∈ D, the points X˜n−l,n+1h (x)
are approximations to the points Xn−l,n+1h (x) which are numerical solutions at time
instants tn−l of the initial value problem
(3.4)
⎧⎪⎨⎪⎩
dXh(x, tn+1; t)
dt
= uh(Xh(x, tn+1; t), t), tn−l ≤ t < tn+1,
Xh(x, tn+1; tn+1) = x,
where uh(x, t) is usually calculated by some extrapolation/interpolation formula of the
values unh and u
n−1
h . Note that uh(x, t) is in C([tn−1, tn+1];W
1,∞(D)) because unh,
un−1h are in W
1,∞(D). Given the element Tj of Dh, we define the elements T
n−l,n+1
hj
(resp., T n−l,n+1j ) by T
n−l,n+1
hj := X
n−l,n+1
h (Tj) (resp., T
n−l,n+1
j := X
n−l,n+1(Tj)),
and under the assumption of Lemma 2.2 we can define the quasi-isometric mappings
Fn−l,n+1hj : T̂ → T n−l,n+1hj of class C0,1 and Fn−l,n+1j : T̂ → T n−l,n+1j of class Ck−1,1,
k ≥ 1 integer, such that for all x̂ ∈ T̂ and x = Fj(x̂) ∈ Tj
(3.5a)
{
Fn−l,n+1hj (x̂) = X
n−l,n+1
h ◦ Fj(x̂) = Xn−l,n+1h (x),
Fn−l,n+1j (x̂) = X
n−l,n+1 ◦ Fj(x̂) = Xn−l,n+1(x).
In relation to the simplices T n−l,n+1hj , we also consider the simplices T˜
n−l,n+1
hj of ver-
tices {Xn−l,n+1h (a(j)1 ), . . . , Xn−l,n+1h (a(j)d+1)}, with {a(j)i }1≤i≤d+1 being the vertices of
the element Tj , and define the invertible affine mappings F˜
n−l,n+1
hj : T̂ → T˜ n−l,n+1hj
such that
(3.5b) F˜n−l,n+1hj (x̂) = B˜
n−l,n+1
hj x̂+ b˜
n−l,n+1
hj ,
where B˜n−l,n+1hj ∈ L(Rd) and b˜n−l,n+1hj ∈ Rd. Similarly, for T n−l,n+1j and Fn−l,n+1j ,
we define the simplices T˜ n−l,n+1j , with vertices {Xn−l,n+1(a(j)1 ), . . . , Xn−l,n+1(a(j)d+1)},
and the invertible affine mappings F˜n−l,n+1j : T̂ → T˜ n−l,n+1j by
(3.5c) F˜n−l,n+1j (x̂) = B˜
n−l,n+1
j x̂+ b˜
n−l,n+1
j .
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Note that T˜ n−l,n+1hj and T˜
n−l,n+1
j are linear approximations to T
n−l,n+1
hj and T
n−l,n+1
j ,
respectively, and hence
(3.5d) F˜n−l,n+1hj = ÎF
n−l,n+1
hj and F˜
n−l,n+1
j = ÎF
n−l,n+1
j ,
where Î denotes the linear interpolant in T̂ . Next, we define the mappings X˜n−l,n+1j :
Tj → T˜ n−l,n+1j and X˜n−l,n+1hj : Tj → T˜ n−l,n+1hj by
(3.5e)
X˜n−l,n+1j (x) = F˜
n−l,n+1
j (x̂) = F˜
n−l,n+1
j ◦ F−1j (x),
X˜n−l,n+1hj (x) = F˜
n−l,n+1
hj (x̂) = F˜
n−l,n+1
hj ◦ F−1j (x)
and construct the mappings X˜n−l,n+1 : D → ⋃ T˜ n−l,n+1j and X˜n−l,n+1h : D →⋃
T˜ n−l,n+1j such that
(3.5f) X˜n−l,n+1(x) = X˜n−l,n+1j (x), X˜
n−l,n+1
h (x) = X˜
n−l,n+1
hj (x) when x ∈ Tj .
We graphically show the construction of X˜n,n+1j (x) and X
n,n+1
j (x) in Figure 3.1.
T n,n+1j
Tj
T̂
T˜ n,n+1j
Fj
Xn,n+1
F˜ n,n+1j
X˜n,n+1 := F˜ n,n+1j ◦ F−1j
F n,n+1j
Fig. 3.1. The points ˜Xn,n+1j (x) and X
n,n+1
j (x) and the mappings for the formulation of the
MLG method. ˜Xn,n+1j (x) is in the plane face tetrahedron and X
n,n+1
j (x) is in the curved face
tetrahedron.
Remark 3.2. We note that if D is either a polygon or a polyhedron and Tb is
a boundary element, i.e., Tb ∩ ∂D = Γb ⊂ ∂D, then T n−l,n+1b = Xn−l,n+1(Tb) and
T˜ n−l,n+1b = X˜
n−l,n+1(Tb) are also boundary elements satisfying T
n−l,n+1
b ∩ ∂D =
T˜ n−l,n+1b ∩ ∂D = Γb because u = 0 on the boundary; for the same reasons, the inter-
section of T˜ n−l,n+1hb with ∂D is also Γb; consequently, D = ∪T˜ n−l,n+1j = ∪T˜ n−l,n+1hj .
However, if ∂D were a curved boundary, then by construction, T n−l,n+1b ∩ ∂D = Γb
would be a curved face which, in general, is different from the boundary face Γ˜n−l,n+1b
of T˜ n−l,n+1hb because the latter is a straight d− 1 simplex. Nevertheless, Γ˜n−l,n+1b in-
tersects Γb at its vertices. All the developments that follow are still valid for the case
with curved boundary if one makes additional assumptions and uses the techniques
of [4].
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3.2.2. Calculation of
∫
Tj
un−lh (X˜
n−l,n+1
h (x)) · vh(x)dx, l = 0, 1. The
evaluation of the element integrals is usually done numerically by applying a quadra-
ture rule of high order, so as to maintain both the stability and the accuracy that the
method would possess if the integrals were calculated exactly. Since un−lh ∈ Xh,
un−lh (x) =
M∑
i=1
Un−li φi(x),
where {φi}Mi=1 is the set of global basis functions of Xh and Un−li = un−lh (xi), with xi
being the ith mesh node. The restriction of un−lh on the element Tj is written as
un−lh (x) |Tj=
ne∑
k=1
Un−lk(j)ϕ
(j)
k (x),
where ne is the number of velocity nodes in Tj, k(j) denotes the global number of
the node of the mesh Dh that is the kth node of Tj, and {ϕ(j)k }nek=1 is the set of local
basis functions for the element Tj. As is customary in the finite element technique, we
employ the element of reference T̂ to calculate the integral over the element Tj . Thus,
assuming that for x ∈ Tj, X˜n−l,n+1h (x) is in some simplex Ti of the fixed partition
Dh, in general Ti = Tj, then un−lh (X˜n−l,n+1h (x)) =
∑ne
k=1 U
n−l
k(i)ϕ
(i)
k (X˜
n−l,n+1
h (x)), and
taking vh(x) = ϕ
(j)
p (x), 1 ≤ p ≤ ne, we have∫
Tj
un−lh (X˜
n−l,n+1
h (x)) · vh(x)dx =
ne∑
k=1
Un−lk(i)
∫
Tj
ϕ
(i)
k (X˜
n−l,n+1
h (x))ϕ
(j)
p (x)dx.
By (3.5e) and the assumption X˜n−l,n+1h (x) ∈ Ti,∫
Tj
ϕ
(i)
k (X˜
n−l,n+1
h (x))ϕ
(j)
p (x)dx =
∫
̂T
ϕ̂k(̂˜z)ϕ̂p(x̂) ∣∣∣∣∂Fj∂x̂
∣∣∣∣ dx̂,
where ̂˜z := F−1i ◦ F˜n−l,n+1hj (x̂). Finally, we approximate the integrals over T̂ by high
order quadrature rules as∫
̂T
ϕ̂k(̂˜z)ϕ̂p(x̂) ∣∣∣∣∂Fj∂x̂
∣∣∣∣ dx̂  meas(Tj) nqp∑
g=1

gϕ̂k(̂˜zg)ϕ̂p(x̂g),
where nqp denotes the number of weights, 
g, and points, x̂g, of the quadrature rule.
Remark 3.3. Note that in order to calculate the integrals it is necessary to define
the triangle T˜ n−l,n+1hj ; this is done by computing at time tn−l the points X˜
n−l,n+1
h (a
(j)
i )
as solutions of (3.4); this means that the number of departure points to be calculated
every time step is NV , the number of vertex nodes, whereas in the conventional LG
method such a number is NE × nqp, which is much larger than NV because nqp is
quite large in high order quadrature rules, in particular in three-dimensional problems.
Since the integration of (3.4) and the identification of the element that contains the
solution point are costly parts of the method, the MLG methods are more efficient in
terms of CPU time than the conventional LG methods.
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4. Convergence of the MLG–BDF2 method. In this section we perform
the error analysis of the method following a step by step approach. First, we re-
call auxiliary results concerning the convergence of the semidiscrete Stokes problem;
second, we study the error of the approximation of the departure points and some
related results, considering that the system (3.4) is integrated by a Runge–Kutta
scheme of order r ≥ 2; third, we end up establishing the convergence of the method
in the l∞(L2(D)) and l∞(H1(D)) norms for the velocity and l2(L2(D)) norm for the
pressure. In the developments that follow we need the finite dimensional space Vh
defined as
Vh = {vh ∈ Xh : (div vh, qh) = 0 ∀qh ∈ Mh}.
Let (u(t), p(t)) be the weak solution to (2.1). We define wh : [0, T ] → Xh and
μh : [0, T ] → Mh as the solution of the semidiscrete Stokes problem
(4.1)
⎧⎨⎩ ν(∇(u(t) − wh(t)),∇vh)− (p(t)− μh(t), div vh) = 0 ∀vh ∈ Vh,
(div(u(t)− wh(t)), qh) = 0 ∀qh ∈ Mh.
We have the following results (see [11, Chap 2]).
Lemma 4.1. Let u ∈ Lγ(V ∩Hs+1(D)) and p ∈ Lγ(L20(D) ∩ Hs1+1(D)), γ ∈
[1,∞]. Then there exist positive bounded constants C7 and C8 independent of Δt and
h such that
(4.2)
‖u− wh‖Lγ(L2(D)) + h
[
‖u− wh‖Lγ(H1(D)) + ‖p− μh‖Lγ(L2(D))
]
≤ C7hs+1 ‖u‖Lγ(Hs+1(D)) +
C8
ν
hs1+2 ‖p‖Lγ(Hs1+1(D)) .
Besides this lemma we need the following one that can be found in [12].
Lemma 4.2. Let the domain D be such that for b > d and g in Lb(D), the solution
(u, p) of the Stokes problem
−νΔu+∇p = g, div u = 0 in D, u |∂D= 0
is in W2,b(D)×W 1,b(D) with continuous dependence on g, and assume that Dh is a
quasi-uniform regular partition of D. If (u, p) ∈ Lγ(W1,∞(D)) × Lγ(L∞(D)), there
is a constant C independent of h, u, and p such that
(4.3)
‖∇(u − wh)‖L∞(D) + ‖p− μh‖L∞(D)
≤ C inf(vh,qh)∈Xh×Mh
(
‖∇(u − vh)‖L∞(D) + ‖p− qh‖L∞(D)
)
.
We introduce the notations ut :=
∂u
∂t and D
k
t u :=
Dku
Dtk
, k ≥ 1. For the Taylor–
Hood elements, l = m − 1; specifically, for the P2/P1 element, m = 2 and l = 1. As
for the mini-element, l = 1, whereas the polynomials for the velocity in an element
T belong to P1(T )
⊕
spanΠd+1i=1ϕi; however, in the velocity error estimates for this
element,m = 1; see [11]. To proceed with the analysis we state the following regularity
hypotheses:
(R1) u0 ∈ Hm+1(D) ∩W2,∞(D) ∩V.
(R2) u ∈ L∞(V ∩Hm+1(D)∩W2,∞(D))∩C(C0,1(D)), ut ∈ L2(V ∩Hm+1(D));
D2tu; andD
3
tu ∈ L2(L2(D)); p ∈ L∞(Hm(D)∩L20(D)∩L∞(D)); and pt ∈ L2(Hm(D)).
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We also state the initial hypothesis (see Remark 3.1): for l = 0, 1,
(4.4)
∥∥ul − ulh∥∥L2(D) + h [∥∥ul − ulh∥∥H1(D) + ∥∥pl − plh∥∥L2(D)] = O(hm+1 + lΔt3).
As in [18] and [1], we prove the convergence of the method by induction on n and
impose the mesh restriction Δt = o(hd/4) to obtain optimal error estimates. Next,
we state the induction hypotheses (IH).
(IH) Let Δt = o(hd/4) and assume that (R1), (R2), and the initial hypothesis
holds; then for all n such that 0 ≤ n < N , there exist constants hs < 1, ε = O(T ),
and C > 0 independent of Δt, h, and n such that for h ∈ (0, hs) ,
(4.5)
‖u− uh‖l∞(0,tn;L2(D)) ≤ C
(
hω1 +Δt2 +
√
tn
Δt
min
(
K4Δt√
εν
,
K4Δt
h
, 1
)
hm+1
)
,
(4.6)
‖u− uh‖l∞(0,tn;H1(D)) ≤ C
(
hω2 +Δt2 +
√
tn
Δt
min
(
K4Δt√
εν
,
K4Δt
h
, 1
)
hm+1
)
,
where K4 = ‖u‖L∞(L∞(D)), ω1 = min(m + 1, 2), ω2 = min(m, 2), and the constant
C is of the form C = ν−1K exp(κtn) with K(u, p, tn) and κ being constants and κ
independent of Δt, h, and n.
It is easy to see that the induction hypotheses are satisfied for n = 0. Now,
assuming that (4.5) and (4.6) hold for n = N − 1, we have to prove that they are also
true for n = N ; we postpone this proof to section 4.2. An important consequence
of the induction hypothesis (4.6) is that (see [18]) there is a constant h1 ∈ (0, hs)
independent of Δt and n such that
(4.7) Δt |unh|W1,∞(D) ≤ εd(h) < 1 ∀h ∈ (0, h1].
This can be proved by setting |unh|W1,∞(D) = |un − unh|W1,∞(D) + |un|W1,∞(D) and
using the inverse inequality (P4) to get
|unh|W1,∞(D) ≤ Ch−d/2‖un − unh‖H1(D) + |un|W1,∞(D).
Now, by the induction hypothesis (4.6) and taking ω2 = m = 1 (the worst case)
Δt|unh|W1,∞(D) ≤ C(Δth1−d/2 +Δt3h−d/2) + Δt|un|W1,∞(D).
With Δt = o(hd/4) it follows that εd(h) ≤ Chd/4(1 + h1−d/2) < 1 for h sufficiently
small.
4.1. Approximation of the departure points. We use the bound (4.7) to es-
timate the error in the approximation of the points Xn−l,n+1(x) by both Xn−l,n+1h (x)
and X˜n−l,n+1h (x). The points X
n−l,n+1
h (x) are the numerical solution of (3.4) calcu-
lated by a numerical method of order r ≥ 2. Then for any interval In := [tn−l, tn+1]
we can set
(4.8) X(x, tn+1; tn−l) = x−Δtψ(u, x, tn−l,Δt) +Rn
and
(4.9) Xh(x, tn+1; tn−l) = x−Δtψ(uh, x, tn−l,Δt),
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where Rn is a remainder such that when u(t) is sufficiently smooth,
‖Rn‖L2(D) ≤ C9 ‖Drtu‖L2(tn−l,tn+1;L2(D))Δt
2r+1
2 ;
here the constant C9 is independent of Δt, h, and n. The function ψ is the so-
called increment function in the theory of numerical methods for ODEs; see [16]. The
function ψ satisfies the following relations:
(Ψ1) ψ(0, x, tn,Δt) = 0.
(Ψ2) For x, y ∈ D, x = y, and for all n,
|ψ(v, x, tn,Δt)− ψ(v, y, tn,Δt)| ≤ C10 ‖v‖L∞(W1,∞(D)) |x− y| ,
where |·| denotes the Euclidean distance and C10 is a positive constant depending
on the coefficients of the numerical method and Δt, but such that when Δt → 0,
C10 → K, with K being another constant independent of Δt.
(Ψ3) There exists a positive constant C11 independent of Δt and h, but depending
on the coefficients of the method, such that for all n,
‖ψ(u, x, tn,Δt)− ψ(uh, x, tn,Δt)‖L2(D) ≤ C11
n∑
j=n−l−r+1
∥∥∥uj − ujh∥∥∥
L2(D)
.
Lemma 4.3. Taking Δt and h sufficiently small, the following statements hold:
(1) the mapping x → Xn−l,n+1h (x) is, for all n, a quasi-isometric homeomorphism
of D onto D; (2) for all n and j, 1 ≤ j ≤ NE, the mappings Fn−l,n+1j : T̂ →
T n−l,n+1j and F
n−l,n+1
hj : T̂ → T n−l,n+1hj are of class C1,1 and C0,1, respectively; (3) for
all n, the mappings x → X˜n−l,n+1(x) and x → X˜n−l,n+1h (x) are quasi-isometric
homeomorphisms of D onto D.
Proof. (1) We note that, by virtue of (4.9) and the properties of ψ, Xn−l,n+1h (x) is
a Lipschitz continuous mapping; moreover, Xn−l,n+1h (x) is injective because for x = y
it follows from (4.9), (Ψ2), and (4.7) that
(1− C10εd(h)) |x− y| ≤
∣∣∣Xn−l,n+1h (x) −Xn−l,n+1h (y)∣∣∣ ≤ (1 + C10εd(h)) |x− y| ;
hence, Xn−l,n+1h (x) = Xn−l,n+1h (y). The surjectivity is proved as in [18].
(2) We show that Fn−l,n+1j is of classC
1,1. Noting that Fn−l,n+1j (x̂) = X
n−l,n+1◦
Fj(x̂) and using the integral form of the solution of (2.3a) we can write
Fn−l,n+1j (x̂) = Bj x̂+ bj −
∫ tn+1
tn−l
u(X(Fj(x̂), tn+1; t), t)dt.
Since u ∈ L∞(W2,∞(D)), by applying Lemma 2.2 it follows that Fn−l,n+1j is of class
C1,1. To prove that Fn−l,n+1hj is of class C
0,1 we take x̂1, x̂2 ∈ T̂ , x̂1 = x̂2, and then,
recalling that Fn−l,n+1hj (x̂) = X
n−l,n+1
h ◦Fj(x̂), we have by virtue of (4.9), (3.1), (4.7),
and (Ψ2) a bounded constant L independent of x̂1 and x̂2 such that∣∣∣Fn−l,n+1hj (x̂1)− Fn−l,n+1hj (x̂2)∣∣∣ ≤ L |x̂1 − x̂2| ,
where L =
(
1+C10Δt
∑n
j=n−l−r+1 ‖ujh‖W1,∞(D)
) ‖Bj‖l2 is a local Lipschitz constant;
here ‖Bj‖l2 denotes the vector induced Euclidean matrix norm. Thus, this proves that
Fn−l,n+1hj (x̂) is Lipschitz continuous.
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(3) We write the proof for X˜n−l,n+1(x) because the proof for X˜n−l,n+1h (x) is
essentially the same. Recalling Remark 3.2, for each Tj there exists one and only one
element T˜ n−l,n+1j = X˜
n−l,n+1(Tj) such that D = ∪j T˜ n−l,n+1j . Next we note that the
restrictions X˜n−l,n+1j (x) of X˜
n−l,n+1(x) on Tj, which can be expressed as
X˜n−l,n+1j (x) = F˜
n−l,n+1
j ◦ F−1j (x) = B˜n−l,n+1j B−1j (x− bj) + b˜n−l,n+1j ,
are quasi-isometric homeomorphisms of Tj onto T˜
n−l,n+1
j because B˜
n−l,n+1
j and B
−1
j
are d× d nonsingular matrices, and given x1, x2 ∈ Tj, x1 = x2,∥∥∥∥Bj (B˜n−l,n+1j )−1∥∥∥∥
l2
|x1 − x2| ≤
∣∣∣X˜n−l,n+1j (x1)− X˜n−l,n+1j (x2)∣∣∣
≤
∥∥∥B˜n−l,n+1j B−1j ∥∥∥
l2
|x1 − x2| .
Similarly, for X˜n−l,n+1hj we have∥∥∥∥Bj (B˜n−l,n+1hj )−1∥∥∥∥
l2
|x1 − x2| ≤
∣∣∣X˜n−l,n+1hj (x1)− X˜n−l,n+1hj (x2)∣∣∣
≤
∥∥∥B˜n−l,n+1hj B−1j ∥∥∥
l2
|x1 − x2|
so that, noting that when x ∈ Tj , X˜n−l,n+1(x) = X˜n−l,n+1j (x), then when y ∈
T˜ n−l,n+1j we can set (X˜
n−l,n+1)−1(y) = (X˜n−l,n+1j )
−1(y). Next, we prove that
(X˜n−l,n+1)−1(y) and X˜n−l,n+1(x) are continuous mappings. Considering that Dh
is a regular partition, then
Tj ∩ Tk =
⎧⎨⎩ ∅ orΓjk or
Pjk a vertex
=⇒ T˜ n−l,n+1j ∩ T˜ n−l,n+1k =
⎧⎪⎨⎪⎩
∅ or
Γ˜n−l,n+1jk or
P˜n−l,n+1jk a vertex,
where Γ˜n−l,n+1jk = X˜
n−l,n+1(Γjk), so that for all x ∈ Γjk, X˜n−l,n+1j (x) = X˜n−l,n+1k (x);
similarly, for all y ∈ Γ˜n−l,n+1jk , there is one and only one x ∈ Γjk such that x =
(X˜n−l,n+1j )
−1(y) = (X˜n−l,n+1k )
−1(y), and consequently the mappings X˜n−l,n+1(x)
and (X˜n−l,n+1)−1(y) are continuous. To end the proof we bound ‖B˜n−l,n+1hj B−1j ‖l2
and ‖B˜n−l,n+1j B−1j ‖l2 , noting that by virtue of (2.3b) and (4.9) we can set
B˜n−l,n+1j = Bj − G˜n−l,n+1j and B˜n−l,n+1hj = Bj −ΔtG˜n−l,n+1hj ,
where G˜n−l,n+1j and G˜
n−l,n+1
hj ∈ L(Rd); for instance, when d = 2, G˜n−l,n+1j = (gpq)
and G˜n−l,n+1hj = (ghpq), 1 ≤ p, q ≤ 2, where
gpq =
∫ tn+1
tn−l
(
up(X(a
(j)
q+1, tn+1; t), t)− up(X(a(j)1 , tn+1; t), t)
)
dt
and
ghpq = ψp(uh, a
(j)
q+1, tn−l,Δt)− ψp(uh, a(j)1 , tn−l,Δt).
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Thus
B˜n−l,n+1j B
−1
j = I− G˜n−l,n+1j B−1j and B˜n−l,n+1hj B−1j = I−ΔtG˜n−l,n+1hj B−1j .
Hence ∥∥∥B˜n−l,n+1j B−1j ∥∥∥
l2
≤ 1 +
∥∥∥G˜n−l,n+1j ∥∥∥
l2
∥∥B−1j ∥∥l2 and∥∥∥B˜n−l,n+1hj B−1j ∥∥∥
l2
≤ 1 + Δt
∥∥∥G˜n−l,n+1hj ∥∥∥
l2
∥∥B−1j ∥∥l2 .
Next, to bound ‖G˜n−l,n+1j ‖l2 we use together the inequality ‖A‖2l2 ≤ ‖A‖l1 ‖A‖l∞ ,
the equivalence of norms in finite dimensional spaces, and Lemma 2.1 so that we find
a constant C(d) such that∥∥∥G˜n−l,n+1j ∥∥∥
l2
≤ (l + 1)CΔt ‖u‖L∞(W1,∞(D)) hj .
Since
∥∥B−1j ∥∥l2 ≤ ̂hρj , where ρj is the supremum of the diameters of the spheres
inscribed in Tj , and the mesh is quasi-uniformly regular; i.e., for 1 ≤ j ≤ NE, there
is a constant σ ≥ hρj , there exists another constant c1 = c1(l, d, σ) such that∥∥∥G˜n−l,n+1j ∥∥∥
l2
∥∥B−1j ∥∥l2 ≤ c1Δt ‖u‖L∞(W1,∞(D)) .
Similarly, using the property (Ψ2) and (4.7) we find a constant c2 = c2(l, d, r, σ) such
that
Δt
∥∥∥G˜n−l,n+1hj ∥∥∥
l2
∥∥B−1j ∥∥l2 ≤ c2εd(h), h ∈ (0, h1).
Taking h and Δt sufficiently small such that c2εd(h) < 1 and c1Δt ‖u‖L∞(W1,∞(D))<1,
and using the inequality ‖ (I−A)−1 ‖ ≥ 11+‖A‖ when ‖A‖ < 1, it follows that∥∥∥∥Bj (B˜n−l,n+1j )−1∥∥∥∥
l2
≥ 1
1 + c1Δt ‖u‖L∞(W1,∞(D))
and
∥∥∥∥Bj (B˜n−l,n+1hj )−1∥∥∥∥
l2
≥ 1
1 + c2εd(h)
.
Employing all these bounds, we can write for any Tj and for any x1, x2 ∈ Tj
(4.10)
(
1− c3Δt ‖u‖L∞(W1,∞(D))
)
|x1 − x2| ≤
∣∣∣X˜n−l,n+1(x1)− X˜n−l,n+1(x2)∣∣∣
≤ (1 + c1Δt ‖u‖L∞(W1,∞(D))) |x1 − x2|
and
(4.11)
(1− c4εd(h)) |x1 − x2| ≤
∣∣∣X˜n−l,n+1h (x1)− X˜n−l,n+1h (x2)∣∣∣ ≤ (1 + c2εd(h)) |x1 − x2| ,D
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MODIFIED LG METHOD FOR NAVIER–STOKES EQUATIONS 3097
where 1 − c3Δt ‖u‖L∞(W1,∞(D)) = (1 + c1Δt ‖u‖L∞(W1,∞(D)))−1 and 1 − c4εd(h) =
(1 + c2εd(h))
−1
. Thus, the mappings X˜n−l,n+1(x) and X˜n−l,n+1h (x) are quasi-isometric
homeomorphisms.
Our next concern is to estimate the error Xn−l,n+1(x)− X˜n−l,n+1h (x).
Lemma 4.4. Let r ≥ 2 be the order of the numerical scheme employed to integrate
(3.4). Then there exist constants C12, . . . , C16, independent of Δt and h, such that
for any n the following estimates hold:
(4.12)
‖ Xn−l,n+1(x)−Xn−l,n+1h (x) ‖L2(D)≤ C12Δt
n∑
j=n−l−r+1
∥∥∥uj − ujh∥∥∥
L2(D)
+ C13 ‖Drtu‖L2(tn−l,tn+1;L2(D))Δt
2r+1
2 , l = 0, 1,
(4.13)
∥∥∥Xn−l,n+1(x)− X˜n−l,n+1(x)∥∥∥
L∞(D)
≤ C14h2Δt ‖u‖L∞(W2,∞(D)) ,
(4.14)∥∥∥X˜n−l,n+1(x) − X˜n−l,n+1h (x)∥∥∥
L2(D)
≤ C15
∥∥∥Xn−l,n+1(x)−Xn−l,n+1h (x)∥∥∥
L2(D)
,
(4.15)
Δt
k∑
n=1
1∑
l=0
∥∥∥∥∥Xn−l,n+1(x) − X˜n−l,n+1h (x)Δt
∥∥∥∥∥
2
L2(D)
≤ C16
{
h2ω1 +Δt4 + tk
(
hm+1
Δt
)2
min
(
K24Δt
2
εν
,
K24Δt
2
h2
, 1
)
+ Δt2r ‖Drtu‖2L2(0,tk;L2(D))
}
.
Proof. (1) The estimate (4.12) follows from (4.8), (4.9), and condition (Ψ3) for
the increment function ψ.
(2) Recalling the definitions of Xn−l,n+1(x) and X˜n−l,n+1(x), it is convenient to
work with the mappings Fn−l,n+1j and F˜
n−l,n+1
j because for each Tj ,
(4.16)
∥∥∥Xn−l,n+1(x) − X˜n−l,n+1(x)∥∥∥
L∞(Tj)
=
∥∥∥Fn−l,n+1j − F˜n−l,n+1j ∥∥∥
L∞(̂T )
.
From (3.5a), (3.5c), (3.5d), the integral form (2.3b) for Xn−1,n+1(x), and approxima-
tion theory, it follows that∥∥∥Fn−l,n+1j − F˜n−l,n+1j ∥∥∥
L∞(̂T )
≤ Ĉ
∣∣∣Fn−l,n+1j ∣∣∣
W2,∞(̂T )
= Ĉ
∣∣∣∣∣
∫ tn+1
tn−l
u(X(Fj(x̂), tn+1; t), t)dt
∣∣∣∣∣
W2,∞(̂T )
,
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where |·|W2,∞(̂T )d is the seminorm and Ĉ = C(Î,T̂ ). Next, noting that for t ∈
[tn−l, tn+1], X(·, tn+1; t) ◦ Fj : T̂ → T t,n+1j := {X(x, tn+1; t) : x ∈ Tj} ⊂ D, then
making a change of variable and using Lemma 2.1 it is easy to see that there is a
positive constant C = C(T t,n+1j ) such that∣∣∣∣∣
∫ tn+1
tn−l
u(X(Fj(x̂), tn+1; t), t)dt
∣∣∣∣∣
W2,∞(̂T )
≤ CΔth2j ‖u‖L∞(tn−l,tn+1;W2,∞(T t,n+1j ))
≤ C14Δth2 ‖u‖L∞(W2,∞(D)) .
From this inequality and (4.16) the result (4.13) follows.
(3) To prove (4.14) we set∥∥∥X˜n−l,n+1(x) − X˜n−l,n+1h (x)∥∥∥
L2(D)
=
∑
j
∥∥∥X˜n−l,n+1(x)− X˜n−l,n+1h (x)∥∥∥
L2(Tj)
,
and by virtue of (3.5e), (3.5d), and (3.5a), denoting |Bj | the determinant of Bj ,∥∥∥X˜n−l,n+1(x) − X˜n−l,n+1h (x)∥∥∥
L2(Tj)
= |Bj |1/2
∥∥∥Î (Fn−l,n+1j − Fn−l,n+1hj )∥∥∥
L2(̂T )
≤ C|Bj |1/2
∥∥∥Fn−l,n+1j − Fn−l,n+1hj ∥∥∥
L2(̂T )
= C
∥∥∥Xn−l,n+1(x) −Xn−l,n+1h (x)∥∥∥
L2(Tj)
.
(4) To prove (4.15) we set Xn−l,n+1(x)− X˜n−l,n+1h (x) = Xn−l,n+1(x)− X˜n−l,n+1
(x) + X˜n−l,n+1(x) − X˜n−l,n+1h (x) and apply the above estimates and the induction
hypothesis.
We establish a lemma that we will need below, the proof of which can be achieved
by using the equivalence of norms in finite dimensional spaces and the techniques of
Lemma 4.3.
Lemma 4.5. Assume the induction hypotheses and (4.7) hold. Then there exists
a constant h2 ∈ (0, h1) independent of Δt and n such that for h ∈ (0, h2),
(4.17) x → Hα(x) = αXn,n+1(x) + (1− α)X˜n,n+1h (x), 0 ≤ α ≤ 1,
is a quasi-isometric homeomorphism of D onto D.
Lemma 4.6. Let v ∈ L∞(W1,∞(D)). At any time tn, there exist constants C17
and C18 independent of Δt and h ∈ (0, h2) such that the following inequalities hold:
(4.18)
∥∥∥vn(Xn,n+1(x))− vn(X˜n,n+1h (x))∥∥∥
L2(D)
≤ C17
∥∥∥Xn,n+1(x)− X˜n,n+1h (x)∥∥∥
L2(D)
‖∇vn‖L∞(D) ,
(4.19)
∥∥∥vn(Xn,n+1(x))− vn(X˜n,n+1h (x))∥∥∥
L1(D)
≤ C18
∥∥∥Xn,n+1(x) − X˜n,n+1h (x)∥∥∥
L2(D)
‖∇vn‖L2(D) .
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Proof. For 0 ≤ α ≤ 1, let Hα(x) = αXn,n+1(x) + (1− α)X˜n,n+1h (x) and
μ(x) =
H1(x)−H0(x)
|H1(x)−H0(x)| ,
so that we can write∣∣∣vn(Xn,n+1(x)) − vn(X˜n,n+1(x))∣∣∣
≤
∣∣∣Xn,n+1(x)− X˜n,n+1(x)∣∣∣ ∫ 1
0
∣∣∣∣∂vn(Hα(x))∂μ
∣∣∣∣ dα.
Then ∥∥∥vn(Xn,n+1(x)) − vn(X˜n,n+1h (x))∥∥∥
L1(D)
=
∑
j
∫
Tj
∣∣∣Xn,n+1(x) − X˜n,n+1(x)∣∣∣ ∫ 1
0
∣∣∣∣∂vn(Hα(x))∂μ
∣∣∣∣ dαdx
≤ C
⎛⎝∑
j
∫
Tj
∣∣∣Xn,n+1(x)− X˜n,n+1(x)∣∣∣2 dx
⎞⎠1/2
×
⎛⎝∫ 1
0
⎛⎝∑
j
∫
Ha(Tj)
|∇vn(x)|2 dx
⎞⎠ dα
⎞⎠1/2 .
Similarly, ∥∥∥vn(Xn,n+1(x))− vn(X˜n,n+1h (x))∥∥∥
L2(D)
≤ C ‖∇vn‖L∞(D)
⎛⎝∑
j
∫
Tj
∣∣∣Xn,n+1(x)− X˜n,n+1(x)∣∣∣2
⎞⎠1/2 .
Hence the estimates (4.18) and (4.19) are readily obtained.
It is worth remarking that for all n,
(4.20)
∥∥unh(Xn,n+1(x))∥∥L2(D) = ‖unh‖L2(D)
because the Jacobian determinant of x → Xn,n+1(x) is equal to 1 a.e.
4.2. Error analysis.
4.2.1. Error analysis for the velocity in the L2 and H1 norms. The error
function for the velocity at time instant tn+1 is u
n+1(x) − un+1h (x), and we set
un+1(x)− un+1h (x) = ρn+1(x) + θn+1h (x),
where ρn+1(x) and θn+1h (x) are defined as
(4.21) ρn+1(x) := un+1(x)− wn+1h (x), θn+1h (x) := wn+1h (x)− un+1h (x).
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Making use of (4.1) it follows that for all vh ∈ Vh,
ν(∇wn+1h ,∇vh) = −
(
Du
Dt
|t=tn+1 , vh
)
+ (fn+1, vh).
Taking vh ∈ Vh in (3.3) and subtracting the latter equation yields⎧⎪⎪⎪⎨⎪⎪⎪⎩
3
2
(
un+1h , vh
)−Δtν(∇θn+1h ,∇vh) = Δt(DuDt |t=tn+1 , vh
)
+ 2
(
unh(X˜
n,n+1
h (x)), vh
)
− 1
2
(
un−1h (X˜
n−1,n+1
h (x)), vh
)
.
Introducing the notation
a∗n−l := an−l(Xn−l,n−l+1(x)), a∗∗n−l := an−l(Xn−l,n+1(x)) (l = 0, 1)
and using the relations
un−lh (X˜
n−l,n+1
h (x)) = u
∗∗n−l
h −
(
u∗∗n−lh − un−lh (X˜n−l,n+1h (x))
)
and
u∗∗n−lh = u
∗∗n−l − ρ∗∗n−l − θ∗∗n−lh ,
the above equation yields
(4.22) 2
(
3θn+1h − 4θ∗nh + θ∗∗n−1h , vh
)
+ 4Δtν
(∇θn+1h ,∇vh) = 4 7∑
i=1
(Bi, vh) ,
where
B1 = Δt
(
3un+1 − 4u∗n + u∗∗n−1
2Δt
− Du
Dt
|t=tn+1
)
, B2 = −3ρ
n+1 − 4ρn + ρn−1
2
,
B3 = −2(ρn − ρ∗n), B4 = 1
2
(
ρn−1 − ρ∗∗n−1) ,
B5 = −2
(
ρ∗n − u∗n −
(
ρn
(
X˜n,n+1h (x)
)
− un
(
X˜n,n+1h (x)
)))
,
B6 =
1
2
(
ρ∗∗n−1 − u∗∗n−1 −
(
ρn−1
(
X˜n−1,n+1h (x)
)
− un−1
(
X˜n−1,n+1h (x)
)))
,
B7 = −2
(
θ∗nh − θnh
(
X˜n,n+1h (x)
))
+
1
2
(
θ∗∗n−1h − θn−1h
(
X˜n−1,n+1h (x)
))
.
To proceed with the analysis we need Lemma 7 of [3], which is an extension of
Lemma 1 of [6].
Lemma 4.7. Let l = 0, 1 for all n ≥ l, ρn−l(x) − ρn−l(Xn−l,n+1(x)) satisfy the
following bounds:
(4.23a)
∥∥ρn−l − ρn−l(Xn−l,n+1(x))∥∥
H−1 ≤ (l + 1)K4Δt
∥∥ρn−l∥∥
L2(D)
,
(4.23b)
∥∥ρn−l − ρn−l(Xn−l,n+1(x))∥∥
L2(D)
≤ (l + 1)K4Δt
∥∥∇ρn−l∥∥
L2(D)
,
(4.23c)
∥∥ρn−l − ρn−l(Xn−l,n+1(x))∥∥
L2(D)
≤ 2 ∥∥ρn−l∥∥
L2(D)
,
where K4 = ‖u‖L∞(L∞(D)).
Proof. See Lemma 7 of [3].
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As we will see below, each of the above bounds will yield a different term in the
estimate of the error analysis. Returning to (4.22), we set vh = θ
n+1
h and use the
relation
2(3an+1 − 4an + an−1)an+1 = ∣∣an+1∣∣2 + ∣∣2an+1 − an∣∣2
− |an|2 − ∣∣2an − an−1∣∣2 + ∣∣δ2an+1∣∣2 ,
where {an} is a sequence of real numbers and δ2an+1 = an+1 − 2an + an−1, to get⎧⎪⎨⎪⎩
2(3θn+1h − 4θ∗nh + θ∗∗n−1h , θn+1h ) =
∥∥θn+1h ∥∥2L2(D) + ∥∥2θn+1h − θ∗nh ∥∥2L2(D)
+
∥∥δ2θn+1h ∥∥2L2(D) − ‖θ∗nh ‖2L2(D) − ∥∥2θ∗nh − θ∗∗n−1h ∥∥2L2(D) ;
here δ2θ
n+1
h = θ
n+1
h − 2θ∗nh + θ∗∗n−1h . Next, noting that ‖θ∗nh ‖2L2(D) = ‖θnh‖2L2(D) (see
(4.20)), making the change of variable y = Xn,n+1(x), and using the group property
of the mapping X(x, tn+1; t) show that
(4.24)
∥∥2θ∗nh − θ∗∗n−1h ∥∥2L2(D) = ∫
D
∣∣2θnh(Xn,n+1(x))− θn−1h (Xn−1,n+1(x))∣∣2 dx
=
∫
D
∣∣2θnh(y)− θn−1h (Xn−1,n(y))∣∣2 dy = ∥∥2θnh − θ∗n−1h ∥∥2L2(D) ,
and then from (4.22) the inequality
(4.25)
⎧⎪⎨⎪⎩
∥∥θn+1h ∥∥2L2(D) + ∥∥2θn+1h − θ∗nh ∥∥2L2(D) + 4νΔt ∥∥∇θn+1h ∥∥2L2(D)
≤ ‖θnh‖2L2(D) +
∥∥2θnh − θ∗n−1h ∥∥2L2(D) + 4∑7i=1 ∣∣(Bi, θn+1h )∣∣
follows. We are in position to state the convergence in the l∞(L2(D)) and l∞(H1(D))
norms.
Theorem 4.8. Let Δt = o(hd/4) and assume that the following items hold:
(1) the trajectories of the mesh points that are approximated by a numerical method of
order r ≥ 2; (2) the approximation properties (P1)–(P4) and the regularity hypotheses
(R1) and (R2); (3) the assumptions on the initial time steps (4.4) and the assumptions
of Lemmas 4.1 and 4.2. Then, there exists a constant ε = O(T ) such that for h ∈
(0, h2),
(4.26) ‖u− uh‖l∞(L2(D)) ≤ C19
(
hω1 +Δt2 +min
(
K4Δt√
εν
,
K4Δt
h
, 1
)
hm+1
Δt
)
and
(4.27) ‖u− uh‖l∞(H1(D)) ≤ C20
(
hω2 +Δt2 +min
(
K4Δt√
εν
,
K4Δt
h
, 1
)
hm+1
Δt
)
,
where K4 = ‖u‖L∞(L∞(D)), ω1 = min(m + 1, 2), ω2 = min(m, 2), and the constants
C19 and C20 are of the form C19 = K1 exp(κ2T ) and C20 = K2 exp(K
∗T ), with
K1(u, p, T, ν
−1), K2(u, p, T, ν−1), K∗ and κ2 being positive constants, κ2 independent
of Δt, h, u, p, and ν−1, and K∗ depending on ‖∇u‖L∞(L∞(D)).
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Remark 4.9. Before proving the theorem it is worth considering this remark.
Following the proof of the theorem it is easy to see that the LG methods exhibit the
same convergence behavior as the MLG methods, with the exception that in the LG
methods ω1 = m + 1 and ω2 = m, factor 2 is specific of the MLG methods and is
a consequence of approximating the curved simplices T n−l,n+1 by the straight ones
T˜ n−l,n+1. According to (4.26) we have the following scenario, which is supported by
numerical experiments to be published elsewhere:
(A) Given h and Δt, the errors of both the LG– and MLG–BDF2 methods are of
the form O(max(hω1 ,Δt2)) whether (A1) (K4Δt/h) < 1 and 1/
√
ν ≤ h−1, or
(A2) (K4Δt/h) > 1 and (K4Δt/
√
εν) < 1. This case may occur at moderate
or low Reynolds numbers.
(B) Given h and Δt such that (K4Δt/h) < 1 and (K4Δt/
√
εν) ≥ (K4Δt/h),
the error is O(max(hω1 , hm,Δt2)). Notice that in the LG–BDF2 method the
space error is hm instead of hm+1; this means that the space error is not
optimal. This case occurs when Δt is sufficiently small.
(C) Given h and Δt such that (K4Δt/h) > 1 and (K4Δt/
√
εν) > 1, the error
is O(max(hω1 , hm+1/Δt,Δt2)). This last case occurs when Δt is sufficiently
large.
Proof. As we mention above (see induction hypotheses (IH)), we prove the the-
orem by induction on n. First, we note that by virtue of (4.4) the estimates (4.26)
and (4.27) are true for n = 0. Now, assuming that (4.26) and (4.27) hold for
0 < tn ≤ tN−1, we shall prove that they also hold when tn = tN = T . To do
so, we estimate the terms
∣∣(Bi, θn+1h )∣∣ in (4.25).
By the Cauchy–Schwarz inequality,∣∣(B1, θn+1h )∣∣ ≤ ‖B1‖L2(D) ∥∥θn+1h ∥∥L2(D) .
To estimate ‖B1‖L2(D)
∥∥θn+1h ∥∥L2(D) we first perform a Taylor series expansion along
the curves X(x, tn+1; t) and then apply the elementary inequality ab ≤ ε2a2 + 12εb2,
with ε being a positive real constant. Thus, with c1 = (2 + 2
√
2)/
√
5,∥∥∥∥3un+1 − 4u∗n + u∗∗n−12Δt − DuDt |t=tn+1
∥∥∥∥
L2(D)
≤ Δt3/2c1
∥∥∥∥D3uDt3
∥∥∥∥
L2(tn−1,tn+1;L2(D))
.
Hence,
(4.28)
4
∣∣(B1, θn+1h )∣∣ ≤ Δt4ε 8(1 +
√
2)2
5
∥∥D3tu∥∥2L2(tn−1,tn+1;L2(D)) + 2εΔt ∥∥θn+1h ∥∥2L2(D) .
As for the term
∣∣(B2, θn+1h )∣∣, again the Cauchy–Schwarz inequality yields∣∣(B2, θn+1h )∣∣ ≤ ‖B2‖L2(D) ∥∥θn+1h ∥∥L2(D) .
To bound ‖B2‖L2(D) we note that
∣∣∣∣3ρn+1 − 4ρn + ρn−12
∣∣∣∣ ≤ 32
∫ tn+1
tn−1
|ρt| dt ≤ 3
2
Δt1/2
(∫ tn+1
tn−1
|ρt|2 dt
)1/2
.
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Hence,
‖B2‖L2(D) ≤
3
2
Δt1/2 ‖ρt‖L2(tn−1,tn+1;L2(D)) .
Applying the elementary inequality it follows that
(4.29) 4
∣∣(B2, θn+1h )∣∣ ≤ 92ε ‖ρt‖2L2(tn−1,tn+1;L2(D)) + 2εΔt ∥∥θn+1h ∥∥2L2(D) .
To estimate
∣∣(B3, θn+1h )∣∣ and ∣∣(B4, θn+1h )∣∣ we apply Lemma 4.7 and in this way get
three different estimates. We start with
∣∣(B3, θn+1h )∣∣ and notice that
∣∣(B3, θn+1h )∣∣ ≤
⎧⎪⎨⎪⎩
‖B3‖H−1
∥∥θn+1h ∥∥H1(D) or
‖B3‖L2(D)
∥∥θn+1h ∥∥L2(D) .
(A) By virtue of the first inequality of Lemma 4.7,
‖B3‖H−1 = 2
∥∥ρn − ρn(Xn,n+1(x))∥∥
H−1 ≤ 2K4Δt ‖ρn‖L2(D) .
(B) By virtue of the second inequality of Lemma 4.7,
‖B3‖L2(D) ≤ 2K4Δt ‖∇ρn‖L2(D) .
(C) Finally, by virtue of the third inequality,
‖B3‖L2(D) ≤ 2 ‖ρn‖L2(D) .
Using these estimates and the elementary inequality, ab ≤ 	2a2 + 12	b2, we have the
following cases.
Case (A). Specifically for this case we set ε = 2νη, η being a positive number,
calculated below, which is used to adjust the constants,
4
∣∣(B3, θn+1h )∣∣ ≤ 4ΔtK24νη ‖ρn‖2L2(D) + 4νηΔt
(∥∥∇θn+1h ∥∥2L2(D) + 1L2c ∥∥θn+1h ∥∥2L2(D)
)
,
where Lc is a characteristic length which appears in the L
2 norm to make consistent
the dimensional units.
Case (B). 4
∣∣(B3, θn+1h )∣∣ ≤ 4ΔtK24ε ‖∇ρn‖2L2(D) + 4εΔt ∥∥θn+1h ∥∥2L2(D) .
Case (C). 4
∣∣(B3, θn+1h )∣∣ ≤ 4εΔt‖ ρnΔt‖2L2(D) + 4εΔt ∥∥θn+1h ∥∥2L2(D) .
We proceed similarly with 4
(
B4, θ
n+1
h
)
Then we have
(4.30a)
4
(∣∣(B3, θn+1h )∣∣+ ∣∣(B4, θn+1h )∣∣) ≤ 6ΔtK24νη ‖ρ‖2L∞(L2(D))
+ 6νηΔt
(∥∥∇θn+1h ∥∥2L2(D) + 1L2c ∥∥θn+1h ∥∥2L2(D)
)
,
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(4.30b)
4
(∣∣(B3, θn+1h )∣∣+ ∣∣(B4, θn+1h )∣∣) ≤ 6ΔtK24ε ‖∇ρ‖2L∞(L2(D)) + 6εΔt ∥∥θn+1h ∥∥2L2(D) ,
(4.30c)
4
(∣∣(B3, θn+1h )∣∣+ ∣∣(B4, θn+1h )∣∣) ≤ 6εΔt ∥∥∥ ρΔt∥∥∥2L∞(L2(D)) + 6εΔt ∥∥θn+1h ∥∥2L2(D) .
To bound
∣∣(B5, θn+1h )∣∣ we note that∣∣(B5, θn+1h )∣∣ ≤ 2 ∫
D
∣∣∣ρ∗n − ρn (X˜n,n+1h (x))∣∣∣ ∣∣θn+1h ∣∣ dx
+ 2
∫
D
∣∣∣u∗n − un (X˜n,n+1h (x))∣∣∣ ∣∣θn+1h ∣∣ dx.
Using first the Cauchy–Schwarz inequality and then (4.18) and (4.3), there is a con-
stant G independent of Δt and h such that
2
∫
D
∣∣∣ρ∗n − ρn (X˜n,n+1h (x))∣∣∣ ∣∣θn+1h ∣∣ dx
≤ G∥∥θn+1h ∥∥L2(D) ∥∥∥Xn,n+1(x)− X˜n,n+1h (x)∥∥∥L2(D) .
Similarly,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
2
∫
D
∣∣∣u∗n − un (X˜n,n+1h (x))∣∣∣ ∣∣θn+1h ∣∣ dx
≤ 2
∥∥∥u∗n − un (X˜n,n+1h (x))∥∥∥
L2(D)
∥∥θn+1h ∥∥L2(D)
≤ 2C19
∥∥θn+1h ∥∥L2(D) ∥∥∥Xn,n+1(x) − X˜n,n+1h (x)∥∥∥L2(D) ‖∇un‖L∞(D) .
In the same way, we bound the components of the term
∣∣(B6, θn+1h )∣∣. Thus, collecting
these two bounds we find there is another constant that we also denote by G such
that
(4.31)
4(
∣∣(B5, θn+1h )∣∣+ ∣∣(B6, θn+1h )∣∣) ≤ 5Δt ∥∥θn+1h ∥∥2L2(D)
+
5G
ε
Δt
⎧⎨⎩
1∑
l=0
∥∥∥∥∥Xn−l,n+1(x) − X˜n−l,n+1h (x)Δt
∥∥∥∥∥
2
L2(D)
⎫⎬⎭ .
To estimate the term
∣∣(B7, θn+1h )∣∣ we note that
∣∣(B7, θn+1h )∣∣ ≤ 2 ∥∥θn+1h ∥∥L∞(D) 1∑
l=0
∥∥∥θ∗∗n−lh − θn−lh (X˜n−l,n+1h (x))∥∥∥
L1(D)
.
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By virtue of (4.19) and the inverse inequality (3.2e), the right-hand side of this in-
equality is bounded by the term
2
∥∥θn+1h ∥∥H1(D)
(
1∑
l=0
D(h)
∥∥∇θn−lh ∥∥L2(D) ∥∥∥Xn−l,n+1(x)− X˜n−l,n+1h (x)∥∥∥L2(D)
)
.
Now, noting that
∥∥∇θn−lh ∥∥L2(D) ≤ ∥∥un−l − un−lh ∥∥H1(D) + ∥∥ρn−l∥∥H1(D), we apply
Lemma 4.1 to bound
∥∥ρn−l∥∥
H1(D)
and the induction hypothesis (4.6), and obtain
that D(h)
∥∥θn−lh ∥∥H1(D) ≤ CD(h)(hm +Δt2) → 0 as h → 0 because for Δt = o(hd/4),
D(h)Δt2 = o(h(d−1)/2) ; hence, there exists another constant G independent of Δt, h,
and n such that we can set
(4.32)
4
∣∣(B7, θn+1h )∣∣ ≤ νη2 Δt ∥∥∇θn+1h ∥∥2L2(D)
+
Δt
2νη
G
1∑
l=0
∥∥∥∥∥Xn−l,n+1(x) − X˜n−l,n+1h (x)Δt
∥∥∥∥∥
2
L2(D)
.
Next, to simplify the expressions that follow, we introduce the notation⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
An+11 :=
∥∥2θn+1h − θ∗nh ∥∥2L2(D) − ∥∥2θnh − θ∗n−1h ∥∥2L2(D) ,
An+12 := νΔt
∥∥∇θn+1h ∥∥2L2(D) ,
An+13 :=
8(1 +
√
2)2
5
∥∥D3t u∥∥2L2(tn−1,tn+1;L2(D)) ,
An+14 := ‖ρt‖2L2(tn−1,tn+1;L2(D)) ,
b1 := 1− 9ε1Δt− 8νΔt
3L2c
, b2 := 1− 15ε2Δt, b3 := 1− 19ε3Δt.
To proceed further, we fix ε1 = O(T
−1) such that 0 < b1  1 and choose ε2 and ε3 to
have b2 = b3 = b1; then, setting η = 6/13 and ε = ε1 when using the estimates (4.28),
(4.29), (4.30a), (4.31), and (4.32), or η = 6 and ε = ε2 when using both sequences
of estimates {(4.28), (4.29), (4.30b), (4.31), and (4.32)} and {(4.28), (4.29), (4.30c),
(4.31), and (4.32)}, we get from (4.25) that∥∥θn+1h ∥∥2L2(D) + κ1(An+11 +An+12 ) ≤ (1 + κ2Δt) ‖θnh‖2L2(D) + γ1Δt4An+13
+ γ2A
n+1
4 + FΔt
1∑
l=0
∥∥∥∥∥Xn−l,n+1(x)− X˜n−l,n+1h (x)Δt
∥∥∥∥∥
2
L2(D)
+
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
κ1
9
ν
K24Δt ‖ρ‖2L∞(L2(D)) , or
κ1
6
ε2
K24Δt ‖∇ρ‖2L∞(L2(D)) , or
κ1
190
15ε2
Δt
∥∥∥ ρ
Δt
∥∥∥2
L∞(L2(D))
,
where
F := maxκ1G
(
5
ε1
+
13
12ν
,
19× 5
15ε2
+
1
12ν
)
, κ1 := b
−1
2 := (1 + κ2Δt),
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γ1 := max(κ1ε
−1
1 , 19κ1ε
−1
2 ), γ2 := max(9κ1ε
−1
1 ,
171
15 κ1ε
−1
2 ), and ε := max(ε
−1
1 , ε
−1
2 ).
Invoking Lemma 4.1 to bound ‖ρ‖2L∞(L2(D)), ‖∇ρ‖2L∞(L2(D)), and ‖ ρΔt‖2L∞(L2(D)) we
can write
(4.33)
∥∥θn+1h ∥∥2L2(D) + κ1 (An+11 +An+12 ) ≤ (1 + κ2Δt) ‖θnh‖2L2(D) + γ1Δt4An+13
+ γ2A
n+1
4 + FΔt
1∑
l=0
∥∥∥∥∥Xn−l,n+1(x) − X˜n−l,n+1h (x)Δt
∥∥∥∥∥
2
L2(D)
+
190
15
κ1εKΔt
(
hm+1
Δt
)2
min
(
135
190
K24Δt
2
εν
,
90
190
K24Δt
2
h2
, 1
)
.
Using (4.15), using Lemma 4.1 to estimate An+14 , and adding both sides of (4.33) from
n = 1 up to N − 1, we get positive constants K, G2, G3, and G4 independent of Δt,
h, and n such that
(4.34)
∥∥θNh ∥∥2L2(D) + κ1νΔtN−1∑
n=1
‖∇θnh‖2L2(D) + κ1
∥∥2θNh − θ∗N−1h ∥∥2L2(D)
≤ κ2Δt
N−1∑
n=1
‖θnh‖2L2(D) + 5
∥∥θ1h∥∥2L2(D) + γ2Kh2(m+1) ‖ut‖2L2(L2(D))
+ G2T
{(
hm+1 +Δt2
)2
+ h4
}
+ γ1Δt
4
∥∥D3t ∥∥2L2(L2(D))
+ G3Δt
2r ‖Drtu‖2L2(L2(D)
+
190
15
κ1εG4T min
(
K24Δt
2
εν
,
K24Δt
2
h2
, 1
)(
hm+1
Δt
)2
.
Applying the Gronwall inequality, Lemma 4.1, and the initial estimate (4.4) to bound∥∥θ1h∥∥L2(D), the result (4.26) follows.
To prove the result (4.27) we set vh =
θn+1h −θ∗nh
Δt in (4.22) and use the relations
2ab = a2 + b2 − (a− b)2, 2a (a− b) = a2 − b2 + (a− b)2 and the inequality ab ≤
(ε/2)a2 + (1/2ε) b2, with a, b > 0, and ε = 1, so that we obtain
(4.35)∥∥θn+1h − θ∗nh ∥∥2L2(D)
Δt
+ 2Δt
∥∥∥∥θn+1h − θ∗nhΔt
∥∥∥∥2
L2(D)
+ 2ν
{∥∥∇ (θn+1h − θ∗nh )∥∥2L2(D)
+
∥∥∇θn+1h ∥∥2L2(D)} ≤
∥∥θ∗nh − θ∗∗n−1h ∥∥2L2(D)
Δt
+ 2ν ‖∇θ∗nh ‖2L2(D)
+
2
Δt
∥∥∥∥∥
6∑
i=1
Bi
∥∥∥∥∥
2
L2(D)
+ 4
∣∣∣∣(B7, θn+1h − θ∗nhΔt
)∣∣∣∣ .
Here, by virtue of Lemma 2.1 it follows that ‖∇θ∗nh ‖2L2(D) ≤ (1 +K∗Δt) ‖∇θnh‖2L2(D),
whereK∗ is a constant independent of Δt, h, and n, but depending on ‖∇u‖L∞(L∞(D));
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MODIFIED LG METHOD FOR NAVIER–STOKES EQUATIONS 3107∥∥θ∗nh − θ∗∗n−1h ∥∥L2(D) = ∥∥θnh − θ∗n−1h ∥∥L2(D) as we show in (4.24); finally, the last term
on the right is worked out as the bound (4.32). Now, adding both sides of (4.35) from
n = 1 up to n = N − 1 it follows that there is a constant K independent of Δt and
h, but depending on T and ν−1, such that
(4.36)∥∥∇θNh ∥∥2L2(D) ≤ K∗ΔtN−1∑
n=1
‖∇θnh‖2L2(D) +
∥∥∇θ1h∥∥2L2(D) + 12Δt ∥∥θ1h − θ∗0h ∥∥2L2(D)
+
N−1∑
n=1
12Δt
6∑
i=1
∥∥∥∥BiΔt
∥∥∥∥2
L2(D)
+K
1∑
l=0
∥∥∥∥∥Xn−l,n+1(x)− X˜n−l,n+1h (x)Δt
∥∥∥∥∥
2
L2(D)
.
The second and third terms on the right-hand side of this inequality are bounded
by using the initial hypothesis (4.4) and Lemma 4.1, so that there is a constant K
independent of Δt and h such that
(4.37)
1
2Δt
∥∥θ1h − θ∗0h ∥∥L2(D) + ∥∥∇θ1h∥∥L2(D) ≤ K (hm +Δt3) .
As for the fourth term, we see from previous calculations that there is another constant
K such that
(4.38)
N−1∑
n=1
Δt
6∑
i=1
∥∥∥∥BiΔt
∥∥∥∥2
L2(D)
≤ K
{
Δt4
∥∥D3t ∥∥2L2(L2(D)) + ‖ρt‖2L2(L2(D))
+ ‖∇ρ‖2L∞(L2(D)) +
1∑
l=0
∥∥∥∥∥Xn−l,n+1(x) − X˜n−l,n+1h (x)Δt
∥∥∥∥∥
2
L2(D)
}
.
Next, we substitute (4.38) and (4.37) into (4.36) and use the Gronwall inequality,
(4.15), and Lemma 4.1 to get the estimate (4.27).
4.2.2. Error analysis for the pressure in the L2 norm. The error function
for the pressure at time tn is defined as p
n− pnh := ωn+χnh, where ωn := pn−μnh and
χh := μ
n
h − pnh, so that
‖p− ph‖l2(L2(D)) ≤ ‖ω‖L2(L2(D)) + ‖χh‖l2(L2(D)) .
Theorem 4.10. Under the assumptions of Theorem 4.8 there exists a positive
constant C21(u, p, ν
−1, β−1, T ) such that
(4.39) ‖p− ph‖l2(L2(D)) ≤ C21
(
hω2 +Δt2 +min
(
K4Δt√
εν
,
K4Δt
h
, 1
)
hm+1
Δt
)
.
Proof. ‖ω‖L2(L2(D)) is estimated by Lemma 4.1, so that it remains to estimate
χh. To do so, we first notice that letting vh ∈ Xh in (4.1) and (4.22) yields
ν
(∇wn+1h ,∇vh) = − (Dtu |t=tn+1 , vh)+ (μn+1h , div vh)+ (fn+1, vh)
and
1
2
(
3θn+1h − 4θ∗nh + θ∗∗n−1h , vh
)
+Δtν
(∇θn+1h ,∇vh) = 7∑
i=1
(Bi, vh)+Δt
(
χn+1h , div vh
)
.
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Setting vh = θ
n+1
h and applying (3.2a), the Poincare´ inequality, and the arguments to
bound |(B7, θn+1h )|, we find a constant K(β) such that
KΔt
∥∥χn+1h ∥∥L2(D) ≤ 3 ∥∥θn+1h − θ∗nh ∥∥L2(D) + ∥∥θ∗nh − θ∗∗n−1h ∥∥L2(D)
+ Δtν
∥∥∇θn+1h ∥∥L2(D) + 2 6∑
i=1
‖Bi‖L2(D)
+ G
1∑
l=0
∥∥∥Xn−l,n+1(x)− X˜n−l,n+1h (x)∥∥∥
L2(D)
.
Then, there exists a positive constant C independent of Δt, h, and n such that
(4.40)
‖p− ph‖2l2(L2(D)) ≤ 2 ‖ω‖2L2(L2(D)) + 2Δt
N−1∑
n=1
∥∥χn+1h ∥∥2L2(D) ≤ 2 ‖ω‖L2(L2(D))
+ C
{
N−1∑
n=1
Δt
6∑
i=1
∥∥∥∥BiΔt
∥∥∥∥2
L2(D)
+Δt
1∑
l=0
∥∥∥∥∥Xn−l,n+1(x)− X˜n−l,n+1h (x)Δt
∥∥∥∥∥
2
L2(D)
+ ‖θh‖2l∞(H1(D)) + Δt
N−1∑
n=1
(∥∥∥∥θn+1h − θ∗nhΔt
∥∥∥∥2
L2(D)
+
∥∥∥∥θ∗nh − θ∗∗n−1hΔt
∥∥∥∥2
L2(D)
)}
.
From (4.35) it follows that
Δt
N−1∑
n=1
∥∥∥∥θn+1h − θ∗nhΔt
∥∥∥∥2
L2(D)
≤ 1
2Δt
∥∥θ1h − θ∗0h ∥∥2L2(D)
+ ν
∥∥θ1h∥∥2H1(D) + C ‖θh‖2l∞(H1(D)) + N−1∑
n=1
Δt
7∑
i=1
∥∥∥∥BiΔt
∥∥∥∥2
L2(D)
.
A similar inequality holds for the term Δt
∑N−1
n=1 ‖ θ
∗n
h −θ∗∗n−1h
Δt ‖2L2(D) because as we
know (see (4.24)), such a term is equal to Δt
∑N−1
n=1 ‖ θ
n
h−θ∗n−1h
Δt ‖2L2(D). The esti-
mate (4.39) is obtained by substituting theses inequalities into (4.40), applying (4.38),
(4.15), (4.36) to bound
∥∥θn+1h ∥∥2l2(H1(D)), and then applying Lemma 4.1 to bound the
terms ‖ρ‖2L∞(L2(D)) and ‖ρt‖2L2(L2(D)).
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