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Symmetry breaking and the emergence of order is one of the most fascinating phenomena in 
condensed matter physics. It leads to a plethora of intriguing ground states found in 
antiferromagnets, Mott insulators, superconductors, and density-wave systems. Exploiting states 
of matter far from equilibrium can provide even more striking routes to symmetry-lowered, 
ordered states. Here, we demonstrate for the case of elemental chromium that moderate ultrafast 
photo-excitation can transiently enhance the charge-density-wave (CDW) amplitude by up to 
30% above its equilibrium value, while strong excitations lead to an oscillating, large-amplitude 
CDW state that persists above the equilibrium transition temperature. Both effects result from 
dynamic electron-phonon interactions, providing an efficient mechanism to selectively transform 
a broad excitation of the electronic order into a well defined, long-lived coherent lattice 
vibration. This mechanism may be exploited to transiently enhance order parameters in other 
systems with coupled degrees of freedom.  
The coupling between various degrees of freedom drives the formation of complex orders in 
strongly correlated electron systems  [1,2]. For instance, charge-lattice coupling creates charge-
density-wave (CDW) order  [3,4], while more intricate spin-charge-orbital-lattice coupling leads 
to combined charge and orbital order in manganites  [5,6], or charge-spin stripe order in 
cuprates  [2]. Recent studies suggest that spin order can be generated in iron pnictides in 
response to excitation of a coherent phonon  [7], charge localization can be photoinduced in 
charge order systems  [8], the superconducting order parameter in cuprates can be enhanced via 
suppression of the competing charge order or the transient redistribution of superconducting 
coherence  [9–11], and hidden electronic states can be dynamically accessed  [12–15]. Here we 
demonstrate a dramatic transient enhancement of the CDW amplitude in elemental chromium 
(Cr) following photo-excitation. This is remarkable because external excitation typically creates 
disorder, reduces the order parameter, and raises the symmetry  [16–19]. We attribute the 
enhancement of the CDW amplitude to the dynamic electron-phonon interaction and 
experimentally discern multiple timescales, thus revealing the underlying physics. 
 
The system we studied is a crystalline Cr film, which is antiferromagnetic and exhibits an 
incommensurate spin-density-wave (SDW) below the Néel temperature TN=290±5 K. It also 
forms an incommensurate CDW, appearing as the second harmonic of the fundamental SDW 
ordering [3] (see Figs. 1 (a) and 1 (b)). The amplitude of the CDW can be directly measured by 
x-ray diffraction as the intensity of the corresponding satellite peaks. X-rays are mostly sensitive 
to the core electrons and the quantity we observe in our experiment is the elastic component of 
the CDW (periodic lattice distortion). Static x-ray data are presented in Fig. 1(c) and reveals that 
the CDW has a wave vector normal to the film surface, is pinned by the film surfaces, and is 
quantized with 8.5 periods in the film, as expected from earlier studies  [3,20,21]. Here, the 
satellite peaks form constructive and destructive x-ray interference with the Laue oscillations, 
which leads to an increase of the scattered intensity at [0,0, 2-2δ] or decrease at [0,0, 
2+2δ]  [22,23] (2δ being the momentum transfer of the CDW). We used short optical laser pulses 
to excite ultrafast dynamics in the Cr thin film and the time dependent CDW amplitude was 
monitored via ultrafast x-ray diffraction (insets of Fig. 1(c)). The experiment was conducted at 
the x-ray free-electron laser at the Linac Coherent Light Source (LCLS) facility  [26,27] in the 
stroboscopic mode. The sample thickness was 28 nm, the optical (x-ray) pulses had a wavelength 
of 800 nm (0.14 nm) and a pulse duration of 40 fs (15 fs), and the initial sample temperature was 
115 K  [23]. 
 
The time dependent x-ray diffraction signal of the CDW satellite peak at q=2-2δ is shown in Fig. 
2 and reveals oscillations following photo-excitation (see [23] for Supplemental movies). The 
remarkable quality of the data allows unambiguous detection of four different time scales. The 
main oscillation has a period of 453±1 fs and is damped with a time constant of 3.0±0.5 ps so 
that about 20 oscillations are observed. Strikingly, for low pump fluences the mean of the 
oscillation increases rapidly in less than 0.5 ps, whereas for higher fluences it remains fixed at 0 
(Fig. 2(b)). The CDW diffraction signal after significant damping of the oscillation (10 ps) 
decreases with pump fluence and reaches a value of 0 at 11 mJ/cm2. At q=2+2δ an identically 
opposite behaviour occurs due to destructive interference [23] (see Fig. 2(b)). A positional shift 
of the Laue oscillations is observed for high fluences and shows a period of 8 ps (see Fig. 2(a)). 
This shift is initiated by the temperature increase of the lattice, and is used to calibrate the film 
temperature [23]. In the following we describe the physical processes that occur on shorter 
timescales. 
 
The x-ray data measured at specific time delays within the first 0.5 ps are presented in Fig. 3 and 
the respective time dependent CDW is schematically depicted in the insets in Fig. 3(a). In the 
low-temperature equilibrium state (negative time delay), the x-ray data are consistent with the 
presence of the CDW nodes at both interfaces  [22]. At a time delay of 0.11 ps after photo-
excitation the dynamic x-ray data is in agreement with static x-ray data recorded above the Néel 
temperature TN and shows an undistorted lattice. At 0.22 ps we observed a reversal of the CDW 
amplitude, as revealed by the change of sign of the interference term in the diffraction 
signal  [22,23]; the CDW still has nodes at the interfaces, however, the amplitude is inverted. 
The most striking observation of our study is the transient enhancement of the CDW amplitude 
at a time delay of 0.45 ps following moderate laser excitation (Figs. 2(b) and 3). The transient 
enhancement is oscillatory and occurs up to a time delay of 4 ps. 
 
The fluence dependence of the pump-probe data reveals that the CDW amplitude is enhanced by 
about 30% above the maximum value in equilibrium at a fluence of 1 mJ/cm2 (see Figs. 4(a)-(c)). 
The experimental observation of the CDW amplitude enhancement was recorded in several 
independent measurements: the time traces for different fluences (Fig. 2), the fluence 
dependence of the dynamic CDW amplitude (Figs. 4, (a)-(c)), and in the measurements of both 
satellite peaks at q=2-2δ and q=2+2δ  [23]. To exclude the possibility of exciting a broad phonon 
spectrum  [28,29] we measured the transient signal at multiple q-values [23]. Only at the position 
of the satellite peak do we see an oscillation of the scattering intensity. This demonstrates that for 
low fluences no significantly excited lattice vibrations occur, apart from the CDW, and that the 
enhancement of the CDW amplitude is due to the pre-existing CDW in the film. 
 
We attribute the enhancement of the CDW amplitude to dynamic electron-phonon interaction 
and present a model for the underlying physical processes in Fig. 4(d). The model is 
corroborated by fits to the data based on the theory of displacive excitation of coherent 
phonons  [23,30–32]. We start with the low-temperature ground state (see Fig. 4(d), τ<0ps), 
where the electronic order and electron-phonon coupling are responsible for the presence of the 
static CDW  [3]. The schematic potential energy surface (blue curve) for the CDW amplitude, A, 
is centred at A0>0, its value in the low-temperature ground state (see also Fig. 1(b)).  
 
The photo-excitation creates hot charge carriers with temperatures well above TN within less than 
50 fs  [23,33], the electronic order is partially suppressed, and the electronic and lattice degrees 
of freedom are partially decoupled (see Fig. 4(d), τ~0ps). The lattice distortion is still frozen, 
however, the potential energy surface has a new transient minimum at A1 (red dashed) with a 
smaller or vanishing mean CDW amplitude due to the quenched electronic order. The lattice 
mode is thus released and starts oscillating. The frequency of this coherent lattice oscillation 
(ν=2.21 THz) is in agreement with the frequency of the longitudinal acoustic phonon at the 
corresponding wavelength measured in bulk chromium  [34]. The initial drop of the CDW 
amplitude after 0.22 ps saturates at a fluence of 4 mJ/cm2 (Fig. 4 (c)) and A does not decrease 
below a value of -0.9. Therefore the amplitude A1=0 in Fig. 4 (d) limits the initial displacement 
of the potential energy surface, indicating that only the pre-loaded energy due to the frozen 
phonon is released via quenching of the electronic order.  
 
Surprisingly, for low fluences (smaller than 4 mJ/cm2) we observe a dramatic deviation from the 
conventional model for displacive excitation of coherent phonons: here the minimum of the 
potential energy surface rapidly shifts back towards the initial ground state, A0  (see Fig. 4(d), 
τ~tep)  [35]. To reproduce this essential feature of our data we added a superimposed exponential 
relaxation of the displacive component to the fit [23]. The time constant for this relaxation was 
determined to be 300 fs, in good agreement with the carrier-lattice thermalization time measured 
by optical reflectivity  [33]. Therefore our analysis indicates that while the carriers cool down 
below TN the electronic ordering is re-established and pulls the quasi-equilibrium minimum of 
the potential energy surface towards higher values. In other words the electronic and the lattice 
degrees of freedom re-couple within less than 0.5 ps. This ultrafast backshift and the weak 
damping of the lattice oscillations about the dynamic quasi-equilibrium are the essence of the 
transient enhancement of the CDW amplitude (see Fig. 4(d), τ>tep). The enhancement at 0.45 ps 
is maximized at a fluence of 1.2 mJ/cm2 (see the vertical dashed line in Fig. 4(c)), which is 
coincident with the zero crossing of the CDW amplitude at 0.22 ps and indicates lattice-assisted 
re-condensation of the electronic ordering.  
 
The relaxation time slightly increases with pump fluence, which is qualitatively supported by 
calculations within the two-temperature model  [23,33,36–38], i.e. for increased fluences the 
carrier temperature stays longer above TN. At even higher fluences (larger than 11 mJ/cm2), 
when the quasi-equilibrium temperature after carrier-lattice equilibration approaches or exceeds 
TN, no shift of the potential energy surface occurs and the CDW amplitude oscillates around 
zero, the value it would assume in equilibrium above TN (Fig. 2(b)). Since damping is also 
remarkably weak in the strong excitation regime, the CDW amplitude oscillations can persist 
above TN. It is worth noting that the data measured with 1mJ/cm2 in Fig. 2(b) could be 
interpreted in terms of an impulsive excitation of the coherent phonon mode, i.e. excitation 
without displacement of the potential energy surface, whose characteristic signature is a sine-
type oscillatory behaviour  [39]. The high fluence data (larger than 11 mJ/cm2), however, clearly 
show that the coherent phonon is driven by a displacive excitation (cosine-type behaviour). The 
correct interpretation relies on the dynamical picture introduced in Fig. 4(d) and the re-forming 
of the electronic ordering is indispensable in explaining the CDW amplitude enhancement 
because the amplitude of the lattice oscillation is always smaller than the initial suppression of 
the mean value (see Table S1). 
 
 
The damping time constant of the coherent lattice oscillation is about 3 ps and independent of the 
fluence. This surprisingly long time scale indicates anharmonic phonon-phonon interaction as the 
dominant decay channel. Electron-hole pair excitation, which typically leads to strong damping 
of order-parameter oscillations in strongly correlated electron systems  [32,40,41], is expected to 
be ineffective here because of the SDW gap in the electronic spectrum  [42]. Because of ultrafast 
carrier cooling and recondensation in the lattice distortion potential, this gap will quickly reopen, 
even after a complete quench of the electronic order [17]. Moreover, it is likely to persist above 
TN in the form of a pseudogap due to incipient magnetic order  [42]. Finally, the period of the 
lattice oscillation is much shorter than the damping time and also does not depend on 
fluence [23]. Thus, the Cr system studied here essentially represents an effective converter of an 
electronic excitation into a well-defined, long-lived CDW amplitude oscillation: an oscillation 
that leads to a significant transient enhancement of the CDW amplitude and that can even persist 
above the equilibrium transition temperature. We anticipate that other sorts of excitation would 
lead to a similarly well-defined and persistent oscillation of the CDW amplitude in this system.  
 
In summary, by using the unique capabilities now possible with the hard x-ray free-electron 
lasers we directly observe a dramatic enhancement of the CDW amplitude in chromium 
following photo-excitation: 30% above its maximum value in equilibrium. We identify the 
ultrafast underlying physical processes by discerning multiple timescales and explain our results 
by three main processes, referred to as “dynamic electron-phonon interaction” throughout the 
letter (I) the photo-induced quench of the electronic order unfreezes a coherent lattice oscillation 
(II) the mean amplitude of this lattice oscillation is increased due to the ultrafast re-condensation 
of the electronic order (III) the re-ordering of electrons is assisted by the still present lattice 
distortion. The rapid electronic re-condensation is evident from both the ultrafast backshift of the 
mean of the oscillation and the weak damping of the oscillation due to the reopening of the 
electronic gap. A further interesting question is whether the dynamic electron-phonon interaction 
can be combined with repeated photo-excitation to maintain the coherent lattice oscillation or to 
achieve an even higher enhancement of the CDW amplitude [43,44]. Our results also raise 
fundamental questions regarding the dynamics of the magnetic ordering and the electronic 
structure of the system. Finally, we anticipate that the enhancement of an order parameter via 
dynamic interaction of various degrees of freedom is a general phenomenon and can be observed 
and studied both theoretically and experimentally in a variety of systems including topological 
insulators  [45] and strongly correlated electron materials  [8]. 
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Fig. 1: Static X-ray diffraction data. (a) Schematic real space representation of the atomic positions in Cr in the 
presence of a CDW. The corresponding charge density modulation with the CDW amplitude, A, and the scattering 
geometry are also shown. (b) The potential energy surface for the CDW amplitude A. In the low temperature ground 
state the potential energy surface is shifted towards a non-vanishing value due to the electron phonon (e-p) coupling. 
(c) X-ray diffraction from a Cr thin film recorded with synchrotron radiation around the (002) Bragg peak (in 
photons per second) measured at a film temperature of 115 K. The intensity is increased (reduced) at the positions of 
the CDW satellites for low (high) q values (indicated by arrows). Insets: Diffraction patterns (linear scale) collected 
with the x-ray free-electron laser at two different momentum transfers q=2-2δ and q=2+2δ in the ground state, 
corresponding to different incident angles of x-rays. 
  
 
Fig. 2: Time resolved x-ray diffraction data. (a) Time dependence of the intensity in the vicinity of the CDW 
satellite at q=2-2δ (see Fig. 1) for a series of pump fluences (incident, p-polarization). (b) The black and red lines 
show the normalized transient intensity difference ΔICDW(τ)=(ICDW(τ)-IRT)/|ICDW,0-IRT| at q=2-2δ, where ICDW is the 
data in (a), IRT was measured at room temperature above TN without CDW, and ICDW,0 was measured in the low 
temperature ground state. The intensity difference rises above its initial value of one for low fluences and drops 
below zero as the fluence increases (indicated by arrows). The blue line shows ΔICDW(τ) at q=2+2δ for a fluence of 2 
mJ/cm2 and starts at -1 due to destructive interference. 
  
 
Fig. 3: Interpretation of the time resolved x-ray diffraction data. (a,b) X-ray data around q=2-2δ (a) and the 
integral along the vertical direction (b) in photons per second recorded at time delays τ0 before 0 ps (blue solid line), 
τ1=0.11 ps (black dashed line, 5 mJ/cm2), τ2=0.22 ps (magenta squares, 5 mJ/cm2), and τ3=0.45 ps (red circles, 
1mJ/cm2). The time delays represent significant instants in the first period of the oscillation in Fig. 2. Insets in (a) 
Schematic representations of the charge density modulation that are consistent with the x-ray data for different time 
delays. The charge density at 0.11 ps is similar to the room temperature case, where no CDW is present. The scale 
bar in (a) shows 0.025 Å-1. 
  
 
Fig. 4: Enhancement of the CDW amplitude. (a,b) The normalized intensity of the CDW satellite peak (see 
caption of Fig. 2) as a function of the pump fluence and time delay for q=2-2δ (a) and q=2+2δ (b). (c) The transient 
amplitude of the CDW at 0.22 ps (top, first minimum of the oscillation in Fig. 2) and 0.45 ps (bottom, first 
maximum of the oscillation in Fig. 2) extracted as line scans along the while lines in (a) and (b). (d) A schematic 
illustration of the mechanism behind the enhancement of the CDW amplitude due to dynamic electron-phonon 
interaction. The potential energy surfaces are drawn for the dynamic CDW amplitude, shown on the horizontal axis. 
A0 is the amplitude of the CDW in the ground state, A1 is the quasi equilibrium position after the excitation, and AF 
is its position after 10 ps. The transient amplitude A(τ) was fitted by the following equation A(τ)=AF + 
BŊcos(2ŊπŊτ’/τP)Ŋexp(-τ’/τD) - CŊexp (-τ’/τep), where B is the amplitude, τP the period, τD the damping time of the 
oscillation, τ’=τ-τ0, τ0 is the offset of the oscillation, C=AF -A1, and tep is the decay time for the shift of the quasi 
equilibrium towards AF  [23] 
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Animated time resolved x-ray data 
https://www.youtube.com/watch?v=3QMhuDv8ihs 
https://www.youtube.com/watch?v=XkO8GAVmvFw 
https://www.youtube.com/watch?v=GAVKxCr0cdM 
https://www.youtube.com/watch?v=QFwnG0M_u68 
https://www.youtube.com/watch?v=_ir08gcQmHs 
All movies show the dynamic x-ray data as measured on the 2D detector (scattering 
vector q is horizontal) and the projection onto q. The time delay between the optical 
pump and x-ray probe is indicated in the top right corner.  
 
Experimental details 
The thin chromium film was deposited onto the single-crystal MgO(001) substrate using 
DC magnetron sputtering at a substrate temperature of 500° C and annealed for 1 h at 
800° C. The growth process was optimized to yield both a smooth surface and good 
crystal quality of the sample. The film thickness was determined to be 28 nm by x-ray 
diffraction at the Advanced Photon Source (Fig. 1(c)). The pump-probe experiment was 
carried out at the XPP instrument of the LCLS with an x-ray photon energy of 8.9 keV, 
selected by the (111) diffraction of a diamond crystal. X-ray diffraction in the vicinity of 
the out of plane (002) Bragg peak (2θ=60 degrees) from each pulse was recorded by an 
area detector (CS140k) with a repetition rate of 120 Hz. Due to the mosaic spread of the 
crystal in the film plane, a number of Laue oscillations are observed on the area detector 
simultaneously. About 100 pulses were recorded for each time delay (50 fs steps in the 
time traces). For every time delay separately, the intensity was dark noise corrected and 
normalized by the intensity measured in the region of the area detector where Laue 
oscillations were absent. The sample was excited by optical (800 nm, 40-fs), p-polarized 
laser pulses propagating approximately collinearly with the x-ray pulses. The final 
temporal resolution was estimated at 80 fs. The spot sizes (full width at half maximum) 
of the optical and x-ray pulses were 0.46 mm (H) x 0.56 mm (V) and 0.2 mm (H) x 0.2 
mm (V), respectively.  
 
 
 
Intensity at the CDW satellite position 
It can be readily shown [1] that in the presence of a CDW the positions of the atomic 
planes !! can be written as (normal to the CDW wave vector) !! = ! ⋅ ! + ! cos 2!"# − !! !, 
where ! is an integer, ! is the CDW amplitude, 2! is the scattering vector corresponding 
to the CDW periodicity, ! is the lattice parameter, and !! is the relative phase of the 
CDW modulation with respect to the substrate interface. In an x-ray experiment with a 
momentum transfer ! normal to the planes !! the scattered intensity can be written as [2] ! ! = !!( ! ! ! + !" sin ! ! ! ! ! − 2! − ! ! ! ! + 2! + !" !! ! ! −2! ! + ! ! + 2! ! ),  (1) 
where ! is the momentum transfer, !! is a normalization constant, ! ! = sin !"# /sin !" , ! is the number of atomic layers in the film, and ! = !!! − !!, with !! being 
the number of CDW periods in the film. In our system, !!~! and !! = 8.5. For bulk 
and relatively thick crystals only the first and the last terms are typically observed since ! !  is extremely sharp. Here, ! !  is relatively broad due to the small thickness of the 
film, the last term can be neglected, and the second term (interference term) dominates. 
Equation (1) shows that the measured intensity is enhanced or reduced in the presence of 
the CDW, identically opposite on both satellites!! ± 2! around the Bragg peak, and that 
the amplitude ! of the CDW is directly proportional to the intensity of the interference 
terms, as discussed in the main text. 
 
Analysis of the time resolved x-ray data 
The signal recorded on the area detector is not identical to a typical θ-2θ scan shown in 
Fig. 1(c); instead it represents a portion of the Ewald sphere through the Bragg rod, 
which is oriented normal to the film surface (insets in Fig. 1(c)). A correction was 
required in order to be able to subtract the intensity measured at room temperature 
(without the CDW), which due to lattice expansion showed shifted Laue oscillations, and 
to correct for the positional shift of the Laue oscillations due to the coherent phonon at 
q=0 for high fluences. During this correction we normalized the diffraction data by a 
Gaussian function, whose width was determined from the data in the direction 
perpendicular to q002 (vertical direction in the inset of Fig. 1(c)) and rescaled according to 
experimental geometry. The center of this Gaussian function was found by comparing the 
corrected data with a true θ-2θ scan collected at a synchrotron. The finally determined 
CDW amplitude was not sensitive to the details of the procedure and a shift of the center 
of the Gaussian function over a few pixels had a negligible effect on the results. For final 
analysis data similar to the inset in Fig. 1(c) was projected vertically. Figures 2 and 4 
present the behavior of the satellite peak, which was calculated as an average over 10 
pixels around the peak center (see also Fig. 3(a)). The CDW amplitude shown in Fig. 2(b) 
and 4(a-c) was calculated using equation (1) from the measured intensity of the satellite 
peak after photo-excitation and the intensity of the respective Laue oscillation above the 
Néel temperature TN in absence of the CDW. 
 
Calculation of the fluence 
The fluence of the incident laser pulses was controlled by the angle of a wave plate. In 
particular for low angles of the wave plate we measured a non-vanishing transmitted 
intensity, indicating additional non p-polarized components, which have a different 
absorption coefficient. Additionally, possible drifts of the laser beam or the x-ray beam 
could compromise the spatial overlap and the sample at the tails of the laser beam could 
be probed, leading to in fact smaller excitation fluences. Importantly, due to collinear 
geometry such drifts do not compromise the temporal overlap. To avoid these systematic 
uncertainties we calibrated the fluence of the incident laser pulses with the transient shift 
of the Bragg peak, measured for each of the curves in Fig. 2 independently at 100 ps. 
This Bragg peak shift is in good agreement with the shift of the Laue oscillations, which 
is slightly smaller / larger at q=2-2δ / q=2+2δ due to film thickness increase upon lattice 
expansion. Assuming the linear expansion coefficient is constant above 115 K (measured, 
not shown here) and the heat capacity is constant (calculated using the Debye model, not 
shown here), the fluence was determined as ! = ! ⋅ !! !!, where  ! is the fluence, ! is 
the Bragg peak shift, and the subscript ! denotes the normalization values, which were 
measured with a wave plate angle of 10 degrees. 
 
Fitting of the transient CDW amplitude 
The transient amplitude ! !  was fitted by the following equation  [3] ! ! = !! + ! cos 2 ⋅ ! ⋅ ! − !!!! ⋅ exp − ! − !!!! − ! ⋅ exp − ! − !!!!"  
where !! is the final amplitude of the CDW at 10 ps, ! is the amplitude, !!!the period, 
and !!  the damping time of the oscillation. The parameter !!  is the offset of the 
oscillation, ! = !! !− !! (see Fig. 4(d)), and !!" is the decay time for the shift of the 
quasi equilibrium towards !!. The last term is indispensable to accurately reproduce the 
data. The fit results are presented in Fig. S1 and Table S1. 
 
Calculation of the temperature 
We have simulated the electron Te and lattice Tl temperatures by solving the coupled 
differential equations within the two temperature model  [2,4] !! !! !!!!" = −! !! − !! + !!(!) !! !! !!!!" = ! !! − !! , 
where G=4.6×1011 W/(cm3K) is the electron-phonon coupling constant  [5,6], Ce=γTe 
with γ=211 J/(m3K) is the electron heat capacity  [6], Cl is the lattice heat capacity, which 
was calculated within the Debye approximation  [7], t denotes time, and S(t) is the IR 
laser excitation, which was simulated as a Gaussian with 40 fs FWHM with a height 
adjusted to yield the final film temperature. This temperature was calculated by 
comparing the transient Bragg peak position after 100 ps with the thermal expansion 
coefficient (measured on the same sample). The inability of the film to expand laterally 
was accounted for by correcting the observed lattice expansion in the pump probe 
experiment by 1+2νP, where νP=0.29 is the Poisson ratio. At 250 K the CDW with the 
initial periodicity vanishes for temperatures lower than TN, and a CDW with a different 
periodicity emerges. The sample is optically thin and homogeneously heated, thus the 
heat transport during the calculated time period can be neglected  [5].  
  
Momentum 
transfer 
Fluence 
[mJ/cm2] 
Period [ps] AF  
[arb. u.] 
τ ep [ps] τd [ps] B/(1-AF+C) 
q=2-2δ 1 0.453±0.002 0.99±0.01 0.14±0.05 2.85±0.5 0.64±0.10 
q=2-2δ 2 0.454±0.001 0.87±0.01 0.38±0.04 3.00±0.2 0.68±0.05 
q=2-2δ 4 0.453±0.001 0.76±0.01 0.41±0.03 2.95±0.2 0.66±0.03 
q=2-2δ 11 0.453±0.001 0.03±0.01 0.02±0.43 3.07±0.3 0.86±1.65 
q=2+2δ 1 0.454±0.002 0.93±0.01 0.23±0.07 2.95±0.4 0.73±0.20 
q=2+2δ 2 0.454±0.001 0.95±0.01 0.34±0.05 2.27±0.2 0.69±0.11 
q=2+2δ 4 0.452±0.001 0.82±0.01 0.48±0.05 2.62±0.2 0.73±0.08 
q=2+2δ 11 0.452±0.001 0.01±0.01 0.05±0.02 2.68±0.1 0.67±0.13 
Table S1: Parameters determined from the fit to the data for time delays between 0 and 5 ps. AF is the final 
mean amplitude of the CDW, tep is the time scale of the shift of the oscillation (solid line in Fig. S1), td is 
the damping time of the oscillation. The last column represents the ratio between the amplitude of the 
oscillation, B, and the initial suppression of the CDW amplitude 1-AF+C. The upper and lower part of the 
table represent the transient behavior observed at q=2-2δ and q=2+2δ respectively. The fitting procedure 
for the highest fluence (16 mJ/cm2) was compromised by the coherent phonon at the zone boundary and the 
parameters are not shown. 
!
Fig. S1: Fits to the data using the model described in methods for q=2-2δ (A) and q=2 
+2δ (B). Fluences from top to bottom: 1 mJ/cm2, 2 mJ/cm2, 4 mJ/cm2, 11 mJ/cm2, 16 mJ/cm2. The fitting 
procedure for the highest fluence (16 mJ/cm2) was compromised by the coherent phonon at the zone 
boundary.! !
!
Fig. S2: (A) Same as Fig. 2 of the main text measured for q=2+2δ. (B) The normalized transient intensity 
difference ΔICDW(τ) at q=2+2δ (black-blue) and q=2-2δ (black-red). !!
 
Fig. S3: (A) The time trace of the diffracted intensity measured with a pump fluence of 1 mJ/cm2 at 
different q values shifted vertically for better visibility and labeled by the Laue oscillation counted from the 
Bragg peak (see Fig. 1 (c)). The CDW satellite is on fringe 8. (B) Fourier spectra of (A) taken in the range 
from 0.5 to 9.5 ps. 
 
Fig. S4: Carrier (solid lines) and lattice (dashed lines) temperatures calculated within the two-temperature 
model with parameters identical to [2].  
 
 
Fig. S5: (A) The time trace of the diffracted intensity measured at q=2-2δ. (B) Fourier spectra of (A) taken 
from 0.5 to 9.5 ps. Fluences from top to bottom as in Figure S1.  
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