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Chapter 1
Introduction
This thesis has the objective of applying computational intelligence techniques to
solve problems in the field of complex networks, with particular emphasis on bio-
logical networks. The study mainly concentrates on the detection of communities,
i.e. groups of objects (also called clusters or modules) having dense connections
inside the same community, and sparse connections among different groups. Most
of the methods presented are based on Evolutionary Computation. Thus, after an
introduction to network representation and analysis, a brief description of Genetic
Algorithms is given.
1.1 Complex networks
The suitability of networks to represent many real world systems has given an
impressive spur to the recent research area of complex networks. Collaboration
networks, biological networks, communication and transport networks, the Inter-
net, the world-wide-web, network of citations between papers, neural networks,
metabolic and protein-protein interaction networks are some examples. Networks,
in general, consists of a set of objects and a set of interconnections among these
objects. In social networks, for example, the objects are people and the connections
represent social relations, such as common interests, friendship, religion, and so on.
Members of networks and relationships between them can be modeled as a graph of
nodes and edges. Each participant is denoted by a distinct node, and interactions
are represented by edges connecting two objects.
The research on complex networks has a multidisciplinary nature and has its
roots in both graph theory and statistical mechanics. Graph theory dates back to
1736 when Euler found a solution to the puzzle of Konisberg’s bridges. Since the
1950s, in order to model complex networks, graph theory focused on the concept
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of random graph. According to the mathematicians Paul Erdo¨s and Alfre´d Re´nyi,
given N nodes, connecting a pair of nodes with probability p, generates a graph
with approximately pN(N−1)/2 edges distributed randomly. The growing interest
in complex networks has induced researchers to reconsider this model and wonder
whether real world networks present some organizational principle that deviates
from the random graph model. Thus new measurements to quantitatively capture
this underlying organization have been introduced. Three main concepts (briefly
described in the following) play an important role in the study of complex networks.
Small worlds: The concept of small worlds describes the fact that any two nodes
in a network are connected by a relatively short path. This concept comes from
the famous experiment realized in 1967 by the social psychologist Stanley Milgram,
who asked to a number of people from Nebraska and Kansas to deliver a letter to a
friend in Boston. Instead of giving them the address, he requested to send the letter
to an acquaintance deemed nearer to the addressee. Surprisingly, the letter arrived
with a number of acquaintances of about six. From this experiment the concept of
”six degrees of separation” in networks became popular.
Clustering coefficient: A common characteristics of networks is that of forming
cliques, expressing the idea that two friends with a common friend are likely to be
friends. This concept has been quantified by the clustering coefficient, also known as
transitivity, and defined byWatts and Strogatz [1998]. In terms of network topology,
it measures the number of triangles, i.e. the set of three vertices connected each
other. Given a node i, let ni be the number of links connecting the ki neighbors of
i to each other. The clustering coefficient of a node i is defined as:
Ci =
2ni
ki(ki − 1)
ni represents the number of triangles passing through i, and ki(ki−1)/2 the number
of possible triangles that could pass through node i. The clustering coefficient C of
a graph is the average of the clustering coefficients of the nodes it contains:
C =
1
| V |
∑
i
Ci
Clustering coefficient varies between 0 and 1. For random networks its value is
the probability p. Generally, for real networks it is much higher than for random
ones.
Degree distribution: Not all nodes in a network have the same number k of
edges, i. e. node degree. The spread of node degree can be studied by studying the
fraction pk of nodes having degree k. pk is also an estimate of the probability that a
node chosen uniformly at random has degree k. A histogram of vertex degrees can
be computed and plotted. This histogram constitutes the degree distribution for
the network. Random graphs present a Poisson distribution; real-world networks,
instead, have long right tail of values. In order to build meaningful histograms, a
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plot of the cumulative distribution function
Pk =
∞∑
k=k′
pk′
which is an estimate of the probability that the degree is grater than or equal to
k, is used. Many real-world networks follow a power law in their tail, i.e. pk ≈ k−α,
for some constant exponent α. Networks with power law degree distribution are
referred to as scale-free networks. Many networks have been observed as presenting
power law distribution, including the World Wide Web, the Internet, metabolic
networks, and others.
Community structure: Complex networks can be analyzed at different levels of
granularity. The node level is the smallest scale to study. At this level the node
degree can give valuable information on the role played by the objects participating
in the network. More interestingly, the community or sub-graph level investigates
the division of a network into groups (also called clusters or modules) having dense
intra-connections, and sparse inter-connections, thus delivering a mesoscopic de-
scription of a network where the elements are the communities and not the nodes.
This partitioning is typical to many networks; for example, people can be divided
into groups determined by common interests, occupation, kinship relations, and so
on. The study of community structure can thus give important information and
useful insights to understand how the structure of ties affects individuals and their
relationships. In fact, members of a community interact with each other, they share
information, and can have a remarkable influence on the behavior of the other ob-
jects of the community. In the following chapters the community structure problem
will be addressed from different points of view, and algorithms to detect the division
of networks in clusters will be presented.
1.2 Genetic Algorithms
Genetic Algorithms Goldberg [1989] are a class of adaptive general-purpose search
techniques inspired by natural evolution. They have been proposed by Holland
[1975] in the early 1970s as computer programs that simulate the evolution process
in nature. In the last few years genetic algorithms revealed competitive alternative
methods to traditional optimization and search techniques. They have been applied
to many problems in diverse research and application areas such as neural nets
evolution, planning and scheduling, machine learning and pattern recognition.
A standard Genetic Algorithm (GA) evolves a constant-size population of ele-
ments (called chromosomes) by using the genetic operator of reproduction, crossover
and mutation. Each chromosome represents a candidate solution to a given problem
and it is associated with a fitness value that reflects how good it is, with respect
to the other solutions in the population. Generally, a chromosome is encoded as a
string of bits from a binary alphabet. The reproduction operator copies elements
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of the current population into the next generation with a probability proportional
to their fitness (this strategy is also called roulette wheel selection scheme). The
crossover operator generates two new chromosomes by crossing two elements of the
population selected proportional to their fitness. The mutation operator randomly
alters the bits of the strings.
Reproduction operators are applied to chromosomes with user-given probabili-
ties, also called crossover and mutation rates. The process of selection and repro-
duction is iterated until a suitable termination criterion is met, which may be a
maximum number of iterations, or some condition on the diversity of the objects in
the population, or a bound on the value of the fitness function.
The key steps in the development of a genetic algorithm are the choice of
the chromosome representation, the reproduction operators, and the fitness, which
strongly depend on the problem to be solved. Parameters of the algorithm, such as
population size, mutation and crossover rate, are in general experimentally selected.
Genetic algorithms have been extended to deal with multiple objectives. The
resulting approach, called multiobjective genetic algorithms, allows to specify pos-
sibly conflicting objectives to be optimized, and tries to find a set of solutions which
optimize all objectives (that is, members of the so-called Pareto front).
In this thesis we will focus on the use of genetic algorithms and related compu-
tational intelligence techniques to solve problems in the field of complex networks.
1.3 Outline of the Thesis
The thesis is organized in two parts. In the first one, methods dealing with differ-
ent aspects of community detection are reported. In particular, the capability of
evolutionary computation based techniques to solve the problem of community de-
tection has been first showed in Pizzuti [2008], and described in Chapter 2. In this
paper the locus-based representation of chromosome, proposed by Park and Song
[1989] for data clustering problems, has been adapted for networks and proved to
work very well for the task of graph partitioning. The approach has been then
refined with the use of multiobjective optimization in Pizzuti [2012] (Chapter 3),
extended to dynamic networks in Folino and Pizzuti [2010] (Chapter 4), and to find
overlapping communities in Pizzuti [2009] (Chapter 5).
In the second part, the approaches described are applied to protein-protein in-
teraction networks. In the following a summary of each chapter is given.
Capter 2 proposes an approach to discover communities in networks based on
Genetic Algorithms (Pizzuti [2008, 2013]). The approach introduces the concept
of community score to measure the quality of a network partitioning in communi-
ties, and tries to optimize this quantity by running the genetic algorithm. All the
dense communities present in the network structure are obtained at the end of the
algorithm by selectively exploring the search space, without the need to know in
advance the exact number of groups. Specialized variation operators allow to reduce
the space of the possible solutions thus improving the convergence of the algorithm.
Chapter 1. Introduction 5
The number of communities found is determined by the optimal value of the com-
munity score. Experiments on synthetic and real life networks show the capability
of the genetic approach to correctly detect communities with results comparable to
state- of-the-art approaches.
Capter 3 describes a multiobjective genetic algorithm to uncover community
structure in complex network (Pizzuti [2012]). The algorithm optimizes two ob-
jective functions able to identify densely connected groups of nodes having sparse
inter-connections. The method generates a set of network divisions at different hi-
erarchical levels in which solutions at deeper levels, consisting of a higher number
of modules, are contained in solutions having a lower number of communities. The
number of modules is automatically determined by the better tradeoff values of the
objective functions.
Capter 4 investigates the discovery of evolving communities in dynamic net-
works. In particular, the detection of communities with temporal smoothness is
formulated as a multiobjective problem and a method based on genetic algorithms
is proposed (Folino and Pizzuti [2010]). The first objective is the maximization of
the snapshot quality, that measures how well the clustering found represents the
data at the current time. The second objective is the minimization of the temporal
cost, that measures the distance between two clusterings at consecutive timesteps.
In order to maximize the snapshot quality to measure the goodness of the divi-
sion in communities of a network, the concept of community score, is used. The
higher the community score, the more dense the clustering obtained. To minimize
the temporal cost we compute the Normalized Mutual Information, a well known
entropy measure in information theory that measures the similarity of two cluster-
ings, between the community structure obtained at the current time step with that
obtained at the previous one. The main advantage of the algorithm is that it auto-
matically provides a solution representing the best trade-off between the accuracy
of the clustering obtained, and the deviation from one time step to the successive.
Capter 5 proposes an algorithm to discover overlapped communities in networks
by employing genetic algorithms (Pizzuti [2009]). The method uses the community
score to measure the quality of the division in communities of a network, and tries to
optimize this quantity by running the genetic algorithm on the line graph L(G) of the
graph G modeling the network. L(G) represents the adjacency between the edges
of G, thus it takes into account not only the links between a node and its direct
connected neighbors, but also the higher-order interactions. A main advantage
in using the line graph is that the partitioning of L(G) obtained by the method
corresponds to an overlapping graph division of G.
Capter 6 starts the second part of the thesis that deals with protein-protein
interaction networks (PPI). It presents an overview of state-of-the-art clustering
methods for complex detection in PPI networks, by introducing a classification
criterion that is different from those proposed previously (Pizzuti et al. [2012]). It
mainly focuses on methods that use only the topology of the graph for detecting
clusters, and do not employ similarity measures between proteins as described by
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vectors of features (for instance, features derived by the protein aminoacid sequences
or by functional domain composition of proteins). The goal of the chapter is twofold:
(a) to guide researchers in the development of new methods for clustering PPI
networks by providing a description of the main algorithmic approaches of state-
of-the-art methods; and (b) to guide practitioners in the application of methods by
providing information about their availability.
Capter 7 proposes a technique based on a co-clustering approach to search for,
possibly overlapping, dense clusters in protein-protein interaction networks (Piz-
zuti and Rombo [2012b]). A protein-protein interaction network is modeled by an
undirected graph and represented by the binary adjacency matrix A of this graph,
where rows and columns correspond to proteins and a 1 entry at the position (i,j)
means that the proteins i and j interact. A co-clustering algorithm based on the
search of dense sub-matrices in A, that suitably shifts its rows and columns in
order to optimize a special notion of quality of a sub-matrix. Indeed, high quality
sub-matrices should correspond to modules of the input interactome whose proteins
share important biological features.
Finally, Capter 8 presents an extensive experimental evaluation campaign aim-
ing at exploring the capability of Genetic Algorithms (GAs) to find clusters in PPI
networks, when different topological-based fitness functions are employed (Pizzuti
and Rombo [2012a]). The representation of individuals we adopted is the graph-
based adjacency representation, and particularly apt for the detection of dense
groups of nodes in networks. A complete experimentation on the Saccaromycaes
Cerevisiae (yeast) PPI network has been performed, and a comparative evaluation
of their effectiveness in detecting complexes is reported by using various evaluation
metrics, currently adopted to assess computational methods for complex detection.
In particular, the clusters predicted by the genetic algorithm using each fitness func-
tion are compared with the true known complexes stored in the MIPS databases,
according to some validation measures widely exploited in the literature.
Part I
Part 1: Computational
intelligence for community
detection in complex
networks
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Chapter 2
Mesoscopic Analysis of Networks
with Genetic Algorithms
Summary
The detection of communities is an important problem, intensively investigated in
recent years, to uncover the complex interconnections hidden in networks. In this
paper a genetic based approach to discover communities in networks is proposed.
The algorithm optimizes a simple but efficacious fitness function able to identify
densely connected groups of nodes with sparse connections between groups. The
method is efficient because the variation operators are modified to take into con-
sideration only the actual correlations among the nodes, thus sensibly reducing the
search space of possible solutions. Experiments on synthetic and real life networks
show the ability of the method to successfully detect the network structure. 1
1This work has been published as: C. Pizzuti, Mesoscopic Analysis of Networks with Genetic
Algorithms. World Wide Web Journal, vol. 16, N. 5-6, pp. 545-565, 2013
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2.1 Introduction
The suitability of networks to represent many real world systems has given an
impressive spur to the recent research area of complex networks. Collaboration
networks, biological networks, communication and transport networks, the Inter-
net, and the world-wide-web Musial and Kazienko [online January 2012] are just
some examples. Networks, in general, are constituted by a set of objects and by a
set of interconnections among these objects. In social networks, for example, the
objects are people and the connections represent social relations, such as common
interests, friendship, religion, and so on. Members of networks and relationships
between them can be modeled as a graph of nodes and edges. Each participant is
denoted by a distinct node, and interactions are represented by edges connecting
two objects. Complex networks can be analyzed at different levels of granularity.
The node level is the smallest scale to study. At this level the node degree can give
valuable information on the role played by the objects participating in the network.
More interestingly, the community or sub-graph level investigates the division of a
network into groups (also called clusters or modules) having dense intra-connections,
and sparse inter-connections, thus delivering a mesoscopic description of a network
where the elements are the communities and not the nodes. This partitioning is
typical to many networks, thus the study of community structure can give impor-
tant information and useful insights to understand how the structure of ties affects
individuals and their relationships. In fact, members of a community interact with
each other, they share information, and can have a remarkable influence on the
behavior of the other objects of the community.
The problem of community detection has been receiving a lot of attention in the
last few years, and many different approaches have been proposed Arenas and Dı´az-
Guilera [2007]; Blondel et al. [2008]; Clauset et al. [2004]; Fortunato and Castellano
[2009a]; Hopcroft et al. [2003]; Lipczak and Milios [2009]; Lozano et al. [2007];
Newman [2004]; Newman and Girvan [2004]; Pons and Latapy [2006]; Radicchi
et al. [2004]; Schuetz and Caflish [2008]; Wakita and Tsurumi [2007]; Wei et al.
[2009].
In this paper an algorithm, named GA-Net, to discover communities in net-
works by employing Genetic Algorithms (GAs) Goldberg [1989] is proposed. The
approach introduces the concept of community score to measure the quality of a
network partitioning in communities, and tries to optimize this quantity by running
the genetic algorithm. All the dense communities present in the network structure
are obtained at the end of the algorithm by selectively exploring the search space,
without the need to know in advance the exact number of groups. Specialized varia-
tion operators allow to reduce the space of the possible solutions thus improving the
convergence of the algorithm. The method requires an input parameter that biases
the search towards a different number of communities. The number of communities
found is determined by the optimal value of the community score. Experiments on
synthetic and real life networks show the capability of the genetic approach to cor-
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rectly detect communities with results comparable to state-of-the-art approaches.
The paper is organized as follows. In the next section an overview of the main
proposals of community detection algorithms is given. Section 2.3 provides the nec-
essary background to formalize the problem and defines the quality metric employed
to detect communities. In section 2.4 a description of the method along with the
representation adopted and the variation operators used are provided. In section
2.5 the results of the method on synthetic and real life data sets are presented. Sec-
tion 2.6 discusses the advantages of using GA-Net. Finally, section 2.7 concludes
the paper.
2.2 Related work
Many different algorithms have been proposed to detect communities in complex
networks Arenas and Dı´az-Guilera [2007]; Blondel et al. [2008]; Clauset et al. [2004];
Hopcroft et al. [2003]; Lipczak and Milios [2009]; Lozano et al. [2007]; Newman
[2004]; Newman and Girvan [2004]; Pons and Latapy [2006]; Radicchi et al. [2004];
Schuetz and Caflish [2008]; Wakita and Tsurumi [2007]; Girvan and Newman [2002];
Newman [2006b]; Firat et al. [2007]; Gog et al. [2007]; Tasgin and Bingol [2006];
Wei et al. [2009]. In the following we review some of the most known algorithms.
Overviews of community identification methods in complex networks can be found
in Danon et al. [2007]; Fortunato and Castellano [2009a]; Fortunato [2010].
One of the most famous algorithm has been presented by Girvan and Newman
[2002]; Newman and Girvan [2004]. The method is a divisive hierarchical clustering
method based on an iterative removal of edges from the network. The edge removal
splits the network in communities. An agglomerative, instead of a divisive, hierar-
chical algorithm that optimizes the concept of modularity, introduced in Newman
and Girvan [2004], is presented in Newman [2004]. The modularity is the fraction of
edges inside communities minus the expected value of the fraction of edges, if edges
fall at random without regard to the community structure. Values approaching 1
indicate strong community structure. Thus the algorithm computes the modularity
of all the clusters obtained by applying the hierarchical approach, and returns as
result the clustering having the highest value of modularity. A faster version of the
method, based on the same strategy, is described in Clauset et al. [2004].
Recently, some studies Fortunato and Barthe´lemy [2007] have indicated that
the optimization of modularity has a main disadvantage. It can fail in finding
communities smaller than a fixed scale, even if these modules are well defined. The
scale depends on the total size of the network and the interconnection degree of
the modules. This resolution limit can constitute a weakness for all those methods
whose objective to optimize is modularity.
Wakita and Tsurumi [2007] improved the method of Clauset et al. [2004] by
identifying the cause of inefficiency of this latter agglomerative method in the strat-
egy adopted to merge communities. To this end they introduced three metrics that
try to balance the size of the communities to be merged. The modularity crite-
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rion enriched with these metrics allows for a sensible improvement of the algorithm
efficiency.
Radicchi et al. [2004] proposed a divisive hierarchical algorithm to identify com-
munities based on the concept of edge-clustering coefficient, defined in analogy with
the node clustering coefficient2. The edge-clustering coefficient is the number of
triangles an edge participates, divided by the number of triangles it might belong
to, given the degree of the adjacent nodes. Their algorithm works like that of New-
man and Girvan, but it is faster. The main difference is that instead of choosing to
remove the edge with the highest edge betweenness, the removed edges are those
having the smallest value of edge-clustering coefficient. However, a quantitative
measure for the evaluation of the dendrograms generated by the hierarchical ap-
proach is not defined. Thus the choice of a solution with respect to another must
rely on the intuitive concept of community that a user has.
Pons and Latapy [2006] introduced an agglomerative hierarchical algorithm to
compute the community structure of a network. The algorithm starts from a par-
tition of the graph in which each node is a community, and then merges the two
adjacent communities (i.e. having at least a common edge) that minimize the mean
of the square distances between each vertex and its community. The distances be-
tween communities are recomputed and the previous step is repeated until all the
nodes belong to the same community. In order to decide the best partitioning to
choose, the modularity criterion of Girvan and Newmann is adopted.
Blondel et al. [2008] presented a method that partitions large networks based
on the modularity optimization. The algorithm consists of two phases that are
repeated iteratively until no further improvement can be obtained. At the beginning
each node of the network is considered a community. Then, for each node i, all
its neighbors j are considered and the gain in modularity of removing i from its
community and adding it to the j community is computed. The node is placed in
the community for which the gain is positive and maximum. If no community has
positive gain, i remains in its original group. This first phase is repeated until no
node move can improve the modularity. The second phase builds a network where
the communities obtained are considered as the new nodes and a link between two
communities a, b exists if there is an edge between a node belonging to a and a
node belonging to b. The network can be weighted, in such a case the weight of
the edge between a and b is the sum of the weights of the links between nodes of
the corresponding communities. At this point the method can be reiterated until
no more changes can be done to improve modularity. The method is very accurate,
however, it is unable to detect modules at a particular scale.
Approaches to community detection based on Genetic Algorithms can be found
2The clustering coefficient has been defined by Watts [1999]. Given a node i, let ni be the
number of links connecting the ki neighbors of i to each other. The clustering coefficient of i is
Ci = 2ni/ki(ki− 1). ni represents the number of triangles passing through i, and ki(ki− 1)/2 the
number of possible triangles that could pass through node i. The clustering coefficient a graph is
the average of the clustering coefficients of the nodes it contains.
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in Firat et al. [2007]; Gog et al. [2007]; Lipczak and Milios [2009]; Tasgin and Bingol
[2006]. In Tasgin and Bingol [2006] the authors present a genetic algorithm that
uses as fitness function the network modularity proposed by Newmann and Girvan.
An individual is constituted by N genes, where N is the number of objects. The
ith gene corresponds to the ith node, and its value is the community identifier
of node i. They use a non standard one-way crossover operation in which, given
two individuals A and B, a community identifier j is chosen at random, and the
identifier j of the nodes j1, . . . jh of A is transferred to the same nodes of B.
Gog et al. [2007] proposed a collaborative evolutionary algorithm that uses also
the modularity as fitness function to optimize. The main novelty of this approach is
that each individual is endowed with the knowledge about the best potential solution
already obtained during the search process, and the value of its best ancestor.
The sharing of this information helps the method to find significative community
structure. Both the two above methods could fail to uncover community structure
when the network contains modules satisfying the conditions of the limit resolution
property stated in Fortunato and Barthe´lemy [2007].
A different approach is described in Firat et al. [2007] where a random walk
distance measure between graphs is integrated in a genetic algorithm to cluster
networks. The representation used is the k-medoids, where each cluster center
is represented by one of the nodes of the network. The fitness function tries to
minimize the sum of all the pair-wise distances between nodes. The main limitation
of this approach is that the number k of clusters must be known in advance.
An agglomerative clustering method based on Genetic Algorithms has been pro-
posed by Lipczak and Milios [2009]. In this approach each individual represents a
single community, instead of the whole clustering solution. Two fitness functions are
considered. The former considers the normalized cut, i.e. it assumes that a graph
is divided into two disjoint sets A and B, and defines the score of this division as
the fraction of all the connections between A and B with respect to the number of
connections involving A and B separately. The other fitness function is essentially
the modularity of Girvan and Newman. The authors compared their approach with
UPGMA Sneath and Sokal [1973], a well known hierarchical method, and showed
the good performance of their approach. A main difference of this approach with
respect to the other GA-based methods is the representation used. In fact Lipczak
et al. proposed to represent each cluster with a chromosome, thus a solution is
represented by the whole population. The motivation of this choice, as stated from
the authors, was to reduce the size of an individual and the fitness computational
cost. This kind of representation implies that the method, in order to obtain a
partitioning of the network in k clusters, needs to use a population of k individuals.
Thus the method must be executed for an increasing number of clusters, and thus a
population of increasing size, to find the best result. Another drawback comes from
the variable length of the individuals. In order to perform crossover, a mapping to
the fixed-length representation of the two individuals involved in the crossover oper-
ation is needed. The mapping of a parent adds null genes in places of genes present
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in the other parent. This strategy partially destroys the objective of reducing the
size of individuals.
Recently, the problem of community detection has been tackled by means of
particle swarm optimization (PSO) Xiaodong et al. [2009]. In this approach a fixed
number of particles are deployed onto the search space and move according to their
velocity vector. Each particle has size equal to the number of nodes of the network
and represents a partitioning. At each iteration, the fitness of particles is computed,
and that having the best fitness is stored as the current best solution. The fitness
function adopted is the modularity. The particles then update their position and
velocity vector, and repeat the same steps until the stop condition is not reached.
2.3 Community Detection Problem
A network N can be modeled as a graph G = (V,E) where V is a set of n =| V |
objects, called nodes or vertices, and E is a set of m =| E | links, called edges, that
connect two elements of V . In the following, without loss of generality, the graph
modeling a network is assumed to be undirected. A community in a network is a
group of vertices (i.e. a sub-graph) having a high density of edges within them, and
a lower density of edges between groups. In Fortunato [2010] it is observed that a
formal definition of community does not exist because this definition often depends
on the application domain. In this paper we assume the intuitive definition given
by Radicchi et al. [2004] of weak community. A weak community is interpreted as a
set of nodes having the total number of intra-connections higher than the number
of inter-connections among different communities. The partitioning of the graph G,
modeling a network N , in k weak communities {S1, . . . , Sk}, can be transformed
into that of partitioning the adjacency matrix A of G in k sub-matrices, such that
the sum of densities of the sub-matrices is maximized.
A naive density measure for a sub-matrix of n rows/columns is the number
of ones (i.e. interactions) it contains. The higher the number of ones, the more
connected the n nodes. However, counting the number of interactions does not give
any information about the interconnections among the nodes. A quality measure
of a community S that maximizes the in-degree of the nodes belonging to S can be
defined as follows.
score(S) =
∑
i∈S(
1
|S|
∑
j∈S Aij)
r
|S|
×
∑
i,j∈S
Aij
where | S | is the cardinality of S, 1|S|
∑
j∈S Aij is the fraction of edges connecting
node i to the other nodes in S, and
∑
i,j∈S Aij is the double of the number of edges
connecting vertices inside S, i.e the number of 1 entries in the adjacency sub-matrix
of A corresponding to S.
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Figure 2.1: Scores of communities with nS = 8, 16, 32, 64, 128, 256 and increasing number
of edges.
The community score of a clustering {S1, . . . Sk} of a network is defined as
CS =
k∑
i
score(Si)
The community score gives a global measure of the network division in com-
munities by summing up the local scores of each module found. The problem of
community identification can then be formulated as the problem of maximizing CS.
In order to better explain the meaning of community score, let S be a group of
nodes having ns nodes and ms edges, i.e. mS = {(u, v) | u ∈ S, v ∈ S}. Note that∑
i,j∈S Aij = 2mS . When r = 1,
score(S) =
∑
i,j∈S Aij
|S|2
×
∑
i,j∈S
Aij =
2mS
n2S
× 2mS = (
2mS
nS
)2
Thus the score of a community measures the density of the edges with respect
to the number of nodes. This implies that, if the community S has a high density
of edges, and it is contained in another community S of lower density, the score of
S can be higher than that of S, and the larger community could be split in many
smaller communities. Figure 2.1 shows the scores of communities constituted by an
increasing number of nodes nS = 8, 16, 32, 64, 128, 256 when the number of edges
augments from 2 to the maximum number of possible edges nS × (nS − 1)/2. The
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Figure 2.2: (a) A network modelled as a graph; (b) the locus-based representation of a
genotype; (c) the graph-based structure of the genotype.
figure points out that smaller and highly dense clusters can reach a score higher
than larger, but less dense, groups of nodes. For example, consider the score of an
8-nodes community of maximum density equal to 1, i.e. a clique of 8 nodes. Its
score, which is 0.875, is higher than the score of a community of 16 nodes having
edge density less than 0.95. In the latter case, in fact, the score would be ≤ 0.8461.
Thus the 8-clique is preferred over the 16-nodes cluster. This behavior is emphasized
when r > 1 and damped when r < 1, thus r controls the size of a community S. In
fact, since the quantity 1|S|
∑
j∈S Aij ≤ 1, the higher the value of r, the lower the
value of score(S) and, consequently, the lower the value of CS. Thus, increasing r
biases CS towards matrices containing a low number of zeroes but of lower volume,
and communities of smaller size are found. Its value can be set on the base of the
resolution level desired. In the experimental result section we show that varying
the value of r allows for an analysis of the network at different hierarchical levels.
2.4 Genetic representation and operators
Genetic Algorithms Goldberg [1989] are a class of adaptive general-purpose search
techniques inspired by natural evolution. They have been proposed by Holland
[1975] in the early 1970s as computer programs that simulate the evolution process
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Figure 2.3: Uniform crossover of two individuals A and B, their genotype, their graph-
based representation, and the child generated C.
in nature. In the last few years genetic algorithms revealed competitive alternative
methods to traditional optimization and search techniques and they have been ap-
plied to many problems in diverse research and application areas such neural nets
evolution, planning and scheduling, machine learning and pattern recognition. A
standard Genetic Algorithm (GA) evolves a constant-size population of elements
(called chromosomes) by using the genetic operator of reproduction, crossover and
mutation. Each chromosome represents a candidate solution to a given problem
and it is associated with a fitness value that reflects how good it is, with respect
to the other solutions in the population. Generally, a chromosome is encoded as a
string of bits from a binary alphabet. The reproduction operator copies elements
of the current population into the next generation with a probability proportionate
to their fitness (this strategy is also called roulette wheel selection scheme). The
crossover operator generates two new chromosomes by crossing two elements of the
population selected proportionate to their fitness. The mutation operator randomly
alters the bits of the strings.
In the following we give a description of the algorithm GA-Net, the representa-
tion adopted for partitioning the network, and the genetic operators used.
Genetic representation: Our clustering algorithm uses the locus-based adja-
cency representation proposed in Park and Song [1989]. In this graph-based repre-
sentation an individual of the population consists of N genes g1, . . . , gN and each
gene can assume allele values j in the range {1, . . . , N}. Genes and alleles represent
nodes of the graph G = (V,E) modelling a network N , and a value j assigned to
18 Chapter 2
the ith gene is interpreted as a link between the nodes i and j of V . This means
that in the clustering solution found i and j will be in the same cluster. Suppose
to have the network showed in figure 2.2(a). It consists of eleven nodes numbered
from 1 to 11. The network can be partitioned in the three groups visualized by
different colors and shapes of the nodes. Out of the many possible genotypes, that
showed in figure 2.2(b), corresponds to the graph division given in figure 2.2(c). It
is worth to note that the locus-based representation naturally fits with the prob-
lem of community detection since its decoding automatically identifies the number
k of connected components, i.e. of communities. The nodes participating to the
same component are assigned to one cluster. Furthermore, with respect to other
approaches, such as Tasgin and Bingol [2006]; Gog et al. [2007], that adopt a chro-
mosome of length N storing the identifier of the community which nodes belong to,
it has a complexity of the search space that reduces from NN of the cluster based
representation, to
∏N
i=1 ki where ki is the degree of node i. Since often networks
are sparse, the solution space is narrower, thus the locus-based representation can
sensibly improve the efficiency of the genetic approach.
Objective Function: We are interested in identifying a partitioning that op-
timizes the community score because this guarantees highly intra-connected and
sparsely inter-connected communities. The objective function is thus
CS =
k∑
i
score(Si)
Initialization: The initialization process assigns to each each node i one of
its neighbors j. This guarantees a division of the network in connected groups of
nodes.
Uniform Crossover and Mutation: The kind of crossover operator adopted
is uniform crossover. Given two parents, a random binary vector is created. Uniform
crossover then selects the genes where the vector is a 0 from the first parent, and
the genes where the vector is a 1 from the second parent, and combines the genes to
form the child. The main motivation of using uniform crossover is that it guarantees
the maintenance of the effective connections of the nodes in the network in the
child individual. In fact, because of the biased initialization, each individual in the
population is such that if a gene i contains a value j, then the edge (i, j) exists. Since
the child at each position i contains a value j coming from one of the two parents,
then the edge (i, j) exists. Figure 2.3 shows an example of crossover. Two parents,
individuals A and B, and their graph-based representations are reported. Uniform
crossover of A and B gives the child C. The mutation operator, analogously to the
initialization process, randomly assigns to each node i one of its neighbors.
The algorithm works as follows. Given a network N and the graph G modeling
it, GA-Net starts with a population initialized at random but such that each node
is linked with one of its neighbors. Every individual generates a graph structure
in which each component is a connected subgraph of G. For a fixed number of
generations the genetic algorithm computes the fitness function of each individual
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and applies the specialized variation operators described above to produce the new
population. The individual having the best community score is returned as solution.
2.5 Experimental Results
In this section we study the effectiveness of our approach on a synthetic data set.
Then we test the results obtained by GA-Net on some real-worlds networks for
which the partitioning in communities is known and compare it with the methods
of Clauset et al. [2004] (referred as CNM), Blondel et al. [2008] (referred as BGLL),
Pons and Latapy [2006] (referred as PL). Furthermore the results obtained by Xi-
aodong et al. [2009] with their particle swarm optimization approach (referred as
PSO) are also reported. Finally GA-Net and BGLL are compared on some real-life
networks for which the network division is not known.
In all the cases we show that our genetic algorithm successfully detects the
network structure and is competitive with the other approaches. The GA-Net al-
gorithm has been written in MATLAB 4.3 R2010a, using the Genetic Algorithms
and Direct Search Toolbox 2. In order to set parameter values, a trial and error
procedure has been employed and then the parameter values giving good results for
the benchmark data sets have been selected. Thus we set crossover rate to 0.8, mu-
tation rate to 0.2, elite reproduction 10% of the population size, roulette selection
function. The population size was 100, the number of generations 100. For all the
data sets, the statistical significance of the results produced by GA-Net has been
checked by performing a t-test at the 5% significance level. The p-values returned
are, on average, below 0.05E-10, thus the significance level is very high since the
probability that a community computed by GA-Net could be obtained by chance is
very low.
2.5.1 Evaluation metrics
The quality of the partitioning obtained can be evaluated by using validity indices.
The validity indices can be internal, i.e. they rely on the connections and separation
between the groups, or external, through the use of additional data to assess the
clustering outcomes. In this paper, an external measure, the Normalized Mutual
Information (NMI), has been adopted to estimate the similarity between the true
partitions and the detected ones, and an internal one, the modularity introduced by
Girvan and Newman, to measure the density of the links inside a community with
respect to the links between communities.
The Normalized Mutual Information is a similarity measure proved to be reliable
by Danon et al. [2005]. Given two partitions A and B of a network in communities,
let C be the confusion matrix whose element Cij is the number of nodes of commu-
nity i of the partition A that are also in the community j of the partition B. The
normalized mutual information NMI(A,B) is defined as :
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Figure 2.4: Normalized mutual information values obtained by GA-Net on the synthetic
network for different values of the exponent r when the mixing parameter γ varies from
0.1 to 0.5.
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Figure 2.5: Modularity values obtained by GA-Net on the synthetic network for different
values of the exponent r when the mixing parameter γ varies from 0.1 to 0.5.
NMI(A,B) =
−2
∑cA
i=1
∑cB
j=1 Cij log(CijN/Ci.C.j)∑cA
i=1 Ci.log(Ci./N) +
∑cB
j=1 C.j log(C.j/N)
where cA (cB) is the number of groups in the partition A (B), Ci. (C.j) is the
sum of the elements of C in row i (column j), and N is the number of nodes. If
A = B, NMI(A,B) = 1. If A and B are completely different, NMI(A,B) = 0.
The modularity of Newman and Girvan [2004] is a well known quality function
to evaluate the goodness of a partition. The idea underlying the modularity is that
a random graph has not a clustering structure, thus the edge density of a cluster
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should be higher than the expected density of a subgraph whose nodes are connected
at random. This expected edge density depends on a chosen null model. Modularity
can be written in the following way:
Q =
1
2m
∑
ij
(Aij − Pij)δ(Ci, Cj)
where A is the adjacency matrix of the graph, m is the number of edges of
the graph, and Pij is the expected number of edges between nodes i and j in the
null model. δ is the Kronecker function and yields one if i and j are in the same
community, zero otherwise. When it is assumed that the random graph has the
same degree distribution of the original graph, Pij =
kikj
2m , where ki and kj are the
degrees of nodes i and j respectively. Thus the modularity expression becomes:
Q =
1
2m
∑
ij
(Aij −
kikj
2m
)δ(Ci, Cj)
Since only the pairs of vertices belonging to the same cluster contribute to the
sum, the modularity can be rewritten as
Q =
k∑
s=1
[
ls
m
− (
ds
2m
)2]
where k is the number of modules found inside a network, ls is the total number
of edges joining vertices inside the module s, and ds is the sum of the degrees of
the nodes of s. Thus the first term of each summand is the fraction of edges inside
a community, and the second one is the expected value of the fraction of edges that
would be in the network if edges fall at random without regard to the community
structure. Values approaching 1 indicate strong community structure.
2.5.2 Synthetic data sets
In order to check the ability of our approach to successfully detect the community
structure of a network, we use the benchmark proposed by Lancichinetti et al.
[2008b], which is an extension of the classical benchmark proposed by Girvan and
Newman [2002]. The network consists of 128 nodes divided into four communities of
32 nodes each. Every node has an average degree of 16 and shares a fraction γ with
the other nodes of the network, and 1− γ of links with the nodes of its community.
γ is called the mixing parameter. When γ < 0.5 the neighbors of a node inside its
group are more than the neighbors belonging to the other three groups, thus a good
algorithm should discover them. We generated 100 different networks for values of
γ ranging from 0.1 to 0.5, and computed the Normalized Mutual Information to
measure the similarity between the true partitions and the detected ones, and the
modularity to evaluate the goodness of the partitioning obtained.
Figures 2.4 and 2.5 show the normalized mutual information and the modular-
ity, averaged over the 100 runs, for different values of the exponent r when the
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Table 2.1: Normalized mutual information and corresponding standard deviation obtained
by GA-Net on the synthetic data sets.
γ r = 1.5 r = 2 r = 2.5 r = 3
NMI stddev NMI stddev NMI stddev NMI stddev
0.1 1 0 1 0 0.992 0.016 0.933 0.041
0.2 0.985 0.025 0.993 0.031 0.929 0.023 0.822 0.047
0.3 0.834 0.052 0.82 0.071 0.700 0.096 0.5686 0.122
0.4 0.1755 0.066 0.422 0.032 0.412 0.025 0.386 0.089
0.5 0.074 0.072 0.185 0.040 0.2748 0.051 0.253 0.026
Table 2.2: Modularity and corresponding standard deviation obtained by GA-Net on the
synthetic data sets.
γ r = 1.5 r = 2 r = 2.5 r = 3
Mod stddev Mod stddev Mod stddev Mod stddev
0.1 0.638 0.004 0.638 0.004 0.632 0.016 0.578 0.037
0.2 0.532 0.028 0.535 0.019 0.492 0.013 0.406 0.035
0.3 0.378 0.044 0.357 0.056 0.284 0.037 0.196 0.060
0.4 0.049 0.036 0.163 0.018 0.148 0.022 0.137 0.030
0.5 0.022 0.025 0.092 0.010 0.121 0.003 0.119 0.003
mixing parameter γ increases from 0.1 to 0.5. The figure points out that, when the
fuzziness of modules is low (until γ ≤ 0.2), independently of the r value, GA-Net
is able to recover almost 90% of community structure and obtains good modularity
values. However, when the mixing parameter increases, higher values of r help in
the retrieval of the true community structure. Notice that for γ = 0.5, each node
has half of the links inside its community and the other half with the rest of the
network thus it is very difficult to identify the hidden groups, because the commu-
nities are mixed each other. Tables 2.1 and 2.2 reports the average values, over
the 100 runs, of the normalized mutual information and modularity, respectively,
along with the standard deviation. The tables point out the very low values of the
standard deviation. This means that the differences among the clusterings found
over the 100 runs are negligible.
2.5.3 Real-life networks with known community division
We now show the application of GA-Net on four real-world networks, well studied
in the literature: The Zackary’s Karate Club network Zachary [1977], Bottlenose
Dolphins Lusseau [2003], Krebs’ books on American politics Newman [2006b], and
The American College Football network Girvan and Newman [2002], and compare
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Table 2.3: Best NMI results obtained by GA-Net and the other algorithms for the real-life
data sets.
GA-Net CNM BGLL PL PSO
0.3 0.5 1 1.5 2
avg NMI 0.826 0.719 0.694 0.667 0.648
avg MOD 0.399 0.414 0. 413 0.409 0.400
Karate best NMI 0.826 0.826 0.707 0.707 0.707 0.692 0.707 0.562
best MOD 0.399 0.419 0.419 0.419 0.415 0.380 0.415 0.394 0.231
avg NMI 0.888 0.502 0.409 0.409 0.401
avg MOD 0.379 0.482 0.454 0.457 0.429
Dolphins best NMI 0.888 0.593 0.462 0.454 0.467 0.573 0.450 0.675
best MOD 0.379 0.509 0.486 0.493 0.491 0.495 0.495 0.517 0.331
avg NMI 0.564 0.489 0.434 0.423 0.406
avg MOD 0.524 0.510 0.489 0.457 0.428
Krebs best NMI 0.590 0.518 0.456 0.470 0.448 0.530 0.442 0.543
best MOD 0.525 0.516 0.499 0.484 0.477 0.502 0.515 0.515 0.412
avg NMI 0.167 0.820 0.851 0.820 0.904
avg MOD 0.175 0.389 0.548 0.510 0.575
Football best NMI 0.491 0.879 0.881 0.883 0.924 0.762 0.926 0.879
best MOD 0.378 0.588 0.584 0.565 0.6005 0.577 0.601 0.602
our results with the algorithms of Blondel et al. [2008], Clauset et al. [2004], Pons
and Latapy [2006]. Furthermore, we report the modularity results obtained by the
PSO approach, published in Xiaodong et al. [2009], on three out of the 4 real-life
networks. The number of real-life data sets is low because of the unavailability in
the literature of networks for which the true community division is known.
For each network we run GA-Net for values of r equals to 0.3, 0.5, 1, 1.5, 2, and
computed the average normalized mutual information and modularity, besides the
best values of NMI and modularity over 100 runs. The other contestant methods
produce a unique result, that optimizing the modularity value.
Table 2.3 shows the good performance of GA-Net with respect to the others
approaches. On the Karate club network GA-Net obtains the highest normalized
mutual information of 0.826 for r=0.3 and 0.5, and a best modularity value of 0.419
for r=1,1.5, 2. As regards Bottlenose Dolphins the best NMI value of 0.888 is
returned by GA-Net with r=0.3, though GA-MOD obtains a modularity value of
0.519. On the Krebs’ book network GA-Net finds best values of NMI and modu-
larity of 0.590 and 0.525, respectively, for r=0.3. Finally, on the American College
Football data set, for r=2, GA-Net obtains a best NMI value of 0.924 and best
modularity value of 0.6005 with respect to 0.926 and 0.601 of Blondel et al. The
modularity values obtained by the particle swarm optimization approach on the
three first networks, instead are rather poor, thus establishing the superiority of
genetic algorithms. It worth to note that the optimization of modularity does not
necessarily corresponds to maximization of the normalized mutual information. In
fact, as pointed out by Good et al. [2010], the optimal partition returned by the
best modularity value may not coincide with the partition that correctly identifies
the intuitive community division. These observations corroborate the belief that
the input r parameter is not a limitation, but rather a means to study community
structure. In the next section some suggestions on the choice of this parameter are
provided.
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Figure 2.6: Change in average modularity for different values of the exponent r.
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Figure 2.7: Change in the number of communities found for different values of the exponent
r.
2.5.4 Study of the r parameter
As pointed out, the r parameter allows for an analysis of the community structure
at different hierarchical levels, each corresponding to a different number of clusters.
The choice of the value to use can be done by a user on the base of the resolution
level desired. A more systematic approach could be that of considering the concept
of stability of a partitioning of a network, as introduced in Arenas et al. [2008] and
employed in Lancichinetti et al. [2009]. A partition of a network is considered stable
if it can be destroyed only by sensibly changing the parameter r for which it was
obtained. Since varying r different community structures are found with different
modularity values, the plot of the modularity value with respect to r can present
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Figure 2.8: (a) True partition of the Karate Club. (b) Network partition with r=0.3 (c)
Network partition with r=0.5 (d) Network partition with r=1.
plateaus, the length of the plateau can give a criterion to choose the better value of
r. In order to show the feasibility of this approach, GA-Net has been executed on
the Zackary’s Karate Club network for values of the exponent r ranging from 0.1 to
2. Figure 2.6 shows the change in average modularity value for increasing r, while
figure 2.7 reports the number of clusters found with respect to the r values. Figure
2.6 points out a plateau for 0.5 ≤ r ≤ 0.9, which correspond to the network division
in 4 clusters depicted in figure 2.8(c). Actually this is the best division found with
respect to the modularity value, but if it does not correspond to the true division
of the Karate Club in two groups, displayed in figure 2.8(a). When r=0.3 or 0.4
GA-Net finds the three communities showed in figure 2.8(b). The smaller one,
constituted by the nodes 5, 6, 7, 11, 17 is a subgroup of the community on the left.
By increasing r above 0.9 the modularity value diminishes and a higher number of
groups are produced. For example, the community on the right of figure 2.8(d) is
split in three sub-groups for r=1. Thus studying the stability of a partitioning can
provide an effective criterion in the choice of the r parameter value to use.
2.5.5 Real-life networks with unknown community division
The normalized mutual information and modularity employed to compare GA-Net
with the other approaches, though the most popular, have some limitations. In
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fact, the NMI is applicable only with synthetic networks for which the network
partition is known. On the other hand, the assessment of a method with a crite-
rion that coincides with the fitness function it optimizes, could bias the validation
phase. Recently, Leskovec et al. [2010] have compared a range of community de-
tection methods by introducing different measures. They observe that the concept
of good cluster relies on two criteria. The first is the number of edges between the
members of the cluster, the second is the number of edges between the members
of the cluster and the rest of the network. Thus they group quality indices in two
categories: multi-criterion scores, that combine both criteria, and single criterion
scores, that are based on only one criterion. Modularity is a single criterion score.
In the following we report some of multi-criterion indices, defined to capture the
notion of cluster quality, and generalize them to evaluate network structures with
different number of communities. In particular we compare our approach and that
of Blondel et al. [2008] with respect to modularity and the multi-criterion scores.
The network considered are the adjacency network of common adjectives and nouns
in the novel David Copperfield by Charles Dickens Newman [2006a], the network
of Jazz musicians Gleiser and Danon [2003], and the Metabolic network C. Elegans
Jeong et al. [2000].
Let G = (V,E) the graph modeling a network with n =| V | nodes and m =| E |
edges. Let S be a cluster of nodes having ns nodes and ms edges, and cs = {(u, v) |
u ∈ S, v /∈ S} the number of edges on the boundary of S. Let {S1, . . . , Sk} be the
partition of G in k clusters. The following metrics, reported from Leskovec et al.
[2010], that catch the concept of quality of a community structure are defined.
Conductance: it measures the fraction of edges pointing outside a community
Co = (
k∑
s=1
cs
2ms + cs
)/k
Expansion: it measures the number of edges per nodes that point outside the
community
Ex = (
k∑
s=1
cs
ns
)/k
Internal Density: it measures the internal edges density of a community
ID = (
k∑
s=1
1−
2ms
ns(ns − 1)
)/k
Cut Ratio: it measures the fraction of all possible edges leaving the community
CR = (
k∑
s=1
cs
ns(n− ns)
)/k
The lower the values of these scores, the better the quality of the community
structure obtained. Table 2.4 reports the validity indices computed for GA-Net
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Table 2.4: Best scores obtained by GA-Net and BGLL algorithm for real-life data sets.
GA-Net BGLL
Mod Co Ex ID CR Mod Co Ex ID CR
Jazz r=0.8 0.28 0.50 4.96 0.39 0.03 0.44 0.32 9.01 0.59 0.06
(best) 0.29 0.38 2.53 0.25 0.02
nodes r=1.2 0.29 0.49 4.98 0.37 0.03
198 best 0.41 0.36 2.21 0.25 0.02
edges r=1.6 0.36 0.53 8.62 0.39 0.05
2742 (best) 0.41 0.39 7.07 0.31 0.04
r=2 0.35 0.59 9.39 0.38 0.05
best 0.39 0.52 6.25 0.26 0.04
C. Eleg. r=0.8 0.30 0.56 3.66 0.30 0.008 0.43 0.38 3.16 0.78 0.009
(best) 0.34 0.54 3.12 0.26 0.007
nodes r=1.2 (avg) 0. 29 0.59 4.30 0.32 0.009
453 best 0.3168 0.5735 4.03723 0.3072 0.0091
edges r=1.6 (avg) 0.28 0.60 4.28 0.29 0.009
4596 best 0.29 0.56 3.79 0.27 0.008
r=2 0.28 0.60 4.31 0.29 0.009
best 0.31 0.55 3.96 0.25 0.009
Adjn. r=0.8(avg) 0.13 0.57 2.60 5.18 0.03 0.29 0.54 4.04 0.74 0.04
(best) 0.16 0.54 2.36 0.42 0.02
nodes r=1.2 0.18 0.65 3.73 0.48 0.04
112 best 0.24 0.63 3.08 0.39 0.03
edges r=1.6 0. 21 0.69 4.70 0.49 0.04
425 best 0.23 0.66 4.09 0.43 0.04
r=2 0.21 0.70 4.84 0.44 0.04
best 0.22 0.70 4.47 0.40 0.04
with different values of the r parameter, and BGLL. From the table it can be
observed that while BGLL obtains higher values of modularity and conductance
for all the networks considered, GA-Net performs better on Internal Density and
Cut Ratio for all the networks, and on Expansion for Jazz and Adjnoun networks.
These results suggest that the community score adopted by GA-Net finds smaller
and highly dense groups of nodes having few edges towards the remaining network.
These clusters substantially differs from those obtained by optimizing the modu-
larity function, that, as already said, finds groups of nodes having a density higher
than that expected in a random graph.
2.6 Discussion
Community detection in complex network has captured a lot of interest in the last
few years, and the introduction by Newman and Girvan [2004] of the quantitative
measure of modularity to assess the quality of a partitioning in communities has
stimulated and advanced the research to uncover community structure. Recently,
however, it has been proved that the optimization of modularity has a resolution
limit that depends on the total size of the network and the interconnections of the
modules. In Fortunato and Barthe´lemy [2007] it is showed that modularity has
an intrinsic scale such that modules below this scale, even if tightly connected,
cannot be found. This limit implies the important drawback that, searching for
partitioning of maximum modularity, may lead to solutions in which important
structures at small scales are not discovered.
All the methods presented in the previous section, except GA-Net, suffer from
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Figure 2.9: Network showing the resolution limit of modularity.
this problem. Suppose to have the network depicted in figure 2.9 composed by 4
cliques, two identical cliques of 10 nodes, and two identical cliques of 5 nodes. Nei-
ther of BGLL, PL, and CNM are capable of distinguishing the two small cliques.
They return a partitioning in which these two small cliques are merged with a max-
imum modularity value of 0.5471. It is worth noticing that Blondel et al. Blondel
et al. [2008] state that their approach seems to elude the limit resolution thanks
to the multilevel approach of their method. However, as the above example shows,
they only partially circumvent the problem. GA-Net, instead, perfectly discrimi-
nates the two small cliques obtaining a modularity value of 0.5356, for values of
r ≥ 0.8, and merges them for lower values of r. This means that the search for com-
munities that maximizes the community score does not suffer of scale problems and
has the main advantage of allowing the analysis of the network at different granular-
ity levels. A user can thus decide at which hierarchical depth explore the structure
of the network or adopt the strategy described in the previous section to obtain
the most thorough information about its modular organization. Furthermore, it is
worth noting that the other scores introduced in the previous section pointed out
that our approach can outperform methods optimizing modularity when different
metrics are adopted to evaluate the division of a network in communities.
Finally we want to point out that one of the main criticisms in using genetic
algorithms, compared with traditional optimization algorithms, is the high execu-
tion time required to generate a solution. The major limitation of evolutionary
algorithms is, in fact, the repeated fitness function evaluation that, for complex
problems could often be prohibitive. The problem is exacerbated when large pop-
ulations of individuals are used and an high number of generations are executed
to obtain an optimal approximated solution. In our approach fitness evaluation is
rather simple and can be computed in linear time, thus the main problem comes
from the network size. Figure 2.10 shows how the execution time (in seconds) in-
creases when the number of nodes augments from 128 to 1024. The figure indicates
that the running time increases linearly with the size of the input, thus large sized
networks could be used if more powerful machines are available. Moreover, Ge-
netic Algorithms are naturally suited to be implemented on parallel architectures
Tomassini [1996], and an implementation of GA-Net on a parallel machine can be
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Figure 2.10: Execution times in seconds of GA-Net when the number of nodes increases
from 128 to 1024.
easily realized.
2.7 Conclusions
The paper presented a genetic algorithm for detecting communities in networks.
The approach introduced the concept of community score, and searches for an op-
timal partitioning of the network by maximizing the community score. All the
dense communities present in the network structure are obtained at the end of the
algorithm by selectively exploring the search space, without the need to know in ad-
vance the exact number of groups. The concept of community score, though simple,
revealed very efficacious. More importantly, it enables to disclose the hierarchical
organization of a network. Experiments on synthetic and real life networks showed
the ability of the genetic approach to correctly detect communities with results
comparable to state of the art approaches. It is worth to note that the real-life data
sets presented in the paper to evaluate the method are rather small respect to the
very large networks available nowadays. It is known that Genetic Algorithms can
require high execution times when large populations of individuals are used. On the
other hand, they are naturally suited to be implemented on parallel architectures.
In order to deal with very large networks and make the approach proposed compet-
itive with the state of the art methods that detect communities, we are planning to
realize an implementation of GA-Net on a parallel machine.
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Chapter 3
A Multiobjective Genetic
Algorithm to Find Communities in
Complex Networks
Summary
A multiobjective genetic algorithm to uncover community structure in complex net-
work is proposed. The algorithm optimizes two objective functions able to identify
densely connected groups of nodes having sparse inter-connections. The method
generates a set of network divisions at different hierarchical levels in which solutions
at deeper levels, consisting of a higher number of modules, are contained in solutions
having a lower number of communities. The number of modules is automatically
determined by the better tradeoff values of the objective functions. Experiments
on synthetic and real life networks show that the algorithm successfully detects the
network structure and it is competitive with state of the art approaches. 1
1This work has been published as: C. Pizzuti, A Multiobjective Genetic Algorithm to Find
Communities in Complex Networks. IEEE Transactions on Evolutionary Computation, vol. 16,
N. 3, pp. 418-430, 2012
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3.1 Introduction
Complex networks constitute an efficacious formalism to represent the relationships
among objects composing many real world systems. Collaboration networks, the
Internet, the world-wide-web, biological networks, communication and transport
networks, social networks are just some examples. Networks are modelled as graphs,
where nodes represent the objects and edges represent the interactions among these
objects.
An important problem in the study of complex networks is the detection of com-
munity structure Girvan and Newman [2002], also referred as clustering Fortunato
[2010], i.e. the division of a network into groups of nodes, called communities or
clusters or modules, having dense intra-connections, and sparse inter-connections.
This problem, as pointed out in Fortunato [2010], is meaningful only if the graph
modeling the network is sparse, i. e. the number of edges is much less than the
possible number of edges, otherwise it becomes similar to data clustering Jain and
Dubes [1988]. Clustering on graphs differs from data clustering since clusters in
graphs are based on edge density, while in data clustering they are groups of points
close with respect to a distance or similarity measure. The concept of community
in a network, however, is not rigorously defined since its definition is influenced
by the application domain of interest. Thus, the intuitive notion that the number
of edges inside the same community should be much higher than the number of
edges connecting to the remaining nodes of the graph, constitutes a general advise
for community definition. This intuitive definition pursues two different objectives:
maximizing the internal links and minimizing the external links.
Multiobjective optimization is a problem solving technique that successfully
finds a set of solutions when multiple and conflicting objectives must be optimized.
These solutions are obtained through the use of Pareto optimality theory Ehrgott
[2005] and constitute global optimum solutions satisfying all the objectives as best
as possible. Evolutionary algorithms to solve multiobjective optimization problems
(MOEAs) revealed successful because of their population-based nature which allows
the simultaneous production of multiple optima and a good approximation of the
Pareto front Coello et al. [2007].
Community detection, thus, could be formulated as a multiobjective optimiza-
tion problem and the framework of Pareto optimality can provide a set of solutions
corresponding to the best compromise among the objectives to optimize. In fact
there is a tradeoff between the two above mentioned objectives because when the
community structure is constituted by the overall network the number of external
links is null, thus it is minimized, however the cluster density in not high.
In the last few years many approaches have been proposed to employ multiob-
jective techniques for data clustering. Most of these proposals cluster objects in
metric spaces Du et al. [2004]; Faceli et al. [2007]; Feng et al. [2007]; Handl and
Knowles [2007]; Matake et al. [2007]; Mukhopadhyay et al. [2009]; Romero-Za´liz
et al. [2008]; Saha and Bandyopadhyay [2010], though a method for partitioning
Chapter 3. A Multiobjective Genetic Algorithm to ... 33
graphs has been presented in Datta et al. [2007] and a graph clustering algorithm
of web user sessions is described in Demir et al. [2010].
In this paper a multiobjective approach, named MOGA-Net (MultiObjective
Genetic Algorithms for Networks), to discover communities in networks by employ-
ing genetic algorithms is proposed. The method optimizes two objective functions
introduced in Pizzuti [2008] and Lancichinetti et al. [2009] that revealed both ef-
ficacious in detecting modules in complex networks. The first objective function
employs the concept of community score to measure the quality of the division in
communities of a network. The higher the community score, the more dense the
clustering obtained. The second defines the concept of fitness of the nodes belonging
to a module and iteratively finds modules having the highest sum of node fitness, in
the following referred as community fitness. When this sum reaches its maximum
value, the number of external links is minimized. Both the objective functions have
a positive real-valued parameter controlling the size of the communities. The higher
the value of the parameter, the smaller the size of the communities found. MOGA-
Net exploits the benefits of these two functions and obtains the communities present
in the network by selectively exploring the search space, without the need to know
in advance the exact number of groups. This number is automatically determined
by the optimal compromise values of the two objectives.
An interesting result of the multiobjective approach is that it returns not a
single partitioning of the network, but a set of solutions. Each of these solutions
corresponds to a different tradeoff between the two objectives and thus to diverse
partitionings of the network consisting of various number of clusters. Experiments
on synthetic and real life networks showed that the set of Pareto optimal solutions
uncovers the hierarchical organization of the network, where solutions with a higher
number of clusters are included in solution having a lower number of communities.
This peculiarity of the multiobjective approach gives a great chance to analyze
the network at different hierarchical levels and study communities with different
modular levels.
The paper is organized as follows. In the next section the concept of community
is defined and the community detection problem is formalized. Section 3.3 describes
the main approaches to community detection. Section 3.4 formulates the community
detection problem as a multiobjective optimization problem. Section 3.5 describes
the method, the genetic representation adopted and the variation operators used.
In section 3.6 the results of the method on synthetic and real life networks and a
comparison with some of the state of the art approaches are reported. Section 3.7,
finally, discusses the advantages of the multiobjective approach and concludes the
paper.
3.2 Community definition
A network N can be modelled as a graph G = (V,E) where V is a set of objects,
called nodes or vertices, and E is a set of links, called edges, that connect two
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elements of V . A community (also called cluster or module) in a network is a
group of vertices (i.e. a sub-graph) having a high density of edges within them, and
a lower density of edges between groups. This definition of community is rather
vague and there is no general agreement on the concept of density. A more formal
definition has been introduced in Radicchi et al. [2004] by considering the degree
ki of a generic node i, defined as ki =
∑
j Aij , where A is the adjacency matrix of
G. A is such that an entry at position (i, j) is 1 if there is an edge from node i to
node j, 0 otherwise. Let S ⊂ G the subgraph where node i belongs to, the degree
of i with respect to S can be split as
ki(S) = k
in
i (S) + k
out
i (S)
where
kini (S) =
∑
j∈S
Aij
is the number of edges connecting i to the other nodes in S, and
kouti (S) =
∑
j /∈S
Aij
is the number of edges connecting i to the rest of the network. A subgraph S is a
community in a strong sense if
kini (S) > k
out
i (S), ∀i ∈ S
A subgraph S is a community in a weak sense if
∑
i∈S
kini (S) >
∑
i∈S
kouti (S)
Thus, in a strong community, each node has more connections within the com-
munity than with the rest of the graph. In a weak community the sum of the degrees
within the subgraph is larger than the sum of degrees towards the rest of the net-
work. In the following we adopt the concept of weak community, thus a community
is interpreted as a set of nodes having a total number of intra-connections higher
than the number of inter-connections among different clusters.
3.3 Related work
Many different algorithms, coming from different fields such as physics, statistics,
data mining, evolutionary computation have been proposed to detect communities
in complex networks. The approaches adopted can broadly be classified in three dif-
ferent types: divisive hierarchical methods, agglomerative hierarchical methods Jain
and Dubes [1988], and optimization methods. The divisive hierarchical methods
start from the complete network, detect the edges that connect different communi-
ties, and remove them. Examples of these approaches can be found in Blondel et al.
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[2008]; Girvan and Newman [2002]; Lozano et al. [2007]; Newman [2006b]; Newman
and Girvan [2004]; Radicchi et al. [2004]. Agglomerative approaches consider each
node a cluster and then merge similar communities recursively until the whole graph
is obtained Clauset et al. [2004]; Lipczak and Milios [2009]; Newman [2004]; Pons
and Latapy [2006]; Pujol et al. [2006]; Wakita and Tsurumi [2007]. Optimization
methods define an objective function that allows the division of a graph in sub-
graphs, and try to maximize this objective in order to obtain the best partitioning
of the network Arenas and Dı´az-Guilera [2007]; Lancichinetti et al. [2009]; Schuetz
and Caflish [2008]. Among the optimization methods, several approaches have been
developed by using evolutionary techniques. In particular, Feng et al. [2007]; Firat
et al. [2007]; Gog et al. [2007]; Lipczak and Milios [2009]; He et al. [2009]; Pizzuti
[2008]; Tasgin et al. [2007] apply Genetic Algorithms. Many other proposals em-
ploy multiobjective evolutionary algorithms to partition graphs or cluster objects
in metric spaces Datta et al. [2007]; Demir et al. [2010]; Du et al. [2004]; Handl
and Knowles [2007]; Faceli et al. [2007]; Matake et al. [2007]; Mukhopadhyay et al.
[2009]; Romero-Za´liz et al. [2008]; Saha and Bandyopadhyay [2010].
In the following we first review the main proposals coming from physics and data
mining fields, and then a description of the multiobjective evolutionary clustering
approaches is reported.
3.3.1 Community detection in networks
The community detection problem has been studied by several researchers, and a
complete description of the state-of-the-art proposals is beyond the scope of this
paper. Extensive and detailed overviews of community identification methods in
complex networks can be found in Danon et al. [2007]; Fortunato [2010]; Fortunato
and Castellano [2009b].
One of the most famous algorithm to detect communities has been presented by
Girvan and Newman [2002]. The method iteratively splits the network by removing
edges. The edges to be removed are chosen by using the betweenness measure.
The idea underlying the edge betweenness comes from the observation that if two
communities are joined by a few inter-community edges, then all the paths from
vertices in one community to vertices in the another must pass through these edges.
Paths determine the betweenness score to compute for the edges. By counting all
the paths passing through each edge, and removing the edge scoring the maximum
value, the connections inside the network are broken. This process is repeated, thus
dividing the network into smaller components until no edges remain.
The same authors in Newman and Girvan [2004] propose a divisive hierarchical
method based on different betweenness measures. In this paper Newman and Girvan
point out the need of having a measure of the quality of the network division found
by an algorithm. To this end, they introduce the concept of modularity. Informally,
the modularity is the fraction of edges inside communities minus the expected value
of the fraction of edges, if edges fall at random without regard to the community
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structure (a formal definition of modularity is given in the next section). Values
approaching 1 indicate strong community structure. Thus the algorithm computes
the modularity for each split of the network in communities, and the authors show
that, when community structure is known a priori, high values of modularity closely
correspond to the expected network division.
Newman [2004], argues that, since high values of modularity correspond to good
network division, an approach to find the best possible partinioning of a network
could be to simply optimize it. Thus he presents an agglomerative hierarchical
method that searches for optimal values of modularity. Newman observes that
an exhaustive search of all the possible divisions to obtain the optimal value of
modularity is unfeasible for networks constituted by more than 20 vertices, thus
approximation methods are needed. He proposes a greedy approach that joins
communities producing the greatest increase in modularity value. A faster method
version, based on the same strategy, is described in Clauset et al. [2004].
Blondel et al. [2008] present a method that partitions large networks based
also on the modularity optimization. The algorithm consists of two phases that are
repeated iteratively until no further improvement can be obtained. At the beginning
each node of the network is considered a community. Then, for each node i, all its
neighbors j are considered, and the gain in modularity fot removing i from its
community and adding it to the j community is computed. The node is placed in
the community for which the gain is positive and maximum. If no community has
positive gain, i remains in its original group. This first phase is repeated until no
node move can improve the modularity. The second phase builds a network where
the communities obtained are considered as the new nodes, and a link between two
communities a, b exists if there is an edge between a node belonging to a and a
node belonging to b. The network can be weighted, in such a case the weight of
the edge between a and b is the sum of the weights of the links between nodes of
the corresponding communities. At this point the method can be reiterated until
no more changes can be done to improve modularity. The algorithm returns all the
clusterings found at different hierarchical levels.
Pons and Latapy [2006] introduce an agglomerative hierarchical algorithm, named
Walktrap, to compute the community structure of a network. The approach is
based on the concept of random walk on a graph and on the idea that random
walks tend to get trapped in densily connected parts of the graph. A new definition
of distance between two nodes is introduced by exploiting the properties of random
walks, and this definition is generalized to compute the distance between communi-
ties. The algorithm thus starts from a partition of the graph in which each node is
a community, and then merges the two adjacent communities (i.e. having at least
a common edge) that minimize the mean of the squared distances between each
vertex and its community. The distances between communities are recomputed and
the previous step is repeated until all the nodes belong to the same community. In
order to decide the best partitioning to choose, the modularity criterion of Newman
and Girvan is adopted.
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Pujol et al. [2006] propose an agglomerative hierarchical method that combine
spectral analysis and modularity optimization to obtain efficiency and accuracy in
clustering a network. They use the same concept of random walk adopted by Pons
and Latapy Pons and Latapy [2006] to produce an initial partition of the network,
then an agglomerative hierarchical method that iteratively joins two communities
is applied. In order to merge two clusters, the group of nodes that gives the least
contribution to the total modularity is selected and it is joined with the group that
maximizes the increment of modularity.
Lancichinetti et al. [2009] propose a method to detect overlapping and hierarchi-
cal community structure based on the concept of community fitness of a module S.
Let kini (S) and k
out
i (S) be the internal and external degrees of the nodes belonging
to a community S. The community fitness P(S) of S is then defined as
P(S) =
∑
i∈S
kini (S)
(kini (S) + k
out
i (S))
α
where α, called resolution parameter, is a positive real-valued parameter control-
ling the size of the communities. When kouti (S) = 0 ∀i, P(S) reaches its maximum
value for a fixed α. The community fitness has been used by Lancichinetti et al.
[2009] to find communities one at a time. The authors introduced the concept of
node fitness with respect to a community S as the variation of the community fitness
of S with and without the node i, i. e.
Pi(S) = P(S ∪ {i})− P(S − {i})
The method starts by picking a node at random, and considering it as a commu-
nity S. Then a loop over all the neighbor nodes of S not included in S is performed,
in order to choose the neighbor node to be added to S. The choice is done by com-
puting the node fitness for each node, and augmenting S with the node having the
highest value of fitness. At this point the fitness of each node is recomputed, and if
a node turns out to have a negative fitness value it is removed from S. The process
stops when all the not yet included neighboring nodes of the nodes in S have a
negative fitness. Once a community has been obtained, a new node is picked and
the process restarts until all the nodes have been assigned to at least one group.
The authors found that the partitions obtained for the resolution parameter α = 1
are relevant. However, they introduce a criterion to choose a partition based on the
concept of stability. A partition is considered stable if it is delivered for a range of
values of α. The length of this range determines the more stable partition, which
is deemed the best result.
3.3.2 Multiobjective clustering methods
The application of multiobjective optimization to clustering data has recently ob-
taining an increasing interest Du et al. [2004]; Handl and Knowles [2007]; Faceli et al.
[2007]; Matake et al. [2007]; Mukhopadhyay et al. [2009]; Romero-Za´liz et al. [2008];
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Saha and Bandyopadhyay [2010], though few proposals regards the partitioning of
networks Datta et al. [2007]; Demir et al. [2010].
A reference approach to multiobjective clustering algorithms for numerical and
categorical data is that proposed by Handl and Knowles [2007], and namedMOCK
(MultiObjective Clustering with automatic K-determination). The first objective
of MOCK is to minimize the overall deviation of a partitioning, i.e. the summed
distances between data items and the center of the cluster they have been assigned.
The second objective is the minimization of the cluster connectedness, which evalu-
ates for each cluster data point how many of its nearest neighbors have been placed
in the same cluster. The algorithm adopts the locus-based adjacency representa-
tion proposed by Park and Song [1989], described in the next sections and employed
also by MOGA-Net, and uses a special initialization of the solutions based on the
minimum spanning tree that reduces execution times. MOCK contains also a fi-
nal step for selecting the best solution from the Pareto front approximations that
automatically delivers the optimal number of clusters.
MOCK is not specialized for partitioning networks, though it can be adapted
to clustering on graphs by considering the adjacency matrix of a network as a
(dis)similarity matrix.
A proposal for graph partitioning that optimizes three different objectives is
proposed by in Datta et al. [2007]. The objectives minimize the net loss in edge
values when two connected nodes are placed in different groups, the difference in
size of the groups, and the spread of clusters. The authors emphasize on the concept
of zone in the graph, intended as group of adjacent nodes. Thus a chromosome is
a collections of nodes, where each node is specified by its location in the graph.
The algorithm is able to divide the graph in a variable number of zones, however
the range of zones and of the number of nodes per zone must be fixed as input
parameter.
More recently, a multiobjective evolutionary algorithm, specialized for clustering
Web user sessions, has been proposed by Demir et al. [2010]. The clusters obtained
are then used in a Web recommendation system for representing usage patterns.
The sequences of Web pages visited by a user are represented as a weighted undi-
rected graph where each sequence is a node, and the weight of an edge connecting
two sequences is the computed similarity between the two nodes. Their algorithm,
named GraSC, uses the same representation of MOCK, but the conflicting objec-
tives to optimize are the min-max cut Ding et al. [2001] and the silhouette index
Rousseeuw [1987] . The former tries to optimize the intra-cluster similarity and to
minimize the inter-sub-graph similarity, the latter computes the average silhouette
index of vertices belonging to the same cluster. The silhouette index of a node i is
the normalized value of the difference between the minimum average dissimilarity
between node i and the nodes of the other clusters, and the average dissimilarity
among i and the vertices in the same cluster.
In the next section the community detection problem is formalized as a multi-
objective optimization problem.
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3.4 Community detection as a multiobjective op-
timization problem
Many problems in different fields are naturally formulated with multiple objectives.
In particular the division of a network in subgroups of nodes having dense intra-
connections and sparse interconnections has two competing objectives. The first is
to maximize the links among the nodes belonging to the same module, the second is
to minimize the number of connections between the communities. Thus the problem
of community detection can not adequately be represented as a single objective
augmented with constraints to try to implicitly satisfy the other. A more suitable
approach is to formalize this problem as a multiobjective clustering problem Ferligoj
and Batagelj [1992]; Handl and Knowles [2007].
A multiobjective clustering problem (Ω,F1,F2, . . . ,Ft) is defined as
min Fi(S), i = 1, . . . , t subject to S ∈ Ω
where Ω = {S1, . . . ,Sk} is the set of feasible clusterings of a network, and F =
{F1,F2, . . . ,Ft} is a set of t single criterion functions. Each Fi : Ω → R is a
different objective function that determines the feasibility of the clustering obtained.
Since F is a vector of competing objectives that must be simultaneously optimized,
there is not one unique solution to the problem, but a set of solutions are found
through the use of Pareto optimality theory Ehrgott [2005]. Given two solutions
S1 and S2 ∈ Ω, solution S1 is said to dominate solution S2, denoted as S1 ≺ S2, if
and only if
∀i : Fi(S1) ≤ Fi(S2) ∧ ∃ i s.t. Fi(S1) < Fi(S2)
A dominated solution is not interesting because an improvement can be at-
tained in all the objectives. Instead, a nondominated solution is one in which an
improvement in one objective requires a degradation of another. Multiobjective
optimization aims to the generation and selection of nondominated solutions, these
solutions are called Pareto-optimal. The goal is therefore to construct the Pareto
optima. More formally, the set of Pareto-optimal solutions Π is defined as
Π = {S ∈ Ω : 6 ∃S′ ∈ Ω with S′ ≺ S}
The vector F maps the solution space into the objective function space. When
the nondominated solutions are plotted in the objective space, they are called the
Pareto front. Thus the Pareto front represents the better compromise solutions
satisfying all the objectives as best as possible. It worth to note that the Pareto-
optimal solutions, as outlined in Handl and Knowles [2007], always include the
optimal solutions of the clustering problems with a single objective to optimize.
3.4.1 Objective functions
Our aim is to partition a network in groups of vertices {S1, . . . Sk} such that the
density of edges within them is higher than the density of edges between the groups.
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To this end we need an objective function that maximizes the number of connections
inside each community, and another objective function that minimizes the number
of links between the modules found.
A quality measure of a community S that maximizes the in-degree of the nodes
belonging to S has been introduced in Pizzuti [2008]. On the other hand, a criterion
that minimizes the out-degree of a community is defined in Lancichinetti et al.
[2009]. Both the approaches adopt the definition of weak community described
above. We now first recall the definitions of these measures, and then we show how
they can be exploited in a multiobjective approach to find communities. In the
following, without loss of generality, the graph modelling a network is assumed to
be undirected.
Let µi denote the fraction of edges connecting node i to the other nodes in S.
More formally
µi =
1
|S|k
in
i (S)
where | S | is the cardinality of S.
The power mean of S of order r, denoted as M(S) is defined as
M(S) =
∑
i∈S(µi)
r
|S|
Notice that, in the computation ofM(S), since 0 ≤ µ ≤ 1, the exponent r increases
the weight of nodes having many connections with other nodes belonging to the
same module, and diminishes the weight of those nodes having few connections
inside S.
The volume vS of a community S is defined as the number of edges connecting
vertices inside S, i.e the number of 1 entries in the adjacency sub-matrix of A
corresponding to S,
vS =
∑
i,j∈S
Aij
The score of S is defined as score(S) =M(S)× vS . Thus the score takes into
account both the fraction of interconnections among the nodes (through the power
mean) and the number of interconnections contained in the module S (through the
volume). The community score of a clustering {S1, . . . Sk} of a network is defined
as
CS =
k∑
i=1
score(Si)
The first objective to maximize is then the community score CS.
As described in section 3.3, Lancichinetti et al. [2009] introduced the concept of
community fitness of a module S as
P(S) =
∑
i∈S
kini (S)
(kini (S) + k
out
i (S))
α
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The second objective is thus carried out by the community fitness by summing up
the fitnesses of all the Si modules. The parameter α, that tunes the size of the
communities, has been set to 1 because, as the authors observed, in most cases the
partitioning found for this value are relevant. The second objective to minimize is
thus
k∑
i=1
P(Si)
In the next section we propose a multiobjective community detection approach
that optimizes both these two objectives.
3.5 Algorithm Description
In this section we give a description of the multiobjective algorithm MOGA-Net,
the representation adopted for partitioning the network, and the variation opera-
tors used. In the last few years many efforts have been devoted to the application
of evolutionary computation to the development of multiobjective optimization al-
gorithms. Evolutionary algorithms, in fact, proved to be very successful to solve
multiobjective optimization problems because of the population-based nature of the
approach that allows the generation of several elements of the Pareto set in a single
run Deb [2001]; Coello et al. [2007].
Genetic representation: Our clustering algorithm uses the locus-based adja-
cency representation proposed in Park and Song [1989] and employed by Handl and
Knowles [2007]; Matake et al. [2007] for multiobjective clustering. In this graph-
based representation an individual of the population consists of N genes g1, . . . , gN
and each gene can assume allele value j in the range {1, . . . , N}. Genes and alleles
represent nodes of the graph G = (V,E) modelling a network N , and a value j as-
signed to the ith gene is interpreted as a link between the nodes i and j of V . This
means that in the clustering solution found i and j will be in the same cluster. A
decoding step, however, is necessary to identify all the separate components of the
corresponding graph. The nodes participating to the same component are assigned
to one cluster. As observed in Handl and Knowles [2007], the decoding step can be
done in linear time. A main advantage of this representation is that the number k
of clusters is automatically determined by the number of components contained in
an individual and determined by the decoding step. Figure 3.1(a) shows a network
of 10 nodes partitioned in two groups. The nodes of the two partitions are depicted
as circles and squares, respectively. Among the possible encoded genotypes, that
showed in figure 3.1(b) is decoded in the two connected components reported in
figure 3.1(c). These two components correspond to the partitioning of the graph.
Initialization: The initialization process takes in account the effective connec-
tions of the nodes in the network. A random individual is generated. However, if
in the ith position there is an allele value j, but the edge (i, j) does not exist, the
individual j is substituted with one of the neighbors of i. For example, in figure
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Figure 3.1: (a) A network of 10 nodes partitioned in two communities {1, 2, 3, 4, 5, 6} and
{7, 8, 9, 10}, (b) the locus-based representation of a genotype, (c) the graph-based structure
of the genotype.
Position 1 2 3 4 5 6 7 8 9 10
Genotype 5 1 9 1 1 3 8 7 8 5
(a)
Position 1 2 3 4 5 6 7 8 9 10
Genotype 5 1 4 1 1 3 8 7 8 7
(b)
Figure 3.2: (a) A genotype where the couples (3, 9) and (10, 5) are not edges of the graph
reported in figure 3.1(a), (b) the modified genotype.
3.2(a) in the positions 3 and 10 the corresponding allele values are 9 and 5, respec-
tively. However the edges (3, 9) and (10, 5) are not present in the network showed
in figure 3.1(a), thus 9 is substituted by 4, and 5 is substituted by 7.
Uniform Crossover: MOGA-Net uses a standard uniform crossover operator.
First a crossovermask of lengthN , i. e. the number of nodes, is randomly generated.
Each value on the mask is either 0 or 1. An offspring is generated by selecting from
the first parent the genes where the mask is a 0, and from the second parent the
genes where the mask is a 1. The main motivation of using uniform crossover is
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that it guarantees the maintenance of the effective connections of the nodes in the
network in the child individual. In fact, because of the biased initialization, each
individual in the population is such that if a gene i contains a value j, then the
edge (i, j) exists. Since the child at each position i contains a value j coming from
one of the two parents, then the edge (i, j) exists. Figure 3.3 shows an example of
uniform crossover.
Parent1 : 5 6 6 6 2 4 8 7 8 7
Parent2 : 9 4 6 3 2 4 10 10 1 9
Mask : 1 0 1 0 0 0 1 0 1 0
Offspring 9 6 6 6 2 4 10 7 1 7
Figure 3.3: Example of uniform crossover.
Mutation: The mutation operator that randomly changes the value j of a i-th
gene causes a useless exploration of the search space, because of the same above
observations on node connections. Thus the possible values an allele can assume
are restricted to the neighbors of gene i. For example, considering the network of
figure 3.1(a), the allowed allele values of the gene in the third position are 2,4,5,6.
This mutation guarantees the generation of a mutated child in which each node is
linked only with one of its neighbors.
Model selection: Multiobjective clustering returns the set of Pareto-optimal
solutions. Each of these solutions corresponds to a different tradeoff between the
Given a network N and the graph G = (V,E) modeling it,
MOGA-Net performs the following steps:
create a population of random individuals whose length equals
the number N =| V | of nodes of G
while termination condition is not satisfied, execute the following sub-steps
decode each individual I = {g1, . . . , gN} of the population to generate
a partitioning C = {C1, . . . , Ck} of the graph G in k connected components.
evaluate the two fitness values of the translated individuals
assign a rank to each individual and sort them according to nondomination rank
create a new population of offspring by applying the variation operators
combine the parents and offspring into a new pool and partition it into fronts
select points on the lower front (with lower rank), apply the variation operators
on them to create the next population
end while
return the solution C = {C1, . . . Ck} of the Pareto front having
the maximum modularity value
Figure 3.4: The pseudo-code of the MOGA-Net algorithm.
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two objectives and thus to diverse partitioning of the network consisting of vari-
ous number of clusters. This gives a great chance to analyze several clusterings
at different hierarchical levels. However a criterion should be established to auto-
matically select one solution with respect to another. To this end, we adopt the
concept of modularity, introduced by Newman and Girvan [2004]. Modularity is
the most used and known function to assess the quality of a partitioning obtained
by a clustering method. Let k be the number of modules found inside a network,
the modularity is defined as
Q =
k∑
s=1
[
ls
m
− (
ds
2m
)2]
where ls is the total number of edges joining vertices inside the module s, and
ds is the sum of the degrees of the nodes of s. The first term of each summand
of the modularity Q is the fraction of edges inside a community, the second one is
the expected value of the fraction of edges that would be in the network if edges
fall at random without regard to the community structure. Values approaching 1
indicate strong community structure. We thus select, among the solutions found on
the Pareto front, that having the highest value of modularity.
Figure 3.4 reports the pseudo-code of MOGA-Net. Given a network N and the
graph G modelling it, MOGA-Net starts with a population initialized at random.
Every individual generates a graph structure in which each component is a con-
nected subgraph of G. For a fixed number of generations the multiobjective genetic
algorithm evaluates the objective values, assigns a rank to each individual accord-
ing to Pareto dominance and sorts them. Then a new population is generated by
applying the specialized variation operators described above. At the end of the
procedure, MOGA-Net returns, among the set of solutions contained in the Pareto
front, that having the highest value of modularity. In the next section experimental
results will prove the ability of MOGA-Net in partitioning a network, and we show
that the Pareto optimal solutions exhibit a hierarchical structure in which solutions
with a higher number of communities are contained in solutions having a lower
number of modules.
3.6 Experimental Results
In this section we study the effectiveness of our approach on a synthetic data set.
Then we compare the results obtained by MOGA-Net with other state of the art
approaches on some real-worlds networks for which the partitioning in communities
is known. In both cases we show that our algorithm successfully detects the network
structure and it is competitive with the other approaches.
The MOGA-Net algorithm has been written in MATLAB, using the Genetic
Algorithms and Direct Search Toolbox 2. The MultiObjective Genetic Algorithm
(MOGA) we used is the Nondominated Sorting Genetic Algorithm (NSGA-II) pro-
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posed by Deb et al. [2002] and implemented in the GA Toolbox of MATLAB.
NSGA-II builds a population of competing individuals and ranks them on the basis
of nondominance (for a detailed description of the approach see Deb [2001]). It is
known that setting parameter values is a challenging research problem in evolution-
ary algorithms Eiben et al. [1999]. Recently, Smit and Eiben [2010] found that it is
possible to find good parameter values for a set of problems, but general tuning that
allows for good performance on a wide range of problems raises specific difficulties.
As regards MOGA-Net, we employed a trial-and-error procedure and then selected
the parameter values giving good results for the benchmark data sets. Thus we set
crossover rate 0.8, mutation rate 0.2, elite reproduction 10% of the population size,
roulette selection function. The population size was 300, the number of generations
100.
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Figure 3.5: Normalized mutual information obtained by MOGA-NET on the synthetic
network for different values of the exponent r when the mixing parameter varies from 0.1
to 0.5.
3.6.1 Evaluation metrics
Community detection methods are supposed to identify good partitions Fortunato
[2010]. In order to determine what good partition means, validity indices must
be defined to assess the quality of the results obtained by an algorithm. A validity
index, also called quality function, is a function that assigns a score to each partition
of a network. The higher the score, the better the partition obtained. Validity
indices can be internal, i.e. they rely on the connections and separation between
the communities, or external, through the use of additional domain knowledge to
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Figure 3.6: Modularity obtained by MOGA-NET on the synthetic network for different
values of the exponent r when the mixing parameter varies from 0.1 to 0.5.
assess the clustering outcomes. The most popular internal quality function is the
modularity of Newman and Girvan, described in the previous section, thus it has
been used as internal validity index. On the other hand, the Normalized Mutual
Information (NMI) is an external measure to estimate the similarity between the
true partitions and the detected ones, that has been proved more appropriate for
network partitioning by Danon et al. [2005].
The Normalized Mutual Information is a well known entropy measure in in-
formation theory MacKay [2002]. Given two partitions A and B of a network in
communities, let C be the confusion matrix whose element Cij is the number of
nodes of community i of the partition A that are also in the community j of the
partition B. The normalized mutual information I(A,B) is defined as :
I(A,B) =
−2
∑cA
i=1
∑cB
j=1 Cij log(CijN/Ci.C.j)∑cA
i=1 Ci.log(Ci./N) +
∑cB
j=1 C.j log(C.j/N)
where cA (cB) is the number of groups in the partition A (B), Ci. (C.j) is the
sum of the elements of C in row i (column j), and N is the number of nodes. If
A = B, I(A,B) = 1. If A and B are completely different, I(A,B) = 0.
3.6.2 Synthetic data set
In order to check the ability of our approach to successfully detect the community
structure of a network, we use the benchmark proposed by Lancichinetti et al.
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Table 3.1: Best modularity results and corresponding normalized mutual information ob-
tained by MOGA-Net and the other algorithms for the real-life networks Zakary’s Karate
Club and Bottlenose Dolphins.
Zakary’s Karate Club Bottlenose Dolphins
Method modularity NMI modularity NMI
MOGA-Net 0.416 0.602 0.505 0.506
(0.740e-16) (0.117e-15) (0.0095) (0.0468)
BGLL (Blondel et al. [2008]) 0.415 0.707 0.495 0.450
CNM ( Clauset et al. [2004]) 0.380 0.692 0.495 0.573
PL (Pons and Latapy [2006]) 0.394 0.562 0.517 0.675
MOCK ( Handl and Knowles [2007]) 0.326 0.549 0.419 0.437
(0.0347) (0.1203) (0.0271) (0.0805)
GraSC (Demir et al. [2010]) 0.120 0.198 0.073 0.096
(0.0292) (0.0217) (0.0106) (0.0333)
Table 3.2: Best modularity results and corresponding normalized mutual information ob-
tained byMOGA-Net and the other algorithms for the real-life networks American College
Football and Kreb’s books
Amer. Coll. Football Krebs’ books
Method modularity NMI modularity NMI
MOGA-Net 0.515 (0.0161) 0.775 (0.0234) 0.518 (0.0044) 0.537 (0.0251)
BGLL (Blondel et al. [2008]) 0.601 0.926 0.515 0.442
CNM ( Clauset et al. [2004]) 0.577 0.762 0.502 0.530
PL ( Pons and Latapy [2006]) 0.602 0.879 0.515 0.543
MOCK ( Handl and Knowles [2007]) 0.454 (0.0608) 0.721 (0.0648) 0.437 (0.0081) 0.302 (0.1393)
GraSC ( Demir et al. [2010]) 0.285 (0.2900) 0.447 (0.3866) 0.036 (0.0391) 0.078 (0.0192)
[2008b], which is an extension of the classical benchmark proposed by Girvan and
Newman [2002]. The network consists of 128 nodes divided into four communities
of 32 nodes each. Every node has an average degree of 16 and shares a fraction
γ of links with the nodes of its community, and 1 − γ with the other nodes of
the network. γ is called the mixing parameter. When γ < 0.5 the neighbors of
a node inside its group are more than the neighbors belonging to the other three
groups. We generated 10 different networks for values of γ ranging from 0.1 to 0.5,
and used the Normalized Mutual Information to measure the similarity between the
true partitions and the detected ones.
Figures 3.5 and 3.6 show the normalized mutual information and modularity,
averaged over the 10 runs, for different values of the exponent r when the mixing
parameter γ increases from 0.1 to 0.5. Figure 3.5 points out that, independently the
value of r, MOGA-Net is able to recover more than the 80% of community structure
when for each node, the number of neighbors inside its group is lower with respect
to that towards other groups (until γ ≤ 0.2). However, when the mixing parameter
increases, higher values of r help in the retrieval of the true community structure.
Notice that for γ = 0.5, each node has half of the links inside its community and the
other half with the rest of the network, thus it is very difficult to identify the hidden
groups, being the communities mixed each other. As expected, the modularity
values of the communities obtained reflects the corresponding normalized mutual
information.
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Table 3.3: Best NMI results obtained by MOGA-Net on the real-life data sets.
MOGA-Net
avg best NMI std best NMI avg Mod std Mod
Zackary’s Karate Club 1 0 0.371 0
Bottlenose Dolphins 1 0 0.373 0
American Coll. Football 0.795 0.016 0.497 0.027
Krebs’ books 0.597 0.014 0.470 0.021
3.6.3 Real-life data sets
We now show the application ofMOGA-Net on four real-world networks, the Zachary’s
Karate Club, the Bottlenose Dolphins, the American College Football, and the Krebs’
books on American politics, well studied in the literature
(see http://www-personal.umich.edu /~mejn/netdata/), and compare our re-
sults with those obtained by three algorithms coming from network analysis, Blon-
del et al. [2008] (referred as BGLL), Clauset et al. [2004] (referred as CNM), and
Pons and Latapy [2006] (referred as PL), and other two coming from the evolution-
ary computation field that apply multiobjective optimization, Handl and Knowles
[2007] (MOCK), and Demir et al. [2010] (GraSC). In the following we first repot a
brief description of each data set used.
The Zackary’s Karate Club network was generated by Zachary, who studied the
friendship of 34 members of a karate club over a period of two years. During this
period, because of disagreements, the club divided in two groups almost of the same
size.
Bottlenose Dolphins is a social network of 62 bottlenose dolphins living in Doubt-
ful Sound, New Zealand, compiled by Lusseau [2003] from seven years of dolphins
behavior. A tie between two dolphins was established by a their statistically signif-
icant frequent association. The network split naturally into two large groups, the
number of ties being 159.
The American College Football network Girvan and Newman [2002] comes from
the United States college football. The network represents the schedule of Division
I games during the 2000 season. Nodes in the graph represent teams and edges
represent the regular season games between the two teams they connect. The teams
are divided in conferences. The teams on average played 4 inter-conference matches
and 7 intra-conference matches, thus teams tend to play between members of the
same conference. The network consists of 115 nodes and 616 edges grouped in 12
teams.
Krebs’ books on American politics is a network of political books compiled by
V. Krebs. The nodes represent 105 recent books on American politics brought from
Amazon.com, and edges join pairs of books frequently purchased by the same buyer
(unpublished http://www.orgnet.com/). Books were divided by Newman [2006b]
according to their political alignment (conservative or liberal), except for a small
number of books (13) having no clear affiliation.
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All the algorithms have been executed 10 times. As regards the algorithms of
Clauset et al. [2004], Blondel et al. [2008], and Pons and Latapy [2006], at each
run the solution having the best modularity value is selected and the corresponding
NMI value is computed. As regards MOCK Handl and Knowles [2007], GraSC
Demir et al. [2010], and MOGA-Net, each run generates a set of solutions, those
of the Pareto front. Among these optimal solutions we adopted the same selection
criterion, thus the solution having the maximum modularity value is chosen and the
corresponding NMI computed. The average over these 10 runs of both modularity
and normalized mutual information are calculated and reported in tables 3.1 and 3.2.
In MOGA-Net the value of the parameter r for the computation of the community
score has been set to 2 because we experimented that the communities found are
relevant. However it is worth to note that the multiobjective approach implicitly
explores the search space by finding solutions that could be obtained for different
values of r.
The tables clearly shows the very good performance of MOGA-Net with respect
to the other approaches. In fact, though the algorithm of Pons and Latapy [2006]
obtains a slightly better modularity value on the Dolphins network (0.517 versus
0.505) and American College Football (0.602 versus 0.536), the solutions found by
MOGA-Net are comparable on these two data sets and better on the other two.
It is worth to note that the multiobjective methods MOCK and GraSC are not
able to reveal the community structure. However this is comprehensible, since
the objectives they optimize are not much relevant for the problem of community
detection.
Often best modularity does not correspond to the true network partition. To
show thatMOGA-Net is effective in discovering the effective network structure, over
the 10 runs, instead of choosing the partitioning having the best modularity value,
we selected that having the best NMI value, and computed the corresponding mod-
ularity. The average values over these 10 runs are reported in tables 3.3. The table
reports the average of the best NMI (avg best NMI) and its standard deviation (std
best NMI), the average modularity value (avg Mod) corresponding to the solutions
having the best NMI and its standard deviation (std Mod).
The table shows that on the Zackary’s Karate Club and Bottlenose Dolphins
MOGA-Net found the exact solution for all the 10 runs with a modularity value
of 0.371 and 0.373, respectively. On the Krebs’ books network again MOGA-Net
obtained the partitioning more similar to the true one, while on the Football network
the average best NMI is lower with respect to BGLL and PL.
3.6.4 Comparing the multiobjective solutions
When dealing with multiobjective optimization, an important aspect to consider is
the evaluation of the solutions obtained by an algorithm. In this section the perfor-
mance ofMOGA-Net and MOCK are compared with respect to a metric specialized
to assess the quality of the outcomes produced by multiobjective optimization meth-
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Table 3.4: Minimal spacing values obtained by MOGA-Net and MOCK on the real-life
data sets.
MOGA-Net MOCK
avg MS std MS avg MS std MS
Zackary’s Karate Club 0.0201 0.0032 0.0788 0.0231
Bottlenose Dolphins 0.0096 0.0016 0.01903 0.0039
American Coll. Football 0.0075 0.0014 0.0179 0.0043
Krebs’ books 0.0128 0.0042 0.0188 0.0073
ods. Zitzler et al. [2000] argued that results of a multiobjective method should meet
three main issues. The distance of the Pareto front generated by the algorithm from
the optimal Pareto front should be minimized, the solutions should be uniformly dis-
tributed over the solution space, and the number of elements of the Pareto optimal
set should be maximized. Metrics that try to measure the last issue, like errore rate
van Veldhuizen and Lamon [1999] and generational distance van Veldhuizen and
Lamon [1998], or all the three issues, like space covered Zitzler and Thiele [2000],
assume the knowledge of the Pareto optimal front, which could not be available for
real-life problems. Zitzler and Thiele [2000] proposed also a metric, named coverage
metric, that evaluate whether the outcomes of an algorithm dominate the results
of another algorithm. This metric is not apt to compare MOGA-Net and MOCK
since the objectives optimized by the two methods are not the same. Schott [1995]
introduced a metric called spacing that measures the distribution of the solutions
over the nondominated front. Spacing between solutions is computed as
S =
√√√√ 1
Q
|Q|∑
i=1
(di − d)2
where di = mink∈Q and k 6=i
∑M
m=1 | f
i
m − f
k
m | and f
i
m (f
k
m resp.) is the m-th
objective value of the i-th (k-th) solution in the nondominated solution set Q. d is
the mean value of all the dis. The nearer the value of S to zero, the more uniformly
distributed the solutions found over the Pareto-optimal front. When the values of
the objective values varies widely, a normalization of these values is necessary to
avoid wrong results. To this end, the term | f im−f
k
m | is divided by | F
max
m −F
min
m |
where Fmaxm and F
min
m are the maximum and minimum values of them-th objective.
This measure fails to measure a distribution when there is a large gap between
two nondominated solutions. To overcome this problem, Bandyopadhyay and Pal
[2004] defined a modified measure, called minimal spacing (in the following referred
as MS), that considers the distance from a solution to the nearest neighbor not
already considered.
Table 3.4 shows the average minimal spacing values and the corresponding stan-
dard deviation over the 10 runs obtained by MOGA-Net and MOCK. The table
points out that the nondominated solutions found by MOGA-Net are distributed
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Figure 3.7: (a) Pareto front of one run. (b) Network corresponding to the exact solution
(node number (3) on the Pareto front). (c) Network corresponding to solution (6). (d)
Network corresponding to solution (8).
more uniformly than those obtained by MOCK. In fact, the average MS is much
lower than that computed for MOCK.
3.6.5 Hierarchical Pareto front solutions
As already observed, the solutions of the Pareto front have a hierarchical structure
that allows the analysis of the network at different organization levels. To show
this characteristics, Figure 3.7(a) displays the Pareto front in one out of the 10
runs for the Zackary’s Karate Club, and the networks (3), (6), and (8) correspond-
ing to the best value of NMI (solution (3)) and the best two values of modularity
( (6) and (8)). Network (3), visualized in figure 3.7(b), corresponds to the true
partitioning of the Zackary’s Karate Club in two groups. These two main groups,
actually, could be spilt in tighter sub-groups. Network (6), shown in figure 3.7(c),
for example, contains three communities, obtained by the division of the commu-
nity on the left of figure 3.7(b) in two subgraphs identified by blue squares (nodes
1,2,3,4,8,12,13,14,18,20,22) and pink triangles (nodes 5,6,7,11,17). Network (8), dis-
played in figure 3.7(d), consists of four modules obtained by the split of the two
main groups of figure 3.7(b) in two subgroups respectively. This division has the
highest value of modularity found (0.4020). Notice the small group constituted by
only three nodes (25,26,32).
These results show that the multiobjective approach is effective in dealing with
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community identification in networks and has the great advantage, with respect to
single objective methods, to provide at the same time a set of optimal solutions,
that contained in the Pareto front, thus allowing the exploration of the modular
organization of the network.
3.6.6 Results on large networks
In this section we further analyze the algorithm MOGA-Net by considering other
three networks modeling different complex systems, and compare the results with
those obtained by the method proposed by Pujol et al. [2006], referred as PDB after
the initials of the authors, and the Newman’s algorithm described in Newman [2004],
referred as Newman. The three networks are the Erdo¨s collaboration network Erdos
[2010], the citation Scientometrics network2, and the affiliation network among the
Spanish top directors board director [2010]. In table 3.5 the network size, the
number of communities found (NC), and the modularity values (Mod) obtained
by MOGA-Net, PBD and Newman algorithms respectively, are reported. The
values of the last two methods are those published in Pujol et al. [2006]. The table
points out that when the size of the network is large, the number of communities
found by MOGA-Net is much higher than the number of communities found by
PBD and Newman. Furthermore, the modularity values of the last two methods
are higher for Erdo¨s and Scientometrics networks, while as regards the Directors
Board MOGA-Net it reaches almost the same value of PBD and it is higher than
Newman. It is worth to note that both these two methods, as described in section
3.3, are agglomerative hierarchical methods that merge groups of nodes when the
modularity value is optimized.
Recently, Fortunato and Barthe´lemy [2007] proved that the optimization of mod-
ularity has a resolution limit that depends on the total size of the network and
the interconnections of the modules. This implies that partitions obtained by the
maximization of modularity could fail to obtain modules below this scale, even if
tightly connected. Thus, important structures at small scales, hidden within large
groups having higher modularity value, could not be discovered. This problem is
further discussed by Good et al. [2010], where it is argued that optimal modularity
partitions may not coincide with the intuitive partition that correctly detects the
modular structure of a network. In particular, they state that high modularity
values mean that the partitioning obtained is very different from a random graph
with the same degree sequence, and not necessarily that the partitioning is highly
modular.
Since MOGA-Net does not optimize the modularity value, the partitioning it
finds differs from those obtained by the other two methods. Consider figure 3.8
where the Director Boards network is depicted. Different colors of the nodes in-
dicate the 85 different communities obtained by MOGA-Net3. It is clear from the
2http://www.garfield.library.upenn.edu/histcomp/
3The figure has been realized by using Pajek de Nooy et al. [2005a]. It is worth to note that
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Figure 3.8: Communities obtained by MOGA-Net for the Director Boards network. Dif-
ferent colors identify different modules.
Table 3.5: Comparison between best modularity value and number of communities ob-
tained by MOGA-Net, PBD, and Newman algorithms.
MOGA-Net PBD Newman
Network size Mod NC Mod NC Mod NC
Erdo¨s 6927 0.5502 302 0.6817 20 0.6723 57
Scientometrics 2678 0.2879 148 0.5629 10 0.5555 24
Directors Board 1130 0.8253 85 0.8273 16 0.8046 21
figure that the low number of groups obtained by PBD (16) and Newman (21)
indicates that the two algorithms suffer of the resolution limit problem, since the
many small intuitive groups present in the network are merged together in few large
communities. MOGA-Net, instead, though for some networks obtains partitioning
of lower modularity value, has no scale problems and allows the analysis of the
network at local level.
this visualization program uses at most 40 colors. When the number of clusters is above, Pajek
cycles through the first forthy colors again.
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3.7 Discussion and Conclusions
The paper proposed the formalization of the problem of community detection in
complex networks as a multiobjective clustering problem, and presented an evolu-
tionary multiobjective approach to uncover community structure. The method max-
imizes the intra-connections inside each community and minimizes inter-connections
between different communities. A main characteristic of the algorithm is that it au-
tomatically affords a network partitioning without the need of knowing a priori
the precise number of clusters. This is particularly useful in all those applications
where no information about the group division is availbale. The approach has been
tested on synthetic and real life networks, showing to be able to correctly detect
communities and to be competitive with state-of-the-art methods. The multiob-
jective approach has the advantage, with respect to single objective approaches, to
contemporarily optimize multiple criteria and to provide, not a single partitioning,
but a set of solution, each corresponding to a different number of clusters, consti-
tuting the best trade-off between the competing objectives. Experiments showed
that the non dominated solutions contained in the Pareto front are meaningful and
allow the analysis of the community structure at different hierarchical levels. The
investigation of the network properties at various resolution levels is very important
since often organizations are arranged in a hierarchical form, where small groups
aggregate to produce larger communities. The choice of one model with respect to
another can be done by adopting an internal criterion of quality, like that adopted
by the approaches described in the paper, i.e. selecting the partitioning with the
highest modularity value, or it can be delegated to a expert on the base of the
application domain.
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Chapter 4
A Multiobjective and Evolutionary
Clustering Method for Dynamic
Networks
Summary
The discovery of evolving communities in dynamic networks is an important research
topic that poses challenging tasks. Previous evolutionary based clustering methods
try to maximize cluster accuracy, with respect to incoming data of the current time
step, and minimize clustering drift from one time step to the successive one. In
order to optimize both these two competing objectives, an input parameter that
controls the preference degree of a user towards either the snapshot quality or
the temporal quality is needed. In this paper the detection of communities with
temporal smoothness is formulated as a multiobjective problem and a method based
on genetic algorithms is proposed. The main advantage of the algorithm is that
it automatically provides a solution representing the best trade-off between the
accuracy of the clustering obtained, and the deviation from one time step to the
successive. Experiments on synthetic data sets show the very good performance of
the method compared to state-of-the-art approaches.1
1This work has been published as: Francesco Folino, Clara Pizzuti, A Multiobjective and Evo-
lutionary Clustering Method for Dynamic Networks, Proc. of the International Conference on
Advances in Social Networks Analysis and Mining (ASONAM10), pp. 256-263, Odense, August
9-11, Denmark.
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4.1 Introduction
The adaptability of networks to represent many real world complex systems, in-
cluding those undergoing dynamic shifts of their structure, is generating a growing
interest in the study of their topological features. Networks are modeled as graphs,
where nodes represent the individual objects and edges represent the interactions
among these objects. Individuals in a network interact each other and exchange
information by forming communities. The detection of community structure, i.e.
the organization of nodes into groups having many connections inside the same
cluster and relatively sparse connections between vertices of different communities,
is a fundamental research topic in the study of complex networks. An important
standpoint to analyze in networks is their dynamic behavior, i.e. the evolutions
they go through over time.
Dynamic networks, in fact, capture the modifications of interconnections over
time, allowing to trace the changes of network structure at different time steps.
Many approaches have been proposed for the analysis and temporal evolution of
dynamic networks Asur et al. [2009]; Chi et al. [2007]; Kim and Han [2009]; Kumar
et al. [2006]; Lin et al. [2008]; Leskovec et al. [2005]; Palla et al. [2007]; Spiliopoulou
et al. [2006]; Sun et al. [2005]; Tang et al. [2007]; Xu et al. [2008b,a]. Some of
these methods Chi et al. [2007]; Lin et al. [2008]; Tang et al. [2007]; Kim and Han
[2009] employ the concept of evolutionary clustering, introduced by Chakrabarti
et al. [2006], to catch the evolution of clusters in temporal data.
Evolutionary clustering groups data coming at different time steps to produce
a sequence of clusterings by introducing a framework called temporal smoothness.
This framework assumes that abrupt changes of clustering in a short time period are
not desirable, thus it smooths each community over time. Smoothness is realized by
trading-off between two different criteria. The first, called snapshot quality, is that
the clustering should reflect as accurately as possible the data coming during the
current time step. The second, called temporal cost, is that each clustering should
not shift dramatically from one time step to the successive one.
In particular, Lin et al. [2008] define the snapshot cost by using theKL-divergence
between the observed node similarity matrix at time t and an approximate com-
munity structure computed by using a mixture model. Their algorithm, named
FacetNet, at each iteration, updates the values of the approximate structure in or-
der to decrease the cost function. Convergence to the optimal solution is guaranteed
by the monotonic decrease of the cost function. FacetNet discovers communities
that maximize the fit to the observed data and the temporal evolution. FacetNet,
however, as observed in Kim and Han [2009], assumes only a fixed number of com-
munities over time.
Kim and Han [2009] thus proposed an evolutionary particle-and-density based
clustering method able to deal with a variable number of communities between
different timesteps. The method introduces the concept of nano-community and
l-clique-by-clique (l-KK) to discover a variable number of communities that can
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evolve, form, and dissolve. A nano-community captures the evolution of a dynamic
network over time at particle level. A community is modeled as a dense subset of
nano-communities and l-KK. A biclique is a complete bipartite graph such that two
nodes are connected if and only if they are in different partites. Being complete,
each node in a partite is connected with all the nodes in the other partite. An
l-clique-by-clique is an extension of a biclique to a number l of bicliques. A cost
embedding technique to allow temporal smoothing, and a density-based clustering
method to find local clusters by optimizing the clustering modularity are proposed.
Both methods, in order to apply temporal smoothness, need an input parameter
that controls the preference degree of a user with respect to either the snapshot
quality or the temporal quality. The two quality functions, however, are competing.
In fact, optimizing one produces a degradation of the other.
In this paper we propose a multiobjective approach, named DYN-MOGA (DY-
Namic MultiObjective Genetic Algorithms), to discover communities in dynamic
networks by employing genetic algorithms Deb [2001]. The detection of community
structure with temporal smoothness, in fact, can be formulated as a multiobjective
optimization problem. The first objective is the maximization of the snapshot qual-
ity, that measures how well the clustering found represents the data at the current
time. The second objective is the minimization of the temporal cost, that measures
the distance between two clusterings at consecutive timesteps. In order to maximize
the snapshot quality to measure the goodness of the division in communities of a
network, the concept of community score, introduced in Pizzuti [2008], and proved
very effective in detecting communities, is used. The higher the community score,
the more dense the clustering obtained.
To minimize the temporal cost we compute the Normalized Mutual Information
(NMI for short), a well known entropy measure in information theory that measures
the similarity of two clusterings, between the community structure obtained at the
current time step with that obtained at the previous one.
DYN-MOGA exploits the benefits of these two functions and discovers the com-
munities in the network by selectively exploring the search space, without the need
to know in advance the exact number of groups. This number is automatically
determined by simultaneously optimizing the objectives.
Experiments on synthetic and real life networks show the capability of the multi-
objective genetic approach to correctly detect communities with results competitive
w.r.t. the state-of-the-art approaches.
It is worth to note that, though multiobjective evolutionary algorithms have
been proposed for partitioning static graphs Datta et al. [2008]; Demir et al. [2007];
Pizzuti [2012], their use for dynamic networks is new.
The paper is organized as follows. In the Section 4.2 the concept of dynamic
network is defined and the evolutionary clustering problem is formalized. Section
4.3 formulates the community detection problem in dynamic networks as a multiob-
jective optimization problem and describes the method, the genetic representation
adopted and the variation operators used. In section 4.4, finally, the results of the
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Figure 4.1: A network of 7 nodes partitioned in two communities {1, 2, 3, 4} and {5, 6, 7},
and the corresponding locus-based representation.
method on synthetic and real life networks are presented, and a comparison with
the approaches of Lin et al. [2008] and Kim and Han [2009] is reported.
4.2 Problem Formulation
4.2.1 Notation
Let {1, . . . , T} be a finite set of time steps and V = {1, . . . , n} be a set of individuals
or objects. A static network N t at time t can be modeled as a graph Gt = (V t, Et)
where V t is a set of objects, called nodes or vertices, and Et is a set of links, called
edges, that connect two elements of V t at time t. Thus Gt is the graph representing
a snapshot of the network N t at time t. V t ⊆ V is a subset of individuals V
observed at time t. An edge (ut, vt) ∈ Et if individuals u and v have interacted at
time t.
A community (also called cluster or module) in a static network N t is a group
of vertices V ti ⊆ V
t having a high density of edges inside the group, and a lower
density of edges with the remaining nodes V t/V ti . Let C
t denote the sub-graph
representing a community.
A clustering, or community structure, CRt = {Ct1, . . . C
t
k} of a network N
t
at time t is a partitioning of Gt in groups of nodes such that for each couple of
communities Cti and C
t
j ∈ CR
t, V ti ∩ V
t
j = ∅.
A dynamic network is a sequence N = {N 1, . . . ,N T } of static networks, where
each N t is a snapshot of individuals and connections among these individuals at
time t.
4.2.2 Evolutionary Clustering
Evolutionary clustering was introduced by Chakrabarti et al. [2006] as the problem
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of clustering data coming at different time steps to produce a sequence of clusterings.
At each time step a new clustering must be produced by simultaneously optimizing
two conflicting criteria. The first is that the clustering should reflect as accurately
as possible the data coming during the current time step. The second is that each
clustering should not shift dramatically from one time step to the successive. To
satisfy this last property a framework called temporal smoothness is defined. This
framework assumes that the abrupt change of clustering in a short time period is
not desirable, thus it smooths each community over time. For smoothing, a cost
function composed by two sub-costs, the snapshot cost (SC) and the temporal cost
(T C), is defined. The snapshot cost SC measures how well a community structure
CRt represents the data at time t. The temporal cost T C measures how similar the
community structure CRt is with the previous clustering CRt−1. As pointed out
by the authors, the clustering algorithm must trade off the benefit of maintaining
a consistent clustering over time (temporal cost) with the cost of deviating from
an accurate representation of the current data (snapshot cost) Chakrabarti et al.
[2006]. The framework of evolutionary clustering is apt in those situations in which
the clustering result is frequently and regularly consumed by a user. Thus mild
changes are preferred over dramatic shifts because in such a way the user is not
required to learn a new data segmentation. Evolutionary clustering will provide a
smooth view of the transition for successive time steps. In this setting it is possible
to associate clusters within the historical context and thus trace their evolution.
Chakrabarti et al. defined the cost function for generic data objects. A specialized
version of this function in the context of dynamic networks has been introduced in
Lin et al. [2008], and adopted also by Kim and Han [2009]. The cost function in
this case is defined as follows:
cost = α · SC + (1 − α) · T C
where α is an input parameter used by the user to emphasize one of the two objec-
tives. When α = 1 the approach returns the clustering without temporal smoothing.
When α = 0, however, the same clustering of the previous time step is produced,
i.e. CRt = CRt−1. Thus a value between 0 and 1 is used to control the preference
degree of each sub-cost.
In the next section we propose a multiobjective evolutionary community detec-
tion approach that tries to optimize both the snapshot cost and the temporal cost
without the need to fix the control parameter α. The solutions contained on the
Pareto front of the multiobjective optimization problem will represent the better
compromise satisfying both the snapshot and temporal costs.
It is worth to note that the word evolutionary has a different meaning with
respect to the context in which it is used. For Chakrabarti et al. [2006] the term
evolutionary is intended as temporal evolution. In the context of multiobjective op-
timization it means evolutionary algorithms implementing the concept of Darwinian
biological evolution Goldberg [1989].
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4.3 Multiobjective Evolutionary
Clustering
A multiobjective evolutionary clustering problem
(Ω,F1,F2, . . . ,Fh) for a static network N t can be defined as
min Fi(CR
t), i = 1, . . . , h subject to CRt ∈ Ω
where Ω = {CRt1, . . . , CR
t
k} is the set of feasible clusterings of N
t at time stamp t,
and F = {F1,F2, . . . ,Fh} is a set of h single criterion functions. Each Fi : Ω→R
is a different objective function that determines the feasibility of the clustering
obtained. Since F is a vector of competing objectives that must be simultaneously
optimized, there is not one unique solution to the problem, but a set of solutions
are found through the use of Pareto optimality theory Ehrgott [2005]. Given two
solutions CR1 and CR2 ∈ Ω, solution CR1 is said to dominate solution CR2,
denoted as CR1 ≺ CR2, if and only if
∀i : Fi(CR1) ≤ Fi(CR2) ∧ ∃ i s.t. Fi(CR1) < Fi(CR2)
Instead, a nondominated solution is one for which an improvement in one objec-
tive requires a degradation of another. These solutions are called Pareto-optimal.
The goal is therefore to construct the Pareto optima. More formally, the set of
Pareto-optimal solutions Π is defined as
Π = {CR ∈ Ω : 6 ∃CR′ ∈ Ω with CR′ ≺ CR}
The vector F maps the solution space into the objective function space. When
the nondominated solutions are plotted in the objective space, they are called the
Pareto front. Thus the Pareto front represents the better compromise solutions
satisfying all the objectives as best as possible.
In the last few years many efforts have been devoted to the application of evolu-
tionary computation to the development of multiobjective optimization algorithms.
Evolutionary algorithms, in fact, proved very successful to solve multiobjective op-
timization problems because of the population-based nature of the approach that
allows the generation of several elements of the Pareto set in a single run Coello
et al. [2007]; Deb [2001].
The MultiObjective Genetic Algorithm (MOGA) we used is the Nondominated
Sorting Genetic Algorithm (NSGA-II) proposed by Srinivas and Deb [1994] and
implemented in the Genetic Algorithm and Direct Search Toolbox of MATLAB.
NSGA-II builds a population of competing individuals and ranks them on the basis
of nondominance (for a detailed description of the approach see Deb [2001]). In order
to employ NSGA-II, DYN-MOGA has been adapted with a customized population
type that suitably represents a partitioning of a network and endowed with two
complementary objectives. In the following the objective functions selected, the
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genetic encoding adopted and the modified variation operators used to work with
this encoding are described.
Objective Functions: As described in the previous section, we are interested
in optimizing the cost function cost = α · SC + (1 − α) · T C composed by the two
competing objectives, the snapshot cost SC and the temporal cost T C. Since SC
measures how well a community structure Ct represents the data at time t, we
need an objective function that maximizes the number of connections inside each
community and minimizes the number of links between the communities. To this
end we employ the community score introduced in Pizzuti [2008] that proved very
effective in detecting communities.
Let CRt = {Ct1, . . . C
t
k} be a clustering of a networkG
t at time t. The community
score of CRt is defined as follows
CS(CRt) =
k∑
i=1
score(Cti ) (4.1)
where
score(Cti ) =
∑
i∈Ct(µi)
2
|Ct|
×
∑
i,j∈Ct
Atij (4.2)
The second term of (2) is the number of edges connecting vertices inside Ct, i.e
the number of 1 entries in the adjacency sub-matrix At corresponding to Ct. The
first term computes the square mean of
µi =
1
| Ct |
∑
j∈Ct
Atij
where µi denotes the fraction of edges connecting each node i of C
t to the nodes
in the same community Ct. Thus the score takes into account both the fraction of
interconnections among the nodes (through the first term of (2)), and the number
of interconnections contained in the module Ct (through the second term of (2)).
The second objective must minimize the temporal cost T C, thus we need a metric
to measure how similar the community structure CRt is with the previous clustering
CRt−1. To this end we employ the Normalized Mutual Information, a well known
entropy measure in information theory. Given two partitionings A = {A1, . . . , Aa}
and B = {B1, . . . , Bb} of a network in communities, let C be the confusion matrix
whose element Cij is the number of nodes of the community Ai ∈ A that are also in
the community Bj ∈ B. The normalized mutual information NMI(A,B) is defined
as:
NMI(A,B) =
−2
∑cA
i=1
∑cB
j=1 Cij log(CijN/Ci.C.j)∑cA
i=1 Ci.log(Ci./N) +
∑cB
j=1 C.j log(C.j/N)
where cA (cB) is the number of groups in the partitioning A (B), Ci. (C.j) is the sum
of the elements of C in row i (column j), and N is the number of nodes. If A = B,
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NMI(A,B) = 1. If A and B are completely different, NMI(A,B) = 0. Thus our
second objective at a generic time step t is to maximize NMI(CRt, CRt−1).
Genetic representation: Our clustering algorithm uses the locus-based adja-
cency representation proposed in Park and Song [1989]. In this graph-based repre-
sentation an individual of the population consists of N genes g1, . . . , gN , where N is
the number of nodes. Each gene can assume allele value j in the range {1, . . . , N}.
Genes and alleles represent nodes of the graph G = (V,E) modeling a network N ,
and a value j assigned to the i-th gene is interpreted as a link between the nodes i
and j of V . This means that in the clustering solution found i and j will be in the
same cluster. A decoding step, however, is necessary to identify all the components
of the corresponding graph. The nodes participating to the same component are
assigned to one cluster. A main advantage of this representation is that the number
k of clusters is automatically determined by the number of components contained
in an individual and determined by the decoding step. Figure 4.1 shows a network
partition and the corresponding encoded genotype.
Input: Given a dynamic network N = {N 1, . . . ,NT }, the sequence
of graphs G = {G1, . . . , GT } modeling it, and the number T
of timestamps.
Output: A clustering for each network N i of N .
Method: Perform the following steps:
1 Generate an initial clustering CR1 = {C11 , . . . C
1
k} of the
network N 1 without smoothing by optimizing only the first
objective (i.e. the community score);
2 for t = 2 to T
3 Create a population of random individuals whose
length equals the number N =| V t | of nodes of Gt;
4 while termination condition is not satisfied do
5 Decode each individual I = {g1, . . . , gN} of the
population to generate the partitioning
CR1 = {Ct1, . . . , C
t
k} of the graph G
t in k
connected components;
6 Evaluate the two fitness values of the translated
individuals;
7 Assign a rank to each individual and sort them
according to nondomination rank;
8 Create a new population of offspring by applying the
variation operators;
9 Combine the parents and offspring into a new pool
and partition it into fronts;
10 Select points on the lower front (with lower rank) and
apply the variation operators on them to create
the next population;
11 end while
12 return the solution CRt = {Ct1, . . . C
t
k} of the
Pareto front having the maximum modularity value;
13 end for
Figure 4.2: The pseudo-code of the DYN-MOGA algorithm.
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Initialization: A random individual is generated such that if in the i-th position
there is an allele value j, than j must be one of the neighbors of i, i.e. the edge
(i, j) must exist.
Uniform Crossover: We used uniform crossover because it guarantees the
maintenance of the effective connections of the nodes in the network in the child
individual. In fact, because of the biased initialization, each individual in the popu-
lation has the property that, if a gene i contains a value j, then the edge (i, j) exists.
Thus, given two parents, a random binary mask is created. Uniform crossover (see
Table I) then selects the genes where the mask is a 0 from the first parent, and the
genes where the mask is a 1 from the second parent, and combines the genes to
form the child. The child at each position i contains a value j coming from one of
the two parents. Thus the edge (i, j) exists.
Parent1 : 4 3 2 2 6 5 6
Parent2 : 3 3 1 5 4 7 6
Mask : 0 1 1 0 0 1 1
Offspring 4 3 1 2 6 7 6
Table 4.1: Example of uniform crossover.
Mutation: The mutation operator that randomly changes the value j of a i-th
gene causes a useless exploration of the search space, because of the same above
observations on node connections. Thus the possible values an allele can assume
are restricted to the neighbors of gene i. This mutation guarantees the generation
of a mutated child in which each node is linked only with one of its neighbors.
The pseudo-code of DYN-MOGA is reported in Figure 4.3. Given a dynamic
network N = {N 1, . . . ,N T } and the sequence of graphs G = {G1, . . . , GT } model-
ing it, DYN-MOGA finds a partitioning of the network N 1 by running the genetic
algorithm that optimizes only the first objective, i.e. the community score. For a
given number of timestamps, the multiobjective genetic algorithm creates a pop-
ulation of random individuals whose length is the number of nodes of the current
graph Gt. Then, for a fixed number of generations, it decodes the individuals to
generate the partitioning at time step t, evaluates the objective values, assigns a
rank to each individual according to Pareto dominance and sorts them. A new
population is generated by applying the specialized variation operators described
above. Parents and offspring are then combined, and the new pool is partitioned
into fronts. The individuals with the lower rank are selected and variation operators
are applied on them to create the new population. At the end of each timestamp
DYN-MOGA returns a set of solutions, i.e. all those contained in the Pareto front.
Each of these solutions corresponds to a different trade-off between the two objec-
tives and thus to diverse partitioning of the network consisting of various number of
clusters. A criterion should be established to automatically select one solution with
respect to another. To this end, we use the modularity, introduced by Newman and
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Girvan [2004] to select, among the solutions found, that having the highest value
of modularity. The modularity is a well known quality function to evaluate the
goodness of a partitioning. Let k be the number of modules found inside a network,
the modularity Q is defined as
Q =
k∑
s=1
[
ls
m
− (
ds
2m
)2]
where m is the number of edges of the network, ls is the total number of edges
joining vertices inside the module s, and ds is the sum of the degrees of the nodes
of s. The first term of each summand of the modularity Q is the fraction of edges
inside a community, the second one is the expected value of the fraction of edges that
would be in the network if edges fall at random without regard to the community
structure. Values approaching 1 indicate strong community structure.
In the next section we show that DYN-MOGA is able to find meaningful network
structure for both synthetic and real life data sets.
1 2 3 4 5 6 7 8 9 10
0
0.2
0.4
0.6
0.8
1
Timestamp
N
M
I
 
 
DYN−MOGA
Kim−Han
FacetNet
(a)
1 2 3 4 5 6 7 8 9 10
0.2
0.4
0.6
0.8
1
Timestamp
N
M
I
 
 
DYN−MOGA
Kim−Han
FacetNet
(b)
Figure 4.3: Normalized mutual information of clustering results for SYN-FIX when zout =
3 (a) and zout = 5 (b).
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Figure 4.4: Normalized mutual information of clustering results for SYN-VAR when zout =
3 (a) and zout = 5 (b).
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Figure 4.5: Modularity values obtained by DYN-MOGA for SYN-FIX (zout = 3, 5) (a)
and for SYN-VAR (zout = 3, 5) (b).
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Figure 4.6: Results for Football network: Normalized Mutual Information (a) and Modu-
larity (b).
4.4 Experimental Results
In this section we study the effectiveness of our approach and compare the results
obtained by DYN-MOGA w.r.t. the algorithms of Lin et al. [2008] and Kim and Han
[2009] on synthetic networks for which the partitioning in communities is known.
Then, we also evaluate our method on a real-world network. In both cases we show
that our multiobjective genetic algorithm successfully detects the network structure
and is very competitive vs. the other approaches.
The DYN-MOGA algorithm has been written in MATLAB2, using both the
Genetic Algorithms and Direct Search 2 toolboxes. The experiments have been
performed on a Pentium 4 machine with 1800MHz and 1GB RAM. We used stan-
dard parameters for the genetic algorithm: crossover rate = 0.8, mutation rate =
0.2, elite reproduction = 10% of the population size, and roulette selection function.
The population size was 200, the number of generations 30.
Synthetic data set. In order to check the ability of our approach to successfully
detect the community structure of a dynamic network, we used the same benchmark
adopted by Lin et al. [2008] and Kim and Han [2009]. It consists of two kinds of
data sets. The first is a dynamic network of a fixed number of communities (named
2http://www.mathworks.com
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SYN-FIX). The second is a dynamic network of a variable number of communities
(named SYN-VAR).
SYN-FIX is generated analogously to the classical benchmark proposed by Gir-
van and Newman [2002]. The network consists of 128 nodes divided into four
communities of 32 nodes each. Every node has an average degree of 16 and shares a
number zin of links with the nodes of its community, and zout with the other nodes
of the network. Increasing zout augments the noise level of the network. In order to
introduce dynamics in G, 3 nodes are randomly selected from each community in
Gt−1 and randomly assigned to the other three communities. Edges are placed with
higher probability between a pair of nodes of the same community, and with lower
probability between nodes of different communities. These probabilities depend on
the value of zout.
SYN-VAR is obtained by modifying the generation method of SYN-FIX to in-
troduce the forming and dissolving of communities and the attaching and detaching
of nodes. The initial networks contains 256 nodes, divided in 4 communities of 64
nodes each. 10 consecutive networks are generated by choosing 8 nodes from each
community and generating a new community with these 32 nodes. This is done
for 5 timestamps, then the nodes return to the original communities. Thus, the
number of communities for the 10 timestamps is 4, 5, 6, 7, 8, 8, 7, 6, 5, 4. The
average degree of each node in a cluster is set to the half of the size of this cluster.
Furthermore, at each time step 16 nodes are randomly deleted and 16 new nodes
are added to the network.
We generated 10 different networks for 10 timestamps and run DYN-MOGA on
them. Since the network structure is known, we computed the Normalized Mutual
Information to measure the similarity between the true partitions and the detected
ones.
Figure 4.3 shows the average normalized mutual information, over the 10 net-
works for the 10 timestamps for SYN-FIX when the value of zout = 3 (Figure 4.3(a))
and zout = 5 (Figure 4.3(b)).
Figure 4.4 shows the average normalized mutual information, over the 10 net-
works for the 10 timestamps for SYN-VAR when the value of zout = 3 (Figure
4.4(a)) and zout = 5 (Figure 4.4(b)).
Both figures show the significantly better results obtained by DYN-MOGA with
respect to both FacetNet and Kim-Han algorithms. In fact, for SYN-FIX and SYN-
VAR, when zout = 3, DYN-MOGA obtains a value which is almost always 1, while
FacetNet and Kim-Han are around 0.9 for SYN-FIX and between 0.3 and 0.7 for
SYN-VAR. The differences, however, are much more remarkable when zout = 5. In
this case DYN-MOGA obtains values above 0.8 for all the timestamps, except the
first one, while both FacetNet and Kim-Han methods fail to uncover the community
structure. The normalized mutual information obtained, in fact, is between 0.1
and 0.2. Same considerations apply for SYN-VAR, when zout = 5. Also in this
case FacetNet and Kim-Han algorithms are not able to find the true community
structure, getting values of normalized mutual information between 0.1 and 0.2,
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Figure 4.7: Communities found by DYN-MOGA on the Football data for the year 2007.
while the values obtained by DYN-MOGA are above 0.75.
It is worth to note that the results reported for FacetNet and Kim-Han al-
gorithms have been obtained by the authors for α = 0.8, i.e., they gave higher
preference to the snapshot quality. However, in spite of the higher preference de-
gree in searching for the true data clustering as better as possible, they could not
detect the community structure.
Finally, Figure 4.5(a) and Figure 4.5(b) report the modularity values obtained
by DYN-MOGA for the two synthetic networks. The values corroborate the good
performance of DYN-MOGA in discovering dense interconnections in networks.
Real-life data set. We now show the application of DYN-MOGA on the
Football data3. The Football network comes from the United States college football.
The football data is the NCAA Football Division 1-A games. Nodes in the graph
represent teams and edges represent the regular season games between the two
teams they connect. The teams are divided in conferences and they tend to play
between members of the same conference, thus the team cluster is assumed to be
the conference. This data set, restricted to year 2000, has been used by Girvan and
Newman [2002]. We selected years 2005, 2006, and 2007. The number of conferences
is 12 for all the three years and the number of teams is 120. Figure 4.6(a) shows
the NMI over the three years. The values obtained are between 0.6 and 0.7, which
is a quite good result. This is also confirmed by the modularity values reported in
figure 4.6(b), that are almost 0.6.
3http://www.jhowell.net/cf/scores/scoresindex.htm
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To conclude, Figure 4.7 displays the communities recognized by DYN-MOGA
on the Football data for the year 2007. The figure has been obtained by using the
Pajek software de Nooy et al. [2005b]. In particular, we associated 12 distinct RGB
colors (see Table II for more details) with the 12 true classes – i.e. the conferences
the teams really belong to – and used them to paint the nodes. Then, we grouped
the nodes on the base of the clustering provided by the DYN-MOGA algorithm.
Conference Color
ACC Red
Big 12 Green
Big East Yellow
Big Ten Blue
CUSA Pink
MAC White
MWC Black
Pac 10 Maroon
SEC Magenta
Sun Belt Dandelion
WAC Tan
Independent Gray
Table 4.2: Association conferences-colors.
It is worth notice that many communities exhibit a quite homogeneous coloring
so proving the capability of DYN-MOGA to effectively deal with the community
identification in networks and confirming the quantitative results shown in Figure
4.6 . For instance, the conferences CUSA, MAC, Pac 10, SEC, Sun Belt, WAC are
almost completely identified.
However, some misplaced assignments of nodes to erroneous groups are easily
identifiable. These errors are especially due to the inherent complexity of the net-
work at hand. As matter of fact, DYN-MOGA was able to recognize 11 (over 12)
different communities and, then, all nodes belonging to the missed cluster were
redistributed. Clearly, the redistribution causes a reduction in terms of accuracy
for the remaining conferences. More in detail, the percentage (on average) of cor-
reclty clustered teams is about 62% for the conferences Big 12, Big Ten and MWC,
whereas it is about 55% for the conferences ACC and Big East.
4.5 Conclusions
A multiobjective genetic algorithm for detecting communities in dynamic networks
has been presented. The algorithm at each time step provides the solution rep-
resenting the best trade-off between the accuracy of the clustering obtained with
respect to the data of the current time step, and the drift from one time step to the
successive. Experimental results on two kinds of synthetic data sets and a real life
network showed the better performance of our approach compared to state-of-the-
art methods. Future work aims at evaluating the method on large-scale networks to
analyze the scalability and applicability of the approach in real-life domains. It is
known, in fact, that evolutionary techniques can be very computing demanding and
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require high memory capability to store populations of individuals. On the other
hand they are naturally parallelizable. Thus the implementation of DYN-MOGA
on a parallel architecture would provide a considerable improvement in terms of
both performance and scalability.
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Chapter 5
Overlapped Community Detection
in Complex Networks
Summary
Extracting and understanding community structure in complex networks is one of
the most intensively investigated problems in recent years. In this paper we pro-
pose a genetic based approach to discover overlapping communities. The algorithm
optimizes a fitness function able to identify densely connected groups of nodes by
employing it on the line graph corresponding to the graph modeling the network.
The method generates a division of the network in a number of groups in an un-
supervised way. This number is automatically determined by the optimal value
of the fitness function. Experiments on synthetic and real life networks show the
capability of the method to successfully detect the network structure.1
1This work has been published as: Clara Pizzuti, Overlapped Community Detection in Complex
Networks, Proc. of the Genetic and Evolutionary Computation Conference GECCO09, pp. 859-
866, July 8-12, 2009, Montreal, Quebec, Canada.
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5.1 Introduction
Complex networks constitute an efficacious formalism to represent the relationships
among the objects composing many real world systems. Collaboration networks,
the Internet, the world-wide-web, biological networks, communication and transport
networks, social networks are just some examples. Networks are modeled as graphs,
where nodes represent the objects and edges represent the interactions among these
objects. One of the main problems in the study of complex networks is the detection
of community structure, i.e. the division of a network into groups (clusters or
modules) of nodes having dense intra-connections, and sparse inter-connections.
In the last few years many different approaches have been proposed to uncover
community structure in networks Hopcroft et al. [2003]; Newman [2004]; Newman
and Girvan [2004]; Clauset et al. [2004]; Radicchi et al. [2004]; Arenas and Dı´az-
Guilera [2007]; Lozano et al. [2007] (a recent review can be found in Fortunato and
Castellano [2009a]). However, as observed in Zhang et al. [2007], there are two main
challenges in discovering communities. The first is that it is not known a priori the
number of groups present in a given network. The second is that the communities
may overlap, i.e. some nodes can belong to more than one cluster. The membership
of an entity to many groups is very common in real world networks. For example,
in a social network, a person may participate to many interest groups. Most of the
known algorithms are not able to find overlapping communities. Only recently some
methods capable to address this feature have been proposed Pereira et al. [2004];
Palla et al. [2005]; Baumes et al. [2005]; Zhang et al. [2007]; Gregory [2007, 2008];
Lancichinetti et al. [2009]
In this paper we propose a new algorithm, named GA-NET+, to discover over-
lapped communities in networks by employing genetic algorithms. The method
uses the concept of community score to measure the quality of the division in com-
munities of a network, and tries to optimize this quantity by running the genetic
algorithm on the line graph L(G) of the graph G modelling the network. L(G)
represents the adjacency between the edges of G, thus it takes into account not
only the links between a node and its direct connected neighbors, but also the
higher-order interactions. A main advantage in using the line graph is that the
partitioning of L(G) obtained by GA-NET+ corresponds to an overlapping graph
division of G. The dense communities present in the network structure are obtained
at the end of the algorithm by selectively exploring the search space, without the
need to know in advance the exact number of groups. In fact, unlike many exist-
ing methods, the algorithm does not require the number of communities to find.
This number is automatically determined by the optimal value of the community
score. Experiments on synthetic and real life networks show the capability of the
genetic approach to correctly detect communities with results comparable to the
state-of-the-art approaches.
The paper is organized as follows. In the next section the concept of community
is defined and the community detection problem is formalized. Section 5.3 describes
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Figure 5.1: (a) A simple graph with six nodes; (b) a partition of the graph in two com-
munities; (c) a division of the graph in two overlapping communities.
the method, the genetic representation adopted and the variation operators used.
In section 5.4 an overview of the main proposals in community detection algorithms
is given. In section 5.5, finally, the results of the method on synthetic and real life
data sets are presented.
5.2 Community definition and detection
A network N can be modelled as a graph G = (V,E) where V is a set of objects,
called nodes or vertices, and E is a set of links, called edges, that connect two
elements of V . A community (also called cluster or module) in a network is a
group of vertices (i.e. a sub-graph) having a high density of edges within them, and
a lower density of edges between groups. This definition of community is rather
vague and there is no general agreement on the concept of density. A more formal
definition has been introduced in Radicchi et al. [2004] by considering the degree ki
of a generic node i, defined as ki =
∑
j Aij , where A is the adjacency matrix of G.
A is such that an entry at position (i, j) is 1 if there is an edge from node i to node
j, 0 otherwise. Given a subgraph S ⊂ G, where node i belongs to, its degree with
respect to S can be split as
ki(S) = k
in
i (S) + k
out
i (S)
kini (S) =
∑
j∈S Aij is the number of edges connecting i to the other nodes in S.
kouti (S) =
∑
j /∈S Aij is the number of edges connecting i to the rest of the network.
A subgraph S is a community in a strong sense if
kini (S) > k
out
i (S), ∀i ∈ S
A subgraph S is a community in a weak sense if
∑
i∈S
kini (S) >
∑
i∈S
kouti (S)
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Thus, in a strong community, each node has more connections within the com-
munity than with the rest of the graph. In a weak community the sum of the
degrees within the subgraph is larger than the sum of degrees towards the rest of
the network.
A quality measure of a community S that maximizes the in-degree of the nodes
belonging to S and that implicitly minimizes their out-degree has been introduced
in Pizzuti [2008]. We now recall the definition of this measure, and then we show
how it can be exploited to find overlapping communities. In the following, without
loss of generality, the graph modelling a network is assumed to be undirected.
Let µi denote the fraction of edges connecting node i to the other nodes in S.
More formally
µi =
1
|S|k
in
i (S)
where | S | is the cardinality of S.
The power mean of S of order r, denoted as M(S) is defined as
M(S) =
∑
i∈S(µi)
r
|S|
Notice that, in the computation ofM(S), since 0 ≤ µ ≤ 1, the exponent r increases
the weight of nodes having many connections with other nodes belonging to the
same module, and diminishes the weight of those nodes having few connections
inside S.
The volume vS of a community S is defined as the number of edges connecting
vertices inside S, i.e the number of 1 entries in the adjacency sub-matrix of A
corresponding to S, vS =
∑
i,j∈S Aij .
The score of S is defined as score(S) =M(S)× vS . Thus the score takes into
account both the fraction of interconnections among the nodes (through the power
mean) and the number of interconnections contained in the module S (through the
volume). The community score of a clustering {S1, . . . Sk} of a network is defined
as
CS =
k∑
i
score(Si)
The community score gives a global measure of the network division in communities
by summing up the local score of each module found. The problem of community
identification can then be formulated as the problem of maximizing CS.
Genetic algorithms have been used in Pizzuti [2008] to partition a network in
communities by optimizing the community score. The method uses the locus-based
adjacency representation proposed in Park and Song [1989] and employed by Handl
and Knowles [2007]; Matake et al. [2007] for multiobjective clustering. In this graph-
based representation an individual of the population consists of H genes g1, . . . , gH ,
where H is the number of vertices, and each gene can assume allele values j in
the range {1, . . . , H}. Genes and alleles represent nodes of the graph G = (V,E)
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modelling a network N , and a value j assigned to the ith gene is interpreted as a
link between the nodes i and j of V . This means that in the clustering solution
found i and j will be in the same cluster. A decoding step, however, is necessary to
identify all the components of the corresponding graph. The nodes participating to
the same component are assigned to one cluster.
Figure 5.2: (a) The locus-based representation of a genotype relative to the graph of figure
5.1; (b) the graph based structure of the genotype.
Consider the simple graph shown in figure 5.1(a). It consists of six nodes and
seven edges. The partition in two communities {1, 2, 4} and {3, 5, 6} is displayed
in figure 5.1(b). The locus-based representation of the genotype corresponding to
this solution can be seen in figure 5.2(a), and the decoded graph of the individual
in the population corresponding to this genotype is shown in figure 5.2(b). A main
advantage of this representation is that the number k of clusters is automatically
determined by the number of components contained in an individual and determined
by the decoding step. A drawback, however, is that each node can be connected to
only one other node. This means that it is not possible to represent the participation
of a vertex to multiple clusters.
For the graph of figure 5.1(a), a more natural division in two communities should
include node 3 in both, as shown in figure 5.1(c). However, the locus-based adja-
cency representation, does not allow for multiple links among nodes. Thus, the
graph can be partitioned, for example, like in figure 5.1(b).
In this paper an approach that allows to overcome this disadvantage and, at
the same time, to exploit the benefits of the locus-based representation is proposed.
Given a graph G = (V,E) we propose to apply the genetic algorithm to the line
graph of G. The line graph L(G) of an undirected graph G is another graph L(G)
such that 1) each vertex of L(G) represents an edge of G, and 2) two vertices of L(G)
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Figure 5.3: The line graph corresponding to the graph of figure 5.1.
are adjacent if and only if their corresponding edges share a common endpoint in
G. Thus a line graph represents the adjacency between edges of G. The line graph
of the graph contained in figure 5.1(a) is shown in figure 5.3. Notice that it contains
seven nodes (one for each edge in G). Two nodes in L(G) are connected if they have
a node in common in G. Thus, for example, there is an edge between the nodes in
L(G) labelled (1,2) and (1,4) because they share node 1 of G.
The line graph is often used in graph theory and has a number of advantages.
First, it can recover the original network thus maintaining all the information con-
tent. Second, it takes into account not only the direct neighbors of a node. Third,
it is more highly structured of the original graph. In fact, its has been verified
that the line graph has a higher clustering coefficient2 of the original graph Pereira
et al. [2004]. Furthermore, the line graph clustering approach produces an overlap-
ping graph partitioning of the original interaction graph, thus allowing nodes to be
present in multiple communities. The approach of using the line graph to obtain
overlapping modules is not new. Pereira et al. [2004] adopted it to find overlapping
modules in protein-protein interaction networks. However, the combination of the
line graph with genetic algorithms has not been previously explored. In the next
section a detailed description of the algorithm is given.
2The clustering coefficient has been defined by Watts [1999]. Given a node i, let ni be the
number of links connecting the ki neighbors of i to each other. The clustering coefficient of i is
Ci = 2ni/ki(ki− 1). ni represents the number of triangles passing through i, and ki(ki− 1)/2 the
number of possible triangles that could pass through node i. The clustering coefficient a graph is
the average of the clustering coefficients of the nodes it contains.
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5.3 Algorithm description
In this section we give a description of the algorithm GA-NET+, and the variation
operators used.
Given a network N and the graph G = (V,E) modeling it, GA-NET+ performs
the following steps;
1. Compute the line graph L(G) associated with G
2. create an initial population of random individuals whose length equals the
number L =| E | of edges of G
3. while termination condition is not satisfied, perform the following sub-steps
(a) translate each individual A = {g1, . . . , gL} of the population in the cor-
responding individual A = {g1, . . . , gH} of the original graph G
(b) evaluate the fitness of the translated individuals
(c) create a new population of individuals by applying the variation opera-
tors
The algorithm starts by generating a population initialized at random with indi-
viduals representing a partition in sub-graphs of the line graph L(G) and repaired
to produce safe individuals, that is individuals generating connected sub-graphs of
L(G). This is realized by checking that an effective link exists between a gene at po-
sition i and the allele value j. This value is maintained only if the edge (i, j) exists.
Otherwise, j is substituted with one of the neighbors of i. This guided initialization
biases the algorithm towards a decomposition of the network in connected groups
of nodes. An individual generating this kind of partitioning is called safe because
it avoids uninteresting divisions containing unconnected nodes. Safe individuals
improve the convergence of the method because the space of the possible solutions
is restricted.
After that the fitness must be evaluated. As described in the previous section, we
are interested in identifying a clustering that optimizes the community score because
this guarantees highly intra-connected and sparsely inter-connected communities.
The objective function is thus CS =
∑k
i Q(Si).
However, the fitness must be evaluated on the original graph G, instead of
the line graph L(G). Thus a translation from the individual A, representing a
partitioning {C1, . . . Ck} of L(G), to the individual A, representing an overlapping
division {S1, . . . Sh} of G, is necessary before fitness evaluation.
Regarding the variation operators, we used uniform crossover because it guarantees
the maintenance of the effective connections of the nodes of the network in the
child individual. In fact, because of the biased initialization, each individual in the
population is safe, that is it has the property, that if a gene i contains a value j,
then the edge (i, j) exists. Thus, given two safe parents, a random binary vector
is created. Uniform crossover then selects the genes where the vector is a 1 from
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the first parent, and the genes where the vector is a 0 from the second parent, and
combines the genes to form the child. The child at each position i contains a value
j coming from one of the two parents. Thus the edge (i, j) exists. This implies that
from two safe parents a safe child is generated.
The mutation operator that randomly changes the value j of a i-th gene causes
a useless exploration of the search space, because of the same above observations
on node connections. Thus the possible values an allele can assume are restricted
to the neighbors of gene i. This repaired mutation guarantees the generation of a
safe mutated child in which each node is linked only with one of its neighbors.
Before presenting the experiments, in the next section an overview of the main
approaches to community detection is given.
5.4 Related work
Many different algorithms, coming from different fields such as physics, statistics,
data mining, have been proposed to detect communities in complex networks Girvan
and Newman [2002]; Hopcroft et al. [2003]; Newman [2004]; Newman and Girvan
[2004]; Clauset et al. [2004]; Radicchi et al. [2004]; Newman [2006b]; Arenas and
Dı´az-Guilera [2007]; Lozano et al. [2007]. These approaches, the most famous of
which being that of Girvan and Newman [2002]; Newman and Girvan [2004], divide
a network in separated clusters of nodes, where each node can belong to only one
group. Most of the real world networks, however, are constituted by overlapped
communities of nodes. Thus, more recently, a growing interest in developing meth-
ods that allow overlapping among the discovered communities is rising Pereira et al.
[2004]; Palla et al. [2005]; Baumes et al. [2005]; Gregory [2007]; Zhang et al. [2007];
Gregory [2008]; Lancichinetti et al. [2009, 2008a].
In the following a review of some of the proposals that detect overlapping com-
munities is given.
One of the first approach has been proposed in protein-protein interaction do-
main and it is due to Pereira et al. [2004]. They transform the interaction graph into
the corresponding line graph, in which edges represent nodes and nodes represent
edges, and then apply a known clustering algorithm on the line graph. The validity
of the method has been established by the biological significance of the modules
obtained.
The Clique Percolation Method of Derenyi et al. [2005]; Palla et al. [2005] im-
plemented in CFinder Adamcsek et al. [2006], finds k-clique percolation clusters,
i.e. groups of nodes that can be reached via chains of k-cliques and the link in
these cliques. The idea behind this approach is that a cluster can be interpreted
as the union of small fully connected subgraphs that share nodes. A k-clique is
a complete subgraph constituted by k nodes such that there is an edge for each
pair of nodes. Two k-cliques are said adjacent if they have k-1 common nodes. A
k-clique-community is then defined as the union of all the k-cliques that can be
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reached through adjacent k-cliques. The algorithm extracts all the maximal com-
plete subgraphs, i.e. the maximal cliques. Then a clique-clique overlap matrix is
built in which each entry contains the number of common nodes between the two
corresponding cliques, and each diagonal entry is the clique size. The k-cliques-
communities can be found by deleting every entry off the diagonal having a value
less than k-1, and every diagonal entry less than k. The remaining separate com-
ponents will be the k-cliques-communities. The parameter k has to be provided in
input. Increasing k shrinks community size because nodes must belong to at least
a clique of size k.
Lancichinetti et al. [2009, 2008a] propose an algorithm to find communities one
at a time. The method starts by picking a node X at random, and considering it as
a community C. Then a loop over all the neighbors nodes of C is performed in order
to choose the neighbor node to be added to C. The choice is done by computing a
fitness function for each node, and augmenting C with the node having the highest
value of the fitness. At this point the fitness of each node is recomputed, and if a
node turns out to have a negative fitness, it is removed from C. The process stops
when all the C nodes have a negative fitness. Once a community has been obtained,
a new node is picked and the process restarts until all the nodes have been assigned
to at least one group. Overlapping can be obtained since a node can be considered
many times during the process. The fitness function adopted is defined as follows.
Let C be a module, then
fC =
kCin
(kCin + k
C
out)
α
where kCin and k
C
out are the total internal and external degrees of the nodes of C. α
is a positive real-valued parameter controlling the size of the community. The role
of α is analogous to our power mean parameter r. Higher values of both return
denser communities, but the size diminishes. In the next section we show that our
genetic algorithm approach is very competitive with respect to this one and that of
Palla et al. [2005]
Regarding approaches to community detection based on Genetic Algorithms,
only few proposals can be found in the literature Tasgin and Bingol [2006]; Tasgin
et al. [2007]; Firat et al. [2007]. None of them, however, contemplate the case of
overlapping communities.
5.5 Experimental Results
In this section the effectiveness of the approach on a synthetic data set is studied.
Then the results obtained by GA-NET+ are compared with those reported by Lan-
cichinetti et al. [2008a] on some real-worlds networks for which the partitioning in
communities is known. In both cases we show that our genetic algorithm success-
fully detects the network structure and is competitive with the other approaches.
The GA-NET+ algorithm has been written in MATLAB, using the Genetic Algo-
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rithms and Direct Search Toolbox 2. The experiments have been performed on a
Pentium 4 machine, 1800MHz, 1GB RAM. We employed standard parameters for
the genetic algorithm, crossover rate 0.8, mutation rate 0.2, elite reproduction 10%
of the population size, roulette selection function. The population size was 50, the
number of generations 30.
Synthetic data set. In order to check the ability of our approach to success-
fully detect the community structure of a network, we use the benchmark proposed
by Lancichinetti et al. [2008b], which is an extension of the classical benchmark pro-
posed by Girvan and Newman [2002]. The network consists of 512 nodes divided
into four communities of 128 nodes each. Every node has an average degree of 16
and shares a fraction α of links with the other nodes of its community, and 1−α with
the other nodes of the network. α is called the mixing parameter. When α ≤ 0.5 the
neighbors of a node inside its group are more than the neighbors belonging to the
other three groups, thus a good algorithm should discover them. We generated 10
different networks for values of α ranging from 0.2 to 0.5, and used the Normalized
Mutual Information to measure the similarity between the true partitions and the
detected ones.
The Normalized Mutual Information is a similarity measure coming from Infor-
mation Theory MacKay [2002] proved to be reliable by Danon et al. [2005]. The
original formulation, however, does not contemplate the possibility of having com-
munities sharing nodes. In Lancichinetti et al. [2008b] an extension to deal with
overlapping modules is presented. In the following we summarize the extension in-
troduced in Lancichinetti et al. [2008b]. Given two divisions A and B of a network
in communities, with respectively | A | and | B | clusters, to measure the distance
between two clusterings A and B, it is necessary to measure the amount of infor-
mation needed to recover A, once B is known. The normalized mutual information
N(A,B) is defined as :
N(A,B) = 1−
1
2
(H(A|B)norm +H(B|A)norm)
where
H(A|B)norm =
1
| A |
|A|∑
k=1
H(Ak|B)
−pAlog(pA)
with pA the fraction of nodes contained in the clustering A. Note that −pAlog(pA)
is the entropy of A. H(Ak|B) is the conditional entropy of a module Ak ∈ A with
respect to the clustering B, and it is computed as follows:
H(Ak|B) =


minl∈{1,2,...,|B|}H(Ak|Bl)
if p11 + p00 > p10 + p01 (see below)
−pAk log(pAk) otherwise
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Figure 5.4: Normalized mutual information obtained by GA-NET+ on the synthetic net-
work for different values of the exponent r.
H(Ak|Bl) is the amount of information needed to infer the module Ak, given a
certain module Bl. The constraint is necessary in order to avoid to choose a cluster
Bl in B similar to the complementary of Ak, instead of Ak. H(Ak|Bl) is calculated
as:
H(Ak|Bl) = (−p11log(p11)− p10log(p10)− p01log(p01)
−p00log(p00))− (−pBl log(pBl))
where p11 is the fraction of nodes shared by the two clusters Ak and Bl, p10 is
the fraction of nodes belonging to Ak but not to Bl, p01 is the fraction of nodes
belonging to Bl but not to Ak, and p00 is the fraction of nodes contained in neither
Ak nor Bl. H(B|A)norm is computed in an analogous way.
When N(A,B) = 1 it means that the two clusterings are identical. Since the
benchmark networks we use to validate how well our approach recover the original
structure are such that each node is labelled with the class number of only one
community, it is not possible to obtain a value of the normalized mutual information
equal to 1 for the results obtained by GA-NET+. However, the higher the value of
the normalized mutual information obtained, the better the solution found.
Figure 5.4 shows the normalized mutual information, averaged over the 10 runs,
for different values of the exponent r when the mixing parameter α increases from
0.2 to 0.5. The figure points out that, for low values of r, GA-NET+ is able to
recover almost 70% of community structure only when the fuzziness modules is
low (α = 0.2). When r = 2, instead, the algorithm is able to recover the true
community structure in almost more than 70% of cases even for α = 0.5, i.e. each
node has half of the links inside its community and the other half with the rest of the
network. This result is very interesting because a high mixing parameter increases
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the network fuzziness, thus it is rather difficult to identify the hidden groups, being
the communities mixed with each other.
Real-life data set. We now show the application of GA-NET+ on three real-
world networks, the Zachary’s Karate Club , the Bottlenose Dolphins, and American
College Football, well studied in the literature, and compare our results with those
obtained by Lancichinetti et al. [2008a] and Palla et al. [2005], reported in Lanci-
chinetti et al. [2008a].
The Zackary’s Karate Club network was generated by Zachary [1977], who studied
the friendship of 34 members of a karate club over a period of two years. During this
period, because of disagreements, the club divided in two groups almost of the same
size. The social network of 62 bottlenose dolphins living in Doubtful Sound, New
Zealand, was compiled by Lusseau [2003] from seven years of dolphins behavior. A
tie between two dolphins was established by their statistically significant frequent
association. The network split naturally into two large groups, the number of ties
being 159. The last example is the American College Football network Girvan and
Newman [2002] which comes from the United States college football. The network
represents the schedule of Division I games during the 2000 season. Nodes in the
graph represent teams and edges represent the regular season games between the two
teams they connect. The teams are divided in conferences. The teams on average
played 4 inter-conference matches and 7 intra-conference matches, thus teams tend
to play between members of the same conference. The network consists of 115 nodes
and 616 edges grouped in 12 teams.
For each network, we runGA-NET+ 10 times and computed the average normal-
ized mutual information over these 10 runs. As regards the values of the normalized
mutual information of the other two methods, we took the results reported in Lan-
cichinetti et al. [2008a], where the authors compare their method with that of Palla
et al. [2005]. Figure 5.5 clearly shows the very good performance of GA-NET+ with
respect to both the other two approaches.
In fact, over 10 runs, GA-NET+ obtained an average normalized mutual in-
formation of 0.7635, 0.90071, 0.8913 on the Zachary’s Karate Club, the Bottlenose
Dolphins, and American College Football networks, respectively. On the other hand
Lancichinetti et al. obtained 0.690, 0.781, and 0.754, while Palla et al. 0.170, 0.254,
and 0.697, respectively.
To conclude, figure 5.6 displays the network division generated by Zackary in
two distinct groups, identified by circles and triangles of different colors, and four,
out of the eleven overlapped groups obtained by GA-NET+. The figure has been
reproduced by using the NetDraw software Borgatti [2002]. The figure points out
that the sub-graphs sharing nodes are significant. Consider, for example, the module
containing nodes {1, 5, 6, 7, 11, 17}. Nodes {5, 6, 7, 11, 17} are strictly connected
to each other and four out of five of them are linked to only node 1. Thus the
participation of node 1 in this group is meaningful. On the other hand, node 1 is a
central node in the network because its degree is much higher than the others (in
the literature these kind of nodes are often called ”hub”). This naturally candidates
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Figure 5.5: Comparison of GA-NET+, Lancichinetti et al., and Palla et al. relative to
the extended Normalized Mutual Information for Karate club, Dolphins, and American
College Football networks.
Figure 5.6: Overlapped Communities found by the genetic based method GA-NET+
it to belong to many different groups. Analogously, in the community composed by
the nodes {24, 25, 26, 28, 32}, node 32 can belong to more than one community. It is
worth noting that node 10, classified by Zackary in the community on the right, has
only one link with both the two Zackary’s communities. GA-NET+ assigned node
10 to two groups. One group is formed with nodes all belonging to the community
on the right, the other group includes also nodes from the group on the left, namely
nodes 1, 3, and 14. This choice is plausible because the module found contains also
node 9, connected to both nodes 1 and 3, and node 34, linked to node 14.
The results obtained show the capability of genetic algorithms to effectively deal
with community identification in networks.
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5.6 Conclusions
The paper presented a genetic algorithm for detecting overlapping communities in
complex networks. The approach makes use of the line graph to extract all the
dense communities present in the network by selectively exploring the search space,
without the need to know in advance the exact number of groups. Experiments on
synthetic and real life networks showed the capability of the genetic approach to cor-
rectly detect communities with comparable results with state-of-the-art approaches.
Future research will aim at applying multi-objective optimization to improve quality
results.
Part II
Part 2: Bio-medical
applications
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Chapter 6
Complex detection in
protein-protein interaction
networks: a compact overview for
researchers and practitioners
Summary
The availability of large volumes of protein-protein interaction data has allowed the
study of biological networks to unveil the complex structure and organization in
the cell. It has been recognized by biologists that proteins interacting with each
other often participate in the same biological processes, and that protein modules
may be often associated with specific biological functions. Thus the detection of
protein complexes is an important research problem in systems biology. In this
review, recent graph-based approaches to clustering protein interaction networks
are described and classified with respect to common peculiarities. The goal is that
of providing a useful guide and reference for both computer scientists and biologists.1
1This work has been published as: Clara Pizzuti, Simona E. Rombo, Elena Marchiori, Complex
detection in protein-protein interaction networks: a compact overview for researchers and prac-
titioners. Proc. of the 10th European Conference Evolutionary Computation, Machine Learning
and Data Mining in Bioinformatics, Ma´laga, pp. 211-223, Spain, April 11-13, 2012, LNCS 7246
Springer.
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6.1 Introduction
In the last few years the development of advanced high-throughput technologies
von Mering et al. [2002] to determine protein interactions has made available large
volumes of experimental data that reflect the interplay among proteins in complex
cellular networks. Protein-protein interaction (PPI) networks can be used for dis-
covering (putative) functional modules, or complexes, consisting of proteins sharing
a common function. This is motivated by the observation that proteins are orga-
nized into different putative protein complexes each performing specific tasks in the
cell Hartwell et al. [1999]; Pereira et al. [2004] and that proteins interacting with
each other often participate in the same biological processes. Furthermore, protein
modules can often be associated with specific biological functions and proteins be-
longing to a specific module are more related to each other than to the members
of other modules Tornw and Mewes [2003]. Therefore the detection of putative
protein complexes using PPI networks can help in understanding the mechanisms
regulating cell life, in describing the evolutionary orthology signal (e.g., Jancura
et al. [2011]), in predicting the biological functions of uncharacterized proteins,
and, more importantly, for therapeutic purposes.
It is worth pointing out that protein complexes and functional modules have
different biological meanings. A protein complex is a molecular machine that con-
sists of several proteins that bind each other at the same place and time. On the
contrary, a functional module consists of a few proteins that control or perform a
particular cellular function through interactions between themselves (these proteins
do not necessarily interact at the same time and place). However, it is hard to
distinguish them in many cases because analyzed pair-wise protein interactions do
not have temporal and spatial information, thus in the following we will use the two
terms as synonyms.
The problem of detecting protein complexes using PPI networks can be compu-
tationally addressed by using clustering techniques. Clustering consists of grouping
data objects into groups (clusters) such that the objects in the same cluster are
more similar each other than with objects in the other clusters Jain [1988]. In PPI
networks, clustering means grouping together proteins which share a large number
of interactions. These clusters are considered to represent functional modules. Pos-
sible uncharacterized proteins in a cluster may be assigned to the biological function
recognized for that module. PPI networks have various characteristics which have
to be taken into account when developing clustering algorithms for detecting func-
tional complexes. Therefore, a number of clustering approaches have been proposed
to extract relevant modules from PPI networks.
In this work, we present a short overview of state-of-the-art clustering methods
for complex detection in PPI networks, by introducing a classification criterion that
is different from those proposed previously. We mainly focus on methods that use
only the topology of the graph for detecting clusters, and do not employ similarity
measures between proteins as described by vectors of features (for instance, features
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derived by the protein aminoacid sequences or by functional domain composition
of proteins). Our goal is twofold: (a) to guide researchers in the development of
new methods for clustering PPI networks by providing a description of the main
algorithmic approaches of state-of-the-art methods; and (b) to guide practitioners
in the application of methods by providing information about their availability.
In this respect our contribution differs from that contained in other surveys,
whose main goal is either to describe and compare experimentally methods pre-
sented in the literature, such as Aittokallio and Schwikowski [2006]; Brohe`e and
van Helden [2006]; Pizzuti and Rombo [2009]; Lin et al. [2006]; Przulj [2005]; Wang
et al. [2010]; Li et al. [2010], or to highlight the computational aspects of graph-
based analysis of networks Pavlopoulos et al. [2011].
6.2 Methods
Clustering approaches for detecting protein complexes in PPI networks can be
broadly categorized as distance-based and graph-based ones Lin et al. [2006]. Distance-
based clustering approaches employ the concept of distance between two proteins as
described by vectors of features (for instance, derived by their aminoacid sequence)
Blatt et al. [1996]; Rives and Galitski [2003]; Arnau et al. [2005]; Pei and Zhang
[2005]. Graph-based clustering techniques (mainly) consider the topology of the
network. These latter techniques are deeply studied in other research fields, such as
physics and data mining, and are known as community detection methods Girvan
and Newman [2002].
We distinguish the following five main types of algorithmic approaches employed
in methods for complex detection in PPI networks:
1. Local neighbourhood Density search (LD);
2. Cost-based Local search (CL);
3. Flow Simulation (FS);
4. Statistical-based Measures (SM);
5. Population-based Stochastic search (PS).
For each of the categories listed above, we describe a selection of methods by
focusing on those that can be directly used by practitioners, that is, whose software
is publicly available.
6.2.1 Local Neighborhood Density Search (LD)
Many methods, including the most popular, are based on local neighbourhood den-
sity search. Their objective is to find dense subgraphs (that is, each node is con-
nected to many other nodes in the same subgraph) within the input network. We
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summarize in the following six representative methods of this approach, and include
a pointer to the software when publicly available.
One of the most popular methods for finding modules in PPI networks based
on the LD approach is MCODE Bader and Hogue [2003]. This method employs
a node weighting procedure by local neighbourhood density and outward traversal
from a locally dense seed protein, in order to isolate the dense regions according
to given input parameters. The algorithm allows fine-tuning of clusters of interest
without considering the rest of the network and allows examination of cluster inter-
connectivity, which is relevant for protein networks. It is implemented as Cytoscape
plug-in. With a user-friendly interface, it is suited for both computationally and
biologically oriented researchers.
http://baderlab.org/Software/MCODE.
In Altaf-Ul-Amin et al. [2006] the DPClus method for discovering protein com-
plexes in large interaction graphs was introduced. It is based on the concepts of
node weight and cluster property which are used for selecting a seed node to be ex-
panded by iteratively adding neighbours, and to terminate the expansion process,
respectively. Once a cluster is generated, its nodes are removed from the graph
and the next cluster is generated using only the remaining nodes until all the nodes
have been assigned to a cluster. The algorithm allows also to generate overlapping
clusters by keeping the nodes already assigned to clusters.
http://kanaya.naist.jp/DPClus/.
SWEMODE was introduced in Lubovac et al. [2006]. It identifies dense sub-
graphs by introducing two network measures that combine functional information
with topological properties of the networks. These measures, weighted cluster coeffi-
cient and weighted nearest-neighbours degree, compute the strengths of interactions
between the proteins by using their semantic similarity based on the Gene Ontology
terms of the proteins.
No publicly available implementation.
DECAFF Li et al. [2007], is an algorithm to mine protein complexes in PPI
networks that tries to address two major limitations plaguing protein interaction
data, namely incompleteness and noise. The method consists of three main steps:
detection of local dense neighbourhoods of each protein, merging of the local sub-
graphs on the base of the similarity degree between neighbourhoods, filtering away
possible false complexes detected.
No publicly available implementation.
CFinder is a program for detecting and analyzing overlapping dense groups of
nodes in networks; it is based on the clique percolation concept (see Derenyi et al.
[2005]; Palla et al. [2005]; Adamcsek et al. [2006]). The idea behind this method is
that a cluster can be interpreted as the union of small fully connected sub-graphs
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that share nodes, where a parameter is used to specify the minimum number of
shared nodes.
http://hal.elte.hu/cfinder/wiki/?n=Main.Manual.
The greedy local expansion method PINCoC was introduced in Pizzuti and
Rombo [2007]. It expands a single protein randomly selected by adding/removing
connected proteins that best contribute to improve a given quality function based on
the concept of co-clustering Madeira and Oliveira [2004] that favors the detection
of maximal dense groups. In order to escape poor local maxima, with a given
probability, the protein causing the minimal decrease of the quality function is
removed. An extension of PINCoC for detecting multi-functional protein complexes,
called MF-PINCoC, was introduced in Pizzuti and Rombo [2008].
http://wwwinfo.deis.unical.it/~rombo/pincoc/download.html.
PCP is a method proposed in Chua et al. [2007] that exploits the shared in-
teraction partners of proteins, i.e., the level-2 neighbours. The method transforms
the input graph by adding edges between level-2 neighbours and by removing edges,
using a criterion that quantifies the likelihood that the two proteins of an edge share
functions. Any clustering method can then be applied to the resulting graph. The
authors proposed a clustering method that iteratively merges dense sub-graphs.
http://www.comp.nus.edu.sg/~wongls/projects/complexprediction/PCP-3aug07/.
DME Georgii et al. [2009] is a method for extracting dense modules from a
weighted interaction network. The method detects all the node subsets that satisfy a
user-defined minimum density threshold. The method returns only locally maximal
solutions, i.e. modules where all the direct supermodules (containing one additional
node) do not satisfy the minimum density threshold. The obtained modules are
ranked according to the probability that a random selection of the same number of
nodes produces a module with at least the same density. An interesting property of
this method is that it allows to incorporate constraints with respect to additional
data sources.
http://people.kyb.tuebingen.mpg.de/georgii/dme.html.
The methods based on the LD approach here briefly described have as common
objective that of finding dense subgraphs within the network and to maximize the
density of each subgraph.
MCODE and DPClus adopt a rather similar search strategy. They define the
weight of each node, the node with highest weight is chosen as seed cluster, and
neighbouring nodes are added to the current cluster if threshold parameters are
satisfied. The main difference between the methods lies in the definition of weight.
The originality of PCP mainly relies in the procedure for transforming an inter-
action graph by adding and removing edges.
Both CFinder and the extended version of PINCoC, generate overlapping clus-
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ters, and use the concepts of k-clique and co-cluster to find dense subgraphs, re-
spectively.
DME is somewhat different from all other methods since it enumerates all node
subsets that satisfy a user-defined minimum density threshold. Each of the above
mentioned methods require setting the values of some parameters; this influences
the number and resolution of the discovered clusters. Other recent algorithms based
on this approach include SPICi Jiang and Singh [2010] and DEEN Jancura and Mar-
chiori [2011], two seed-based fast algorithms for complex detection in PPI networks.
6.2.2 Cost-based Local Search (CL)
Methods based on cost-based local search extract modules from the interaction
graph by partitioning the graph into connected subgraphs, using a cost function
for guiding the search towards a best partition. We describe here in short three
methods based on this approach with different characteristics.
A typical instance of this approach is RNSC King et al. [2004], which explores
the solution space of all the possible clusterings in order to minimize a cost function
that reflects the number of inter-cluster and intra-cluster edges. The algorithm
begins with a random clustering, and attempts to find a clustering with best cost
by repeatedly moving one node from a cluster to another one. A list of tabular
moves is used to forbid cycling back to previously examined solutions. In order
to output clusters likely to correspond to true protein complexes, thresholds for
minimum cluster size, minimum density, and functional homogeneity must be set.
Only clusters satisfying these criteria are given as the final result. This obviously
implies that many proteins are not assigned to any cluster.
http://www.cs.toronto.edu/~juris/data/rnsc/.
Several community discovery algorithms have been proposed based on the op-
timization of a modularity-based function (see e.g. Fortunato [2010]). Modularity
measures the fraction of edges falling within communities, subtracted by what would
be expected if the edges were randomly placed. In particular,Qcut Ruan and Zhang
[2008] is an efficient heuristic algorithm applied to detect protein complexes. Qcut
optimizes modularity by combining spectral graph partitioning and local search. By
optimizing modularity, communities that are smaller than a certain scale or have
relatively high inter-community density may be merged into a single cluster. In
order to overcome this drawback, the authors introduce an algorithm that recur-
sively applies Qcut to divide a community into sub-communities. In order to avoid
over-partitioning, a statistical test is applied to determine whether a community
indeed contains intrinsic sub-community.
http://cs.utsa.edu/~jruan/Software.html
Recently, the notion of ModuLand Kovacs et al. [2010], has been introduced.
ModuLand is an integrative method family for determining overlapping network
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modules as hills of an influence function-based, centrality-type community land-
scape, and including several widely used modularization methods as special cases.
Several algorithms obtained fromModuLand provide an efficient analysis of weighted
and directed networks, determine overlapping modules with high resolution, uncover
a detailed hierarchical network structure allowing an efficient, zoom-in analysis of
large networks, and allow the determination of key network nodes. It is implemented
as Cytoscape plug-in.
http://www.linkgroup.hu/modules.php
6.2.3 Flow Simulation (FS)
Methods based on the flow simulation approach mimic the spread of information on
a network. We report four methods based on this approach. The first two are based
on the concept of random walk and are popular methods with available software.
The other two methods exploit biological knowledge for passing information between
proteins in the network in order to cluster proteins. Unfortunately, we could not
find publicly available software for these two methods.
One of the first flow simulation method for detecting protein complexes in a
PPI network is the Markov Clustering algorithm MCL Enright et al. [2002]. MCL
simulates the behaviour of many walkers starting from the same point, that move
within the graph in a random way.
http://micans.org/mcl/
A more recent method based on flow simulation is RRW Macropol et al. [2009].
RRW is an efficient and biologically sensitive algorithm based on repeated random
walks for discovering functional modules, which implicitly makes use of network
topology, edge weights, and long range interactions between proteins.
http://www.cs.ucsb.edu/~kpm/software.html
IFB Cho et al. [2006] proposed an Information Flow-Based approach to identify
overlapping functional modules. The algorithm integrates topological and biological
knowledge to select a number of informative proteins and simulates the information
flow through the network from each informative protein. The weighted degree of a
node is defined as the sum of the weights of the edges containing that node, and the
weight of an edge is computed using the correlation between the expression profiles
of the two genes encoding the proteins linked by that edge. This weighted degree
provides the semantic information of a node.
No publicly available implementation.
An interesting method based on flow simulation is STM Hwang et al. [2006],
which finds clusters of arbitrary shape by modelling the dynamic relationships be-
tween proteins of a PPI network as a signal transduction system. The overall signal
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transduction behaviour between two proteins of the network is defined in order to
evaluate the perturbation of one protein on the other one, both biologically and
topologically. The signal transduction behaviour is modelled using the Erlag distri-
bution.
No publicly available implementation.
6.2.4 Statistical Measures (SM)
The two following approaches rely on the use of statistical concepts to cluster pro-
teins. They are based on the number of shared neighbours between two proteins,
and on the notion of preferential attachment of the members of a module to other
elements of the same module, respectively.
Samantha and Liang [2003] proposed a clustering method, here called SL by
the names of the authors, based on the idea that if two proteins share a number
of common interaction partners larger than what would be expected in a random
network, then they should be clustered together. The method assesses the statistical
significance of forming shared partnership between a pair of proteins using the
concept of p-value of a pair of proteins.
The p-values of all proteins pairs are computed and stored in a similarity matrix.
The protein pair with the lowest p-value is chosen to form the first group and the
corresponding rows and columns of the matrix are merged in a new row and column.
The new p-value of the merged row/column is the geometric mean of the separate
p-values of the corresponding elements. This process is repeated by adding new
proteins to the actual cluster until a threshold is reached. The process is repeated
on the remaining proteins until all the proteins have been clustered.
No publicly available implementation.
In Farutin et al. [2006] a statistical approach for the identification of protein
clusters is presented, here called Farutin (the name of the first author). This
method is based on the concept of preferential interaction among the members of a
module. The authors use a novel metric to measure the community strength. The
community strength is gauged by the preferential attachment of each member of
a module to the other elements of the same module. This concept of preferential
attachment is quantified by how unlikely it is observed in a random graph.
Since it is necessary to count the number of edges in the graph, the authors
assume a random graph as the null model where an edge is the random variable.
This measure of community strength is local, since it is a function of the sub-
graph induced by a set of proteins and their degrees. To identify the clusters a
greedy approach that searches for a set of nodes in the network with small values
of community strength is adopted. At the beginning a list of two adjacent nodes
is considered. The list is then grown by adding the node that leads to the largest
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decrease of the community score until no such node exists. This is repeated for each
connected node pair, thus the obtained clusters can partially overlap.
No publicly available implementation.
6.2.5 Population-based Stochastic search (PS)
Population-based stochastic search has been used for developing algorithms for com-
munity detection in networks (see, e.g., Tasgin et al. [2007]; Pizzuti [2008]). How-
ever, we are aware of only two works that apply this approach to detect protein
complexes in PPI networks.
Specifically, in Liu and Liu [2006] the authors proposed an algorithm based on
evolutionary computation, here called CGA, for enumerating maximal cliques and
apply it to the Yeast genomic data. The advantage of this method is that it can
find as many potential protein complexes as possible.
No publicly available implementation.
Recently, in Ravaee et al. [2010] an immune genetic algorithm, here called IGA,
is described to find dense subgraphs based on efficient vaccination method, variable-
length antibody schema definition and new local and global mutations. The algo-
rithm is applied to clustering protein-protein interaction networks.
No publicly available implementation.
6.3 Discussion
We summarize the characteristics of each method in Table 6.1, with respect to few
features: the structure of the clusters found by a method, the kind of approach it
uses, whether the clusters are found simultaneously or one at a time, the capability
of the method to detect overlapping clusters, if the method assigns each protein to
a cluster, and if software for that method is publicly available.
All the considered methods have some input parameters that influence the num-
ber of clusters produced, the size, the density, and the structure. The LN methods,
except CFinder, obtain the modules one at a time because they select a seed node
and expand it until a condition, generally related to cluster density, is satisfied.
Thus they can be considered bottom-up approaches: individual nodes are grouped
together until all the graph has been examined. Methods that simultaneously find
the clusters can be considered top-down. They consider the whole graph and try to
partition it in connected components. Because of the threshold constraints incor-
porated in many methods in order to decide when a group of connected nodes is a
cluster, nodes with few interactions are often discarded.
The elimination of sparsely connected nodes could result in the elimination of
important information on the network structure and possibly prevent the detection
of clusters of different topological shapes. Nevertheless, it is not clear whether the
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Table 6.1: Summary of some characteristics of the methods. The first column report
the method acronym and reference, in chronological order. The second column reports
the topological structure a method searches (a = arbitrary, d = dense sub-graphs). The
approach each method is based on is reported in the third one. The fourth column (Simult.)
specifies if the method finds all clusters simultaneously and the fifth column (Overlap)
reports if the method generates overlapping clusters. Finally, the last two columns specify
if the method returns some unassigned proteins (Un. Prot), and if software implementing
that method is (publicly) available (Software).
Method Structure Approach Simult. Overlap Un. Prot. Software
MCL Enright et al. [2002] a FS yes no no yes
SL Samantha and Liang [2003] a SM no no no no
MCODE Bader and Hogue [2003] d LN yes no yes yes
RNSC King et al. [2004] d CL yes no yes yes
STM Hwang et al. [2006] a FS yes yes yes no
SWECODE Lubovac et al. [2006] d LN no no yes no
DPCLus Altaf-Ul-Amin et al. [2006] d LN yes no yes yes
IFB Cho et al. [2006] a FS no yes yes no
Farutin Farutin et al. [2006] a SM no yes no no
CFinder Adamcsek et al. [2006] d LN yes yes yes yes
CGA Liu and Liu [2006] d PS yes yes yes no
PCPChua et al. [2007] d LN no yes yes yes
DECAFF Li et al. [2007] d LN no yes yes no
MF-PINCoC Pizzuti and Rombo [2007] a LN no yes no yes
Qcut Ruan and Zhang [2008] d CL yes no no yes
DME Georgii et al. [2009] d LN no yes yes yes
RRW Macropol et al. [2009] a FS yes no no yes
ModuLand Kovacs et al. [2010] d CL yes yes no yes
IGA Ravaee et al. [2010] d PS yes yes no no
assumption that each protein has to belong to a cluster (representing a putative
protein complex) is realistic, given the actual incompleteness of the PPI network
data available, and forcing every node into a community could distort results Zhao
et al. [2011].
Several challenges for the topic discussed in this work are still open. Notably
among them, the necessity of diminishing the clustering methods dependence on
many input parameters. Further improvements could be achieved by making a
method able to set automatically some of its parameters, for example according to
the density and/or characterization of the input PPI network.
Another interesting issue is that of finding a suitable compromise between the
accuracy of the proposed method, and the portion of input graph that is involved in
the final clustering. Indeed, the most accurate clustering methods are often able to
assemble only a small percentage of the PPI network they analyze (e.g., MCODE
Bader and Hogue [2003]).
Furthermore, biological graphs are affected by inaccuracy, also due to the meth-
ods exploited in order to discover protein-protein interactions (e.g., high throughput
and computational methods). Although several techniques are able to exploit the
specific reliability indices provided by the available interaction datasets (e.g., MINT
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Ceol et al. [2010]) as suitable filters during the clustering process, many efforts are
still needed to make the clustering techniques more robust to such kind of noise.
Finally, all the considered methods, with the exception of SWEMODE Lubo-
vac et al. [2006], cluster the input biological graph only on the basis of topological
connections. An interesting challenge would be that of combining the main advan-
tages of the considered approaches with taking into account also possible properties
of the nodes, such as protein sequence similarity, Gene Ontology annotations As-
burner et al. [2000] or functional domain composition of proteins Zhang et al. [2009].
6.4 Conclusion
In this paper, we presented a compact survey of graph-based clustering methods for
detecting protein complexes in PPI networks. We proposed a classification based
on five main categories, that are, local neighbourhood density search, cost-based
local search, flow simulation, statistical measures and population-based stochastic
search. We summarized the main algorithmic features and software availability of
the considered methods, by also discussing their possible limitations. Finally, we
pointed out some open issues related to the problem of clustering PPI networks.
We hope that the overview presented in this paper will be used by both computer
scientists and practitioners as a quick reference for guiding the selection, use and
development of algorithms for discoverying protein complexes and functions through
the analysis of PPI networks.
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Chapter 7
A co-clustering approach for
mining large protein-protein
interaction networks
Summary
Several approaches have been presented in the literature to cluster Protein-Protein
Interaction (PPI) networks. They can be grouped in two main categories: those
allowing a protein to participate in different clusters and those generating only
non-overlapping clusters. In both cases, a challenging task is to find a suitable
compromise between the biological relevance of the results and a comprehensive
coverage of the analyzed networks. Indeed, methods returning high accurate results
are often able to cover only small parts of the input PPI network, specially when low
characterized networks are considered. We present a co-clustering based technique
able to generate both overlapping and non-overlapping clusters. The density of the
clusters to search for can also be set by the user. We tested our method on the two
networks of yeast and human, and compared it to other five well known techniques
on the same interaction datasets. The results showed that, for all the examples
considered, our approach always reaches a good compromise between accuracy and
network coverage. Furthermore, the behavior of our algorithm is not influenced by
the structure of the input network, different from all the techniques considered in
the comparison, which returned very good results on the yeast network, while on
the human network their outcomes are rather poor. 1
1This work has been published as: Clara Pizzuti, Simona E. Rombo A co-clustering approach
for mining large protein-protein interaction networks. IEEE/ACM Transactions on Computa-
tional Biology and Bioinformatics, vol. 19, N. 3 , pp. 717-730, 2012
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7.1 Introduction
Proteins are the building blocks of all the organisms and play a fundamental role in
executing and regulating many biological processes. Recently, great attention has
been addressed to the whole set of protein-protein interactions of a given organism,
known as interactome or protein-protein interaction (PPI) network. Indeed, there
is evidence that, to understand cell activity, proteins cannot be analyzed indepen-
dently from the other proteins they interact with von Mering et al. [2002]. Advances
in technology have allowed researchers to derive, through experimental and in-silico
methods, the collection of all the interactions among the proteins of an organism.
The availability of protein-protein interaction networks has thus stimulated the
search for automated and accurate tools to analyze pair-wise protein interactions,
with the aim of understanding how proteins work together to perform their tasks,
and also for predicting the function of unknown proteins Baraba´si and Oltvai [2004].
Several studies have recognized that biological systems are structured as interacting
and separable modules Gavin et al. [2006]; Hartwell et al. [1999]; Rives and Galitski
[2003]; Spirin and Mirny [2003]; Zhang et al. [2006]. Modularity means that a group
of physically or functionally related proteins join together to accomplish distinct
functions Baraba´si and Oltvai [2004]. Thus, proteins can be grouped in clusters
such that the proteins in the same cluster share common biological features, such
as participating in the same processes, having similar functions, belonging to the
same cellular compart. The detection of such clusters provides important knowl-
edge about the organization of biological systems and cellular processes, giving a
valuable help in understanding how organisms behave.
Some proteins present the characteristic of being connected to a high number of
other proteins, often participating in multiple biological processes and performing
different functions. To detect such multi-facets proteins, recent techniques search
for overlapping clusters, where a protein is allowed to belong to several clusters
(e.g., Altaf-Ul-Amin et al. [2006]; Georgii et al. [2009]; Li et al. [2008]; Palla et al.
[2005]).
More in general, clustering techniques should be able to single out biologically
relevant clusters without neglecting to explore any significative part of the input
network. Thus, an important problem is that of finding a solution constituting
a suitable compromise between high accuracy and comprehensive coverage of the
analyzed networks.
7.1.1 A brief overview
In the last few years there has been an increasing interest in studying clustering
methods able to detect groups of proteins densely interconnected. PPI networks
clustering approaches can be broadly categorized as distance-based and graph-based
ones Lin et al. [2006]. Distance-based clustering approaches apply traditional clus-
tering techniques, such as hierarchical clustering, by employing the concept of dis-
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tance between two proteins Arnau et al. [2005]; Blatt et al. [1996]; Pei and Zhang
[2005]. Graph-based clustering techniques consider the topology of the network.
These techniques find the clusters by applying different strategies.
A first strategy searches for sub-graphs having maximum density Adamcsek
et al. [2006]; Altaf-Ul-Amin et al. [2006]; Bader and Hogue [2003]; Derenyi et al.
[2005]; Georgii et al. [2009]; Lubovac et al. [2006]; Palla et al. [2005]; Pizzuti and
Rombo [2007, 2008]. In such a case, a sub-graph can be considered dense according
to different notions of density. For example, Bader and Hogue [2003] apply the
concepts of k-core and core clustering coefficient to define the weight of a node.
A k-core is a sub-graph in which each vertex has degree at least k. The highest
k-core of a graph is the most densely connected sub-graph. The core-clustering
coefficient of a node is the density of the highest k-core of the vertices directly
connected to it, including itself. The weight of a node is then defined as the product
of the node core-clustering coefficient and the highest k-core of its neighborhood.
Palla et al. [2005] and Adamcsek et al. [2006] use the concept of k-clique, i.e. a
complete sub-graph constituted by k nodes such that there is an edge between each
pair of nodes. They consider two k-cliques adjacent if they have k − 1 common
nodes. A k-clique-community is then defined as the union of all the k-cliques that
can be reached through adjacent k-cliques. Altaf-Ul-Amin et al. [2006] discover
protein complexes in large interaction graphs by using the concepts of density and
neighborhood. The authors introduce the definitions of cluster property and node
weight that take into account the common neighbors of nodes belonging to the
same cluster. Lubovac et al. [2006] identify dense sub-graphs by introducing two
network measures that combine functional information with topological properties
of the networks. These measures, weighted cluster coefficient and weighted nearest-
neighbors degree, compute the strengths of interactions between the proteins by
using their semantic similarity based on the Gene Ontology terms of the proteins.
Georgii et al. [2009] define the density of a module as the average pairwise weight of
the nodes belonging to the module, where the weight is a value below or equal to 1.
Fixed a density threshold, the authors find all the modules whose density is above
the threshold. Another approach partitions the graph by optimizing a cost function
King et al. [2004]; Spirin and Mirny [2003]. The concept of flow simulation, though
applied in different ways, is exploited in Cho et al. [2007, 2006]; Enright et al.
[2002]; Hwang et al. [2006]; Pereira et al. [2004]. A statistical approach to protein
clustering is taken instead in Farutin et al. [2006]; Samantha and Liang [2003]. A
method that models protein relationships as a signal transduction model is described
in Hwang et al. [2006]. Many other clustering algorithms have been proposed Brun
et al. [2004]; Rives and Galitski [2003]; Tornw and Mewes [2003]; Zotenko et al.
[2006]. A complete list of all the proposals is beyond the aim of this paper. Surveys
describing and comparing a number of methods presented in the literature can be
found in Aittokallio and Schwikowski [2006]; Brohe`e and van Helden [2006]; Pizzuti
and Rombo [2009]; Lin et al. [2006]; Przulj [2005]. All the above methods are
able to separate relevant dense clusters. However, different methods return diverse
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results. Baraba´si and Oltvai [2004] observed that obtaining multiple results is not
only a limitation of present clustering methods, but it is also due to the network’s
hierarchical modularity. Indeed, modules have not a precise size, thus a network
can be divided in many small modules, or in larger, fewer clusters. At present,
however, there are no objective mathematical criteria to decide that one outcome
is better than another. As they pointed out, the identification of groups of proteins
of various sizes that together accomplish specific cellular functions is a key issue in
network biology.
7.1.2 Contributions
We propose a technique based on a co-clustering approach Madeira and Oliveira
[2004] to search for, possibly overlapping, dense clusters in protein-protein interac-
tion networks. We model a protein-protein interaction network by an undirected
graph and represent it as the binary adjacency matrix A of this graph, where rows
and columns correspond to proteins and a 1 entry at the position (i,j) means that
the proteins i and j interact. By drawing inspiration by previous successfully co-
clustering approaches Pizzuti and Rombo [2007, 2008], we present RANCoC, a
co-clustering algorithm based on the search of dense sub-matrices in A, that suit-
ably shifts its rows and columns in order to optimize a special notion of quality of
a sub-matrix. Indeed, high quality sub-matrices should correspond to modules of
the input interactome whose proteins share important biological features (e.g., they
participate in the same processes, they have similar functions, they belong to the
same cellular compart). The algorithm starts with an initial random solution con-
stituted by a single protein and expands it by adding/removing connected proteins
that best contribute to improve the quality function. Differently from the previous
techniques Pizzuti and Rombo [2007, 2008], a new heuristics is introduced to avoid
entrapment in local optima. The basic process is repeated until all the proteins are
assigned to any group.
The main contributions of the algorithm can be summarized as follows:
• RANCoC automatically derives the number of modules present in the inter-
action network. This number is determined by the local optimal value of the
quality function.
• A peculiarity of the quality function is that it has a positive real-valued res-
olution parameter that controls the size of the groups obtained in output.
The higher the value of the parameter, the smaller the size of the clusters
found. This gives the user the opportunity to analyze the network at different
hierarchical levels.
• RANCoC can work in two different modes: the non-overlapping mode, where
proteins are allowed to belong to only one cluster, and the overlapping mode,
where clusters can overlap. Thus, besides partitioning and isolating groups of
proteins corresponding to the most compact sets of interactions, our approach
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is also able to identify overlapping modules in which a protein is involved, each
group being distinguished by different biological properties. Such characteris-
tic allows multi-facets proteins to be recognized and clustered with a number
of distinct groups.
RANCoC has been evaluated on two well known PPI networks: the Saccha-
romyces cerevisiae network and the Homo sapiens network. Though the first net-
work has been deeply studied in many approaches, many interactions of the second
have not yet been discovered and/or studied. A comparison of RANCoC with six
well known protein clustering methods, MCODE Bader and Hogue [2003], RNSC
King et al. [2004], MCL Enright et al. [2002], CFinder Palla et al. [2005], DME
Georgii et al. [2009] and IPCA Li et al. [2008], shows comparable results on the
Saccharomyces cerevisiae network, still finding a good compromise between the
quality of the discovered clusters and the percentage of network that has been cov-
ered by the clustering process. Regarding the Homo sapiens network, the other
approaches performed rather poorly, mainly when the overlapping modules are re-
quested. RANCoC, instead, behaves very well for both the overlapping and non-
ovelapping case, thus outperforming all the other approaches. This points out that
our method is robust in analyzing different PPI networks, also when they are not
completely characterized and thus more sparse.
As a further validation campaign, RANCoC has been tested on the manually
curated MIPS H. W. Mewes et al. [2002] known complexes for both yeast and
human. A comparison with the other state-of-the art approaches shows the ability
of the method in correctly classifying most of the considered benchmark complexes,
with results better than those obtained by the comparison methods.
The software we developed is available at:
http://wwwinfo.deis.unical.it/∼rombo/co-clustering/.
7.1.3 Organization of the paper
The paper is organized as follows. In the next section a description of our method
is given. In Section 7.3 an extensive experimental study on the two mentioned
networks is reported along with a comparison between our approach and the others.
Section 7.4 finally draws some conclusions.
7.2 Methods
A protein-protein interaction network P can be modelled as an undirected graph
G = (V,E), where the nodes V correspond to the proteins and the edges E corre-
spond to the pairwise interactions. If the network is constituted by N proteins, the
associated graph can be represented with its N ×N adjacency matrix A, where the
entry at position (i, j) is 1 if there is an edge from node i to node j, 0 otherwise.
Since the graph G is undirected, the adjacency matrix is a square symmetric matrix.
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The problem of finding dense regions of a network P can thus be transformed in
that of rearranging the rows/columns of A to find dense subgraphs of the graph G
associated with P and, consequently, dense square symmetric sub-matrices of the
adjacency matrix A corresponding to G. We would like to find as many proteins
as possible having the highest number of interactions. This corresponds to identify
highly dense square sub-matrices, i.e. containing as many 1 values as possible. The
higher the number of ones, the more likely those proteins are to be functionally
related.
Searching for dense sub-matrices of a matrix A can be viewed as a special case
of co-clustering a binary data matrix, where the set of rows and columns repre-
sents the same concept. Co-clustering Madeira and Oliveira [2004], also known as
bi-clustering, differently from clustering, tries to simultaneously group both the di-
mensions of a data set. To better understand the concept of co-clustering, consider
the protein interaction graph shown in Figure 7.1 and the corresponding adjacency
matrix (Figure 7.1(a)), where we considered the rows in the order P1, P6, P2,
P7, P3, P8, P4, P9, P5, P10. Co-clustering this matrix means rearranging its
rows/columns to obtain dense maximal sub-matrices, possibly sharing elements,
i.e. overlapping. For the example, the reordering of its rows that at best accounts
for the intuitive idea of dense maximal sub-matrices is that shown in Figure 7.1(b),
where now the two dense sub-matrices constituted by the rows/columns 1-6 and
6-10, corresponding to the two subgraphs composed by the proteins P1-P6 and P6-
P10, are clearly discernible. Note that the protein P6 belongs to both the clusters
because it has a number of significant interactions with proteins of the two groups.
Hence a module S in a PPI network is a co-cluster S, i.e. a sub-matrix, constituted
by a subset I of the rows of A satisfying a quality measure. The more natural
choice of quality function is to consider sub-matrices of maximum size having the
maximum number of ones. In the next subsection we introduce a quality function
that fulfills both these requirements.
P7
P9
P10
P8
P6
P1
P3
P4
P5
P2
Figure 7.1: An example protein-protein interaction graph
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Figure 7.2: Two different adjacency matrices corresponding to the graph in Figure 7.1
7.2.1 Optimization function
Let A be the adjacency matrix modeling a network. A quality function that find
dense and maximal sub-matrices, introduced in Pizzuti and Rombo [2007], can be
defined as:
Q(S) =Mr(S)× vS ,
where S is a sub-matrix constituted by a subset I = {I1, . . . , Ih} of rows of A,
vS =
∑
i∈I,j∈I aij is the number of 1 entries aij such that i, j ∈ I and:
Mr(S) =
∑
i∈I(aiI)
r
|I|
,
where aiI =
1
|I|
∑
j∈I aij denotes the mean value of the ith row of the sub-matrix
S.
The parameter r controls the size of the groups found. When r = 1, Mr(S)
coincides with the standard mean. The higher its value, the lower the size of the
clusters found. In fact, since aiI < 1, Mr+ǫ(S) ≤ Mr(S) ≤ Mr−ǫ(S), for ǫ > 0,
thus the higher the value of r, the lower the value of Mr(S), and, consequently, the
lower the value of Q(S). This implies that, given a sub-matrix S, if rows containing
a low number of ones are added to S, then the quality function get trapped earlier
in local maxima for increasing values of r. Thus, increasing r biases the quality
function towards matrices containing a low number of zeroes but of lower volume,
because the number of proteins that can be assigned to a cluster diminishes. The
choice of r allows to take into account both the coverage of the network, and the
goodness of the solution found in terms of sufficiently high number of interactions
among the proteins belonging to the module.
In the next section the PPI network Co-Clustering based algorithm RANCoC
is presented. The method uses the concept of quality to find maximally dense
regions in the binary data adjacency matrix. Then, in Section 7.3 we will show how
different values of r allow an analysis of the network at different hierarchical levels.
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7.2.2 The algorithm RANCoC
The algorithm RANCoC is an extension of the methods proposed in Pizzuti and
Rombo [2007, 2008] that allows a more efficient search of the solution space by
changing the strategy that avoids to get trapped in local optima. The pseudo-code
of the algorithm is shown in Figure 7.3. The method receives in input an adjacency
matrix A, the maximum number of iterations maxIter, a probability value p, and
the option to find overlapping clusters.
RANCoC is constituted by two main loops. The external loop is executed until
all the proteins have been assigned to at least one cluster (steps 1-20), the internal
loop (steps 4-15) starts with an initial random co-cluster S constituted by a single
protein (a row in step 3), and expands the co-cluster with new proteins until either a
preset of maximum number of iterations maxIter is reached, or the solution cannot
further be improved, i.e. the quality function Q(S) does not increase any more
because trapped into a local maximum (steps 8-11).
RANCoC is based on the concept of local search, thus it evolves S by adding
or removing rows from A (step 7) in order to maximize the quality function Q(S).
It is known that the main problem in applying local search methods is that the
search space presents many local optima and, consequently, the algorithm could get
trapped at local minima. The heuristics employed by RANCoC to overcome this
problem consists in removing from S, with a fixed probability p, a row at random,
even if the value of the quality function diminishes (step 13). This strategy is more
efficient in terms of computation than that applied in the methods Pizzuti and
Rombo [2007, 2008], that eliminated the row scoring the minimum decrease of Q(S),
and it is more efficacious in avoiding entrapments in local optimal solutions since it
allows the method to move from a solution to another possibly far one, and thus to
better explore the space of candidate solutions. At the end of the i-th internal loop,
the obtained co-cluster Si is added to S (step 16) and its rows/columns are removed
from A (steps 17-19), unless the user requires overlapping clusters. In such a case,
the number of clusters a protein can belong to cannot exceed its degree k, that is,
the number of other proteins it is connected with. In such a way a protein can be
reconsidered in the computation and assigned to multiple clusters, provided that its
contribution to the quality function is effective, i.e. it is the choice that produces
the best improvement. At this point a new random co-cluster is generated, and the
process is repeated until all the rows/columns have been assigned.
7.3 Results
We validated our approach by testing it on two different PPI networks, the bud-
ding yeast Saccharomyces cerevisiae network and the Homo sapiens (also referred
in the following as human) network. The two networks have been downloaded from
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Algorithm: RANCoC
Input: An adjacency matrix A; the maximum number of iterations maxIter;
a probability value p; overlapping allowed (true/false);
Output: a clustering S = {S1, . . . Sk} of the PPI network corresponding to A
1. repeat
2. set iter = 0, localMaximum = false
3. choose a row j of A at random and let Si = {j}
4. while iter ≤ maxIter and not localMaximum do
5. let 0 ≤ p ≤ 1 a random generated number
6. if p < p then
7. let Si the co-cluster obtained from Si after adding/removing
the row from Si that gives the best Q(Si) value
8. if Q(Si) > Q(Si) then
9. accept the move and update Q(Si)
10. else
11. set localMaximum = true
12. else
13. remove a row from Si at random
14. iter = iter +1
15. end while
16. S = S ∪ Si
17. if overlapping not allowed
18. delete from A the rows of Si
19. end if
20. until there are available rows
Figure 7.3: The algorithm RANCoC
the MINT database Ceol et al. [2010], that is one of the resources of the Interna-
tional Molecular interaction Exchange (IMEx) consortium of molecular interaction
databases IMEX [2012]. Since such databases provide reliability values associated
with the protein-protein interactions, depending on the nature of the techniques ex-
ploited to obtain such interactions, low reliable interactions have not been included
in the input PPI networks we considered (we chose a cutoff value equal to 0.1 for
the MINT confidence score). In particular, the yeast protein-protein interactions
data include 5,443 proteins and 36,251 interactions, while the human network has
6,716 nodes and 16,322 interactions.
All the experimental evaluations have been performed by running RANCoC
50 times on each network, and then considering the mean values of the validation
measures described below over the 50 executions. RANCoC needs two input pa-
rameters, p and maxIter. In particular, p represents the probability to remove a
row, and maxIter determines the maximum number of iterations allowed. We set
the former to 0.1, and the latter to 1, 000. It is worth to note that (i) a low value
of probability p is preferable to avoid the disruption of the greedy steps; (ii) the
number of maximum iterations has never been reached, in fact on average not more
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than 50 iterations were executed before reaching a local optimum.
7.3.1 Validation Measures
To assess the quality of the results, we considered both the biological relevance of the
returned clusters and the ability of the method to cover a significant portion of the
analyzed networks. To measure cluster biological significance, we referred at first to
the Gene Ontology (GO) Consortium Online DataBase Asburner et al. [2000]. For
each cluster, the GO annotations and the corresponding p-values, that evaluates the
probability that a given cluster occurs by chance, have been computed by exploiting
the software modules available at http://search.cpan.org/dist/GO-TermFinder/,
according to Arnau et al. [2005]. Such a tool attempts to determine whether an
observed level of annotation for a group of genes/proteins is significant within the
context of annotation for all genes/proteins of the genome, also providing suitable
correction factors for the obtained p-values. In our validation, we used all the three
vocabularies provided by the Gene Ontology database, that are, molecular function,
cellular component, and biological process.
In the following we provide a short description of all the measures we considered.
p-value. The p-value is a commonly used measure of the functional homogeneity of
a cluster. It gives the probability that a given set of proteins occurs by chance. In
particular, given a cluster of size n with m proteins sharing a particular biological
annotation, then the probability of observingm or more proteins that are annotated
with the same GO term out of those n proteins, according to the Hypergeometric
Distribution, is:
p-value =
n∑
i=m
(Mi )(
N−M
n−i )
(Nn )
,
where N is the number of proteins in the database with M of them known to have
that same annotation. Thus, the closer the p-value to zero, the more significant
the associated GO term. The biological significance of a group is settled by using a
cutoff value to distinguish significant from insignificant groups. If the p-value of a
cluster is above the cutoff that cluster is considered insignificant.
As observed by Ucar et al. [2006], it is interesting to have a global measure of an
obtained clustering, instead of the p-value of a single group. The following measure
is useful to this aim.
Clustering score. The clustering score of a clustering is defined as:
c-score = 1−
∑nS
i min(pi) + (nI × cutoff)
nI + nS
,
where min(pi) is the smallest p-value of the partition i, cutoff is the threshold im-
posed on the p-value to distinguish significant from insignificant groups, nS is the
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number of significant partitions, and nI is the number of insignificant partitions.
In our evaluations, we adopted a cutoff equal to 0.05, which is that commonly em-
ployed in the literature.
The meaning of clustering score is that of evaluating the clustering obtained
by an algorithm, by computing the probability that the output clusters of proteins
could occur by chance. The clustering score alone, however, could be misleading
since it does not take into account the percentage of proteins involved in a clustering.
Thus it could happen that a method has a high clustering score but only a small
portion of all the proteins contained in the PPI network have been grouped. To
measure how much a method is able to cover a considerable portion of the network
under analysis, during the clustering process, we introduce the coverage percentage.
Given a network of n nodes, let n′ be the number of proteins that a clustering
method did not assign to any of the returned clusters. Then, the coverage percentage
is given by2:
cp =
n− n′
n
.
High coverage is important since, as pointed out by Sharan et al. [2007], an ap-
proach to functional annotation of proteins is based on assigning the function that
is prevalent in a group of proteins, obtained by dividing the PPI network in dense,
possibly overlapping, clusters. A measure that takes into account both the biologi-
cal meaning of the clusters obtained and the coverage percentage can be defined as
follows.
Table 7.1: Structural properties for different values of r
r Species Number Maximum Size Coverage Percentage
0.5 yeast 358 (13.157) 781 (5.912) 0.957 (0.2001)
0.92 human 531 (6.985) 780 (4.148) 0.780 (0.004)
1.0 yeast 673 (8.293) 68 (11.580) 0.935 (0.001)
0.92 human 945 (8.959) 94 (15.447) 0.886 (0.006)
2.0 yeast 974 (8.318) 53 (0.700) 0.915 (0.002)
0.92 human 1, 171 (11.843) 45 (2.705) 0.709 (0.268)
3.0 yeast 1, 235 (8.753) 51 (1.033) 0.908 (0.001)
0.92 human 1, 480 (11.232) 39 (3.561) 0.541 (0.261)
4.0 yeast 1, 237 (9.350) 50 (0.707) 0.899 (0.214)
0.92 human 1, 493 (6.387) 33 (0.937) 0.512 (0.248)
2As will be further explained below, we do not consider the returned singletons as clusters in
our analysis.
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Normalized Clustering Score. The normalized clustering score for a given clustering
returned by a method applied on a PPI network is defined as:
nc-score = c-score× cp.
Since for both yeast and human the MIPS databases H. W. Mewes et al. [2002]
provide known protein complexes, it is possible to evaluate the effectiveness of a
method in detecting such known complexes by comparing the predicted clusters
with the true known complexes. To this end we employ the same validation mea-
sures used in Altaf-Ul-Amin et al. [2006]; Bader and Hogue [2003]; Li et al. [2008].
Such measures are described below.
Overlapping Score. The overlapping score between a predicted cluster Pc and a
known complex Kc is defined as:
OS(Pc,Kc) =
|VPc ∩ VKc |
2
|VPc | · |VKc |
,
where |VPc ∩ VKc | is the size of the intersection set of the predicted cluster and the
known complex, |VPc | is the size of the predicted cluster and |VKc | is the size of the
known complex.
A known complex and a predicted cluster are considered a match if their over-
lapping score is equal to or larger than a specific threshold σOS .
Other two important measures to estimate the performance of algorithms for
detecting protein complexes are sensitivity and specificity.
Sensitivity. Sensitivity is the fraction of the true-positive predictions out of all the
true predictions, defined as:
Sn =
TP
TP + FN
,
where TP (true positive) is the number of the predicted clusters matched by the
known complexes with OS(Pc,Kc) ≥ σOS , and FN (false negative) is the number
of the known complexes that are not matched by the predicted clusters.
Specificity. Specificity is the fraction of the true-positive predictions out of all the
positive predictions, defined by the following formula:
Sp =
TP
TP + FP
,
where FP (false positive) equals the total number of the predicted clusters minus
TP .
According to Li et al. [2008], a predicted cluster and a known complex are con-
sidered to be a match if OS(Pc,Kc) ≥ σOS .
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7.3.2 Analysis of the parameter r
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Figure 7.4: Number of matched complexes for different values of r, with σOS between 0.05
and 0.45, for: (a) yeast (b) human
As a first series of experiments, we studied how the algorithm behaves in terms
of both biological meaning and data coverage for different values of the parameter
r (see Section 7.2). In particular, we run RANCoC in the non-overlapping mode
on the yeast network at first with five different values of r: 0.5, 1.0, 2.0, 3.0 and
4.0, respectively. Note that, for values of r lower than 0.5, we obtained a clustering
made of a very large cluster (above 1,000 elements) and almost singletons. Such
results are not much meaningful for our analysis, and we thus suggest to exploit
values of r that are greater than 0.5. Table 7.1 illustrates the number and the
maximum size of the returned clusters, and the coverage percentage of RANCoC,
averaged over the 50 runs, for varying values of r. Also the standard deviation over
the 50 runs is shown within brackets.
As expected, the algorithm returns a greater number of clusters of smaller size
as r increases, while the coverage percentage decreases for greater values of r. This
behavior is explained by the fact that, when r has a low value, RANCoC is biased
towards less dense groups of proteins, thus a higher number of nodes can partici-
pate in a cluster. In particular, according to our experimental campaign, clusters
obtained for greater values of r are contained (except for one or two proteins) in
clusters obtained for lower values of r.
The low values for standard deviation scored over the 50 runs (from 0.001 to
15.447) confirm the stability of RANCoC.
In Table 7.2 the nc-score values obtained w.r.t. the three different GO vocab-
ularies (called process, component and function for short) are shown for both yeast
and human. For all the three vocabularies, the clusters returned for r = 1 are the
most biologically relevant, thus we set the value of r equal to 1 in the experimental
validations concerning GO annotations.
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Table 7.2: Normalized clustering score for different values of r
r Species Process Component Function
0.5 yeast 0.446 0.502 0.670
0.92 human 0.273 0.391 0.509
1.0 yeast 0.532 0.586 0.733
0.92 human 0.545 0.557 0.759
2.0 yeast 0.458 0.473 0.627
0.92 human 0.259 0.257 0.408
3.0 yeast 0.377 0.440 0.598
0.92 human 0.144 0.188 0.279
4.0 yeast 0.368 0.425 0.589
0.92 human 0.139 0.185 0.294
As a further set of evaluations, we computed also the overlapping score w.r.t.
known protein complexes downloaded from the MIPS database MIPSYeast [2006];
MIPSHuman [2006] for different values of the parameter r. These tests aimed at
understanding which is the optimal value of r in recognizing protein complexes. We
recall that, as already specified before, a known complex Kc and a predicted cluster
Pc are considered to be a match if their overlapping score OS(Pc,Kc) is equal to
or greater than a specific threshold σOS . Figures 7.4 (a)-(b) show the number
of matched complexes when the overlapping score is greater than σOS for both
yeast and human, respectively. The number of matched complexes is illustrated for
overlapping score threshold σOS varying from 0.05 to 0.45, and for values of r equal
to 0.5, 1, 2, 3, and 4. Differently from the previous tests, where r = 1 resulted to
guarantee the best results according to our purposes, looking around a reasonable
threshold value σOS = 0.2 Li et al. [2008], r = 3 seems to be the optimal value to be
set for protein complexes detection, thus we set r = 3 for the analysis we performed
on the MIPS complexes.
We finally note that we used the same values of r also when RANCoC is executed
in the overlapping case since, as already pointed out, increasing values of r bias
the method towards denser clusters, independently of the multiple appearing of a
protein in different clusters.
Table 7.3: The non-overlapping case for yeast and human
Method yeast human
Coverage Percentage Number of Clusters Max Size Coverage Percentage Number of Clusters Max Size
RANCoC 0.935 673 95 0.886 945 94
MCODE 0.399 102 167 0.079 61 128
RNSC 0.806 1, 324 52 0.810 2, 820 34
MCL 0.965 866 96 0.972 1, 251 132
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7.3.3 Comparisons with the other methods
We compared the results returned by our system with those of other methods,
in both the non-overlapping and the overlapping operating mode. For the non-
overlapping case, we considered MCODE Bader and Hogue [2003], RNSC King
et al. [2004] and MCL Enright et al. [2002]. For the overlapping case, we compared
our method with MCODE, CFinder Palla et al. [2005], DME Georgii et al. [2009]
and IPCA Li et al. [2008]. For all the considered techniques, we took into account
only clusters with size greater than or equal to two, by neglecting singletons in our
analysis. Furthermore, for each system we compared with, we set the corresponding
parameters by choosing, among those suggested by the authors, that configuration
corresponding to the best results for the considered method. We briefly recall the
main features of these methods in the following.
MCODE: Molecular COmplex DEtection Bader and Hogue [2003] is a method
that detects dense and connected regions by weighting nodes on the basis of their
local neighborhood density. MCODE performs three main steps. In the first step,
nodes are weighted. In the second step, the vertex with the highest weight is selected
as seed cluster, and neighborhoods nodes are included in the cluster if their weight
is above a fixed threshold. The neighbors of this node are recursively checked to
verify if they can be part of the complex. When no more nodes can be added to the
cluster, the process stops and it is repeated for the next-highest unexamined node.
Post-processing is finally optionally executed to filter proteins according to certain
connectivity criteria. The method can be exploited to extract both overlapping
and non-overlapping clusters. We run it, in both cases, with the best parameter
configuration reported by Brohe`e and van Helden [2006], that is 0 for the node score
percentage and 0.2 for complex fluffing.
RNSC: The Restricted Neighborhood Search Clustering Algorithm King et al.
[2004] searches for a low-cost clustering by first composing an initial random cluster-
ing, and then iteratively moving one node from one cluster to another in a random-
ized fashion to improve a specific cost function. The RNSC approach resembles our
approach, however, RNSC uses two different cost functions. The first one computes
the number of bad connections incident with a node. The second one measures the
size of the area that a node effects in the clustering. RNSC is able to detect only
non-overlapping clusters.
MCL: The Markov CLuster algorithm Enright et al. [2002] exploits algebraic
processes defined on stochastic matrices to manage alternate expantions and con-
tractions of flow simulations of the input graphs. The heuristics underlying such
an approach is the expectation that flow between dense regions, which are sparsely
connected, will evaporate. The input graph can be both weighted and directed.
The input parameters requested by both MCL and RNSC have been set by using
the best values obtained by Brohe`e and van Helden [2006].
CFinder: Palla et al. [2005] presented a method based on locating all cliques
(maximal complete subgraphs) of an input network and then identifying the clusters
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(called communities) by carrying out a standard component analysis of the clique-
clique overlap matrix. In particular, the algorithm first determines from the degree-
sequence the largest possible clique size in the input network. Then, starting with
such a clique size, CFinder repeatedly chooses a node, extracts every clique of such
a largest size containing that node, and deletes the node and its edges. When no
nodes are left, the clique size is decreased by one and the clique finding procedure
is restarted on the original graph. CFinder allows for overlapping clustering.
DME: Dense Module Enumeration Georgii et al. [2009] is the most recent
method of the considered approaches for extracting dense modules from a weighted
interaction network. It allows to incorporate constraints with respect to additional
data sources. DME detects all the node subsets that satisfy a user-defined min-
imum density threshold. The method returns only locally maximal solutions, i.e.
modules where all the direct supermodules (containing one additional node) do not
satisfy the minimum density threshold. The obtained modules are ranked according
to the probability that a random selection of the same number of nodes produces a
module with at least the same density.
IPCA: This method Li et al. [2008] is a variation of the method DPClus, previ-
ously proposed in Altaf-Ul-Amin et al. [2006], that searches for subgraph structures
having small diameters, i.e. small average vertex distance. Analogously to DP-
Clus, IPCA starts by assigning a weight to each vertex on the base of the number
of shared neighbors. Nodes are then ordered with respect to their weight, and
considered as seeds for cluster detection, by picking at first the highest weighted
vertices. Then a cluster is extended by recursively adding neighboring nodes that
satisfy a property of being strongly connected with the current cluster. The concept
of strong connection between a node v and a cluster S is defined as the ratio be-
tween the number of edges between the vertexes v and S, and the number of nodes
in S. If this ratio is above a threshold Tin, then the node is added to the cluster.
Non-overlapping case
We first analyze the non-overlapping case for both the yeast and the human net-
works. Table 7.3 shows the coverage percentage, the number of returned clusters
and the size of the greatest cluster for each of the compared methods. From such ta-
ble it is possible to see that MCL and RANCoC obtained the highest values for the
coverage percentage, and they returned comparable number of clusters with compa-
rable maximum size for both the yeast and the human networks. In Figure 7.5, both
the clustering score and the normalized clustering score for the three GO vocabular-
ies (process, component and function, for short) are graphically illustrated for the
four considered methods on the yeast and human datasets. Figures 7.5(a)-(b) show
that RANCoC is below MCODE for both process and component annotations
w.r.t. the clustering score on yeast, while MCL is slightly better for the function
annotations. The worst method in this evaluation is RNSC, which scored very low
values of clustering score almost on the process annotations. For the normalized
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Figure 7.5: Clustering Score and Normalized Clustering Score, in the non-overlapping case
for: (a-b) yeast; (c-d) human
clustering score, instead, on the yeast network RANCoC performed the best values
for both the process and component annotations, while it is outperformed by MCL
for the function annotations. Anyway, we can say that both RANCoC and MCL
returned significantly better results than the other two methods. As regards the
human network, as shown in Figures 7.5(c)-(d), RANCoC results are again below
MCODE for the clustering score, but RANCoC and MCL obtain a normalized
clustering score much higher than that obtained by MCODE and RNSC. In par-
ticular, the former is the best for both process and function annotations, while the
latter is the best for the component vocabulary.
Looking again at Table 7.3, we can argue why MCODE obtained very high
values for the clustering score but not for the normalized clustering score. Indeed,
this tool is more accurate but it is able to cover only a small portion of the input
network. Finally, as regards RNSC we observe that it returned many clusters
of small sizes, and this possibly caused the lower clustering score and normalized
clustering score w.r.t. the other three techniques.
We also point out that RANCoC was able to correctly separate groups of
proteins whose functions are known from the literature. For example, in the non-
overlapping mode, RANCoC found the well characterized group of proteins par-
ticipating to actin cytoskeleton organization and biogenesis, as discussed by Drees
et al. [2001]. MCODE, CFinder and RNSC failed in grouping together such pro-
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teins, or clustered them in groups scoring worse p-value than those obtained by
RANCoC.
Overlapping case
Table 7.4 shows the coverage percentage, the number of returned clusters and the
size of the greatest cluster for the five compared methods in the overlapping case.
For both the yeast and the human network, IPCA scores the highest value of
coverage percentage, although RANCoC is able to reach almost the same values
of this measure while returning a much smaller number of clusters than IPCA. We
also point out that the coverage percentages of the other methods for the human
network are very poor.
Table 7.4: The overlapping case for yeast and human
Method yeast human
Coverage Percentage Number of Clusters Max Size Coverage Percentage Number of Clusters Max Size
RANCoC 0.947 1, 945 157 0.890 1, 452 225
MCODE 0.804 134 903 0.160 95 175
CFinder 0.367 238 957 0.106 53 144
DME 0.420 2, 859 17 0.147 781 5
IPCA 0.983 3, 413 119 0.985 5, 292 75
Results of clustering score and normalized clustering score are shown in Figures
7.6(a)-(b) for yeast and in Figures 7.6(c)-(d) for human, respectively. All the com-
pared methods scored high values of clustering score on the yeast network, while
DME seems to be the less accurate on the human network for this measure. For
the normalized clustering score, RANCoC scored the best values on both the yeast
and human networks and for all the three GO vocabularies. In particular, on the
yeast network also MCODE performed well in terms of normalized clustering score,
and the behavior of all the methods is in general not bad for this network. On the
contrary, for the human network the resulting normalized clustering scores of all
the other methods are worse than those of RANCoC, in most cases also signif-
icantly. This confirms the robustness of our method in analyzing PPI networks
independently of how much characterized they are.
Discussion
We now consider a comparative analysis of all the considered methods. Figures
7.7(a)-(b) illustrate diagrams of the normalized clustering score for both the yeast
and the human PPI networks, for the three GO vocabularies. In such figures
RANCoC-OV andMCODE-OV denote the two methods in the overlapping mode.
For both yeast and human, RANCoC in the overlapping mode is the best one, fol-
lowed by MCODE in the overlapping mode on the yeast network and by MCL
on the human network. For yeast, RANCoC in both the working modes, MCL
and MCODE overlapping obtain values that are significatively better than the
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Figure 7.6: Clustering Score and Normalized Clustering Score, in the overlapping case for:
(a-b) yeast; (c-d) human.
other tools. For human, only the former three methods perform the best values of
clustering score, while MCODE has the worst performances on that network.
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Figure 7.7: Normalized clustering score of all the methods in both the non-overlapping
and the overlapping case for (a) the yeast PPI network (b) the human PPI network
We can conclude that our technique seems to be the best one guaranteeing both
high biological significance and network coverage, in both the non-overlapping and
the overlapping case, and it is robust since its performances are comparable on both
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the two analyzed networks.
7.3.4 MIPS complexes validation
We downloaded 975 known and curated complexes for yeast from MIPSYeast [2006]
and 1, 083 known and curated complexes for human from MIPSHuman [2006]. The
size of each complex can vary from 2 to about 200 proteins, although most of the
considered complexes are quite small, and the same protein can belong to different
complexes. According to the analysis illustrated in Section 7.3.2, in the following
evaluation, in order to compare the ability of RANCoC and the other approaches in
predicting known protein complexes, we set equal to 3 the parameter r of RANCoC
for both the non-overlapping and overlapping mode. Figures 7.8(a)-(d) show a
comparison among the different methods with respect to the number of matched
complexes for the values 0.05, 0.1, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45 of the
overlapping score threshold σOS . In particular, Figure 7.8(a) shows the number
of known complexes matched by RANCoC, RNSC, MCL and MCODE on the
yeast network. The figure points out that RANCoC predicts an higher number of
known complexes than the other techniques. Figure 7.8(b) shows the same results
for the human network. In such a case RANCoC and RNSC alternatively finds
the higher number of matched complexes. As regards the methods that obtain
overlapped modules, Figure 7.8(c) shows that DME and RANCoC predict almost
the same number of complexes, much higher than the other three methods on the
yeast network, while on the human network, Figure 7.8(d), RANCoC performs the
best. Note that such an analysis has meaning only in comparative terms, since the
reference MIPS complexes do not cover all the considered PPI networks and some
of the many predicted clusters that may be true complexes, could be regarded as
false positives (FP) if they do not match with the known complexes Li et al. [2008].
Figures 7.9(a)-(d) show the sensitivity and specificity of all the methods for
values of the overlapping score threshold σOS equal to 0.05, 0.1, 0.15, 0.20, 0.25,
0.30. The corresponding values of sensitivity and specificity are those reported in
the figures starting from right to left, and top to bottom. Figure 7.9(a) points
out that RANCoC obtains the higher values of both these two measures on the
yeast network. As regards the human network (Figure 7.9(b)) MCL obtains higher
values of Sn and Sp for σOS < 0.2, while the sensitivity of RANCoC is better for
σOS ≥ 0.2. Figure 7.9(c) and Figure 7.9(d) show that DME overcome the other
overlapping methods as regards the specificity, but the sensitivity of RANCoC-OV
is higher with respect to all the other methods.
However, we note that specificity is less meaningful than sensitivity in this kind
of analysis, since there could be lots of complexes that are not yet known and
annotated in the MIPS database.
In conclusion, this validation campaign showed that RANCoC can be also use-
fully exploited in order to recognize protein complexes in PPI networks.
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Figure 7.8: Number of matched complexes by the different methods in the non overlapping
mode for (a) yeast, (b) human, in the overlapping mode (c) yeast, (d) human.
7.3.5 Multi-functional proteins
We now mention some of the multi-facets proteins that RANCoC grouped with
other proteins in different clusters, each characterized by biological relevant mean-
ing. We refer to proteins discussed by Ucar et al. [2006] and to biological process
GO annotations.
As reported in Ucar et al. [2006], KAP95 is an essential protein with many func-
tionalities that is known to take part in nucleocytoplasmatic transport. RANCoC
grouped KAP95 with other 9 proteins (PBS2, ZDS1, YKL214C, NAP1, NUP1,
NUP60, PCT1, ULP1, NUP2) participating to this same biological process with
p-value 1.60 · 10−10. Furthermore, RANCoC found this protein in other clusters.
Among the most relevant clusters involving KAP95, we mention one containing 140
proteins participating in macromolecule metabolic process with p-value 5.16 · 10−26,
and another one containing proteins ATG16, VMA6, VPS5, PSE1, VPS17, SEC26,
TPO1, PEP12, RET3, PMC1, VPH1, CHS5, VMA2, VAC8, YMR010W, SEC7,
HXT1, FTH1, VPS35, DNF1, RET2, YBT1, ATP14, VMA1, GTR1, ATG27,
DOP1, SEC2, DRS2, HXT2, VPS29, SEC21, SEC27, SFT2, BZZ1, VMA13, COG3,
VMA8, MUP1, TVP15, GLO3, KAP95, VPS26, GTR2, HSP30, ATG19, AKR1,
CTR2, ARF1, MEH1, PDR12, HNM1, NUP1, VMA5, VMA7, MIA40, COT1,
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Figure 7.9: Comparison of sensitivity and specificity for the non overlapping methods for
(a) yeast, (b) human, and the overlapping methods for (c) yeast, (d) human. The values
of the overlapping score threshold σOS have been fixed to 0.05, 0.1, 0.15, 0.20, 0.25, 0.30.
FLC2, VPS68, YIP3 involved in transport and in establishment of localization with
p-value 2.54 · 10−19.
The hub protein LSM8 has been found by Ucar et al. [2006] with other 10 pro-
teins (LSM2, LSM3, LSM5, PRP3, PRP4, PRP6, PRP21, PRP31, SMB1, SPP381)
with biological process mRNA splicing and p-value 1.2 · 10−12. We found the same
protein in several groups, in particular, it participates with PUB1, LSM5, LSM3,
DHH1, DCP2, NOT4, KEM1, LSM4, LSM2, EDC3, POP2, PUF4, LSM7, LSM6,
NOT1, LSM1, NOT3, CCR4, NOT2 and NOT5 to the mRNA catabolic process with
p-value 1.32 · 10−39, and with PUB1, LSM5, LSM3, DHH1, NOT4, DCP2, CAF40,
KEM1, LSM4, LSM2, DCP1, EDC3, POP2, LSM7, PUF4, LSM6, NOT1, LSM1,
NOT3, NOT2, CCR4, NOT5 to the RNA catabolic process with p-value 1.05 ·10−41.
CKA1 is a protein involved in several cellular events. Ucar et al. located CKA1
in three different partitions. One is annotated with the biological process transcrip-
tion, DNA-dependent and p-value 2.3·10−19, the second one with protein amino acid
phosphorylation and p-value 1.2 ·10−05, the third group is annotated with organelle
organization and biogenesis and p-value 3.2 · 10−12. RANCoC found, among the
others, a group with p-value 4.40·10−25 and annotation cellular component organiza-
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tion and biogenesis, the group CEG1, CKA2, LEO1, SPT16, FKH1, CTR9, HTA1,
RTF1, CKA1, CDC73, CKB2, PAF1, CKB1, HTB1, POB3, CHD1 with p-value
2.98 · 10−12 and annotation regulation of transcription, DNA-dependent; the group
CKA1, CKB2, CKA2, CKB1 involved in regulation of transcription from RNA
polymerase III promoter with p-value 1.08 · 10−08 and other two groups involved
in response to DNA damage stimulus and regulation of nucleobase, nucleoside, nu-
cleotide and nucleic acid metabolic process with p-value 2.83 ·10−10 and 2.95 ·10−07,
respectively.
7.4 Conclusions
Overlapping and non-overlapping clustering of PPI networks are important analy-
sis methods that allows to uncover and understand the complex structure of inter-
connections among proteins. Non-overlapping clustering is usually exploited when
separating groups of proteins with different biological meaning is the main aim. On
the other hand, overlapping clustering allows to identify proteins involved in several
biological processes. The algorithm RANCoC supports both the possibilities and
an exploration of the network at different resolution levels. Indeed, the choice of
the parameter r allows for a suitable tradeoff between the coverage of the network
and the biological relevance of the output solution. An extensive experimental eval-
uation showed that our method outperforms other state of the art approaches in
finding a good compromise between accuracy and network coverage. Furthermore,
the behavior of RANCoC is not influenced by how much characterized (and/or
dense) is the input network. Finally, RANCoC showed to outperform the other
considered approaches in correctly predicting known and manually curated MIPS
complexes.
As future work, we plan to apply our approach to cluster also other types of
biological networks, e.g., metabolic networks. Furthermore, we think to test also
other strategies to avoid get trapped in local optima, such as for example tabu
search and simulated annealing.
122 Chapter 7
Chapter 8. Experimental Evaluation of Topological-based Fitness ... 123
Chapter 8
Experimental Evaluation of
Topological-based Fitness
Functions to Detect Complexes in
PPI Networks
Summary
The detection of groups of proteins sharing common biological features is an im-
portant research issue, intensively investigated in the last few years, because of the
insights it can give in understanding cell behavior. In this paper we present an
extensive experimental evaluation campaign aiming at exploring the capability of
Genetic Algorithms (GAs) to find clusters in protein-protein interaction networks,
when different topological-based fitness functions are employed. A complete ex-
perimentation on the yeast network, along with a comparative evaluation of the
effectiveness in detecting true complexes on the yeast and human networks, re-
veals GAs as a feasible and competitive computational technique to cope with this
problem.1
1This work has been published as: Clara Pizzuti, Simona E. Rombo Experimental Evalua-
tion of Topological-based Fitness Functions to Detect Complexes in PPI Networks, Proc. of the
Genetic and Evolutionary Computation Conference GECCO’12, pp. 193-200, July 7-11, 2012,
Philadelphia, Pennsylvania, USA.
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8.1 Introduction
The molecular characterization of cellular activity is a challenging issue, thus, in
the last few years, an increasing number of scientists, such as biologists, computer
scientists and mathematicians, have been working to model and analyze biological
processes. The most common assumption in this context is understanding the cell as
a complex and dynamic system of interacting components, that cannot be analyzed
independently von Mering et al. [2002]. In particular, the discovery and study of
interactions between proteins is receiving great attention, also due to both high-
throughput (e.g., yeast two-hybrid and coimmunoprecipitation) and computational
techniques Ito et al. [2001]; Krogan et al. [2006] exploited to obtain a large amount
of available interactions.
A powerful way of modeling the whole set of protein-protein interactions of a
given organism is the protein-protein interaction (PPI) network. A PPI network is
an undirect graph where nodes represent proteins and each edge is associated with
a physical interaction (actual or predicted) between two proteins.
PPI networks can also be viewed as sets of interacting complexes, i.e. groups
of physically or functionally related proteins joining together to accomplish distinct
functions Baraba´si and Oltvai [2004]. Thus, proteins can be grouped in clusters
such that the proteins in the same cluster share common biological features, such
as participating in the same processes, having similar functions, belonging to the
same cellular compart. The detection of such clusters provides important knowledge
about biological processes, giving a valuable help in understanding the behavior of
the cell. This pushed for the proposal of several clustering techniques applied to PPI
networks, most of which can be broadly categorized as distance-based and graph-
based ones Lin et al. [2006]. Distance-based clustering approaches apply traditional
clustering techniques, such as hierarchical clustering, by employing the concept of
distance between two proteins (e.g., Blatt et al. [1996]; Arnau et al. [2005]; Pei and
Zhang [2005]). Graph-based clustering techniques consider instead the topology of
the PPI network under analysis (e.g., Spirin and Mirny [2003]; Palla et al. [2005];
Adamcsek et al. [2006]; Cho et al. [2007]; Pizzuti and Rombo [2012b]; Georgii et al.
[2009]).
The clustering techniques proposed in the literature are based on various strate-
gies, for example searching for sub-graphs having maximum density Palla et al.
[2005]; Adamcsek et al. [2006]; Georgii et al. [2009], partitioning the graph by opti-
mizing a cost function Spirin and Mirny [2003], exploiting the concept of flow sim-
ulation Cho et al. [2007] or co-clustering approaches Pizzuti and Rombo [2012b].
However, at the best of our knowledge, very few evolutionary techniques have been
applied to cluster PPI networks. In particular, in Liu and Liu [2006] the authors
proposed an algorithm based on evolutionary computation for enumerating max-
imal cliques and apply it to the yeast genomic data. This approach uses chaotic
variables to initialize the population of individuals and adds chaotic disturbance in
the fitness computation. The method needs to set some threshold values that bias it
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in the search for an optimal solution, but how to set these thresholds is neither dis-
cussed nor investigated. More recently, an immune genetic algorithm to find dense
subgraphs based on efficient vaccination method, variable-length antibody schema
definition and new local and global mutations has been proposed in Ravaee et al.
[2010] and applied to clustering protein-protein interaction networks.
In this paper, we present an extensive experimental evaluation campaign aiming
at exploring the capability of Genetic Algorithms (GAs) to find clusters in PPI
networks, when different topological-based fitness functions are employed. The rep-
resentation of individuals we adopted is the graph-based adjacency representation,
originally proposed in Park and Song [1989], and particularly apt for the detection
of dense groups of nodes in networks Pizzuti [2008]. A complete experimentation on
the Saccaromycaes Cerevisiae (yeast) PPI network has been performed, and a com-
parative evaluation of their effectiveness in detecting complexes is reported by using
various evaluation metrics, currently adopted to assess computational methods for
complex detection. In particular, the clusters predicted by the genetic algorithm us-
ing each fitness function are compared with the true known complexes stored in the
MIPS databases H. W. Mewes et al. [2002], according to some validation measures
widely exploited in the literature Altaf-Ul-Amin et al. [2006]; Bader and Hogue
[2003]; Li et al. [2008]. Furthermore, a comparison with the well known MCODE
method Bader and Hogue [2003] to detect protein complexes has been performed.
The analysis shows that evolutionary computational methods can constitute a valid
alternative to state of the art approaches.
The paper is organized as follows. The next section formalizes the problem of
complex detection, introduces the fitness functions that will be used, and briefly
describes the adopted genetic operators. Section 8.3 describes the evaluation mea-
sures used for comparison. In Section 8.4 the results of the experiments are reported.
Finally, Section 8.5 concludes the paper and suggests future developments.
8.2 Methods
A PPI network N can be modeled as an undirected graph G = (V,E) where V
is a set of n =| V | nodes, each corresponding to a specific protein, and E is a
set of m =| E | undirected edges corresponding to the pairwise interactions. The
problem of clustering PPI networks may be interpreted as that of finding dense
regions, that is, finding sub-graphs of the graph G associated with N having high
density of edges within them, and lower density of edges between groups. This
definition of clustering is rather intuitive and vague, thus several criteria have been
introduced in order to understand at the best its intrinsic meaning, and heuristics
to optimize them have been proposed. However, different criteria can generate
different groupings of nodes, thus it is difficult to choose what is deemed the best.
Recently, Leskovec et al. [2010] observed that the concept of good cluster relies
on two criteria. The first is the number of edges between the members of the
cluster, the second is the number of edges between the members of the cluster and
126 Chapter 8
the rest of the network. Thus they group quality indices in two categories: multi-
criterion scores, that combine both criteria, and single criterion scores, that are
based on only one criterion. The authors used these criteria to compare a range
of community detection methods. In the following we propose to use these quality
indices as fitness functions with the aim of detecting complexes in PPI networks,
and to perform an experimental evaluation of the obtained results by comparing
the complex predicted by using these measures with respect to the true complexes.
In the following the definition of these measures is first reported, then the adopted
genetic representation and variation operators are described.
8.2.1 Fitness Functions
Let G = (V,E) be the graph modeling a PPI network, S be a cluster of nodes
having ns nodes and ms edges, and cs = {(u, v) | u ∈ S, v /∈ S} be the number of
edges on the boundary of S. Let {S1, . . . , Sk} be a partition of G in k clusters. The
following metrics, reported from Leskovec et al. [2010], that catch the concept of
quality of a clustering, are defined.
Conductance: Co =
∑k
s=1
cs
2ms+cs
measures the fraction of edges pointing
outside the clustering.
Expansion: Ex =
∑k
s=1
cs
ns
measures the number of edges per nodes that point
outside the clustering.
Cut Ratio: CR =
∑k
s=1
cs
ns(n−ns)
measures the fraction of all possible edges
leaving the clustering.
Normalized Cut: NC =
∑k
s=1
cs
2ms+cs
+ cs2(m−ms)+cs measures the fraction of
total edge connections to all the nodes in the graph.
The lower the values of these scores, the better the quality of the clustering
obtained. All the above measures are considered multi-criterion scores since they
take into account both the edges inside a cluster and those crossing between groups.
A single criterion score is the well known concept of modularity introduced by
Newman and Girvan [2004].
Modularity: Q =
∑k
s=1[
2ms
m − (
ds
2m )
2] measures the expected number of edges
between the nodes of a cluster S in a random graph with the same degree sequence,
where ds is the sum of degrees of the nodes of s.
Thus the first term of each summand is the fraction of edges inside a cluster,
and the second one is the expected value of the fraction of edges that would be in
the network if edges fall at random without regard to the cluster structure. Values
approaching 1 indicate high quality clustering. However, it has been proved Fortu-
nato and Barthe´lemy [2007] that the optimization of modularity has a topological
resolution limit that depends on both the total size of the network and the intercon-
nections of groups. This implies that small, tightly connected clusters could not be
found. This limit implies the drawback that, searching for partitioning of maximum
modularity, may lead to solutions in which important structures at small scales are
not discovered. To overcome this problem, Granell et al. [2012] introduced a resolu-
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tion control parameter γ in the modularity formulation, QR =
∑k
s=1[
2ms
m −γ(
ds
2m )
2].
When γ = 1 the original formulation is obtained and, for increasing values of γ,
smaller groups of nodes can be found.
8.2.2 Genetic representation and operators
The genetic algorithm uses locus-based adjacency representation proposed in Park
and Song [1989]. In this graph-based representation an individual of the population
consists of n genes g1, . . . , gn and each gene can assume allele values j in the range
{1, . . . , n}. Genes and alleles represent nodes of the graph G = (V,E) modelling a
PPI network, and a value j assigned to the ith gene is interpreted as a link between
the proteins i and j. This means that in the clustering solution found i and j will
be in the same cluster. The initialization process assigns to each node i one of its
neighbors j. This guarantees a division of the network in connected groups of nodes.
The kind of adopted crossover operator is uniform crossover. Given two parents, a
random binary vector is created. Uniform crossover then selects those genes where
the vector is a 0 from the first parent, and those genes where the vector is a 1
from the second parent, and combines genes to generate the child. The mutation
operator, analogously to the initialization process, randomly assigns to each node i
one of its neighbors.
8.3 Evaluation Measures
Available interaction data stored in public databases are not always reliable, since
they are often obtained by prediction and computational techniques. MIPS databases
H. W. Mewes et al. [2002] provide a collection of manually curated high-quality PPI
data, collected from the scientific literature by expert curators. Only data from in-
dividually performed experiments are included, since they usually provide the most
reliable evidence for physical interactions. By considering curated protein com-
plexes stored in MIPS databases H. W. Mewes et al. [2002], the effectiveness of
a method in detecting such known complexes can be evaluated by comparing the
predicted clusters with the true known complexes.
In the following we describe some validation measures widely exploited in the
literature Altaf-Ul-Amin et al. [2006]; Bader and Hogue [2003]; Li et al. [2008] that
will be used for the comparative analysis presented in this work. For the generic
predicted cluster Pi and the generic known complex Kj , let | Pi | and | Kj | be
their sizes, respectively. Furthermore, let | Pi ∩Kj | be the size of the intersection
set of the predicted cluster and the known complex. To evaluate how a predicted
cluster Pi matches a known complex Kj, the overlapping score between Pi and Kj
is defined as OS(Pi,Kj) =
|Pi∩Kj|
2
|Pi|·|Kj|
.
A known complex and a predicted cluster are considered a match Li et al. [2008]
if OS(Pi,Kj) ≥ σOS , i.e. their overlapping score is equal to or larger than a specific
threshold σOS . To estimate the performance of algorithms for detecting protein
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complexes w.r.t. the overlapping score, the notions of sensitivity and specificity,
commonly used in information retrieval and machine learning (also known as recall
and precision), as well as a cumulative measure called f-measure are introduced.
Sensitivity: Sn =
TP
TP+FN is the fraction of the true-positive predictions out
of all the true predictions, where TP (true positive) is the number of the predicted
clusters matched by the known complexes with OS(Pi,Kj) ≥ σOS , and FN (false
negative) is the number of the known complexes that are not matched by the pre-
dicted clusters.
Specificity: Sp =
TP
TP+FP is the fraction of the true-positive predictions out of
all the positive predictions, where FP (false positive) equals the total number of
the predicted clusters minus TP .
F-measure: Fm =
2·Sn·Sp
Sn+Sp
is a measure that summarizes sensitivity and speci-
ficity. High values of f-measure means that both sensitivity and specificity are
sufficiently high.
Table 8.1: Results with the various fitness functions on the DIP network.
Fitness Co Ex CR NC Q QR
# predicted complexes 221.8 (15.2) 242.2 (13.4) 242.4 (11.9) 215.6 (15.7) 329.8(11.8) 360.4 (13.6)
# matched complexes 116.9 (6.5) 112.6 (9.1) 130.7 (3.4) 114.3 (4.9) 167.7 (5.5) 177.6 (5.03)
8.4 Experimental Results
In this section we present the results of an extensive experimentation of the genetic
algorithm to evaluate prediction capability when different topological measures,
described above, are used as fitness functions. It is known that setting parameter
values is a challenging research problem in evolutionary algorithms Eiben et al.
[1999]. Though recently Smit and Eiben [2010] found that good parameter values
can be obtained for a set of problems, general tuning allowing for good performance
on a wide range of problems raises specific difficulties. In particular, there are
no studies regarding the application domain of PPI networks. Thus a complete
experimental campaign has been performed by running the genetic algorithm for
all combinations of values of crossover fraction and mutation rate, ranging from
0.2 to 1, with an increment step of 0.2. Furthermore we set elite reproduction
10% of the population size, roulette selection function, population size 50, and
number of generations 50. For all the experiments, the statistical significance of
the obtained results has been checked by performing a t-test at the 5% significance
level. The p-values returned are very small, thus the significance level is very
high since the probability that a complex could be obtained by chance is very
low. The implementation has been written in MATLAB 4.3 R2010a, using Genetic
Algorithms and Direct Search Toolbox 2. We run the GA method on a publicly
available benchmark, namely the Database of Interacting Proteins, DIP, consisting
of 17,203 interactions among 4,930 proteins. In order to evaluate the predicted
complexes, a benchmark set of 428 gold standard complexes coming from different
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Figure 8.1: Sensitivity values for different values of crossover and mutation rate, with
σOS ≥ 1, for: (a) modularity (b) modularity with γ=3, (c) expansion, (d) conductance,
(e) Normalized Cut, (f) CutRatio.
sources, such as MIPS and SGD database based on Gene Ontology annotations,
have been used. Both the network and the true complexes have been provided by
Li et al. [2010].
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Expansion: Specificity values obtained with OS ≥ 1.
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Figure 8.2: Specificity values for different values of crossover and mutation rate, with
σOS ≥ 1, for: (a) modularity (b) modularity with γ=3, (c) expansion, (d) conductance,
(e) Normalized Cut, (f) CutRatio.
Figure 8.1, Figure 8.2, and Figure 8.3 show the sensitivity, specificity, and f-
measure values obtained for all the fitness functions, when crossover fraction and
mutation rate vary in the range of values [0.2, 0.4, 0.6, 0.8, 1]. The first observation
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Figure 8.3: Fmeasure values for different values of crossover and mutation rate, with
σOS ≥ 1, for: (a) modularity (b) modularity with γ=3, (c) expansion, (d) conductance,
(e) Normalized Cut, (f) CutRatio.
that can be done is that the values computed by using the evaluation measures
do not show a high variation at the varying of crossover and mutation values, the
differences being of the order of at most one decimal digit. For example, in Figure
132 Chapter 8
8.1(a) the highest value of sensitivity is 0.393, obtained with mutation rate and
crossover fraction both equal to 0.4, while the lowest value is 0.35 when mutation
rate is 1 and crossover fraction is 0.6, differing only of 0.04 with respect to the second
decimal digit. Thus the genetic approach seems to be rather stable as regards
the choice of the parameter values that could give improved performance on the
yeast network. The best value of sensitivity is obtained when the fitness function
is modularity with resolution parameter γ = 3, mutation rate 0.2, and crossover
fraction 0.8 (see Figure 8.1(b)). Actually, the differences with modularity are not
very high, but the resolution parameter allows to partition the network in a larger
number of smaller clusters. This can be seen in Table 8.1, where the number of
complexes predicted by using each fitness function is shown, together with the
number of predicted complexes that match at least a true complex. From the
table it can be observed that, when the fitness function is QR, the number of both
predicted clusters and matched complexes are the highest with respect to the other
measures. However, looking at Figure 8.2, modularity is not the best performing
measure. In fact, in such a case, all the other fitness functions obtain higher values
of specificity. This means that modularity partitions the network such that the
fraction of proteins correctly predicted is higher than the other scores. On the
other hand, higher values of specificity, means lower number of false positive, that
is in the same cluster the fraction of proteins effectively belonging to that cluster is
higher. However, since maximizing both scores is often difficult, a tradeoff between
the two, i.e. the f-measure, allows to choose a model with good values of both
sensitivity and specificity. To this end, Figure 8.3 shows that modularity obtains
the best values of f-measure.
Another important consideration about the results we obtained is that the num-
ber of predicted clusters is lower than the number of true complexes. This means
that the genetic approach, endowed with the topological measures previously de-
scribed, finds clusters of larger size that could include some true complex. Consid-
ering that the benchmark set of 428 gold standard complexes do not cover all the
proteins of the DIP network, thus many proteins are not assigned to any group, the
detection of clusters of larger size, including a true complex, could be exploited for
functional annotation of proteins. In fact, as pointed out by Sharan et al. [2007],
an approach to functional annotation of proteins is based on assigning the func-
tion that is prevalent in a group of proteins, obtained by dividing the PPI network
in dense clusters. Figure 8.4 shows an example of a cluster predicted constituted
by 7 proteins, namely YAL003W, YBR118W, YKL081W, YPL048W, YCR042C,
YHL034C, YPL226W, that contains true MIPS complex composed by the first four
proteins. It is interesting to note that the protein YPL226W is not assigned in
the benchmark set of true complexes, though it is connected with the proteins
YKL081W and YDR142C. Because of the above observations, YPL226W could be
annotated with the same function of the 4-proteins MIPS complex.
Finally, we compare the GA approach, when modularity is used as fitness func-
tion, with one of the most known clustering technique proposed in the literature for
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Table 8.2: Comparative performance between the GA approach with modularity as fitness
function, and MCODE, both non overlapping and overlapping (MCODE-OV) on the
Human network.
Algorithms MCODE MCODE-OV GA
Specificity 0.252 0.306 0.153
Sensitivity 0.141 0.176 0.461
F-measure 0.181 0.224 0.23
PPI networks, i.e. the algorithm MCODE Bader and Hogue [2003]. This method
allows to detect also overlapping clusters, i.e. a protein can belong to more than
one cluster, thus we report the results for both the versions of MCODE. For such
a comparison, we used a different PPI network that is, the Homo Sapiens (human)
network by setting mutation rate to 0.2, crossover fraction to 0.4, and by choosing
the modularity as fitness function. The choice of another network has been done
to test the performance of the better parameter values obtained by the previous
experimentation on the yeast network. The human network, consisting of 6,716
nodes and 16,322 interactions, has been downloaded from the MINT database Ceol
et al. [2010], while the benchmark set of 1, 083 known and curated complexes for
human has been taken from MIPSHuman [2006]. Table 8.2 points out that the
genetic approach is comparable with MCODE. In fact, it obtains higher values
of sensitivity and f-measure, while specificity is lower than both non-overlapping
MCODE and overlapping MCODE (denoted as MCODE-OV).
Figure 8.4: An example of predicted cluster containing the true MIPS complex YAL003W,
YBR118W, YKL081W, YPL048W (red nodes).
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8.5 Conclusions
This paper presented an extensive experimentation by using Genetic Algorithms en-
dowed with six topological-based fitness functions, for the detection of dense groups
of proteins in PPI networks. The results showed that this computational method
is a viable choice to obtain significative solutions. It is worth to point out that a
main drawback of the proposed approach is that a protein can be assigned to only
one cluster. However, many proteins present the characteristic of being connected
to a high number of other proteins, thus often participating in multiple biological
processes and performing different functions. The incapability of detecting over-
lapping clusters is due to the genetic representation, that does not allow a node
to be connected to more than one other node. Future work aims at extending the
graph-based representation to allow for the detection of overlapping clusters, such
that a protein can belong to several clusters, and to compare the approach with
other state of the art clustering methods.
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Summary
This thesis presents the application of evolutionary computation techniques to solve
the problem of community detection in complex networks, with particular emphasis
on biological networks. In the first part of the thesis genetic algorithms are shown
to have the capability of successfully solving the problem of community detection by
adopting the locus-based representation of chromosome, proposed by Park and Song
[1989] for data clustering problems. This kind of representation has been adapted
for networks and proved to work very well for the task of graph partitioning. It has
the main advantage, with respect to other representations, of automatically deter-
mining the number of communities, thus it not necessary to know in advance the
exact number of groups. The approach described in Chapter 2 has been refined with
the use of multiobjective optimization in Chapter 3. The new algorithm MOGA-
Net optimizes two objective functions able to identify densely connected groups of
nodes having sparse inter-connections. The method generates a set of network di-
visions at different hierarchical levels in which solutions at deeper levels, consisting
of a higher number of modules, are contained in solutions having a lower number
of communities. The genetic approach has been extended in Chapter 4 to discover
evolving communities in dynamic networks. In particular, the detection of commu-
nities that evolve along time has been formulated as a multi-objective optimization
problem, where the first objective is the maximization of the snapshot quality, that
measures how well the clustering found represents the data at the current time, and
the second objective is the minimization of the temporal cost, that measures the
distance between two clusterings at consecutive time steps. In Chapter 5 another
extension to find overlapping communities has been proposed. The method uses
the community score to measure the quality of the division in communities of a net-
work, and tries to optimize this quantity by running the genetic algorithm on the
line graph L(G) of the graph G modeling the network. L(G) represents the adja-
cency between the edges of G, thus it takes into account not only the links between
a node and its direct connected neighbors, but also the higher-order interactions.
A main advantage in using the line graph is that the partitioning of L(G) obtained
by the method corresponds to an overlapping graph division of G. In the second
part, the approaches described are applied to protein-protein interaction (PPI) net-
works. In particular, Chapter 6 presents an overview of state-of-the-art clustering
methods for complex detection in PPI networks, by introducing a classification cri-
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terion of existing methods. It focuses on methods that use only the topology of
the graph for detecting clusters, and do not employ similarity measures between
proteins as described by vectors of features. Chapter 7 proposes a technique based
on a co-clustering approach to search for, possibly overlapping, dense clusters in
PPI networks (Pizzuti and Rombo [2012b]). Finally, Chapter 8 presents an exten-
sive experimental evaluation campaign aiming at exploring the capability of genetic
algorithms to find clusters in PPI networks, when different topological-based fitness
functions are employed.
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Dit proefschrift beschrijft de toepassing van evolutionaire algoritmen voor het de-
tecteren van “communities” in complexe (biologische) netwerken. Het eerste deel
van het proefschrift laat zien dat genetische algoritmen uitermate geschikt zijn om
dergelijke onderling sterk verbonden groepen knopen te herkennen. Specifiek is
een genetisch algoritme, voorgesteld door Park and Song [1989] voor het cluste-
ren van data, aangepast voor het partitioneren van grafen om zo niet-overlappende
communities te extraheren. Groot voordeel van deze methode is dat het aantal com-
munities automatisch bepaald kan worden en dus niet vantevoren gekozen hoeft te
worden. Hoofdstuk 3 beschrijft het algoritme MOGA-Net, een verfijning van de
aanpak beschreven in hoofdstuk 2. MOGA-Net maakt gebruik van multi-objective
optimalisatie om twee functies tegelijkertijd te optimaliseren. Hiermee kunnen groe-
pen met knopen worden ge¨ıdentificeerd die zowel sterk intern verbonden zijn als ook
nauwelijks met andere groepen. De methode genereert een hie¨rarchie van commu-
nities, varie¨rend van veel kleine communities op een lager niveau die opgaan in een
kleiner aantal grotere communities op een hoger niveau. Het genetische algoritme
is uitgebreid in hoofdstuk 4 om veranderende communities in dynamische netwer-
ken te ontdekken. Ook hier wordt het detecteren van communities geformuleerd in
termen van een multi-objective optimalisatieprobleem, met als eerste doelstelling
het maximaliseren van de kwaliteit van de clustering op elk tijdstip en als tweede
doelstelling het minimaliseren van het verschil tussen clusterings op opeenvolgende
tijdstippen. Hoofdstuk 5 stelt een andere uitbreiding voor om overlappende com-
munities te kunnen detecteren. Deze uitbreiding maakt gebruik van de zogenaamde
lijngraaf: een graaf die als knopen de kanten van de originele graaf heeft, met een
verbinding tussen de knopen in de lijngraaf als de corresponderende kanten in de
originele graaf een knoop delen. Het eerder beschreven genetische algoritme kan nu
worden ingezet om niet-overlappende communities in de lijngraaf te vinden, welke
dan overeenkomen met overlappende communities in de originele graaf.
In het tweede deel worden de beschreven methoden toegepast op netwerken van
eiwit-eiwit interacties (PPI netwerken). Hoofdstuk 6 geeft een overzicht en classi-
ficatie van state-of-the-art clustering methoden voor het detecteren van eiwitcom-
plexen in PPI netwerken. Dit hoofdstuk beperkt zich tot methoden die alleen de
topologie van de graaf gebruiken voor het detecteren van clusters. Hoofdstuk 7 stelt
een nieuwe methode voor die gebruik maakt van co-clustering om eventueel over-
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lappende, communities in PPI netwerken te vinden (Pizzuti and Rombo [2012b]).
Hoofdstuk 8 tenslotte presenteert een uitgebreide experimentele studie naar het nut
van verschillende optimalisatiecriteria voor het detecteren van eiwitcomplexen in
PPI netwerken m.b.v. genetische algoritmen.
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