A multitude of interaction networks exist between different molecular entities within the intracellular milieu. By representing these interactions as a Boolean network, cell fate can be correlated to singleton attractors, and used to shortlist genes implicated in disease pathology. Detection of these singleton attractors is an NP-hard problem. We report here a sequential subgraph (SSG) algorithm that identifies all singleton attractors of a biological network and reduces the number of computations to do so by several orders of magnitude compared with explicit enumeration (EE) while retaining accuracies. The SSG algorithm deconstructs the biological network into subgraphs of sizes equal to their in-degrees. For each subgraph, the states constituting singleton attractors are computed separately and then stitched together according to a computed sequence to obtain the complete set. We applied this algorithm to determine the attractors of the γ -secretase network consisting of 146 vertices and 193 edges, a near impossible task by EE. For this network, we also simulated the effect of gain of function of PSEN1 observed in Alzheimer's patients, and compared the differences in the 550 attractors with those obtained for normal PSEN1 activity. The proteins exhibiting differential activity were segregated and categorized into apoptosis, Ca 2+ signalling, amyloidosis, Notch signalling, oxidative stress, MAPK cascade, cell cycle and proliferation clusters. By segregating proteins in this manner from the attractor states, it was possible to elucidate the metabolic impact of PSEN1 mutation in Alzheimer's disease.
Introduction
Cellular functions that symbolize life emerge from numerous, diverse molecules and the combinatorial divergence of interactions that occur within a cell. Signalling molecules carry information from the environment into the cell triggering genes that are transcribed to proteins, which in turn perform cellular functions. However, this seemingly simple flow of information is regulated by complex genetic circuitry and their interactions with each other. Reactions carried out by proteins constituting the metabolic pathways are controlled by the logic built into genetic circuitry that has been fine-tuned by evolution to 2 of 11
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give specific responses to the stimuli received from signalling molecules. The exchange and processing of information between biomolecular species within a cell forms a complex network whose behaviour needs to be understood in the context of how diseases occur. A procedure, often followed to understand the behaviour of biological networks, has been to depict interactions pictorially as a wiring diagram, and then construct a model to study its outcomes [1, 2] .
Many different types of models, including statistical and ordinary differential equation models, have been used to represent dynamics of cellular components quantitatively. Unfortunately, there is a dearth of the kind of experimental data needed for calculating parameters of these models. For example, microarray data gives the transcription level of thousands of genes in cell and tissue cultures but is not well suited for describing dynamics. However, microarray data can be naturally described in discrete time as a Boolean network, where gene expression is quantized as 1 (expressed) or 0 (unexpressed) [3, 4] .
Gene and protein networks, represented as biological Boolean networks (BBNs), can be employed to perform theoretical analyses and to characterize the state of the network in terms of outcomes resulting from its regulation [5] [6] [7] [8] [9] . The state of the network at any instant is the union of all the states of its regulating genes. The regulatory connections (activation or inhibition) and inputs alter the state of the genes and consequently that of BBNs. Over a period, the states reach a stable configuration called singleton attractors, which correspond to cellular events such as growth, differentiation and apoptosis. Singleton attractors represent permanent changes in cellular behaviour that can be used to determine underlying reasons for the cause of a disease. On the other hand, non-singleton attractors represent periodic events and the transient states of a network [10, 11] . Hence, in the context of disease manifestation, identification of singleton attractors has more biological relevance. For networks possessing N vertices, there are 2 N possible states. Hence, the enumeration of these states to determine the attractors becomes computationally infeasible as N increases and it falls within the class of NP-hard problems [12, 13] .
We asked if BBNs possessed a feature that could be exploited to reduce the computational complexity needed to determine its attractors. We then examined many published BBNs and proteinprotein interaction networks and observed that the average in-degree (k i ) of vertices of BBNs was small (Supplementary material, Table S1 ). Consequently, the computational steps associated with the subgraph of each vertex depended onk i and not on N. Pivoting on this observation, we developed an algorithm that deconstructs the network into subgraphs for each vertex, orders these in a sequence, calculates vertex-specific attractors and stitches them together to determine the set of global attractors of the network. This sequential subgraph (SSG) algorithm, as we call it, can identify all the attractors of a Boolean network in computational steps orders of magnitude fewer compared with a method that determines attractors by explicitly enumerating all the states. The algorithm effectively reduces the redundant search space and hence decreases the computation time drastically. Since the analysis of the large number of attractors that arise in BBNs possessing more than 50 vertices becomes unwieldy, we segregated the proteins graphically along the poles of a diamond-shaped plot (Supplementary material, Text S1). The proteins occurring near the poles were grouped according to metabolism and their role in the progression of disease was examined.
Methods

Definitions and notations
A gene regulatory network is described as a signed directed graph G = (V , E, α). The vertex v i ∈ V of G represents the ith gene (or protein); the edge e ij ∈ E is a directed connection from the jth to the ith vertex that represents the interaction between them. The sign of the edge e ij is α ij , which indicates activation (+1) and inhibition (−1) of the jth on the ith gene (or protein); the absence of an edge is indicated with a zero value. At any time t, the state of a vertex is either ON (1) or OFF (0) depending on the Boolean function f i that operates on the vertex. In gene networks, these functions describe the regulatory rules that govern information processing at these vertices. Thus, the network can be described by a set of scalar equations given as follows:
where k i is the in-degree of vertex v i and its state at time (t + 1) depends on inputs received directly from the neighbouring k i in-vertices at time t. The in-vertices at v i are denoted as v i,j . The maximum in-degree for the network is defined as k i,max = max i {k} which occurs for the vertex i. The outcome for v i (t + 1) is obtained from
For this problem, we define the function f i as follows:
A synchronous update was carried out to determine the (t + 1) state of the vertices. The algorithm developed in this work, determines only the singleton attractors.
Generation of subgraphs
The 
Generation of random and BBNs
The random Boolean networks (RBNs) were created by specifying the number of vertices and the indegree k. A thousand different random networks were created of sizes 5, 10, 15, 20, 25 and 30, with indegree k i = 1,2,3,4. The nature of the regulatory connections (α ij ) between vertices of the network was randomly assigned. For constructing the BBNs from published literature, the networks were converted into adjacency matrices and used as input graphs for analysis by the explicit enumeration (EE) and the SSG algorithms. The programmes were coded in MATLAB R2010a (The MathWorks) and run on identical machines having a 2.68 GHz CPU and 1 GB RAM. 
Theoretical analysis
The algorithm presented in this work was developed to address the problem of large computation time required to determine attractors in BBNs. A Boolean network of size N requires 2 N computation steps to determine all the attractors by the EE algorithm, which is essentially performs an exhaustive search, where a state is picked at random and checked to see whether it is an attractor. Therefore, as N increases, the computation may become significant. Our algorithm divides the computation into N−steps, where the attractors for subgraphs associated with each vertex of the BBN is calculated separately. The result for individual vertices is then stitched to determine the final set of attractors for the BBN.
Consider a directed network G = (V , E, α), as described in the Methods section, possessing in-
The total number of computations (C N ) required for determining the attractors of individual vertex would be the sum of the steps required to determine the states of each subgraph that constitute the network's attractors and the steps required for merging these by matching the states of common vertices. The number of steps needed for merging these states is highest if there are no common vertices and hence the maximum number of steps of the algorithm would be given by
where r i represents the number of states obtained for each subgraph. The r i 's cannot be determined a priori because it depends on the BBN structure and nature of regulation. Therefore, as the in-degree k i across the vertices of the network increases, the number of computation steps also increases. In the worst case, assuming that each vertex is connected to every other vertex and possesses a self-edge resulting in k i = N, the number of computation steps,
, is higher than that required by the EE method. However, at lower values of k i normally found in BBNs, the SSG has a significant computational advantage over the EE method.
Results
Toy network illustration
We illustrate how the algorithm works using a toy network G = (5, 12) shown in Fig. 1(a-d) . When the main algorithm calls the procedure subgraph, it returns the list {v 1 , v 2 , v 3 , v 4 , v 5 } and the corresponding in-degrees {k 1 , k 2 , k 3 , k 4 , k 5 }. It also generates the subgraphs of the toy network, which are the graphs obtained by separating each vertex, along with its in-vertices. In the next step, the attractors for each of these vertices are determined using Equation (2) by calling the procedure steady states (Supplementary material, Text S2). For example, the subgraph of vertex v 1 represented as G 1 (3,3) has in-vertices v 2 and v 3 ; it has four attractors {v 1 v 2 v 3 |000, 101, 110, 111}. Similarly, the subgraphs of all the vertices of the toy network and their corresponding vertex-specific attractors may be obtained as shown Fig. 1(b) . The resultant attractors are singleton attractors for each subgraph. Following this, the procedure Iseq is called; Iseq performs an intersection of one subgraph with another and ranks them in the descending order of the number of common vertices. For example, Fig. 1(c) ). Without loss of generality, we can arrange these intersections in the sequence
We now consider G 5 ∩ G 2 and assign the vertices v 5 and v 2 corresponding to the subgraphs G 5 and G 2 to the intersection sequence Iseq such that Iseq = {v 5 , v 2 }. Following this, the union G 5 ∪ G 2 was performed to determine the in-vertices of the subgraphs and assigned to the union sequence Useq such that Useq = {v 1 , v 2 , v 4 , v 5 } (Fig. 1(c) ). Next, Iseq is updated by obtaining the intersections (
, until all the vertices of G appear in Useq. Once this condition is satisfied, the output sequence Iseq = {v 5 , v 2 , v 1 , v 3 , v 4 } is obtained. After this, the main algorithm calls the procedure concatenate, which stitches the vertexspecific attractors of the subgraphs in the order of the output sequence Iseq. The result of the procedure is accepted if the state (0 or 1) of the common vertices remains unchanged, otherwise it is discarded. The singleton attractors obtained for this network (Fig. 1(d) ) were identical to the attractors obtained by enumerating the entire state space (2 5 ).
Biological Boolean networks
We present an assessment of the performance of SSG algorithm in comparison to the EE algorithm for five different BBNs. We observed that for yeast fission cycle (G (10, 23) ), yeast budding cycle (G (11, 29) ) and the T-helper cell differentiation (G (12, 21) The straight line for EE on the log 10 scale shows that this method depends only on N, the total number of vertices. However, the SSG algorithm depends on the in-degree and the total number of vertices.
time, respectively. For the same networks, the EE takes 0.734, 0.79 and 1.781 s, respectively. However, for larger BBNs, such as the T-helper regulatory network (G (23, 35) ) and T-cell receptor network (G(40, 58)), the SSG takes 0.281 and 0.421 s, respectively. In comparison, the EE takes 50.3 min for the T-helper regulatory network and more than 3 days for the T-cell activation network. We also determined the attractors using the geneFAtt algorithm for these two BBNs [14] . We observed that for the T-helper network geneFAtt took 0.021 s and for the T-cell receptor activation network it took 13.506 s (Supplementary material, Table S2 ). For the smallest biological network, the yeast fission cycle with 10 vertices, the number of computations was 1024 for EE and 709 for SSG. However, for the largest network, the T-cell receptor cycle, the number of computations for EE was 1.09951 × 10 12 and 1816 for SSG. The attractors determined using SSG matched exactly with those obtained by using EE.
Random Boolean networks
To further test this algorithm rigorously, we created RBNs with N = 5, 10, 15, 20, 25 and 30 having indegrees of vertices k i =k i = 1, 2, 3 and 4 (Methods). With these constraints and randomly assigning the edges, we generated 1000 distinct structures for each of these networks. Assuming that the vertices are synchronously updated and that they are self-degrading [15] , the attractors for each of these networks were determined using the SSG and EE algorithm. In Fig. 2(a) and (b) , we have presented the log of CPU time and computational steps required by SSG and EE for computing attractors as N increases. The median values of the CPU time along with the first quartile and third quartile bounds are shown. The results show that when N = 5, SSG took longer than EE to determine all the attractors and when N = 10, the time taken was comparable. However, for higher values of N, SSG took lesser time and the difference was more prominent as N increased. For N = 20 and 25, the difference was 10 3 and 10 5 times, respectively, for k = 1. We observed that the time taken by SSG was 1.86 s (k = 1) and 41.8 s (k = 2), respectively, for N = 30; in comparison, execution by EE continued even after 3 days. To understand how far the EE method had progressed compared with the SSG method, we determined the number of attractors the EE method had identified by random sampling. For the RBNs examined (N = 5, 10, 15, 20 and 25; k i = 1-4), we observed that in the time it took the SSG method to determine all the attractors, the EE method determined about eight of these (Supplementary material, Table S3 ). These results indicate that the EE method was independent of the k i of the RBNs but dependent on the structure and size of these networks.
Metabolic clustering of proteins in γ -sceretase network
To illustrate how key genes or proteins of a BBN can be identified from attractor states and used to elucidate the disease mechanisms, we constructed the interaction network for γ -secretase, a membrane protease complex associated with Alzheimer's disease (AD). The complex consists of the membrane proteins, presenilin, nicastrin, APH-1, PEN-2 and CD147. The BBN built for γ -secretase consisted of 146 proteins and 193 directed interactions (Supplementary material, Fig. S1 and Text S3). Using the SSG algorithm, we obtained 27958 network-specific attractors; 10 7 computations were completed in about 73 h; in comparison, the EE method would require an estimated 10 45 steps. Among γ -secretase complex proteins, mutation in presenilin is a major cause of early onset of AD [16] . Presenilin is a catalytic subunit of γ -secretase complex that generates amyloid beta peptides from its parent molecule, the amyloid precursor protein (APP). Formation of amyloids is responsible for toxic plaques synthesis in the brains of Alzheimer's patients. Besides, recent study have revealed that mutation in presenilin (PSEN1-M146V and PSEN2-N141I) results in impaired Ca 2+ channel function and leads to manifestation of AD [17] . The following computational experiment was performed to mimic dysregulation of PSEN1 (GenBank accession no. AJ008005) resulting in deregulation of calcium (Ca 2+ ) current from endoplasmic reticulum in AD. We set PSEN1 to a permanent 'ON' status and examined the effect of this condition on cellular metabolism. New attractors (550) were determined and the 'ON' frequencies of each protein of the BBN were recalculated. We then grouped these proteins according to their functions into eight metabolic clusters, namely apoptosis, Ca 2+ signalling, amyloidosis, Notch signalling, oxidative stress, MAPK cascade, cell cycle and proliferation ( Fig. 3(a,b) ). We then segregated proteins, which showed a significant change in frequency by plotting the average 'ON' frequency against difference in 'ON' frequency of wild-type and mutant phenotype, constrains all data within a diamond-shape.
Discussion
The SSG algorithm deconstructs the BBN into N subgraphs, each comprising a vertex and neighbouring vertices that are incident on it. The system of N subgraphs is equivalent to the complete BBN because each subgraph accounts for all inputs arriving from neighbouring vertices. The attractors for each vertex are computed separately followed by a process of concatenation. The merging process is carried out in two steps. In the first step, vertices with the maximum overlap of attractors are determined and ranked. In the second step, the vertex-specific attractors of subgraphs are concatenated only if overlapping vertices are identical. This procedure is continued until all subgraphs are exhausted, thus resulting in a set of attractors of the complete BBN (Fig. 1) . We first discuss the BBNs published in literature along with RBNs of different sizes to show how the SSG algorithm makes representation and analysis of BBNs computationally tractable. Since the number of singleton attractors increases with the size of BBNs, we next describe a method of correlating the proteins appearing in singleton attractors to disease progression. To illustrate this method, we constructed a γ -secretase BBN consisting of 146 proteins and 193 interactions. The BBN incorporates γ -secretase-linked proteins involved in various metabolic pathways and their regulation. Next, Boolean analysis was carried out to explain how changes in metabolic clusters lead to initiation of AD.
Biological Boolean networks and random Boolean networks
We compared performance of the SSG to EE and examined the computing time required by these algorithms for determining the attractors of BBNs. We collected five representative biological networks from the literature on which other algorithms had been tested (Supplementary material, Table S2 ), namely yeast fission cycle (10, 23) , yeast budding cycle (11, 23) , T-helper cells differentiation network (12, 21) , T-helper cells regulatory network (23, 35 ) and T-cell receptor network (40, 58). For the first three biological networks (N 12), the computation time required was about a second with all algorithms. For the fourth network, we observe that EE takes about an hour to determine all the attractors. For the 9 of 11 largest network in this category, T-cell receptor network (40, 58), we observed that EE requires more than 24 h, while the SSG is able to predict all the attractors within 28.37 s. For larger networks (N 40), such as the insulin signalling and T-LGL survival signalling pathway, neither the number of computation steps nor CPU time was reported (Supplementary material, Table S1 ). We determined the number of computations for these networks using the SSG and observed that the SSG requires 10 orders of magnitude fewer computations compared with the EE.
To make this study comprehensive, RBNs with constant in-degrees k i = 1, 2, 3 and 4 with but different edge structures were created. RBNs thus generated mimicked BBNs because the k i avg values of BBNs lie in this range. These RBNs were used for carrying out exhaustive computational studies for evaluating the performance of the SSG algorithm (Fig. 2) . We first considered the case of simple RBNs of size 5-30 (N = 5, 10, 15, 20, 25 and 30) for analysis. We observed that for the network with five vertices, SSG takes more CPU time than the EE. However, as the size of the network increases, for N = 10, 15, 20, 25 and 30, the time taken by SSG to determine the attractors becomes shorter compared with EE. For N = 25, the SSG algorithm takes more than two orders of magnitude fewer CPU time to determine all the attractors of the network. We examined the increase in computational time with increase in N and k i for the RBNs and observed that the slope of the curves increases with increasing k i . We observed that while the computational time complexity 
γ -Secretase network
By holding the PSEN1 in the 'ON' state, we simulated the gain-of-function phenotype as observed in PSEN1-Δ E9 FAD mutant, which exhibits higher ER Ca 2+ leak current compared with the wild-type. Gain of function of PSEN1 results in accumulation of Ca 2+ in the cytoplasm caused by uncontrolled transport from the endoplasmic reticulum (ER) and correlates with observations of loss of Ca 2+ homeostasis caused by mutations in PSEN1 leading to neuronal cell death in AD patients [17, 19] . A plausible explanation can be derived by examining the metabolic roles of proteins segregated in the diamondshaped plots. The method of segregation is given in Supplementary material, Text S1. We consider first the proteins belonging to the apoptosis, amyloidosis and Ca 2+ signalling clusters ( Fig. 3(b) ). Out of 35 proteins in the apoptosis cluster, only five were segregated. It was observed that the ON frequency ( f = 0.90) of NPD1 (Neuroprotectin D1) and ( f = 0.63) of NFκB (GenBank accession no. M58603) was higher in the mutant than in the wild-type, while Bcl2 (GenBank accession no. M14745) ( f = 0.43), Hsp70 (GenBank accession no. AB023420) ( f = 0.35) and XIAP (GenBank accession no. U45880) ( f = 0.14) was lower. The increase in cell survival genes is because Ca 2+ regulates the expression of many survival genes in the cell. This indicated that cell survival was initiated through NPD1 and NFκB, and apoptosis through Bcl2, Hsp70 and XIAP. The Ca 2+ accumulation in the cytoplasm could alter the expression profiles of proteins occurring in the apoptosis pathway through a Ca 2+ signalling cascade. Indeed, we observed that 24 out of the 33 proteins of the Ca 2+ signalling cluster and all five proteins of the amyloidosis cluster had significant differential expression. By correlating this data with the BBN, it appears that gain-of-function phenotypes degenerate because the loss of Ca 2+ homeostasis causes dysregulation of the γ -secretase network leading to amyloidosis which in turn tips the survivalapoptosis balance towards apoptosis.
We then considered the Notch signalling and oxidative stress pathways together. We observed that among the 13 Notch proteins under investigation in the BBN, the frequency of ON state of γ -secretase, 10 of 11
PSEN1, NUMB (GenBank accession no. L40393) and APP (GenBank accession no. M15533) were significantly higher. Similarly, out of the 16 oxidative stress proteins, DJ1 (GenBank accession no. D61380), Parkin (GenBank accession no. AB009973) and PARP1 (GenBank accession no. BC037545) had higher ON frequencies (Fig. 3(b) ). The proteins identified in the Notch cluster using the diamondshaped plot were those that lie upstream of Notch1. In phenotypes possessing PSEN1 gain-of-function, the accumulation of Ca 2+ in the cytoplasm upregulates γ -secretase, and Numb via APP, results in the inhibition of Notch1. Consequently, the neurite outgrowth and neuro-protective properties of the cell are compromised [20, 21] . A higher frequency of APP caused by amyloidosis also subjects the cell to oxidative stress. The four proteins segregated from the oxidative stress cluster, indicate a protective response of the cell to increased oxidative stress. For example, Parkin is a component of the multiprotein ubiquitin complex that targets unfolded proteins for proteasomal degradation and PARP1 is a nuclear enzyme that regulates cellular DNA repair. Similarly, DJ1, which is expressed after the onset of amyloidosis, is an oxidative stress sensor that plays a neuro-protective role [22] .
An examination of the proliferation cluster proteins shows that despite a significant change in the ON frequency of the proteins in this group, five out of the six proteins considered in the BBN showed lower frequencies; only RALGTP (GenBank accession no. BC039858, BC018163) showed an increase in frequency (Fig. 3(b) ). The RALGTP vertex of the BBN represents the RAL subfamily of proteins that are responsible for cytoskeleton reorganization, cell transformation and gene expression via the RAL signalling pathway. It was beyond the scope of the present work to include the details of the small GTP-binding protein interactions. However, it does predict the corrective process initiated by the cell to plug the Ca 2+ leak from the ER to the cytoplasm by cytoskeleton remodelling, most likely, by recruiting the Rho proteins of the G-protein superfamily [23] .
In a nutshell, we have shown that the interaction between molecular entities within a cell can be conveniently represented as Boolean networks. By deconstructing the network into the subgraphs of its vertices, we reduced the computational time significantly. In doing so, it is now possible to study larger networks and obtain a good qualitative idea about phenotypic behaviour by correlating the singleton attractors of the network to cell fates. Using the diamond-shaped plots, the singletons attractors can be conveniently grouped into smaller clusters according to metabolism, function or disease. The attractors within these clusters would indicate genes and proteins that are associated with a certain cell fate. Consequently, the global attractors could be correlated to changes in cellular metabolism and function, or specific interaction between diseases, bringing in a deeper biological insight.
Supplementary data
Supplementary data are available at Journal of Complex Networks online.
Funding
This work was supported by the Department of Biotechnology (DBT), India. One of the authors, S.V.V. acknowledges the Council of Scientific and Industrial Research, Government of India, for research fellowship.
