ABSTRACT. We study the regularity of binomial edge ideals. For a closed graph G we show that the regularity of the binomial edge ideal J G coincides with the regularity of in lex (J G ) and can be expressed in terms of the combinatorial data of G. In addition, we give positive answers to Matsuda-Murai conjecture [8] for some classes of graphs.
INTRODUCTION
Binomial edge ideals were introduced in [7] and [9] . They are a generalization of the classical determinantal ideal generated by the 2-minors of a 2 × n-matrix of indeterminates.
Let S = K[x 1 , . . . , x n , y 1 , . . ., y n ] be the polynomial ring in 2n variables over a field K. For 1 ≤ i < j ≤ n we set f i j = x i y j − x j y i . Thus, f i j is the 2-minor determined by the columns i and j in the 2 × n-matrix X with rows x 1 , . . . , x n and y 1 , . . ., y n . Let G be a simple graph on [n] with edge set E(G). The binomial edge ideal J G associated with G is the ideal of S generated by all the binomials f i j with {i, j} ∈ E(G). For example, if G is the complete graph on the vertex set [n], then J G is equal to the ideal I 2 (X ) of the maximal minors of X .
In the last years, many properties of binomial edge ideals have been studied in relation to the combinatorial data of the underlying graph and applications to statistics have been investigated; see [1] , [3] , [4, Chapter 6] , [5] , [7] , [11] , [12] , [14] , [16] .
The Gröbner basis of a binomial edge ideal with respect to the lexicographic order induced by x 1 > · · · > x n > y 1 > · · · > y n was computed in [7] . It turned out that this Gröbner basis is quadratic if and only if the graph G is closed with respect to the given labeling which means that it satisfies the following condition: whenever {i, j} and {i, k} are edges of G and either i < j, i < k or i > j, i > k, then { j, k} is also an edge of G. One calls a graph G closed if it is closed with respect to some labeling of its vertices. Any closed graph is chordal and claw-free; see [7] . In [3] , the authors show that actually J G has a quadratic Gröbner basis for some monomial order if and only if G is closed. Combinatorial characterizations of closed graphs are given in [2] and [5] .
The regularity of binomial edge ideals has been studied in [8] and [12] . In [8, Theorem 1.1] it was proved that if G is a connected graph, then ℓ ≤ reg(S/J G ) ≤ n − 1 where ℓ denotes the length of the longest induced path in G. We show in Theorem 2.2 that if, in addition, G is closed, then reg(S/J G ) = reg(S/ in lex (J G )) = ℓ. In particular, it follows that the regularity of J G and in lex (J G ) do not depend on the characteristic of the base field.
In [8] , the authors conjectured that if G is connected, then reg S/J G = n − 1 if and only if G is a line graph. It straightforwardly follows from Theorem 2.2 that this conjecture is true for closed graphs.
In [13] it is conjectured that reg(S/J G ) ≤ r where r is the number of maximal cliques of G. It is obvious that this conjecture follows from [8, Theorem 1.1] in case that r ≥ n − 1. Therefore, one should look at the case when r ≤ n − 1. This is the case, for instance, if G is chordal.
We give a positive answer to Madani-Kiani conjecture [13] for a class of chordal graphs which includes trees; see Theorem 2.9. In particular, we derive that Matsuda-Murai conjecture [8] holds for trees; see Corollary 2.10. Moreover, this implies, in particular that, for chordal graphs, Matsuda-Murai conjecture follows from Madani-Kiani conjecture. Indeed, let us assume that the latter conjecture is true and that G is a chordal graph such that reg(S/J G ) = n − 1. This implies that G has n − 1 cliques, that is, G is a tree with maximal regularity. By Corollary 2.10 it follows that G must be a line graph.
PRELIMINARIES
In this section we review notation and fundamental results on binomial edge ideals that will be used in the next sections.
1.1. Closed graph and its clique complex. Let G be a simple graph on the vertex set [n] and S = K[x 1 , . . . , x n , y 1 , . . ., y n ] the polynomial ring in 2n indeterminates over a field K endowed with the lexicographic order induced by
be the associated binomial edge ideal of G. It is obvious that, for computing the regularity of S/J G , we may assume without loss of generality that G has no isolated vertex. According to [7] , G is called closed with respect to its given labeling if its generators form a Gröbner basis with respect to the lexicographic order induced by the natural ordering of the indeterminates. G is closed if it possesses a labeling of the vertices with respect to which is closed. In [7] it is shown that any closed graph is chordal and claw-free. In [5, Theorem 2.2] it is shown that G is closed if and only if there exists a labeling of G such that all the facets of the clique complex
Let G be a closed graph. Then in lex (J G ) = (x i y j : {i, j} ∈ E(G)) is the edge ideal of a bipartite graph on the vertex set {x 1 , . . ., x n } ∪ {y 1 , . . ., y n }. Inspired by the notation in [12] , we let in lex (G) to be this bipartite graph. Therefore, we have in lex (J G ) = I(in lex (G)).
Minimal primes of a binomial edge ideal. Let S ⊂ [n]
and G 1 , . . ., G c(S ) be the connected components of the induced graph of G on the vertex set [n] \ S . For each G i , letG i to be the complete graph on the vertex set of G i . Then, by [7, Section 3] ,
is a prime ideal for any subset S ⊂ [n], and
Moreover, if G is connected, then the minimal primes of J G are those ideals P S (G) which correspond to the sets with the cut-point property [7, Corollary 3.9] . We say that S has the cut-point property or, simply, S is a cut-point set if S = / 0 or S = / 0 and c(S \{i}) < c(S ) for every i ∈ S .
REGULARITY
We recall that, for an arbitrary simple graph H, indmatch(H) is the number of edges in a largest induced matching of H. By an induced matching we mean an induced subgraph of H which consists of pairwise disjoint edges.
Note that indmatch(H) is actually the monomial grade of the edge ideal I(H) which is the maximum length of a regular sequence of monomials in I(H).
A graph H is called weakly chordal if every induced cycle in H and H (the complementary graph of H) has length at most 4.
We recall the following theorem in [15] .
Theorem 2.1 ([15]). If H is a weakly chordal graph on the vertex set
[n], then reg(K[x 1 , . . ., x n ]/I(H)) = indmatch(H).
Theorem 2.2. Let G be a closed graph on the vertex set [n]
with the connected components
where, for 1 ≤ i ≤ r, ℓ i is the length of the longest induced path of G i .
For the proof of this theorem we first need the following results.
Lemma 2.3. Let G be a connected closed graph on [n]. Then the bipartite graph H
Proof. It is almost obvious that H has no induced cycle of length ≥ 5. Indeed, this is due to the fact that H consists of two complete graphs, say K x n on the vertex set {x 1 , . . ., x n } and K y n on the vertex set {y 1 , . . . , y n }, together with the edges {x i y j : i ≥ j} ∪ {x i y j : i < j, {i, j} / ∈ E(G)}. Hence, if C is an induced cycle of H of length ≥ 5, then C contains at least three vertices either from K x n , or from K y n , thus it cannot be an induced cycle of H. Let us now prove that H has no induced cycle of length ≥ 5. Assume that this is not the case, and choose C with vertices x i 1 , y j 1 , . . . , x i k , y j k , k ≥ 3, an induced cycle of H. This means that {i ℓ , j ℓ } and {i ℓ+1 , j ℓ } are edges of G for 1 ≤ ℓ ≤ k, where we made the convention that i k+1 = i 1 . We may assume that i 1 < i 2 . If there exists ℓ such that i ℓ < j ℓ+1 < j ℓ , as G is closed, it follows that {i ℓ , j ℓ+1 } ∈ E(G) which implies that {x i ℓ , y j ℓ+1 } ∈ E(H), a contradiction, since C is an induced subgraph of H. Therefore, for all ℓ, we must have either i ℓ < i ℓ+1 < j ℓ < j ℓ+1 or i ℓ+1 < j ℓ+1 ≤ i ℓ < j ℓ . As i 1 < i 2 , we may choose t to be the largest index such that i t < i t+1 . Thus, we get i t < i t+1 < j t < j t+1 and i t+2 < j t+2 ≤ i t+1 < j t+1 , which implies that i t+2 < j t+2 ≤ i t+1 < j t < j t+1 . Since {i t+2 , j t+1 } ∈ E(G) and G is closed, we obtain {i t+2 , j t } ∈ E(G) which leads to {x i t+2 , y j t } ∈ E(H), again a contradiction to the choice of C. Proof. First we show that indmatch(H) ≥ ℓ. This follows easily since it is obvious that if i 0 , . . . , i ℓ is an induced path in G of length ℓ, then the edges
We show now that indmatch(H) ≤ ℓ. Let indmatch(H) = m. Then H has m pairwise disjoint edges {x i 1 , y j 1 }, . . . , {x i m , y j m } that form an induced subgraph of H. We may assume that i 1 < · · · < i m . To show the desired inequality we construct a path of length m in G.
As G is closed, we may assume, as we have seen in Preliminaries, that all the facets of the clique complex of G are intervals. This implies that, for s = 1, . . ., m, we may choose the smallest index i ′ s among the indices t such that {x t , y j s } ∈ E(H) and Note that we also have j t ≤ i t+1 for all 1 ≤ t ≤ m − 1. Indeed, if there exists t such that j t > i t+1 , then it follows that i t < i t+1 < j t . We obtain {i t+1 , j t } ∈ E(G) and {x i t+1 , y j t } ∈ E(H), a contradiction to our hypothesis.
In the second part of the proof we show that, under condition ( * ) for the induced subgraph {x i 1 Let us assume that we have already shown (i) and (ii). Then L : i 1 , i 2 , . . . , i m , j m is an induced path of G. Indeed, by (i), L is a path in G. Next, it is clear that we cannot have an edge {i s , i q } ∈ E(G) with q − s ≥ 2 by (ii). In addition, by ( * ), it follows that {i s , j m } / ∈ E(G) for any 1 ≤ s ≤ m − 1. Therefore, L is an induced path of G. Let us first prove (ii). Suppose that there are three consecutive vertices i s , i s+1 , i s+2 in L which belong to the same clique of G. Hence {i s , i s+2 } ∈ E(G). As i s < j s ≤ i s+1 < j s+1 ≤ i s+2 < j s+2 , we also have {i s , j s+1 } ∈ E(G), which is impossible.
Finally, we show (i). Let us assume that there exists s such that i s and i s+1 do not belong to the same clique of G, in other words, {i s , i s+1 } / ∈ E(G). In particular, we have j s < i s+1 , thus i s < j s < i s+1 . We need to consider the following two cases.
Case (a). { j s , i s+1 } ∈ E(G). We claim that
is an induced subgraph of H with pairwise distinct edges. This will lead to contradiction since indmatch(H) = m. To prove our claim, we note that {x j s , y j s+1 } / ∈ E(H) by ( * ) and
Since G is closed, we must have j > j s > i s . Let us consider the following disjoint edges of H :
These edges determine an induced subgraph of H,which leads again to a contradiction to the fact that indmatch(H) = m. Indeed, since j < i s+1 , it follows that { j, j s+1 } / ∈ E(G). As in the previous case, we get {x i q , y i s+1 } / ∈ E(H) for q < s. Let us assume that {x j , y j q } ∈ E(H) for some q ≥ s + 2. Then { j, j q } ∈ E(G) and since j < i s+1 < j s+1 < j q , we get {i s+1 , j q } ∈ E(G) or, equivalently, {x i s+1 , y j q } ∈ E(H), impossible.
Proof of Theorem 2.2. It is obvious that if S i is the polynomial ring in the indeterminates indexed by the vertex set of
This equality shows that it is enough to prove our statement for a connected closed graph G. Therefore, for the remaining part of the proof we take G to be connected and show that reg(S/J G ) = ℓ, where ℓ is the length of the longest induced path of G.
The inequality reg(S/J G ) ≥ ℓ is known by [8 In [13] , the following conjecture is proposed. Note that, for chordal graphs, this conjecture implies Matsuda and Murai's conjecture, once we show that the latter is true for trees. Indeed, if G is a connected chordal graph with reg(S/J G ) = n − 1, then, if Conjecture 2.8 is true, it follows that n − 1 ≤ r, thus G must be a tree.
In the sequel, we first prove Conjecture 2.8 for the binomial edge ideals associated with a special class of chordal graphs introduced in [5, Section 1] , and, afterwards, we show that Matsuda and Murai's conjecture is true for this special class of graphs which includes trees. Proof. Obviously, by using the argument given in the beginning of the proof of Theorem 2.2, we may assume that G is connected. We make induction on r and closely follow some arguments given in the proof of [5, Theorem 1.1]. For r = 1, the statement is well known. Let r > 1. As in the proof of [5, Theorem 1.1], let us consider F 1 , . . ., F r a leaf order on the facets of the clique complex ∆(G) of G. Since F r is a leaf, there exists a unique vertex, say i ∈ F r , such that F r ∩ F j = {i} for some j. Let F t 1 , . . . , F t q be the facets of ∆(G) which intersect the leaf F r in the vertex i. We decompose J G as J G = Q 1 ∩ Q 2 where Q 1 is the intersection of all minimal primes P S (G) of J G with i ∈ S , and Q 2 is the intersection of all minimal primes P S (G) with i ∈ S . This decomposition yields the following exact sequence of S-modules:
In the proof of [5, Theorem 1.1], it was shown that Q 1 = J G ′ where G ′ inherits the properties of G and has less than r cliques. Hence, by the inductive hypothesis, reg(S/J G ′ ) < r. In the same proof it was shown that Q 2 = (x i , y i ) + J G ′′ where G ′′ is a chordal graph on n − 1 vertices with q + 1 ≥ 2 components satisfying the conditions of the theorem and with at most r cliques. Therefore, we get reg(S/Q 2 ) ≤ r and, consequently, reg(S/Q 1 ⊕ S/Q 2 ) ≤ r. Finally, as it was observed in [5 By applying [10, Corollay 18.7 ] to the sequence (1), we get reg(S/J G ) ≤ r.
By using the notation and the arguments in the proof of the above theorem we also get the following statement. Proof. By the above theorem, we have reg(S/J G ) ≤ r. Hence G has n − 1 cliques, which implies that G is a tree. By using the sequence (1) and [10, Corollay 18.7] , it follows that at least one of the following inequalities must hold:
(i) reg(S/Q 1 ) ≥ n − 1, (ii) reg(S/Q 2 ) ≥ n − 1, (iii) reg(S/Q 1 + Q 2 ) ≥ n − 2.
The first inequality cannot hold since the graph G ′ has a smaller number of cliques than G. The second one is also impossible since it would imply that reg(S/Q 2 ) = reg(S i /J G ′′ ) ≥ n−1, and G ′′ is a graph on n−1 vertices. Therefore, we must have (iii). Since reg(S/Q 1 + Q 2 ) = reg(S i /J H ) where H is obtained form G ′ by replacing the clique on the vertex set F t j ) \ {i} has 2 vertices. In particular, it follows that q = 1 and G is a line graph as well.
