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The equation for a line in two dimensions,
Ax + By + C
is, in matric form,
С X у П
But we observe that
C hx hy h D 0 also.
Here h is any multiplier whatever, of the vector Cx y 13.
Evidently again
C hx hy h 3
aA
aB
aC
0 also, for any a
We callC hx hy h 3 a point vector, and
aA
aB
aC
a line vector.
- - 
A
О is a statementThe expression Chx hy 
that the point
Chx hy
hi
hi
В 
C
lies on the line
aA
aB
aC
If we regard Chx hy
aA
aB as a fixed set
aC
that lie on a fixed line
hi as a variable vector, and 
of constants, then we describe points 
Pictorially, this ist
Contrariwise, when we regard Chx hy 
vector, with three fixed constants, and 
variable vector, then we describe lines 
that pass through a fixed point. 
Pictorially, this is:
These two figures are "dual" figures.
hi as 
aA 
aB 
aC
a fixed 
as a
We say in words that the first figure is the "point row" that 
lies on a line, and the second figure is the "ray-sheaf", 
that lies on a point.
Sometimes we say that the line is the "support" for the point- 
row, and the point is the "support" for the ray-sheaf.
5In either case, the products
and CaA
Chx hy hi
aA
aB
aB aCl
hx
hy S3
aC
C
h
are algebraic expressions of these two dual geometric figures
We choose the letter "h" in Chx hy hi to indicate what 
we will call the "homogeneous coordinate" of the point
Chx hy hi.
In the equation aA
Chx hy hi aB
aC
numerical value of h is.
0, it doesn’t matter what the
For any value of h except h = 0, we have the coordinates x 
and y, that we can find from
hx
x = —  and
h
But what happens in case h
Then _Ox
x = -- and y
0
0?
Oy
0
are meaningless quantities.
This is just algebra trying to tell us that there are no finite 
numbers x and y that satisfy these two equalities.
Nevertheless, as will soon be seen, we can have vectors for 
points such as Chx hy 01.
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In such a case, we regard hx and hy as proper numbers, but 
we cannot find finite solutions for x and y.
In other words, if chx hy hi = Ca b 01, then
this must represent a special point, a "point of infinity", 
and this.is an example of the usefulness of the matric 
notation, and of homogeneous coordinates.
(Far from being a disaster that there is no x that satisfies 
the equation x = ^ , it points the way to describing points 
at infinity in finite arithmetical ways.)
To obtain some intuitive notion of the concept of a "point at 
infinity", consider the point vector Chx hy hj.
When h = 1, this is simply Cx у 31 .
Now, without changing hx and hy, consider Chx hy •
Then x 10 and 100 .
When the third component is h100 still smaller, then
x = ^  x 100 у = x 100.h J h
And so forth.
Evidently, in the limit,the point is represented by Chx hy 01, 
with x and у "infinitely" large. That is to say, the "ordinary" 
coordinates x and у are not finite quantities. We look only at 
the biliteral quantities hx and hy , which, strangely 
enough, are not zero. This is to say that a vector Ca b 01 
represents a point at infinity.
It will be seen that [a b 0] consists of a set of three 
numbers, not all of tliem zero, when we perform a trans­
formation.
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We form the matric product
all a 1 2 a13
Chx hy hi a21 a2 2 a23 = Ch*x* h *y * h*D,
-a31 a32 a33-
three new components of what we suspect is a new, transformed
point vector. By analogy wi th
hxX = --- and у = ■ f we suspect that
h h
„ h*x*X * = ----
h*
and h*y * 
h*
(except of course when
h* = 0.)
We can abbreviate the notation, writing hvT = h*v* where T 
is the square transformation matrix, a...
We have, for the point-line coincidence,
Chv1 CaL 1
and aL is a line vector.
hv = Chx
We can now set
0 where hv is a point vector,
hy hi and aL
aA
aB
aC
0, since IT * * I, which is the 
and T * L = a*L*, so
Ch*v* 1 0#L*3 = 0.
Chv 3 TT_1 CaL1 
"identity" matrix.
hv T = h*v*,
We can interpret h*v* as a transformed point, and a*L# as a 
transformed line, and the transformed point lies on the 
transformed line. More compactly, if p = point vector,
A = line vector, and if p A - 0, then
p TT_1A = 0, (p T) (T_1  ^) = 0,
p T = p*, T \  = A*» and there results
p*A*= 0. This is again a "linear form."
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The foregoing indicates that points that lie on a line in the 
"object"space, after the transformation T, lie on a line in 
the "image" space.
Collinear points transform into collinear points.
(The dual: concurrent lines transform into concurrent lines.)
We "know", that "two points determine a line." Let us see what 
this means algebraically
chi*i h.yl'l hl 3
A
В
C
= 0 is a statement
that the point lies on the line.
For two points, we have A
' V i  V i  V В S3
h2x2 h 2У 2 h2 C -
0
0 and
we wish to find an appropriate set of quantities А, В, C, that 
satisfy this matric equation.
For notational simplicity, we write
Now, changing the subject for a moment, observe (as Cramer no 
doubt did) that always
-  0 .
This is a determinant whose value is zero, since two rows are 
identical.
Expanding, it is guaranteed that
al b l C 1 ■ b l a 1 c 1 + О a 1 b l
b2 c 2 3 2 C 2 3 2 b 2
But also
3 2 b 2 CM
Ü
3 2 b, Cj - b 2 31 C 1 CM
и+
3 1 b l
3 1 b l C1 = b 2 c 2 a2 c 2 a2 b 2
3 2 b 2 c 2
It is seen that the quantities
b l C 1 » - 3 1 C1 and 3 1 b l
b 2 C 2 3 2 c 2 3 2 b 2
are a plausible set of numbers A, B, and C such that
It is interesting in passing to observe that these numbers are 
just the components of the so-called vector product of 
Cx y 11 and Cx^  У2 1 J •
There is more significance to this remark than might be seen 
at first glance.
The scalar product [a b cl
A
В
C
also means that in the three-dimensional space, the vector
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Ca b cD is orthogonal to the vector CA В CD. Thus the 
matric equation
- — — — — —■
a l b l C 1 A 0
В =
a2 b 2 c 2 C 0
_ _ _ _j — —
describes a vector CA В CD that is mutually orthogonal 
to both Caj bj cjD and Ca^ b ^ c^D. As a consequence of the 
single notion of "scalar product" of two vectors, we arrive 
at the notion of "vector product," which is now seen to be 
derivative.
"Scalar product" is sometimes called the "dot product" or
"inner product" of two vectors.
We can also have
A 1 A 2
Chx hy hD B 1 B 2 ss П О О LJ
b clJ
This is an equation that describes the point of intersection 
of two lines.
Thus: "Two points determine a line" and
"Two lines determine a point".
These are dual remarks, and the algebra is clear.
As an interesting special case, consider all points at 
infinity, ca b 0], where a and b are any numbers,
as long as not both are zero.
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Now it is guaranteed that 
Ca b 01 = 0. For any a, b, and C.
It is just as good to write
0
0 =
c
if we wieh.
This is just a way of saying that all points at infinity in 
the plane lie on the single line whose vector is
A 0
В ss 0
C 1
— — — —
It is, perhaps, hard to think that there is only one line at 
infinity in the plane, but this is what the arithmetic insists 
is true.
We need now to turn our attention to the details of transform­
ations. We will consider three fragments of the general 
transformation: first,
Chx hy hi
a l l  a 12
a 2 1 a 22 О
 
о 
__
__
__
_
1
оо__
1 H
-1
1__
Ch*x* h*y* h* 1
Next, we will consider
Chx hy hi
1
0
0
1
0
0
l31 3 2
Ch*x* h*y* h*1
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and finally, we consider
1
Chx hy h 3
0
1
0
The first transformation gives 
Chx hy
“13
a23„
a33
a l l a l 2
h 3 a 2 1 a 22
0 0
-
= chx * hy *
0
0
1
* # * # *[h X  h y h •
h.
Since the third column and the third row of this transformation 
do nothing, we can write
Их y 3 a l l  
a 2 1
a l 2 
a 2 2
Cx * y *3 •
This is the so-called "affine transformation" in the plane. 
Now consider some special values of Cx y 3 :
г  -1
о о - о о
a l 1 a l 21 0
a 2 1 a 2 2
as
a l l  a 1 2
0 1 a 2 1 a 2 2
This equation tells us that the origin of coordinates, Co 03 
transforms into itself. But the unit point on the x-axis,
Cl 03, transforms into the point ^a ji a l 2 ^ ’ an<* un^t
point on the у axis transforms into the point ^ a 2 \ a22‘*‘
This is simply a way of saying that the transformation matrix 
can be written directly from
1
i-* о
__
_I
a l 1 a 12
1----CMcdcd
1__
=1о
- a 21 a 22“ - a 21 a 2 2 “
where is the matrix describing the unit points on 
the y axis (the "object" points,) and[: ;]
a l 1 a 1 2
a 2 1 a 2 2
is the matrix describing their images
A "pure" rotation is described by a special case of such a 
matrix. The coordinates for the unit point P on the x axis 
are Cl 01 and after the rotation, 
the coordinates are Ca bU for P*.
Q*
If the transformation is a "pure" rotation, then there is a 
length-preserving condition, which says that
10 P I - |0 P*| .
a / 2
0 P 1 and 0 P* = (Ca b] a
Lb.
1
2 2So a + b = 1 .
The unit point Q transforms into Q* whose coordinates are 
C-b al.
The complete rotation transformation is
h . *12 55
a b
U i b a _
+ b2 ■ 1 . we can take a “ cos 0, b = s in 0 and
К 1 al 2 cos 0 sin 0- 9 the familiar
La2i a22- .-sin 0 cos 0_
transformation matrix, well known from analytic geometry.
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The matrix is called an“ a b 
-b a
"ortho-normal" matrix. The product of it and
its transpose is 1
_ 0
0
1J
the identity matrix.
a
-b
b
a
a -b j 
_ b a j
r 2 u2 a + b
-ab - ab
2 . ,2a + b 1 , this is
1
0
ab -
2
 ab 1,
+ b 2J
and since
0
U  ’
But this is just a way of saying that the transpose 
of an ortho-normal matrix is also the inverse of 
the matrix (and of course conversely.)
We have just investigated the partitioned general matrix, and
r
a l l a l 2 0
a 2 1____a 22... 0
0 0 ~ f
Now consider another matrix transformation,
Chx hy h]
1 0 
0 1
0
0
a31 a32
Chx + ha^j hy + h a ^  h 3
which, if h ф 0, becomes, after dividing by h,
[x + a3 i У + a 32 1 3
This means that a point Ex у 1 3 undergoes a simple dis­
placement in the plane, by the displacement vector 
E a31 a3 2 1 1 •
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The result of an affine (possibly a pure rotation) trans­
formation followed by a displacement transformation is the 
transformation product:
r- - •'*
a 1 1 al 2 0 1 0 0 al 1 a l 2 0
a2 1 a22 0 0 1 0 ss a2 1 a22 0
0 0 1 J*31 a32 1 ^ a31 a32 1
Observe in passing that the origin of planar coordinates,
[0 0 1], becomes the new transformed point Ca^j 13.
This makes it possible to "slide things around" in the plane.
Finally consider the matrix
1
0
0
1
13
l23
l33
where the affine partition
is just the identity partition, and the displacement partition 
likewise does no displacement, but where the right-hand 
partition does "something" to the image. We will call this 
matrix the "projection" matrix, and assign the symbol P to it.
To learn the significance of this matrix, consider the equation 
of point-line:
V L = 0
Then V  PP*L = 0, where
PP* =
If 6 ^ 0 ,  then obviously
V  PP *L =
P* is the "adjoint" of P, such that 
6 0 0 
0 6 0 
0 0 6
1 0 0
0 1 0
0 0 1
0 .
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But even if 6 = 0 ,  the equality still holds, obviously 
The adjoint of P is P *,
"a 13
which we verify:
p * = a33 0
0 a33 ~a23
0 0 1
p p  * = 1 0 a 1 3 a 3 3  0 “ ai  3
1
r-l 
О1
о
 
о
___
;___
1
a 2 3 
a 33
0  a 33  
0 0
- a 2 3
1
а зз 0
1
0 = a 33
—
1 0 0
0 a 33 0 0 1 0
0 0 a 33 0 0 1
Now the new, transformed, line vector is
P * L = L *
Thus, presumably, for every line L in the object space, 
there is a corresponding line L* in the image space.
But what if a^ß = 0? Then for L
A
В
C
- -
0 0 _al 3 A
0 0 ~a2 3 в
0 0 1 c
Iand the transformed line
L*
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Since we are dealing with homogeneous coordinates, this can be
written as -a 1 3
-a 23 
1 -1
, a unique line vector that represents
all possible transformations of lines 
Al 1 lines in the object space
in the object space.
transform into a s ingle line in the image space
This is interesting, because the transformation matrix
*
p = 0 0 _ a l 3
0 0 - a  2 3
0 0 1
is evidently a singular matrix.
This says that when once the transformation has happened, 
there is no way to recover the object line. All lines in 
object space are indistinguishable in this image space. There’s 
just no go ing back.
As we shall soon see, there exists an analogous transformation 
that similarly transforms all planes of the object space 
into a s ingle x-iane in the image space, when we begin to 
discuss three-dimensional transformations. Sometimes people 
naively assume that such a transformation describes the 
behavior of a photographic camera, in which three-dimensional 
objects are imaged on a two-dimensional film. Such is not 
the case. We will have a little more to say on the subject 
later, when we examine the photographic transformation in the 
light of the geometry of 3-dimensional transformations.
For the time being, however, we must return to two-dimensional 
transformations, because there are some quite interesting 
results that we can achieve.
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We have looked at the geometric interpretations of three 
transformation fragments:
1. The affine transformation that leaves the origin 
of the coordinate system fixed.
2. The displacement transformation that "slides" 
everything elsewhere - a "pure translation" 
without rotation, expansion, or other changes.
3. The pure projective transformation, that trans­
forms object points into image points in a very 
interesting way.
Call these transformations the A, D, P transformations. 
If we form the product of the matric fragments, in the 
order A D P = T, then the compound matrix T
will consist of nine numbers; it will be a full 3 x 3  
matrix.
We are now ready to show that four points in the object space 
and their four images in the image space completely define 
a projective transformation.
For the points in the object space, we may use the generic 
form Их y 13 if they are local points, or fa b 03 if 
they are points at infinity. In either case, represent these
object points with the symbojL. 
represented by the matrix * 1 
r 2 
_r3j
simple column vector, it is in reality a 3x3 square matrix.)
so that three points are 
(While this looks like a
-  19 -
For the points in the image space, we use the generic bi­
literal symbol hv. Here typically
hv = Chx hy hi where x and y
are "ordinary" coordinates, and h is the third homogeneous 
coordinate.
We can now write the transformation equation, using these 
symbolic abbreviations:
rl h 1v l
r 2 T h2v2
гз h3v3
The square 3x3 matrix on the right can be factored, and we 
have
(We omit the zero’s in the h^. diagonal matrix so as to make it 
appeal more directly to the eye.)
We can now partly solve for the transformation matrix T:
T
The r. and the v. are the known coordinate vectors of l l
object points and their corresponding images. But the three 
quantities hj h ^ and h^ are still unknown.
We need one additional piece of information, and we introduce 
still another point in the object space,r^( and its image, v^.
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Then
r 4 T -
In greater detail,
h4 v4 *
this is
г  1
-
! h i V .1
h 2 V 2
L  h 3j _ V 3_
\ v4
We now take the liberty of setting Ьд = 1 . This is the same
as saying that we allow Ьд to be "absorbed" by the three 
unknown place-holders h^ 1^ and h^ .
We again take an inverse, and obtain
-  1 = V , -1
Notice that
Likewise,
гз
-1
-1
[a b cl , a vector, a 
1x3 ma trix.
CA В Cl , another vector.
We now bave
C a b cl CA B Cl
where everything is known except for the h^ diagnoal matrix. 
But now we can write
[a h| b 1^ 2 c h3l CA B Cl
21 -
from which
A
a
В
b
£
c
Thus the fourth point r^ and its image enable us to
solve for the h^ quantities, which we can introduce into 
the equation for the T transformation matrix, to define 
T completely.
AN EXAMPLE
The simple vector equality
С X у 13 u u 13
describes a curve in the x-y plane, as a function of the para­
meter u.
. 2Since X  = u and у ■= u, the equation for this curve is
^ a simple parabola.
We take four points in this plane,
points corresponding to u = 0  u = l  u =  1/2
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and the point rT where the two tangents to the parabola 
intersect. These two tangents touch the curve at rQ and
It is easy to write the values of the r vectors. 
They are
” rо ~ 0 0 1 '
гт 0 1/2 1
_rJ_ 1 1 1
_ r _ _l/4 1/2 1-
For r we can use c
C l  2 4 1  instead of
Cl/4 1/2 11 .
Let these four
points,
V ,
L V _l C
points be transformed into four different 
which we can choose arbitrarily.
We have already 
rо
Гс rT
r l
earned that 
-1 - 1
v„
and this equation serves to enable us to find the 
quanti ties.
Now
- 1
0
0
1
0
1 / 2  
1
1-1
Cl 2 41
1
- 2
1
0 0
0 1/2
1 1
-2 1
2 0
0 0
1
1
- 1
h .l
This is a symmetric matrix, and when we come to look at 
Bezier curves, we will see that it is one of the Bezier 
ma trices.
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Multiplying
rc
we find that 
-1
- C 1 2
1 -2 1
-2 2 0
1 0 0
For the points of the image, let us take
rv О ~ 0 1 0 "
VT 0 0 1
_v l_ 1 0 0
Vc-j _ 1 1 1 _
AЖ  vo
Cl 2 11
—T
-f Vc
>  V,
The sketch is intended to suggest that point v q is at 
infinity on the у axis, Vj is at infinity on the x axis, 
vT is at the origin of coordinates, and vc is at x = 1, 
у = 1, all of these points being expressed in homogeneous 
coordinates, of course.
Now
and
Vc
—1-1 - —
V 0 0 1о
VT s 1 0 0
V 1 0 1 0- —
Cl 1 11
We now have the general expression
Ca h b h„ c h,l = С А В C I- о T 1
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which gives immediately
C h 2 h h. 1 = C 1 1 1 1о T 1
or Г. hQ hT hj 3 = Cl 1/2 П  or C 2 1 21,
to avoid the fraction.
We now have all the ingredients of the transformation matrix Tj
hо
hT
h l
rо
-1
гт
rl
1 -2
-2 2
1 0
" 2 2
0 -4
- 0 2
1
1
0
0-J
- 2
2
0
Г 2
—
- 0 0  -
1 0 1 1
2 - -  1 1 0  -
1 1 - 1  •
0 г 1
0 1 0  -
when we divide out the common factor 2.
First, let us test to see whether this matrix does indeed 
transform the r^ points into the v^ points.
r . T 1 = V . l
г 0 0 1 - ' 1 i -1 -
0 1/2 1 0 -2 1 =
L 1 1 1 J L о 1 o
C 1 2 41 =
0 1 0 ~ - 0 l 0 "
0 0 1/2 4> 0 0 1
1 0 o L 1 0 0 -J
C 1 1 1 1 : l l 11
for all four points
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We now have a formula for some kind of curve, whose vector
equation is
hD Hu' u 1 :Ehx hy
a transformation of the primitive parabola. 
What kind of curve is it?
1 1 - 1
0 - 2  1 
0 1 0
Eu u 1 :
The singular matrix 0 0
0 -1 
0 0
It is
... -
0 0 1 2u 1
0 -1 0 u = Cu2 u 1 D -u
0 0 0 1 0
2u 2u 0
which we will call
the " к matrix" has put in a gratuitous appearance, which we 
shall explain later.
For the primitive parabolic function,
2Ex у ID = Eu u ID» we can write
r~
0 0
—
1 X 1
0 -1 
0 0 о 
о 
l_
- У 
1
= Ex у ID “У
0
2X - у = 0.
Abbreviate this to
T .г к r = 0 •
The transformed curve is
r T = h V •
26 -
We can now write harmlessly,
— 1 — IT T Tr T T  k T  T r =
because
-1 - I T TTT and T T both yield identity matrices
But now
or
(r T) (T-1 к t 1T) (TT rT) = 0
hv (T 1 к T 1T ) hvT = 0
Call the product ( T~ 1 к T_1T) 
Then
Thv C hv = 0 or
since h = 0 yields a triviality.
C, a matrix, 
TV  С V 0,
This is known as a quadratic form,
For our immediate example, let us evaluate C. 
First,
- 1
Then
_ _TT к T
'  1 1 - 1  “
1
-  1 1 1 “
0 - 2 1 = 0 0 1
- 0 1 0 - -  0 1 2 -
- 1 1 1 - - 0 0 1 -
0 0 1 0 -1 0
- 0 1 2 - - 0 0 0-J
1 
1 
■- 1
0
0
1
0
1
2
Г 0 
0
-1
0
L 0 -1
1
0
0
Г 1 
1 
1
0
0
1
0 1  
1
2 J
Г 0 
0 
L-l
1 1 
0 0 
0 -1
This gives the quadratic form,
Cx 1 :
о _1 ~ X  *ооо
У
1101 - 1 -
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We multiply as indicated: 
Ex у ID
У+1
0
-x-1
xy + X - X - 1 =
X  y - 1 = 0 •
This comes out to be x y = 1 or У = ~ » the simple 
hyperbola.
So we have been able to transform the simple primitive
2 . 1 parabola x = у into the simple hyperbola у = — .X
Before leaving this, consider the value of the independent
parameter, the "driving" variable, when u = °°, (increases
2without limit.) For the primitive conic, the parabola Cu u ID
becomes Cl 0 OD since when u is immensely large, and 
. 2 .growing, then u is immensely large with respect to u, and 
certainly with respect to 1. But we are dealing with the 
benign properties of homogeneous vector quantities, which 
allow us to treat of infinities.
2For the primitive parabola, Cx у ID = Cu u ID, when 
u increases without limit, Cx у ID = Cl 0 OD which as 
we now know is a point at infinity on the x-axis. So the 
parabola has, as it should, two intersections with this axis, 
one at the origin, and one at infinity. Quadratic forms always 
have two solutions when intersected by lines. Both are real, 
or both are complex. These are the "roots" of the associated 
equations.
But now how about our hyperbola?
We can answer this question in the most straighforward way.
-  28 -
We have the parametric equation
C hx hy h] = c u2 u In
Now when u t=°° , this is
C hx hy h] » [ 1 0 On
1
0
0
1
- 2
1
- 1
1
0
=[11-1]
But according to the rules 
: 1 1 - i n  ^  C - 1
the vector
-1 ID , a point at x - 1  » У  =  " I •
This indicates that the two 
"branches" of the hyperbola 
really belong to one curve, 
which passes through the two 
points at infinity.
= 0. The 
the gener- 
-1, у = -1.
One of these points happens when the parameter u 
other occurs when u = 1. Notice that when u = 00, 
ated Их у Щ  point is a local one, at x =
Now we try another example.
C O  1 i n
V  "c
i n
Let
v o "-1 0 1 “
V T 0 1 0
V 1 1 0 1
V*— c-1 - 0 1 1 -C - l  0  1 ]
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The reader can interpret v q> V j and vc easily, but 
= CO 1 03 represents the point at infinity on the 
Y-axis. (It will turn out that these four points yield a 
circle.)
The primitive conic is still Cx 
or r
We need
Now
13 - г 2Cu u 13 ,
г 2Cu u 13
already found that
Г 1  ■** -11о
r r_ Ш Cl 2c T
rl
- -1
vo
V v_ a CO 1c T
V,1
* -1 *
-1 0 1 - 1 0  1
0 1 0 - 0 2 0
1 0 1 1 0  1
13, the Ca b c3 vector
13
-1
0
1
0
1
0
-1
the vector CA В C3 is now- _ 1
vo
i -1 0 1
VT a CO 1 13 0 2 0
V1 1 0 1-
Cl 2 13
This yields the unexpected result,
ChQ 2hT h - 3 - Cl 2 13 , or ChQ hT 1^3- Cl 1 13
-  30 -
Substituting in the 
1 -2 
T - 2
1
2
0
1
0
matrix equation the h^
0
2
1
-  " 1 3 2 -j
2 2 -2
L 0 1 -
-1
0
1
0
1
0
diagonal 
1 
0 
1
Finally, the parametric equation for the image curve is
0 - 2  2
Chx hy hi Cu‘ 1 1 2
-1
2
0
-2
1
Now we shall see what kind of curve this represents
We have -1 - I TT к T
-1 "0 -2 2 0 0 1 0 -2 2
= 2 2 -2 0 -1 0 2 2 -2
-1 0 1 0 0 0 -1 0 1
j— -, - - 1 - -
1 1 0 0 0 1 2 1 0 1
1
2 0 1 2 0 -1 0 1 1 1
1 1 2 0 0 0 0 2 2
—
-1 1 1
1 -1 -1 -1 •4
-1 1 1
-, - 1 T
The quadratic form is (neglecting the 1/4 factor)
Cx
Cx 11
11
(-X
(-X
(-X
-1 1 
-1 -1 
-1 1 
+ У +1 ) 
- y  - 1 )  
+ У +1 )
1
-1
1
У 
1 
- X
-xy
- X
+ xy +x
2“У “У 
+ y +1
2 2 - X  -y ■ I =0 .
-  31 -
This, by obvious rearrangement, is 
2 2X + y~ -  1 ,
centered at the origin.
the equation for a unit circle
We have now seen the primitive parabola C x y I ] = [uz u
transformed into a hyperbola, and into a circle, by purely
algebraic processes of projection. The matrix C arises from 
-1 -ITthe product (T к T ,) and we would like to know where
1 :
the little singular matrix 
For any C matrix,
c
fx у 1
comes from.
11 12
c21 "22
c _ . c
13
; 23 is the
31 32 "33
quadratic form. Performing the multiplications,
fx
(с 11 x  + С12У + С 1 3 }
1 : (С21Х + С22У + С23)
(c3lX + С32У + Сзз)
2С ц Х t с12ху + С13Х
С2 1 Х “ С22У + С23У
С3 1 * Ь С32У +  с33 =3
= 0
0,
and collecting like terms in x and y, this is
2 2 cH x + (Cj2 + c21) xy + c22y + (cJ3 + c3J) x
+ ( c „ „ + c „ „ ) v + c „ = 0, 23 3 2 '  y 33
This is the classic form
2 2Px + Qxy + Ry + Sx + Ту + U О.
32 -
For our primitive parabola,
2Cx y ID = [ u  u ID, we have, as we have
2 . 2 seen, that x = y , or in proper canonical form, x-y = 0.
When we substitute appropriate coefficients for P, Q, R, S, 
and T, we have
2 20.x + O.xy - y  + x + 0 . y + 0 = 0
p = C11 0
Q = (C12 + c 2 1 } = 0 c 1 2 ~C 2 1
R = C 2 2 = -1
S = c13 + c 31 = -1
T = (c23 + c 3 3} = 0 c 3 2 _c 2 3
U = C33 0 .
The resulting C matrix now looks like this?
C 1 2
U - c,3>
In this matrix, there are the numbers c ^  с ]з and c23' 
These numbers are undefined. Accordingly, we replace them 
with the simplest arbitrarily chosen set of three numbers 
we know.
Set 13 = 1, and c j 2 and c
is the matrix
23 each equal to zero. The result 
0 0 1  and this is only one of an
0 - 1  0 infinity of matrices that will
0 0 0  accomplish 0ur purpose. We have
called it the "k" matrix. Even though, it is doubly singular 
(or singularly-singular, as we might frivolously call it) it 
does what it’s intended to do.
33 -
(This might suggest that even "singularly singular" matrices 
are not trivialities.)
By other choices of the numbers C 13* ant* c23 t*iere
result other matrices which have the same property as the 
simple к matrix we have used. Our choice was influenced 
by a yearning for simplicity.
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Velocity, Acceleration, and Rate-of-change of Acceleration
Vectors
l l A  is the parametric vector equation for 
the Cartesian coordinates for the moving point
A is the constant matrix of coefficients. The first three 
derivations of hv are 
(hv)' = h ’V + hv'
(hv)'' = h ” v + h'v' + h'v' + hv ”
= h ' ' V  + 2h ' V ' + hv ' '
(hv)'”  = h'” v + h ” v* + 2h” v' + 2h'v”  + h'v”  + hv” ' 
= h'” v + 3h ' ' V ' + 3h ' V ' ' + hv'” .
hv = C u^ u
a conic, and
are given by
From these, we find
hv' =(hv)' -h'v
hv' ' = ( h v ) ”  - h ' 'v - 2 h 'V '
hv ' ' ' = (hv) ' * ' - h ” 'v - 3h ' ' v ' - 3h'v”
and of course 
hv 'v' =
hv’
. . _ hv
Now h = Cu u 13 
of the A matrix.
the velocity of the moving point
the acceleration
the
A
rate-
0
0
1
of-change of acceleration, 
a scalar from the third column
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Similarly,
0
h ’ = C2u 1 03 A 0
1
0
h ” - C 2 0 03 A 0
1
0
h ” ’«C 0 0 03 A 0 5 0 for all values of u.
1
Also,
(hv)’ * C2u 1 03 \
(hv)”  - C 2 0 03 к
(hv)'’ CO 0 03 к оLJИ 0 0 3, a null vector
for all u.
For the circle 
A »*
(hv)' =* C2u
h' - C2u
hv = Cu^
. r 2 h = Cu
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In particular, when u * ,
(hv)’ = C 2 0 03
h' = 0
0 -2 2
hv * Cl/4 1/2 13 2 2 -2
-1 0 1
h 12 V “ CO 1 13
Then
hv' = (hv)’ - h'v - C 2 0 03
V* - hv' Ш C 4 0 03
h
CO 1/2 1/23
For the acceleration vector,
(hv)'' CO -4 43
h " ss
h' = 0
V = CO l 13
v' <rL-J1! 0 03
(hv)'’ - h''v - 2h’V '
CO -4 43 - CO 4 43
CO -8 03
hv' '
Then hv'' =
t Iand v h CO -16 03
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For the third derivative vector, (hv)' ' ' 5 CO 0 03 and
h ' ’ ' s о
hv’ ’ ' = -3 h* *v' - 3h’v ''
= -12 C4 0 03, since h' = 0 in this case
v' • » = hv * * ^— -rr-- - -24C4 0 03 = C-96 0 03.n
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THREE-DIMENSIONAL PROJECTIVE TRANSFORMATIONS
All of the foregoing involved manipulations with vectors, and 
in homogeneous coordinates these vectors consisted of three 
components, describing points and lines in a two-dimensional 
space .
It seems now natural to consider vectors of four components, 
describing points and planes in a three-dimensional space.
The analogy is not a mere semantic device. 
The product Г aA
aB 
aC
_ aD _
expands :
[hx hy hz h]
ha Ax + ha By + ha Cz + haD = 0
which is recognized as the traditional equation of a plane. 
The quantities h and a are- entirely arbitrary.
The matrix “ 1 0 0 0 '
0 1 0 0
0 0 1 0
_ 0 0 0 1_
describes , by rows,
the homogeneous coordinates of
a point at infinity on the x axis,
a point at infinity on the у axis,
a point at infinity on the z axis,
and the origin of coordinates of the three-dimensional space.
This matrix of vectors is sometimes called the "simplex" of 
the space. Algebraically, of course, it is just the identity 
matrix of the system.
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Suppose there is some transformation matrix, T, such that 
the object-space image-space transformation is
1
0
0
0
0 0 or "ai b ! C1 V
1 0 0
T a 2 b 2 C2 d20 1 0 a3 b3 c3 d3
0 0 1. -a4 b4 c4 V
The four vectors da. b. c. d.l are the images of theirl i i i
corresponding points in the object space. They may or may 
not lie, themselves, at infinity, depending upon the value 
of the d^. Observe the striking fact that even the origin 
of coordinates, CO 0 0 11 may quite possibly become a
point at infinity in the transformed space.
Such a case is not a degeneracy of the transformation. It 
is entirely normal.
The coordinates of the four transformed points in the image 
space, taken together in the matrix, are the components of 
the transformation matrix T. This gives an interesting and 
illuminating interpretation of the T matrix.
As we have done before in the case of point-line coindidence 
in the plane, we examine point-plane coincidence.
Abbreviate the notation, and write
p = Chx hy hz hi for the point vector, and
~ a  A 
a  Вn
a C 
a D
for the plane vector.
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Then p ír = 0 describes the combined position of point
and plane. Now introduce the product of T and its adjoint, 
T*, such that
TT* = CdiagD a diagonal matrix, all of whose 
elemenst are identical. They may all be zero, without in­
validating what follows.
Then
TT*p it = 0 certainly .
TBut p = p* , a point transformation.
Similarly, we can regard T*n as a plane transformation, 
yielding the new plane-n*, so that 
P * TT* = 0 .
This describes the image of the point-plane coincidence 
after the transformation of the space. It is of course an 
invariant of the transformation.
As in the two-dimensional case, we can partition the T 
ma tr ix,
"al b 1 C 1 V
a2 b 2 C 2 d 2
a3 b3 C3 d3
L a4 b 4 C4 V
and consider the significance of each partition.
The most interesting partition consists of the elements d^ 
in the fourth column.
Consider
' 1 0 0 V where no affine transformation
0 1 0 d 2 takes place (the upper lef t-
0 0 1 . ^3 hand partition is just the
_ 0 0 0 i V identity matrix.)
and where no displacement of the coordinate system happens 
(the lower left-hand partition is null.)
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Now we form the adjoint of this matrix. 
It is
d4 0 0 ~dl as can be eas ily
0 d4 0 -d 2 verif ied, as
0 0 d4 ~d3 follows.
- 0 0 0 1 -
' 1 0 0 dj '
0 1 0 d2 
0 0 1 d
“ d4 0 0 -dj-
0 d^ 0 -d 2 
0 0 d4 -d3 =
" d4 0 0 0 
0 d4 0 0 
0 0 d4 0
r~ o о 0 о. -P* 1 _ 0 0 0 1 1 O O O С
и
If is not zero, the inverse of T is simply
T-1
But if d^ = 0, the matrix T has no inverse, even though 
it does possess an adjoint, invariably.
The transformation of a plane is T*tt, which is
~ d4 0 0 -d r
0 d4 0 -d 2
0 0 d4 -d3
. 0 0 0 1 .
This shows that every plane
unique image, so long as d4
“ A ‘ - Ad4 - Dd J
B Bd4 - Dd 2
C cd4 - Dd3
_ D . D
in the object space has its
Ф 0.
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But if = 0, all planes in the object space have the 
same image,
~-Dd ~ - - V
-Dd_ -d„2 2
-Dd3 or “d3
D _ _ 1 J
When = 0, we obtain a plane image of a three-dimensional 
object space. But when d^  ^ 0, we obtain what has been 
called a "relief perspective" of the object space. A crude 
(and imprecise) notion of relief perspectives is given,for 
example, by the images of scenes and prominent persons 
embossed on coins.
It is, paradoxically, false to think that the pictures made 
by a photographic device (a camera ) are plane images. They 
are really two-dimensional slices of a three-dimensional 
image formed optically inside the camera. The operation of 
focussing the camera serves to choose the appropriate slice 
of this intrinsically three-dimensional image.
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FOUR-DIMENSIONAL TRANSFORMATIONS, ORDINARY
COORDINATES
A point in four dimensions is represented by the four- 
component vector Cx y z w U . These are "ordinary" 
cartesian coordinates, not projective ones, and refer to 
the four mutually orthogonal unit vectors of the space. 
The simplex
" 1 0 0 0 “ describes these four
0 1 0 0 orthogonal unit
0 0 1 0 vectors.
. 0 0 0 1 _
The origin of coordinates of the system is the local 
point, CO 0 0 03.
Any 4x4 matrix describes an affine transformation of<the 
space, and its rows describe the images of the four "unit" 
points of the simplex.
A special affine transformation of interest is the rigid 
rotation of the system with its embedded configurations.
If Ca b c d3 is the rotated image of one of the 
unit vectors, then its length must still be a unit, or
Ca d 3 1 (the square of the length.)
If Caj bj Cj djland Ca2 b2 c2 d^are the images of 
two of the orthogonal unit vectors, then after the rotation,
we want them to remain orthogonalj this implies
/
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fa, 0. Similarly for the others.
We can summarize these two requirements:
a l b l C 1 d l l
a 2 b 2 C 2 d 2
а з b 3 C 3 d 3
a 4 b 4 C 4 d 4 J
a l a 2 a 3 a 4
b l b 2 b 3 С
Г
->
C 1 C 2 C 3 C 4
d l d 2 d 3 d 4 J
1 0 0 0 “
0 1 0 0
0 0 1 0
0 0 0 1 _
This says that if a matrix T satisfies
T  T
_T
the identity matrix, then
The transpose of the matrix is also the inverse of the 
matrix. Such matrices are called "ortho-normal" systems. 
They are strictly length and angle preserving systems, 
and are consequently shape-invariant.
We can make two-dimensional pictures of objects embedded 
in such coordinate systems. We need only multiply the ortho­
normal system matrix by a "projector" matrix that "selects" 
the desired picture coordinates and "rejects" the others. 
This is precisely what we do when we make an "orthographic" 
or di-metric or tri-metric or isometric or "oblique" drawing 
of an object in 3-space.
~ a l b l C 1 d ll 1 0 0 0 ” ~ a l b l
a 2 b 2 C 2 d 2 0 1 0 0 a 2 b 2 0
a 3 b 3 C 3 d 3 0 0 0 0 a 3 b 3
L a 4 b 4 C 4 d 4 .0 0 0 0 _ L a 4 b 4 J
For instance
-  45 -
These are just the x and y coordinates of 
the 4-dimensional object. Of course the z and 
are missing, as they should be. The resulting 
picture of the object.
the points in 
w coordinates 
figure is a
Similarly, of course, we could construct a three-dimensional 
image of the four-dimensional object.
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CONSTRUCTION OF A 4x4 ORTHONORMAL MATRIX
Choose four arbitrary quantities for the top row. 
Choose three quantities for the second row, 
two quantities for the third row, 
and one arbitrary quantity for the fourth row.
In this example, the 
quantities p, q, r, s, t^  u 
are to be found so as to satisfy 
the orthogonality conditions.
Thus fa d ? a
b
c
P
0 is sufficient to 
de termine p .
Now d
P
• a 
b
q
r
Го’
[°.
determines q and r,
and finally
-a, b, c, d, - ' a4 0
a 2 t>2 c2 p s = 0
_a3 b 3 q r J t 0
u - -1
determines s t and u .
The resulting matrix is orthogonal but not yet orthonormal.
The product of this matrix and its transponse yields a 
diagonal matrix,
A 0 0 0 . We now need only
0 В 0 0
0 0 c 0
0 0 0 D _
to multiply the orthogonal matrix by the appropriate 
"scaling matrix", which is
l
/А
1
\JB
l
V*
l
/ ъ
to obtain the desired orthonormal matrix.



