I. Introduction
In order to meet the intensive computation applications and the need for low power, high performance requirements, it is necessary to increase the number of computing resources on a single chip. By the addition of various resources such as CPU, DSPs, ASICs etc to build a System on Chip (SoC) it is necessary to focus on the interconnections between these elements. Most of the System-on-Chip applications has a shared bus interconnection which needs an arbitration logic to serialize several bus access requests, to communicate with each integrated processing unit because of its low-cost and simple control characteristics. Such shared bus interconnection has a limitation in its scalability because only one master at a time can utilize the bus which means all the bus accesses should be serialized by the arbitrator. Therefore, in such an environment where the number of bus requesters is large and their required bandwidth for interconnection is more than the current bus, a different interconnection method should be designed.
II. Layout Of General Soc
Any integrated system consists of a host processor, memory and peripheral elements which are interconnected through a bus interface as shown in fig1. The synchronization of these basic blocks with internal and external environment is achieved by means of an I/O buffer. The work presents a self-reconfigurable channel data buffering scheme and circuit design for next-generation network-on-chips (NoCs). The design is optimized for power efficiency and data throughput, from system to circuit level. During network congestion, the buffering scheme realizes adaptive flow control by reconfiguring the channel buffers for online data storage. Here we design a NoC on a SoC to meet the electrical specifications dictated by industry standards. 
III.
Drawbacks Of Conventional Soc Architectures The switches and resources can be connected through links to form a switching and live on-chip interconnection network called NoC. The sending resource can use different paths through the switches to send its messages to the desired destination. The crossbar switch designed as shown in fig3 helps in routing the traffic effectively. These messages can be considered as traffic between this sender/target pair [2] . Chip-level multiprocessors (CMPs) feature up to a hundred discrete cores, and with increasing levels of integration, CMPs with hundreds of cores, cache tiles, and specialized accelerators are anticipated in the near future [3] . Power and wire design constraints are forcing the adoption of new design methodologies for system-on-chip (SoC), namely, those that incorporate modularity and explicit parallelism. Communication-centric interconnect fabrics are characterized by different trade-offs with regard to latency, throughput, energy dissipation, and silicon area requirements. [4] .Data transmission and on-chip global communication schemes have undergone a revolutionary paradigm shift due to the development of modular and scalable packet-switched network-on-chips (NoCs) [5] . A NOC platform, consisting of architecture and design methodology, which scales from a few dozens to several hundred or even thousands of resources is designed. A resource may be a processor core, a DSP core, an FPGA block, a dedicated HW block, a mixed signal block, or a memory block of any kind such as RAM, ROM or CAM. [6] When compared to traditional data buffering designs that employ dedicated wires for each signal, NoCs establish a structured and layered communication network that is more efficient, reliable, and scalable. Onchip interconnects carrying signals between different blocks will be the bottleneck for system performance and reliability. To tackle this problem, an on chip communication infrastructure based on a network-onchip architecture with a hybrid mechanism to transfer data among IP cores by taking advantages of both wired and wireless communications is necessary [9] . Different Network-on-Chip architectures like mesh, torus, and hypercube-topologies can be generated, based on this switch. The proposed framework can be used for exploration and optimization of Network-on-Chip architectures, by comparing Network-on-Chip architectures with different topologies and routing algorithms [8] . Multicore platforms are emerging trends in the design of System-on-Chips (SoCs).
Interconnect fabrics for these multicore SoCs play a crucial role in achieving the target performance. The Network-on-Chip (NoC) paradigm has been proposed as a promising solution for designing the interconnect fabric of multicore SoCs. But the performance requirements of NoC infrastructures in future technology nodes cannot be met by relying only on material innovation with traditional scaling. The continuing demand for low-power and high-speed interconnects with technology scaling necessitates looking beyond the conventional planar metal/dielectric-based interconnect infrastructures. Among different possible alternatives, the on-chip wireless communication network is envisioned as a revolutionary methodology, capable of bringing significant performance gains for multicore SoCs. Wireless NoCs (WiNoCs) also can be designed by using miniaturized on-chip antennas as an enabling technology. The design methodologies and technology for scalable WiNoC architectures to evaluate their performance is necessary [10] . Notion of a network on a chip as a programmable asynchronous VLSI architecture for fast and efficient simulation of wireless networks is to be taken care [11] while designing.
A mathematical model for on-chip routers is obtained and which can be utilized for NoC performance analysis. This model can be used not only to obtain fast and accurate performance estimates and also to guide the NoC design process within an optimization loop [12] . However, the development of advanced integrated architectures, such as system-on-chip and chip-level multiprocessors, has placed considerable challenges on the NoC designs [14] .
IV. Objective Of The Research Work
A. Propose a new design for crossbar switching fabric with optimized routing with all the resources. B. Another objective of this work is to study the NoC architectures through AXI4 and compare with the AXI3 protocol.
C. Verification and validation of the design through simulation.
V. Possible Outcomes Of The Research Work
A. To achieve optimization in delay, with lower power dissipation. B. To develop a consistent evaluation methodology to compare the performance characteristics of a variety of NoC architectures (mesh, torus, star etc) C. Schedule the routing between the communicating resources depending on the traffic.
VI. Tools Used
1) Questasim (Front End Designing) 2) Perl And Toolkit (For Automation)
