Visual analytics for detection and assessment of process-related patterns in geoscientific spatiotemporal data by Köthur, Patrick
Humboldt-Universität zu Berlin – Geographisches Institut
Visual Analytics for Detection and Assessment of
Process-Related Patterns in Geoscientific
Spatiotemporal Data
DISSERTATION






der Humboldt-Universität zu Berlin
von
Dipl.-Geogr. Patrick Köthur
Präsident der Humboldt-Universität zu Berlin
Prof. Dr. Jan-Hendrik Olbertz
Dekan der Mathematisch-Naturwissenschaftlichen Fakultät
Prof. Dr. Elmar Kulke
Gutachter/Gutachterinnen:
Prof. Dr. Doris Dransch
Prof. Dr. Liqiu Meng
Univ.-Prof. Torsten Möller, PhD
Eingereicht: 13. Juli 2015
Tag der Verteidigung: 14. Dezember 2015
II
Acknowledgements
This thesis would not have been possible without the many people who supported me in the
process. First and foremost, I would like to express my gratitude to my supervisor Doris Dransch.
She gave me the freedom to follow my scientific interests and, most importantly, always provided
guidance, support, and encouragement. Many thanks to Liqiu Meng and Torsten Möller for not
hesitating to act as referees for this thesis.
This thesis is the result of highly interdisciplinary research and several collaborations with geo-
scientists. I would like to thank all my coauthors from the domain-expert side, Henryk Dobslaw,
Julian Kuhlmann, Norbert Marwan, and Stefan Schinkel, for their open-mindedness, their enthusi-
asm, and, of course, for their patience in countless meetings and discussions.
I cannot thank my current and former colleagues (and sometimes coauthors) from the Geoinfor-
matics Section of the German Research Centre for Geosciences GFZ enough for their unwavering
support. I thank Mike Sips and Andrea Unger for providing so many inspiring ideas, feedback,
and much-needed guidance, as well as for sharing so much of their time and invaluable experience
with me. I also thank Carl Witt, Joachim Fohringer, Ralf Friedeman, Alexander Bobach, Tobias
Rawald, and Janis Jatnieks for their support in implementing prototypes, for their important con-
tributions to often spontaneous brainstorming sessions, for always listening, and for generally being
great colleagues.
I would also like to thank Alan and Ajna, Heiko, Marek, and Anja for incredible friendships that
have already endured decades and will hopefully last a lifetime. Furthermore, I would like to express
my sincere gratitude to Silvia for her support. Lastly, a very special thanks to my grandparents, Rita




The geosciences study the manifold processes within the complex Earth system to gain a better
understanding of our planet. In order to obtain information about processes, spatiotemporal data is
collected via observations or simulations. In these data, the spatial and temporal behavior of processes
of the Earth system manifests itself as specific patterns. To gain insight into the various processes,
scientists must detect and interpret these patterns by considering the geospatial and temporal vari-
ability in the data. This involves several challenges: (a) large spatiotemporal data spaces have to be
taken into account, (b) only little aggregation and dimensionality reduction techniques should be
applied to reduce loss of information, (c) prominent spatiotemporal patterns must be detected, and
(d) among these patterns the ones that are related to processes within the Earth system must be iden-
tified. The overall aim of this thesis was to study how visual analytics, which combines automated
analysis and interactive visual exploration, can address these challenges and facilitate the analysis of
processes in geoscientific spatiotemporal data. To this end, this thesis focused on three important
analysis perspectives and addressed each one in a separate research question: (1) How can visual an-
alytics support the detection and assessment of prominent types of spatial situations? (2) How can
visual analytics support the detection and assessment of prominent types of temporal behavior? (3)
How can visual analytics improve the analysis of interrelations of temporal behavior? Three novel
visual analytics solutions were developed, one to investigate each research question. The first solu-
tion helps geoscientists to analyze prominent spatial situations in the data and their occurrence over
time. Interactive visual summaries were introduced as a means to facilitate this task. Hierarchical
clustering is used to arrange all spatial situations in the data in a hierarchy of clusters. The combi-
nation with interactive visual analysis enables users to explore and alter the resulting hierarchy, to
extract different sets of representative spatial situations, and to interpret and assess the corresponding
spatiotemporal patterns. The second visual analytics solution supports geoscientists in the analysis of
prominent types of temporal behavior and their location in geographic space. Cluster ensembles are
integrated with interactive visual exploration to enable users to systematically detect and interpret
various types of temporal behavior in different data sets and to use this information for assessment
of simulation model output. The third solution enables geoscientists to detect and analyze interrela-
tions of temporal behavior in the data. An established correlation-based technique for detection of
interrelations between two individual time series (windowed cross-correlation) was extended to the
comparison of entire ensembles of time series through visual analytics. It not only allows scientists
to study interrelations, but also to assess how much these interrelations vary between two ensem-
bles. The visual analytics solutions were developed following a rigorous user- and task-centered
methodology and successfully applied to use cases in Earth system modeling, ocean modeling, pale-
oclimatology, and even cognitive science. The results of this thesis demonstrate that visual analytics
successfully addresses the challenges outlined above. This thesis also demonstrates that visual analyt-
ics is a valuable approach to the analysis of process-related patterns in spatiotemporal data for at least
three reasons: (1) geoscientific applications greatly benefit from the interactivity of visual analytics
solutions because it supports a free-flowing analytical discourse with the data, (2) visual analytics is
able to extend the boundaries of existing analysis methods, and (3) it introduces geoscientists to new,
insightful perspectives on the data and the processes they describe.
VI
Kurzfassung
Um ein tiefgreifendes Verständnis unseres Planeten zu erlangen, untersuchen die Geowissenschaften
die vielfältigen Prozesse des Systems Erde. Hierzu wird eine große Menge an Beobachtungs- und
Simulationsdaten erfasst und analysiert. In diesen Daten manifestieren sich Prozesses als raum-
zeitliche Muster. Um Erkenntnisse über die verschiedenen Prozesse des Systems Erde zu gewin-
nen, müssen diese Muster detektiert und interpretiert werden. Dies erfolgt durch Untersuchung der
räumlichen und zeitlichen Variabilität in den Daten. Dies ist jedoch mit einigen Herausforderun-
gen verbunden: (a) große raum-zeitliche Datenräume müssen betrachtet werden, (b) Aggrega-
tion und Dimensionreduktion sollte gering sein, um Informationsverlust zu vermeiden, (c) wichtige
raum-zeitliche Muster müssen detektiert werden und (d) unter diesen Mustern müssen diejenigen
identifiziert werden, die mit Prozessen des Systems Erde in Zusammenhang stehen. Die Disser-
tation untersucht, inwiefern Visual Analytics, d.h. die Kombination aus automatisierter Daten-
analyse und interaktiver visueller Exploration, diese Herausforderungen addressieren und damit die
Analyse von Prozessen in geowissenschaftlichen raum-zeitlichen Daten unterstützen kann. Hierzu
fokussiert diese Dissertation auf drei wichtige Analyseperspektiven und addressiert jede einzelne an-
hand einer separaten Forschungsfrage: (1) Wie kann Visual Analytics die Detektion und Bewertung
von wichtigen räumlichen Zuständen in den Daten unterstützen? (2) Wie kann Visual Analytics die
Detektion und Bewertung von wichtigem zeitlichen Verhalten unterstützen? (3) Wie kann Visual
Analytics die Analyse von zeitlichen Zusammenhängen in den Daten verbessern? Um jede dieser
Forschungsfragen zu untersuchen, wurde jeweils ein neuartiger Visual Analytics Ansatz entwick-
elt. Der erste Ansatz erlaubt es, wichtige räumliche Zustände in den Daten sowie deren auftreten
in der Zeit zu untersuchen. Hierzu werden interactive visual summaries eingeführt. Mittels hierar-
chischem Clustering werden alle in den Daten enthaltenen räumlichen Zustände in einer Cluster-
hierarchie verortet. Interaktive visuelle Analyse ermöglicht es, verschiedene räumliche Zustände aus
den Daten zu extrahieren und die dazugehörigen raum-zeitlichen Muster zu interpretieren und zu
bewerten. Der zweite Visual Analytics Ansatz unterstützt die Analyse des in den Daten zu beobach-
tenden zeitlichen Verhaltens sowie dessen Auftreten im geographischen Raum. Cluster Ensembles
und interaktive visuelle Exploration ermöglichen die systematische Detektion und Interpretation
verschiedener Typen zeitlichen Verhaltens. Der dritte Ansatz gestattet die Detektion und Analyse
von zeitlichen Zusammenhängen in den Daten. Hierzu wurde eine etablierte Methode zur Analyse
von zeitlichen Zusammenhängen zwischen zwei einzelnen Zeitreihen – gefensterte Kreuzkorre-
lation – durch Visual Analytics auf den Vergleich von Zeitreihenensembles erweitert. Durch die
Erweiterung auf Ensembles ist es nicht nur möglich, Zusammenhänge zwischen Zeitreihen zu un-
tersuchen, sondern auch Unsicherheiten in den Daten zu berücksichtigen. Die Visual Analytics An-
sätze wurden anhand einer nutzer- und aufgabenorientierten Methodik entwickelt und erfolgreich
in Anwendungsfällen aus der Erdsystem-Modellierung, der Ozeanmodellierung, der Paläoklima-
tologie und sogar den Kognitionswissenschaften eingesetzt. Die vorliegende Dissertation zeigt, dass
die oben genannten Herausforderungen erfolgreich mit Visual Analytics addressiert werden kön-
nen. Darüber hinaus wird deutlich, dass Visual Analytics aus folgenden Gründen einen wertvollen
Ansatz zur Analyse von Prozess-bezogenen Mustern in raum-zeitlichen Daten darstellt: (1) geowis-
senschaftliche Anwendungen profitieren stark von der Interaktivität von Visual Analytics Ansätzen
da diese eine intuitive Datenanalyse ermöglicht, (2) Visual Analytics kann die Grenzen existierender
Analysemethoden erweitern und (3) es ermöglicht neue, aufschlussreiche Sichtweisen auf Daten und
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Introduction
2 Chapter I. Introduction
1 Studying processes in geoscientific spatiotemporal data – Analysis
perspectives and challenges
The geosciences and their manifold disciplines study the evolution and intricacies of our planet.
To this end, researchers try to discover, analyze, and compare the different processes within the
complex Earth system: from large-scale processes, such as crustal movement or global ocean and
climate dynamics, to the smallest microbial and chemical processes in the soil. These studies help to
identify and address important current and future challenges for mankind, such as global warming
and its various consequences [65].
Processes of the Earth system are generally studied through analysis of spatiotemporal data. Tech-
nological advancement in the last decades has dramatically increased the amount of data available for
such analysis. A plethora of observational and simulated data is provided by more and more powerful
monitoring devices, computer hardware, and simulation models. Since a similar development can
also be observed in many other scientific disciplines, the term data-intensive science was introduced
to describe a new paradigm for scientific research [56]. This paradigm complements the existing
empirical, theoretical, and simulation-based approaches, and focuses on data exploration to generate
hypotheses and gain scientific insight into real-world phenomena. Data-intensive science requires
an eScience infrastructure which supports capture, curation, and analysis of large amounts of data.
Visual exploration is of particular importance in the data analysis part to extract information and
meaning from the data [45,56].
In the geosciences, it is information about processes, such as ocean currents, seasonal cycles, or
deforestation, that has to be extracted from spatiotemporal data. These processes exhibit particular
spatial and temporal behavior which manifests itself in the data as specific patterns. An example
that shows that this behavior can be quite complex is the El Niño phenomenon [3]. It consists of
a weakening of the equatorial trade winds off the South American coast, causing an increase in
surface water temperature in the equatorial Pacific. This triggers a number of other meteorological
and oceanographic phenomena across the globe, such as strong tropical storms [149]. El Niño occurs
irregularly every two to seven years and lasts between nine months and two years. Since it is a large-
scale phenomenon of significant climatological and economic impact, it has been studied intensely.
The spatiotemporal patterns of previous El Niño events are well known and can be found in, e.g.,
observational data of the global ocean. Apart from El Niño, however, the Earth system comprises
a multitude of other processes; many of these are not as well understood as the prominent El Niño
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example.
In order to gain a better understanding of the various processes within the Earth system, scientists
must capture their complex behavior by considering the geospatial and temporal variability in the
data. Several analysis perspectives can be adopted to address this task. This thesis focuses on three
perspectives:
Perspective 1: What prominent types of spatial situations can be found in the data and when do they
occur in time? One way of approaching spatiotemporal data is to focus on the distribution of
numerical values in geographic space – the spatial situation – and how it changes over time.
Detecting the prominent types of spatial situations and their associated time periods provides a
compact overview of the spatiotemporal dynamics in the data, including, e.g., seasonal cycles.
Perspective 2: What prominent types of temporal behavior can be found in the data and where are they
located in space? Some processes manifest themselves in the data as particular temporal behavior
that is bound to specific geographic areas, e.g., the Antarctic Circumpolar Current [117], a
strong ocean current flowing around Antarctica. Therefore, an alternative way of analyzing
spatiotemporal data is to concentrate on the different types of temporal behavior in the data
and see where in geographic space they can be observed.
Perspective 3: Are there interrelations of temporal behavior in the data and what do they look like?
Processes of the Earth system are often related in terms of their temporal behavior. For ex-
ample, an El Niño event in the equatorial Pacific typically causes a warming of the tropical
Atlantic. This warming, however, occurs four to five months after the initial El Niño [42].
Hence, the temporal behavior at different geographic regions or of different processes is often
interrelated. Detecting and studying such interrelations provides scientists with deeper insight
into the mechanics of the Earth system.
Examination of geoscientific applications has shown that analyzing spatiotemporal data from these
three analysis perspectives poses several challenges:
Challenge A: Taking the entire data space into account. Due to the complexity of processes and the
volume of geoscientific data, scientists often do not consider the entire data space and focus
only on subsets, e.g., particular geographic regions or time periods. As a consequence, the
insight about processes gained from these subsets cannot necessarily be extrapolated to other
geographic regions or time spans covered by the data.
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Challenge B: Reducing the amount of aggregation in the analysis. The analysis of large spatiotem-
poral data typically involves significant aggregation. For example, to cope with a large number
of georeferenced time series and to preserve their geospatial context, scientists often aggregate
the time dimension. Although scientists perform the aggregation based on experience and a
well-grounded body of expert knowledge, it results in loss of information. The chosen ag-
gregation focuses the analysis on a particular characteristic of temporal behavior; information
about other potentially important aspects of temporal behavior is lost.
Challenge C: Detecting the most prominent patterns. Scientists often apply automated analyses to ex-
tract patterns from large geoscientific spatiotemporal data. The outcome of such automated
analyses depends on the applied algorithm and its parameterization. The results obtained with
a particular algorithm and parameterization, however, can only reflect certain spatial or tem-
poral aspects. They may fail to represent the patterns that are most important to the analysis
task.
Challenge D: Interpreting detected patterns. Any analytical result needs to be interpreted by domain
experts. Based on their domain knowledge, they must assess which of the detected patterns
are related to processes within the Earth system, and study them to gain a better understand-
ing of the associated processes. They also have to decide which parts of the data may contain
additional information and, hence, need further analysis, and which parts of the data contain
merely noise or systematic measurement errors. However, researchers often do not under-
stand in detail all individual steps behind the complex algorithms applied in the automated
data analysis. In addition, the static plots typically used to assess the results do not convey all
information necessary for a comprehensive interpretation.
In order to advance the analysis of processes in geoscientific spatiotemporal data, these challenges
must be met.
2 Visual analytics as a means to explore geoscientific spatiotemporal
data
Visual analytics has emerged as a promising interdisciplinary approach to the analysis of massive
and complex data [77, 133]. It is “the science of analytical reasoning facilitated by interactive visual
interfaces” [133, p. 4]. Visual analytics aims at creating “software that maximizes human capacity
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to perceive, understand, and reason about complex and dynamic data and situations” [133, p. 6]. To
this end, it combines automated data analysis and interactive visualization to facilitate the analytical
discourse with the data [77, 133]. The automated analysis part typically includes techniques from
statistics or data mining [50] to discover patterns in data. The combination of statistics with visual-
ization to enable exploratory data analysis alongside the traditional confirmatory analysis approach
has already been advocated by John W. Tukey in the 1970s [140]. He also stressed the power of
visualization in this process: "The greatest value of a picture is when it forces us to notice what we
never expected to see" [140, p. vi]. This would later be substantiated by the information visual-
ization community which builds upon computers and graphical user interfaces to develop effective
techniques for interactive visual data analysis [24, 27, 129, 148]. Many visual analysis and visual data
mining solutions [76] are guided by Ben Shneiderman’s visual information seeking mantra “overview
first, zoom and filter, then details-on-demand” [30, 127]. To support the analysis of increasingly
large and complex data, visual analytics aims at an even tighter integration of automated and visual
analysis [78]. Keim’s visual analytics mantra illustrates this integration: “Analyze first, show the impor-
tant, zoom, filter and analyze further, details on demand” [78, p. 7]. Visual analytics uses computers
to algorithmically detect patterns in large and complex data, and interactive visualization to exploit
human perception and cognition to recognize patterns, to assess them, and to put them into context.
Allowing users to visually explore and interact with data in such a way enables domain experts to
make full use of their domain knowledge and intuition in the analysis process and to obtain a detailed
mental model of the data space and the phenomena it describes.
In the last decade, visual analysis and visual analytics have been successfully employed in various
application areas [73], e.g., medicine, physical sciences, or engineering. The geovisual analytics com-
munity specifically focuses on the exploration of geographical data. Geovisual analytics approaches
combine techniques from information visualization, cartography, geovisualization and geographical
information systems. Andrienko and Andrienko [9] present a taxonomy of general tasks that are rel-
evant in the exploration of geographical data, as well as examples for potential solutions. Geovisual
analytics has been applied to, e.g., analysis of spatiotemporal variation of mobile phone usage [6],
car and vessel movement data [10, 33], or for exploration and prediction of crimes in the United
States [7, 97]. Many more examples of geovisual analytics solutions that facilitate visualization and
analysis of spatiotemporal data are presented by Dykes et al. [39] and Dogde et al. [36].
Although these examples demonstrate that the combination of automated and visual analysis con-
stitutes a particularly powerful approach to the exploration of spatiotemporal data, few tools explicitly
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support geoscientific scenarios, such as studying the temporal evolution of glaciers in Greenland [38],
validation of geoscientific simulationmodels of glacial isostatic adjustment [142] or paleoclimatic cold
events [72], hypothesis generation about atmospheric climate change [74], or analyzing periodicity
in ocean data [48]. This may be due to the complexity of geoscientific application problems and
phenomena under study – which also applies to the physical sciences in general [90] – but is also
somewhat surprising since visual analytics has great potential to facilitate the analysis of process-
related patterns in geoscientific spatiotemporal data.
3 Hypothesis and research questions
The overall aim of this thesis is to study how visual analytics can facilitate the analysis of processes
in geoscientific spatiotemporal data. It is based on the hypothesis that the challenges outlined in
Section 1 can be addressed with visual analytics. Statistical and data mining methods [50] will
enable geoscientists to take the entire spatiotemporal data space into account, instead of limiting
themselves to particular subsets prior to the analysis (Challenge A). Popular techniques to extract
information from large or complex data spaces include clustering, data reduction, or dimensionality
reduction [73]. They algorithmically structure and aggregate the data by detecting prominent pat-
terns in the data. Furthermore, data mining techniques that are able to cope with multidimensional
data will reduce the amount of aggregation required at the early stages of the analysis process (Chal-
lenge B). The combination with interactive visual analysis will allow scientists to interpret the results
of the automated analysis, to assess the detected patterns in their spatiotemporal context, and to ob-
tain an overview of the most prominent patterns in the data (Challenge C). Effective visualization
and interaction techniques facilitate the identification of patterns that are related to environmental or
geophysical processes, as well as detailed inspection of these patterns. In particular, interactive visual
interfaces allow scientists to focus on specific patterns, gain a detailed understanding of their spatial,
temporal, and statistical characteristics, and use their domain knowledge, experience, and intuition
in the interpretation process [77,78,133] (Challenge D).
In order to facilitate the analysis of processes in geoscientific spatiotemporal data, each of the
three analysis perspectives presented in Section 1 has to be supported. Consequently, this thesis
investigates each of the following three research questions in a separate chapter:
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Research question 1 (Chapter III): How can visual analytics support the detection and assess-
ment of prominent types of spatial situations? This chapter investigates how automated analysis
can be coupled with mechanisms that support assessment and refinement of the analytical results to
facilitate detection of the most prominent spatiotemporal patterns. For this purpose, this chapter
studies how clustering can be integrated with interactive visual analysis to enable geoscientists to
study the spatial and temporal variability in the data, and to create a compact visual representation of
the most prominent types of spatial situations and their occurrence over time. This chapter further
describes how the proposed approach is applied to detect processes in ocean data.
Research question 2 (Chapter IV): How can visual analytics support the detection and assess-
ment of prominent types of temporal behavior? To address this question, this chapter examines
how the comparison of a large number of georeferenced time series can be supported while simul-
taneously reducing the amount of data aggregation and dimensionality reduction required. To this
end, it investigates how cluster ensembles [131] can be used to detect prominent types of temporal
behavior, and how interactive visual exploration allows scientists to analyze and compare the differ-
ent patterns and to relate them to processes within the Earth system. The proposed visual analytics
approach is developed in an ocean modeling context and applied to the assessment of simulation
model output.
Research question 3 (Chapter V): How can visual analytics improve the analysis of interre-
lations of temporal behavior? For a thorough detection of interrelations of temporal behavior in
geoscientific data, many geoscientific applications, such as climate modeling [21] or paleoclimatol-
ogy, require the comparison of ensembles of time series. This chapter examines how an established
technique for comparison of two individual time series, windowed cross-correlation [4, 20], can be
enhanced by visual analytics to facilitate the detection of interrelations between entire ensembles
of time series. The benefits of the proposed visual analytics approach are studied in use cases from
paleoclimatology and cognitive science.
4 Structure of this thesis
This thesis comprises six chapters. After the introduction, Chapter II describes the exemplary use
cases in which the outlined research questions were studied. It also provides details about the user-
and task-centered methodology that underlies the research presented in this thesis. The core of this
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thesis is formed by Chapters III through V, each addressing one of the identified research questions.
Each of these three chapters were written as stand-alone articles and published in peer-reviewed
journals as follows:
Chapter III: P. Köthur, M. Sips, A. Unger, J. Kuhlmann, and D. Dransch. Interactive Visual Sum-
maries for Detection and Assessment of Spatiotemporal Patterns in Geospatial Time Series.
Information Visualization, 13(3):283–298, doi:10.1177/1473871613481692, 2014.
Chapter IV: P. Köthur, M. Sips, H. Dobslaw, and D. Dransch. Visual Analytics for Comparison
of Ocean Model Output with Reference Data: Detecting and Analyzing Geophysical Pro-
cesses Using Clustering Ensembles. IEEE Transactions on Visualization and Computer Graphics,
20(12):1893–1902, doi:10.1109/TVCG.2014.2346751, 2014.
Chapter V: P. Köthur, C. Witt, M. Sips, N. Marwan, S. Schinkel, and D. Dransch. Visual Ana-
lytics for Correlation-Based Comparison of Time Series Ensembles. Computer Graphics Forum,
34(3):411–420, doi:10.1111/cgf.12653, 2015.
This thesis concludes with a synthesis of the presented results (Chapter VI), which summarizes
the answers to the investigated research questions, presents the main conclusions of this thesis, and
briefly outlines opportunities for future research.
Chapter II
Methodology
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1 Use cases
Due to the application-oriented nature of visual analytics, developing effective solutions requires
close collaboration with domain experts. Hence, the three research questions outlined in Chapter I,
Section 3 were studied in three exemplary use cases. In each use case, domain experts from the
German Research Centre for Geosciences GFZ1 and the Potsdam Institute for Climate Impact Re-
search2 adopted a particular analysis perspectives (Chapter I, Section 1) in the context of a specific
geoscientific application.
The first use case addresses the detection of prominent types of spatial situations in ocean data.
The objective of the second use case is to detect prominent types of temporal behavior and to utilize
these finding in the assessment of ocean simulation models. Both use cases focus on univariate, scalar
data on a regularly structured two-dimensional grid. This type of gridded data is not only studied in
oceanography but also in other disciplines such as climatology or landscape ecology. There are two
important ways of conceptualizing such data [7]. Both perspectives represent complementary views
on the spatial and temporal variability in geoscientific data. The first use case considers the data as an
ordered sequence of two-dimensional geospatial distributions of scalar values (spatial situations). The
data may contain from a few hundreds to several thousands of spatial situations, one for each time
stamp. The second use case considers the data as a set of geographically referenced temporal profiles.
The grid points of the data grid represent geographic coordinates and are associated with regularly
sampled temporal profiles (or time series), describing the temporal behavior at these coordinates.
The data may easily comprise thousands or hundreds of thousands of grid points and, therefore,
just as many temporal profiles. The third use case aims at supporting paleoclimatologists and time
series analysis experts in the detection and assessment of interrelations between uncertain time series
derived from stalagmites. To this end, ensembles of time series are compared. These time series are
regularly sampled and similar to the temporal profiles associated with the grid points in the gridded
data.
In each use case, the collaborating scientists are working in a data-intensive scientific environ-
ment where analysis of spatiotemporal data is an integral part of their daily research routine. Not
only do they analyze data to confirm hypotheses about processes but they also try to generate new
hypotheses from the observed patterns. The data are then studied with respect to these hypotheses
to gain new insights into the processes under study.
1http://www.gfz-potsdam.de
2http://www.pik-potsdam.de
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2 User- and task-centered development
For visual analysis and visual analytics solutions to be effective, they have to focus on the needs of
the users [77]. This requires a thorough understanding of how users approach the analysis of their
data. An effective strategy to describe this process is to identify the individual analysis tasks that users
perform [8,9,122]. To this end, various task taxonomies have been proposed in the last decades. The
taxonomies by Peuquet [111] or Blok [19], for example, focus on the characteristics of spatiotemporal
data to define high-level analysis tasks. Andrienko and Andrienko’s [9] task taxonomy is also data-
oriented, but more specific and explicitly supports exploration of spatiotemporal data. In contrast,
Amar and Stasko [5] focus on the user and define high-level knowledge tasks that have to be addressed
in complex analyses. Shneiderman’s popular task-by-data-type taxonomy [127] describes a general,
and also very high-level, approach to visual exploration. Wehrend and Lewis [150], Casner [25],
or Zhou and Feiner [158], on the other hand, focus on rather low-level perceptual and cognitive
tasks that users have to solve when working with visualizations. Knapp [79] presents a practical
guide to task analysis and visualization design. The approach is based on a thorough analysis of the
user’s reasoning process and associated task structure, development of a task model and, eventually,
a design model that suggests specific visualizations.
In previous work, the author introduced a user- and task-centered methodology which extends
the approaches of Knapp as well as Wehrend and Lewis, and combines it with several knowledge
elicitation techniques [37]. The visual analytics solutions presented in this thesis were developed
following this rigorous approach. It comprises three main steps: task analysis, visual analytics concept
and implementation, and evaluation.
2.1 Task analysis
First, the geoscientists’ reasoning process in the analysis of spatiotemporal data was examined to de-
rive a domain task model. The model consists of domain-specific descriptions of the analysis tasks that
have to be accomplished. The first version of such a model was obtained through an initial unstruc-
tured interview in which the collaborating geoscientists were asked to describe how they approach
the analysis. The interview provided first insights into the specific application problem, the involved
challenges, the domain experts’ reasoning process, and the requirements and analysis tasks that had
to be supported. Subsequent semi-structured interviews were used to acquire additional information
where necessary, and to discuss and refine the domain task model. In the second stage of the task
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analysis, cognitive actions were determined for every identified domain task. These actions describe
the required visual interaction with the display, e.g., identify, locate, compare, cluster, or associate. The
verbal description of the analysis process obtained through think-aloud techniques in the preceding
interviews was of great help at this stage. Quite often a cognitive action is relevant to several domain
tasks. Whenever possible, they were summarized into classes of cognitive actions, yielding a cognitive
actions model.
2.2 Visual analytics concept and implementation
The cognitive actions model is the basis for developing the visual analytics concept. The spatial, tem-
poral, or statistical information which has to be explored in the visual analytics solution is determined
by the respective cognitive action. In order to support the cognitive actions and associated domain
tasks, suitable automated analysis methods as well as visualization and interaction techniques had to be
identified. First, several candidate algorithms were chosen from the various data mining and statistics
approaches available. These algorithms were evaluated regarding their ability to detect patterns in
geoscientific spatiotemporal data and their potential to support the respective cognitive actions. This
included testing the algorithms on well-understood real-world data. Furthermore, various similar-
ity measures for geoscientific spatiotemporal data were tested and potential performance bottlenecks
identified and assessed. Based on the findings of several weeks to months of experimentation, the
algorithms for the automated analysis were chosen. In a second step, interactive visualization com-
ponents were developed to enable exploration and interpretation of the automated analysis results.
These tailored components typically comprise multiple linked views and include techniques from
cartography [18, 128], geovisualization [39], or information visualization [129, 148]. Whenever es-
tablished visualization methods and interaction mechanisms did not suffice to support a particular
cognitive action, novel techniques were developed and integrated with the automated analysis part.
Finally, prototypical implementations of the derived visual analytics concepts were evaluated.
2.3 Evaluation
User-based, result-oriented, formative evaluation was applied to every visual analytics solution. In
this iterative process, the collaborating scientists evaluated the prototypes in practice with regard
to their ability to facilitate their tasks and reasoning process. The advantages and disadvantages of
individual visualization components were discussed in informal interviews but also in spontaneous,
informal meetings and discussions. The results of these discussions were considered in the next
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iteration of the approach.
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Chapter III
Interactive visual summaries for
detection and assessment of
spatiotemporal patterns in geospatial
time series
Published as: P. Köthur, M. Sips, A. Unger, J. Kuhlmann, and D. Dransch. Interactive Visual
Summaries for Detection and Assessment of Spatiotemporal Patterns in Geospatial Time Series. In-
formation Visualization, 13(3):283–298, doi:10.1177/1473871613481692, 2014.
Abstract.Numerous measurement devices and computer simulations produce geospatial time series
that describe a wide variety of processes of system Earth. A major challenge in the analysis of such
data is the complexity of the described processes, which requires a simultaneous assessment of the
data’s spatial and temporal variability. To address this task, geoscientists often use automated analyses
to compute a compact description of the data, ideally comprising characteristic spatial states of the
process under study and their occurrence over time. The results of such automated methods depend
on the parameterization, especially the number of extracted spatial states. A particular number of
spatial states, however, may only reflect certain spatial or temporal aspects. We introduce a visual
analytics approach that overcomes this limitation by allowing users to extract and explore various
sets of spatial states to detect characteristic spatiotemporal patterns. To this end, we use the results
of hierarchical clustering as a starting point. It groups all time steps of a geospatial time series into
a hierarchy of clusters. Users can interactively explore this hierarchy to derive various sets of spatial
states. To facilitate detailed inspection of these sets, we employ the concept of interactive visual
summaries. A visual summary is the depiction of a set of spatial states and their associated time steps
or intervals. It includes interactive means that allow users to assess how well the depicted patterns
characterize the original data. Our visual interface comprises a system of visualization components to
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facilitate both the extraction of sets of spatial states from the hierarchical clustering output and their
detailed inspection using interactive visual summaries. This study results from a close collaboration
with geoscientists. In an exemplary analysis of observational ocean data, we show how our approach
can help geoscientists gain a better understanding of geospatial time series.
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1 Introduction
Geospatial time series describe a broad range of processes of System Earth, such as atmospheric cir-
culation, animal migration, or river runoff, just to name a few. Typically, these data either stem
from measurement devices, for example, satellite sensors, tide gauges, or global positioning system
(GPS) sensors, or from computer simulations, such as environmental simulation models. In numer-
ous applications such as risk assessment or civil engineering, it is crucial to understand the processes
described by these data. Gaining this understanding is a challenging task because scientists need to
assess the data’s spatial and temporal variability simultaneously.
In this article, we focus on time series where each time step represents a regular two-dimensional
(2D) spatial distribution of scalar values, which we call a spatial situation. An important objective is
to find spatiotemporal patterns that capture the data’s variability. To this end, scientists often apply
automated analyses to, first, extract the characteristic spatial situations and, second, to assign the
individual time steps to these situations. The result of this analytical procedure – a limited number
of characteristic spatial situations and their occurrence over time – is used as a compact description
of the time series. It allows scientists to assess the data’s spatial and temporal variability by focusing
on the most important spatiotemporal information.
The outcome of such automated analyses depends on the applied algorithm and its parameter-
ization. An important parameter is the number of spatial situations to extract from the data. A
particular number of spatial situations, however, may only reflect certain spatial or temporal aspects
of a geospatial time series. Hence, any analytical result should only be regarded as a proposal of
characteristic spatial situations, a proposal that needs assessment by domain experts. They must be
given the means to decide, based on their expert knowledge about real-world processes, whether
the analytical result contains patterns that are important to the analysis task and which aspects need
further refinement.
In this article, we introduce a visual analytics approach that allows scientists to extract and explore
various sets of spatial situations to detect characteristic spatiotemporal patterns in the data. For this
purpose, our approach uses hierarchical clustering to aggregate all spatial situations in a time series
into a hierarchy of clusters; a cluster is a set of similar spatial situations. For each cluster, we compute
a representative spatial situation. Users can interactively explore this hierarchy to derive different
sets of representative spatial situations. To facilitate detailed assessment of these sets, we employ
the concept of interactive visual summaries. A visual summary is the depiction of a set of spatial
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situations and their associated time steps or intervals. It includes interactive means that allow users
to assess how well the depicted patterns characterize the original data. This approach results from
close collaboration with geoscientists and a thorough task and requirement analysis.
We present a visual interface that facilitates both the extraction of sets of spatial situations from
the hierarchical clustering output and their detailed inspection using interactive visual summaries.
Users can interactively select clusters from the hierarchy and assess the corresponding spatiotemporal
patterns in a visual summary. Exploiting the hierarchical structure of the clustering output, users can
interactively split or merge any cluster in a visual summary and easily assess the resulting changes.
We provide visualization components that let users decide whether a particular pattern in a visual
summary represents important information, and which clusters should be refined via split or merge
operations. This exploration process enables scientists to detect spatiotemporal patterns that they
consider characteristic.
In particular, the contributions of this article are as follows:
1. We present a design study that is the result of a close collaboration with users and a thorough
task and requirement analysis.
2. We introduce an analytical approach that allows users to explore and summarize a geospatial
time series by extracting and refining different sets of spatial situations from the data.
3. We show that the exploration of visual summaries enables users to identify spatial situations
that they consider characteristic.
4. We show that the exploration of visual summaries can lead to a better understanding of geospa-
tial time series.
The rest of this article is organized as follows: After reviewing related work, we provide an
overview of our concept and explain the design requirements for a visual exploration tool that facili-
tates extraction and exploration of spatiotemporal patterns in geospatial time series. Next, we provide
a detailed description of the applied clustering algorithm, as well as the visual exploration tool and
its visual encoding. We further demonstrate and discuss the utility of our approach in an exemplary
analysis of observational ocean data. We conclude with a short summary and with potential future
research directions.
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2 Related work
In this section, we briefly discuss examples from the geosciences for the automated detection of
spatiotemporal patterns and explain why we chose hierarchical clustering. We further review studies
on interactive visualization for spatiotemporal data analysis because visualization has proven to be
valuable for incorporating users’ domain knowledge and gaining insight into time series [2]. Since
we use hierarchical clustering as an automated analysis step, we also discuss approaches that facilitate
interactive visual exploration of clustering parameters and cluster hierarchies.
2.1 Analytical methods for detecting spatiotemporal patterns – Examples from the
geosciences
Geoscientists apply, and often combine, various computational methods to detect prominent spa-
tiotemporal patterns in environmental time series. FEM-K-trends [60] and T-mode principal com-
ponent analysis [64] transform or reduce the number of dimensions of geospatial time series. The
basic assumption is that a limited number of principal components express enough of the spatiotem-
poral structure of the data. Gaussian mixture models and expectation maximization [119] as well
as clustering algorithms such as k-means or hierarchical clustering [63, 69] sort observations into k
groups such that the similarity is high amongmembers of the same group and low betweenmembers
of different groups. The identified clusters provide a condensed description of the original data (for
further readings, please refer to studies by Jain et al. [67], Miller and Han [102], or Han and Kam-
ber [50]). Another popular clustering and dimensionality reduction technique in the geosciences is
self-organizing maps [55,61].
A substantial problem with all these methods is the parameterization of the algorithms. A good
parameterization should result in a few spatial situations that represent characteristic states of the
process under study. An important parameter is the number of clusters. Choosing the number of
clusters is a conceptual difficulty in clustering. This parameter is often specified a priori by users
or determined with the help of statistical measures, such as the silhouette coefficient [118] or the
Bayesian information criterion [123].
We chose agglomerative hierarchical clustering as the computational method for the automated
analysis because it does not require specifying the number of clusters in advance. In our approach,
the hierarchy of clusters is a starting point for exploring different sets of spatial situations extracted
from the data. In a recent publication [81], we demonstrated that hierarchical clustering can capture
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characteristic patterns in geospatial time series.
2.2 Interactive visualization for spatial time series analysis
Established techniques for visualizing spatiotemporal data are small multiples and map animation [11,
138, 139]. While these techniques are effective for small time series, they do not scale well to larger
time series due to limited screen space or perceptual and cognitive limitations such as change blind-
ness [44,141].
Interactive visualization allows for analyzing large time series by facilitating the information-
seeking mantra: “Overview first, zoom and filter, then details on demand” [127]. Typically, one
or several overview visualizations present the data in aggregated form, while multiple coordinated
views allow users to formulate queries against the data and assess the results in detail. Clustering
is a common means of creating a compact description of data and can serve as a starting point for
interactive exploration. Many successful approaches combine clustering and interactive visualization
to facilitate analysis of, for example, nonspatial time series data [51, 89, 146] or time-varying vector
fields [145,153].
Approaches focusing on geospatial time series are less numerous. Bruckner and Möller [23] use
density-based clustering to interactively explore spatiotemporal data. Their approach is tailored to
visual effects design, a different application problem requiring other visualization and interaction
techniques. Frey et al. [48] extract similarity lines from similarity matrices to assess and compare
temporal behavior in (geo)spatial time series. They focus on the detection of recurring patterns,
while we allow users to detect various types of characteristic patterns. More closely related to our
research is the study by Andrienko et al. [7]. The authors use self-organizing maps to cluster the
spatial situations of a geospatial time series and link the results with interactive displays that visualize
the extracted spatial patterns and their occurrence over time. Their concept facilitates exploration
of spatiotemporal pat- terns in a single clustering result, that is, a single partitioning of the data into
clusters. In contrast, our goal is to support exploration and assessment of many different partitionings
of the data. We seek to help scientists arrive at an appropriate partitioning of the data into clusters
that captures those patterns that they consider characteristic and important to the analysis task. This
requires a different clustering approach as well as a different visualization and interaction concept.
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2.3 Interactive exploration of cluster hierarchies
Depicting a hierarchy of clusters (dendrogram) is essentially a tree visualization problem. Herman
et al. [54] provide a comprehensive survey of typical application areas and key issues from an infor-
mation visualization perspective.
Many studies facilitate exploration of hierarchical clustering results. The Hierarchical Clustering
Explorer [124,125] integrates a dendrogram with color mosaics and 2D scattergrams for analyzing
genomic microarray data. Kreuseler and Schumann [83] introduce an algorithm for computing an
abstraction of a dendrogram. They also propose Magic Eye View as a focus & context technique to
map the resulting hierarchy graph onto the surface of a hemisphere. Chen et al. [28] combine an
abstract overview dendrogram with detail- view dendrograms and reorderable matrices to facilitate
exploration of multivariate data. SpectraMiner [156] combines an interactive radial dendrogram
with other linked views to analyze high-dimensional, nonspatial data. This approach is later ex-
tended in the ClusterSculptor [106] system to allow for interactive refinement of cluster hierarchies.
MultiClusterTree [144] visualizes a cluster hierarchy in a 2D radial layout and combines it with
circular parallel coordinates and other views.
The described techniques address nonspatial and/or nontemporal data. Analyzing hierarchical
clustering results for geospatial time series, however, requires a combined assessment of the data’s
spatial and temporal domain. To facilitate this combined assessment, our visualization design inte-
grates techniques from geovisualization, time series visualization, and graph visualization. We use
the dendrogram to let users derive different sets of spatial situations from the data, but the primary
focus is on exploring and visualizing the spatiotemporal information in the corresponding visual
summaries.
3 Concept and design requirements
In this section, we present a visual analytics concept that is the result of a close collaboration with
Earth system modelers, hydrologists, and ocean modelers. We adopted a user-centered and task-
centered approach [37] to derive a thorough understanding of the challenges that scientists face
when they are studying geospatial time series. From the findings of our analyses, we derived the
following twofold concept:
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1. Hierarchical clustering.
We use agglomerative hierarchical clustering to construct a binary tree that aggregates the
spatial situations associated with individual time steps into a hierarchy of clusters. Users do not
have to specify the number of clusters in advance but rather use the hierarchy as a means to
extract and explore spatial situations from the data.
2. Interactive exploration.
A visual exploration tool allows users to traverse the dendrogram from top to bottom to pro-
gressively extract varying sets of spatial situations from the geospatial time series and explore
the associated spatiotemporal patterns using visual summaries. Since the dendrogram repre-
sents a hierarchy of clusters, a top-down traversal enables users to assess spatiotemporal patterns
at different levels of detail. The interactive visual summaries allow users to identify clusters that
represent characteristic spatiotemporal patterns.
We further identified the following design requirements (DRs) for a visual exploration tool that
facilitates interactive extraction and exploration of spatiotemporal patterns in geospatial time series:
DR1 For a specific selection of clusters from the dendrogram, present the corresponding visual summary to
users.
To assess the spatiotemporal context of patterns, scientists must know what extracted spatial
situations look like and when these situations occur in the time series.
DR2 Enable users to gradually increase the level of detail of spatiotemporal patterns presented to them.
Scientists do not have a complete understanding about which patterns are hidden in geospatial
time series. Therefore, they prefer to gradually explore the spatial situations and their occur-
rence over time, starting with a rather coarse visual summary, and refining this summary in a
stepwise manner.
DR3 Provide information about the level of detail.
To give scientists orientation in the exploration process, they need to be aware of the current
degree of refinement.
DR4 Allow users to assess the quality of a visual summary.
Users want to know how well the clusters represent the original time series data and refine
clusters where necessary.
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DR5 Allow users to visually detect periodic or quasi- periodic patterns.
Recurring patterns can be an important aspect of geospatial time series. Scientists want to be
able to visually detect and assess such recurrences in a visual summary.
In the following, we will describe the hierarchical clustering algorithm and our visual exploration
tool.
4 Hierarchical clustering
In this section, we describe our experience with applying hierarchical clustering to geospatial time
series, explain our choice of the linkage method, and discuss feedback from geoscientists.
4.1 Algorithm
Hierarchical clustering groups data objects into a tree of clusters. This grouping can be performed
either by iteratively dividing the set of data objects or by agglomerating the data objects. In our
approach, we apply agglomerative hierarchical clustering. It considers each item of a data set a
single cluster. In each iteration of the clustering process, the two clusters p and q with the highest
similarity are agglomerated into a new cluster h = p∪q. The clustering process terminates if there is
only one cluster left containing the entire data set. The input to agglomerative hierarchical clustering
is a list of [n, 2] dissimilarities of n data items. The output is a binary tree representing the cluster
hierarchy (see also Müllner [104] for a recent survey on agglomerative hierarchical clustering). The
structure of the resulting cluster hierarchy depends strongly on the measure of dissimilarity and the
agglomeration method.
In our scenario, the dissimilarity between time steps is based on the dissimilarity of their asso-
ciated spatial situations. We conducted several experiments to assess different dissimilarity measures
and obtained the best results with the sum of squared errors [91]. Let i and j be two time steps,
and let Di and D j be their associated two-dimensional distributions of scalar values. Without loss of
generality, we consider Di and D j as N ×M matrices, and compute the dissimilarity d(i, j) between
time steps i and j with d(i, j) = ∑Nk=1∑Ml=1 (Di [k, l] − D j [k, l])2. The computational effort to construct
the list of dissimilarities depends on the resolution of the spatial situations and the number of time
steps.
In collaboration with geoscientists, we tested various agglomeration methods with respect to
their applicability to geospatial time series. The test data sets differed in terms of spatial and temporal
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resolution, phenomenon described, and geographic area examined. On one hand, we applied the
Lance and Williams [86] sorting strategy to these data to realize single linkage, complete linkage,
average linkage, and minimum variance agglomeration. As an alternative to Lance–Williams, we
used the Chameleon algorithm [70] as a representative for graph-based agglomeration strategies. It
includes a preclustering similarity search that constructs a k-nearest-neighbor graph and partitions
this graph into initial clusters. The agglomeration stage of this algorithm is based on the connect-
edness of cluster members and the proximity of clusters within the k-nearest-neighbor graph.
Based on the assessment by domain experts, we decided to use the average linkage method. We
implemented the nearest neighbor chain (NN-chain) algorithm [105] because it is time-optimal for
average linkage agglomeration. To find the closest pair of clusters, the algorithm constructs an NN-
chain. Starting with an arbitrary time step i, an NN-chain is the sequence NN(i) = j,NN(j) =
k, · · · ,NN(q) = p,NN(p) = q where j has the smallest dissimilarity to i among all time steps, ac-
cording to the dissimilarity between their associated spatial situations Di and D j . The intercluster
dissimilarity within an NN-chain decreases in a monotonic manner. A closest pair p and q of clusters
is detected if the NN-chain arrives at a situation where NN(p) = q and NN(q) = p. To determine a
new closest pair of clusters, the algorithm computes a new NN-chain from the cluster that preceded
p and q, or from an arbitrary cluster if the NN-chain is empty. The time and space complexity of
the algorithm for average linkage agglomeration is O(n2).
4.2 Discussion
Our collaborators clearly favored the average linkage method because it yielded easily interpretable
results and was able to capture characteristic patterns in geospatial time series; the output of the other
methods was often nonintuitive and difficult to interpret. In their daily work, however, they noted
that clusters that they consider as similar are sometimes placed in distant parts of the hierarchy. After
discussing this issue with the users, we identified two potential reasons. When domain experts visu-
ally compare two clusters, they sometimes do not consider the entire geographic and data domain,
but focus on specific geographic regions and/or data value ranges. Since our measure of dissimilar-
ity considers the entire geographic space and data domain, the computed dissimilarity may differ
from expert judgment in such cases. We also noted that the experts’ criteria for comparing any two
clusters may change during the exploration process. Therefore, we cannot adjust the measure of
dissimilarity to these criteria a priori. Another potential reason could lie in the strict nature of merge
decisions during the agglomeration phase. However, our experiments with more flexible multiphase
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Figure III.1: Simplified example of a rebalancing of the cluster hierarchy. If users choose to merge clusters
C4 and C7, a new agglomerative cluster C8 – with C4 and C7 as its children – will be created to
replace C4. Meanwhile, cluster C3 is removed and replaced by C6.
hierarchical clustering methods, such as Chameleon, have not led to better results. Our experience
suggests that the reason for this lies in the complexity of the data. Geospatial time series may describe
many different, often nonlinear processes, singular events, or recurring patterns. Each parameteri-
zation of the clustering introduces additional assumptions about the data and often emphasizes only
a particular aspect.
To address this issue, our visual interface allows users to interactively rearrange clusters in the
dendrogram. This provides domain experts with the flexibility to bring the depicted cluster structure
in the hierarchy in accordance with their expert judgment. The rebalancing of the cluster hierarchy
can be achieved using standard tree sorting algorithms [101]. Figure III.1 illustrates this process and
the resulting changes to the dendrogram.
5 Interactive exploration
We propose five tightly coupled, interactive visualization components – hierarchy explorer, sequence
view, sequence explorer, periodicity explorer, and spatial gallery. The specific coupling of the visual com-
ponents facilitates extraction of various sets of spatial situations from the data and detailed inspection
of the corresponding spatiotemporal patterns using interactive visual summaries. In this section, we
will first give an overview of the components (Figure III.2) and their visual and interactive coupling,
before explaining the visual encoding in more detail.
5.1 Overview
The hierarchy explorer allows users to extract different sets of spatial situations from the data via drill-
down, roll-up, and rearrangement operations on the cluster hierarchy. It depicts the representative
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Figure III.2: Overview of the five visualization components that are integrated into our exploration tool and
the supported tasks. The components are visually linked through a consistent color coding of
the cluster affiliation of time steps and the cluster representatives.
spatial situations of the clusters (DR1) and indicates their position in the dendrogram (DR3). Users
can select individual clusters to inspect the representative spatial situations of its two child clusters
and decide whether they would like to split the selected cluster, merge it with its sibling, or focus on a
different cluster (DR2). In addition, users can merge any two clusters and, thus, manually rearrange
the hierarchy. It also provides statistical information that gives hints on the overall quality of the
cluster representatives (DR4). The hierarchy explorer allows users to focus on specific patterns of
interest in the current visual summary by selecting a subset of the extracted clusters. This subset will
be forwarded to the spatial gallery, the periodicity explorer, and the sequence view.
The sequence view concisely depicts the temporal information of a visual summary. It shows at
which time steps the currently extracted spatial situations occur (DR1) and provides hints on how
well they represent these time steps (DR4). When users select a specific cluster, the sequence view
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presents a preview of the potential changes in the cluster affiliation of time steps that would result
from splitting this particular cluster (DR2). Additionally, users can select any time step or time period
in the sequence view for further inspection in the sequence explorer.
The sequence explorer facilitates a more detailed assessment of spatiotemporal dynamics in the
data. Users can inspect the temporal order of clusters in a visual summary (DR1) and compare the
spatial situations associated with each time step with their respective cluster representative (DR4).
The periodicity explorer focuses on recurrences in a visual summary by supporting visual detection
of (quasi-)periodic patterns (DR5).
The spatial gallery, in combination with the sequence view, is an effective mechanism of present-
ing the (intermediate) results of the exploration process (DR1). It exclusively focuses on the cluster
representatives in the current visual summary, summarizing the spatial information and facilitating
comparison of spatial patterns. To establish a visual link between all five views, we use a color scheme
that is consistent across all five visualization components to encode cluster affiliation of time steps and
representative spatial situations.
We provide a flexible framework that allows free arrangement of the five visualization compo-
nents. Depending on the available screen space or number of displays, users can choose to arrange
the views in single windows, a flexible matrix layout, tabs, or any combination of these modes.
5.2 Visual encoding
Hierarchy explorer
The hierarchy explorer consists of two main components (Figure III.3): an overview dendrogram,
presenting the hierarchy of clusters at a user-specified level of detail (DR3) as well as providing
information about the cluster quality (DR4), and a spatial preview, allowing users to preview the
spatial information in the child clusters (DR1). Both components facilitate merge or split operations
in the cluster hierarchy (DR2).
The overview dendrogram (Figure III.3(a)) shows all clusters in the hierarchy, from the root
down to a user-chosen level. We do not display nodes below this level to reduce the visual complex-
ity of the exploration process. The leaves in the resulting dendrogram visualization show the spatial
situations that are representative for the respective clusters. These spatial situations are depicted as
cartographic maps that encode the data’s scalar values with diverging or sequential color schemes,
depending on the data. To obtain a cluster representative, we compute an average spatial situation
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Figure III.3: Hierarchy explorer and its two main components: (a) overview dendrogram and (b) spatial
preview.
from all spatial situations in a cluster. The representative Rep of cluster C is an N × M matrix with
Rep = 1l
∑
i ∈C Di with l = |C | and Di is the spatial situation associated to time step i. To provide hints
on how well a cluster representative portrays the entire group of associated time steps, each cluster
representative has an associated horizontal bar whose length encodes the average dissimilarity of all
time steps in a cluster to its representative spatial situation. Cluster representatives with small average
dissimilarities are usually a good approximation of the underlying time steps. The vertical alignment
of leaves and their associated horizontal bars in the proposed visual encoding facilitate intercluster
comparison. Scientists may use this information to focus on cluster representatives, further refining
them where necessary. To remove extracted clusters temporarily from the visual summary, users
can deselect leaves in the overview dendrogram. This reduces their size to thumbnail images. Ad-
ditionally, deselected clusters do not appear in the spatial gallery and are grayed out in the sequence
view and the periodicity explorer. Domain experts can further manually rearrange the hierarchy if
they consider two clusters that are located in distant parts of the dendrogram as similar. They can











Figure III.4: (a) Sequence view and (b) sequence explorer.
easily merge two such clusters via drag-and-drop. The subsequent reba- lancing of the dendrogram
is illustrated in Figure III.1.
For any cluster selected in the overview dendrogram, the spatial preview (Figure III.3(b)) allows
users to see the representatives of its two child clusters. After assessing the spatial patterns, users
can drill down the dendrogram to split the selected cluster. Alternatively, they can either roll up
the dendrogram and merge the selected cluster with its sibling or focus on a different cluster. The
overview dendrogram and the spatial preview are vertically scrollable if screen space does not suffice.
Sequence view
The sequence view comprises the following three parts (Figure III.4(a)): a cluster timeline that
presents the temporal order of clusters in a visual summary (DR1), a preview that supports grad-
ual refinement of a user-selected cluster by showing potential changes in the temporal information
(DR2), and a bar chart that provides hints on the quality of a visual summary (DR4).
The cluster timeline is a color-coded horizontal bar that represents the entire time series. Cluster
affiliation of time steps is mapped to color. The bar chart above the cluster timeline depicts for
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each time step its dissimilarity to the associated representative spatial situation. To compute the
dissimilarity, we use the same measure that was applied in the hierarchical clustering. Small values in
the bar chart indicate time steps where the visual summary fits well; high values point to parts where
a cluster representative is not an adequate description of individual time steps. Upon interactive
selection of a cluster in the cluster timeline, the preview appears below the timeline. It presents a
smaller masked version of the cluster timeline that contains only time steps that belong to the selected
cluster and, thus, also visually marks the currently selected cluster. The time steps in the preview
are color-coded as if the selected cluster was split into its two children. In addition, horizontal
sliders allow users to zoom in time. A time brush lets users select time periods of interest for further
inspection in the sequence explorer.
Sequence explorer
The sequence explorer (Figure III.4(b)) contains two components that, for a user-selected time pe-
riod, allow scientists to assess the spatiotemporal dynamics in the data (DR1) and compare the original
data with the cluster representatives (DR4). In the horizontally scrollable cluster sequence, the rep-
resentative spatial situations of clusters are arranged from left to right as they occur in the sequence
view. Colored frames around the cluster representatives encode cluster affiliation. The animation
depicts the original data. For small time periods, looking at the original data in an animation allows
users to qualitatively evaluate the spatiotemporal dynamics in the data and assess the representative-
ness of certain patterns in the visual summary. We provide several visual aids to help users analyze the
animated sequence. The cluster affiliation of the time step that is currently depicted in the animation
is encoded in a colored frame around the animation window. In addition, the animation is visually
linked to the sequence view. A vertical line in the sequence view locates the current time step, and
a colored rectangle represents the selected time period.
Periodicity explorer
The periodicity explorer (Figure III.5) helps scientists to visually analyze the data for various types of
recurring behavior (DR5). It splits the cluster timeline into intervals of equal length. These intervals
are then chronologically arranged in rows from top to bottom, resulting in a 2D array. Users can
freely determine the interval length and interval start date. Since cluster affiliation is mapped to color,
recurring phenomena become visible when the same color appears in multiple rows in roughly the
same horizontal position.
5. Interactive exploration 31
Figure III.5: Periodicity explorer arranges the cluster timeline in a two-dimensional array. Users can choose
any interval length and interval start date to visually detect (quasi-)periodic behavior. This
particular example shows the periodic Winter-Spring (red)/Summer-Fall (blue) cycle that can
be observed in global sea surface height observations from 1992 to 2009. The outstanding green
and orange clusters represent a very strong El Ni no event in 1997/1998.
Spatial gallery
To present the (intermediate) results of the exploration process and allow users to compare the ex-
tracted spatial patterns (DR1), the spatial gallery provides a maximum of screen space to depict the
cluster representatives (Figure III.6). It arranges the spatial situations in a matrix layout. Users can
adjust the size of the spatial patterns by choosing the number of columns in the matrix. The gallery
is vertically scrollable if screen space does not suffice.
Color coding
In our tool, the different views are visually linked by a consistent color coding of clusters. We assign
a unique color to each cluster that users visit in the hierarchy. This approach requires a high number
of distinguishable colors. To this end, we use one of ColorBrewer’s qualitative color schemes [52]
as well as colors sampled from the CIELAB color space (please see Guo et al. [35] for a suitable
sampling strategy). We chose the ColorBrewer colors to provide users with a carefully designed
and easily distinguishable color scheme. If the exploration process requires additional colors, we use
the CIELAB samples. This strategy yields a sufficient number of distinguishable colors. In addition,
users can change the colors manually to adjust the color coding according to their preference.
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Figure III.6: Spatial gallery depicts the cluster representatives of the current visual summary in a matrix lay-
out. The slider allows users to choose the number of columns in the matrix.
Scalability
Two main factors influence the scalability of our tool: the number of time steps in the geospatial
time series and the number of clusters extracted from the cluster hierarchy.
Our tool can display a large number of time steps, as long as the cluster affiliation of subsequent
time steps yields visually coherent blocks in the sequence view. Regarding the number of clusters
extracted from the cluster hierarchy, we observed that geoscientists focus on a rather small subset of
patterns when exploring geospatial time series. They normally analyze between 10 and 30 clusters.
Therefore, we specifically designed the hierarchy explorer to support such a focused exploration.
Technically, the hierarchy explorer can depict a larger number of clusters due to its vertically scrol-
lable components.
5.3 Application example
One cornerstone in the development of our tool was the intense collaboration with ocean modelers.
The goal was to help ocean modelers in the analysis of observational data as well as output from
model simulations.
We have already presented the initial results of our collaboration in our previous study [81]
where we demonstrated that a static visual summary can capture various characteristic spatiotemporal
patterns in geospatial time series. A static version of a visual summary, however, does not allow
scientists to gain a more detailed understanding of the presented patterns. Scientists need to be able to
extract different sets of spatial situations from the data and assess the corresponding visual summaries
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interactively to focus on patterns of interest and further differentiate these patterns into subtypes.
Concurrently, they need to be able to eliminate other patterns that they consider insignificant or
distracting.
Here, we present an example of how scientists used our interactive tool to identify and further
distinguish different types of El Niño events. We also give a short example of how our tool helped
scientists generate hypotheses about processes in the ocean.
5.4 Identification and differentiation of El Niño events
To evaluate our tool, one of our collaborators used it to identify and differentiate known El Niño
events in ocean observational data. The data used were daily satellite observations of sea surface tem-
peratures (SSTs) in the Tropical Pacific, including smaller sections of the Caribbean and Southeast
Asia, covering a time period from 2000 to 2010. Since the seasonal cycle dominates the variability
of the time series without being of interest for the present study, we deseasonalized the data by sub-
tracting climatological monthly means. To focus on interannual variability, we further computed
weekly mean SSTs. The result of these pre- processing steps was a time series of SST anomalies with
574 time steps and a spatial resolution of 661 × 240 grid points.
The prominent processes in the described region are El Niño and La Niña events. El Niño events
are irregularly (about every 2 to 7 years) recurring phases of anomalously high SSTs in the Tropical
Pacific with implications on weather patterns worldwide. La Niña events, on the other hand, are
characterized by cold SSTs in the Tropical Pacific. Two different El Niño types can be observed:
An Eastern Pacific El Niño shows maximum positive SST anomalies close to the Ecuadorian and
Peruvian coast; a Central Pacific El Niño shows the strongest positive SST deviations close to the
date line. Occasionally, there are positive anomalies in both places; some authors have therefore
defined a third, “mixed” type [154].
Since ocean scientists have identified three Central Pacific El Niños and one Eastern Pacific El
Niños in the observed region between 2000 and 2010,46 the task was to correctly locate and distin-
guish these events in the SST data. Our collaborator used our tool to create a coarse visual summary
of the time series that describes the data with only two clusters. These two clusters already revealed
the two dominant processes in the region (Figure III.7). One cluster represented time steps that
were somewhat influenced by La Niña, while the other represented time steps that were more in-
fluenced by El Niño. Further exploration focused on the latter. Relatively high SST values along
the Equator in a cluster representative hint at El Niño events in this cluster. After selecting such a
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Figure III.7: Initial stage of the exploration of sea surface temperature anomalies. Splitting the data into two
clusters reveals the two dominant processes in the region. The yellow cluster represents time
steps that are somewhat influenced by La Niña, while the green cluster represents time steps
that are more influenced by El Niño.
cluster and examining the spatiotemporal patterns of its two children, the ocean modeler decided
whether splitting the selected cluster would reveal relevant information. Decisions to split or merge
particular clusters were grounded on the information that our tool provides about the quality of the
visual summary during the exploration process and on his knowledge about what typical El Niño
situations look like. The goal was to separate El Niño phases from adjacent, rather neutral, phases
that were assigned to the same cluster. After several split operations, our collaborator was able to
identify all four El Niño events: three Central Pacific types and the only Eastern Pacific El Niño
(Figure III.8). To gain additional confidence in the result, he selected time periods associated with
these events in the sequence view and examined the original data in the sequence explorer.
5.5 Discussion
In the described application example, the scientist was able to identify all three knownCentral Pacific
El Niño events and the only Eastern Pacific El Niño. Although one would expect all three Central
Pacific El Niño events to be in the same cluster, Figure III.8 shows that the 2004/2005 event is located
in a separate cluster. It is represented by the purple cluster, while the other two Central Pacific El
Niño events are represented by the blue cluster. Our collaborator explained this with the event’s
extremely low intensity. Please note that our tool was not specifically tailored to the identification
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Figure III.8: Result of the exploration of sea surface temperature anomalies. After several split operations,
our collaborator was able to identify all four El Niños. Two out of the three Central Pacific El
Niños are represented by the blue cluster, and the other one is represented by the purple cluster.
The only Eastern Pacific El Niño is depicted by the green cluster.
and differentiation of El Niño events. Therefore, it is encouraging that such detailed patterns could
be distinguished with our general purpose approach. Geoscientists normally combine a variety of
methods to detect these events, for example, regression analysis, empirical orthogonal functions, and
wavelet analysis [69]. They also often focus in their analysis on various indices that describe particular
geographic regions with respect to a specific environmental process [154]. In contrast, our approach
makes very few assumptions about the data and allows scientists to analyze a variety of patterns for
large geographic regions without having to refer to specialized indices. Once our tool has pointed
experts to interesting patterns, they can apply established quantitative methods for further testing
and inspection.
Overall, our collaborators valued the intuitiveness of the interactive exploration. They appreciate
the ability to progressively increase the level of detail of spatiotemporal patterns in the hierarchy
explorer and value the permanent link to the corresponding original data in the sequence explorer.
They confirmed that the tool supports detection of characteristic patterns as well as differentiation
into their subtypes.
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After applying our tool to different data in their daily research, scientists pointed out that it allows
them to produce hypotheses. In one particular example regarding satellite observations of sea surface
heights, our tool suggested a seasonal cycle in a geographic region where experts did not expect it.
Our tool pointed scientists to this particular feature in the data, which will now be a starting point
for further investigation.
Our collaborators also shared their thoughts on potential limitations. Regarding the hierarchi-
cal clustering, it became apparent that sometimes a characteristic spatial situation is represented by
several clusters on different branches in the dendrogram. This leads to redundant spatial situations
in the visual summary. Here, our collaborators appreciated the ability to manually rearrange the hi-
erarchy. The analysis of geospatial time series with very low temporal autocorrelation can be quite
challenging with our tool. The resulting visual summaries are difficult to interpret since the cluster
affiliation of subsequent time steps changes frequently and, thus, the sequence view does not dis-
play visually coherent blocks. To address this problem, scientists may use the periodicity explorer
to create visually coherent blocks by rearranging the cluster timeline in a two-dimensional array.
This distributes the cluster timeline across multiple rows, providing more screen space. In addition,
visually coherent blocks may not only become apparent along the horizontal axis, but also become
apparent along the vertical axis. Another option is a more substantial preprocessing of the data, for
example, by temporal or spatial filtering, to remove processes that are not of interest and that can be
theoretically estimated.
6 Conclusion and future work
Close collaboration with geoscientists enabled us to identify and address a major challenge in geospa-
tial time series analysis: the complexity of the processes described in the data, which requires a si-
multaneous assessment of the data’s spatial and temporal variability. To address this challenge, our
approach supports users in the analysis of geospatial time series by extracting different sets of spatial
situations from the data and exploring the corresponding visual summaries. We use the output of ag-
glomerative hierarchical clustering of time steps as a starting point for interactive visual exploration.
A thorough task analysis allowed us to elicit appropriate design requirements for the visual explo-
ration tool. The tool comprises five visualization components that each focus on different aspects of
the interactive analysis.
We received detailed user feedback at every stage of the development process, refining our ap-
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proach with every iteration. Our tool is currently applied by geoscientists in their daily research.
Their feedback suggests that it allows them to explore the data for a great variety of processes and
patterns, leading to new hypotheses and eventually generating new scientific insight. The next
challenge is to evaluate our approach in a longitudinal user study to gain an understanding of the
conceptual limitations of our approach and identify roads for improvements in the visual encoding
and analytical interaction.
We have identified several research directions to extend our approach. Since the segmentation
of the data by means of clustering can be regarded as a symbolic representation of the time series,
we plan to include motif mining techniques to facilitate automatic detection of periodicities and
compute even more compact visual summaries of geospatial time series. Furthermore, we want to
support comparison of clustering results for different geospatial time series. Finally, we would like
to extend our approach to multirun simulation output. This is a challenging task since the visual
encoding of multirun data is an open research question. We hope that building a visual exploration
tool for multirun data will contribute to a better understanding of simulated processes in many
geoscientific application scenarios.
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Abstract. Researchers assess the quality of an ocean model by comparing its output to that of a
previous model version or to observations. One objective of the comparison is to detect and to an-
alyze differences and similarities between both data sets regarding geophysical processes, such as
particular ocean currents. This task involves the analysis of thousands or hundreds of thousands of
geographically referenced temporal profiles in the data. To cope with the amount of data, mod-
elers combine aggregation of temporal profiles to single statistical values with visual comparison.
Although this strategy is based on experience and a well-grounded body of expert knowledge, our
discussions with domain experts have shown that it has two limitations: (1) using a single statistical
measure results in a rather limited scope of the comparison and in significant loss of information,
and (2) the decisions modelers have to make in the process may lead to important aspects being
overlooked.
In this article, we propose a visual analytics approach that broadens the scope of the analysis,
reduces subjectivity, and facilitates comparison of the two data sets. It comprises three steps: First,
it allows modelers to consider many aspects of the temporal behavior of geophysical processes by
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conducting multiple clusterings of the temporal profiles in each data set. Modelers can choose dif-
ferent features describing the temporal behavior of relevant processes, clustering algorithms, and
parameterizations. Second, our approach consolidates the clusterings of one data set into a single
clustering via a clustering ensembles approach. The consolidated clustering presents an overview of
the geospatial distribution of temporal behavior in a data set. Third, a visual interface allows modelers
to compare the two consolidated clusterings. It enables them to detect clusters of temporal profiles
that represent geophysical processes and to analyze differences and similarities between two data sets.
This work is the result of a close collaboration with ocean modelers. They employed our concept
to find aspects of improvement in a new version of the Ocean Model for Circulation and Tides.
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1 Introduction
Geoscientific simulation models, in particular ocean and climate system models, consider complex
interactions between processes in the Earth system [137]. For example, the salinity of the oceans
affects the circulation within oceans, which in turn impacts the energy exchange between oceans
and atmosphere. The latter influences air temperature, which may affect continental and sea ice. To
come full circle, melting ice leads to freshwater influx into the oceans which influences their salinity.
Modeling such interactions serves three important purposes. First, simulation models provide
data about real-world phenomena in geographic regions that are not or only partially covered by
monitoring devices. Second, they enable scientists to identify and study causalities between geo-
physical processes to gain insight into the physics of the Earth system. Last, when researchers have
acquired a sound understanding of the mechanisms within the Earth system and their interactions,
they can produce reliable predictions; a prominent example being future greenhouse gas concentra-
tions and their effect on, e.g., sea level rise, availability of fresh water, or natural hazards.
In this paper, we specifically focus on ocean models. Intense collaboration with ocean modelers
at the German Research Center for Geosciences GFZ enabled us to gain an understanding of the
challenges involved in model assessment. The development of ocean models is an iterative process
in which the assessment of new model versions is a critical part. After each change to the model,
researchers compare the model output to reference data to determine whether the new version im-
proves the simulation. The reference data may either stem from a previous version of the same
model or from observations. The latter is usually the case when a model is new and there is little
knowledge about its behavior and performance against observations. The former applies, e.g., when
scientists want to improve specific aspects of a tried-and-tested model and are already familiar with
the observational data and the behavior of previous model versions.
For the comparison, modelers need to locate and compare geophysical processes in both data
sets. In our context, a geophysical process is a broad concept. It includes, e.g., the El Niño southern
oscillation or particular ocean currents such as western or eastern boundary currents. Every process
has particular temporal and geospatial characteristics that manifest to a varying degree in the data.
To detect geophysical processes, our partners try to identify and locate temporal profiles in the
data that are characteristic for the processes under study. This is a challenging task due to the vol-
ume and complexity of the data. Ocean models depict the ocean as a regularly structured three-
dimensional grid. The grid points represent geographic coordinates and have temporal profiles
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associated with them that describe the temporal behavior at these coordinates. For the analysis,
modelers frequently focus on the topmost layer, the sea surface. This is appropriate because most
mechanisms within the ocean manifest themselves in changes to sea surface heights. But even with
the focus on the sea surface, the data comprise thousands or hundreds of thousands of time series.
To address this challenge, scientists employ data aggregation and visualization in a two-step
process. First, modelers aggregate the time dimension by computing a single statistical measure for
each temporal profile in the data. Scientists plot this measure in a separate geographic map for each
data set to visually analyze and compare its geospatial distribution. Second, modelers choose a small
number of geographic coordinates (typically not more than 20) for a more detailed analysis of the
temporal behavior. Line charts are used to study and compare the temporal profiles associated with
the selected coordinates.
Although scientists aggregate and compare the data based on experience and a well-grounded
body of expert knowledge, they know that data aggregation results in loss of information, and that
the subjectivity involved in this strategymay have themmiss important aspects. The chosen statistical
measure focusses the analysis on a particular characteristic of temporal behavior; information about
other aspects of temporal behavior is lost. In addition, other important details may not be noticed
because modelers focus the comparison of temporal profiles on a limited number of geographic
coordinates.
In this article, we introduce a visual analytics approach that presents modelers with a more com-
prehensive view on the temporal behavior in the data. It allows modelers (a) to create multiple spatial
clusterings of the temporal profiles in model output and reference data, (b) to consolidate the various
clusterings for each data set with an ensemble approach [131], and (c) to interactively explore and
compare the two consolidation results.
We chose clustering of temporal profiles because (1) it allows modelers to systematically iden-
tify and locate the predominant types of temporal behavior in the data, and (2) because it allows
researchers to base the analysis on many different characteristics of temporal behavior. Our concept
enables scientists to compute multiple clusterings with varying user-chosen features of temporal
behavior, clustering algorithms, and parameterizations. In the following, a feature denotes any rep-
resentation of a temporal profile that captures a particular aspect of temporal behavior and supports
definition of a (dis)similarity metric. To unite the different aspects of temporal behavior reflected
in various clusterings, a clustering ensemble combines all clusterings of one data set into a single
consolidated clustering. A visual interface facilitates comparison of the two consolidation results for
2. Related work 43
model data and reference data. It allows researchers to identify clusters of temporal profiles that rep-
resent geophysical processes as well as to explore differences and similarities between the two data
sets.
In particular, the contributions of this article are as follows:
– We closely collaborated with ocean modelers and conducted a thorough task and requirement
analysis to identify the key challenges in the comparison of ocean model output with reference
data.
– We combine cluster ensembles and interactive visual exploration for a novel approach to sup-
porting the assessment of ocean models.
– We demonstrate how our concept enables modelers to conduct a fast comparison of model
data with reference data that complements the existing statistical methods.
2 Related work
Although numerous guidelines and techniques exist for the visual analysis of geospatial data [39,94],
time series data [2], and geospatio-temporal data [9,11], the complexity and volume of geoscientific
data still presents significant challenges [90]. Clustering is an established technique for approach-
ing these challenges. Its aim is to divide data into groups of similar objects (for further reading,
please refer to [15, 50]). A number of visual analytics works apply clustering to analyze geospatial
time series. Andrienko et al. [7] introduce two perspectives to such an analysis: ‘space-in-time’ and
‘time-in-space’. The former analyzes how the geospatial distribution of data values changes over
time; the latter studies how the temporal behavior is distributed in geographic space. To address
both perspectives, the before mentioned work uses self-organizing maps (SOM) as a clustering and
visualization technique and combines it with multiple linked views. In own previous work [82], we
consider the ‘space-in-time’ perspective and combine hierarchical clustering with visual exploration
to support detection of dominant spatial states in geoscientific data. Approaches that apply clustering
to analyze multiple temporal profiles ( ‘time-in-space’) are more numerous. Guo et al. [35] and An-
drienko et al. [6] use SOMs and combine them with geographic maps, small multiples, reorderable
matrices, time series charts, or parallel coordinates. Another work by Andrienko et al. [10] combines
clustering and interactive visual analysis with the aim of statistical modeling of geospatial time se-
ries. Woodring and Shen [151] combine wavelet transform, clustering, and interactive visualization
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for analysis of trends at varying temporal scales. These works use a single clustering, which captures
only a particular aspect in the data. A different clustering leads to different results. In our application,
however, it is important to consider multiple aspects of temporal behavior simultaneously.
Clustering ensembles [159] address this issue. They combine multiple clusterings into one clus-
tering solution that shares as much information as possible with the input clusterings. With this
approach one is able to cluster the data with varying features. In addition, it eases the burden on
the users to find an optimal combination of (dis)similarity measure, algorithm, and parameteriza-
tion of the clustering. They can select a set of plausible configurations and use cluster ensembles to
combine the results. The resulting consolidated clustering is generally more robust and more ac-
curate [47, 107,131]. Although clustering ensembles have been shown to improve data analysis in a
variety of fields – e.g., cancer research [66,155] or remote sensing [157] – we are, to the best of our
knowledge, not aware of any works that apply this approach and its benefits to ocean modeling.
Another important aspect of our concept is the visual comparison of model data with reference
data. As noted in a recent survey [90], many approaches for visualization and visual analysis in the
Earth sciences have been introduced, but only a few works support the comparison of geoscientific
simulation data. Nocke et al. [108] provide a library of comparative visualization techniques tailored
to climate modeling. Based on the characteristics of the data and the task at hand, their framework
generates an appropriate visualization. Unger et al. [142] address the validation of geoscientific sim-
ulation models. They compare many model outputs with sparse and uncertain observations. The
focus is to find an appropriate model parameterization that best matches the observations. Ahrens
et al. [1] use comparative visualization to support detection of errors in simulation model code. To
this end, they conduct a numerical comparison of several output variables. Kehrer et al. [74,75] and
Ladtstädter et al. [85] support visual analysis and comparison of different variables of climate model
output by multiple linked views. Recent work by Poco et al. [113] focusses on the comparison of
output from different climate models. Their approach concentrates on the analysis of correlations
between data sets. These works do not base the comparison on geophysical processes, a key require-
ment of our users.
The concept that is closely related to our application, focusing on processes and applying cluster-
ing, was introduced by Frey et al. [48]. They support comparison of two temporal field data sets by
combining automated detection of processes with interactive visual exploration. For the detection of
processes, they use recurrence analysis and clustering. This approach regards processes as recurring
events and places the emphasis on temporal similarity between data. In our application, we do not
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focus on recurrences but are interested in geographic regions that exhibit similar temporal behavior.
3 Visual analytics approach and requirements
We adopted a user- and task-centered approach [37] in our collaboration with ocean modelers at
the German Research Center for Geosciences GFZ. This involved frequent meetings and discus-
sions with our partners to obtain a detailed understanding of the model assessment process and the
associated challenges. In this section, we provide an overview of our concept and the associated
requirements.
3.1 Objectives for a visual analytics approach
As a result of our analysis we identified three main objectives for a visual analytics approach to
facilitate comparison of model data with reference data.
(1) Less temporal aggregation Using a single statistical measure as a feature to describe a time
series is a rather drastic approach to temporal aggregation. The ability to employ other types of
features, such as the power spectrum of a time series, would reduce the amount of information lost
and allow modelers to study more sophisticated characteristics of temporal behavior.
(2) More comprehensive comparison process The current comparison process requires mod-
elers to make two main decisions that are rather subjective and may result in important aspects to
remain hidden in the data. First, they have to choose a feature for temporal aggregation. A single
feature, however, only describes a particular aspect of the temporal behavior. Other features may
capture different – but equally valid – aspects, and, hence, may yield different results. Being able to
consider various features of temporal behavior in the comparison would broaden the scope of the
analysis. Second, modelers hand-pick geographic coordinates for detailed comparison of temporal
behavior. However, there is no guarantee that all relevant behavior can be observed at the selected
coordinates. To reduce the risk of overlooking important aspects, modelers need to take geographic
areas into account, not just a few coordinates.
(3) Enhanced visual exploration and comparison When the two objectives above are met,
modelers will be able to study the output of a model in comparison to reference data from a broader
perspective. To take full advantage of the additional information, scientists need a visual analytics


























Figure IV.1: Our visual analytics concept: (1) modelers cluster model data and reference data with multiple
configurations, (2) each set of clusterings is combined into one consolidated clustering, and
(3) modelers interactively explore and compare the two consolidated clusterings. At any time
during the exploration, scientists can either change the configuration of the consolidation or
the set of input clusterings. Note that the two data sets are considered independently in the
clustering and consolidation process.
tool that supports the comparison from this broader perspective. The tool should enable modelers to
quickly identify and inspect temporal profiles that point to relevant geophysical processes in model
data and reference data, and to assess differences and similarities between the data sets.
3.2 Concept
Based on our analysis and the identified objectives, we developed a threefold concept (Figure IV.1):
1. Computation of multiple geospatial clusterings.
Our concept allows modelers to widen the scope of the comparison by performing multiple
clusterings of the temporal profiles in model data and reference data. Since clustering considers
the entire geographic domain and systematically detects groups of similar temporal profiles;
modelers can compare geographic regions (the clusters) instead of a few geographic coordi-
nates. For the clusterings, scientists can choose from a broad range of features of temporal
profiles, instead of just single statistical measures. This provides them with more options for
the detection of geophysical processes. The resulting two sets of clusterings represent various
perspectives on the temporal behavior in the data.
2. Consolidation of the clusterings via clustering ensembles.
To enable modelers to compare model data and reference data based on the two sets of clus-
terings, we combine each set into a separate consolidated clustering using clustering ensem-
bles [131]. From a modeler’s perspective, the consolidation of clusterings that are based on
different features presents a more comprehensive, more robust view on the temporal behavior
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in a data set.
3. Interactive visual exploration and comparison of the consolidated clusterings.
An interactive visual interface allows modelers to study and compare the two consolidated
clusterings of model data and reference data. Scientists can perform visual queries to identify
clusters that represent geoscientific processes, and to explore differences and similarities be-
tween the two data sets with respect to these clusters. Furthermore, modelers can go back to
the previous two steps in the pipeline at any time. They can either choose to explore a differ-
ently configured consolidation result or they can change the set of input clusterings to, e.g.,
consider additional features of temporal behavior.
3.3 Requirements
In discussions with ocean modelers, we were able to identify four analytical requirements (ARs) and
three visualization requirements (VRs) for our concept.
Analytical requirements
The analytical requirements comprise two requirements for the computation of multiple clusterings
(AR1 and AR2), and two requirements for the consolidation with clustering ensembles (AR3 and
AR4).
AR1 Broad range of features
In order to detect different geophysical processes or to study various characteristics of a sin-
gle process, the set of input clusterings must represent different kinds of temporal behavior.
Therefore, modelers need to be able to choose from many features to capture a wide variety
of characteristics of temporal behavior when computing the geospatial clusterings.
AR2 Many distinct cluster parameterizations
A parameterization of a clustering algorithm reflects a specific assumption about the data to
be clustered. However, modelers can often only make vague assumptions about the temporal
behavior in model and reference data. For example, although the number of distinct types
of temporal behavior in a data set can usually be narrowed down to a plausible range, it is
difficult to anticipate the exact number. To account for this challenge, modelers need to be
able to conduct clusterings with a varying number of clusters.
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AR3 Flexible configuration of the consolidation
Modelers must consider two important aspects of a consolidated clustering: the amount of
information it shares with the set of input clusterings, the quality, and its number of clusters,
the complexity. A consolidated clustering that shares little information with the set of input
clusterings is difficult to interpret. Likewise, a large number of clusters also complicates in-
terpretation and comparison. To achieve a good balance between quality and complexity,
modelers need to be able to configure different consolidations with a varying number of clus-
ters and to study and compare the results.
AR4 Quantitative measures to support the assessment of consolidated clusterings
When presented with a consolidated clustering, modelers want to know how much informa-
tion the individual clusters share with the input clusterings. This enables them to discriminate
the clusters whose geographic locations were often considered as similar in the input cluster-
ings, from the clusters where the input clusterings agree less on. This is important since the
latter may not allow for a meaningful interpretation. Furthermore, to support an initial assess-
ment of the relationships among clusters, modelers need quantitative measures that describe
the geospatial similarity and the feature similarity between consolidation clusters.
Visualization requirements
VR1 Overview of consolidated clusterings
Modelers have to be able to interpret the results of the cluster ensembles. Therefore, they need
to obtain an overview of the clusters and their relations in the two consolidated clusterings
for model data and reference data. This requires visualizations that allow them (a) to filter
the clusters that share only very little information with the input clusterings, (b) to detect
clusters in each data set that may represent relevant geophysical processes, and (c) to identify
potential matches between clusters from different data sets to guide further comparison. This
requirement is associated with the following tasks:
– Assess distribution of clusters in geographic space.
– Obtain overview of geospatial similarity among clusters.
– Obtain overview of feature similarity among clusters.
– Compare individual clusters regarding the information they share with the input clus-
terings.
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VR2 Inspection of cluster properties
Modelers must understand the properties of a single consolidated cluster to judge whether it
is related to a geophysical process. To this end, they need to:
– Assess the temporal variations of input time series associated with a cluster.
– Inspect the distributions of feature values associated with a cluster.
– Inspect the distribution of cluster members in geographic space.
– Explore relations between input time series, feature values, and geographic distribution.
VR3 Detailed comparison of clusters
For a judgement of model quality, modelers need to explore and evaluate differences and
similarities between consolidated clusters inmodel data and reference data. This allows them to
identify geographic regions where the model performs well and where it needs improvement.
The associated tasks are:
– Compare the temporal variations of input time series associated with clusters.
– Compare the distributions of feature values for multiple clusters.
– Compare the distribution of clusters in geographic space.
4 Clustering and consolidation
In this section, we describe the clustering and consolidation part of our concept and how it meets
the analytical requirements AR1–AR4.
4.1 Computation of multiple geospatial clusterings
The computation of multiple geospatial clusterings has two aspects. As explained in AR1 (Section
3.3), modelers need to be able to cluster the data based on a variety of features. Therefore, our
approach provides many features describing aspects of temporal behavior that scientists consider
important for detecting geophysical processes; e.g., minimum and maximum value, mean, standard
deviation, power spectrum, and logarithmic power spectrum. Note that scientists have the choice to
cluster the raw data without prior computation of features. Scientists can also add additional features
to focus on other types of geophysical processes.
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Secondly, modelers can create multiple clusterings by varying the parameterizations of a cluster-
ing algorithm (AR2). The challenge in our application scenario was to identify a clustering method
that is appropriate for ocean model output and reference data. We conducted a large number of
experiments, clustering well understood observational data with different algorithms, parameteriza-
tions, features, and distance or similarity measures. The methods tested in these experiments were
hierarchical clustering [71], DBSCAN [43] as a density-based method, a Gaussian mixture model
approach [46], and k-means [12]. The clusterings were conducted with the following distance and
similarity measures: Euclidean, Manhattan, mutual information [29], normalized compression dis-
tance [14], dissimilarity based on cross-correlation [88], and dynamic time warping [16]. We chose
k-means and Euclidean distance because this combination yielded meaningful clusters over a broad
range of parameterizations and features. Note that our concept is not limited to a specific clustering
algorithm or distance measure. If need be, other methods can be included to provide modelers with
additional options.
To satisfy AR2, modelers can vary the number of clusters and the number of iterations for the
k-means algorithm. In addition, they can choose a distance measure (with Euclidean as default).
4.2 Consolidation
We use the cluster ensembles framework of Strehl and Ghosh [131] to combine the multiple clus-
terings into a single consolidated clustering. This popular technique aims at finding a consolidated
clustering that maximizes the mutual information with a set of input clusterings. Mutual informa-
tion is especially suited for our application because modelers are interested in the geographic regions
where the input clusterings agree most on.
Since maximizing the mutual information is computationally prohibitive, we apply the three
heuristics suggested in the cluster ensembles framework: the cluster-based similarity partitioning
algorithm (CSPA), the hypergraph partitioning algorithm (HGPA), and the meta-clustering algo-
rithm (MCLA). All heuristics first transform the set of input clusterings into a hypergraph. CSPA
uses the relationships between objects expressed through the input clusterings to construct a measure
of pairwise similarity. This measure can then be used with any similarity-based clustering algorithm
(k-means in our case, see Section 4.1). HGPA performs a minimum cut operation to approximately
maximize the mutual information. MCLA uses the hypergraph to identify and consolidate meta-
clusters. Out of the consolidations resulting from the three heuristics, the one that has the highest
average normalized mutual information (ANMI) with the input clusterings is chosen (see [131] for
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further details).
While HGPA determines the optimum number of clusters automatically, the other two heuristics
allow for controlling the final number of clusters. To provide modelers with the required flexibility
in the consolidation process (AR3), our tool enables them to apply MCLA and CSPA for a varying
number of final clusters. They can then choose to be presented with the best result in terms of
information shared, or select any of the other consolidated clusterings that were created by the three
heuristics.
4.3 Quantitative measures
To support the assessment of the consolidated clusterings (AR4) we compute three quantitative mea-
sures.
The first captures the information that a particular cluster in a consolidation result shares with the
input clusterings. For its computation, we use the ANMI criterion from the cluster ensembles frame-
work [131], but assume that the consolidated clustering only contains this particular cluster. We call
this measure marginal ANMI. It allows modelers to identify clusters that should not be interpreted as
geophysical processes.
We further compute the geospatial similarity as well as the feature similarity between consoli-
dated clusters. These similarity measures are important criteria in the comparison of two data sets
because they allow modelers to identify pairs of clusters that represent the same geophysical process.
For the pairwise geospatial similarity, we compute the percentage of geographic overlap between
clusters.
The pairwise feature similarity is determined as follows (assuming that multiple feature spaces
were used to produce the input clusterings): first, we calculate the distance in each feature space
between the centroids of two consolidated clusters; second, we normalize the separate distances,
weigh and combine them. The weights for each feature space are assigned according to the number
of input clusterings that were conducted in the respective feature space. Hence, the weights are
implicitly provided by modelers since they create the set of input clusterings for the consolidation.
Lastly, we convert this single distance measure into a similarity score.


































Figure IV.2: The components and views of our visual interface, and the visualization requirements and tasks
they support. The consolidation overview component comprises two viewswhich supportmod-
elers to obtain an overview of the consolidated clusterings. Based on this overview, modelers
select clusters for detailed inspection and comparison in the cluster details component.
5 Interactive visual exploration and comparison
To meet the visualization requirements outlined in Section 3.3, our visual interface for exploration,
interpretation, and comparison of the consolidated clusterings comprises two types of coupled visu-
alization components (Figure IV.2). A consolidation overview component enables users to gain a basic
understanding of relations among clusters in geographic space and in feature space, and to decide
on subsequent analysis steps (VR1). Researchers select clusters in this component and pass them to
a cluster details component where they can inspect the properties of a single cluster (VR2) but also
compare multiple clusters in detail (VR3). Both components allow for visual queries to support the
identified analysis tasks.
To establish a visual link, all clusters are color-coded consistently across the consolidation overview
and cluster detail components. To this end, we use one of ColorBrewer’s qualitative color schemes
[52] as well as colors sampled from the CIELAB color space (see Guo et al. [35] for a suitable sam-
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(A) Geospatial overview (B) Similarity overview
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Figure IV.3: The consolidation overview component. Note that each cluster has its unique color since the
cluster ensemble computes different clusters in both data sets. The consolidation overview sup-
ports scientists to focus on clusters that allow for a meaningful interpretation and to understand
the relationships between clusters by comparing their geospatial and feature similarity.
pling strategy). We chose the ColorBrewer colors to provide users with carefully designed and easily
distinguishable colors. If additional colors are required, we use the CIELAB samples. This strategy
yields a sufficient number of distinguishable colors. In addition, users can change the colors manu-
ally to adjust the color coding according to their preference. Note that we assign a unique color to
clusters in both data sets since the consolidation process computes different clusters in both data sets.
The tight integration of the analytical part (clustering and consolidation via cluster ensembles)
allows scientists to change the configuration of the consolidation as well as the set of input clusterings.
The former is done to improve the balance between quality and complexity of the consolidated
clusterings (see AR3 in Section 3.3); the latter allows modelers to change the features considered
in the analysis. They can make these changes at any time during visual exploration and study the
resulting consolidated clusterings.
In the following, we explain the visual encoding and interactive capabilities of each visualization
component, and how they contribute to the visualization requirements VR1-VR3.
5.1 Consolidation overview component
This component provides an overview of the two consolidation results (VR1) and, thus, acts as a
starting point for the visual comparison process. It includes two views: a geospatial overview and a
similarity overview (Figure IV.3).
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Geospatial overview
This view depicts the geospatial distribution of clusters in two maps; one for each consolidated clus-
tering. The maps are juxtaposed to allow for visual comparison; cluster membership of geographic
locations is encoded with a unique color for each cluster.
The geospatial overview allows users to observe a variety of patterns. For example, the maps in
Figure IV.3 depict clusters that form quite coherent geospatial structures – e.g., the orange cluster
in the model data – but also clusters with members that are more distributed over geographic space
– e.g., the yellow cluster in the reference data. Notice also the different sizes of clusters as well as the
horizontal structures along the equator.
Modelers interpret these patterns based on their domain knowledge and identify clusters that
may represent geophysical processes. For example, the red cluster along the equator in the reference
data probably represents a process in the tropics.
Similarity overview
This view provides quantitative information about the clusters and their pairwise similarity (Figure
IV.3) to support modelers to develop a first understanding of differences and similarities between
model data and reference data. For a compact visual overview, the clusters are arranged in a matrix
layout. The rows represent the clusters from model data; columns represent the clusters in the ref-
erence data. The clusters are ordered with respect to their marginal ANMI score. Each matrix cell
contains a bar chart that depicts the geographic similarity and the feature similarity (see Section 4.3)
between a pair of clusters. This enables modelers to quickly detect similar clusters.
The similarity overview also allows modelers to assess the clusters regarding the information they
share with the input clusterings. For this purpose, we visualize the marginal ANMI (see Section 4.3)
for each cluster as colored bars next to the cluster labels in the row and column headers. We arrange
the ANMI bars in this way to facilitate comparison of clusters by judging position along a common
scale. Since users were primarily interested in a relative comparison of clusters, the bars are scaled
to the highest marginal ANMI score among all clusters. In addition, the bars are labeled with their
ANMI values to help users judge the absolute amount of information shared with input clusterings.
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Linking and interaction
To support modelers in the assessment of relations among clusters, the similarity overview offers
several filtering and sorting options.
In order to allow scientists to focus on a particular aspect of cluster similarity, we provide a
checkbox tree (Figure IV.3) where they can select between displaying information on geospatial
similarity, feature similarity, or both. They can further select the features to be considered in the
computation of the feature similarity.
To obtain a better overview of similarities between clusters, modelers can also change the order
of clusters in the matrix by mouse-clicking on a cluster label. When users click on a row label,
the clusters in the columns are sorted in order of decreasing geospatial or feature similarity to the
selected cluster, and vice versa. Users may switch the sorting criterion any time during analysis.
Lastly, checkboxes adjacent to the marginal ANMI bars allow modelers to visually filter clusters
that they consider irrelevant or that share very little information with the input clusterings. Dese-
lected clusters are greyed out in the similarity overview as well as in the geospatial overview.
An important functionality of the consolidation overview component is to enable users to choose
and pass clusters to cluster details views for detailed inspection and comparison. To this end, modelers
may either use the geospatial overview or the similarity view. In the geospatial overview, they may
click on one of the maps to select a cluster and pass it to a cluster details view. In the similarity
overview, modelers can click on a matrix cell to compare the two clusters associated with that cell
in a new cluster details view.
5.2 Cluster details component
This visualization component allows modelers to inspect the properties of a single cluster (VR2) to
determine whether it represents a geophysical process. It also enables them to compare multiple
clusters in detail (VR3) to study differences and similarity between clusters in model and reference
data.
A cluster details component comprises three visualizations (Figure IV.4a). The time series view
depicts the temporal signatures associated with clusters, the feature distribution view helps users to
inspect and compare the distribution of feature values for each cluster, and a geospatial distribution
view facilitates detailed inspection and comparison of clusters in geographic space. All three views
are tightly-coupled and allow users to conduct visual queries to the consolidation results via linking
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(A) Time series view
(B) Feature distribution view
(C) Geospatial distribution view
(a) The three views of a cluster details component.
(b) Cluster details component with semi-transparent minimum-maximum range ribbons in line
charts.
Figure IV.4: The cluster details component.
5. Interactive visual exploration and comparison 57
and brushing.
Time series view
This view presents the time series of the cluster centroid – which is the average time series over all
cluster members – in a line chart. To assess the range of temporal variations in clusters, modelers can
choose to display a semi-transparent minimum-maximum ribbon around each cluster representative
(Figure IV.4b). The colors of the semi-transparent ribbons from different clusters mix in areas of
overlap. This allows users to visually compare the temporal variations of multiple clusters. The
time series view also enables users to interactively change the time frame via zooming to focus on
particular time periods of interest.
Feature distribution view
This view supports inspection and comparison of clusters regarding their distributions of feature
values. Each feature is depicted in a separate visualization to reduce visual complexity. In accordance
with the preference of our collaborators, we use line charts for features like the power spectrum of a
temporal profile, and box-and-whisker plots for scalar features such as standard deviation. These two
visualization types are appropriate for all features that our partners use for their analyses. To accom-
modate other types of features, this view can be easily extended to include additional visualizations
such as star plots, 3D charts, or scatterplot.
The line charts are constructed in the same way as the time series view; cluster representatives
are shown and optionally surrounded by a semi-transparent minimum-maximum ribbon (Figure
IV.4b).
Box-and-whisker plots communicate comprehensive information about the distribution of fea-
ture values in clusters. Furthermore, juxtaposing box-and-whisker items from different clusters
allows users to judge position along a common scale and, thus, facilitates comparison.
Geospatial distribution view
In this visualization, all clusters in the cluster details component are plotted in the same geographic
space to facilitate detailed comparison of clusters from different consolidated clusterings. Areas where
clusters overlap are highlighted to point researchers to similarities in geographic space (black areas
in geospatial distribution views in Figure IV.4). This view also shows the total percentage of overlap
between all selected clusters as quantitative information above the plotting area.
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Linking and interaction
The cluster details component provides several means of interaction to support inspection and com-
parison of clusters.
Apart from tooltips and zooming functionality, users can filter the clusters in this component
using checkboxes at the top. This enables modelers to reduce visual complexity, for example, to
focus on varying pairwise comparisons, to revisit the properties of a single cluster, or to assess how
much a particular cluster contributes to the total geospatial overlap.
To allow modelers to explore relations between input time series, feature values, and geographic
distribution of clusters, this visualization component offers three brushing mechanisms. First, re-
searchers can brush a range of feature values in a box-and-whisker plot. The distributions of all
cluster members that fall within the selected range are highlighted in the other plots in the cluster
details component. Second, modelers may apply a vertical line brush in a line chart to determine
all cluster members with values in the selected y-axis range at the specified x-axis index. Again, the
corresponding distributions are highlighted in the other visualizations. Third, modelers can select
either all overlapping or all non-overlapping geographic locations in the geospatial distribution view
to study the distributions of features for these regions in the other views.
6 Application example: Ocean Model for Circulation and Tides
In this section, we explain how our approach supported the assessment of the Ocean Model for Cir-
culation and Tides (OMCT) [134]. On the domain expert side of our collaboration in this particular
example were two ocean modelers, one of them a leading OMCT expert and also co-author of this
paper.
The OMCT simulates currents and tides of the global ocean and is used for removal of alias-
ing artifacts from observational data produced by the Gravity Recovery and Climate Experiment
(GRACE) satellite mission [132]. GRACE data are used in the geosciences to gain valuable insight
into a number of important processes on Earth, e.g., ice-mass changes, ocean tides, or Earth crust
displacements associated with major earthquakes. To ensure a high quality of these widely used data,
noise correction with models such as the OMCT is crucial.
The OMCT yields volumetric time series data, representing the ocean as 13 vertical depth layers
of regular horizontal grids. Although the data comprise three geographic dimensions, an initial
assessment of model output only requires to analyze the topmost layer, the sea surface, since most
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mechanisms within the ocean manifest themselves in changes to sea surface heights.
The most important ocean processes to consider during the assessment of OMCT data are the
western boundary currents (WBC) and the antarctic circumpolar current (ACC). These ocean cur-
rents cause high spatial and temporal variability of sea surface heights around Antarctica, South
Africa and on the northwest-side of the Atlantic and Pacific Ocean basins.
The remainder of this section describes how our tool supported the assessment of a new version
of the OMCT (OMCTnew ) regarding its ability to depict WBC and ACC processes.
6.1 Results
To asses theOMCTnew , modelers compared sea-level anomalies simulated with this version with data
produced by the current state-of-the-art OMCT version (OMCTcurrent ). Each data set comprised
approximately 9000 time series.
Applying our approach to the comparison of the two OMCT versions allowed for three im-
portant accomplishments: (1) the consolidation enabled modelers to capture the WBC and ACC
processes in both data sets, (2) the visual interface permitted modelers to readily identify the clusters
that represent these processes and to study relations between these clusters across data sets, and (3)
detailed visual comparison helped them two determine that theOMCTnew significantly improves the
state-of-the-art OMCT version.
In the following, we provide more details about each of these three accomplishments.
(1) Capturing WBC and ACC processes. To describe WBC and ACC, modelers chose stan-
dard deviation, minimum and maximum, and the logarithmic power spectrum as features. These
features describe the variation in a temporal profile from varying angles and in different granulari-
ties. Standard deviation summarizes the variability in a temporal profile in a single scalar value. The
minimum-maximum feature is a vector of size two that provides information about the range of
values that can be found in a temporal profile. The logarithmic power spectrum is a vector of size
n/2 − 1 where n is the length of a time series. It provides detailed information about the energy that
a temporal profile exhibits at particular frequencies. Out of these three features, modelers previously
could only use standard deviation to capture the variability of temporal profiles and to compare them
in geographic space. Likewise, the power spectrum could only be used for detailed comparison of
temporal profiles at a few geographic coordinates. Our visual analytics approach allows modelers to
use all three features to compare the temporal profiles at all geographic coordinates.





















(a) Consolidation overview showing consolidated clusterings for OMCTcurrent (upper left) and OMCTnew
(lower left). The dark blue cluster and the red cluster represent western boundary currents and antarctic
circumpolar currents. The similarity overview indicates that both clusters share a relatively high amount
of information with the input clusterings and have high spatial overlap and feature similarity.
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(b) Cluster details component comparing WBC/ACC clusters from OMCTcurrent (dark blue) and OMCTnew
(red). OMCTnew improves the simulation in various aspects. The red OMCTnew cluster is a more accurate
geographic representation of WBC/ACC processes (1-4), it also exhibits less extreme temporal behavior
(5, 6), as well as an improved power spectrum (7, 8).
Figure IV.5: Comparison of a new version of the Ocean Model for Circulation and Tides (OMCT) –
OMCTnew – with the current state-of-the-art OMCT version – OMCTcurrent .
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Our collaborators concluded that WBC and ACC processes can be differentiated into at least
two but not more than twelve different types. Therefore, they chose k-means clustering for each of
the three features with k ranging from two to twelve as input for the consolidation. This resulted in
33 input clusterings for each data set. Modelers also set the number of clusters for the consolidated
clusterings to range from two to twelve. The consolidated clusterings with twelve clusters shared the
most information with the sets of input clusterings. However, modelers determined with our tool
that the results with only seven clusters had a much better balance between quality and complexity.
In particular, the number of clusters was reduced by 40%, while the information shared with the
input clusterings decreased by only 0.2% for OMCTcurrent and 4% for OMCTnew .
(2) IdentifyingWBC/ACC clusters in both data sets. First, the geospatial overview in our tool
allowed modelers to scan the consolidated clusterings for clusters that representWBC and ACC pro-
cesses (Figure IV.5a left). Based on their knowledge about the geospatial distribution of WBC/ACC
and the geospatial shapes of the clusters, modelers quickly identified the dark blue cluster in the
OMCTcurrent data and the red cluster in the OMCTnew as candidates.
Next, modelers were able to discern from the marginal ANMI scores in the similarity overview
(Figure IV.5a right) that these two clusters share significant information with the input clusterings,
and, hence, can be interpreted as geophysical processes. Of all clusters in the two data sets, the dark
blueWBC/ACC cluster had the highest marginal ANMI, while the score for the red cluster was also
relatively high. Modelers could also tell from the similarity overview that the two clusters have high
geospatial and feature similarity and, thus, represent the same geophysical process.
(3) Detailed comparison ofmodel versions. In developing a newmodel version, oceanmodelers
wanted to improve a number of aspects of the current state-of-the-artOMCTversion (OMCTcurrent ):
(a) more detailed simulation of WBC and ACC regions, (b) improved simulation of WBC in the
Gulf stream region, (c) smaller amplitudes in sea-surface heights over time, and (d) more energy for
low frequencies and less energy for high frequencies in the power spectra of temporal profiles.
Exploring the twoWBC/ACC clusters in a cluster details component (Figure IV.5b) allowed for
assessing all of these aspects. The geospatial distribution view enabled modelers to notice four geo-
graphic characteristics that have improved with the new model version: (1) the region west of South
Africa (lower right overlap) is represented in much more detail, (2) the WBC region in the north-
west Pacific (top middle overlap region) is simulated in a more zonal structure, (3) the Mediterranean
Sea is not represented in the redOMCTnew cluster, and (4) the Gulf stream region is also represented
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more accurately in the OMCTnew cluster. In sum, modelers concluded from the geospatial distribu-
tion view that the new model version provides a more accurate geographic representation of WBC
and ACC processes.
In addition, the time series view and the feature distribution view show that the red OMCTnew
cluster exhibits less extreme temporal behavior with smaller amplitudes. Lastly, a comparison of
the logarithmic power spectra (Figure IV.5b) reveals that the final objective has also been met. In
comparison to the OMCTcurrent cluster, the OMCTnew cluster has more energy at low frequencies
and less energy in higher frequencies.
All the above findings constitute aspects of potential improvement in the new version of the
OMCT – aspects that our partners could readily studywith the help of our approach. After additional
statistical analyses to corroborate the increase in quality, theOMCTnew became the new state-of-the-
art OMCT version.
6.2 User feedback
Our partners consider our approach a valuable complement to their existing tools and routine for
four primary reasons: (1) they are not limited any more to single statistical measures for the detec-
tion of geophysical processes, instead, they have access to a range of features of temporal behavior,
(2) the combination of multiple clusterings and cluster ensembles improves the detection of geo-
physical processes because multiple features of temporal behavior are considered simultaneously, (3)
our interactive tool enables modelers to obtain a more complete picture about differences and sim-
ilarities between model and reference data, and (4) it has great potential for speeding up the model
development process because it supports a quick initial assessment of new model versions.
Our partners also value the flexibility of our approach. Our tool can be extended to include any
feature that describes the temporal behavior represented in a temporal profile and, hence, allows sci-
entists to study any geophysical process that may be of relevance to the assessment. Modelers are also
highly flexible regarding the visual exploration. Although the consolidation overview component
provides them with important information that guides subsequent analysis steps, they can always de-
cide to make an educated guess and readily study any potentially interesting aspect. Before they had
our tool, such an educated guess was not feasible because it involved time-consuming scripting and
plotting procedures, a problem that also exists in related domains such as climate research [113,135].
The means of interaction provided in our tool effectively remove this hurdle.
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6.3 Discussion
Although our concept provides significant benefits to modelers in the assessment of ocean models,
several issues need to be discussed.
First, the quality of the input clusterings determines the quality of the consolidated clusterings.
Therefore, the features chosen for the clusterings must capture geophysical processes. If not, the
consolidation will not yield meaningful clusters. However, since our approach was developed with
and for expert users, one can assume that the features chosen will be appropriate for the respective
analysis task.
Second, the computational complexity of the consolidation process is quadratic in the number of
temporal profiles in a data set. Although this can be addressed in future work, it has not been a major
issue in our application for two reasons. (1) A single simulation run of an ocean model typically
takes several days if not weeks; in this context, the required time for the consolidation process is
negligible. (2) In the opinion of modelers, the benefits of our approach outweigh the downside of
the high computational complexity. Depending on the hardware available, the automated analysis
part of our approach is applicable to models in the range of 100K grid points.
Another point worth mentioning is that the time series view is currently limited to a reasonable
number of time steps in the temporal profiles. In practice, however, this was no issue because ocean
modelers typically study weekly, monthly, or even seasonal averages. This approach is also applied
by climate scientists (as described by Poco et al. [113]) and significantly reduces the number of time
steps per year.
7 Conclusion and future work
In this article, we presented a visual analytics concept that addresses a crucial part in ocean mod-
eling: the comparison of model output with reference data. This concept was developed in close
collaboration with ocean modelers, which allowed us to identify the primary challenges: the drastic
aggregation that had to be performed and the high degree of subjectivity in the comparison process.
To address these challenges we integrate clustering ensembles and interactive visual analysis into a
tightly-coupled system. This approach is based on a comprehensive task and requirement analysis.
We have shown that the combination of data mining and interactive visual analysis can be of
high value to the assessment of ocean models. We could also observe in our collaboration that the
promising results of our work have led to increasing acceptance of visual analytics in the ocean
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modeling community.
To further enhance our approach, we identified several major areas of future work. The next
step is to conduct an in-depth user study to further corroborate the promising results we were able
to achieve so far. We also want to extend our concept to very high-resolution ocean models, which
requires improving the scalability of the visualization components as well as reducing the time and
storage complexity of the consolidation. Therefore, we would like to investigate the applicability of
distributed computing and GPU processing to our concept. We also plan on working on efficient
algorithms to further speed up the consolidation and to better adapt to the characteristics of ocean
model data. Currently, our concept supports the analysis of sea surface heights or any other mean-
ingful two-dimensional layer. To apply our approach to all three geospatial dimensions, we will,
again, have to address the scalability of the automated analysis, but in addition, identify and meet
the visualization requirements that come with the third spatial dimension. We would also like to
extend our approach from a two-way comparison to a three-way comparison. This would support
an even more comprehensive assessment. A three-way comparison, however, also introduces addi-
tional challenges for visual analytics. Finally, our vision is to incorporate other types of geoscientific
simulation models, beginning with climate models since their characteristics are somewhat similar
to ocean models.
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Abstract. An established approach to studying interrelations between two non-stationary time series
is to compute the ‘windowed’ cross-correlation (WCC). The time series are divided into intervals
and the cross-correlation between corresponding intervals is calculated. The outcome is a matrix that
describes the correlation between two time series for different intervals and varying time lags. This
important technique can only be used to compare two single time series. However, many applications
require the comparison of ensembles of time series. Therefore, we propose a visual analytics approach
that extends the WCC to support a correlation-based comparison of two ensembles of time series.
We compute the pairwise WCC between all time series from the two ensembles, which results in
hundreds of thousands ofWCCmatrices. Statistical measures are used to derive a concise description
of the time-varying correlations between the ensembles as well as the uncertainty of the correlation
values. We further introduce a visually scalable overview visualization of the computed correlation
and uncertainty information. These components are combined with multiple linked views into a
visual analytics system to support configuration of theWCC as well as detailed analysis of correlation
patterns between two ensembles. Two use cases from very different domains, cognitive science and
paleoclimatology, demonstrate the utility of our approach.
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Figure V.1: Computation and basic plot of the windowed cross-correlation between two time series. The
time series are divided into windows of equal length (a) and the cross-correlation between the
time series for corresponding intervals is calculated (b). The resulting matrix of correlations can
be visualized by mapping correlation to color (c). The matrix plot shows that one time series
exhibits a time-varying phase difference, visible by the change of the lagged correlation over
time (d).
1 Introduction
Time series are analyzed in many scientific disciplines. An essential analysis task is the correlation-
based comparison of time series. It allows for studying important phenomena such as climate impacts
on the spreading of hazardous infectious diseases [53]. A powerful technique for this task is the win-
dowed cross-correlation (WCC) [4,20]. It addresses two frequent problems: (1) there can be a time
lag between the temporal behavior in different time series [49], and (2) the time series can be non-
stationary and, thus, their correlation can change over time [160]. The WCC solves these problems
for the comparison of two time series as follows: It divides the time series into intervals of equal
length, called windows (Fig. V.1a). Then, the cross-correlation (CC) between corresponding win-
dows is calculated (Fig. V.1b). The CC shifts two windows relative to each other and computes the
correlations between them for a range of temporal offsets (lags) [96]. The outcome of the WCC
is a two-dimensional matrix of correlations between two time series. The columns represent the
position of the time windows, the rows the different lags. A static plot of this matrix, in which cor-
relation values are mapped to color (Fig. V.1c and V.1d), is typically used by scientists to investigate
the time-varying correlation between two time series [98].
Although powerful, the WCC only address the comparison of two individual time series. How-
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ever, many scientific disciplines such as climatemodeling [21], chemistry [126], or brain research [13]
study ensembles of time series (sets of time series produced, e.g., through Monte Carlo simulation or
repeated measurements). Therefore, we extend the WCC to a visual analytics solution that supports
a correlation-based comparison of two ensembles of time series. Our approach combines semiauto-
matic statistical analysis with interactive visual exploration. The computational part enables users to
calculate the pairwiseWCC between all time series from the two ensembles. Since a single ensemble
may easily comprise hundreds of time series, this yields hundreds of thousands or even millions of
WCC matrices. Each matrix depicts the same combinations of time window and lag; only the cor-
relation values differ between matrices. To support visual exploration, we use statistical measures to
describe the resulting distribution of correlation values at each combination of time window and lag.
The outcome of the statistical analysis is presented in a visually scalable overview visualization of the
WCC. It depicts the sign, magnitude and uncertainty of the time-varying correlations between two
ensembles. WCC computation and overview visualization are combined with multiple linked views
into a visual analytics system. It supports flexible configuration of the WCC and detailed analysis of
correlation patterns as well as relating these patterns to the input ensemble data.
This approach is based on a thorough task- and requirement analysis. After an overview of re-
lated work (Section 2), we will provide more detail about the identified requirements (Section 3).
To meet these requirements, we had to face a number of visualization challenges, in particular,
plotting and exploring more than a thousand time series with up to 10k observations each, visu-
alizing large WCC matrices, as well as visualization and exploration of uncertainty information.
Section 4 will describe the individual components of our concept and how they address the require-
ments and visualization challenges. We further provide two use cases from very different domains
to demonstrate the significance of our approach (Section 5): (1) detection of event-related poten-
tials in electroencephalography (EEG) measurements and (2) comparison of paleoclimate time series
ensembles derived from stalagmites. Finally, we summarize our results and suggest areas of future
work (Section 6).
2 Related work
Since we have covered studies concerning the computation and application of the windowed cross-
correlation in the introduction, we will focus this section on related work from the visualization
community.
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While many works support visualization and visual exploration of time series data [2], only a
limited number of systems focus on the visual analysis of ensemble data [73]. These approaches
provide valuable solutions for applications such as weather forecasting [115, 120], finding potential
indicators of climate change [74], car engine optimization [100], or development of power train
systems [112].
We address the comparison of time series ensembles, in particular, the detection of time-varying
correlations between two ensembles. For exploration of the ensemble data, we took inspiration
from works that use binning to visualize time series with thousands of observations [17, 31], and
approaches that map line density to opacity to visualize large sets of time series at interactive frame
rates [103, 109]. To analyze the uncertainty of correlations between two ensembles, we studied
various guidelines for encoding uncertainty information [93, 95, 161]. We were especially inspired
by approaches that use statistical moments to visualize the uncertainty in distributions of numerical
values [26, 59, 68, 110, 114, 115]. Since we must cope with a large number of distributions of corre-
lation values, we turn to matrix visualization, which allows for displaying massive data in a compact
visual overview [152]. We specifically build on a matrix visualization technique called Hinton di-
agram [57, 58]. This technique is used in network analysis to visualize, e.g., network weights or
activations of units in a network [22, 87]. We extend the Hinton diagram to a matrix that supports
hierarchical aggregation and semantic zooming [40,41] to depict the time-varying correlations be-
tween two ensembles as well as their uncertainty.
3 Design requirements
The visual analytics approach presented in this article is the result of a close collaboration with two
experts in time series analysis, both co-authors of this paper. A user- and task-centered approach [37]
that involved frequentmeetings and discussions allowed us to elicit the following design requirements
for the comparison of two time series ensembles via WCC:
DR1 Allow for flexible configuration of windowed cross-correlation (WCC) computation
Scientists typically focus on particular aspects of correlations during the comparison of time se-
ries viaWCC, such as short-, medium-, or long-term temporal variations of correlation. Each
of these aspects requires a different set of parameters for theWCC computation. Furthermore,
scientists sometimes want to focus the comparison on specific subsets of the ensembles. Both
– analysis focus and subsets of interests – may change in the comparison process. Researchers
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must therefore be able to:
– Choose between comparing entire ensembles or user-specified subsets.
– Modify the parameters and recompute the WCC.
– Browse and easily access WCC results previously computed in the analysis process.
DR2 Provide measures that capture the uncertainty of computed correlation values
Our collaborating scientists consider the spread of a distribution of correlation values as uncer-
tainty. They require quantitative information about this spread for each combination of time
window and lag in the WCC. A common approach is to calculate statistical moments that
quantify the central tendency and the degree of dispersion. These measure can then be used
in (interactive) visualizations to further facilitate the assessment of uncertainties. Therefore, a
visual analytics approach must:
– Provide measures of central tendency.
– Provide measures of dispersion.
– Provide confidence intervals.
DR3 Provide overview of correlations and their uncertainty
Scientists want to detect the predominant patterns in the correlations between two time series
ensembles, especially patterns of temporal variation and patterns of uncertainty of correlation
values. This requirement is associated with the following tasks:
– Obtain overview of correlation values for all combinations of time window and lag.
– Obtain overview of the uncertainty of correlation values for all combinations of time
window and lag.
DR4 Support exploration of correlations and their uncertainty
After detecting the predominant patterns of correlation and uncertainty, researchers want to
gain a detailed understanding of the time-varying correlation between two ensembles as well
as the reliability of the results. To this end, they need to:
– Inspect in detail the temporal variation of correlations and the variations in uncertainty.
– Assess the statistical significance of correlation values.
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Figure V.2: Our visual analytics concept. It comprises computation and statistical analysis of windowed cross-
correlations (WCC) between two time series ensembles (module M I) and interactive visual ex-
ploration of the resulting time-varying correlations and their uncertainty (module M II).
– Examine the distribution of correlation values for individual combinations of time win-
dow and lag.
DR5 Support inspection of the two time series ensembles
To interpret the results of the WCC computation and to gain a better understanding of the
time-varying correlation, scientists have to inspect and compare the ensemble data that went
into the calculation. In particular, they have to:
– Obtain an overview of the time series in the two ensembles.
– Inspect and compare the distribution of time series in the ensembles.
4 Visual analytics approach
To meet the identified requirements, our concept combines two modules: semiautomatic statistical
analysis (module M I) and interactive visual exploration1 (module M II). Each module comprises
several components (Figure V.2).
4.1 Linking between modules and components
On a module level, users choose the ensemble data and parametrize the WCC calculation in module
M I, which then computes the data for visual exploration in module M II. The insight researchers
1A supplementary demo video of the prototype illustrating the visual exploration part can be found at
http://doi.org/10.2312/GFZ.1.5.2016.001
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gain through interactive visual exploration may change the focus of analysis, which, in turn, may
prompt users to go back and modify the WCC parameters or even the input data.
On the component level, M I.1 passes the user-selected ensemble data and the parameters for
the WCC computation to M I.2. The latter calculates the pairwise WCC between the time series
from both ensembles and forwards the resulting WCC data to M I.3. Component M I.3 computes
statistical measures to summarize the correlations and their uncertainty. These data are passed to
component M II.1 for visual exploration. This component provides researchers with an overview
of the correlation results. It also allows users to interactively filter combinations of time window
and lag that meet specified criteria regarding correlation values and uncertainty. The underlying
distribution of correlation values for selected combinations of time window and lag can also be
explored in M II.1, while the corresponding time series data can be studied in component in M II.2.
Both components, M II.1 and M II.2, support hierarchical aggregation and semantic zooming to
cope with the limited screen space.
The remainder of this section will describe the two main modules of our concept as well as their
respective components and how they address the design requirements.
4.2 Module M I: Semiautomatic statistical analysis
This part comprises components M I.1, M I.2, and M I.3 which cover design requirements DR1 and
DR2.
Component M I.1: Configuration of windowed cross-correlation (WCC) computation
DR1 – Allow for flexible configuration of WCC computation.
Component M I.1 allows scientists to choose the two ensembles for comparison and, if need
be, to further focus on particular time series from the two ensembles. Next, researchers use M I.1
to set the parameters for the WCC: window size, overlap between consecutive windows, and lag
range. Scientists do not necessarily have to initiate a new computation. For every compared pair of
ensembles, we store previous WCC configurations and results in a database. Scientists can use this
component to browse through and to revisit them. When users decide to initiate a new computation,
the ensemble data and the WCC parameters are passed to component M I.2.
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Component M I.2: Computation of pairwise of windowed cross-correlation (WCC)
This component performs the actual WCC computation. Let M and N be the two sets (ensembles)
of time series. All time series in M and N must be equal regarding the number of observations, the
timestamps of the observations, and the length of intervals between observations. Note that M I.2
could also be extended to include correlation analysis techniques for irregularly sampled time series,
such as kernel based correlation estimation [116]. We compute theWCC for all pairs of time series in
M×N (see [20] for details regarding the computation of theWCC). As a result, we obtain k = |M×N |
WCC matrices. These data are passed to component M I.3.
Component M I.3: Computation of measures of uncertainty
DR2 – Provide measures that capture the uncertainty of computed correlation values.
Since the same parameters were used for all WCC computations, each matrix depicts the same
combinations of time window and lag; only the correlation values differ between matrices. Hence,
we obtain a distribution of correlations for each window-lag combination. We use descriptive statis-
tics for analyzing the uncertainty in these distributions [143]. This component calculates the mean
and median correlation as measures of central tendency for each window-lag combination, and the
standard deviation and interquartile range as measures of dispersion. It also determines the confi-
dence interval of the correlations for a user-specified p-value with a t-test [143]. This information
is then used to calculate the percentage of statistically significant correlations at each combination
of window and lag. Note that M I.3 is not limited to this set of statistical measures. If need be, our
concept allows for incorporating additional measures.
4.3 Module M II: Interactive visual exploration
This module is composed of component M II.1, which covers design requirement DR3 as well as
DR4, and component M II.2, , which addresses design requirement DR5.
Component M II.1: Overview and exploration of correlations and their uncertainty
DR3 – Provide overview of correlations and their uncertainty.
To address this requirement, we extend the basic WCC matrix plot introduced in Figure V.1 to
an interactive and visually scalable visualization of the WCC and its uncertainty. Our technique is
inspired by Hinton diagrams [57,58]. Wemap each combination of time window and lag to a square
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Figure V.3: Correlations view (top) and color legend with integrated scatter plot (bottom) of component
M II.1. The color of the squares encode the mean or median correlations of each combina-
tion of time window (x-axis) and lag (y-axis). The size inversely depicts the uncertainty of the
underlying distribution. Thus, small squares represent high uncertainty. When users select a
window-lag combination it is highlighted in the correlations view (yellow square) and in the
scatter plot (labeled cross).
in a matrix (Figure V.3). The color of the square denotes the mean of the underlying distribution of
correlation values. We use a diverging color scale to differentiate positive and negative correlations
of different magnitude. It is centered around zero and its range is determined by the highest absolute
correlation value in the data. The square’s size inversely encodes the standard deviation of the distri-
bution. Hence, the higher the uncertainty (or variation), the smaller the square. For more robustness
against outliers, users can alternatively choose to display the median and interquartile range in the
correlations view. The statistical measures for this mapping are provided by component M I.3.
The texture that results from arranging the squares on the XY plane facilitates preattentive pro-
cessing of patterns. This view enables scientists to differentiate strong correlations (saturated colors)
from weak correlations (light colors) and uncertain values (small squares) from rather certain cor-
relations (large squares). Note that color and size in this encoding potentially interact [32]. In our
scenario, however, scientists are particularly interested in strong correlations that relatively certain.
These represent the most reliable indicators of meaningful correlations between two ensembles.
Since this information is emphasized in our design through large squares of intense color, there is
little chance of misinterpretation.
Although Hinton diagrams are a powerful technique, they do not scale well to large WCC
matrices because the squares encoding the numerical values require significant screen space. We
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experimented with mapping uncertainty to transparency instead of size as a more space-efficient
encoding. However, this alternative hindered the interpretation of correlation values. Therefore,
we chose to extend the Hinton technique to support semantic zooming [41]. We bin the matrix
whenever the screen space does not suffice to display all squares. The statistical information con-
veyed by the squares in each bin is summarized in a single glyph. We operate on the statistical
information encoded in the input squares instead of the underlying distributions of correlations be-
cause it allows for on-the-fly construction of the glyphs and, hence, zooming of the matrix in real
time. The glyph is composed of three nested squares (Figure V.4). The color of the middle square
encodes the median correlation of the input squares; its size represents the median uncertainty. A
transparent outer square denotes the uncertainty of the least uncertain input square. A transparent
inner square shows the uncertainty of the most uncertain input square. We chose this design for
three reasons: (1) it preserves the visual encoding of the input squares, (2) it conveys information
about the range of uncertainty among the aggregated window-lag combinations, and (3) the glyphs
are easily distinguishable from the squares of the non-aggregated representation, which signals to
users that they are looking at visual aggregates. The binning of the matrix depends on the available
screen space and the minimum sizes of the squares and glyphs. When users change the zoom level,
the new binning as well as the input squares for each bin are determined, and the glyphs are adjusted
accordingly.
Size of middle square: median uncertainty
Size of outer square: minimum uncertainty
Size of inner square: maximum uncertainty
Color of middle square: median correlation
Figure V.4: Glyph encoding the results of aggregating the distributions of correlations from multiple
window-lag combinations (top) and a zoomed-out version of the correlations view using the
glyph (bottom). ‘Uncertainty’ denotes either standard deviation or interquartile range of corre-
lation values. Small squares signal high uncertainty and vice versa.
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To enable scientists to obtain an overview of potential relationships between correlation values
and uncertainty across all window-lag combinations, we integrate a scatter plot into the color legend
of the correlations view (Figure V.3). It shows the mean or median correlation values plotted against
the uncertainty. Furthermore, the correlations view and the scatter plot are linked to enable exact
quantitative assessment. When users mouse-point at any window-lag combination in the matrix,
the exact correlation and uncertainty values are displayed in the scatter plot.
To present scientists with additional information about the uncertainty of correlation values, our
tool provides an alternative view of the WCC matrix. This view maps the fraction of statistically
significant correlations at each combination of time window and lag to color in a pixel display (see
Figure V.10 for a view of the fraction of positive correlations).
DR4 – Support exploration of correlations and their uncertainty.
Besides a semantic zoom for detailed inspection of correlations and uncertainties, component
M II.1 provides two additional mechanisms to meet requirement DR4.
The first mechanism is interactive filtering via range sliders. Scientists can use these sliders to
gray out window-lag combinations in the correlations view that do not meet specified quantita-
tive criteria. In particular, we offer the measures from component M I.3 for filtering: mean and
median correlation, standard deviation, interquartile range, and the fraction of significant (nega-
tive/positive/total) correlations at the window-lag combinations. The correlations view adjusts in
real time, which allows scientists to explore the variation of correlations and their uncertainty, as
well as the statistical significance of the correlations.
To enable scientists to explore the distributions of correlation values that are represented by
each square in the correlations view, we provide an on-demand histogram (Figure V.5). It allows
researchers to examine properties of the underlying distributions, e.g., modality or symmetry. Fur-
thermore, gray areas in the histogram mark the statistically significant portions of the distribution.
0.0 0.2 0.4 0.6 0.8-0.2-0.4-0.6-0.8
positive significantnegative significant
Figure V.5: On-demand histogram of correlation values for a combination of time window and lag. The
gray areas in the background mark statistically significant correlations.
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Figure V.6: Line chart showing both ensembles (component M II.2). Line density is mapped to opacity to
depict the uncertainty in the ensembles. Dense regions in each ensemble are mapped to high
opacity, sparse regions are more transparent to indicate less agreement among ensemble mem-
bers.
Component M II.2: Visual inspection and comparison of the two time series ensembles
DR5 – Support inspection of the two time series ensembles.
Component M II.2 visualizes the two time series ensembles that went into the WCC calculation
(Figure V.6). Both ensembles are plotted in the same line chart with a unique color assigned to each
ensemble. This facilitates inspection and comparison regarding trends, amplitude, scale, and range
– valuable information that helps scientists to interpret the WCC results. Users can further choose
between displaying the original time series data or normalized versions. The latter enables scientists
to compare the two ensembles on the same scaling level while the former accentuates differences in
scaling level.
To make M II.2 visually scalable, we had to address two issues: (1) visualization of time series
with thousands of data points, and (2) depicting hundreds or thousands of time series in the same
plot.
We use a binning approach in combination with semantic zooming to address the first issue. In
particular, we divide the time series into intervals of equal length (bins) and calculate the mean of
each interval. The resulting averaged time series are then shown in the line chart. Semantic zooming
and panning enables scientists to inspect the binned time series in more detail. After each zooming
action the bin size (level of aggregation) is adjusted automatically to match the number of pixels
available to display the selected time range.
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Figure V.7: Electroencephalogram (EEG) ensembles of two subjects (a) and (b). The red lines represent the
average of the respective trial. After a visual stimulus at time t = 0 ms, an evoked electrophysio-
logical activity around 170 ms (marked by the blue shading) can be clearly observed for subject
(b), but only suspected for subject (a).
To address the second scalability issue, we map the line density of each ensemble to opacity [74,
103,109]. Dense regions signal high agreement among ensemble members and are mapped to high
opacity; sparse regions are more transparent to indicate less agreement among ensemble members.
This provides users with an overview of the distribution of time series within the ensembles. If need
be, check-boxes allow scientists to display, and therefore focus on, only one of the two ensembles.
5 Use cases
We demonstrate the utility of our concept with two applications from the fields of cognitive science
and paleoclimatology. In both fields, ensembles of time series are frequently compared. However,
the standard procedure is to compare only the mean or median time series of the ensembles. Our
visual analytics approach enabled us to perform a correlation-based comparison of entire ensembles.
5.1 Interpersonal detection of event-related potentials
In cognitive science, the brain activity is studied by measuring the electroencephalogram (EEG)
at the human scalp. In experiments, stimuli are presented to subjects and the potential changes
in measured brain activity, called event-related potential (ERP), are investigated [92]. Due to many
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Figure V.8: Correlations between EEG ensembles of two subjects. In both subjects, the presented facial stim-
ulus causes the same electrophysiological activity between 120 and 170 ms (a). This is revealed
by the strong correlations within this time interval. The histogram shows that the majority of
the trials is significantly correlated (b).
disturbing factors, the signal to noise ratio in the EEGmeasurements is very low. Therefore, the trials
are repeated many times and only the average of these trials is then used to identify the ERPs [121].
However, significant information about ERPs is lost, when looking only at trial averages.
In the following, we demonstrate how our visual analytics approach was used to compare entire
ensembles of EEG measurements to test the assumption that the same facial stimulus causes the same
electrophysiological response in different humans. The analysis considered EEG data of an experi-
ment in which subjects were presented with different variations of a face [121]. Two subjects were
randomly selected from this experiment and the measurements from a single electrode were used
to compare the interpersonal electrophysiological activity. For the first subject 66 trials and for the
second subject 51 trials were available (Figure V.7). The presented stimulus usually evokes a negative
potential change at 170 ms, a so called N170. Analyzing the N170 provides important information
about a person’s sensitivity to faces. Note that while in panel (b) of Figure V.7 a prototypical N170
response can be observed, this is not obvious in panel (a).
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To analyze whether both subjects show similar sensitivity to faces, the pairwise WCC between
their respective EEG ensembles was computed. Based on their expert knowledge, scientists consid-
ered the following parameters to be appropriate: window size of 55ms, window overlap of 45ms, and
lag range of -25 to 25 ms. The correlations view revealed strong correlations between the ensembles
in the time interval between 120 and 170 ms (Figure V.8a). Inspecting individual window-lag com-
binations with the on-demand histogram showed that within the interval between 120 and 170 ms,
the majority of the trials in the ensembles were positively correlated (Figure V.8b).
Our approach clearly reveals that the subjects’ responses to faces are similar. Moreover, the
high correlation values between 120 and 170 ms show a tendency to be lagged by 10 ms. This
suggests that subject one has a slightly slower reaction time than subject two. These insights cannot
be readily inferred from the plots shown in Figure V.7 or by only comparing individual trials. From
these results it can be concluded that the same facial stimulus causes very similar electrophysiological
activity in the two subjects.
5.2 Replication of paleoclimate variation derived from stalagmites
In a second example we focus on an important problem in paleoclimatology, where proxy records
(such as time series derived from ice cores or stalagmites) from almost the same location would be
expected to represent a similar behavior. This is called replication of proxy records and is often not
the case, because either the proxies are not reflecting the paleoclimate variation or external factors
dominate the climate signal in the proxy record [62,84].
The comparison involves two proxy records derived from stalagmites collected in Heshang
cave [62] and Sanbao cave [147], both located in China. Both records cover the period between
9000 years before present (BP) and 500 years BP. The caves are quite close (approximately 150 km)
and the two proxy records should reproduce the same climate signal. The dating of the proxy
records involves a certain amount of uncertainty. Therefore, a Monte Carlo approach was used to
create ensembles of possible realizations of time series [21].
To analyze the replication, the WCC between both proxy record ensembles was envestigated
with our visual analytics approach. A typical time scale of interest to paleoclimatologists is 500 years,
with an overlap of 430 years. Since the dating uncertainty in these particular ensembles is up to 200
years, a lag range of ±200 years was chosen. Our tool reveals correlations between both ensembles
for the entire time period (Figure V.9). The varying magnitude and uncertainty of correlations
uncovers significant variation in the ensembles. This variation, which is also visible in the time series
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Figure V.9: The windowed cross-correlation between two ensembles of paleoclimate time series. In accor-
dance with domain-specific conventions, the most recent observations are plotted on the left and
the oldest on the right.
view (Figure V.9 top), is caused by dating uncertainties. Studying the fractions of significant positive
correlations over all combinations of time window and lag (Figure V.10) reveals the generally strong
correlation between both ensembles. This particular visualization provides valuable information that
allows for reducing the dating uncertainties by extracting a correction function that aligns both
proxy records to the same chronology. Note that for some epochs, e.g., around 7700 years BP, the
fraction of significant correlations is high over a range of lags (dashed rectangle in Figure V.10). To
identify a suitable lag for a correction function, the distributions at the corresponding window-lag
combinations were compared. The most suitable lag is the one that has the largest number of high
positive correlation values. For example, for the time period at 7700 years BP, the highest correlation
values can be found at lag −80 (Figure V.10(b)), whereas at other lags the number of high, though
still significant, correlation values is reduced (Figure V.10(c, d)).
From these findings it can be concluded that both proxy records replicate well, although not










Figure V.10: (a) Fractions of significant positive correlations between two ensembles of paleoclimate time
series. The dashed line indicates the derived correction function for reducing the dating uncer-
tainties. (b–d) Looking at the distributions of correlation values for different lags at the epoch
around 7700 years BP (dashed rectangle) allows for identifying the most suitable lag for the
correction function. Since (b) exhibits the largest portion of high correlations, its respective lag
was chosen.
perfectly. Main issues are differences between the records caused by unresolved processes influencing
the dating procedure. However, the proposed visual analytics approach enabled the extraction of a
correction function which reduces the uncertainties in the dating procedure.
6 Summary and conclusion
In this paper, we presented a visual analytics approach that extends an establishedmethod for correlation-
based comparison of two time series – windowed cross-correlation – to support the comparison of
entire ensembles of time series. To meet the requirements of time series analysts, we combined
semiautomatic statistical analysis with visual exploration in a field-ready visual analytics system. We
further build on Hinton diagrams to derive a novel visualization of windowed cross-correlations be-
tween ensembles. This matrix-like visualization is visually scalable through semantic zooming and
provides an overview of the magnitude and uncertainty of the time-varying correlations between
two ensembles. Two use cases demonstrated that our concept allows for gaining valuable insight into
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the interrelations between ensembles of time series. Insight which, according to the co-authoring
domain experts, could only be obtained with our approach.
Regarding the performance of our system, one has to consider two aspects: the computation of
the WCC and the statistical measures, and the interactive visual exploration. The run time of the
former highly depends on the application scenario, i.e., the number of time series, the number of
observations per time series, and the parameters of the WCC. In the two use cases (Section 5), the
WCC calculation took 3 and 37 seconds, respectively (2.6 GHz Intel Core i5 laptop). Since our
tool is for domain experts who typically know the appropriate parameters, the computational cost of
the WCC calculation was not a concern in our scenarios. The subsequent visual analysis is highly
interactive, allowing for real-time exploration of the computed correlations.
To address an even wider range of analysis tasks, we plan two extensions of our approach. (1)
Since our concept is also applicable to other methods for studying interrelations between time series,
e.g., cross and joint recurrence [49, 99], we intend to incorporate these methods. (2) We would
also like to support the comparison of more than two ensembles, adapting our concept to the visual
analysis challenges posed by a multi-way comparison.
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1 Summary
The overall aim of this thesis was to study how visual analytics can facilitate the analysis of processes
in geoscientific spatiotemporal data. A thorough analysis of the various processes within the Earth
system leads to a better understanding of the complex mechanisms of our planet, e.g., the influence
of interactions between the atmosphere and the ocean on global warming [80].
In order to study processes in simulated and observed spatiotemporal data, the geospatial and tem-
poral variability in the data must be analyzed. This task poses several challenges: large spatiotemporal
data spaces have to be taken into account, only little aggregation and dimensionality reduction tech-
niques should be applied to reduce loss of information, the most prominent spatiotemporal patterns
must be detected, and the detected patterns must be interpreted by domain experts to identify the
ones related to processes within the Earth system.
This thesis investigated three research questions, each in a separate chapter, to explore how visual
analytics can help address these challenges and advance the analysis of processes in spatiotemporal
data. Each research questionwas studied in an exemplary use case for which a visual analytics solution
was developed. The answers to the research questions are as follows:
Research question 1: Howcan visual analytics support the detection and assessment of promi-
nent types of spatial situations? In Chapter III, interactive visual summaries were introduced as
a means to facilitate exploration of gridded spatiotemporal data. A visual summary is the depiction of
a set of prominent spatial situations in the data and their associated time steps or intervals. It captures
the spatial and temporal variability in the data in a compact visual representation. A visual summary
also includes interactive means to allow users to assess how well the depicted patterns characterize
the original data and to refine the summary where necessary.
In order to enable users to create a visual summary, a visual analytics tool was developed. It uses
hierarchical clustering to aggregate all spatial situations in the data into a hierarchy of clusters; a
cluster being a set of similar spatial situations. For each cluster, a representative spatial situation is
computed. A visual interface enables users to interactively explore and alter this hierarchy, to ex-
tract different sets of representative spatial situations, and to assess the corresponding spatiotemporal
patterns in a visual summary.
In a use case in ocean modeling and Earth system modeling, interactive visual summaries suc-
cessfully facilitated the identification and detailed differentiation of El Niño events in satellite obser-
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vations of sea surface temperatures.
The results show that clustering is a powerful approach to the detection of prominent types
of spatial situations in spatiotemporal data. It enables scientists to take the entire data space into
account and does not require them to restrict the analysis to particular geospatial or temporal subsets.
Chapter III also demonstrated, that the combination with interactive visual exploration is essential
to detect those patterns that are most relevant to the analysis task, to interpret and assess them, and
to refine the analytical result where necessary.
Furthermore, the use case illustrated that a visual analytics tool, when specifically tailored to
the users’ requirements, can complement and sometimes replace established but time-consuming
analyses. For example, geoscientists normally combine a variety of methods to detect the mentioned
El Niño events, such as regression analysis, empirical orthogonal functions, and wavelet analysis [69].
They also often focus their analysis on various indices that describe particular geographic regions
with respect to a specific environmental process [154]. In contrast, the interactive visual summaries
approach makes very few assumptions about the data and allows scientists to analyze a variety of
patterns and processes for large geographic regions without having to refer to assumption-laden
indices.
Research question 2: Howcan visual analytics support the detection and assessment of promi-
nent types of temporal behavior? Chapter IV presents a visual analytics solution that enables
ocean modelers to detect geographic regions which exhibit similar temporal behavior, and to use
this information in the comparison of ocean model output with reference data.
Previously, ocean modelers relied heavily on strong aggregation of the time dimension, and
performed a detailed comparison of the two data sets only for a limited number of hand-picked
geographic locations. This strategy lead to significant loss of information and did not provide ocean
modelers with a comprehensive overview of differences and similarities between model output and
reference data.
The developed visual analytics approach significantly broadens the scope of the analysis by com-
bining an ensemble learning technique – cluster ensembles [131] – with interactive visual explo-
ration. One component enables modelers to perform multiple clusterings of the temporal profiles in
model data and reference data. For the clusterings, scientists can use a broad range of parameteri-
zations and features (e.g., descriptive statistics) to take different characteristics of temporal behavior
into account and, hence, systematically detect various types of temporal behavior. The resulting two
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sets of clusterings represent various perspectives on the temporal behavior in the data. To enable
modelers to compare model data and reference data based on these two sets of clusterings, each set
is combined into a separate consolidated clustering using cluster ensembles [131]. From a modeler’s
perspective, the consolidation of clusterings that are based on different features presents a more com-
prehensive, more robust view on the temporal behavior in a data set. An interactive visual interface
allows modelers to subsequently explore, interpret, and compare the two consolidated clusterings of
model data and reference data. Since clustering considers the entire geographic domain and system-
atically detects groups of similar temporal profiles, modelers can now compare geographic regions
(the clusters) instead of a few geographic coordinates. This provides them with more options for the
detection of processes.
In an ocean modeling use case, the proposed visual analytics approach was successfully applied
to the assessment of the Ocean Model for Circulation and Tides (OMCT). The results demonstrate
that the integration of user-specified clusterings, consolidation via cluster ensembles, and interactive
visual exploration in a visual analytics system is a promising approach to the analysis of prominent
types of temporal behavior, and the comparison of two data sets in particular. It also became clear
that visual analytics is a valuable complement to modelers’ existing tools and routines, with great
potential to speed up the model development process.
Research question 3: How can visual analytics improve the analysis of interrelations of tem-
poral behavior? Chapter V introduces a visual analytics solution for the detection of interrelations
of temporal behavior between sets of time series, in particular ensembles. The approach extends an
established technique for the comparison of two individual time series – windowed cross-correlation
(WCC) [4, 20] – to the comparison of entire ensembles of time series. To this end, the developed
visual analytics system enables geoscientists to compute the cross-correlation between all pairwise
combinations of time series from the two ensembles. Exploration and assessment of the complex
result regarding interrelations between the two ensembles is facilitated by a visual interface com-
prising multiple linked views. The core of the visual interface is a novel, glyph-based, matrix-like
overview visualization of the WCC.
The proposed approach was employed in two use case. The aim of the first was to study interrela-
tions of temporal behavior between paleoclimatological processes observed in two separate locations
in China. In the second use case, electroencephalogram (EEG) scans from two different subjects
were compared to find interrelations regarding their response to a particular visual stimulus. In both
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cases, the developed visual analytics system enabled scientists to detect and assess interrelations of
temporal behavior and to derive valuable scientific insight. According to the collaborating domain
experts, this insight could only be obtained with visual analytics because it presents them with new
perspectives and new opportunities regarding the comparison of time series ensembles. By extending
the established WCC method to the comparison of entire ensembles of time series, visual analytics
enabled scientists not only to study interrelations, but also to assess how much these interrelations
vary between two ensembles. The latter proved to be especially important to researchers. On the
one hand, it prevented them from drawing overconfident conclusions; something that easily happens
when applying theWCC to two individual time series only. On the other hand, it allowed scientists
to identify significant interrelations between two ensembles even if there was strong variation in the
ensembles.
2 Main conclusions
This thesis demonstrates that visual analytics is a valuable approach to the analysis of processes in
geoscientific spatiotemporal data. Three visual analytics solutions – one for each of the three anal-
ysis perspectives outlined in Chapter I, Section 1 – were introduced in Chapters III through V and
successfully employed in geoscientific use cases.
Each solution integrates clustering techniques and/or statistical analyses with interactive visual
exploration to address the four challenges that were identified as being of particular importance in
the analysis of processes in geoscientific spatiotemporal data (see challenges A through D in Chap-
ter I, Section 1). Instead of having to focus only on particular subsets of the data space, scientists
are now able to consider the entire data space in the analysis (challenge A), be it through cluster-
ing or pairwise computation of windowed cross-correlations between data sets. The analysis is not
limited to specific geographic regions, time periods, or time series anymore. Furthermore, much
less prior aggregation is now required to detect patterns in spatiotemporal data (challenge B). For
example, geoscientists are now able to consider a multitude of features in the detection of prominent
types of temporal behavior. Regarding the analysis of interrelations of temporal behavior, no prior
aggregation is required at all. As a result of successfully addressing challenges A and B, much less
assumptions about the data, and therefore less a priori knowledge, are required at the beginning of
the analysis. In addition, researchers are now also better able to detect the most prominent patterns
(challenge C), either algorithmically with cluster ensembles or windowed cross-correlation, or via
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a combination of hierarchical clustering and interactive visual exploration. Finally, all developed vi-
sual analytics solutions have shown that the tight integration of automated analysis with interactive
visual exploration facilitates the interpretation of detected patterns (challenge D). Multiple linked
views enable geoscientists to harness their expert knowledge to identify the patterns that are most
relevant for a given analysis task, and to interpret and assess these patterns for a better understanding
of Earth system processes.
This thesis clearly shows that the value of visual analytics for the geosciences is at least three-
fold. First, visual analytics introduces geoscientists to new, insightful perspectives on the data and
the processes they describe. For example, interactive visual summaries (Chapter III) present a novel,
concise, and intuitive overview of prominent spatial situations and their occurrence over time in spa-
tiotemporal data. Likewise, the proposed approach for detection of interrelations between ensembles
of time series (Chapter V) provides a novel visualization of correlation patterns. This visualization
additionally enables assessment of the uncertainty of interrelations between ensembles. The lat-
ter example also highlights the second important conclusion that can be drawn from the presented
results: Visual analytics typically extends the boundaries of existing analysis methods. Previously,
uncertainties regarding the interrelations of temporal behavior between ensembles could only be
considered implicitly by comparing the median time series. The proposed visual analytics approach
lifts this limitation. It supports an explicit and comprehensive analysis of uncertainties in the inter-
relations between two ensembles. Similarly, the solution presented in Chapter IV extends existing
analysis approaches to the detection of prominent types of temporal behavior by allowing geosci-
entists to consider various characteristics of temporal behavior. It also constitutes a novel approach
to the assessment of simulation model output that is less reliant on a priori knowledge. Finally, this
thesis shows that geoscientific applications greatly benefit from the interactivity of visual analytics
tools. Researchers are able to interpret and assess the data and the patterns detected via automated
analysis in their geographic and temporal context, to conduct visual queries, and to filter as well as
to refine the analytical results. Such a free-flowing analytical discourse with the data allows geosci-
entists to operate at the speed of thought [34] and to receive immediate answers to questions that
occur during interactive exploration. This encourages them to follow up on spontaneous ideas or to
make educated guesses in the analysis process. Visual analytics, thus, not only facilitates assessment
of hypotheses but also generation of new hypotheses about processes in geoscientific spatiotemporal
data.
Note that in order to create the visual analytics tools presented in this thesis, a user- and task-
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based methodology was imperative (see Chapter II, Section 2). A thorough understanding had to be
gained regarding the peculiarities of complex, and often interrelated, real-world phenomena as well
as the geoscientific data used to examine them. Furthermore, it was particularly difficult to identify
the involved analysis tasks and associated challenges since geoscientists use a significant amount of
tacit knowledge and intuition in their analysis. The applied methodology [37] helped to make the
tacit knowledge explicit and to obtain the required information. By focusing on the users’ needs,
this thesis was not only able to propose effective visual analytics solutions, but also to provide the
visual analytics community with valuable insight into how geoscientists approach the analysis of
spatiotemporal data.
The three presented visual analytics solutions were developed in individual collaborations to
facilitate specific use cases. They have yet to prove their value in other contexts. However, since the
underlying concepts are generic and have a rather wide scope, it can be assumed that similar results
will be achieved in other scenarios. Two of the three approaches support detection and assessment
of patterns in gridded spatiotemporal data. Besides oceanography, disciplines such as meteorology
or climatology also analyze large amounts of gridded spatiotemporal data and would equally benefit
from tools that allow for obtaining an overview of prominent spatiotemporal patterns. Furthermore,
many disciplines develop and assess simulation models to analyze the Earth system and its processes.
The approach introduced in Chapter IV can be applied to these other modeling contexts since it is
not specifically bound to ocean modeling. Note that both approaches were designed for data that are
somewhat autocorrelated in time or geographic space. Without autocorrelation, the visualizations
of the clustering results would appear noisy and, therefore, be difficult to interpret. In contrast,
the visual analytics solution presented in Chapter V does not require autocorrelated data. In fact,
it is neither limited to geoscientific data nor ensembles, and theoretically can be used to analyze
interrelations between any two sets of time series. Adapting and further developing the proposed
solutions for other scenarios and geoscientific applications is an interesting opportunity for future
research.
Each visual analytics solution developed in this thesis supports a particular analysis perspective.
Since multiple analysis perspectives may be relevant in the same application, the individual solutions
can also be used in combination or as modules within a general concept. To pick up on the El Niño
example from Chapter I, researchers may first distinguish different states of El Niño in geographic
space [136] by detecting the corresponding types of temporal behavior in the data. Next, they
can analyze geographic regions associated with particular El Niño states to understand how they
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evolve over time. Finally, scientists can compare sets of temporal profiles from different El Niño
regions with regard to interrelations of temporal behavior between the different phases. Looking at
the data from these three important perspectives enables scientists to gain a more complete picture
of spatiotemporal patterns in the data, and, eventually, a more comprehensive understanding of
processes. The integration of the three approaches into a general system that blends seamlessly into
geoscientists’ existing analysis workflow and tool chains is another opportunity for future research.
The requirements and tasks elicited in each collaboration, the identified main analysis perspec-
tives, and the respective visual analytics solutions are a first step towards a general visual analytics
solution for analysis of processes in geoscientific data. In order to have many geoscientific disciplines
benefit from such a general approach, it would have to support a wide range of analysis questions
and perspectives, tasks, and data types. To approach this ambitious endeavor, a general task model
for analysis of processes in geoscientific data should be constructed in future research. This requires
identification of additional analysis perspectives that are relevant to geoscientists, as well as elicita-
tion of the related tasks and requirements. These findings can then be integrated with the tasks and
requirements identified in this thesis. Such a task model would not only be the starting point for
the development of a general system, it would also provide guidance for individual visual analytics
solutions in a geoscientific context.
In the particular use cases presented in this thesis, computational complexity and visual scalability
were not a major issue. However, both points should be considered in future work. Especially, since
the amount of data available to geoscientists is growing each year. To keep up with this trend, data
models and algorithms that handle increasingly large and heterogeneous geoscientific spatiotemporal
data will have to be developed. Extremely large amounts of spatiotemporal data will also pose signif-
icant challenges for interactive visual analysis. One promising approach in this regard is progressive
visual analytics [130], which enables users to explore partial results and interact with the automated
analysis to prioritize subspaces that exhibit promising patterns. It is a future research question how
this concept can be adopted in geoscientific scenarios. In addition to studying novel ways of interact-
ing with the automated analysis part, scalable visualization techniques will also have to be developed
in future research. These techniques should preserve the all-important spatiotemporal context with-
out placing a heavy perceptual burden on users during visual analysis of large spatiotemporal data.
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