Abstract-A multilayer network topology architecture of IP/MPLS over OTN (Optical Transport Networks) over DWDM has been receiving significant attention in large ISP's networks. In this multilayer network architecture, we consider the problem of optimizing the node capacity of nodes in different layers. This goal is of importance in a large ISP network to reduce the amount of power consumption of complex structural nodes, or to balance between node costs in different layers. We present an optimization model that considers each layer's constraints including the OTN layer, aiming to reduce the capacity of the routing and switching nodes. We then present an analysis on how node capacity is impacted at each layer.
I. INTRODUCTION
L ARGE Internet service providers (ISPs) are recognizing that the multilayer network of IP/MPLS over OTN over DWDM is a promising architecture for the evolving ISP networks (e.g., see [1] ). In this architecture, the Optical Transport Network (OTN) system provides the integration and interaction between the IP layer and the optical layer necessary to harmonize with the accelerating and voluminous demands on the Internet bandwidth. OTN supports large-granular broadband service transmissions while combining the benefits of both SONET and DWDM (dense wavelength-division multiplexing). Previous works on multilayer networks [2] , [3] have primarily concentrated on the two-layer architecture such as IP-over-WDM [4] , [5] . Even those who considered the OTN layer, such as [6] , [7] , have not explicitly addressed the distinct technological constraints of OTN. That is, the core routers are connected through electro-optical cross-connects (OXCs) with no absorption for OTN as a distinguished layer with unique stipulations.
In our recent work [8] , we elucidated the importance of considering the OTN layer explicitly where we proposed to model the multilayer network as a three-layer architecture (Fig. 1) . In this architecture, label switched routers (LSRs) in the IP/MPLS layer are physically connected to optical crossconnects (OXCs) in the OTN layer, which are in turn interconnected by DWDM fiber links. We can visualize the OTN layer as being the virtual optical layer on top of the physical DWDM layer. In [8] , we presented the basic formulation to describe the multilayer network capacity optimization problem in which the goal was to minimize the network overall cost over the three layers.
In this letter, we examine another design problem in IP/MPLS over OTN/DWDM multilayer networks. Here, we consider the problem of optimizing node capacity since label switched routers (LSRs) with high capacity and complex structures consume significant power; under the umbrella of green computing, such goals are important to consider in large ISP networks. We wish to clarify that power modeling is not the focus of this paper; rather, we consider instead the optimizing node capacity problem that can help reduce power consumption. We present an explicit networking optimization model with IP/MPLS over OTN over DWDM that aims to minimize the total capacity at the LSRs and the OXCs. We also present a brief assessment by considering a sample network topology. To support network management and supervision functionalities, the OTN system is structured in layered networks consisting of several sublayers. The Optical Data Unit (ODU) sublayer provides functionality for end-toend networking of the digital path signal for carrying client data of varying formats (e.g. IP, ATM, Ethernet, TMPLS, SONET, etc.). It currently supports three client bit rates: 2.5, 10, and 40 Gbps, referred to as ODU1, ODU2, and ODU3, respectively. We use to denote ODU1, ODU2, and ODU3, where = 1, 2, 3. OTN supports time-division multiplexing of lower bit rates signals into higher bit rate signals where only one stage multiplexing is allowed. For example, up to 4 1 can be multiplexed into one 2 , or up to 16 1 can be multiplexed into one 3 . We can write a general multiplexing rule as:
II. PROBLEM FORMULATION
We now present the optimization model (P). The notations used in this model are summarized in Table I . The objective in our design model (P) is to minimize the total of LSRs and OXCs node capacity, which can be written as:
Note that we introduce weight factors, and , for each type of nodes. If these values are each set to one, then (1) represents pure node capacity. On the other hand, we can use the weight factors to consider, for example, site-dependent power consumption proportions of each type of node, or any other site-dependent costs. The constraints in model (P) are as follows:
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Variables:
: IP/MPLS tunnel variable realizing demand allocated to path (binary).
: OTN flow variable allocated to path realizing capacity of link (non-negative integral).
: DWDM flow variable allocated to path realizing capacity of link of interface (non-negative integral).
: Number of modules to be installed on link in the IP/MPLS layer (non-negative integral).
: Capacity of LSR (non-negative integral). : Number of modules to be installed on link in the OTN layer (non-negative integral).
: Capacity of OXC (non-negative integral).
All variables are non-negative while some are integer variables as described in the list of notations. We now explain the constraints. IP demand is assumed to be carried over a single MPLS tunnel out of the set of paths ; this is captured in (2) . The IP/MPLS layer capacity feasibility constraints are given in (3) that assure that for each IP/MPLS layer link , its capacity is allocated in modules of size and is not exceeded by the flow using this link. Next, constraints (4) define the capacity of each LSR in the IP/MPLS layer, expressed as the maximum of the link capacity connected to the router. The constraints (5) specify how the capacity of each IP/MPLS layer link is realized by means of flow and is allocated to its candidate paths from the routing list in the OTN layer; thus, this relates the top layer to the middle layer. The OTN layer capacity feasibility constraints are shown in (6) in relation to the three modular interfaces of OTN. We then show constraints (7) that define capacity of each OXC in the OTN layer, expressed as the maximum of the link capacity connected to the OXC. Next, constraints (8) specify how the capacity of each OTN layer link is realized by means of flow , allocated to its candidate paths from the routing list in the DWDM layer. Finally, constraints (9) are for DWDM layer capacity feasibility constraints and assure that for each physical link , the capacity allocated in modules of size is not exceeded by the flow using this link.
III. RESULTS
Problem (P) has + 2 + + ( + 4) + constraints and and × + ( + 1) + + + 3 ( + 1) integer variables, where denoted the average number of paths for each demand . Even for small networks, this constitutes a large number of variables and constraints. A small network problem (P) can be solved using CPLEX 8.11 optimization package, through its integer linear programming solver. Thus, we study the case of a 7-node multilayer network in which each LSR is connected to an OXC in the OTN layer, and each LSR is an ingress/egress LSR. Note that from the model point of view, the 7-node per layer network has 21 nodes in total in the three-layer network. We use the demand model of [9] to generate demand volume between LSRs. For this network we have 21 demands and the average demand ≃ 7.8 Gbps, giving a total demand volume of 165 Gbps. Furthermore, we assume the following network parameters: =5 Gbps, =5 Gbps, =10 Gbps. We assign 8 wavelengths/fiber where each wavelength is 40 Gbps. For the weight factors, we experimented with three weight ratios of to : 1:2, 1:1, and 1:1/2 to understand how the solution changes as the cost for OXC is changed while the LSR cost is kept fixed. A representative result of the final three-layer topology for the 7-node problem is shown in Fig. 1 . Fig. 2 shows the case when we increase the base load by 10% each run until a 50% load increase. The network shows a 36% increase of its cost to carry the 50% load increase. Each time the load is increased by 10%, the network needs to pay an average ≃ 7% of its current cost to sustain the load increase. 3 shows the required total capacity of the LSRs and the OXCs of the three weight ratios. We observe that on average ≃ 7% of LSRs capacity increase is required for each 10% of load increase. At a 50% load increase, a 35% of the base LSRs capacity is needed to satisfy the demand. For the OXCs, on average ≃ 8% increase in the capacity is noted for each 10% load increase. The total required capacity in case of a 50% load increase is 38% of the base capacity.
We observe that different weight ratios do not generally impact the overall required node capacity in each layer. Nevertheless, it is important to understand how the required capacity of each individual LSR or OXC may differ according to the weight ratios. To understand this aspect, we pick a particular load case to study, the case when the base load is increased by 20%, to highlight the differences. This case is shown in Fig. 4 for the required LSR capacity that shows that different weight ratios lead to different capacities in each of the nodes in the 7-node network. The corresponding Fig. 5 shows the required capacity at each OXC that shows differences in OXC capacity for two nodes 2 and 4 . In addition, Fig. 4 and Fig. 5 show that the weight ratio of 1:1/2 has the most effect on the results.
IV. SUMMARY AND FUTURE WORK
In this letter, we present an optimization model for optimizing node capacity in a multilayer network that consists of IP/MPLS, OTN, and DWDM layers. We present results to show that the capacity is impacted as the network load is increased, and how the node capacity requirement at different layers may differ when viewed from the perspective of each node at different layers.
In the future, we plan to develop a heuristic algorithm and provide a comprehensive analysis of results for large networks. For instance, we plan to study the impact of the different network parameters such as modularity on optimizing the node capacity at different layers. We anticipate drawing a similar conclusion for large multilayer networks. That is, the different weight ratios do not affect the overall required capacity of each layer, but the weight ratios may influence the required capacity at each individual node. The scope of our detailed study will be to quantify and understand the extent of the influence.
