A recently developed density functional method, within Hohenberg-Kohn-Sham framework, is used for faithful description of atoms, molecules in Cartesian coordinate grid, by using an LCAO-MO ansatz. Classical Coulomb potential is obtained by means of a Fourier convolution technique.
I. INTRODUCTION
Within density functional theory (DFT), ground-state energy of a many-electron system is conveniently divided into specific components as follows: 
Here, from left to right, the terms in right-hand side denote kinetic energy of the noninteracting electrons, nuclear-electron attraction, classical electron-electron repulsion, correction to kinetic energy arising out of the interacting nature of electrons, and all nonclassical corrections to the electron repulsion energy (including exchange and correlation), respectively. Now, using an orbital expression for density, above equation may be recast as,
where N, M denote number of electrons and nuclei respectively, whereas density of a Slater determinantal wave function (exact for a non-interacting system) is simply ρ = N i ψ i |ψ i . As in the Hartree-Fock (HF) case, Kohn-Sham (KS) DFT equations also cannot be solved exactly and recourse must be taken to approximations. However, the required iterative process of solving KS equations is conceptually very similar to that encountered for solving HF equations. Two major routes have been explored for practical solution of a molecular KS equation. The real-space method [1] [2] [3] [4] involves an iterative mechanism for a discretized KS equation on a real mesh using either of finite-difference, finite-element or wavelet technique.
Typically this whole molecular grid belongs to either uniform or refined uniform grids. Some important advantages of this method are that (a) grid-based matrix representation offers highly structured banded matrices (b) potential operator is diagonal in coordinate space whereas Laplacian operator is nearly local (c) they are easily amenable to the so-called linear scaling methods. Usually these schemes require exceedingly large grid points to capture the complete physical system of interest, which is essential to deliver physically and chemically acceptable results. However with the introduction of higher order and multigrid techniques, grid points could be considerably cut down without sacrificing much accuracy.
The other alternative, which is more often used these days, relies on an expansion of eigenfunctions in terms of some suitable basis functions such as Slater or Gaussian type functions (GTF), plane waves, numerical functions, augmented plane waves, linear muffin-tin orbitals, etc. Of these, GTFs are the most favorites, for they provide easy analytic routes towards relevant multi-center integrals,
A central problem common to almost all DFT approaches is that of obtaining the classical Coulomb (V c ) and XC (V xc ) potentials from electron density. In general, these cannot be obtained in any analytic form, and hence numerical treatments are necessary for evaluation of subsequent matrix elements. This is also true for energy integrals associated with XC
In order to circumvent this problem, in some molecular DFT implementations (see, [5, 6] , for example), electron density and XC potentials are also expanded in some auxiliary Gaussian bases viz., ρ(r) ≃ρ(r) =
, following some fitting procedure (so called discrete variational method) [7, 8] , in addition to an MO expansion. This facilitates an N 3 scaling.
A vast majority of modern DFT implementations employ the so-called atom-centered grid (ACG), pioneered by Becke [9] , where a molecular grid is conveniently described in terms of some suitable 3D quadratures. The basic idea is to decompose real molecular space into overlapping atomic regions which are described by fuzzy Voronoi polyhedra. These discrete mono-centric atomic integrals can be individually approximated using some standard numerical techniques. Finally, summing these contributions with appropriate weight functions leads to the desired molecular integration result. The atomic grid constitutes of a tensor product between radial part, defined in terms of some quadrature formulas such as Gauss-Chebyshev, Gaussian, Euler-McLaurin, multi-exponential numerical, etc., [10] [11] [12] [13] [14] [15] [16] and Lebedev angular quadratures (order as high as 131 has been reported, although usually much lower orders suffice; 59th order is the one most frequently used) [17] [18] [19] . Many variants of original Becke integration scheme have been proposed thereafter, mainly to prune away some extraneous grid points which could be quite beneficial. Attempts were also made to perform such integrations by dividing whole space and invoking product Gauss rule to complete the subsequent integrations [20] . In a variational integration scheme, on the other hand, molecular space has been categorized into three different regions such as atomic spheres, excluded cubic region and interstitial parallelepiped [21] . In the Fourier transform Coulomb and multiresolution technique, Cartesian coordinate grid (CCG) was used in addition to ACG [22, 23] ; former divides Gaussian shell pairs into "smooth" and "sharp" categories on the basis of exponents while latter connects ACG and CCG by means of a divided-difference polynomial interpolation to translate density and gradients from latter to former.
Recently, DFT calculations [24] [25] [26] [27, 28] . Analytical one-electron Hay-Wadt-type effective core potentials, made of a sum of GTFs, were used to represent the inert core electrons while energy-optimized truncated Gaussian bases were used for valence electrons [29, 30] .
Detailed results were presented [24] [25] [26] including total energy, energy components, orbital energy, potential energy curve, atomization energy for local density-approximated (LDA) [31] and non-local Becke exchange [32] +Lee-Yang-Parr correlation [33] , to assess the performance and accuracy of this newly proposed method. Pseudopotential calculations on about 5 atoms and 53 molecules for these above quantities produced practically identical results as those obtained from the widely used GAMESS quantum chemistry program [34] , which, of course, works in ACG. It is well-known that although LDA and BLYP functionals perform satisfactorily for many physical and chemical processes, in many occasions they behave rather poorly and clearly there is genuine need for better functionals. In fact, construction of accurate, proper XC functionals has been a very active, fertile area of research ever since the inception of KS formalism. The literature is vast and it is an ongoing process. Some of the other functionals in recent use are generalized gradient expansion, hybrid functionals, meta functionals, orbital-dependent functionals, etc., (see, e.g., [35] for a lucid review). In this article, we employ two of them, viz., Filatov-Thiel (FT97) [36, 37] and PBE [38] (for 8 atoms, 27 molecules), in order to extend the scope and applicability of this approach. These functionals have been used in many applications of many-electron systems with reasonably good success. Also one of our main objectives to develop such a full CCG-based DFT procedure lies in the hope that LCAO-MO-DFT, which has enjoyed such a conspicuous success for enormous application for electronic structure of atoms/molecules in static case during past several decades, might also be equally successful for real-time dynamics studies (especially atoms/molecules in presence of an external field, such as a strong laser field, etc.) within the broad rubric of time-dependent (TD) DFT. Although considerable theoretical progress has been made for real-space dynamical studies of atoms/molecules under strong fields within TDDFT (see, for example, [39] , for a review), several nontrivial problems are encountered for arbitrary atomic/molecular system. Extension in these cases is not straightforward, for they pose considerable challenge. On the other hand, extension of these above-mentioned LCAO-MO-based DFT approaches within ACG is quite difficult in the TD domain. In order to proceed further in that direction, here, for the first time, we report full all-electron calculation of several atoms using the basis set method, completely in CCG. This constitutes an essential first step (the "structure" part) much needed for real-time TDDFT studies. To this end, total energies, component energies, orbital energies as well as HOMO energies from these full calculations are compared systematically with reference literature values. Section II gives a brief overview of the methodology used; discussion on our results are given in Section III, while we end with a few concluding remarks in Section IV.
II. METHODOLOGY
The method employed in this work has been presented before [24] [25] [26] in some detail.
Hence will not be repeated here; only essential details are given. Unless otherwise mentioned, atomic units implied henceforth.
In KS DFT, the problem of calculating total ground-state electronic energy of a manyelectron system is transformed into solving the following single-particle KS equation,
Here v ext signifies the external potential in which electrons move, containing an electrostatic potential due to the presence of nuclei, but may also include other terms (in present occasion, none); v h denotes classical Coulomb potential arising because of the electron distribution;
and finally v xc corresponds to a multiplicative XC potential that depends on electron density, but not on wave functions explicitly.
As already mentioned, KS MOs are built from localized Gaussian type basis functions as in Eq. (3). The LCAO-MO approach is quite efficient; for it can give very accurate results and also it provides basis for creation of new methods such as order-N, Green's function approaches, etc. Note, full self-consistent DFT procedure requires specification of basis functions; therefore a price is to be paid for efficiency in terms of loss of generality (in contrast to, for example, a plane wave method, where "one basis fits all" philosophy works).
Several important factors must be considered for building and choosing basis functions for a particular problem; two most important of them being (i) reduction of number of functions and (ii) ease of computation of relevant integrals. The electron density is described in terms of basis functions and corresponding one-body density matrix P as,
where P µν denotes an element of the density matrix. In a spin-unrestricted formalism,
and KS SCF wave function satisfies the following set of equations, which are reminiscent of Pople-Nesbet equations in HF theory,
and
with the orthonormality conditions,
Here C α , C β are matrices containing MO coefficients, S is the atomic overlap matrix, and ǫ α , ǫ β are diagonal matrices of orbital eigenvalues. F α , F β are KS matrices corresponding to α, β spins respectively, having matrix elements as,
, and
Here H core µν represents the bare-nucleus Hamiltonian matrix that accounts for one-electron energies, including contributions from kinetic energy plus nuclear-electron attraction. J µν term refers to matrices from classical Coulomb repulsion whereas the third term arises from non-classical XC effects. Last one remains the most difficult and challenging part of the whole SCF process.
All one-electron integrals including overlap, kinetic-energy, nuclear-electron attraction as well as pseudopotential matrix elements are identical to those found in HF theory in Cartesian Gaussian functions and are generated by standard recursion algorithms. Here we employ angular-momentum dependent pseudopotentials as those from [29, 30] . Classical Hartree potential is computed by means of a Fourier convolution technique [27, 28] , shown to be quite accurate and efficient for molecular modeling. This relies on a Ewald summation type decomposition of 1/r in terms of a pair of short-range (in terms of complimentary error function) and long-range (in terms of error function) contributions; former can be obtained analytically whereas the latter is computed directly from FFT of real-space values.
Here ρ(k g ), the Fourier integral of density, is easily calculated from standard FFT, while v c H (k g ) signifies that of Coulomb interaction kernel in the grid which requires caution. The nonlocal XC functionals of [36] [37] [38] are used in this work; while for LDA calculations homogeneous electron-gas correlation [31] is used. The gradient-dependent functionals are handled by using a finite-orbital expansion method [40] , which allows one to bypass the calculation of difficult density Hessians. In the end, XC matrix elements are evaluated as,
where
The advantage is that f is a function only of local quantities ρ α , ρ β and their gradients. Non-local functionals are implemented using the Density Functional Repository program [41] . There is no direct analytic route to evaluate two-electron matrix elements. Present work uses numerical integration for these in a 3D CCG covering a cubic box. Resulting matrix-eigenvalue problem is solved accurately and efficiently by means of standard LAPACK library package [42] . Self-consistent solutions are obtained by imposing a tolerance of 10 −6 for energy and eigenvalues whereas 10 −5 for potential.
III. RESULTS AND DISCUSSION
At first, we show FT97 and PBE results for 8 atoms and 27 molecules in Table I within the pseudopotential framework. Throughout the whole article, molecular geometries are used from those in NIST database [43] . We report non-relativistic ground-state total, kinetic and potential energies for all these species using the effective core potential of [29, 30] . For sake of completeness, our integrated electron density is also given which can sometimes work as a rough indicator of accuracy and quality attained in a given calculation. Several grid parameters were tried to check convergence, as in previous papers [24, 25] . However as expected and observed, they produced very similar results in the present occasion as well; discrepancies were rather very small from one set to other. In the end, N r = 128, h r = 0.3 seemed to be a very good reasonable choice, in keeping with our observations in [25] . In contrast to our earlier works, the GAMESS theoretical results could not be reported in this case, as results from these functionals are not available there. Excepting the lone case of Na, in all other 34 cases, FT97 total energies are found to be consistently lower than PBE values. Keeping in mind the performance of our results for LDA and BLYP results in previous occasions, one can safely conclude that our current results are also equally accurate and trustworthy. Now, Table II offers a comparison of our calculated ionization energies (−ǫ HOMO ) with literature results, for all the 27 molecules of Table I . In addition to the aforementioned FT97 and PBE results, here we have also appended the BLYP results from [26] , for sake of comparison. Out of these, experimental values are not available for 6 species, and wherever possible they are adopted from [44] . Three ionization energies, although quantitatively different from each other as expected, produce similar qualitative results. However all 3 values are rather quite low compared to the experimental data. As is well-known, a number of factors such as basis set, XC functional, relativistic effects, etc., are responsible for this discrepancy. This does not, however, interfere with the main objective of this work directly and may be taken up later in our future studies. It is worth mentioning here that, none of these 3 functionals lead to ionization energies for these molecules as good (or even close to) as those from LBVWN (reported in [26] ). For a moderate set of atoms and molecules, this latter XC combination showed significant improvements in HOMO energies over LDA, BLYP results and now FT97, PBE functionals as well.
So far all the results presented using our method employed some sort of effective core potentials to incorporate the effects of frozen core electrons; no investigation has been made for the so-called "full" all-electron calculations. Although pseudopotential studies are advantageous for larger systems, especially those containing one or more heavier atoms where full calculations could be expensive, latter are very desirable otherwise, for they can provide more detailed and also more accurate results. Thus they add valuable insights into a particular problem. As long as the cost accuracy ratio permits, these are the preferred choices for most chemical and physical studies. In an attempt to deal with such situations, as a very first step, in Table III , some representative preliminary all-electron results are given It is well-known that STO-3G basis set employed here is not a very accurate one, and used here only for the demonstration purposes. Certainly better basis sets needs to be used for realistic calculations. These, as well as the molecular case, may be considered in future communications. However, the main motivation, at this stage, was to establish the validity and feasibility of this approach in the context of full electronic structure calculation of many-electron systems.
IV. CONCLUDING REMARKS
Many-electron systems have been studied by LCAO-MO-DFT in CCG. Both atoms and molecules (small as well as medium) were considered. Results have been presented for pseudopotential and all-electron calculations. For the former we employed FT97 and PBE XC functionals, as a follow-up of our previous work in this direction which further consolidates the success of this approach. For the latter, exploratory preliminary results were given using some rudimentary basis set within the homogeneous-electron gas approximation; this further extends the scope and applicability of the current scheme. The basis set, MOs, electron density and various potentials were generated in a CCG encapsulating a cubic box. Hartree a.u. only). However, it would be necessary to incorporate better and more practical basis sets as well as XC functionals for more meaningful physical, chemical applications. In essence, this present study confirms the fact that electronic structure calculation of manyelectron systems can be performed within LCAO-MO-based DFT, using Gaussian basis sets, very accurately and efficiently through CCG, offering virtually same accuracy as ACG.
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