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Deux modèles de population dans un
environnement périodique lent ou rapide
∗
Niolas Baaër
†
Résumé
On aborde deux problèmes en dynamique des populations dans un en-
vironnement périodique lent ou rapide. Dans un premier temps, on ob-
tient un développement limité pour la probabilité de non-extintion d'un
proessus linéaire de naissane et de mort surritique à oeients pé-
riodiques lorsque la période est grande ou petite. Si le taux de naissane
est inférieur à la mortalité pendant une partie de la période et si la pé-
riode tend vers l'inni, alors la probabilité de non-extintion tend vers
une limite disontinue liée à un  anard  dans un système lent-rapide.
Dans un deuxième temps, on étudie un modèle épidémique non linéaire de
type S-I-R lorsque le taux de ontat osille rapidement. La taille nale
de l'épidémie est prohe de elle que l'on obtient en remplaçant le taux
de ontat par sa moyenne. Une approximation de la orretion peut être
alulée analytiquement lorsque la reprodutivité de l'épidémie est prohe
de 1. La orretion, qui peut être positive ou négative, est proportionnelle
à la fois à la période des osillations et à la fration initiale de personnes
infetées.
1 Introdution
Dans un travail publié il y a quelque temps [2℄, on avait étudié la limite
d'un modèle de dynamique des populations, le modèle S-I-S stohastique, dans
un environnement périodique lorsque la période tendait vers 0 ou l'inni. On
se propose ii d'étudier de la même manière deux modèles en apparene plus
simples : un proessus linéaire de naissane et de mort et un modèle épidémique
déterministe de type S-I-R. Ces deux modèles peuvent être vus omme des
approximations d'un même modèle S-I-R stohastique : le proessus de naissane
et de mort sert d'approximation au début de l'épidémie (les nouvelles infetions
jouent le rle des naissanes, les guérisons elui des morts) ; le modèle S-I-R
déterministe sert d'approximation quand l'épidémie est déjà bien établie et le
nombre de personnes infetées assez grand.
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Considérons don dans un premier temps un proessus linéaire de naissane
et de mort dans un environnement variable ave un taux de naissane a(t) et
une mortalité b(t). La probabilité de non-extintion si l'on part d'un individu
au temps t0 est
p(t0) =
1
1 +
∫
∞
t0
b(t) exp
[∫ t
t0
[b(s)− a(s)] ds
]
dt
, (1)
que l'intégrale au dénominateur soit nie ou innie [10, p. 220℄. Cei s'applique
en partiulier au as où les fontions a(t) et b(t) sont périodiques de même
période, disons T . Notons A(τ) et B(τ) les fontions périodiques de période 1
telles que
a(t) = A(t/T ), b(t) = B(t/T ).
Considérons les moyennes
a¯ =
∫ 1
0
A(τ) dτ, b¯ =
∫ 1
0
B(τ) dτ .
Alors p(t0) est identiquement égal à 0 si a¯ ≤ b¯ ; 'est une fontion T -périodique
stritement positive et stritement inférieure à 1 si a¯ > b¯ (voir [1, 5.2℄ et [4℄).
Plaçons nous don désormais dans le as surritique où a¯ > b¯.
La formule (1) se simplie lorsque la période T est soit très petite, soit
très grande, omme l'a remarqué réemment [7℄. Si t0/T = τ0 ∈ [0, 1] est xé
et si T → 0, alors p(t0) ≈ 1 − b¯/a¯. Si t0/T = τ0 est xé et si T → +∞, alors
p(t0) ≈ 1−B(τ0)/A(τ0), au moins pour ertaines valeurs de τ0 où A(τ0) > B(τ0).
L'objetif i-dessous est de préiser es observations en proposant un déve-
loppement limité ou un équivalent de la probabilité d'extintion p(t0). La limite
T → 0 est la plus simple : on a
p(t0) =
(
1− b¯
a¯
){
1− b¯ T
2
+
T
a¯
[∫ 1
0
B(τ0 + u)
∫ τ0+u
τ0
A(v) dv du
]
+ o(T )
}
. (2)
Pour l'étude de la limite T → +∞, supposons que les fontions A(τ) et B(τ)
soient régulières (disons de lasse C
1
) et envisageons deux as :
 ou bien A(τ) > B(τ) pour tout τ ∈ [0, 1] (as fortement surritique) ;
 ou bien A(τ) > B(τ) pour tout τ ∈ [0, τ1[∪]τ2, 1] où 0 < τ1 < τ2 < 1 et
A(τ) < B(τ) pour τ ∈]τ1, τ2[ (as faiblement surritique).
Sans perte de généralité, on peut supposer de plus dans le deuxième as que∫ τ2
0 (A(τ) −B(τ)) dτ > 0. Il existe alors un unique τ∗ ∈]0, τ1[ tel que∫ τ2
τ∗
(A(τ) −B(τ)) dτ = 0. (3)
On montre dans la setion 2 que dans le as fortement surritique pour tout
τ0 ∈ [0, 1] et dans le as faiblement surritique pour tout τ0 6∈ [τ∗, τ2],
p(t0) =
(
1− B(τ0)
A(τ0)
){
1− A(τ0)B
′(τ0)−A′(τ0)B(τ0)
TA(τ0)[A(τ0)−B(τ0)]2 + o(1/T )
}
. (4)
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Dans le as faiblement surritique ave τ0 ∈]τ∗, τ2[,
p(t0) ∼
√
2[A′(τ2)−B′(τ2)]
B(τ0)
√
piT
e
T
∫
τ2
τ0
[A(v)−B(v)] dv
. (5)
Cette dernière probabilité tend exponentiellement vite vers 0 quand T → +∞.
À la limite, il y a don une disontinuité en τ0 = τ
∗
. Le fait que la limite soit
nulle dans l'intervalle ]τ∗, τ2[ et pas seulement dans l'intervalle ]τ1, τ2[ est lié à
un phénomène de  anard  dans un système lent-rapide, omme on l'explique
dans la setion 2.6.
Considérons dans un deuxième temps le modèle épidémique S-I-R détermi-
niste. Soit N la taille supposée onstante d'une population, S(t) le nombre de
personnes suseptibles d'être infetées au temps t, I(t) le nombre de personnes
infetées et R(t) le nombre de personnes retirées de la haîne de transmission
pare qu'elles sont guéries et immunisées. Ainsi N = S(t)+I(t)+R(t). Soit a(t)
le taux de ontat infetieux et b le taux de guérison. On suppose omme dans
le modèle simplié de Kermak et MKendrik (voir par exemple [11, p. 75℄)
que
dS
dt
= −a(t)SI
N
,
dI
dt
= a(t)
SI
N
− b I, dR
dt
= b I. (6)
Chaque individu suseptible d'être infeté est don inuené par la proportion
I/N d'individus infetés dans la population totale, autrement dit par le  hamp
moyen , et non par son voisinage dans une struture de ontat partiulière.
Dans un travail réent [3℄, on s'est intéressé à l'inuene qu'aurait une osil-
lation périodique de faible amplitude du taux de ontat a(t) sur la taille nale
R(∞) de l'épidémie. On va s'intéresser ii au as où l'amplitude est quelonque
mais où la période des osillations est petite par rapport à la durée typique de
l'épidémie. Pour une épidémie qui durerait quelques semaines, ela représente-
rait par exemple l'alternane rapide entre le jour et la nuit. Pour une épidémie
qui durerait quelques mois, ela représenterait l'alternane entre les jours ou-
vrés et les ns de semaines, notamment pour les épidémies en milieu solaire.
Pour une épidémie qui durerait plusieurs années voire plusieurs déennies, ela
représenterait l'alternane entre les hivers et les étés (mais il faudrait alors tenir
ompte des naissanes et des déès).
Soit T > 0 la période des osillations, un paramètre destiné à tendre vers 0.
On suppose que
a(t) = a¯(1 + φ(t/T ))
ave a¯ > 0 et une fontion φ ontinue par moreaux telle que |φ(τ)| ≤ 1 pour
tout τ , de sorte que le taux de ontat a(t) reste toujours positif ou nul. On
suppose de plus que la fontion φ est périodique de période 1 et de moyenne
nulle :
∫ 1
0
φ(τ) dτ = 0. Ainsi a(t) est une fontion périodique de période T et sa
moyenne est a¯. Prenons omme onditions initiales au début de l'épidémie
S(0) = N − i, I(0) = i, R(0) = 0,
3
ave 0 < i < N .
La setion 3.1 montre des simulations de e modèle. On onstate sur des
exemples que la taille nale de l'épidémie est remarquablement prohe de elle
que l'on obtient en remplaçant le taux de ontat par sa moyenne. Dans la
setion 3.2, on propose une expliation de ette proximité en faisant quelques
hypothèses supplémentaires sur les paramètres du modèle, notamment en sup-
posant que la fration initiale de personnes infetées est petite et que la repro-
dutivité R0 de l'épidémie reste prohe de 1. On obtient une formule approhée
pour la orretion à apporter à la taille nale de l'épidémie. Cette orretion est
proportionnelle à la fois à la période des osillations et à la fration initiale de
personnes infetées, d'où sa petitesse.
2 Un proessus de naissane et de mort
2.1 Calul préliminaire
Intéressons-nous tout d'abord au proessus linéaire de naissane et de mort.
Considérons l'intégrale au dénominateur de la formule (1) et notons-la
J =
∫
∞
t0
b(t) exp
[∫ t
t0
[b(s)− a(s)] ds
]
dt .
Par dénition, on a
J =
∫
∞
0
B((t0 + t)/T ) exp
[∫ t0+t
t0
[B(s/T )−A(s/T )] ds
]
dt .
Puisque t0/T = τ0, posons u = t/T et v = s/T . Alors, en utilisant la périodiité
des fontions A(τ) et B(τ), on obtient
J = T
∫
∞
0
B(τ0 + u) exp
[
T
∫ τ0+u
τ0
[B(v)−A(v)] dv
]
du
= T
∞∑
n=0
∫ n+1
n
B(τ0 + u) exp
[
T
∫ τ0+u
τ0
[B(v)−A(v)] dv
]
du
= T
∞∑
n=0
∫ 1
0
B(τ0 + u) exp
[
T
∫ τ0+u+n
τ0
[B(v)−A(v)] dv
]
du
= T
∞∑
n=0
exp[nT (b¯− a¯)]
∫ 1
0
B(τ0 + u) exp
[
T
∫ τ0+u
τ0
[B(v)− A(v)] dv
]
du .
Ainsi
J =
T
1− exp[T (b¯− a¯)]
∫ 1
0
B(τ0 + u) exp
[
T
∫ τ0+u
τ0
[B(v) −A(v)] dv
]
du . (7)
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2.2 La limite T → 0
Ave le développement limité exp(x) = 1 + x + x2/2 + o(x2) quand x → 0
dans le fateur devant l'intégrale et plus simplement exp(x) = 1+x+ o(x) dans
l'intégrale, on obtient
J =
(
1
a¯− b¯ +
T
2
+ o(T )
)(
b¯+ T
[∫ 1
0
B(τ0 + u)
∫ τ0+u
τ0
[B(v)−A(v)] dv du
]
+ o(T )
)
.
On remarque qu'un terme s'intègre failement :
∫ 1
0
B(τ0 + u)
∫ τ0+u
τ0
B(v) dv du =
1
2
[(∫ τ0+u
τ0
B(v) dv
)2 ]1
0
=
b¯2
2
.
On en déduit que
J =
b¯
a¯− b¯ +
b¯ T
2
+
b¯2 T
2(a¯− b¯) −
T
a¯− b¯
∫ 1
0
B(τ0 + u)
∫ τ0+u
τ0
A(v) dv du+ o(T ).
Puisque p(t0) = 1/(1 + J), on en déduit la formule (2).
2.3 La limite T → +∞ : le as fortement surritique
Reprenons la formule (7). L'intégrale est de la forme∫ 1
0
G(u) e−T F (u) du
ave
G(u) = B(τ0 + u), F (u) =
∫ τ0+u
τ0
[A(v) −B(v)] dv .
On a
F ′(u) = A(τ0 + u)−B(τ0 + u), F ′′(u) = A′(τ0 + u)−B′(τ0 + u).
Supposons tout d'abord que A(τ) > B(τ) pour tout τ ∈ [0, 1]. Alors F ′(u) >
0 pour tout u ∈ [0, 1], F (u) a son minimum en u = 0 et il vaut F (0) = 0. De
plus, F (u) = φ0 u + φ1 u
2 + o(u2) quand u → 0 ave φ0 = A(τ0) − B(τ0) et
φ1 = [A
′(τ0) − B′(τ0)]/2. Par ailleurs, G(u) = ψ0 + ψ1 u + o(u) quand u → 0
ave ψ0 = B(τ0) et ψ1 = B
′(τ0). D'après un théorème d'Erdélyi [13, p. 85℄,∫ 1
0
G(u) e−T F (u) du = e−T F (0)
(
c0
T
+
c1
T 2
+ o
(
1
T 2
))
(8)
ave c0 = ψ0/φ0 et c1 = (φ0ψ1 − 2φ1ψ0)/φ30. Ainsi, puisque exp[T (b¯ − a¯)] est
exponentiellement petit, la formule (7) donne
J =
B(τ0)
A(τ0)−B(τ0) +
A(τ0)B
′(τ0)−A′(τ0)B(τ0)
T [A(τ0)−B(τ0)]3 + o(1/T ).
Ave p(t0) = 1/(1 + J), on en déduit la formule (4).
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2.4 Le as faiblement surritique
Supposons maintenant qu'il existe τ1 et τ2 tels que 0 < τ1 < τ2 < 1 et
A(τ) < B(τ) pour tout τ ∈]τ1, τ2[,
A(τ) > B(τ) pour tout τ ∈]0, τ1[∪]τ2, 1[.
Comme
∫ 1
0
(A(τ) −B(τ))dτ = a¯− b¯ > 0, on a
∫ τ2
0
(A(τ) −B(τ))dτ > 0 ou
∫ 1
τ2
(A(τ) −B(τ))dτ > 0. (9)
Quitte à déaler dans le temps les fontions A(τ) et B(τ), supposons que la
première inégalité soit vraie.
Il existe alors un unique τ∗ ∈ [0, τ1] tel que∫ τ2
τ∗
(A(u)−B(u)) du = 0.
En eet, notons h(τ) la fontion dénie sur l'intervalle [0, τ1] par
h(τ) =
∫ τ2
τ
(A(u)−B(u)) du .
Alors h′(τ) = B(τ) − A(τ) < 0 pour τ ∈ [0, τ1]. De plus, h(0) > 0 d'après la
première inégalité (9) et h(τ1) < 0. Il existe don un unique τ
∗ ∈ [0, τ1] tel que
h(τ∗) = 0.
Considérons d'abord le as où 0 < τ0 < τ1. La fontion F (u) est roissante
pour u ∈ [0, τ1 − τ0], déroisssante pour u ∈ [τ1 − τ0, τ2 − τ0] et à nouveau
roissante pour u ∈ [τ2 − τ0, 1]. La fontion F (u) a don un minimum loal en
τ2 − τ0. Rappelons que F (0) = 0.
Si τ0 ∈]0, τ∗[, alors F (τ2 − τ0) > 0. Don u = 0 reste le minimum global de
F (u) sur l'intervalle [0, 1]. Le développement asymptotique (8) reste valide et la
formule (4) aussi.
Si en revanhe τ ∈]τ∗, τ1[, alors F (τ2 − τ0) < 0. Le minimum global de
F (u) sur l'intervalle [0, 1] est en u = τ2 − τ0, F ′(τ2 − τ0) = 0, F ′′(τ2 − τ0) =
A′(τ2)−B′(τ2) et∫ 1
0
G(u) e−T F (u) du ∼ B(τ0)
√
pi√
2T [A′(τ2)−B′(τ2)]
e−T F (τ2−τ0)
quand T → +∞, d'après la méthode de Laplae [14℄. Ainsi
J ∼ B(τ0)
√
piT√
2[A′(τ2)−B′(τ2)]
e
−T
∫
τ2
τ0
[A(v)−B(v)] dv
et p(t0) = 1/(1 + J) ∼ 1/J quand T → +∞, e qui donne la formule (5).
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Considérons maintenant le as où τ1 < τ0 < τ2. La fontion F (u) est dérois-
sante sur l'intervalle [0, τ2 − τ0] puis roisssante sur l'intervalle [τ2 − τ0, 1]. Son
minimum dans l'intervalle [0, 1] est don atteint en u = τ2 − τ0, omme dans le
as préédent. Ainsi, la formule (5) est toujours valable.
Considérons enn le as où τ2 < τ0 < 1. La fontion F (u) est roissante sur
l'intervalle [0, 1 + τ1 − τ0], déroisssante sur l'intervalle [1 + τ1 − τ0, 1 + τ2 − τ0]
puis roissante sur l'intervalle [1 + τ2 − τ0, 1]. Elle a don un minimum loal en
1 + τ2 − τ0 et
F (1 + τ2 − τ0) ≥
∫ 1+τ2
1
(A(τ) −B(τ)) dτ > 0
d'après la première inégalité (9). Son minimum global dans l'intervalle [0, 1] est
don atteint en u = 0. Ainsi, 'est la formule (4) qui s'applique.
2.5 Exemple
Prenons B(τ) = b¯ > 0 onstant et
A(τ) = a¯(1 + k cos(2piτ))
ave a¯ > b¯ et 0 ≤ k ≤ 1. Le as fortement surritique orrespond à a¯(1− k) > b.
Si au ontraire a¯(1−k) < b, alors τ1 < τ2 sont les deux solutions dans l'intervalle
[0, 1] de l'équation cos(2piτ) = −(1− b¯/a¯)/k, à savoir
τ1 =
arccos(−(1− b¯/a¯)/k)
2pi
∈]0, 1/2[, τ2 = 1− τ1.
Le seuil τ∗ est la solution dans l'intervalle [0, τ1] de l'équation
(a¯− b)(τ2 − τ∗) + a¯k sin(2piτ2)− sin(2piτ
∗)
2pi
= 0 .
La formule (2) donne
p(t0) =
(
1− b¯
a¯
)(
1− b¯ k T
2pi
sin(2piτ0) + o(T )
)
quand T → 0. Si a¯(1 − k) > b ou si a¯(1 − k) < b et τ0 6∈ [τ∗, τ2], alors la
formule (4) donne
p(t0) =
(
1− b¯
A(τ0)
)(
1− 2pi a¯ b¯ k sin(2piτ0)
TA(τ0)[A(τ0)− b¯]2
+ o(1/T )
)
quand T → +∞. Si a¯(1 − k) < b et τ0 ∈]τ∗, τ2[, La formule (5) donne
p(t0) ∼ 2
√
−a¯k sin(2piτ2)
b¯
√
T
exp
[
T (a¯− b¯)(τ0 − τ2) + a¯kT sin(2piτ0)− sin(2piτ2)
2pi
]
quand T → +∞.
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Prenons en partiulier b¯ = 1, a¯ = 3 et k = 0,5. Alors a¯(1 − k) > b¯. La
gure 1 montre les résultats pour deux valeurs de la période : T = 0,5 et
T = 50. La probabilité de non-extintion p(t0), donnée par la formule (1), est
estimée par intégration numérique ave le logiiel Silab. On voit que les formules
approhées (2) et (4) donnent de meilleures approximations de p(t0) que les
termes d'ordre 0. On notera ependant que pour T → +∞, l'approximation (4)
s'éarte un peu de p(t0) au voisinage du minimum de p(t0).
0 10.2 0.4 0.6 0.80.1 0.3 0.5 0.7 0.9
0.4
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Figure 1  Deux exemples : T = 0,5 (pointillés) et T = 50 (lignes ontinues).
La probabilité de non-extintion p(t0), donnée par la formule (1), est en noir.
En pointillé : la formule approhée (2) en rouge et le terme d'ordre 0, 1− b¯/a¯, en
bleu. Lignes ontinues : la formule approhée (4) en rouge et le terme d'ordre 0,
1−B(τ0)/A(τ0), en bleu.
Prenons maintenant b¯ = 1, a¯ = 3, k = 0,75 et T = 100. Alors a¯(1 − k) < b¯,
τ∗ ≃ 0,347, τ1 ≃ 0,424 et τ2 ≃ 0,576. Les diverses formules approhées sont
représentées dans la gure 2, notamment la formule (5) en vert. La probabilité
de non-extintion tend vers une limite disontinue, donnée par les ourbes bleues
pour τ < τ∗ et τ > τ2, et qui vaut 0 dans l'intervalle ]τ
∗, τ2[. Il y a un petit
problème de raordement des approximations au niveau de τ0 = τ2, e qui nous
onduit à regarder de plus près e qui se passe en e point.
Comme dans le as où τ2 < τ0 < 1 de la setion 4.2, on voit dans le as
spéial où τ0 = τ2 que F (u) a son maximum global dans [0, 1] en u = 0. Mais
ette fois-i, F ′(0) = A(τ2) − B(τ2) = 0. D'après le même théorème d'Erdélyi
[13, p. 85℄,
J ∼ T
∫ 1
0
G(u) e−T F (u) du ∼ B(τ2)
√
piT√
2[A′(τ2)−B′(τ2)]
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Figure 2  Comme dans la gure 1 mais ave T = 100 et k = 0,75. La formule
approhée (5) est en vert.
de sorte que p(τ2T ) = 1/(1 + J) ∼ 1/J quand T → +∞. La formule (5) reste
valable quand τ0 = τ2. La déroissane exponentielle vers 0 lorsque τ0 ∈]τ∗, τ2[
est remplaée par une déroissane en 1/
√
T au point τ2.
2.6 Lien ave les  anards 
La formule (1) pour la probabilité d'extintion p(t0) au temps t0 s'obtient
en fait de la manière suivante : si u > t0, la probabilité que le proessus qui
part d'un individu au temps t0 soit éteint au temps u est égal à z(u− t0) ave
z(0) = 0 et
dz
dt
= [b(u− t)− a(u− t)z(t)](1− z(t)) (10)
dans l'intervalle t ∈ [0, u − t0] [4℄. C'est pare que ette équation de Riati
est résoluble expliitement qu'on obtient la formule (1) pour la probabilité de
non-extintion
p(t0) = 1− lim
u→+∞
z(u− t0).
Prenons par exemple u = t0 + nT ave n entier stritement positif. L'équation
(10) s'érit alors
dz
dt
=
[
B
(
t0 + nT − t
T
)
−A
(
t0 + nT − t
T
)
z(t)
]
(1− z(t)).
Posons s = t/T et z(t) = x(s). On a
dx
ds
= T [B(τ0 + n− s)−A(τ0 + n− s)x(s)] (1− x(s))
9
sur l'intervalle s ∈ [0, n]. Cei peut s'érire omme un système autonome lent-
rapide :
dx
ds
= T [B(τ0 + n− y(s))−A(τ0 + n− y(s))x(s)] (1− x(s)),
dy
ds
= 1
pour s ∈ [0, n], ave x(0) = 0 et y(0) = 0. Enn
p(t0) = 1− lim
n→+∞
x(n).
Or quand T →∞, on voit sur e système lent-rapide que x(n)→ 1 ou x(n)→
B(τ0)/A(τ0). Le fait que x(n) reste sur la branhe instable 1 pour τ
∗ < τ0 < τ1
est don le même phénomène que e qui est appelé  anard  dans l'étude des
systèmes lents-rapides . Rappelons la dénition [12, p. 182℄ :
 Dans un hamp lent-rapide de R
2
, il peut exister des trajetoires
qui restent inniment prohes de la ourbe lente pendant un temps
signiatif (non inniment petit) le long d'un ar attratif, suivi d'un
temps signiatif passé le long d'un ar répulsif. Une telle trajetoire
s'appelle [. . . ℄ un anard. 
[15℄ a également remarqué l'apparition de tels anards en lien ave une équation
logistique périodique. La relation (3) qui lie τ∗ à τ2 est la  relation entrée-
sortie  orrespondante [6, 8℄.
Ces remarques s'étendent sans doute au as des proessus de naissane et de
mort à plusieurs types [4℄ ave des matries de naissane A(τ) et des matries
de transition ou mort B(τ), qui onduisent à un système lent-rapide de la forme
dx
ds
= T [B∗(τ0 + n− y(s))− diag(x(s))A∗(τ0 + n− y(s))] colonne(1− x(s)),
dy
ds
= 1,
où les
∗
désignent les matries transposées. Dans e as, la relation entrée-sortie
reste à déterminer.
3 Le modèle S-I-R
3.1 Quelques simulations
Considérons maintenant le modèle S-I-R (6). Les paramètres sont hoisis
pour être plausibles :
 la population totale est N = 10 000 ;
 une seule personne est infetée au début de l'épidémie (i = 1) ;
 haque personne a en moyenne a¯ = 15 ontats par mois ;
 la durée moyenne de l'infetion est 1/b = 1/10 mois, soit environ 3 jours ;
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 la période T est 1/4 de mois, soit environ 7 jours ;
 le fateur périodique est
φ(t/T ) = k cos(ωt+ ψ),
où ω = 2pi/T et |k| ≤ 1 ;
 le déphasage est ψ = −pi/2 de sorte que φ(t/T ) = k sin(ωt) et le taux de
ontat a(t) est dans une phase roissante à t = 0.
La reprodutivité R0 vaut alors a¯/b = 1,5 > 1, e qui garantit le développement
d'une épidémie ave une taille nale R(∞) ≥ N(1− b/a¯) [5℄.
La gure 3 montre deux simulations typiques du modèle : l'une ave k = 0
(le taux de ontat est onstant), l'autre ave k = 1 (le taux de ontat os-
ille). Quoique les ourbes pour k = 1 s'éloignent notablement de elles pour
k = 0 pendant l'épidémie, il est remarquable que les tailles nales R(∞) dans
les deux simulations soient presque indisernables graphiquement. Cei sera ex-
pliqué dans la setion suivante.
0 2 41 30.5 1.5 2.5 3.5
0
10 000
2 000
4 000
6 000
8 000
Figure 3  Simulation d'une épidémie : S(t) en noir, I(t) en rouge et R(t) en
bleu en fontion du temps t (en mois). Les ourbes non ondulées orrespondent
à k = 0, les ourbes ondulées à k = 1. Les ourbes vertes sont les approximations
du deuxième ordre pour S(t) et I(t).
En réduisant la période des osillations (par exemple ave T = 1/8 de mois),
on verrait les ourbes (S(t), I(t), R(t)) pour k = 1 onserver leurs osillations
mais se rapproher de la solution ave k = 0, que l'on note (S¯(t), I¯(t), R¯(t))
ar elle orrespond à a(t) = a¯. C'est d'ailleurs une onséquene du théorème
de moyennisation de Fatou [9, théorème 42℄. En eet, en posant τ = t/T , le
11
système s'érit
dS
dτ
= −T a¯(1 + φ(τ))SI
N
,
dI
dτ
= T
[
a¯(1 + φ(τ))
SI
N
− b I
]
,
dR
dτ
= T b I,
(11)
ave φ(τ) = cos(2piτ + ψ). Le théorème assure que, lorsque T → 0,
Z(τ) − Z¯(τ) := (S(τ) − S¯(τ), I(τ) − I¯(τ), R(τ) − R¯(τ)) = O(T )
pendant un temps τ de l'ordre de 1/T . Ainsi Z(t) − Z¯(t) = O(T ) pendant un
temps t de l'ordre de 1. Plus préisément, il existe des onstantes c1, c2, c3 et
T0 toutes positives telles que pour tout 0 < T < T0 et tout t > 0, on ait
‖Z(t)− Z¯(t)‖ ≤ T [c1ec2t + c3] .
On peut aluler une approximation au seond ordre. Érivons le système (11)
sous la forme dZ/dτ = Tf(τ, Z), où Z = (S, I, R) et f(τ, Z) est τ -périodique de
période 1. Alors
f0(Z) :=
∫ 1
0
f(τ, Z) dτ =

 −a¯SI/Na¯SI/N − b I
b I

 ,
∫ τ
0
[f(σ, Z)− f0(Z)]dσ =


−a¯ k sin(2piτ+ψ)−sin(ψ)2pi S IN
a¯ k sin(2piτ+ψ)−sin(ψ)2pi
S I
N
0

 .
Notons qu'il faut retranher le terme en sin(ψ) pour que es dernières fontions
soient de moyenne nulle. D'après [9, théorème 44℄, on a
S(τ) = S¯(τ) − T a¯ k sin(2piτ + ψ)
2pi
S¯(τ) I¯(τ)
N
+O(T 2),
I(τ) = I¯(τ) + T
a¯ k sin(2piτ + ψ)
2pi
S¯(τ) I¯(τ)
N
+O(T 2)
et R(τ) = R¯(τ) +O(T 2) sur un intervalle de temps τ de l'ordre de 1/T . Autre-
ment dit,
S(t) = S¯(t)− a¯ k sin(ωt+ ψ)
ω
S¯(t) I¯(t)
N
+O(1/ω2),
I(t) = I¯(t) +
a¯ k sin(ωt+ ψ)
ω
S¯(t) I¯(t)
N
+O(1/ω2)
et R(t) = R¯(t) + O(1/ω2) sur un intervalle de temps t de l'ordre de 1. Ces
approximations de S(t) et I(t) sont représentées en vert dans la gure 3.
Remarquons qu'ave une période du taux de ontat qui est petite, on n'ob-
serve pas de ourbe épidémique ave plusieurs grandes vagues, ontrairement
aux simulations de [5℄. C'est que le système se rapprohe de plus en plus du as
où le taux de ontat est moyenné, qui ne donne qu'une seule vague épidémique.
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3.2 Proximité des tailles nales
En érivant la première équation (6) sous la forme
d
dt
(log S) = −a(t)I/N ,
en intégrant entre t = 0 et t = +∞, en tenant ompte des onditions initiales
et de e que
∫
∞
0 I(t) dt = R(∞)/b, on trouve failement omme dans [3℄ que
log
N −R(∞)
N − i +
a¯
b
R(∞)
N
+
a¯
N
∫
∞
0
I(t)φ(t/T ) dt = 0 . (12)
L'intégrale osillante
∫
∞
0
I(t)φ(t/T ) dt tend sans doute vers 0 quand T → 0.
En eet, on sait d'une part que I(t) ≃ I¯(t). D'autre part, du moins lorsque φ
est un osinus, l'intégrale
∫
∞
0
I¯(t)φ(t/T ) dt tend vers 0 quand T → 0. C'est
une onséquene du fait que I¯(t) soit une fontion positive intégrable, ar∫
∞
0 I¯(t) dt = R¯(∞)/b, et du fait que la transformée de Fourier d'une fontion
intégrable tende vers 0 à l'inni.
Il en résulte que R(∞) → R¯(∞) quand T → 0. La question est de savoir
à quelle vitesse ei se produit. En première approximation, un développement
limité de l'équation (12) omme dans [3℄ donne
R(∞) ≃ R¯(∞) + a¯
N/(N − R¯(∞))− a¯/b
∫
∞
0
I¯(t)φ(t/T ) dt .
Puis on utilise pour I¯(t) l'expression analytique approhée en forme de lohe
symétrique obtenue par Kermak et MKendrik (voir par exemple [3℄ ou [10℄),
e qui suppose que la reprodutivité a¯/b reste prohe de 1 tout en étant supé-
rieure à 1 et que la fration initiale infetée i/N soit petite (i/N ≪ 1) :
I¯(t) ≃ N X
ch2[Y (t−W )] , (13)
où ch(·) désigne le osinus hyperbolique tandis que W , X et Y vérient, sous
l'hypothèse supplémentaire vraisemblable i/N ≪ (a¯/b− 1)2 (la fration initiale
infetée est bien plus petite que la reprodutivité n'est prohe de 1),
W ≃ log
[
2(N/i)(1− b/a¯)2]
a¯− b , X ≃
(1− b/a¯)2
2
, Y ≃ a¯− b
2
. (14)
Notons que W est une approximation du temps qui s'éoule avant le pi de
l'épidémie dans un environnement onstant.
Supposons enn que φ(τ) = k cos(2piτ + ψ) omme dans la gure 3. Notons
Re(·) la partie réelle d'un nombre omplexe et i le nombre imaginaire habituel
(à ne pas onfondre ave i, la population infetée initialement). On a alors, en
utilisant un résultat lassique sur le alul asymptotique des intégrales omplexes
ave une phase qui n'est pas stationnaire de sorte que le terme prinipal vient
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du bord de l'intervalle d'intégration [14, théorème 3℄,∫
∞
0
I¯(t)φ(t/T ) dt ≃ N X k
∫
∞
0
cos(ωt+ ψ)
ch2[Y (t−W )] dt
= N X k Re
(
eiψ
∫
∞
0
eiωt
ch2[Y (t−W )] dt
)
≃ −N X kRe
(
eiψ
iω ch2(−YW )
)
= −N X k sin(ψ)
ω ch2(YW )
.
Ave les approximations (14), on voit en plus que
ch2(YW ) ≃ e2YW /4 ≃ (N/i)(1− b/a¯)2/2 ≃ (N/i)X,
e qui donne nalement pour ω → +∞
R(∞) ≃ R¯(∞)− a¯ k sin(ψ)
N/(N − R¯(∞)) − a¯/b
i
ω
. (15)
La taille nale R¯(∞) dans un environnement onstant est l'unique solution
stritement positive de l'équation
1− R¯(∞)
N
= (1 − i/N) exp
(
− a¯
b
R¯(∞)
N
)
,
e que l'on retrouve failement à partir de l'équation (12). Puisque i ≪ N , la
taille nale R¯(∞) ne dépend que très peu de la ondition initiale i. Elle est
donnée de manière approhée par la solution stritement positive de
1− R¯(∞)
N
≃ exp
(
− a¯
b
R¯(∞)
N
)
.
Le terme orreteur dans l'équation (15), qui peut être positif ou négatif selon le
signe de sin(ψ), est don à la fois proportionnel à 1/ω, 'est-à-dire à la période
T qui est petite, et à la fration i/N de personnes initialement infetées, qui est
également petite. C'est pourquoi, omme annoné, la taille nale de l'épidémie
est remarquablement prohe de elle que l'on obtient en remplaçant le taux de
ontat par sa moyenne.
Cei est illustré dans la gure 4 ave des valeurs des paramètres identiques
à elles de la gure 3 pour k = 1. On a fait varier la période T . On a aussi
essayé deux onditions initiales : i = 1 et i = 2. Lorsque T → 0, la ourbe pour
R(∞) semble bien tangente à l'approximation (15). On remarquera sur l'éhelle
vertiale la petitesse de la diérene relative [R(∞) − R¯(∞)]/R¯(∞). Comme
N = 10 000, ela se traduit pour la taille nale de l'épidémie au maximum
par une diérene de 1 ou 2 personnes (la taille devrait en prinipe être un
nombre entier). Notons que la reprodutivité a¯/b vaut ii 1,5, de sorte que
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Figure 4  La diérene relative [R(∞)− R¯(∞)]/R¯(∞) entre les tailles nales
des épidémies en fontion de la période T . En noir, R(∞) est estimé en simulant
le système d'équations diérentielles. L'approximation (15) est représentée en
bleu. Les paramètres sont les mêmes que dans la gure 3 ave k = 1, sauf que
la période T varie entre 0 et 0,25 mois et que i = 1 (lignes ontinues) ou i = 2
(pointillés).
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l'approximation (13) de Kermak et MKendrik est enore relativement bonne
[10, p. 240℄.
Si ψ est nul ou un multiple entier du nombre pi, le terme orreteur dans
l'équation (15) est nul. Mais omme il s'agit d'un as exeptionnel, il ne vaut
peut-être pas la peine de trouver un nouvel équivalent pour l'intégrale
∫
∞
0 I¯(t)φ(t/T ) dt
i-dessus.
En onlusion, on peut dire que la proximité des tailles nales R(∞) et
R¯(∞) justie d'une ertaine manière le fait que dans beauoup de modèles
épidémiques, on néglige les osillations de ourte période pour ne onsidérer
que des taux de ontats moyens.
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