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Séries et intégrales de Fourier des fonctions, 
monotones non bornées. 
Par BÉLA SZ.TNAGY À Szeged. 
'•• I n t r o d u c t i o n . 
• Soient . • ' 
' - y + O j c o s c o s . 2 x + . . . , ¿»1sinx + ¿>2sin2x-b. ... 
la. sérié des cosinus et la série des sinus d'une même fonction / (x) , 
définié et intégrablé1) dans (0, л). La-.série '* 
0 ) ; . . . , - • • : 
est toujours convergente2). Par contre, la série 
(2) ' " . • 
ne converge que si • 
.71 X 
(3) ' • [ 4 l m d t ' 
existe3). . 
M . Z Y G M U N D . a considéré4) des fonctions integrables/(x) qui sont 
positives et décroissantes dans (0, я). La série (1) est alors même 
absolument convergente ; pour que (2) converge absolument, il faut 
et il suffit que (3) existe ou, ce qui revient au même dans ce càs, que 
/ (x) log l/x soit intégrablé dans (0, n). 
!) Dans tout ce qui. suit, l'intégrabilité d'une , fonction sera entendue au sens 
. de Lèbesgue. . . 
s ) Cf . par e x . ; A. ZYGMUND, Tñgonometrical seríes ( W a r s z a w à , 1935) , p . 2 8 . 
3).Cf. G. H. HARDY—J. E. LITTLEWOOD, Solution of . the Cesàro summability 
problem for'.power series and Fourier series, Math. Zeitschrift, 19 (1924), pp. 67—S6 
•.(lenima 19). . -
4) Cf; A. ZYGMUND, Sur les fonctions conjuguées, Fundamenta Math., 13 (1929), 
pp.. 2 8 4 - 3 0 3 , en particulier pp: 2 9 9 - 3 0 1 . 
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Nous verrons que cette différence entre séries des cosinus et 
séries.des sinus disparaît lorsqu'on considère les séries." 
y y A»:. . ^ nv ' W r ' 
avec un exposant positif y < 1. Nous démontrerons, du même coup le 
résultat mentionné de M . ZYGMUND, et cela par uñe méthode différente 
de celle suivie par cet auteur; (théorèmes I—II). La partie de ces 
théorèmes concernant des conditions suffisantes pour la convergence 
absolue des séries en question;., s 'étend-sans peine aussi à certaines 
fonctions non-monotones (théorème III), 11 en résulte comme corollaire 
une. condition pour qu'une fonction périodique continue, se composant, 
dans tout intervalle fini, d'un nombre fini de parties convexe.s ou concaves ' 
ait sa série de Fourier absolument convergente. -
Des questions analogues se posent aussi pour lés intégrales de 
Fourier ou plutôt elles se redoublent.-En effet, ... t • 
? • • : . . ' ? . ' ' ' - . . . . J a(v) cos xv dv et j ô(i>).sin x.v.dy 
étant lçs dévèloppemerits, dans (Ô, oo), d'une même fonction f(x) dé-
croissante dans (0,co) et tendant vers 0 avec. \/x, on a à rechercher: 
des conditions pour que , et ^ ^ soient intégrables dans le 
voisinage de V=.0 , études conditions pôur qu'elles le soient dans le 
voisinage de v = °o. ... • - • ' 
De telles conditions seront établies par nos théorèmes IV—VI. Les 
résultats acquis s'étendent aussi à certaines fonctions non-monotones, 
tout comme dans le cas des séries de Fourier. Il en résulte en-parti-
culier une condition suffisante pour la convergence absolué du déve-
loppement en. intégrale d'e Fourier d'une fonction .se composant d'un 
nombre fini dè parties convexes óu concaves (théorème VII) Des 
résultats voisins du théorème VII. ont été publiés par l'auteur déjà dans 
un Mémoire antérieur5) et il en a tiré parti pour évaluer, i'ôrdre dé 
grandeur des constantes de Lebesgue et des constantes d'approximation 
attachées à des procédés de sommation ' des séries dé Fourier, d'un 
type très général. 
Un lemme. , 
Nous nous reporterons fréquemment au lemme suivant : 
Soient les fonctions <p (x) et xp (x) définies dans l'intervalle. 0 
la première étant croissante et la seconde décroissante. Supposons, que 
6) Cf. B. SZ.-NAGY, Sur -une classe générale de procédés de sommation pour 
les série~s de Fourier, Hiingarica Ada Math., 1 (1948), no. 3, pp. 14 - 5 2 . 
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9>(-f0) = 0, tandis que tfj(x) peut aller à l'infini lorsque x->0. Dans 
ces conditions, si l'une ou l'autre des intégrales 
a a 
(4) j<p(x)dy(x), ¡i>{x)d<p(x) 
existe, elles existent toutes les deux et on-a 
(5) lim q>(x) ip(x) = 0. ' 
Observons d'abord que, grâce à la relation 
a a 
,¡V(x)dip(x) + ¡ilJ(x)d<p{x) = V(a)il>(a)-q>(e)xp(e)i 
e s , 
il n'y a qu'à montrer que si j'une ou l'autre des intégrales (4) existe, 
alors (5) a lieu. 
Soit 0 < x < z ; on a 
z ' z 
(6) 0 ^ (x) [V (xj — ^ (̂ r) ] (x) Jrf[ — v ( 0 J ^ — V ( 0 ]• • 
X X 
Lórsqué la première des intégrales (4) existe, il résulte de (6) que 
z . . . 
O ^ l ï m supg5(x)^(x)á \ < p ( t ) d [ - y ( t ) ] . 
x*-0 (j - , 
Comme z est arbitraire, cela entraîne (5). 
Lorsque c'est la seconde des intégrales (4) dont on suppose 
l'existence, (5) s'ensuit par les inégalités 
X X 
<p (x) xp (a) <; cp (X) y(x) = tp (x) j d(p(t) iS J V (t) dfp (t) 
où on a intercalé <¡p(x)i/>(x) entre deux fonctions tendant vers 0 avec x. 
Remarquons que le rôle de l'intervalle-0 < x^a et de son extrémité 
0 pourrait être joué, dans ce lemme, par un intervalle quelconque a<x¿ a 
ou a^x < a et par son extrémité a ; a peut même être égal â. >oo ou —oo. 
Nous aurons besoin des cas particuliers suivants de ce lemme : 
Soient /(x) monotone dans 0 < x á . « et g(x) monotone dans 
P¿x<eo, de plus soit lim g(x)=0. Si l'une ou l'autre des intégrales 
iK —»• 0 J 
figurant dans ia même ligne existe, elles existent toutes, les deux et on 
a la limite indiquée à la fin de la ligne : 
a 
f r d f ( x ) , ' \x"1f(x)dx,. l imx-/(x) = 0 ( r > 0 ) ; 
. S '• . s + 0 • 
« a' * • 
f x l o g x df(x), f / ( x ) log x dx, . lim (x log x)/(x) = 0 ; 
0 0 ' . . 
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00 Ç? -
1 xrdg{x), j . lim = 0. . (r > 0) ; p • • p ' *->•<*> -
• ÀA DO - - . ^ 
I x log x dg(x), ¡g(x)lpg x dx, Jim (x log = 0. . 
i . , il _ • . • » • » » 
Séries de Fourier (fonctions monotones). 
T h e o r è m e I. Soit g(x) une fonction décroissante et bornée infé-
rieiirèment dans l'intervalle 0 <x<n. Supposons de plus que xg{x) spit 
intégrable de façon qu'on puisse formellement 'développer g(x) en une 
•sérié des sinus' 2 K s>n nx ou . -
. . . • .. • 
\ ^ . b„ = jg(x) sin nx dx. . 
. o . ' • 
Pour que. la série ' ' . : 
(7) ' ( 0 < ^ D . 
soit ^absolument convergente, il faut et il suffit que la fonction xv~'g(x) 
(donc, dans le cas, y= 1, la fonction g (x) elle-même) soit intégrable 
dans (fi, n). . . . . . •• 
T h é o r è m e II. Soit h(x) une fonction décroissante et bornée in-
férieurement dans l'intervalle- 0 <x<n. Supposons. qu'elle soit intégrable 
dans (0, n) et soit -y -f 2 an cos nx son développement en série des 
cosinus où. : • 
71 ' • 
: — jh(x) cos nxdx. 
Pour que la série, . 
.(?)•.• • . • •• . • ( o . ; . • 
soit absolument convergente,, il faut et il suffit, dans le cas y< 1, que 
la fonction x?-1 h (x), et. dans le cas •/= 1, qqe la fonction h(x). logx soit 
intégrable dans (0, n). . . ' ' 
Pour y == '1 , ces résultats sont Uus à M. ZYGMUND6). \ 
Pour démontrer I, • observons" d'abord qu'on peut supposer 
g(n—0) = 0 ; en cas contraire on n'âurait qu'à remplacer g-(x)..par 
g{x)—g(7t — 0), ce qui. ne modifie les ¿?„ que par des ; quantités b'n de 
l'ordre, de grandeur O^- i - j . 
6] L. c. 4j . • ' ' . . / 
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L'hypothèse que g(x) est monotone et que xg(x) est intégrable, 
entraîne, en vertu dû lemme, que x^OO^-O, donc aussi 
(1 — cos nx)g(x)->-0 pour X+0. 
En intégrant par pariies, on obtient 
J(1 ~ C 0 S d g M ' 
donc b n > 0 . La série ; 
o 
converge si et seulement si la somme C,.(x) de la série à termes po-
sitifs ... 
• y i 1 — cos nx • » . 
' . ¿ f n^y . ' 
est intégrable par rapport à la fonction monotone g(x). 
Or Cy(x) est une fonction continue et Cy(x)c<jxy pour x-*0.7) 
En effet, comme 1 — c o s y ^ 2 et encore ¿ y 2 l 2 ; on a d'une part 
1+1/* 00 
n á l / j n > l / x l/s-l 
et comme' 1:— cos >y^2(y'n)% pour on a d'autre part 
' ' - l/x 
. Cy(x)^.2(x¡nf 2 \ f l - v d t ~ t f . 
n g l / i ' J 
On a donc la série (7) convergente si et seulement si x? est 
intégrable dans (0,ri) par rapport à g(x), ce qui veut dire le même, en 
vertu du lemme, que x ^ - ' ^ x ) est intégrable par rapport à x. Théorème I 
est donc démontré. 
Pour démontrer le théorème II, observons d'abord que l'intégra-
bilité de h (x) ' entraîne, en vertu du Jemme, que xh(x)-*0, donc aussi 
(sin tix) h (x)->-0 pour x-*0. En intégrant par parties, on obtient 
o nn 
o 
On a donc 
J s in«x i / / i ( x ) . 
V \aH\.^2 { ^ Isinnxl 
I T J ^ - ^ T T W J . 
') u(x)~v(x) pour x-»- a veuf dire qu'il y a deux' constantes positives A,B 
dç. sorte que A <; u(x)/v[x) B dans un voisinage de «. 
Séries et intégrales de Fourier. ' 123 
toujours que l'intégrale au second membre existe. Or 
|sin tixI ' y nx y 1 
• éi nl+y .ntfixl?*^ 
№ 'oo 
«H'i'i-j 'df . K .. ( 0 < / ; < 1), j x i o g l/x iy-- -1) 
i . . . î/» ' ' • " 
lorsque jc+O.. 
Cela prouve que -la série (8) est absolument convergente si xy-
(cas 0 <y < 1) re'sp. x l o g x (cas y.= 1) est inte'grable par rapport à 
h{x). En vertu du lemme, cela veut-dire le même que xv~lh(x) resp. 
/ î (x) logx est intégrabie par rapport à x. ' '. 
Montronsr que cette condition est aussi nécessaire, ou même plus: 
xy ou x log x sont, selon les cas, ihtégrables par rapport à h (x), même. 
si l'on suppose seulement que la série (S) est sommablè par le procédé de 
Césàro. . . 
Supposons donc que la somme 
0 • • 
-converge vers une limite lorsque .«^-oo. .Comme on a sin kx = sk(x) — 
1 — COS (2Ar+ 1) Y • ' : • • 
5 4 _ j ( X ) OÙ' sk.(x) = — — — : — r — — ° — , une transformation abélienne. 
. . ' • / 2 s i n 2 - ' . - ' " 
fournit : .;'• . ' ' v 
où 
— I l - i 
n ) 
.(H 11 M J ( , k + 1 . , 1 
° r n ~ V . ' - r i V i t i + v 1 • n l i i + i v t » n) [  ) (k+\)u 
.1 " 1 1 / 1,- 1 
ki+y • (Ar-1- l ) 1 + y ) l ( M - 1 ) > ' 
est une quantité positive, tendant en croissant vers . 
Ov=—! ^-i lorsaue tl-*-oo, y kl+v • (Ar-fl)1+y • n -
Par conséquent,' la fonction Tyn(x) est : positivé dans l'intervalle 
oo' . 
(0, 7i)' et tend en croissant vers TY(x) = 2 lorsque n-*oo. 
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Comme l'intégrale de Sy n(x) par rapport a h(x) converge par hypothèse 
faite vers une limite, il en de même de l'intégrale de Tyn(x), d'où il 
résulte -que la fonction-limite T7(x) est aussi intégrable par rapport 
àh(x). Or on a pour k + i - ^ donc Ty(x)^ 
"IX 
4 * 
*y ' (y< 1), 
X log \/x ( y = 1) 
lorsque x-*0, ce qui assure que xY resp. x log x soit aussi. intégrable 
par rapport à h(x), c. q. f. d. 
Séries de Fourier (fonctions plus générales).' 
En tant qu'il s'agit de conditions suffisantes, les deux théorèmes 
ci-dessus s'étendent aisément à certaines fonctions plus générales et cela 
tout d'abord aux fonctions qui sont la différence de deux fonctions 
monotones. • 
Ainsi, :il s'ensuit' du théorème I que si g(x) •esta variation bornée 
71 ' 
dans tout sous-intervalle (e, ri) ou s> 0, et que si ^xv\dg{x)\ existe pour 
un exposant y !), g(x) est intégrable dans (0, ri) et la série 2 
formée avec les coefficients b„ de sa série des sinus, est absolument con-. 
vergente. • * = 
' En effet,'en désignant par -^(x), g2(x) les. variations positive et 
négative de g dans l'intervalle (x, ri),. on a g = g2 —g^s)et \dg\ = 
j dg% j -J- j d g} j. 11 s'ensuit que x .̂ est. intégrable aussi par rapport à 
g1 et g2. En vertu du lemme, gx et g2 (voire même leurs produits parx ) '~ ,) 
sont intégrables. Donc g est aussi intégrable. Ses coefficients-^ étant 
les différences" de ceux de g2 et gl7 il n'y a qu'à appliquer le théorème I 
aux fonctions monotones g1etg2. 
De la même façon, on obtient du théorème II que si h(x) est à 
variation bornée dans tout sous-intervalle (s, ri) où e >0, et que si l'une 
ou l'autre des intégrales 
7t . . 71 
Jxlôgx|cf/2(x)|, ^x*\dh{x)\ ( 0 < / < l ) 
existe, h(x) est intégrable dans (0, ri) et on a selon les cas. la série 
2aJn, oula série 2aJnV< formées avec les coefficients a„ de la série 
dés cosinus de h(x), absolument convergentes. - . 
8) Du moins si.5r(?r) = 0, ce qa'on peut supposer sans restreindre la généralité. 
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Cès propositions peuvent être généralisées de la manière suivante : 
T h é o r è m e III. Soit f ( x ) (—00 < x < 00) de période 2n, à varia-
tion bornée dans le voisinage de chaque point sauf peut-être d'un nombre 
fini de points •"singuliers" a (incongruents mod 2n). En un tel point a, 
f ( x ) ne doit même pas être définie, mais W suppose que les: intégrales 
(9) • \u\dgtt{u)\, j 'ulog.H \dha(u)\ 9) 
0 n ' 
existent'ou , . 
. (10) ga{u)=^[f(a + u)-f{a-u)l ha(u) = ± [f(a + u)+f(a~ «)]. 
Dans ces conditions, f ( x ) est intégrable, et la série 
(11) ' ' • Z(\an\ W\K\)Jn, 
formée avec ses coefficients de Fourier d„, bn, est convergente. 
• • -• Lorsqu'on suppose de plus que lés intégrales 
' ' ' • :. ' ï'uv\dga{a)\, juv\dha{uy\ ' . 
0 • .0 • • . . . 
existent p:our un exposant y, 0<y< 1, on a même la.série 
(12). ; ••- - , ¿ ( | f l , , \ + \ b n \ ) / n r 
convergente. . ' • . . • • 
Làissant à part le cas évident où il n'y a aucun point singulier, 
décomposons un intervalle de longueur 2n dont les extrémités né sont 
- pas des points singuliers, en des intervalles iu . . . , ip, chacun contenant 
un seul point singulier en son intérieur. Désignons par fk(x) la fonction 
• de période 2n qui est égale à / (x ) dans l'intervalle 4 et s ' annule 'dans 
. les autres: on a alors \ 
(13) • m - È m . 
En désignant par ak-le point-singulier dans 4, les fonctions . . 
(14) Gk(«)'= j[fk(ctk+11) ~fk(at-«)], Hk(u) (¿(at+u) +/*(«*-«)] 
ont le seul point singuiiér « = 0 et coïncident dans un voisinage de 
. ce point av.ec les fonctionsgak(u), Kk{u)- (cf. (10)). Comme on asupposé 
que les intégrales (9) existent, il résulte de ce qui précède que les 
fonctions (14) sont intégrables, et que si • / ' 
Gk(u) ~ 2Bkn sin nu, Ak0+Z AknÇOsnu .(0<«<n),, 
• ^ B ' ' T' A ' on. a les séries et absolument convergentes. 
" •. ' " " . • l . • 
8) Pour la limite supérieure de ces intégrales, on peut choisir une quantité, 
arbitraire k > 0 telle que l'intervalle . (a — k, à —{—A") rie contienne aucun point 
singulier-pour f [x) sauf a. On fera une tèlle convention aussi'pour ce qui suit. 
é 
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La.fonction Gk(x—ak) + Hk(x — a i ) = A ( x ) est donc aussi inté-
..grable, et si ak„, bk„ désignent ses' coefficients de Foiirier, la série 
2 (|û t„| + |6A„|)//z est aussi convergente. ' 
L'intégrabilité de / ( x ) et la convergence de (11) s'ensuit, grâce à 
(13), par addition. • 
La proposition concernant la série (12) se démoñtre. de la même 
façon. . " • 
Voici un c o r o l l a i r e de ce théorème: 
Soit F(x) une fonction continue,'de période 2n, la courbe y = F(x) 
. se composant .d'arcs convexes et concaves, en nombre fini sur un intervalle 
de période. En un point d'abscisse x = a, séparant deux arcs voisins,: 
nous permettons les demi-tangentes d'être verticales, c'est-à-dire que F'(x) 
croisse .indéfiniment lorsque x tend vers à de gauche ou de droite ; nous 
exigeons seulement que l'intégrale 
(15) j u l o g u \d[F'(a + ù) + F'(ct-u)]\ 10) • ' 
6. ' . 
existe. Dans ces conditions, la série, de Fourier de F(x) est absolument 
convergente.n)- . . 
En effet, la fonction f(x) = F'(x) vérifie les . hypothèses de la 
première partie du théorème Ilï, L'existence-de là seconde intégrale (9) 
est supposée explicitement Quant à la première, on a • 
' Ju \d[F'(a + u)-F'(û — «)j|â|i/ \dF'(a + u)\ + \u\dF'(a — u)\ 
0 .. ' 0 0 
et les intégrales au second membre existent parce que F'(a-\-u) et 
F'(a—u) sont intégrables et monotones pour des petites valeurs de u. 
Observons que si F'(x) est "localement symétrique" par rapport 
à a, cela veut dire que si F'(a -\-u)+F'(a — u) = 0 pour u assez petit, . 
l'existence de l'intégralé ( 15) est manifeste. En un tel point de "symétrie 
locale", il est donc permise que la demi-lan'gente de la courbe >> = F(x) • 
devienne verticale aussi "rapidement" qu'on veut. En d'autres points a, 
la-condition que l'intégrale (15) existe, présente une limitation pour 
cette rapidité. • 
ii>) Désignons par F' {x) par exemple la, dérivée symétrique t . 
. . , lim -A-[F(x+h)-F{x-h)]. ' 
;i-+0 2h • -
u ) On trouve une liste de conditions plus ou moins com'préhensives pour la 
convergence absolue de la série de Foùrier d'une. fonction F{x) par ex. dans 
E. HILLE - J.'.D. TAMARKIN, On tlre summability of Fourier sériés. III., Math. Annalen, 
108 (1933), pp. 525—577, en particulier pp. 532-533 . Le critère (VI) de ces auteurs. 
est le plus apparenté au nôtre. 
Séries et intégrales de Fourier. ' 127 
Intégrales de Fourier (fonctions monotones). 
Passons auic problèmes analogues pour les intégrales trigono-
métriques. Envisageons d'abord les intégrales des sinus. 
• T h é o r è m e IV. Soit g(x) (0 <x < oo) une fonction décroissante 
et tendan t vers 0 avec 1/x. Supposons que x g (x) soit integrable dans tout 
intervalle fini (0, a). Alors. 
' -+- 00 * . • 
b(v) = ~^g(x)^nxvdx 
existe. Pour que l'une ou Vautre des intégrales 
' ' '(«). j l i g l W •• </;)'JlMJd¿ ; ' ( 0 , < « , ) 
0 • • ' 1 
existe,' il faut et il suffit que xy~xg(x) soit intégrable', selon- les cas, 
dans (1, ou dans (0, 1). 
• Grâce à l'hypothèse faite que xg{x) est intégrable, . 
ba{v)=±='~\g(x) sin xvdx 
0 . > 
a un sens-pour tout, a fini. 'En vertu du lemmè, l'intégrale 
' a . " 
(16) • •• \x*dg-(x) . 
. . • ü • • • ' ' . ' . " 
existe- et 
(17) ' ' x 2 â ( x ) ^ 0 pour • x-'O.-
Grâce à (17), on obtient en intégrant par pa r t e s : 
; - • a 
2 ' 2 f ' ' •• • 
' -ba(v)=.— g(a) (1 — cos av) — >— I (1 — cosxv) dg(x). 
• • • 0 ' ; • ' . • • 
Faisant aiièr a vers ¡'"infini, le premier- terme du second membre tend 
vers 0 et .le second terme convergé aussi parce que 
• • v ' y ' 
0 á J( 1 - COS x v) d[-g(x)] á 2 - g ( x ) ] = 2 [ g ( ^ ) ^-g(v)]+ 0 
(À . Í-1' ' . 
lorsque, <u < v et 4u->co. 
. Donc b(v)= lim ba(v) existe et on a . 
» 
' b(v)== — J ^ J o — cosxv) dg(x)^0. 
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Il en résulte que ou ( i j ) existe si, et seulement si 
* oo 
. f 1 — COS XV , / 0 0 / . f 1 — cos XV - , 
, y { x ) = J ^ — d v o u 7"(*> = J v + r dv> • 
0 ' 1 
selon. les cas, est intégrable dans (0, oo) par rapport à g(x). Or on à 
1 - c o s w , . i * 2 pour X - 0 , Iy(x) = x? -—TT7^dw\ rv> 
Wl+y ( X? pour X->oo, 
0 
1 — cos IV J \ X? pour x+0, 
lV1+>" I 1 pour X-yoo. • 
X ' 
Comme x2 est.intégrable par rapport à g(x) dans (0,1) [cf. (16)'J 
' f : . - . . 
et comme J 1 dg(x) existe aussi [étant égale, à — ¿"(I)], on voit que 
i . • , ' - ' . 
(i°y) ou (iy) existe si, et seulement si yy est intégrable par rapport à 
^(x) dans (1,0°), ou d'ans (0,1), selon les cas. En vertu du lemme, 
cela est équivalent avec l'intégrabilité de x?-lg(x) dans (l,oo), ou dans 
(0,1); c .q. f .d. . 
Quant aux intégrales des cosinus, il convient d'étudier les cas 
y < 1 et y = 1 séparément. • - ' 
T h é o r è m e V. Soit h (x) (0 < x < oo) une fonction décroissante 
et tendant vers 0 avec 1/x. Supposons qué h{x) soit intégrable dans tout 
. intervàlle fini (0, a). Alors .. ' ' . • • 
• a(v) = ^ j h ( x ) cos vx dx 
o 
existe. Pour que l'une ou l'autre des intégrales v ^ 
0 1 • 
existe, il faut et il suffit, que tf^h (x) soit intégrable selon les cas, dans 
(1, oo), ou dans (0, 1). ' 
• La fonction monotone h{x) étant intégrable dans (0, a), on a, en 
vertu du lemme, la fonction x (donc aussi la fonction sinux) intégrable 
par rapport à h(x) dans (0, a) et xh(x)->0 [donc aussi sin vx. /Ï(X)-*0] 
lorsque x+0 . 
En intégrant par parties, on obtient que 
2 f 2 ' 2 f 
aa(v) = —I h (x) cos vx dx = — Ma) sin a x sin vx dh(x), v . n j • nv nvj 
0 0 
1C oo ' 
(18) a(v) = lim aa(v) = — — j sin vx dh(x). a-ya> TIV J - -
donc 
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Pour que (/y) ou (y") existe,il suffit donc, selon les cas,. que 
1 • 00 
• u, . f l s i n x - y j - , • •' y f l s i r i xu l , • 
- M * ) = J ' dv> ou ; y . ( x ) = J dv . 
0 • . ' • • 1 
soit intégrable dá'ns (O, ¿o) par rapport à ' ^ ( x ) . Or on a . 
f Isinivl-' ; x pour X-+0,, r \ j 
X* pour. X-COO; 
• • .o • . • 
' ' #«/ ^ f Isiniv] , i x v ' pour x - 0 , 
J<-.y ' J Wl + y .. / 1 pour X->-co. 
. X * . 
Comme .x est intégrable par rapport à ^ ( x ^ a n s (0,1), et la con-
stante est intégrable par rapport à ' h ( x ) dans (l ,oo), on voit que 
y°(x) et y" (x ) sont intégrables dans (0, oo) par rapport à h(x), si (et . 
seulement si) xy 'est intégrable par rapport à /2 (x) respectivement dans 
(1, oo) et dans (0, F). En vertii du iemme, cela est équivalent avec l'intégrât 
bilité^de ,xv+lh(x). par rapport à x, dans l'intervalle respectif. 
• La suffisance des conditions ainsi démontrée, passons à la dé-
monstration de leur nécessité. Nous-verrons même plus, notamment que 
x?-vh(x) est intégrable dans (1, oo) ou dans (0,1) même si l'on suppose 
seulement que, selon-Íes cas,' - .. 
1 ->-oo 
I" a(v) , , f a(v) , 
—\h-dv, ou - y di 
J c J v1- . 
->o 1 
existe comme intégrale impropre, voire même sous l'hypothèse encore 
plus faible que 
i . . . ' . ' • • 
l(v) • ' , P 0 U r OáSVáTjW, 
• pour v > p., 
• « • ou . 
X 




converge lorsque v-+oo. Observons que l'existence des intégrales 
Ay(fi), BY(v) est assiirée parce que, d'après (18), on a -
. i 
' ' | « ( v ) ; < ' - j x \dh(tx)\ + £ ] \dh(x)\ = C,+ H 
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Faisons d'abord l'hypothèse que AyUt) converge lorsque it+0. On a, 
par (18), 
' . • ' 1 ' 0 0 
' " A y ( t u ) = - l ^ ^ - ^ s i n xv dhix^dv '^ 
(21) ' " œ \ ' ' 
0 0 -
l'interversion des intégrations étant légitime parce que . la fonction sous 
le signe d'intégrale admet la majorante ~ 
_ j e„(v) xjvy ... (0 < x < I ) , . 
— .j e f t ( v y v i + y : (j < x < o o ) ( 
intégrable dans le d o m a i n e ' 0 ^ v â 1, 0 < x < o o , par rapport à la me-
"sure dv.\dh(x)]. ' 
Une intégration par. parties montre que l'intégrale entre { } dans 
le dernier membre''de (21) est égale à 
.». • . • i . . . . . 
„ , . I — c o s x , x f l — cos xv dv- . . . . . f i — cos xv dv 
c>'" ( x ) = X + TTj T ^ W y - + ( 1 • + J — y — ^ • 
0 /< 
qui est évidemment une fonction positive de x et tend vers. ' 
(22) V C/(x) = - L - f ^ - + Ö + r ) | -
cos xv , dv:-xv2+v ' 
o . -
lorsque ¿<.->-0. L'intégrale de Cyi«(x) par . rapport à h(x) étant égale 
à - ' j A f a ) , converge vers-Une limite lorsque ¿¿+0. Cela entraîne, en 
vertu du lemme de FATOU, que la •fonction-limite Cy(x) est aussi 
intégrable pár rapport à /z(x). Comme on a z
 ' • 
• / > 7 ' \ - 1 — CÖSX . ' , . , . A 1 — COS IV. . 
Cj-(*)=. — — + — ^ — d w ~ xv pour X-*-OO,• • 
• o 
la fonction xy est aussi intégrable dans ( l ,°o) par rapport à h(x), ou, 
ce qui 'revient au même, x?-lh(x) est intégrable dans cet intervalle 
par rapport à x, c. q. f. d. , 
- Envisageons maintenant les conséquences de l'hypothèse que B(v), 
définie par (20), converge ver? une limite lorsque v+co. Par (18), 
( 2 3 ) OC " 
2 f i f ( , ' V \ sin xv , 
0 1 
dh(x) ; 
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l'interversion des intégrations étant légitime parce que la fonction sous 
le signe d'intégrale a<lmet la majorante , ' 
' •• \xjv- (0 < x < \ ) , 
• (\<X<oo), . 
intégrable dans le "domaine î ¿ v - ^ v , O ^ x . c o o , par rapport à la me-
sure dv.\dh{x)\. . ' • ' 
En intégrant par parties, on voit que l'intégrale entre { } dans le 
dernier membre dé -(23) est égalé à . , • . . 
• - - • • • • ' . ' . . . » ^ _ • - • ? 
L'intégrale, de Dyv(x) par. rapport à h(x) étant égale à converge 
vers une limite lorsque ^ o o , d o n c il en est de'même' de l'intégrale de 
(25) Eyv(x) = Dyv{x)+ ]~ Cx0SX ( l - ^ ) . ; 
Or Eyv(x) tend évidemment en -croissant vers 
.00 • ' 0® 
c / \ / . ! \ f l — eosvx . . , . , f 1 — cos w , • Er(*) = (! +y)j dv = ( 1 + y)x?j . ^ dw 
• • _ î • : » ' * . 
•lorsque v+oo. Par conséquent, Ey(x) est aussi intégrable dans (0, oo) 
par rapport à h(x). Comme Ey{x) ~ x* pont x+Qy la fonction y? est 
aussi intégrable dans (0, 1) par rapport à h{x), ou, ce qui revient au 
même grâce au lemme, xY-^h{x) est intégrable dans (0,1) par rapport à-oc. 
Cela achève la .démonstration du théorème. 
• L'hypothèse que la fonction envisagée soit monotone- dans. tout 
l'intervalle (0, oo), aurait pu être remplacée, dans les théorèmes IV et V,. 
par l'hypothèse plus générale que la fonction soit monotone dii moins 
dans les voisinages de 0 et oo et qu'elle 'soit à variation bornée dans 
la partie complémentaire de \Q, oo), 
, Dans la proposition suivante, nous sommes même contraints à 
envisager.ee. cas. plus- général, parce que l'intégrale d'une fonction 
monotone positive.ne pourrait s'annuler, condition qui va jouer cependant 
un rôle essentiel dans.ee qui suit. 
T h é o r è m e VI. Soit h(x) ( 0 < J C . < OO) . monotone pour x assez 
petit et pour x assez grand, par ex. pour 0 < x^a et § ¿x < co 12) 
où a<p, à variation bornée dans' a ^ x ^ p , et soit linj. h(x) = 0. De, 
plus, h(x) soit intégrable dans (0, oo).1S) Soit . • 
* - 1 — 
12) Dans ces intérvailes, le sens de la monotonie peut être égal ou opposé! 
13) En ce qui-concerne l'intégrale (y™), il suffirait de supposer que h(x) est 
intégrable dans- (0, «). • • / • . 
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oo x 
a(v) = h (x) cost /x dx 
o 
et envisageons les intégrales 
' • (¿JjîfeÎLi. „ ¿ y J J î a u , 
• 0 1 
Pour que (y") existe, il faut et il suffit que h(x) i ogx soit intégrabte 
dans (0, 1). Pour que (h) existe, il. faut et il suffit que h.(x) Iogx 
soit intégrable dans (1, oo) et qu'on ait 
00 • 
( 26 ) ' J h(x)dx = 0. . " 
Envisageons d'abord (yf) . On. a par (18) 
J-m-to: 0 
o u ^ 
7 a - ( x ) | r f A ( x ) Î 
. r ( x ) = f J - M o z U u / 1 / x p o u r 
• A W J V2 J W2 | r pour x-voà. 
, 1 X ; . * 
Il en résulte, vu aussi le Ièmnie, que si h(x) j o g x est intégrable dans . 
(0,1), ( j ? ) existe. 
Inversement, lorsque (y"), ou du moins lim B}(v) existe [cf. (20)], 
00 ' • ' . * ' . 
lim ÏElv(x)dh(x) existe aussi où Ei,(x) 2 f 1 ~ c o s X v i l — d v 
g . J XV3 V 2v) 
• . • ' • • . . î 
[cf. (24) et (25)]. Lorsque v-*oo, E,v{x) tend en croissant vers 
W • • uu 




Cette fonction étant <L 2/x, est intégrable dans a ¿ ' x < oo 'par rapport 
à la mesure \dh(x)\, donc on a nécessairement 
ob . 00 -
lim \Elv(x) dh{x)=\E1{x) dh(x). A 
• '•"->-°° t • - s • • • • - " • ' • . 
• a 
Par conséquent, lim \ Eiv(x)-dh(x) existe aussi, et comme h(x) est rao-
»-»•00 j) 
notone.dans (0, a), cela entraîne'que la.fonction-limite £i(x) est intégrable 
aussi dans (0, a). Ôr £i(x) ~ x log I/x pour jt+O, donc x Iogx est 
intégrable dans (0, à) par rapport à h(x) et, par le lèmme, h(x) log x est 
intégrable dans (0, a) par rapport à x. 
• Passons au problème de .(fi). Faisons l'hypothèse (26), ce qui 
oo 
revient, en vertu du lemme, à supposer que j " x d / i ( x ) = 0 . On peut 
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^ r 
alors écrire, au lieu de (18), 
(27) S ^ ) « « . 
o -
d'où il vient que 
~ % 
(28) 
0 0 0 -
Comme on a 
>. x 
tnn\ \ Çxv — s inxv , f IV— sin w , (29) K(x) = J -5 dv = xJ ^ dw< 
,x3 (x-*0), 
XlOgX (X-+oo), IV2 
0 - • 0 
"le second membre de (28) existe dès qu'on suppoge encore que x l o g x 
est intégrable dans par rapport à h(x), ou, en vertu du lemme, 
que h(x) logx est intégrable dans (/3, <*>) par rapport à x. 
Ces conditions sont aussi nécessaires ; elles s'ensuivent déjà de 
l'hypothèse que lim existe [cf. (19)]. 
Tout d'abord, comme nous,ayons supposé h(x) intégrable dans 
(0, oo), la fonction a(v) est continue même au point v = 0. On a né-
cessairement o(0) = 0 , puisque en cas contraire, ^ C " ) n e pourrait pias 
converger lorsque 0. Donc on a (26) et alors on peut, se servir de 
la formule (27). Cela donne ^ 
1 oo œ 1 
m . , 2 f i fxv—sinxu . . . . ) , 2 f i Çxv- sin xv . ) , , , . (30) = — j y rdh(x)jdv = --j j j -2 dv^dh(x); 
.« 0 , 0 ft . 
l'interversion des intégrations étant légitime puisque la fonction sous le 
signe d'intégrale admet la majorante x/v, intégrable dans le domaine 
f i ^ v ^ l , 0 < x < ° o , par rapport à la mesure dv\dh(x)\. 
L'intégrale entre { } dans le dernier membre de (30) est une fonction 
non-négative Ku(x), qui tend, lorsque /¿-+4-0,.,vers la fonction K(x) dé-
finie par (29) et cela en croissant. Comme K(x) est évidemment intégrable 
dans (0,/?) par rapport à la mesure | <//?(*)!> on a nécessairement 
p p ' i 
lim | K„(x) dh(x) = j K(x) dh(x). 
00 
Par conséquent, lim \Kli{x)dh{x) existe aussi, et comme h{x) -est 
monotone dans (p, <*•), ce'ia entraîne que ia fonction-limite K(x) est 
intégrable dans (/?, «=) pa r j appo r t à h(x). ,Or K(x) ~ x log x pour x-»-«», 
d'où il résulte, eu égard aussi au lemme, que h(x)logx est intégrable 
dans (/?, oo) par rapport à x, ce qui achève la démonstration du théorème. 
A 9 
\ 
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â ' 
Intégrales de Fourigr (fonctions plus générales) . 
En tant que conditions suffisantes, les théorèmes IV©-VI s'etendent 
à certaines fonctions plus générales, tout comme c'était le cas pour les 
théorèmes I—II, notamment aux fonctions qui sont la différence de 
deux fonc ions du type envisagé dans le théorème respectif. .On arn've 
ainsi aux résultats suivants : 
Supposons que l'a fonction f{x) (0 < x < soii à variation bornée 
dans tout sous-intervalle (s, x ) , e>0, tende vers 0 avec 1/x, et que . 
(3.1) \x? | tf /(x) | - • . • 
ô 
existe pour un exposant positif y ^ 1 . Alors b{v) = j / (x) sin xv dx 
o _ - ""ù • . 
existe et | b (v)/v>' | est intégrable dans (0, co). 
- Dans le cas où y< 1, a {v) = ~ j /(x) cos xv dx existe aussi et 
\a(v)lvy\ est intégrable dans (0, °=). • 
Si l'on suppose, au lieu de l'existence de (31), celle de 
ÇC 
[ x l o g x |d/(x) | , 
û 
et si l'intégrale de h{x) dans (0, s'annule, on peut toujours, affirmer 
que a(v) existe et \a(v)lv\ est intégrable dans (0, °o). 
Ces propositions sont cromprises, à leur tour tour, dans la sui-
vante pi»? générale :. ' . ' „ 
T h é o r è m e VII. Soit / ( x ) ( - » < x < °o) à variation bornée dans 
le voisinage de chaque point x sauf peut-être d'un nombre fini de points 
"singuliers", où / (x) peut même ne pas êire définie, et supposons que. 
/ (x ) tende vers 0 avec 1/x. En posant -
g a (u) = T l f ( a + • " ) - / ( « - »)]> M " ) = 4 [ / ( « + " ) + / ( « - " ) ] . 
supposons que les intégrales 
\ur\dga(iï) f, \uy\dha{u)\») 
ô ô • • 
existent avec un exposant positif y< 1, et cela même pour les points 
singuliers a. Supposons de plus que les intégrales 
uy\dgü(u)\, J uy \dh0(u)\lb) 
existent. Dans ces conditions, 
u ) Pour la limite supérieure de ces intégrales, voir note 9). ^ 
15) Pour la limite inférieure de ces intégrales, on peut choisir une quantité 
arbitraire k, plus grande que le module de chaque point singulier pour f(x). 
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= J/(x) cos vxdx, = ^ \f(x)smvxdx 
->•-00 * ->-00 
existent et [\a(v)\-\-\b(v)']lvv est integrable dans (0, oo). 
Si,^au lieu des intégrales ci-dessus avec W, on suppose 'que les 
intégrales 
oo 90 
\u\dga(u)\, }u\ogu\dha(u)\-, \u\dgo(u)\, \ u\ogu \dhü(u)\ 
tf o . 
existent, et de plus que l'intégrale de / (x) dans (— oo, 00) s'annule, on peut 
toujours affirmer que a(v), b(v) existent, et que la fonction [\a(v)\ + \b(v)\]¡v 
est intégrable dans (0,00). 
Pour le démontrer, décomposons / (x) suivant ses points singuliers ak 
(k= 1 , . . . ,p) . La fonction fk(x) soit choisie de façon qu'elle coïncide 
avec f(x) dans un voisinage de ak, s'annule pour des grandes" valeurs 
de |jc[, et qu'elle n'ait que le seul point singulier ak. En écrivant / (x) = 
V 
:=2fh{x)Jrfv,(x), /„(x) n'aura aucun point singulier et coïncidera 1 
avec f(x) pour des grandes valeurs de |x|. (Si, en particulier, il n'y a 
aucun point singulier, on posera /„(x) = / ( x ) . ) Dans le cas où l'intégrale 
•de / (x) dans (—00, 00) s'annule, on aura encore le soin de définir fh(x) 
(k=\,.. .,p) de sorte que son intégrale s'annule aussi. Cela étant, on 
peut appliquer les résultats que nous venons d'énoncer, aux fonctions 
/*(*—"*)> /00(*)> o u P l u t ô t aux fonctions g, h qui s'eH dérivent, et on 
conclut comme dans la démonstration du théorème III. 
Voici encore un c o r o l l a i r e du théorème VII: 
Soit F(x) (—00 < x < 00) une fonction continue, tendant vers Ó avec 
Mx et se composant d'un nombre fini de parties convexes ou concaves. 
À l'extrémité a d'un intervalle de convexité, ou de concavité, on permet que 
F'(x) devienne + 00 ou —00, mais on suppose que 
f h l o g u \ d ( F ' ( a - \ - u ) + F'(ct—u))| 
ó ' „ ' 
existe. On suppose enfin que 
existe. F{x) admet alors une représentation de Fourier absolument con-
- 0 0 
vèrgente, c'est-à-dire qu'on a F(x) = f f>A(v) cos xv + fî(t;) sin xv]dv et 
0 V 
\A(v)\, \B(v)\ sont intégrables dans (Q,°°).ie) 
(Reçu le 1 février 1949) 
» 
16) On trouve une liste de conditions pour la convergence absolue des inté-
grales de Fourier dans l'article cité n ) de M. .HILLE et TAMARKIN. LA condition 
c i -dessus est apparentée à celles de ces auteurs contenue dans leurs théorèmes 7.1, 7;2. 
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