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Introduction
Understanding brain function requires monitoring the complex pattern of activity distributed across many neuronal circuits. To this end, the BRAIN Initiative has called for the development of technologies for recording "dynamic neuronal activity from complete neural networks, over long periods, in all areas of the brain", ideally "monitoring all neurons in a circuit" (BRAIN Working Group, ) . Recent advances in the design and manufacturing of silicon-based neural probes have answered this challenge with new devices that have thousands of recording sites (Jun et al., b; Dimitriadis et al., ; Rios et al., ; Torfs et al., ) . But in many such devices only a small fraction of the recording sites can be used at once. The reason is that neural signals detected by the recording sites must be brought out of the brain via wires, which take up much more volume than the recording sites themselves. For example, in one state-of-the-art silicon shank, each wire displaces thirty times more volume than a recording site once the shank is fully inserted in the brain (Jun et al., b) . The current silicon arrays invariably displace or destroy more neurons than they record, and thus the goal of "monitoring all neurons" seems unattainable by simply scaling the present approach . Clearly we need a way to increase the number of neurons recorded while avoiding a concomitant increase in the number of wires that enter the brain. But see Kleinfeld et al. ( ) for a wildly optimistic proposal. Figure : Strategies for using a single wire to serve many recording sites in switchable silicon probes. (A) Time-division multiplexing. Rapidly cycling the selector switch allows a single wire to carry signals from many recording sites interleaved in time. Green triangles represent anti-aliasing filters. (B) Static switching. A single wire connects to one of many possible recording sites through a selector switch. (C) Electrode pooling. Many recording sites are connected to a single wire through multiple controllable switches.
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. Time-division multiplexing
A common approach by which a single wire can convey multiple analog signals is "time-division multiplexing" (Obien et al., ) . A rapid switch cycles through the N input signals and connects each input to the output line for a brief interval ( Figure A) . At the other end of the line, a synchronized switch or sampling system can demultiplex the N signals again. In this way a single wire carries signals from all its associated electrodes interleaved in time. The cycling rate of the switch is constrained by the sampling theorem (Shannon, ): It should be at least twice the highest frequency component present in the signal. The raw voltage signals from extracellular electrodes include thermal noise that extends far into the Megahertz regime. Therefore an essential element of any such multiplexing scheme is an analog low-pass filter associated with each electrode. This anti-alias filter removes the high-frequency noise above a certain cut-off frequency. In practice the cut-off is chosen to match the bandwidth of neuronal action potentials, typically 10 kHz. Then the multiplexer switch can safely cycle at a few times that cut-off frequency.
Given the ubiquity of time-division multiplexing in communication electronics, what prevents its use for neural recording devices? One obstacle is the physical size of the anti-alias filter associated with each electrode. When implemented in CMOS technology, such a low-pass filter occupies an area much larger than the recording site itself (Shahrokhi et al., ) , which would force the electrodes apart, and thus prevent any high-density recording . What if one simply omitted the low-pass filter? In that case aliasing of highfrequency thermal fluctuations will increase the noise power in the recording by a factor equal to the number of electrodes N being multiplexed. One such device with a multiplexing factor of N = 128 has indeed proven unsuitable for recording action potentials, as the noise drowns out any signal (Eversmann et al., ) . A recent design with a more modest N = 8 still produces noise power 4-15 times higher than in comparable systems without multiplexing (Raducanu et al., ).
Other issues further limit the use of time-division multiplexing: The requirement for amplification, filtering, and rapid switching right next to the recording site means that electric power gets dissipated on location, which leads to local heating of exactly the neurons one wants to monitor. Furthermore, the active electronics in the local amplifier are sensitive to light. This can produce artifacts when combined with bright light flashes for optogenetic stimulation (Jun et al., b; Kozai and Vazquez, ) .
One recent report claims to implement a 4 kHz low-pass filter with an electrode spacing of just 28 µm, but the underlying circuit has never been revealed (Angotzi et al., ) .
Static selection
An alternative approach involves static electrode selection ( Figure B ). Again, there is an electronic switch that connects the wire to one of many electrodes. However the switch setting remains unchanged during the electrical recording. In this way the low-pass filtering and amplification can occur at the other end of the wire, outside the brain, where the base of the shank expands to offer virtually unlimited silicon space. The switch itself requires only minimal circuitry that fits comfortably under each recording site, even at a pitch of 20 µm or less. Because there is no local amplification or dynamic switching, the issues of heat dissipation or photosensitivity do not arise. This method has been incorporated recently into flat electrode arrays (Müller et al., ) as well as silicon prongs (Jun et al., b; Lopez et al., ) . It allows the user to choose one of many electrodes intelligently, for example because it carries a strong signal from a neuron of interest. However, it does not serve to increase the number of neurons per wire.
Electrode pooling
On this background we introduce a third method of mapping electrodes to wires: Select multiple electrodes with suitable signals and connect them to the same wire ( Figure C ). Instead of rapidly cycling the intervening switches, as in multiplexing, simply leave all those switches closed. This creates a "pool" of electrodes whose signals are summed and transmitted on the same wire. At first that approach seems counterproductive, as it mixes together recordings that one would like to analyze separately. How can one ever reconstruct which neural signal came from which electrode? Existing multi-electrode systems avoid this signal mixing at all cost, often quoting the low cross-talk between channels as a figure of merit. Instead, we will show how the pooled signal can be unmixed if one chooses the switch settings carefully during the recording session. Under suitable conditions this simple method can record many neurons per wire without appreciable loss of information. In this short paper we present the theory behind the approach and the predictions that can be derived from it. A more extensive report including experimental verification and extended simulations will appear elsewhere.
. Spike trains are sparse in time
A typical neuron may fire ∼10 spikes/s on average (Attwell and Laughlin, ) . Each action potential lasts for ∼1 ms. Therefore this neuron's signal occupies less than % of the time axis in an extracellular recording ( Figure A) . Sometimes a second neuron lies close enough to the same electrode to produce a large spike. That still leaves % of the time axis to transmit the action potentials of other neurons. Electrode pooling gives the experimenter the freedom to add more neurons to that signal by choosing other electrodes that carry large spikes ( Figure ) . Eventually a limit will be reached when the spikes of different neurons collide and overlap in time so they can no longer be distinguished.
Fundamentally electrode pooling works because extracellular recordings are naturally sparse in time. The method can be seen as a variant of compressed sensing, which similarly relies on sparsity and randomly mixes multiple dimensions of sparse data into a common signal (Ganguli and Sompolinsky, ) . However, one benefits greatly from setting the switches intelligently, rather than leaving them up to chance. .
Principles of electrode pooling
A key requirement for this method is that the experimenter can control all the switches that map electrodes to wires ( Figure C) . The commercial Neuropixels device (Jun et al., b) has this capability ( Figure A) , but as of today it does not offer the user an option to activate multiple electrodes per wire. If given that kind of control, the user can adjust the electrode-to-wire map to the specific contingencies of any particular neural recording. In fact the experimenter will benefit from using different switch settings during the same session.
In Figure we propose an overall workflow for experiments using electrode pooling. We envision that a recording session begins with a short period of acquisition in "split mode" with only one electrode per wire. The purpose is to acquire samples of the spike waveforms from all neurons that might be recorded by the entire array. If the device has E electrodes and W wires, this sampling stage will require at least E/W segments of recording to cover all electrodes. For each segment the switches are reset to select a different batch of electrodes. Each batch should cover a spatially compact group of electrodes on the array, perhaps with some overlap between batches. Because a neuron often produces signals on several adjacent electrodes this ensures that the entire "footprint" of each neuron can be captured ( Figure A) .
For the main phase of the experiment the user creates electrode pools, by combining the signals from several electrodes onto a common wire. We elaborate the criteria for these pooling decisions below. After allocating all the available wires to effective electrode pools one begins the main recording session in pooled mode ( Figure A ). Ideally this phase will capture all the neurons whose spike signals are within reach of the electrode array.
Finally the pooled data are analyzed by making use of the earlier recordings in split mode. By comparing the spike shapes encountered in the pooled data with those predicted from the split mode recordings and the electrode-to-wire map one can identify each recorded unit with the electrodes of origin. This process effectively demixes the pooled signal ( Figure B-C) .
.
The effects of pooling on spikes and noise
To predict the efficacy of this method, one needs to understand what signal actually results when one connects two electrodes to the same wire. Figure shows the relevant circuit for an electrode array that allows electrode pooling. Here the common wire is connected via programmable switches to two recording electrodes. The CMOS switches themselves have low impedance, typically R swi ≈ 100 Ω (Seidl et al., ) . Each electrode and the external electrolyte can be modeled as an RC element with a total impedance on the order of R i ≈ 100 kΩ (Seidl et al., ; Robinson, ) . Thus the voltage on the shared wire (V P ) is the average of the signals at the recording sites, weighted inversely by the electrode impedances,
Pooling of signal and noise. An equivalent circuit model for two electrodes connected to a common wire along with downstream components of the signal chain, such as the amplifier, multiplexer, and digitizer. R1, R2: total impedance for electrodes and ; Rswi: switch impedance. N bio : biological noise from distant neurons; N ele : thermal noise from the electrode impedance; Ncom: electronic noise common to all electrodes sharing the same wire.
where
is defined as the pooling coefficient for electrode i. If all electrodes have the same size and surface coating, they will have similar impedance, and in that limit one expects the simple relationship
Thus an action potential that appears on only one of the M electrodes will be attenuated in the pooled signal by a factor 1 M . In order to understand the trade-offs of this method, we must similarly account for the pooling of noise (Figure ) . There are three relevant sources of noise: ( ) thermal ("Johnson") noise from the impedance of the electrode; ( ) biological noise ("hash") from many distant neurons whose signals are too small to be resolved; ( ) electronic noise resulting from the downstream acquisition system, including amplifier, multiplexer, and analog-to-digital converter. The thermal noise is private to each electrode, in the sense that it is statistically independent of the noise at another electrode. The biological noise may be similar on neighboring electrodes that observe the same distant populations, but becomes independent for wellseparated electrodes. Finally the noise introduced by data acquisition is common to all the electrodes that share the same wire. In the following we assume that the noise sources along the signal path are additive. For each electrode the Johnson noise and the hash are statistically independent, and therefore sum in quadrature to a total private noise with RMS amplitude
In the course of pooling this signal gets attenuated by the pooling coefficient c i (Eq ). Then it gets added to the common noise from data acquisition, which again is statistically independent of the other noise sources. Thus the total noise at the output has RMS amplitude
If all electrodes have similar noise properties and impedances this simplifies to
Benefits and limits of pooling
Now we are in a position to estimate the maximal possible benefits from electrode pooling. Suppose that using the conventional split-mode recording mode ( electrode per wire, M = 1) we find a range of spikes on the electrode array: from the largest, with spike amplitude S max , to the smallest that can still be sorted reliably from the noise, with amplitude S min . To create an effective pool, we find the electrodes with the largest spikes and add them to the pool. Eventually the spikes in the pooled signal will be so attenuated that they are no longer sortable from the noise. Pooling is beneficial as long as the signal-to-noise ratio of spikes in the pooled signal is larger than that of the smallest sortable spikes in a split-mode recording, namely
( ) This leads to a limit on the pool size M ,
So the maximal beneficial pool size depends on two parameters: the ratio of private to common noise, and the ratio of largest to smallest useful spike amplitudes. These parameters vary across applications, because they depend on the target brain area, the recording hardware, and the spike sorting software. Users can estimate those parameters from experience with conventional recordings, and find M max from the lookup table in Figure . For example, assuming a modest -fold range between the largest and smallest sortable spikes, and supposing that the "hash" is times larger than the electronic noise, one finds that pooling can be beneficial up to electrodes.
Note these calculations focus on the discrimination of spikes from noise, not on distinguishing different spikes. As more neurons join the pool, two different cells may produce spikes with similar waveforms that are difficult to separate. Furthermore, as the combined firing rate of all neurons increases, action potentials start to overlap in time, which further hampers their separation. We address these challenges below, but for now the above expression for M max (Eq ) must be considered an upper bound on the beneficial pool size.
Workflow for experiments and analysis of pooled recordings
With these insights one can derive more specific instructions for the electrode pooling method:
. Split mode: The purpose of this sampling phase ( Figure A) is to acquire a catalog of single units that exist on each batch of electrodes. This requires a quick pass at spike sorting, yielding the spike waveforms and firing rates for neurons on each electrode. Finally, for each electrode one also samples the private noise N pri . The common noise N com can be assessed ahead of time, because it is a property of the recording system.
. Choosing electrode pools:
The experimenter now has all the information needed to select useful electrode pools. Some principles one should consider in this process:
• Pool electrodes that carry large signals.
• Pool electrodes with different spike waveforms.
• Don't pool neighboring electrodes that share the same hash noise.
• Don't pool electrodes that carry dense signals with high firing rates.
. Pooled mode: This is the bulk of the experiment that samples all the conditions required by the study, maximizing the number of units recorded ( Figure A) . It probably pays to monitor the development of spike shapes during the pooled-mode recording. If they drift substantially, for example because the electrode array moves in the brain (Jun et al., a) , then a recalibration by another split-mode sampling at the end of the session may be productive.
. Analysis: The goal is to detect spikes in the pooled signals and assign each spike correctly to its electrode of origin. This step uses the split-mode recordings from the early sampling stage of the experiment, from which one can predict how the corresponding spike will appear in the pooled signals ( Figure B-C) . Here it helps to know all the electrode impedances R i so the weighted mix can be computed accurately (Eq ). This prediction serves as a search template for spike sorting the pooled recording. Because these spike templates are obtained in split mode, they are less affected by noise than if one had to identify them de novo from the pooled recordings.
By its very nature electrode pooling produces a dense neural signal with more instances of temporal overlap between spikes than the typical split-mode recording. This places special demands on the methods for spike detection and sorting. The conventional cluster-based algorithm (peak detection -temporal alignment -PCA -clustering) does not handle overlapping spikes well (Lewicki, ) . It assumes that the voltage signal is sparsely populated with rare events drawn from a small number of discrete waveforms. Two spikes that overlap in time produce an unusual waveform that cannot be categorized. Recently some methods have been developed that do not force these assumptions (Yger et al., ; Pachitariu et al., ) . They explicitly model the recorded signal as an additive superposition of spikes and noise. The algorithm finds an efficient model that explains the signal by estimating both the spike waveform of each neuron and its associated set of spike times. These methods are well suited to the analysis of pooled recordings.
Recommendations for future neural recording systems . Hardware
The ability to service multiple recording sites with a single wire opens the door for much larger electrode arrays that nevertheless maintain a slim form factor and don't require any onboard signal processing. In the current version of the Neuropixels device (Jun et al., b) the ratio of electrodes to wires is only . , and thus there is little practical benefit to be gained from electrode pooling. In most circumstances the user can probably use static selection to pick % of the electrodes and still monitor every possible neuron. However, devices are already under development with an electrode:wire ratio of or greater. With pooled recording in mind one should contemplate future devices with much higher ratios still (see Figure for guidance).
The design of effective electrode pools requires some flexibility in how recording sites are connected to wires. In the current Neuropixels each electrode has only one associated switch, and thus only one candidate wire. Electrode pools are limited to sites spaced . mm apart. The CMOS switch itself is small, but the local memory to store the switch state occupies some silicon space (Seidl et al., ) . Nonetheless one can implement switches per electrode even on a very tight pitch (Dragas et al., ) . When arranged in a hierarchical network (Müller et al., ) these switches could effect a rich diversity of pooling schemes adapted to the specifics of any given experiment (Figure ) . For example, one could route any one electrode among a group of four to any one of three wires with two : switches ( Figure C) . This requires just bit of storage per electrode, as in the current Neuropixels probe (Jun et al., b) .
Another hardware design feature could greatly increase the capacity for electrode pooling: An optional inverter at each electrode ( Figure D) . This is a simple CMOS circuit that changes the sign of the waveform (Bae, ) depending on a local switch setting. If half of the electrodes in a pool use the inverter, that helps to differentiate the spike shapes of different neurons. Because extracellular signals from cell bodies generally start with a negative voltage swing, this effectively doubles the space of waveforms that occur in the pooled signal. In turn this aids the spike-sorting analysis, ultimately allowing even more electrodes to share the same wire ( Figure C) .
. Software
Electrode pooling will also benefit from further developments in spike sorting algorithms. For example, as we discuss in section . , a promising strategy is to acquire all the spike shapes present on the electrode array using split-mode recordings, compute the expected pooled-mode waveforms, and use those as templates in sorting the pooled-mode signals. We expect that this capability could be readily added to existing sorting algorithms, such as KiloSort (Pachitariu et al., ) . The challenges of pooled recordings also place great value on improving the resolution of temporally overlapping spike waveforms.
Another interesting software challenge lies in the optimal design of electrode pools. As one considers experiments with , or more recording sites, it becomes imperative to automate this process, so that the user wastes no time before launching into pooled-mode recording. In section . we lay out some heuristic rules one might follow, and one can envision turning these into an effective algorithm that makes use of the full noise and impedance specifications of the device.
Discussion
Summary of results
This work presents the concept of flexible electrode pooling as a way to multiply the yield of large electrode arrays. We show how the signals from many recording sites can be combined onto a small number of wires, and then recovered by a combination of experimental strategy and spike-sorting software. We developed the theory behind electrode pooling, analyzed the trade-offs of the approach, derived a mathematical limit to pooling, and developed a recipe for experiment and analysis that implements the procedure (section ). By these methods the signals from different neurons can be reliably disambiguated and assigned back to their electrodes of origin.
Future electrode array devices should take full advantage of this new method, and we propose a number of hardware and software developments to pursue that goal (section ). Electrode pooling can dramatically reduce the number of wires needed per recorded neuron. This will allow the manufacture of slender array devices that cause less damage to the brain circuits they are meant to observe.
General strategies for using switchable probes
The switching circuitry in today's silicon probes opens up new ways of operating these devices. Static switching, time-division multiplexing, and electrode pooling are just some of the possible modes of operation (Figure ) . Although this paper focused on the benefits of electrode pooling, experimenters and hardware designers could in principle mix and match these strategies. Indeed they are fully complementary: static switching takes advantage of the redundancy in the neural signal across neighboring electrodes; timedivision multiplexing uses the fact that a wire has much higher bandwidth than a neuron; and electrode pooling exploits the sparseness of spiking neural signals on the time axis. Exploring the best combination of these strategies for each use case may dramatically enhance the yield of extracellular recordings in the future.
