This paper is about a machine learning approach based on the multilinear projection of an unknown function (or probability distribution) to be estimated towards a linear (or multilinear) dimensional space E'. The proposal transforms the problem of predicting the target of an observation x into a problem of determining a consensus among the k nearest neighbors of x's image within the dimensional space E'. The algorithms that concretize it allow both regression and binary classification. Implementations carried out using Scala/Spark and assessed on a dozen LIBSVM datasets have demonstrated improvements in prediction accuracies in comparison with other prediction algorithms implemented within Spark MLLib such as multilayer perceptrons, logistic regression classifiers and random forests.
Introduction
This work focuses on the supervised learning problem: exploitation of historical data for classification (prediction of discrete values) [1] and regression (prediction of continous values) purposes [2] .
Several approaches are proposed to solve the supervised learning problem like for instance:
• Linear regression [3] which consists in using an equation such as Y = W t X to predict the output Y that corresponds to an observation X = (1, x 1 , ..., x n ). Vector W = (w 0 , w 1 , ..., w n ) represents the parameters estimated from historical data
• Logistic regression [4] which is widely used to predict a binary response and consists in using an equation such as p = 1/(1 + e −(W t X) ) to predict the output y that corresponds to an observation X = (1, x 1 , ..., x n ): here, y is a binary class whose value depends on whether p > 0.5.
• Random forests [5] which combine separately trained decision trees [6] to improve prediction accuracy. Randomness is injected when training decision trees to reduce the risk of overfitting. Each prediction is obtained through consensus (aka aggregating the results) from the combined decision trees: majority vote in case of classification and averaging in case of regression.
• Multilayer perceptron [7] which consists of several layers of nodes forming a network, each layer being fully connected to the next layer in the network. Nodes in the input layer represent the input data while the other nodes represent linear combinations acting on inputs associated with an activation function. Nodes in the output layer are used to produce the prediction and their number corresponds to the number of classes (number of possible output values).
This paper introduces a novel machine learning approach based on the multilinear projection of an unknown function (or probability distribution) to be estimated towards a linear (or multilinear) dimensional space E'. This transforms the supervised learning problem into a problem of determining a consensus among the k nearest neighbors of image of an input observation x, within the dimensional space E'. The proposal is concretized into algorithms that allow both regression and binary classification. For a multiclass classification, one can consider transformation to binary multi-class classification techniques such as one-against-all [8] . Implementations [9] carried out using Scala/Spark [10, 11] and assessed on a dozen LIBSVM datasets (breast-cancer, a1a, a2a, iris_libsvm, square root function dataset 1 , etc. [12, 13] have demonstrated improvements in prediction accuracies in comparison with Spark MLLib [14] implementations of multilayer perceptrons, logistic regression classifiers and random forests.
In the following, we present the approach, describe the algorithms and discuss the assessments performed. Figure 1 provides an overview of the linearization machine learning approach. Its Scala implementation is available at [9] . An unknown function (or probability distribution) f (x) (respectively f (X) with X = (1, x 1 , . .., x n )) is projected within a space E' into a linear (respectively multilinear) function f (x) = ax + b (respectively f (X) = W t X with W = (w 0 , w 1 , ..., w n )). The multilinear projection consists of linear transformations of points of the historical dataset (or learning dataset): each linear transformation is defined to map a point (x i , y i = f (x i )) of E into a point (x i , y i = f (x i )) of E . Coefficients (a, b)or(w 0 , w 1 , ..., w n ) are parameters of the learning model. They must be fine tuned using optimization algorithms.
The Linearization Machine Learning Approach

Overview
Let x be a new observation and (y j 1 , ...y j k ) be the k nearest neighbors of y = f (x) following a distance such as the absolute value of the difference (k ∈ 1..n is also a parameter of the learning model which must be fine tuned). The prediction y is given by:
This estimate is obtained by average. The median can also be considered. 
.2. Binary Classification
Let 0 and 1 be the labels and random be a function that allows to randomly choose a value in a given set. 
For each historical data point (X
i , c i ) where i ∈ 1..n: (a) If c i = 0, set p i := random(]0, 0.5[) Else, set p i := random(]0.5, 1[) 2. Set (y i ) i∈1..n := Learn((X i ) i∈1..n , (c i ) i∈1..n , (p i ) i∈1..n ) 3.y i * p jt y jt (c) If |q i − p i |>> 0 i. If ((c i = 0 ∧ q i < 0.5) ∨ (c i = 1 ∧ q i ∈ [0.5, 1])), set p i := q i Else if (q i >> p i ∧ ((c i = 0 ∧ p i + inc < 0.5) ∨ (c i = 1 ∧ p i + pas ≤ 1))) , set p i := p i + inc Else if (q i << p i ∧ ((c i = 0 ∧ p i − inc ≥ 0) ∨ (c i = 1 ∧ p i − inc ≥ 0.5))), set p i := p i − inc 2. If (p i ) i∈1..n has not changed, output (p i ) i∈1..n Else output Learn((X i ) i∈1..n , (c i ) i∈1..n , (p i ) i∈1..n )
Discussion
The datasets and approach implementations are available at [9] . Our experience, without proper parameter tuning, has been that the linearization machine learning implementations are in many cases more accurate and must be further investigated. 
