Abstract We propose new numerical schemes for decoupled forward-backward stochastic differential equations (FBSDEs) with jumps, where the stochastic dynamics are driven by a d-dimensional Brownian motion and an independent compensated Poisson random measure. A semi-discrete scheme is developed for discrete time approximation, which is constituted by a classic scheme for the forward SDE [?,?] and a novel scheme for the backward SDE. Under some reasonable regularity conditions, We prove that the semi-discrete scheme can achieve second-order convergence in approximating the FBSDEs of interest; and such convergence rate does not require jump-adapted temporal discretization. Next, to add in spatial discretization, a fully discrete scheme is developed by designing accurate quadrature rules for estimating the involved conditional mathematical expectations. Moreover, despite the probabilistic nature, the proposed schemes are nevertheless deterministic. As such, based on the relation between the FBSDEs and a class of nonlinear partial integro-differential equations (PIDEs) [?], we show that our schemes can be directly used for numerical solution of the terminal value problems for the PIDEs. Rigorous error analysis of the semi-discrete scheme is provided as several numerical examples that illustrate the effectiveness and efficiency of the proposed schemes.
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Introduction
In this work, we study numerical solution of decoupled forward-backward stochastic differential equations (FBSDEs) with jumps, where the underlying stochastic jump processes are characterized by Poisson random measures. The term "decoupled" refers to the fact that the forward SDE is independent of the solution of the backward SDE. This work is motivated by a wide variety of applications offered by FBSDEs. In finance and insurance, FBSDEbased approaches [?, ?] have gained a great attention by both academics and practitioners, because FBSDEs provide us a unified framework to describe the mathematical problems which arise in option pricing [?] , portfolio hedging [?] , market utility maximization [?] and risk measures [?, ?] , etc. Moreover, in the presence of jump behaviors in many financial problems [?] , Lèvy jump processes have been incorporated into FBSDEs [?, ?] , so as to accurately capture and properly interpret event-driven stochastic phenomena, such as corporate defaults, operational failures, insured events, etc. In mathematics, one can relate FBSDEs with jumps to a class of nonlinear partial integro-differential equations (PIDEs), based on the extension of the nonlinear Feynman-Kac theory studied in [?] . As such, FBSDEs become a powerful probabilistic technique for studying analytical and numerical solutions and properties of the PIDEs, where the nonlocal integral operators of the PIDEs are characterized by Poisson random measures in the framework of FBSDEs. In engineering science, a particular application of the PIDEs is to model anomalous diffusion [?] , i.e., super-diffusion and sub-diffusion, that has been verified experimentally to be present in various applications, e.g., contaminant transport in groundwater and plasma physics. In this setting, FBSDE-based probabilistic numerical schemes have been developed in [?] to solve the governing PIDEs, which illustrated effectiveness of the FBSDEs models.
There are many theoretical results on FBSDEs with jumps over the past two decades. The existence and uniqueness were proved by Tang and Li [?] for backward stochastic differential equations with Poisson jumps and Lipschitzian coefficients, which was then extended, by Rong in [?] , to the case of non-Lipschitzian coefficients. In [?] , Barles, Buckdahn and Pardoux established a comparison theorem for decoupled FBSDEs with jumps as well as the link between such FBSDEs and PIDEs, which generalized the results in [?, ?] to the case of a natural filtration associated with a Brownian motion and a Poisson random measure. After that, in the context of FBSDEs with jumps, Øksendal and Sulem [?] established maximum principles, and Royer [?] introduced nonlinear expectations. For a general overview of related topics, see [?,?] and the references therein.
The obstacle of applying FBSDEs with jumps to real-world engineering and finance problems results from the challenge of solving FBSDEs analytically or numerically. Since it is typically difficult to obtain analytical solutions, numerical solutions are highly desired in practical applications. Numerical methods for FBSDEs without jumps have been well studied in the literature [?, ?, ?, ?, ?, ?, ?, ?, ?] , nevertheless, there are very few numerical schemes developed for FBSDEs with jumps, and most of those schemes only focused on temporal discretization. For instance, a Picard's iterative method was provided in [?] , and forward Euler schemes were studied in [?, ?] , where the convergence rate was proved to be (∆t) 1 2 . Due to the aforementioned applications of FBSDEs with jumps, it is of great significance to develop high-order temporal-spatial discretization schemes, which can be used to solve not only the FBSDEs but also the PIDEs and related engineering problems.
In this paper, we propose novel numerical schemes for decoupled FBSDEs driven by a d-dimensional Brownian motion and an independent compensated Poisson random measure. In general, the approximation of the FBSDEs under consideration includes two steps, i.e., constructing a semi-discrete scheme for temporal discretization, and extending it to a fully discrete scheme by incorporating effective spatial discretization. Specifically, in temporal discretization, the forward SDE can be discretized using classic numerical schemes (see [?, ?] and the references therein) due to the decoupling property, and we develope a variant of the Crank-Nicolson scheme for the backward SDE. By imposing appropriate regularity conditions on the coefficients, the generator and the terminal condition, we rigorously prove the second-order convergence of the semi-discrete scheme with respect to ∆t. In spatial discretization, a carefully designed quadrature rule is critical to approximate all the involved conditional mathematical expectations which are, in this case, multiple integrals with respect to both the Brownian motion and the Poisson random measure. The integrals with respect to the Brownian motion is estimated by the GaussHermite rule. For the integrals with respect to the Poisson random measure, we propose a general quadrature rule for the case that the jump component has finite activities. A specific form of the quadrature rule can be determined based on the type of the underlying Lèvy measure. For the numerical experiments in §6, the Lèvy measure is defined as a uniform distribution on bounded domains, so that Gauss-Legendre rule is an appropriate choice. Moreover, to avoid the explosion of the total number of quadrature points with the increase of time steps, we construct a piecewise Lagrange interpolating polynomials on a pre-determined spatial mesh, which are used to evaluate the integrand at all quadrature points.
It is worth noting that the proposed schemes for the FBSDEs can be directly used to solve the terminal value problems for the related nonlinear PIDEs. Despite the probabilistic nature, our schemes are nevertheless deterministic algorithms. Thus, with the use of our approach for approximating the PIDEs, we can obtain the same convergence rate as that for the FBSDEs. In fact, our method reveals several advantages over classic numerical approaches for PIDEs, e.g., finite element and finite difference methods. First, the proposed method includes a stable implicit time-stepping scheme, but do not require solving linear systems at each time step. This is signifiant in the sense of solving PIDEs, because the non-locality of the integral operators dramatically deteriorate the sparsity of the linear systems, which makes it extremely challenging to develop efficient linear solvers for the aforementioned classic numerical methods. In addition, by using our scheme, the PIDE can be solved independently at different spatial grid points on each time level, making it straightforward to incorporate parallel implementation and adaptive spatial approximation.
In summary, the main contributions of this paper are as follows: -propose a second-order discrete time approximation (semi-discrete) scheme for decoupled FBSDEs with jumps. -rigorously analyze the convergence rate of the proposed discrete time approximation scheme with respect to ∆t. -propose a fully discrete scheme by developing new quadrature rules for estimating involved conditional mathematical expectations. -demonstrate that the fully discrete scheme is an effective and efficient technique for numerical solution of the related PIDEs. The outline of the paper is organized as follows. In §2, we introduce the mathematical description of the FBSDEs under consideration. In §3, we propose the semi-discrete scheme, i.e., time discretization, for the FBSDEs of interest. Rigorous error analysis for the proposed semi-discrete scheme is conducted in §4. The fully discrete scheme for the case of Poisson random measures with finite activities is proposed in §5. Extensive numerical examples are given in §6, which are shown to be consistent with the theoretical results and reveal the effectiveness of our approach. Finally, several concluding remarks and discussions about our future work are given in §7.
Preliminaries
Let (Ω, F , {F t } 0≤t≤T , P) be a stochastic basis satisfying the usual hypotheses of completeness, i.e., F 0 contains all the sets of P-measure zero and possesses right continuity, i.e., F t = F t+ . The filtration {F t } 0≤t≤T is assumed to be generated by two mutually independent processes, i.e., one
is equipped with its Borel field E. The compensator of µ and the resulting compensated Poisson random measure are denoted by
where | · | denotes the standard Euclidean norm in Euclidean spaces. In the probability space (Ω, F , {F t } 0≤t≤T , P), we introduce the following forward-backward stochastic differential equation with jumps
c(s, X s− , e)μ(de, ds) (forward SDE),
where the quadruplet
is referred to as the generator of the FBSDE, and the process Γ s is defined by Γ s = E U s (e)η(e)λ(de) for a given bounded function η : E → R, i.e., sup e∈E |η(e)| < +∞. The terminal condition ξ is an
it is an {F t }-adapted, square integrable processes satisfying the FBSDEs in (1).
Under standard assumptions on the given data b, σ, f , ϕ and c (see [?] for details), there exists a unique solution (
and L 2 (μ) is the set of mappings U :
Now we introduce a class of nonlinear partial integro-differential equations (PIDEs) that will be related to the FBSDEs in (1) later. We consider the
where ϕ(x) is the terminal condition at the time t = T , L is the second-order integral-differential operator of the form
and B is an integral operator defined as
To relate the FBSDEs in (1) with the PIDE in (2), we consider the FBSDEs of the following form
where the solution is (X 
s (e)η(e)λ(de) for t ≤ s ≤ T . Note that the superscripts in (4) indicate the fact that the forward SDE in (4) starts from the time-space point (t, x) ∈ [0, T ] × R q . According to Theorem 3.4 in [?] , if the terminal condition ξ of the FBSDEs is a function of X t,x T , defined by ξ = ϕ(X t,x T ) (ϕ(·) is the terminal condition of the PIDE), then the triple (Y t,x s , Z t,x s , U t,x s ) for t ≤ s ≤ T can be represented by the unique viscosity solution u(t, x) of the PIDE (2) as follows:
where ∇u denotes the gradient of u with respect to x and the function Γ t,x s is defined by Γ
3 The semi-discrete scheme for FBSDEs with jumps
In this section, we propose a numerical scheme for discrete-time approximation of the FBSDEs under consideration. Instead of the FBSDEs (1), we will use the conditional representation of the FBSDEs given in (4) throughout this section. Specifically, discretizations of the forward SDE and backward SDE are discussed in §3.1 and §3.2, respectively, and the main numerical scheme is proposed in §3.3. To proceed, we introduce the following time partition for the interval [0, T ]:
with ∆t n := t n+1 − t n and ∆t := max 0≤n≤N −1 ∆t n . We assume that the time partition T has the following regularity:
where c 0 ≥ 1 is a real positive constant. Here, we remark here that T is not a jump-adapted partition.
Discretization of the forward SDE
Due to the decoupling of the FBSDEs in (4), the forward SDE can be discretized separately. Here we briefly recall some classic numerical schemes and their properties discussed in [?] . Any of these schemes can serve as the approximation of the forward SDE in our schemes for the FBSDE. By setting t = t n , s = t n+1 and x = X n in (4), the forward SDE can be written as
where we assume that the solution X tn,X n s starts at the time instant t = t n and spatial location X tn,X n tn = X n . By using the Itô-Taylor expansion, numerical schemes of strong-order β (or the weak-order β) [?] can be represented in a general form, i.e.,
where Φ is the incremental, A β is a hierarchical set such that the convergence rate of the scheme is β in a strong or weak sense. Details of the index set I J ∈A β and the definition of A β can be found in [?] (pp. 196 and pp. 290) . The scheme (9) has the following properties:
-Stability: for an integer r > 0, there exists a constant C ∈ (0, ∞) such that
-Approximation error: there exist positive real numbers r 1 , r 2 , r 3 , α, β, γ such that for any function g ∈ C 2β+2 P , we have
where C 2β+2 P is the set of 2β + 2 times continuously differentiable functions which, together with their derivatives of order up to 2β + 2, have at most polynomial growth. According to Theorem 6.4.1 and Theorem 12.3.4 in [?] , it is easy to derive that α = β = γ for strong and weak Taylor schemes. In this paper, we prove in Theorem 2 that the second-order convergence of the proposed semi-discrete scheme for the FBSDE in (1) requires α = β = γ = 2.
Discretization of the backward SDE
Now we study the discretization of the backward SDE in (4) driven by the process X tn,X n s in (8) for s ∈ [t n , t n+1 ]. Within the interval [t n , t n+1 ], the backward SDE can be rewritten as
where ] is a deterministic function of s ∈ [t n , t n+1 ] under the σ-algebra F tn . Thus, numerical integration approaches can be used to approximate the temporal integral in (13). In this effort, we use the Crank-Nicolson scheme, i.e., the trapezoidal rule, such that
where the residual R n y is
Substituting (14) into (13), we obtain the reference equation for solving Y
To proceed, we introduce a new Gaussian process ∆W s defined by
where ∆W s = W s − W tn is the d-dimensional standard Brownian motion in the FBSDEs in (4). It is easy to see that
In the case of s = t n+1 , we have E
Multiplying (12) by the transpose of ∆W tn+1 in (17), and taking the conditional mathematical expectation E X n tn [·] on both sides, we obtain
Then, the right endpoint rule is used to discretize the first temporal integral in (18), such that
] is the residual. For the second temporal integral in (18), based on the properties of ∆W ⊤ tn+1 , we discretize it by
where the residual is R n z,2 := (19) and (20) into (18), we obtain the reference equation for
where R Similar to the definition of ∆W s , by using the compensated Poisson random measureμ(de, ds) in (4), we define a new stochastic process ∆μ * s as
Then, multiplying (12) by ∆μ * tn+1 and taking the conditional mathematical expectation E X n tn [·] on both sides, we obtain
Analogous to the reference equation (21), we also discretize the first temporal integral in (23) using the right endpoint rule, such that
where
] is the residual. For the second temporal integral in (23), we have
By (23), (24) and (25), we obtain the reference equation for
3.3 The semi-discrete scheme Now we combine the approximation in (9) of the forward SDE and the three reference equations in (16), (21) and (26) to propose our semi-discrete scheme (temporal discretization) for the FBSDEs in (1).
of the FBSDEs in (1) for n = N −1, . . . , 0. Based on the partition T of the time interval [0, T ], the approximate solution (X n+1 , Y n , Z n , Γ n ) is constructed following the procedure in Scheme 1.
Scheme 1 Given the initial condition X 0 for the forward SDE in (1) and
, ∆W tn+1 and ∆μ * tn+1 are defined according to (17) and (22) by setting s = t n+1 , respectively.
From the dependence of (27)- (30), we can see that the scheme in (27) for X n+1 is independent of the other three schemes, so that, at each time step, X n+1 is always firstly determined. Then, by observing that (28) and (29) are explicit schemes, we can solve Z n and Γ n by substituting X n+1 into (28) and (29), respectively. Next, since (30) includes f n that depends on Y n , Z n and Γ n , it is an implicit scheme for Y n . If the generator f n is nonlinear and Lipschitz continuous with respect to Y n , then Y n can be obtained by substituting X n+1 , Z n and Γ n into (30) and solving a nonlinear equation. In addition, we would like to discuss the application of Scheme 1 to discrete time approximations of the PIDE in (2) when the terminal condition ξ of the FBSDEs is a function of X T , i.e., ξ = ϕ(X T ). The goal is to construct an approximate solution u(t n , x) for n = N − 1, . . . , 1, 0 and x ∈ R q . Specifically, based on the relation between u(t, x) and (X t , Y t , Z t , Γ t ) in (5), the discrete time approximation, denoted by u n (x), is defined by
It is easy to see that both Y tn and Y n are deterministic values under the conditions X tn = x and X n = x, respectively. Moreover, the convergence of
Hence, Scheme 1 can be viewed as an effective probabilistic scheme for the PIDE in (2). Moreover, Z n and Γ n provide approximations of σ∇u and B[u] which enable accurate characterization of local and nonlocal diffusive fluxes in practical engineering problems. On the other hand, if only u(t, x) is desired and f is independent of Z n and Γ n , then u n (x) can be obtained using only (27) and (30) without solving Z n and Γ n .
Error estimates for the semi-discrete scheme
In this section, we estimate the truncation error of Scheme 1. Since error estimates for the scheme for the forward SDEs have been well established in the literature (see [?] and the references therein), we focus on analyzing the approximation error of (Y n , Z n , Γ n ) for n = 0, . . . , N − 1. The general procedure of our analysis is similar to that for classic time-stepping schemes. We first construct an upper bound of the global truncation error of (Y n , Z n , Γ n ) by recursively accumulating local truncation errors. Then, we estimate all the local truncation errors in the upper bound, which relates the global truncation error to the maximum time step size ∆t := max 1≤n≤N ∆t n .
To proceed, we need to specify the definition of the approximation error of (
for 0 ≤ i ≤ N are usually different stochastic processes because of the difference between X ti,X i ti+1 and X i+1 . This fact can be easily shown with the use of the solution u(t, x) of the PIDE in (2). According to the relationship in (5), it is easy to see that
where X ti,X i ti+1 and X i+1 are obtained by (8) and (27), respectively. As such, we introduce the following residual notations that will be used later:
for i = 0, . . . , N − 1. Note that the above residuals represent the local weak approximations of the scheme (27) for solving forward SDEs.
In the following theorem, we construct an upper bound of the errors e (16), (21) and (26), respectively, for i = n, . . . , N , as well as the residuals defined in (33).
Theorem 1 Based on the partition T in (6) of the time interval [0, T ], if the generator f (t, x, y, z, γ) is Lipschitz continuous with respect to x, y, z and γ where Lipschitz constant is denoted by L, then with sufficiently small time step ∆t := max 1≤i≤N ∆t i , the errors e n y , e n z and e n Γ in (32) for n = 0, . . . , N − 1 can be bounded by
where C is a positive constant depending on L and c 0 defined in (7), C ′ is a positive constant depending on c 0 , T and L, the residuals R (21) and (26), respectively, and
Proof The proof is provided in §4.1.
Remark 1 Theorem 1 also implies that Scheme 1 is stable with respect to the terminal condition. For a prescribed accuracy ε > 0, there exists a positive real number
The next task is to estimate all the residual terms in (34), and the main technique we use is the Itô-Taylor expansion [?] . Under some reasonable regularity conditions on the data b, σ, c, f and ϕ in the FBSDE, we now derive estimates for the local truncation errors R n y , R n z and R n Γ defined in (16), (21) and (26), respectively. To proceed, we need the following standard assumption.
Assumption 1 Under the condition that X 0 is A 0 -measurable as well as
q , and there exist real constants L > 0 and K > 0 such that
and
Under Assumption 1, if E[|X 0 | 2m ] < ∞ for some integer m ≥ 1, the solution of the forward SDE in (1) has the estimate
where s ∈ [t n , T ] and C is a positive constant depending only on the constants K, L and m.
For the sake of presentation simplicity, in the following lemmas and theorems, we only consider the one-dimensional case (q = d = 1), but our results can be extended to multidimensional cases without any essential difficulty. To proceed, we define three partial integro-differential operators:
and introduce the following notation:
is bounded and continuous 
2 ), then for sufficiently small ∆t = max n ∆t n , we have
where R n y is defined in (15), C is a positive real constant depending only on T , K and upper bounds of the derivatives of b, σ, c, f and ϕ.
Proof The proof is provided in §4.2.
Lemma 2 Under the conditions of Lemma 1, for sufficiently small time step size ∆t = max n ∆t n , we have that
where R n z,1 is defined in (19), C is a positive constant depending on T , K and the upper bounds of the derivatives of b, σ, c, f and ϕ.
Proof The proof is provided in §4.3.
Lemma 3 Under the conditions of Lemma 1, for sufficiently small time step size ∆t = max n ∆t n , we have that
where R n z,2 is defined in (20), C is a positive constant depending on T , K and the upper bounds of the derivatives of b, σ, c, f and ϕ.
Proof The proof is provided in §4.4.
Lemma 4 Under the conditions of Lemma 1, for sufficiently small time step size ∆t = max n ∆t n , we have that
where R n z is defined in (21), C is a positive constant depending on T , K and the upper bounds of the derivatives of b, σ, c, f and ϕ.
Proof Based on (21), the lemma is the direct consequence of Lemma 2 and 3.
Lemma 5 Under the conditions of Lemma 1, for sufficiently small time step size ∆t = max n ∆t n , we have that
where R n Γ is defined in (26), C is a positive constant depending on T , K and the upper bounds of the derivatives of b, σ, f and ϕ.
Proof It can be proved by following the same argument as in Lemma 4, so we omit the proof here.
Combining Theorem 1, Lemma 1 to Lemma 5 as well as the estimates given in (10) and (11), the convergence rate of Scheme 1 is obtained in the following theorem.
Theorem 2 Under Lemma 1 to Lemma 5, if (10) and (11) hold for the scheme (9) for the forward SDE, then, for sufficiently small time step size ∆t = max n ∆t n , the errors e n y , e n z and e n Γ in (32) for n = 0, . . . , N − 1 can be bounded by
where α, β, γ are defined in (11), C > 0 depends on c 0 and L, C 1 > 0 depends on c 0 , T and L, C 2 > 0 depends on c 0 , T , L, K, X 0 and the upper bounds of the derivatives of b, σ, c, f and ϕ.
Proof The proof is provided in §4.5.
The proof of Theorem 1
Proof This proof consists of four steps.
Step 1, 2 and 3 are dedicated to the estimating e n y , e n z and e n Γ , respectively, and those estimates are combined together at Step 4 that completes the proof.
• Step 1: Estimating the error e 
Then under the conditions of the theorem, we have the estimate
For the squared error |e n y | 2 , given any positive real number γ and positive integer m, by using the inequalities (a + b)
n , we have the following estimate.
• Step 2: Estimating the error e n z = Z tn,X n tn − Z n . Subtracting the scheme (28) from the reference equation (21), we obtain
Substituting the identities
By Hölder's inequality and the inequality (a + b) 2 ≤ (1 + ε)a 2 + (1 + 1 ε )b 2 for any positive real number ε, and from (41), we deduce 
into (42), and dividing both sides of the resulting inequality by (1 + ε) 8 ∆t , we obtain an estimate of |e n z | 2 , i.e.,
•
Step 3: Estimating the error e
Subtracting the scheme (29) and the reference equation (26), we have 1 2
Substituting
into (46), we obtain an expression of e n Γ as
and consequently we obtain an upper bound of |e n Γ |, i.e.,
By Hölder's inequality and the inequality (a + b) 2 ≤ (1 + ε)a 2 + (1 + 1 ε )b 2 for any positive real number ε, we obtain the following inequality from (48), i.e., 
(50)
Step 4: Combining the estimates from Steps 1-3. Now we add (39) multiplied by the constant c 0 , (45), and (50) together to obtain the inequality c 0 |e
By taking expectation E[·] on both sides of (51), we deduce
where the constants C 1 , C 2 , C 3 , C 4 , C 5 , C 6 are defined by
(53) Now we set ε = 1, γ large enough and ∆t sufficiently small, such that if 0 < ∆t ≤ ∆t then C 1 ≤ C, C 2 ≤ C, C 5 ≤ C, 1 − C∆t > 0, and C 3 − C 4 > C * > 0, C 6 − C 4 > C * > 0 where C and C * are two positive constants depending on c 0 and L. Then for 0 < ∆t ≤ ∆t 0 , we deduce from (52)
Dividing both sides of the inequality (54) by (1 − C∆t), we easily get
From the inequality (55), by recursively inserting e i y , i = n + 1, . . . , N − 1, we deduce
which immediately leads to
The proof is completed.
The proof of Lemma 1
Proof Based on the relation shown in (5) between the solution (Y t , Z t , Γ t ) of the BSDE in (4) and the solution u(t, x) of the PIDE in (2), it is easy to prove that u(t, x) ∈ C (2,4) b
under the regularity conditions given in [?] on f, b, σ, c and ϕ. Then, for t ≤ s ≤ T , the function F = F (t, x) defined by
is in the space C
in (56) and applying the Itô-Taylor expansion to F (s, X tn,X n s ), we obtain
where the operators L 0 , L 1 and L −1 are defined in (38).
Taking the conditional expectation E X n tn [·] on both sides, applying the Itô-Taylor expansion to L 0 F , and integrating with respect to t over the domain [t n , t n+1 ], we have
Then, substituting (58) and (59) into (15), the residual R n y in (15) becomes
Taking the mathematical expectation E[·] of the square of (60), we obtain the following estimate on E[|R n y | 2 ] based on the Cauchy-Schwartz inequality, i.e.,
(61) The proof is completed.
The proof of Lemma 2
Proof With the use of F ∈ C (2,4) b (56), by the Itô-Taylor expansion, we obtain
Then, combining (62) and (63), the residual R n z,1 in (19) can be bounded by
where A 1 and A 2 are defined by
We first estimate A 1 . Again, by the Itô-Taylor expansion, we deduce
The term A 11 can be bounded by
By the Itô's isometry formula, A 12 can be bounded by
Combing the above two estimates for A 11 and A 12 , we have
Now we turn into estimate A 2 . Using the identity
and the Itô expansion, we obtain
Substituting the estimates of A 1 and A 2 into (64), we complete the proof.
The proof of Lemma 3
Proof From the definition of ∆W s in (17), we have
By the Itô-Taylor expansion, we obtain
The proof of Theorem 2
Proof From the definitions of
in Theorem 1, under the conditions of the theorem, we easily get the estimates
for i = 0, 1, . . . , N − 1. By Lemmas 1, 4 and 5, and inequality (10), for 0 ≤ i ≤ N − 1, we have
By (66) and (67), we deduce
By applying (68), (69) and (70) to Theorem 1, we complete the proof.
The fully discrete scheme
In this section, we develop a fully discrete scheme based on Scheme 1 by assuming that the jump process of X t in (1) has finite activity. This means the Poisson random measureμ(de, dt) can be represented bỹ
where 0 < λ < ∞ is the jump intensity and ρ(e)de is the probability measure of each jump size satisfying E ρ(e)de = 1. For jump processes with infinite activities, i.e., λ = ∞, substantial efforts are needed to construct new spatial discretization approaches, which is out of scope of this paper and will be considered in future works.
To proceed, we first introduce a partition the q-dimensional Euclidean space R q by S = S 1 × S 2 × · · · × S q , where S k for k = 1, . . . , q is a partition of the one-dimensional space R, i.e.,
where ∆x k := max i∈Z {|x
q , the corresponding grid point in S is denoted by
Recalling (5) and (31), we can see that, if the terminal condition ξ is a function of X T , (Y t,x t , Z t,x t , Γ t,x t ) can be treated as functions of t and X t,x t = x for 0 ≤ t ≤ T . Analogously, the semi-discrete solution (Y n , Z n , Γ n ) can be treated as functions of X n . Thus, in this section, we also write (Y n , Z n , Γ n ) as functions of x ∈ R q , i.e.,
Our objective is to approximate the exact solution (Y
for n = 0, . . . , N − 1 and i ∈ Z q . To this end, it is critical to develop effective quadrature rules for approximating the conditional mathematical expectations E X n tn [·] in (28)-(30). For instance, at each time-space point (t n , x i ) ∈ T × S, approximating Y n (x i ) using (30) requires quadrature rules for E
In what follows, we take E
] as an example to propose our new quadrature rule. Slight modifications are needed for approximating E
]; all the proposed quadrature rules can be directly used to estimate the expectations of
] is defined with respect to the probability measure of the incremental stochastic process ∆X n+1 := X n+1 − x i = Φ(t n , t n+1 , x i , I J ∈A β ) starting from (t n , x i ), where Φ is determined by the selected scheme for discerning the forward SDE. In this section, for the sake of simplicity, we choose the forward Euler method for the scheme in (27), i.e.,
where N t for t ∈ [t n , t n+1 ] is the underlying Poisson process. Since (72) only achieves first-order convergence in the weak sense, the overall convergence of Scheme 1 will be of first order. High-order schemes for the forward SDE [?], such as order-2.0 weak Taylor scheme, can also be used, but the corresponding quadrature rules for approximating E x i tn [·] will be dramatically different from the case of using (72). Since the jump intensity λ in (71) is finite, the number of jumps of X t within (t n , t n+1 ] follows a compensated Poisson distribution N tn+1 − N tn − λ∆t n , where the size of each jump, i.e., c(t n , x i , e), follows the distribution ρ(e)de. Next, we observe that
where ξ i follows the standard normal distribution N (0, 1). Hereafter, we denote by ̺(ξ i ) the probability density function of ξ i , and by ̺ d (ξ) the joint probability density function of ξ = (ξ 1 , . . . , ξ d ) ⊤ . Now, we can write out the expression of E
where c(t n , x i , e k ) = c(t n , x i , e 1 k , . . . , e q k ) for k = 1, . . . , m is the size of the k-th jump and {c(t n , x i , e k )} m k=1 follows the joint distribution m k=1 ρ(e k ). Now we study how to approximate E 74) . First, we observe that the probability of having m jumps within (t n , t n+1 ] is of order O((λ∆t n ) m ), thus the sum of the infinite sequence in (74) can be approximated by the sum of a finite sequence by retaining finite number of jumps. We denote by E
] by retaining the first M y jumps within (t n , t n+1 ]. Then, it is easy to see that the error introduced by the truncation is of order O((λ∆t n ) My +1 ), so that M y = 2 is necessary to match the local truncation error introduced by the semi-discrete scheme in (30). An analogous notation E
] is used to represent the approximation of
] by retaining the first M f jumps, where M f = 1 is sufficient to match the local truncation error in (30).
Next, we also need to approximate a d-dimensional integral with respect to ξ for m = 0, and an m × q + d dimensional integral with respect to (ξ, e 1 , . . . , e m ) for m = 1, . . . , M y . This can be accomplished by selecting an appropriate quadrature rule based on the properties of ̺(ξ), ρ(e) and the smoothness of Y n+1 (x) with respect to x. A straightforward choice is to use Monte Carlo methods by drawing samples from ̺ d (ξ) and m k=1 ρ(e k ), but they are overall inefficient because of the slow convergence. When Y n+1 (x) is sufficiently smooth with respect to x, an alternative way is to use the tensor product of high-order one-dimensional quadrature rules, e.g., Newton-Cotes rules and Gaussian rules, etc. For example, the integrals with respect to ξ in (74) can be approximated using the tensor product of Gauss-Hermite rule [?] . For the integrals with respect to (e 1 , . . . , e m ), Gauss-Legendre rule is a good choice when ρ(e) is compactly supported, e.g., e follows a uniform distribution; Gauss-Laguerre rule is appropriate when ρ(e) is the density of an exponential distribution. Without loss of generality, for m = 0, . . . , M y , we denote by {w 
Analogously, the approximation of E 
where ξ i ,ξ i are independent random variables following standard normal distribution, and ξ i is the same random variable as in (73) 
where N t for t ∈ [t n , t n+1 ] is the standard Poisson process and τ k for k = N tn + 1, . . . , N tn+1 is the jump time instant of the k-th jump within (t n , t n+1 ].
Hence, E ]. Based on the quadrature rules used in (75), we observe that it is highly possible the quadrature points do not belong to the spatial grid S. In this case, we follow the same strategy as in [?, ?] to resolve this issue, i.e., constructing piecewise Lagrange interpolating polynomials based on S to interpolate the integrands at non-grid quadrature points. Again, taking Y n+1 (x) as an example, it can be approximated by
where Y n+1 (x) is a p-th order tensor-product Lagrange interpolating polynomial and Y ) for j k = 1, . . . , p + 1 and k = 1, . . . , q constitute a local tensor-product sub-grid around x. In summary, the fully discrete scheme of the FBSDEs in (1) is given as follows:
Scheme 2 Given initial condition X 0 for the forward SDE in (1) and the terminal condition ϕ(X T ) for the backward SDE in (1), solve the approximate
and ∆μ * tn+1 are defined in (17) and (22) with s = t n+1 , respectively. Similar to the semi-discrete scheme, Scheme 2 can be directly used as a fully discrete scheme for the PIDE in (2). The solution u(t n , x i ) of the PIDE is approximated by Y n i for n = 0, . . . , N − 1 and i ∈ Z q . We observe that at each grid point (t n , x i ), the computation of Y n i only depends on (X n+1 , Y n+1 , Z n+1 , Γ n+1 ) even though an implicit time-stepping scheme is used. This means {Y n i } i∈Z q at each time step can be computed independently, so that the difficulty of solving linear systems with possibly dense matrices, due to the nonlocality of the integral operator, is completely avoided. This feature makes it straightforward to develop massively parallel algorithms and incorporate adaptive spatial interpolation methods. Remark 2 It is noted that the total computational cost of the Scheme 2 is dominated by the cost of approximating E x i tn [·] at each grid point (t n , x i ) ∈ T ×S using the formula in (75). For example, when solving a three-dimensional problem q = d = 3 and retaining two Lèvy jumps M y = M f = 2, we are facing a large amount of six-dimensional integration problems. In this case, sparse-grid quadrature rules [?, ?, ?] can be used to alleviate the explosion of computational cost due to curse of dimensionality.
Numerical examples
In this section, we report on the results of two one-dimensional numerical examples that illustrate the accuracy and efficiency of Scheme 1 and 2. We take uniform partitions in both temporal and spatial domains with the time and space step sizes denoted by ∆t and ∆x, respectively. The time step number N is then given by N = T /∆t where T is the terminal time. For the sake of illustration, we only solve FBSDEs on bounded spatial domains. Piecewise Lagrange interpolation and tensor-product quadrature rules are used to approximate E xi tn [·] , where the one-dimensional quadrature rule is chosen according to the property of the Lèvy measure λ(de), the terminal condition ϕ and the generator f . The goal is to test the convergence rates of time discertizaiton and spatial interpolation with respect to ∆t and ∆x, respectively. To this end, we always set the number of quadrature points to be sufficiently large, so that the error contributed by the use of quadrature rules is too small to affect the convergence rates of interest.
Example 1
We consider the following nonlinear FBSDEs:
where the terminal condition is ϕ(X T ) = sin(X T + T ) + 2. The Lèvy measure is defined by
where 
(83) Accordingly, the PIDE corresponding to (81) is
Since the density function ρ(e) is uniform with the support [−δ, δ], we use the tensor product of the 8-point Gauss-Legendre rule and the 8-point GaussHermite rule to approximate the integrals involved in E xi tn [·] . We observe that the forward SDE is just the Brownian motion plus the standard compensated compound Poisson process where the diffusion coefficient σ and the jump size c are independent of t and X t . As such, the discretization of the forward SDE is not needed.
First, we test the convergence rate with respect to ∆t where the terminal time is T = 1. To this end, we set ∆x = 0.01 and use piecewise cubic Lagrange interpolation to construct Y n+1 (x) for n = 0, . . . , N − 1, such that the time discretization error dominates the total error. Setting δ = 1 and ∆t = 2 −4 , 2 −5 , 2 −6 , 2 −7 , 2 −8 , the numerical results are shown in Table 1 . As expected, the convergence rate with respect to ∆t depends on the number of jumps retained in E x i tn,My [·] and E
. For example, when M y = M f = 0, i.e., no jump is included, our scheme fails to converge. In order to achieve second-order convergence, we must set M y ≥ 2 and M f ≥ 1.
Next, we test the convergence rate with respect to ∆x by setting δ = 1, T = 1, N = 1024, M y = 3, M f = 2, and ∆x = 2 −2 , 2 −3 , 2 −4 , 2 −5 , 2 −6 . The error is measured in L ∞ norm. In Table 2 , we can see that the spatial discretization error decays as expected, i.e., second-order and third-order convergence rates for piecewise linear and piecewise quadratic interpolations, respectively. Table 1 Errors and convergence rates with respect to ∆t in Example 1, where T = 1, δ = 1, ∆x = 0.01, and piecewise cubic Lagrange interpolation is used. Y t = (sin(t) + 2) exp(−X t ), Z t = −(cos(X t ) + t + 2)(sin(t) + 2) exp(−X t ), Γ t = (sin(t) + 2) exp(−X t + δ) − exp(−X t − δ) − 2δ exp(−X t ) .
Accordingly, the PIDE corresponding to (84) [·] . Observing that both the drift and diffusion coefficients of the forward SDE in (84) depend on t and X t , a numerical scheme is needed for discretizing the forward SDE in (84). In this example, we use forward Euler scheme in (72), such that the overall convergence rate will be expected to be first order.
First, we test the convergence rate with respect to ∆t where the terminal time is T = 1. To this end, we set ∆x = 0.01 and use piecewise cubic Lagrange interpolation to construct Y n+1 (x) for n = 0, . . . , N − 1, so that the time discretization error dominates the total error. Setting δ = 1 and ∆t = 2 −5 , 2 −6 , 2 −7 , 2 −8 , 2 −9 , the numerical results are shown in Table 3 . As expected, the convergence rate with respect to ∆t depends on the number of jumps retained in constructing E . In this case, we can only achieve, at most, first-order convergence with respect to ∆t due to the use of the forward Euler scheme.
Next, we test the convergence rate with respect to ∆x by setting δ = 1, T = 1, N = 1024, M y = 2 and M f = 1. The spatial mesh size is set to ∆x = 2 −5 , 2 −6 , 2 −7 , 2 −8 , 2 −9 for linear interpolation and ∆x = 2 −2 , 2 −3 , 2 −4 , 2 −5 , 2 −6
for quadratic interpolation. The error is measured in L ∞ norm. In Table 4 , we can see that the spatial discretization error decays as expected, i.e., secondorder and third-order convergence rates for piecewise linear and piecewise quadratic interpolations, respectively. Table 3 Errors and convergence rates with respect to ∆t in Example 2, where T = 1, δ = 1, ∆x = 0.01, and piecewise cubic Lagrange interpolation are used. 
Concluding remarks
In this work, we propose new numerical schemes for decoupled forward-backward stochastic differential equations with jumps, which feature high-order temporal and spatial convergence rates. This advantage has been verified by both theoretical analysis and numerical experiments. Meanwhile, we also realized that our schemes cannot achieve the desired convergence rates in the sense that the solution of the FBSDEs does not satisfy the necessary regularity conditions. For example, this may happen in real-world financial problems, such as option pricing. However, the regularity conditions do not limit the applicability of the proposed approach, because our method can be directly employed as a probabilistic scheme for related PIDEs which are widely used to describe anomalous transport in subsurface flow and plasma physics. In these settings, there is a variety of problems satisfying the regularity conditions, and high-order schemes are highly desired. Moreover, compared to existing deterministic approaches (e.g., finite elements) for the PIDEs, the ability to completely avoids the solution of dense linear systems, as well as to utilize efficient adaptive approximation, and the potential of massively parallel implementation, make our technique highly advantageous. Our future works will focus on extending the proposed numerical schemes to the case of Poisson random measures with infinite activities, and integrating sparse grid methods for high-dimensional FBSDEs with jumps.
