Abstract. In this paper we address an open problem which was stated in [A. Arapostathis et al., SIAM J. Control Optim., 31 (1993), pp. 282-344] in the context of discrete-time controlled Markov chains with a compact action space. It asked whether the associated invariant probability distributions are necessarily tight if all stationary Markov policies are stable, in other words if the corresponding chains are positive recurrent. We answer this question affirmatively for controlled nondegenerate diffusions modeled by Itô stochastic differential equations. We apply the results to the ergodic control problem in its average formulation to obtain fairly general characterizations of optimality without resorting to blanket Lyapunov stability assumptions.
Introduction. This paper is concerned with controlled diffusion processes X = {X t , t ≥ 0} taking values in the d-dimensional Euclidean space R
d and governed by the Itô stochastic differential equation
All random processes in (1.1) live in a complete probability space (Ω, F, P). Here, W is a d-dimensional standard Wiener process independent of the initial condition X 0 . The control process U takes values in a compact, metrizable set U, and U t (ω) is jointly measurable in (t, ω) ∈ [0, ∞) × Ω. In addition, it is nonanticipative: For s < t, W t − W s is independent of F s the completion of σ{X 0 , U r , W r , r ≤ s} relative to (F, P) .
Such a process U is called an admissible control, and we let U denote the set of all admissible controls. We adopt the relaxed control framework (see section 3.2), and we assume that the diffusion is nondegenerate; i.e., σ is nonsingular. Standard assumptions on the drift b and the diffusion matrix σ to guarantee existence and uniqueness of solutions to (1.1) are discussed in section 3. Recall that a control is called stationary Markov if U t = v(X t ) for a measurable map v : R d → U. Let U SM denote the set of stationary Markov controls. Under v ∈ U SM , the process X is strong Markov, and we denote its transition function by P v (t, x, ·). We let P v x denote the probability measure and E A controlled process is called (positive) recurrent if it is (positive) D-recurrent for all bounded domains D ⊂ R d . It is well known that for a nondegenerate diffusion the recurrence properties are independent of the particular domain. Thus a nondegenerate diffusion is either recurrent or transient, and if it is recurrent, then it is either positive or null, relative to all bounded domains [19] . A control v ∈ U SM is called stable if the associated diffusion is positive recurrent. We let U SSM ⊂ U SM denote the set of all stable stationary Markov controls.
The first relatively surprising result is that if all stationary Markov controls are stable, i.e., U SSM = U SM , then E Then v n (x) → v * (x) = − sign(x), as n → ∞, and the corresponding diffusions, including the limiting one with drift b(x) = − sign(x), are all positive recurrent, even though the mean recurrence times of any bounded interval grow unbounded as n → ∞. Note that the corresponding invariant probability distributions μ n satisfy
Uniform positive recurrence relies on the fact that Markov controls can be spatially concatenated. If G is an open set and v and v in U SM , then the control defined by
is clearly a stationary Markov control. If G and G are bounded domains in R d , we use the notation G G to indicate thatḠ ⊂ G . We say that a subset U ⊂ U SM is closed under concatenations if there exists a collection of bounded domains with C 2 boundaries which is ordered by , is a cover of R d , and satisfies (v, G, v ) ∈ U, whenever v, v ∈ U. Theorem 5.1 asserts that the diffusion is uniformly positive recurrent over any U ⊂ U SSM which is closed in U SSM (in the topology of Markov controls), and is also closed under concatenations. It is well known that under a stable Markov control v ∈ U SSM the diffusion has a (unique) invariant probability measure, which we denote by μ v . In other words, μ v satisfies
and all Borel sets A ⊂ R d . In [11] the concept of uniform stability was introduced: U SSM is called uniformly stable if the associated invariant probability measures I {μ v : v ∈ U SSM } are tight. In general, uniform positive recurrence does not imply tightness of the corresponding invariant probability measures, as the following example shows. Consider a one-dimensional controlled diffusion with if |x| ≤ n or |x| ≥ n + √ n,
if n < |x| < n + √ n .
Then {v n } ⊂ U SSM , and it can be easily verified that sup n E 1+|x| , which is a stable control. Therefore the controlled diffusion is uniformly positive recurrent under {v n , 1 ≤ n ≤ ∞} ⊂ U SSM . However, μ vn ([−n, n] c ) ≥ 1 / 2 , so the family {μ vn } is not tight.
An open problem stated in the framework of discrete-time, controlled Markov chains in [1, Remark 5.10, p. 314] is whether U SSM = U SM implies that I is necessarily tight. This is settled in the affirmative in Theorem 8.3. The importance of the result can be appreciated in the context of ergodic control problems. Suppose that g is a bounded, continuous, nonnegative functional defined on R d . If v ∈ U SSM , Birkhoff's ergodic theorem asserts that (1.3) lim
and of course, (1.3) also holds a.s., without the expectation operator, and for any measurable g which is integrable with respect to μ v . Thus when minimizing (1.3) over v ∈ U SSM in the stable case, i.e., under the assumption that U SSM = U SM , tightness of I, and therefore also compactness, since I is closed, guarantees the existence of an optimal stationary Markov control. When treating the problem in the stable case, a blanket Lyapunov stability assumption is usually imposed to guarantee tightness of I [9, 12, 14] . Theorem 8.3 dispenses with the need for Lyapunov stability conditions. Moreover, a converse Lyapunov theorem is asserted. For f ∈ C 2 (R d ), where C 2 (R d ) denotes the space of twice continuously differentiable real-valued functions on
The space P(E) is always viewed as endowed with the topology of weak convergence of probability measures (the Prohorov topology). We introduce the following notation for spaces of real-valued functions on a do- 
Controlled diffusions.
In integral form, (1.1) is written as
The second term on the right-hand side of (3.1) is an Itô stochastic integral. We say that a process X = {X t (ω)} is a solution of (1.1) if it is F t -adapted, continuous in t, defined for all ω ∈ Ω and t ∈ [0, ∞), and satisfies (3.1) for all t ∈ [0, ∞) at once a.s. We impose the following conditions on the drift and diffusion matrix of (1.1). Local Lipschitz continuity. The functions
are locally Lipschitz in x with a Lipschitz constant K R depending on R > 0. In other words, for all x, y ∈ B R and u ∈ U,
where σ 2 trace σσ T . In addition, b is continuous in (x, u).
Growth condition. b and σ satisfy a global "linear growth condition" of the form
The linear growth assumption (3.3) guarantees that trajectories do not suffer an explosion in finite time. This assumption is quite standard but may be restrictive for some applications. As far as the results of this paper are concerned it may be replaced by the weaker condition
Nondegeneracy. For each R > 0, there exists a positive constant κ R such that We summarize here some standard results from [15, 21] . Theorem 3.2. Let W , U ∈ U, and X 0 be given on a complete probability space (Ω, F, P), and let X be a solution of (1.1). Under (3.4),
With τ n inf{t > 0 : |X t | > n}, applying Chebyshev's inequality we obtain
from which it follows that τ n ↑ ∞, as n → ∞, P-a.s. If in addition (3.2) and (3.5) hold, then there exists a pathwise unique solution to (1.1) in (Ω, F, P).
Of fundamental importance in the study of functionals of X is Itô's formula. For f ∈ C 2 (R d ) and with L as defined in (1.4),
where 
. We refer to L u as the controlled extended generator of the diffusion.
Markov controls. An admissible control U is called Markov if it takes the form
It is evident that U cannot be specified a priori. Instead, one has to make sense of (1.1) with U t replaced by v t (X t ). In Theorem 3.2, X 0 , W , and U are prescribed on a probability space and a solution X is constructed on the same space. This is the strong formulation. Correspondingly, the equation
is said to have a strong solution if, given a Wiener process (W t , F t ) on a complete probability space (Ω, F, P), there exists a process X on (Ω, F, P), with X 0 = x 0 ∈ R d , which is continuous, F t -adapted, and satisfies (3.8) for all t at once a.s. A strong solution is called unique if any two such solutions X and X agree P-a.s. when viewed as elements of
be the filtration generated by W . It is evident that if X t is F W t -adapted, then such a solution X is a strong solution. We say that (3.8) has a weak solution if we can find processes X and W on some probability space (Ω , F , P ) such that X 0 = x 0 , W is a standard Wiener process, and (3.8) holds with
The weak solution is unique if any two weak solutions X and X , possibly defined on different probability spaces, agree in law when viewed as C [0, ∞), R d -valued random variables. It is well known that under (3.2), (3.4), and (3.5), for any Markov control v t , (3.8) has a unique weak solution [16] . Weak solutions are also guaranteed for feedback controls, which are defined as admissible controls that are progressively measurable with respect to the natural filtration F X t of X. We do not elaborate further on feedback controls, as we do not need these results in this paper. The analysis in this paper is based on weak solutions. Nevertheless, we mention parenthetically that the results in [25, 26] , based on the method in [28] , assert that under the assumptions (3.2), (3.3), and (3.5), for any Markov control v t , (3.8) has a pathwise strong solution which is a Feller (and therefore strong Markov) process.
It follows from the work of [6, 24] that under v ∈ U SM , the transition probabilities of X have densities which are locally Hölder continuous. Thus L v is the generator of a strongly continuous semigroup on C b (R d ), which is strong Feller. As in the case of stationary Markov controls, we let P U x denote the probability measure on the canonical space of the process X starting at X 0 = x, under the control U ∈ U. The associated expectation operator is denoted by E U x . 3.2. Relaxed controls. We describe the relaxed control framework, originally introduced for deterministic control in [27] . This entails the following: The space U is replaced by P(U), where P(U) denotes the space of probability measures on U endowed with the Prohorov topology, and
Note thatb inherits the same continuity, linear growth and Lipschitz (in its first argument) properties from b. The space P(U), in addition to being compact, is convex when viewed as a subset of the space of finite signed measures on U. One may view U as the "original" control space and view the passage from U to P(U) as a "relaxation" of the problem that allows P(U)-valued controls that are analogous to randomized controls in the discrete-time setup. Note that a U-valued control trajectoryŨ can be identified with the P(U)-valued trajectory U t = δŨ t , where δ q denotes the Dirac measure at q. Henceforth, "control" means relaxed control, with Dirac measure-valued controls (which correspond to original U-valued controls) being referred to as precise controls. The class of stationary Markov controls is still denoted by U SM , and U SD ⊂ U SM is the subset corresponding to precise controls. Definition 3.3. To facilitate the passage to relaxed controls we introduce the following notation. In general, for a measurable function h :
Since a relaxed stationary Markov control v ∈ U SM is a Borel measurable kernel on 
denotes the extended generator of the diffusion governed by v.
The topology of Markov controls.
We endow U SM with the topology that renders it a compact metric space. We refer to it as "the" topology since, as is well known, the topology of a compact Hausdorff space has a certain rigidity and cannot be weakened or strengthened without losing the Hausdorff property or compactness, respectively [22, p. 60 
, and by the Banach-Alaoglu theorem the unit ball is weak * -compact. Since the space of probability measures is closed in M s (U), it follows that
, and since it is a subset of the unit ball of the latter, it is weak
We have the following criterion for convergence in U SM [10] .
Lemma 3.4. For v n → v in U SM it is necessary and sufficient that
, where h v is as defined in (3.10). Throughout this paper, convergence and, in general, any topological properties of U SM , are with respect to the compact metrizable topology introduced above. We make frequent use of the following convergence result.
Lemma 3.5. Let {v n } ⊂ U SM be a sequence that converges to v ∈ U SM in the topology of Markov controls, and let 
The following construction due to Has'minskiȋ which characterizes the invariant probability measure of the diffusion via an embedded Markov chain is standard [19 
Then μ v is the unique invariant probability measure of
The invariant probability measure of the Markov semigroup generated by L v is infinitesimally invariant, and for the model considered the converse is also true. We state this without proof as a theorem. For recent work on these issues see [6, 7, 8] . 
Ergodic occupation measures.
Let c : R d × U → R + be a continuous function, serving as the running cost.
The ergodic control problem in its average formulation seeks to minimize over all admissible U ∈ U the functional
We say that U * ∈ U is average-cost optimal if F (U * ) = inf U∈U F (U ), and that it is average-cost optimal in U, for some collection U ⊂ U, if F (U * ) attains the value of its infimum over U.
This motivates the following definition. We define the ergodic occupation measure
We denote the set of all ergodic occupation measures by M. By (4.5), the ergodic control problem over U SSM is equivalent to a linear optimization problem over M. It is well known that the set of ergodic occupation measures M is closed and convex, and its extreme points belong to the class of stable precise controls denoted as U SSD [9] . Let ϕ[μ] denote the density of μ ∈ I, and for K ⊂ I, let
If K is tight, then Harnack's inequality for (4.4) [17, Theorem 8.20, p. 199] implies that there exist R 0 > 0 and a constant
Moreover, the Hölder estimates for solutions of (4.4) [17, Theorem 8.24, p. 202] imply that there exists a constant
Invariant probability measures enjoy the following continuity properties with respect to v ∈ U SSM . (
The proof is in Appendix B.
Stability of controlled diffusions.
Stability for controlled diffusions can be characterized with the aid of Lyapunov equations involving the operator L u . We first review two sets of stochastic Lyapunov conditions. Recall that f ∈ C(X ), where X is a topological space, is called inf-compact if the set {x ∈ X : f (x) ≤ λ} is compact (or empty) for every λ ∈ R.
Consider the following Lyapunov conditions, each holding for some nonnegative,
There exist a nonnegative, inf-compact h ∈ C(R
The Lyapunov condition (5.1) is equivalent to the finiteness of the mean recurrence times to D, uniformly over all admissible controls. The main result in this section is that if all stationary controls are stable, then (5.1) holds (see Corollary 5.2 below). The stronger condition (5.2) is equivalent to the tightness of the invariant probability measures (Theorem 5.6). A central result in this paper is that (5.1) and (5.2) are in fact equivalent. This is shown in Theorem 8.3, and its proof is interleaved with the analysis of the ergodic control problem.
We next present a key result that establishes a uniform bound of a certain class of functionals of the controlled process over subsets U ⊂ U SSM that are closed under concatenations, as defined in section 1.
Theorem 5.1. Let U be a closed subset of U SSM which is also closed under concatenations. Suppose that for some nonnegative function h ∈ C(R d × U), some bounded domain D, and some x ∈D c , we have (using the notation in (3.9))
Then for any bounded domain G ⊂ R d and any compact Γ ⊂Ḡ c ,
Proof. We argue by contradiction. Define 
If (5.3) does not hold, then there exist a sequence {v
This is always possible since, with τ R = τ(B R ), as defined earlier, we have
.
and letv
It follows by (5.5) and (5.6) that
We proceed inductively as follows. Supposev k−1 ∈ U and G k ∈ G are such that
This is always possible by (5.4). Proceed by defining the concatenated controľ
By construction, eachv k agrees withv k−1 on G k . It is also evident that the sequence {v k } converges to some control v * ∈ U, which agrees withv 
c . The second equality in (5.9) follows via a straightforward application of Itô's formula.
In the next lemma we extend a well-known result of Has'minskiȋ [18] to controlled diffusions. The proof is in Appendix B.
be a nonnegative function and define 
, for all x, y ∈ ∂D 2 and v ∈ U SM . Harnack's inequality also holds for the function x → E v x [τ 2 ] on ∂D 1 (for this we apply Theorem A.9). Also, by Lemma 4.1, for some constant
Consequently, using these estimates and applying Theorem 4.2(iii) with f = h v , we obtain positive constants k 1 and k 2 , which depend only on D 1 , D 2 , and R 0 , such that for all R > R 0 and x ∈ ∂D 2 ,
Similarly, applying Theorem 4.2(iii) with f = I D1 , there exists a positive constant k 3 , which depends only on D 1 and D 2 , such that
Recall the definition of M U in Lemma 4.4. We obtain the following useful variation of Theorem 5.1.
Therefore, applying Theorem 5.1, we obtain sup v∈U Φ v R (x) < ∞, and the result follows by (4.1b) and the left-hand side inequality of (5.11).
Recall that a collection of stationary Markov controls U ∈ U SSM is called uniformly stable if the set I U = {μ v , v ∈ U} is tight. Corollary 5.4 implies that if U ⊂ U SSM is closed in U SSM and also closed under concatenations, and if some nonnegative, inf-compact function h is integrable with respect to every π ∈ M U , then U is uniformly stable.
The next theorem provides some important equivalences of uniform stability. This is an augmented version of the results in [11] . We need the following definition.
Definition 5.5. Let C denote the class of nonnegative functions h ∈ C(R d × U) that are locally Lipschitz in their first argument, uniformly in u ∈ U. More specifically, for some
for all u ∈ U and R > 0.
Theorem 5.6. Let U be an arbitrary subset of U SSM . The following statements are equivalent (with h ∈ C an inf-compact function which is common to (i)-(iv)):
(iii) A uniform bound holds:
In turn, by (4.1a) and (5.12), (5.15) sup
Hence applying (5.11) and Lemma 5.3(i), we obtain (iii) ⇒ (ii). We continue by
and define h inf v∈Uĥv . A simple calculation yields R dĥv dμ v = 2. Next, we show that h is locally Lipschitz continuous. Let R > 0 and x, x ∈ B R . Then, with
By (4.6), the denominator of (5. 
for some constant k 1 > 0 that depends only on D 1 , D 2 , and R 0 . By (ix), we can select t 0 large enough so that the second term on the right-hand side is as small as desired, uniformly in v ∈ U and x ∈ ∂D 2 . By (3.6), for any fixed t 0 > 0,
and (vii) follows.
(iv) ⇒ (v): Applying Itô's formula, we have
Letting n → ∞ in (5.19), using monotone convergence and rearranging terms, we obtain that for any ball
and tightness of the mean empirical measures follows.
(v) ⇒ (viii): Since the mean empirical measures are tight, their closure is compact by Prohorov's theorem. Tightness also implies that every accumulation point of a sequence of mean empirical measures is an ergodic occupation measure [9, 23] . Also, if v ∈ U SSM , thenν 
Combining (5.21) and (5.22), we obtain
1 )] as n → ∞, and (x) follows.
6. Equicontinuity of the α-discounted value functions. In the analysis of the ergodic problem, we follow the vanishing discount approach. Let α > 0 be a constant which we refer to as the discount factor. For any admissible control U ∈ U, we define the α-discounted cost by
and we let
The following theorem is standard [4, 9] . 
Theorem 6.2. There exists a positive constant C 0 = C 0 (R) depending only on the radius R > 0 such that, for all v ∈ U SSM and α ∈ (0, 1),
. By Theorem 4.2, there exists δ ∈ (0, 1) depending only on R such that
Thus (6.4) and (6.5) yield (6.6) osc
Next, we bound the terms on the right-hand side of (6.6). First,
The function
, and thus
By (6.9),
Hence ϕ α ∈ K(2, B 2R ) (see Definition A.7), and by Theorem A.9, there exists a constantC H > 0 depending only on R such that
Integrating with respect to μ v , and using Fubini's theorem, we have (6.12)
. Thus (6.11) yields (6.13) sup
which establishes (6.3b). On the other hand, the function
also satisfies (6.8)-(6.10) in B 2R , and therefore (6.11) holds for ψ α . Thus
By (6.6), (6.7), (6.13), and (6.14), (6.15) osc 
Applying Lemma A.5 toφ α , relative to the operator L v − α, with D = B 2R and D = B R , we obtain, for some positive constantC 3 =C 3 (R),
and the required bound follows from (6.13) and (6.19) . The bounds in (6.3) along with Theorem 5.1 imply that if U SSM = U SM , then as long as v < ∞ for all v ∈ U SM , the functions
2,p (B R ) on any ball B R , uniformly in α ∈ (0, 1) and v ∈ U SSM . The estimates in the corollary that follows imply that, provided v < ∞, for some v ∈ U SSM , the α-discounted value functions {V α } defined in (6.1) are bounded in W 2,p (B R ) on any ball B R , uniformly in α ∈ (0, 1). Corollary 6.3. There exists a constantC 0 (R) > 0 depending only on the radius R > 0 such that, for all α ∈ (0, 1) and all v ∈ U SSM ,
Proof. Withτ as in the proof of Theorem 6.2, and v α ∈ U SM an α-discounted optimal control, define the admissible control U ∈ U by
Since U is in general suboptimal for the α-discounted criterion, we have
Invoking Theorem 4.2 as in the proof of Theorem 6.2, we obtain
and thus by (6.21) and (6.22)
Since V α ≤ J v α , (6.20b) follows from (6.13). Moreover, since the right-hand sides of (6.6) and (6.23) are equal, we can use (6.15) and (6.17) to obtain (6.24) osc
Using (6.24) and the bound
we proceed as in the proof of Theorem 6.2 to derive (6.20a).
Analysis of the ergodic control problem.
Throughout the rest of this paper we assume that c ∈ C. We start the analysis with a useful lemma concerning control Lyapunov functions. We use the notationτ r τ(B c r ) for r > 0. Also we extend the definition of o to functions on
Lemma 7.1. Suppose
Then there exist a constant k 0 ∈ R and a pair of nonnegative, inf-compact functions
Moreover, (i) for any r > 0,
and for any t ≥ 0,
Proof. Letč
Recall that if n a n is a convergent series of positive terms, and if r n k≥n a k are its remainders, then n r −λ n a n converges for all λ ∈ (0, 1). Thus, if we defině
it follows from (7.1) that (7.6)
By (7.1),ǧ is inf-compact, and it is straightforward to verify, using an estimate analogous to (5.16) , that it is also locally Lipschitz. Adopting the notation in (3.10), we write h v (x) =č v (x)ǧ(|x|). By Theorem 5.1 and (7.6),
It then follows from Theorem 5.6 that there exists a nonnegative, inf-compact function
Next we prove (7.3). With R > 0 large enough so that x ∈ B R , applying Itô's formula to (7.7) we obtain
Taking limits as R → ∞ in (7.9), and since
For each x ∈ B c r , select the maximal radius ρ(x) satisfying
By (7.10) and (7.11),
Since for any fixed ball B ρ the function
is bounded on B c r by Lemma 5.3(i), whereas the function on the right-hand side of (7.11) grows unbounded as |x| → ∞, it follows that lim inf |x|→∞ ρ(x) → ∞. Therefore, (7.3) follows from (7.12).
We now turn to (7.4) . Applying Itô's formula and Fatou's lemma, (7.7) yields
If ϕ is o(V), then there existsf :
Then, by (7.13),
(X t ) f (R(t)) (7.14)
and dividing (7.14) by t, and taking limits as t → ∞, (7.4) follows.
To prove (7.5), first write
By (7.13),
and since ϕ ∈ o(V), this shows that the second term on the right-hand side of (7.15)
thus obtaining (7.5).
The converse statement follows from Theorem 5.6. Remark 7.2. We observe that the estimates used in the proof of Lemma 7.1 are uniform in v ∈ U SSM . Therefore, the conclusions in (i) and (ii) can be strengthened to 
We always assume that * < ∞ or, in other words, that for somev ∈ U SSM , v < ∞. In the next lemma we relax (7.1), and thus we cannot assume the existence of a control which is average-cost optimal in U SSM . Therefore, we have to argue via ε-optimality which is defined as follows.
Lemma 7.4. Assume * < ∞. The following hold:
Moreover, 
, p > 1, uniformly in α in a neighborhood of 0. Therefore, we start with (6.2), and applying Lemma A.16 we deduce thatV αn converges uniformly on any bounded domain along some subsequence α n ↓ 0 to V ∈ C 2 (R d ) satisfying (7.16), with being the corresponding limit of α n V αn (0).
We first show ≤ * . Let v ε ∈ U SSM be an ε-optimal control and select R ≥ 0 large enough such that μ vε B R ≥ 1 − ε. Since V α ≤ J vε α , by integrating with respect to μ vε and using Fubini's theorem, we obtain
and since V α (0) − inf BR V α is bounded uniformly in α ∈ (0, 1), we obtain
Since ε was arbitrary, ≤ * . Let v α ∈ U SM be an α-discounted optimal control. For v ∈ U SSM and r < R, define the admissible control U ∈ U by
Since U is in general suboptimal for the α-discounted criterion, using the strong Markov property relative to the stopping timeτ r ∧ τ R , we have for x ∈ B R \B r ,
is a.e. finite, and since V α ≤ J v α , by Theorem A.12 and Remark A.13, we have
Decomposing the term e −α(τr∧τR) V α (Xτ r ∧τR ) in (7.17), then taking limits as R → ∞, applying (7.18) and monotone convergence, and subtracting V α (0) from both sides of the inequality, we obtain
and, by Corollary 6.3, sup Br | − α n V αn | → 0, letting α → 0 along the subsequence {α n }, (7.19) yields
Therefore,
This shows V (x) ≤ Ψ * (x; ), and the proof of (i) is complete. If v < ∞, then using the bounds in Theorem 6.2 along with Lemma A.16 and Remark A.17, it follows that Jv αn −Jv αn (0) and α n Jv αn (0) converge along some sequence α n → 0 toV andˆ , respectively, satisfying LvV + cv =ˆ . Since (7.19 ) and (7.20) hold with equality if we replace V α with Jv α , withˆ , and v withv, first letting α n → 0 and then r → 0, we obtainV = Ψv(x;ˆ ). The bound
Taking limits as α → 0 in (7.21) and using (6.3a), we obtain
from which it follows thatˆ ≤ v . This completes the proof of (ii).
We need the following definition. Definition 7.5. Let V be the class of nonnegative functions V ∈ C 2 (R d ) satisfying (7.2) for some nonnegative, inf-compact h ∈ C, with 1 + c ∈ o(h). We denote by o(V) the class of functions V satisfying V ∈ o(V) for some V ∈ V.
The next theorem assumes (7.1). In other words, we assume that 1+c is uniformly integrable with respect to {π v , v ∈ U SSM }. Note that if c ∈ C b (R d × U), Theorem 5.6 asserts that (7.1) is equivalent to uniform stability of U SSM , and thus (7.1) is automatically satisfied when U SSM = U SM , and when the running cost is bounded by Theorem 8.3, which is stated later in section 8. The main reason for assuming (7.1) in Theorem 7.6 below is to assert that there exists a solution of the HJB equation in o(V). Then Theorem 7.7 which follows asserts that this solution is unique in o(V).
Theorem 7.6. Assume (7.1) holds. Then the HJB equation
* , and if v * ∈ U SM is a measurable selector from the minimizer in (7.22), i.e., if it satisfies
Proof. The existence of a solution to (7.22) with V ∈ C 2 (R d ) and ≤ * is asserted by Lemma 7.4. By (7.3) and (7.20) , V ∈ o(V). Suppose v * ∈ U SM satisfies (7.23). By Itô's formula,
Taking limits as R → ∞ in (7.25), by applying (7.5) to the left-hand side, and decomposing the right-hand side as
and employing monotone convergence, we obtain
Dividing (7.26) by t, and applying (7.4) as we let t → ∞, we obtain v * = , which implies * ≤ . Since ≤ * , we have equality. One more application of Itô's formula to (7.22) , relative to U ∈ U, yields (7.24).
Concerning uniqueness of solutions to the HJB equation, the following applies. Theorem 7.7. Let V * denote the solution of (7.22) obtained via the vanishing discount limit in Theorem 7.6, and let v * be a measurable selector from the minimizer c(x, u) . The following hold:
if and only if it satisfies
. Proof. By Lemma 7.4(i), since V * is obtained as a limit ofV αn as α n → 0, we have V * ≤ Ψ * (x; ), and by Theorem 7.6, = * . Supposev ∈ U SSM is optimal. By Lemma 7.4(ii), there existsV ∈ W 2,p
Thus by the optimality ofv,ˆ ≤ * , and we obtain
Since V * (0) =V (0), the strong maximum principle (Theorem A.4) yields V * =V , and in turn by (7.27),ˆ = * . This completes the proof of (i)-(ii). Now suppose (Ṽ ,˜ ) ∈ C 2 (R d )∩o(V) × R is any solution of (7.22), andṽ ∈ U SSM is an associated measurable selector from the minimizer. We apply Itô's formula and (7.5), sinceṼ ∈ o(V), to obtain (7.26) withṼ ,ṽ, and˜ replacing V , v * , and , respectively. Dividing by t, and applying (7.4) while taking limits as t → ∞, we obtain ṽ =˜ . Therefore * ≤˜ . One more application of Itô's formula to (7.22) relative to the control v * yields
Once more, dividing (7.28) by t, letting t → ∞, and applying (7.4), we obtain˜ ≤ * . Thus,˜ = * . Next we show thatṼ ≥ Ψ * (x; * ). For x ∈ R d , choose R > r > 0 such that r < |x| < R. Using (7.22) and Itô's formula,
By (7.8),
Hence, letting R → ∞ in (7.29), and using Fatou's lemma, we obtaiñ
Next, letting r → 0 and using the fact thatṼ (0) = 0 yieldsṼ ≥ Ψ * (x; * ). It follows that V * −Ṽ ≤ 0 and Lṽ(V * −Ṽ ) ≥ 0. Therefore, by the strong maximum principle, V = V * . This completes the proof of (iii).
Optimality under weakened hypotheses.
In this section we relax the assumption in (7.1). Under the assumption U SM = U SSM , the existence of an averagecost optimal control in U SSM is guaranteed by Theorem 8.1 and Remark 8.2 below. This is used subsequently to establish that U SSM is uniformly stable. Therefore, U SSM = U SM implies that the mean empirical measures defined in Theorem 5.6 are tight, and this shows in retrospect that the optimality asserted in Theorem 8.1 is in fact over all admissible controls U.
* , and any v ∈ U SSM is average-cost optimal in U SSM if and only if it satisfies (7.23).
Proof. By Lemma 7.4(i), we obtain a solution (V * , ) to (7.22), via the vanishing discount limit, satisfying ≤ * . Let v * ∈ U SSM be a measurable selector from the minimizer in (7.22). We construct a stochastic Lyapunov function relative to v * . Employing the technique in the proof of Lemma 7.1, we define
and construct a nonnegative, inf-compact
It follows as in the proof of Lemma 7.1 that for any r > 0,
and for any ϕ ∈ o(V * ),
To show that V * ∈ o(V * ), let r < R, and define the admissible control U ∈ U by
Since U is in general suboptimal for the α-discounted criterion, using the strong Markov property as in (7.17) , and taking limits as R → ∞, we obtain
By (8.3), the first term on the right-hand side of (8.6) is o(V * ), and the remaining two terms are bounded by Theorem 6.2. HenceV α ∈ o(V * ) uniformly in α in some neighborhood of 0, and it follows that V * ∈ o(V * ). Using Itô's formula as in (7.25) and applying (8.5), we obtain (7.26). Next, using (8.4) to take limits as t → ∞, we obtain v * = , and therefore, = * . To prove the second assertion, suppose that somev ∈ U SSM is average-cost optimal in U SSM . By Lemma 7.4(ii),v satisfies LvV
Hence V * −V ≤ 0, and since V * (0) =V (0), the strong maximum principle yields V * =V , and in turn by (8.7),ˆ = * . Thus LvV * + cv = * . Remark 8.2. If we only assume that U SSM = U SM , without requiring that v < ∞ for all v ∈ U SSM , then it follows from the proof of Theorem 8.1 that any measurable selectorv from the minimizer in (7.22) satisfying v < ∞ is average-cost optimal in U SSM . Moreover, one can show that any limit point v * along some sequence α n ↓ 0 of the family of α-discounted controls {v α } ⊂ U SSM satisfies (7.23) and is averagecost optimal in U SSM . In order to prove this, we define the truncated running cost c 
and using monotone convergence to take the limit as M → ∞, it follows that v * ≤ . Since ≤ * , we have v * = * , and hence v * is optimal. It is evident that if c is bounded, the assumption that v < ∞ for all v ∈ U SSM can be dropped from the statement of Theorem 8.1 as it is automatically satisfied. LetĪ be the closure of I in P(R d ). Theorem 8.1 shows that if U SSM = U SM , then inf μ∈Ī Rd g dμ is attained in I for all g ∈ C b (R d ). We next prove that this implies that I is tight, thus solving the open problem discussed in section 1.
Proof. Consider the sequence c n (x) = 1 +
be the α-discounted value function relative to c n , and let v
It is evident that α n → 0 as n → ∞. Extract any subsequence of n ∈ N over which v (n) αn converges to a limit v ∈ U SSM . By Corollary 6.3,V
αn is bounded in W 2,p (D) uniformly in n ∈ N for any bounded domain D. Hence, by Lemma 3.5, dropping perhaps to a further subsequence, which is also denoted by {n}, there exists
αn → V , uniformly on compact subsets of R d , and
By (8.8) and (8.9), we obtain at the limit
, for some constant k 0 ∈ R, and such that V ∈ o(V). As in (8.4), (8.11) lim
By Itô's formula, which can be applied as in the derivation of (7.26) since V is o(V), (8.10) yields Proof. Since the hypothesis U SSM = U SM implies that U SSM is uniformly stable, by Theorem 5.6 the mean empirical measures ν U x,t defined in (5.14) are tight. Consequently, since as noted in the proof of Theorem 5.6 the set of accumulation points ofν U x,t , as t → ∞, equals M, we have lim inf
and it follows that if v ∈ U SM is average-cost optimal in U SSM , it is also average-cost optimal over all admissible controls. It follows from the proof of Corollary 8.4 that when U SM = U SSM we obtain a stronger form of optimality, namely * ≤ inf
Relaxing the assumption U SM = U SSM , we obtain the following result. Theorem 8.5. Suppose that the family of α-discounted optimal controls {v α } has an accumulation pointv ∈ U SSM , as α → 0, and suppose that v < ∞.
andv is a measurable selector from the minimizer in
(ii) any measurable selector v * ∈ U SSM from the minimizer in (8.13), satisfying
Proof. Letv ∈ U SSM be the limit of α-discounted optimal controls {v α } over some sequence as α → 0, and letV be the limit ofV α and˘ be the limit of αV α (0) over a common subsequence {α n }. By Lemma 7.4(i), (V ,˘ ) is a solution of the HJB equation (7.22) and satisfies˘ ≤ * andV (x) ≤ Ψ * (x;˘ ). Taking limits as n → ∞ in
and applying Lemma 3.5, it follows thatv satisfies LvV + cv =˘ , and thereforev is a measurable selector from the minimizer in the HJB. Since v < ∞, we can employ a stochastic Lyapunov functionṼ, defined relative tov as in (8.1)-(8.2), and follow the steps in the proof of Theorem 8.1 to obtain v =˘ , and thus v = * , which also shows thatv is average-cost optimal in U SSM . This completes the proof of (i).
Concerning (ii), if v * ∈ U SSM is a measurable selector from the minimizer in (8.13), and v * < ∞, the proof of Theorem 8.1 shows that v * is average-cost optimal in U SSM . A standard application of a Tauberian theorem, which asserts that for all
shows that v * ∈ U SSM is in fact average-cost optimal in U. Turning to (iii), suppose that somev ∈ U SSM satisfies v = * . As in the last paragraph of the proof of Theorem 8.1, it follows that Jv α − Jv α (0) →V , as α ↓ 0, and thatv is a measurable selector from the minimizer in (8.13).
Remark 8.6. It follows from the proof of part (iii) of Theorem 8.5 that there is a uniqueV ∈ C 2 (R d ) which is obtained as a limit ofV α over any subsequence α n ↓ 0, and satisfying lim n→∞ v αn =v ∈ U SSM , with v < ∞.
We conclude this section by noting that the class of models with near-monotone running cost can be handled directly by Theorem 8. It is well known that if the running cost has the near-monotone property, then V is bounded below [9] . Thus the HJB takes the form of a stochastic Lyapunov equation, and this implies that any measurable selector v * from the minimizer in the HJB is stable, and v * < ∞. Therefore, by Theorem 8.5, it is average-cost optimal.
9. Conclusion. In the context of elliptic PDEs the main result of this paper can be summarized as follows. The statement that v is a stable, stationary Markov control is equivalent to the existence of an inf-compact
On the other hand, uniform stability is equivalent to the existence of an inf-compact
We would like to point out that in the case of one-dimensional diffusions, there is a straightforward analytical proof for Theorem 8.3, which goes as follows. Let
Then assuming that all stationary Markov controls are stable, by solving a Dirichlet problem on (−1, 1) c , we can construct c , which implies that − max u∈U L u ψ is inf-compact on (−1, 1) c , and this is sufficient for uniform stability. In closing we remark that there is a stronger property that holds for d = 1. Let v ∈ U SSM be a measurable selector from the maximizer in (9.1). An application of the comparison principle (for ordinary differential equations) to the Fokker-Planck equation (4.4) for the density ϕ v of μ v ∈ I yields
The inequality in (9.2) can also be derived from the explicit solution for the density ϕ v which takes a simple form when d = 1 [23] . On the other hand, since I is tight, applying (4.6) for some fixed R > 0, we obtain 
, and
Note that the linear growth condition is not imposed on the class L. Either of the assumptions in (3.3) or (3.4) guarantees that τ n ↑ ∞ a.s., as n → ∞, a property which we impose separately when needed.
Of fundamental importance to the study of elliptic equations is the following estimate due to Alexandroff, Bakelman, and Pucci (see Gilberg 
When f ≡ 0, Theorem A.3 yields generalizations of the classical weak and strong maximum principles [17, Theorems 9.5 and 9.6, p. 225]. We state the latter as follows.
We quote the well-known a priori estimate [13, Lemma 5.3, p . 48] as follows. ∞) . More generally, we have the following.
Theorem
Remark A.13. It follows from Theorem A.12 and the decomposition
We refer the reader to [3] for these and other results on resolvents.
A.3. Quasi-linear elliptic operators. HJB equations that are of interest to us involve quasi-linear operators of the form
We suitably parameterize families of quasi-linear operators of this form as follows. 
for all x, y ∈ B R . The Dirichlet problem for quasi-linear equations is more involved than the linear case. Here we investigate existence of solutions to the problem By the tightness assumption and Prohorov's theorem, I U is relatively compact in P(R d ), and thus {μ vn } has a limit point μ * ∈ P(R d ). Passing to a subsequence converging to this limit, which we also denote by {μ vn }, and since by (4.6) and (4.7) the associated densities {ϕ n } are equibounded and Hölder equicontinuous on bounded subdomains of R d , it follows that {ϕ n } contains a subsequence (also denoted by {ϕ n }) which converges to ϕ * ∈ C(R d ). Moreover, since I U is tight, {ϕ n } is uniformly integrable. It follows that {ϕ n } converges in L 1 (R d ) as well. Therefore ϕ * = 1, ϕ * ≥ 0, and for f ∈ C b (R d ),
This implies μ vn → μ * in P(R d ) and, by Scheffé's theorem [5, p. 214] , also in total variation. For h ∈ C b (R d × U), using the notation in (3.10), we form the triangle inequality (B.3)
, the first term on the right-hand side of (B.3) converges to zero, as n → ∞, and so does the second term by (B.2). Hence, by (B.3) and Lemma 3.4,
implying, by Theorem 4.3, that μ * = μ v * ∈ IŪ . This establishes (i). Since 
