Abstract-Inspired by the fact that the final decision rule is mainly affected by a small subset of the training samples, i.e., Support Vector Machine(SVM) shows that the decision function relies on the few samples that are on or over the margin. We propose a new framework that explicitly strengthen this intuitive fact by adding an l1-norm regularizer. We give different formulations for our framework in different scenarios, and the experiments show that our framework can not only lead to high sparse solutions but also better performance than traditional methods.
I. INTRODUCTION
Finding the sparsity of the intrinsic data structure has attracted a lot of interest in machine learning, statistics and signal processing. It is quite common that we get an abundance of data for a particular learning task. For example, the massive text data from the web pages and the easily captured image by our digital cameras. However the valuable information may not increase as the number of the training samples does. For example, Support Vector Machine(SVM) ( [1] ) in the supervised learning scenario has shown that there is only a small number of samples that affect the final decision boundary. In other words, the indices for the samples as support vectors are very sparse.
One method aiming at sparse solution is by utilizing l 1 -norm regularization. Many works have shown that by adding an l 1 -norm regularizer, one can not only find the intrinsic structure of the data sets, but also improve the performance of the learning machine. For example, in linear regression scenario the famous Lasso regularizer was proposed to do the model selection ( [2] ). The l 1 -norm regularizer was also used to do feature selection in SVM ( [3] , [4] , [5] ). [6] used the characteristics of sparsity in image processing.
In this paper we propose a novel framework for reconstructive coefficients learning with l 1 -norm regularization term. Our work is based on the assumption that: the number of the training samples that mainly affect the final decision function is very small. Our goal is trying to find the samples that are close enough to the decision boundary no matter it is labeled or unlabeled. We show that our framework can be specialized to many existed supervised and semi-supervised sparse methods.
In section 2, we introduce some related works. In section 3, We propose our new framework firstly. Then we specialize our framework to fit the supervised and semi-supervised scenario. At last we extend our framework by using multikernel functions. We demonstrate our experiment results and analyzing in section 4, and conclusions and future work is in the last section. Notations: In this paper we assume that the number of labeled samples is , and the number of the unlabeled samples is u. We use N to denote the number of the whole training samples. Specifically, in supervised learning scenario all the samples are labeled, so N = . On the other hand, in semi-supervised scenario we not only have the labeled samples but also u unlabeled samples, so N = +u. We use K to denote the kernel matrix constructed by the whole training dataset
We would like to emphasize that the order of the dataset X is fixed. This means that when constructing the kernel matrix K, the first sample are the labeled samples and the rest u samples are unlabeled ones.
where X denotes the original space while Y denotes the highdimensional space, i.e. the Radio Basis Function(RBF) kernel. Its form is as follows:
In this paper we use K to denote the first rows of the kernel matrix K. We will introduce some existing methods which are related to our work in this section .
II. RELATED WORKS

A. Sparse Support Vector Machine
Nowadays SVM has been widely used in many fields of machine learning. Its main idea is to construct a classifier which not only minimizes the error on the training dataset, but also maximizes the margin between different classes. Reader can refer to [1] for detailed formulation.
The Sparse Support Vector Machine(SSVM) we would like to mention was proposed by [5] . Its main idea is to constraint the cardinality of the parameter vector w as small as possible, where the cardinality of a vector denotes the number of the non-zero element of the vector. It is based on the implicit assumption that only a few number of the features are useful in constructing the goal classifier. The SSVM can be considered as a common SVM training process combining with a feature selection procedure. SSVM is superior to the standard SVM when the training dataset is dirty with noise.
B. Sparse Support Vector Regression
Support Vector Machine(SVM) can be easily extended for the regression scenario. The regression problem is to find a function f : X → Y that minimize the regularized risk functional ( [7] , [8] , [9] ):
where 
and the optimal solution of w to SVM can be written in the following expression: w = α i Φ(x i ). The Sparse Support Vector Regression(SSVR)( [4] ) changes the l 2 norm of vector α which used in the standard support vector regression to l 1 norm. The formulation ( [4] ) is
if we use hinge loss then the formulation becomes
C. Semi-Supervised Learning
Semi-supervised Learning(SSL) is a framework of machine learning that it tries to train a classifier with a small number of labeled data and a huge number of unlabeled data. It is based on the implicit assumption that samples that are close to each other have high probability to belong to the same class.
If the abundant unlabeled data lies on manifolds ( [11] ), even though the number of labeled data is small we still can train a good enough classifier with the help of the manifold information. The general formulation of the Belkin's manifold regularization of semi-supervised learning is as follows:
According to Belkin's paper [12] , f 2 I is an appropriate penalty item that reflects the intrinsic structure of the distribution of the data x. The optimal solution of f is
where , u denote the number of labeled data and unlabeled data respectively. K(·, ·) is the kernel function and α is the parameter vector.
III. FRAMEWORK OF NORM-REGULARIZED RECONSTRUCTIVE COEFFICIENTS LEARNING
In last section we have reviewed several supervised and semi-supervised learning methods. We can see that the optimal solutions of SVM, Belkin's framework and SVR are all taking the following form:
Inspired by the idea of the sparse support vector regression and the general equation (6) used in many formulations, we propose a novel learning framework. We call it "NormRegularized Reconstructive Coefficients Learning", "NRCL" for short. Our formulation is as follows:
where
is the loss function. If we use hinge loss for our loss function then the formulation of our framework becomes
where y is the label vector, and the ith element of y is the label of x i . K is the first rows of the kernel matrix K which is constructed by the data X = [
If we use the square loss function, our formulation becomes
In the following subsections we will mainly analyze our framework in the form of equation (10) as a special case.
A. Sparse Norm-Regularized Reconstructive Coefficients Learning
Our work in this subsection is mainly inspired by the good characteristic of SVM, where the reconstructive coefficients are enforce this characteristic explicitly. This is based on the very sparse, with the nonzero values only for the samples that are near to the decision boundary of the classifier. We thus want to assumption that only a small number of training samples contribute to the construction of the classifier.
In our framework a direct idea is using the l 0 norm of vector α in the objective function to make the final coefficients sparse. But to optimize the l 0 norm is an NP hard problem. According to [5] we can optimize the l 1 norm of vector α instead. Then the equation (7) becomes the follows:
Also we can rewrite it in the following form when using square loss:
Different R[f ] will lead to different formulations of our framework. Inspired by the framework of SSL ( [12] ) mentioned above, one assumption is that if the dataset lies on manifolds, we can add a regularized item to guarantee the smoothness of the function on manifolds. And in order to control the complexity of model on RKHS (Representing Kernel Hilbert Space) ( [13] ), we can add another regularized item, then the equation (12) becomes
where L is the Laplacian matrix [14] . We call the above formulation as "supervised SNRCL". The Laplacian matrix is constructed as follows( [15] ): Given the data
, first we construct an undirected weighted graph G = {X, E} with vertex set X and the edge set E. The edges are decided by the similarity of the vertexes. If the vertex x i and x j are close to each other, then there is an edge link the two vertexes, for detailed people can refer to paper( [15] ). If we give weights to the edges in the graph, then we can get the similarity matrix W ∈ R N ×N . The element of real symmetry matrix W measures the similarity of the vertex pair, which can be computed in different ways( [15] ). At last the Laplacian matrix L can be computed in the following way:
B. Multi-Class Sparse Norm-Regularized Kernel Learning
In the above we only talked about the common regression and binary classification scenarios, it is easy for our framework to be extended to the multiple classification problem. Suppose our discriminative function changes to the following form:
where α is a N ×M matrix, N is the number of the data and M is the number of the classes. The output of the function f is a vector. Thus our framework changes as follows:
Here Y becomes a indicate matrix and its size is n × m. Y i,j = 1 only x i belongs to the jth class, otherwise Y i,j = 0. vec(α) is the function that expands the matrix α to a vector. tr(α) is to get the trace of the matrix α.
C. Semi-supervised Sparse Norm-Regularized Reconstructive Coefficients Learning
Obviously our framework can be easily extended to the semi-supervised learning scenario. The formulation is as follows:
We call it "semi-supervised SNRCL" for simplicity.
Belkin's framework [12] is a very effective method when the huge unlabeled data lies on manifold in semi-supervised learning. In format our framework is similar to the Belkin's framwork, but we add more item α 1 in the formulation for we not only want to use the manifold information but also to find the important unlabeled samples which is near the decision boundary, just as the SVM does.
D. Supervised Sparse Norm-Regularized Multi-Kernel Reconstructive Coefficients Learning
In the above we have only discussed the the decision function in the form of
where the kernel K(·, ·) is a single fixed form such as RBF kernel. This limits the flexibility of our framework. A possible extended formulation of our framework is that we use a multiple kernel instead of the single one ( [16] ). We call it "Supervised Sparse Norm-Regularized Multi-Kernel Reconstructive Coefficients Learning". The formulation of the multi-kernel function is as follows:
s.t.
where each K j (·, ·) denotes one of the selected set of different kernel functions. This could be of two situations. One is that all the kernels within the selected set have the same form (i.e. they are all RBF-kernels) but different parameters. The other is that the kernels have different forms and different parameters. In fact, we can deem
E. Semi-supervised Sparse Norm-Regularized Multi-Kernel Reconstructive Coefficients Learning
It is natural for us to use multiple kernel in sparse kernel semi-supervised learning framework. We call it " Semisupervised Sparse Norm-Regularized Multi-Kernel Reconstructive Coefficients Learning", and the formulation is as follows:
Also the framework can be used in multi-class sparse supervised kernel learning framework with little change for (21) like (16) .
F. Quadratic Programming for Our Work
The l 1 norm in our formulation will significantly decelerate the computational speed of our method. In order to solve our formulation efficienttly, we rewrite α j = u j − v j , where u j , v j ≥ 0, just as the paper [4] . The solution has either u j or v j equal to 0, which depends on the sign of α j , so in our formulation
T , Then our formulation changes as follows:
IV. EXPERIMENTS
We compare the performances of the proposed sparse norm-regularized reconstructive coefficients learning methods such as supervised SNRCL with the standard SVM on five UCI data sets and sparse semi-supervised norm-regularized reconstructive coefficients learning methods such as semi-supervised SNRCL, with the Laplacian SVM(LapSVM) and Laplacian Regularized Least Square Classification(LapRLSC) on the synthetic Two Moons Dataset and the Columbia Object Image Library Dataset(Coil20).
A. Supervised Experiments 1) Data Sets:
Our experiments were performed on the five UCI data sets listed in Table 1 . Some of them are of binary classification setting such as ionosphere, parkinson. Others like brown yeast, iris and wine data sets are of multiclass classification setting. For convenience, we only do the binary classification tasks between several selected pairs of classes for the multi-class data set. In table 1 the number behind the name of data set means the selected pair of classes for binary classification. All data sets are available at [17] , and the brown yeast data set is available at [18] .
2) Experimental Setup: We split randomly with 80% of the data for training and cross-validation, and 20% heldout for testing. For standard SVM, we use RBF kernel for all the data sets, the optimal σ parameter and the optimal C parameter are selected using 5-fold cross-validation with 80% for training and 20% for validation over the range
For our supervised SNRCL, the graph is constructed with parameters k = 15, σ L = 1000, and the parameters γ A , γ I and λ are set by gridsearch from 2 −6 to 2 6 . Finally, the cardinality of the α vector is computed by counting the number of relatively large magnitude elements of the coefficient vector α, i.e. the number of the elements with |α j | ≥ max(α) · 10 −5 . The elements that less than max(α) · 10 −5 are set to zero. Each method was tested on the held-out samples, and the final results reported were averaged over 20 trials of different random splits of the data set. We used the LibSVM( [19] ) for our standard SVM and our method were trained using standard convex optimization toolbox like CVX( [20] ), MOSEK ([21] ).
3) Results: The overall experimental results on five UCI data sets are shown in Table 1 . We can see that in many cases our method supervised SNRCL is superior to the standard SVM. Though the accuracy increase is very low, the cardinality of the coefficients α is far smaller than the standard SVM. In contrast our method had an average sparsity than standard SVM.
B. Semi-supervised Experiments 1) Synthetic data: Tow Moons dataset:
The dataset contains 700 samples with 3% randomly labeled for each class. We found that by tuning the parameters, both our method and LapRLS can reach 100% of the predicting accuracy. The first two images in Figure 1 demonstrate the original datset and the randomly labeled samples. Compare the last two images in Figure 1 , we can see that the cardinality of the coefficient vector α of our SNRCL method is sparser than LapRLS. In other words, the number of the samples with non-zero coefficients of the LapRLS method is more than that of ours. The right image in Figure 1 shows that the samples with non-zero coefficient of the LapRLS method are exactly the labeled instances. However, ours are not totally the labeled samples, while using some of the unlabeled samples. For details, our method not only uses the manifold information by the unlabeled data but also selects the unlabeled samples which are important to our final decision function.
2) Columbia Object Recognition: Coil20 is a data set of gray-scale images of 20 objects ( [22] ). For every object there are 72 images, so in Coil20 data set the number of the class is 20 and every class contains 72 instances, and each instance is composed of 1,024 elements. In our experiment we only use 10 classes of them to do our experiment.
We applied LapSVM, LapRLSC and semi-supervised SNRCL algorithms to 45 binary classification problems that arise in pairwise classification of Columbia Object Images. For each pairwise classification experiment we randomly labeled 20% of the samples and the parameters γ A , γ I , λ are set by grid search from 2 −6 to 2 6 . The final results reported are averaged over 20 trials as Figure 4 shows. It also shows the cardinality of the the coefficient vector α of the applied methods.
From Figure 2 we can see that our method is superior to the LapSVM and LapRLSC for most of the cases. Also our methods has the advantage of lower cardinality of coefficient vector α. In contrast our method had an average sparsity of 200% than the former two algorithms.
V. CONCLUSION
In this paper we have proposed a novel framework for sparse coefficients learning. In supervised learning scenario we proposed the supervised sparse norm-regularized reconstructive coefficient learning method and we compared the standard SVM with our method in five UCI datasets. We found that our method not only increase the predicting accuracy but also get sparser solutions. In semi-supervised scenario we proposed the semi-supervised SNRCL method. Through several experiments we have found that our method can really find the unlabeled samples that are near the decision boundaries.
The implementation of our methods is quite slow when the number of the training samples is very large. Future work we will design a efficient algorithm to solve this problem.
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