Abstract|A notion of approximate Jacobian matrix is introduced for a continuous vector-valued map. It is shown for instance that the Clarke generalized Jacobian is an approximate Jacobian for a locally Lipschitz map. The approach is based on the idea of convexi cators of real-valued functions. Mean value conditions for continuous vector-valued maps and Taylor's expansions for continuously Gâteaux di erentiable functions ( i.e. C 1 -functions) are presented in terms of approximate Jacobians and approximate Hessians respectively. Second-order necessary, and su cient conditions for optimality and convexity of C 1 -functions are also given.
Introduction
Over the past two decades, a great deal of research has focused its attention on the study of rst-and second-order analysis of real-valued nonsmooth functions 2, 3, 4, 5, 11, 12, 21, 23, 24, 20, 25, 27, 28, 29, 30, 34, 35] . The results of nonsmooth analysis of real-valued functions now provide basic tools of modern analysis in many brands of mathematics such as mathematical programming, control and mechanics. Indeed, the range of applications of nonsmooth calculus demonstrates its basic nature of nonsmooth phenomena in the mathematical and engineering sciences.
On the other hand, research in the area of nonsmooth analysis of vector-valued maps has been of substantial interest in recent years 2, 6, 7, 8, 9, 10, 18, 21, 22, 23, 24, 29, 31] . In particular, it is known that the development and analysis of generalized Jacobian matrices for nonsmooth vector-valued maps are crucial from the view point of control problems and numerical methods of optimization. For instance, the Clarke generalized Jacobian matrices ( 2] ) of a locally Lipschitz map play an important role in the Newton based numerical methods for solving nonsmooth equations and optimization problems (see 26] and other references therein and see also 17, 18] for other applications). Warga 32, 33] examined derivative (unbounded derivative) containers in the context of local and global inverse function theorems as set-valued derivatives for locally Lipschitz (continuous) vector-valued maps. Mordukhovich 21, 22] developed generalized di erential calculus for general nonsmooth vector-valued maps using the set-valued derivatives, called coderivatives 9, 21] .
Our aim in this paper is to introduce a new concept of approximate Jacobian matrices for continuous vector-valued maps that are not necessarily locally Lipschitz, develop certain calculus rules for approximate Jacobians and apply to optimization problems involving continuously Gâteaux di erentiable functions. This concept is a generalization of the idea of convexi cators of real-valued functions, studied recently in 4, 5, 13] , to vector-valued maps. Convexi cators provide two-sided convex approximations ( 30] ) for real-valued functions. Unlike the set-valued generalized derivatives 9, 21, 22, 32, 33], mentioned above for vector-valued maps, the approximate Jacobian is de ned as a closed subset of the space of (n m) matrices for a vector-valued map from IR n into IR m .
Approximate Jacobians not only extend the nonsmooth analysis of locally Lipschitz maps to continuous maps but also unify and strengthen various results of nonsmooth analysis. They also enjoy useful calculus such as the generalized mean value property and chain rules. Moreover, approximate Jacobians allow us to present second-order optimality conditions in easily veri able forms in terms of approximate Hessian matrices for C 1 -optimization problems, extending the corresponding results for C 1;1 -problems 7].
The outline of the paper is as follows. In Section 2, approximate Jacobian matrices are introduced and it is shown that for a locally Lipschitz map the Clarke generalized Jacobian is an approximate Jacobian. Various examples of approximate Jacobians are also given. Section 3 establishes mean value conditions for continuous vector-valued maps and provides necessary and su cient conditions in terms of approximate Jacobians for a continuous map to be locally Lipschitz. Various calculus rules for approximate Jacobians are given in Section 4. Approximate Hessian matrices are introduced in Section 5 and their connections to C 1;1 -functions are discussed. Section 6 presents generalizations of Taylor's expansions for C 1 -functions. In Section 7, second-order necessary and su cient conditions for optimality and convexity of C 1 -functions are given.
Approximate Jacobians for Continuous Maps
This section contains notation, de nitions and preliminaries that will be used throughout the paper. Let F : IR n ! IR m be a continuous function which has components, (f 1 ; ::::f m ). For each v 2 IR m the composite function, (vF ) : IR n ! IR is de ned by
The lower Dini directional derivative and the upper Dini directional derivative of vF at x in the direction u 2 IR n are de ned by We denote by L(IR n ; IR m ) the space of all (n m) matrices. 
Consequently, for each u 2 IR n ,
hMv; ui; where @ C F(x) = cof lim n!1 rF(x n ) : x n 2 ; x n ! xg;
is the set of points in IR n where F is di erentiable, and the Clarke directional derivative of vF is given by (vF ) (x; u) = lim sup
hv; F(x 0 + tu) ? F(x 0 )i t :
Since for each u 2 IR n , (vF ) ? (x; u) (vF ) (x; u); 8u 2 R n ;
the set @ C F(x) is an approximate Jacobian of F at x.
For the locally Lipschitz map F : IR n ! IR m , the set @ B F(x) := f lim n!1 rF(x n ) : x n 2 ; x n ! xg is also an approximate Jacobian of F at x. The set @ B F(x) is known as the Bdi erential of F at x, which plays a signi cant role in the development of nonsmooth Newton methods (see 26] ). In passing note that for each v 2 IR m ,
where the set-valued mapping D F(x) from IR m into IR n is the coderivative of F at x and @ M (vF )(x) is the rst-order subdi erential of vF at x in the sense of Mordukhovich 22] . However, for locally Lipschitz maps, the coderivative does not appear to have a representation of the form (2.6) which allowed us above to compare approximate Jacobians with the Clarke generalized Jacobian. The reader is referred to 9, 21, 22, 29] for more general de nition and associated properties of coderivatives. A second-order analogue of the coderivative for vector-valued maps is given recently in 10].
Let us look at a numerical example of a locally Lipschitz map where the Clarke generalized Jacobian strictly contains an approximate Jacobian. which is also an approximate Jacobian of F at 0 and contains @ F(0).
Observe in this example that @ C F(0) is the convex hull of @ F(0). However, this is not always the case. The following example illustrates that even for the case where m = 1, the convex hull of an approximate Jacobian of a locally Lipschitz map may be strictly contained in the Clarke generalized Jacobian. It is also worth noting that
Clearly, this example shows that certain results such as mean value conditions and necessary optimality conditions that are expressed in terms of @ F(x) may provide sharp conditions even for locally Lipschitz maps (see section 3).
Let us now present an example of a continuous map where the Clarke generalized Jacobian does not exist; whereas approximate Jacobians are quite easy to calculate. is an approximate Jacobian of F at (0; 0).
3 Generalized Mean Value Theorems
In this section we derive mean value theorems for continuous maps in terms of approximate Jacobians and show how locally Lipschitz vector-valued maps can be characterized using approximate Jacobians. Proof. In this case the Clarke generalized Jacobian @ C F(x) is a convex and compact approximate Jacobian of F at x. Hence, the conclusion follows from Corollary 3.1. Proof. The conclusion follows from Theorem 3.1 by noting that a convexi cator @ F(x) is an approximate Jacobian of F at x. 2
We now see how locally Lipschitz function can be characterized using the above mean value theorem. We say that a set- Proof. Assume that @ F(y) is the approximate Jacobian of F for each y in a neighbourhood U of x and that @ F is locally bounded on U. Conversely, if F is locally Lipschitz at x, then the Clarke generalized Jacobian can be chosen as an approximate Jacobian for F which is locally bounded at x. 2 
Calculus Rules for Approximate Jacobians
In this section, we present some basic calculus rules for approximate Jacobians. We begin by introducing the notion of regular approximate Jacobians which are useful in some applications. It is immediate from the de nition that if F is di erentiable at x then frf(x)g is a regular approximate Jacobian of F at x. However, if F is locally Lipschitz at x, then the Clarke generalized Jacobian @ C F(x) is not necessarily a regular approximate Jacobian of F at x. It is also worth noting that if @ 1 F(x) and @ 2 F(x) are two regular approximate Jacobians of F at x then co(@ 1 F(x)) = co(@ 2 F(x)):
In passing, we note that if F is locally Lipschitz on a neighbourhood U of x, then there exists a dense set K U such that F admits a regular approximate Jacobian at each point of K. By Rademacher's theorem the dense subset can be chosen as the set where F is di erentiable. hMw; ui + 2 kuk + 2 kuj:
As is arbitrary, we conclude that @ H(F(x)@ F(x) is an approximate Jacobian of H F at x: 2
Approximate Hessian Matrices
In this section, unless stated otherwise, we assume that f : IR n ! IR is a C 1 -function, that is, a continuously Gâteaux di erentiable function and introduce the notion of approximate Hessian for such functions. Note that the derivative of f which is denoted by rf is a map from IR n to IR n .
De nition 5.1 The function f admits an approximate Hessian @ 2 f(x) at x if this set is an approximate Jacobian to rf at x.
Note that @ 2 f(x) = @ rf(x) and the matrix M 2 @ 2 f(x) is an approximate Hessian matrix of F at x. Clearly, if f is twice di erentiable at x, then r 2 f(x) is a symmetric approximate Hessian matrix of f at x. Proof. This follows from Theorem 3.2 by taking F as rf. 
