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Abstract
A classical damping Hamiltonian system perturbed by a random force is considered. The lo-
cally uniform large deviation principle of Donsker and Varadhan is established for its occupation
empirical measures for large time, under the condition, roughly speaking, that the force driven
by the potential grows innitely at innity. Under the weaker condition that this force remains
greater than some positive constant at innity, we show that the system converges to its equi-
librium measure with exponential rate, and obeys moreover the moderate deviation principle.
Those results are obtained by constructing appropriate Lyapunov test functions, and are based
on some results about large and moderate deviations and exponential convergence for general
strong-Feller Markov processes. Moreover, these conditions on the potential are shown to be
sharp. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 60F10; 93E15; 60H10; 70L05
Keywords: Stochastic Hamiltonian systems; Large deviations; Moderate deviations; Exponential
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0. Introduction
Let us consider a classical damping Hamiltonian system, perturbed by a random
force. More precisely, let xt (resp. yt) be the position (resp. the velocity) at time t>0,
of a physical system moving in Rd, under the action of the three forces:
(1) the force −rV (xt) driven by the potential V ;
(2) the damping force −c(xt ; yt)yt , where c(x; y) = (cij(x; y))16i; j6d is the damping
coecient;
(3) the random force modeled as (xt ; yt)(dWt=dt), where (Wt) is a standard Brownian
Motion in Rd and (x; y)=(ij(x; y))16i; j6d describes the strength of the random
perturbation.
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Hence (Zt := (xt ; yt) 2 R2d; t>0) is governed by the following Ito stochastic dier-
ential equation (in short: s.d.e.):
dxt = yt dt
dyt =(xt ; yt)dWt − (c(xt ; yt)yt +rV (xt)) dt: (0.1)
Throughout this paper, for diusion (0.1) we assume that
(H1) the potential V is lower bounded and continuously dierentiable over Rd;
(H2) the damping coecient c(x; y) is continuous and for all N > 0: supjxj6N;y2Rd
kc(x; y)kH:S: <+1; and there exist c; L> 0 so that cs(x; y)>cI > 0;8(jxj>L;
y 2 Rd);
(H3) the random strength  is symmetric, innitely dierentiable and for some > 0:
0<(x; y)6I over R2d.
Here cs(x; y) is the symmetrization of the matrix c(x; y), given by ( 12 (cij(x; y) +
cji(x; y))16i; j6d, k  kH:S: is the Hilbert{Schmidt norm of matrix; the order relation
on symmetric matrices is the usual one dened by the denite non-negativeness; and
\> 0" means that it is strictly positive denite.
Let us rst consider the particular but current situation where c(x; y)  cI > 0 and
(x; y)  I > 0.
When  = 0 (no random perturbation), the system is dissipative because of the
existence of the damping force −cy, and it will converge to the phase points where
the Hamiltonian H (x; y) = 12 jyj2 + V (x) attains the local minima.
When > 0, the random force will compensate the loss of energy caused by the
damping force, and the system will approach some non-degenerate equilibrium measure.
Indeed in this particular case, (0.1) has a unique invariant measure (up to a numerical
constant factor), given by
(dx; dy) = exp

−2c
2
H (x; y)

dx dy (0.2)
where H (x; y) is the Hamiltonian (see, e.g. Roberts and Spanos, 1990).
The asymptotic behavior of (0.1) with c(x; y)  cI is widely studied both in the cases
c=0 or c> 0. When c=0, (0.1) becomes the so called stochastic gradient Hamilto-
nian system, see the works of Albeverio and Klar (1994), Albeverio and Kolokoltsov
(1997), Freidlin and Weber (1998) and the references therein. Those studies are mainly
devoted to long-time behavior of the system: the transience, the scattering theory and
the averaging principle, etc. A general remark: the only invariant measure of the sys-
tem is the Liouville measure dx dy, which is innite. Hence none of the usual ergodic
properties, such as positive recurrence, large deviations or moderate deviations etc,
holds.
The situation where c> 0 and  is nite is interesting at least from two points of
view:
(1) it models many random vibration phenomena, see Arnold (1974) and Roberts
and Spanos (1990);
(2) since the marginal law of the equilibrium measure  in x (resp. y) is the
Gibbs measure exp(−(2c=2)V (x)) dx (resp. the Gaussian measure exp(−(c=2)jyj2)),
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 describes exactly the equilibrium statistical mechanical state, and (0.1) can be em-
ployed to model the microscopical behavior of N -particles system (d=3N very large).
This insight observation goes back up to Langevin.
See the book of Khas’minskii (1980) for studies on positive recurrence and ergodic
properties.
The model (0.1) is quite general, for example it covers the generalized Dung
oscillator (c(x; y) = c> 0 and V (x) is a lower bounded polynomial), the van der Pol
oscillator (c(x; y) = x2 − 1, V (x) = 12!20x2), etc.
The main aim of this paper is to study the exponential convergence of (0.1), the
large deviation principle (in short: LDP) of Donsker and Varadhan and the moderate
deviation principle (in short: MDP) for the occupation empirical measures
Lt :=
1
t
Z t
0
Zs ds; Zs := (xs; ys) (0.3)
(where  denotes the Dirac measure), and for the process-level empirical measures
Rt :=
1
t
Z t
0
Zs+ ds (0.4)
as t goes to innity. Here Zs+ denotes the path t ! Zs+t , a random element in
C(R+;R2d).
Roughly speaking, in order to get those three strong ergodic properties, the force
−rV (x) should be strong enough for jxj large, to make the system return quickly to
the compact subsets of R2d. A quite natural condition for this intuitive picture is
rV (x)  x=jxj ! +1 as jxj ! +1 (0.5)
or
lim inf
jxj!+1
rV (x)  x=jxj> 0: (0.6)
Condition (0.5) (resp. (0.6)) means that the component of the force −rV in the
direction to the origin grows innite (resp. remains greater than some positive constant)
as jxj goes to innity. Our aim is to explore several consequences of (0.5) and (0.6)
in the asymptotic behavior of the system (0.1).
This paper is organized as follows. In the preliminary Section 1, we rst show the
existence and the uniqueness of the weak solution of (0.1) and a Girsanov formula.
Next we prove the strong Feller property, which is basic for all results in this paper.
In Section 2, we discuss general strong Feller Markov processes. A necessary and
sucient condition both for the level-2 and level-3 LDP of Donsker and Varadhan
is given in Theorem 2.1, by means of the hyper-exponential recurrence (a notion in-
troduced here). As corollaries, we present a Lyapunov test function type criterion,
originated from the pioneering works of Donsker and Varadhan (1975, 1976, 1983),
and we discuss also large deviations for unbounded additive functionals.
For the exponential convergence we rst recall in Theorem 2.4 the criterion of
Lyapunov test function due to Down et al. (1995). As its consequence (as in Wu
(1995)) we obtain the MDP in Theorems 2.6 and 2.7. To keep the continuity of
presentation, the proofs of Theorems 2:1, 2:6 and 2:7 are left to the Appendix.
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As applications of those general results, we obtain the LDP of (0.1) under some
more general conditions than (0.5) (in the multi-dimensional case) in Section 3, and
the exponential convergence and the MDP under (0.6) in Section 4. The key for those
results is construction of an appropriate Lyapunov test function.
In Section 5 we show at rst that condition (0.5) and (0.6) are sharp for the LDP and
for the exponential convergence, respectively. Applications to the generalized Dung
oscillator and to the van der Pol model are quickly examined.
1. Preliminaries
In this preliminary section we shall establish several basic facts about (0.1), such
as the existence and the uniqueness of solution, the Girsanov formula and the strong
Feller property.
1.1. Notations
We begin with some necessary notations.
The Euclidean inner product in R2d or Rd is denoted by , and jzj :=pz  z. The Borel
-eld of R2d is denoted by B. As usual notation, Cm(Rd) (resp. Cm0 (Rd)) denotes the
space of all real m-times continuously dierentiable functions (resp. and with compact
support) on Rd. Let Cm;n(R2d) (resp. Cm;nb (R2d)) be the space of all functions f(x; y)
such that @kxf; k=0; 1; : : : ; m and @
l
yf; l=1; : : : ; n are continuous (resp. and bounded)
on R2d. We write simply C(R2d), Cb(R2d) for C0;0(R2d), C0;0b (R2d).
Given a -eld G, let bG be the space of all real bounded and G-measurable
functions.
Consider the space 
 :=C(R+;R2d) of continuous functions from R+ to R2d,
equipped with the usual compact convergence topology. For ! 2 
, let Zt(!)=
!(t)= (xt(!); yt(!)), t>0 be the coordinates. 
 is equipped with the natural ltration
(Ft := (Zs; 06s6t))t>0.
The generator L of (0.1) is given by: for any f 2 C1;2(R2d),
Lf(x; y) :=
1
2
dX
i; j=1
(2)ij(x; y)@yi@yjf(x; y)
+y  rxf(x; y)− (c(x; y)y +rxV (x))  ryf(x; y):
Recall that (H1), (H2) and (H3) for (0.1) are assumed throughout this paper (except
explicit contrary statement). In this section we assume neither (0.5) nor (0.6).
1.2. A Girsanov formula
First of all we should show the existence and the uniqueness of the weak solution
of (0.1). This is done in
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Lemma 1.1. For every initial state z = (x; y) 2 R2d; the s.d.e. (0:1) admits a unique
weak solution Pz (a probability measure on 
); which is non-explosive. Moreover
Pz.P0z on (
;Ft) for each t > 0; and the Girsanov formula below holds
dPz
dP0z

Ft
= exp

−
Z t
0
−1(xs; ys)[c(xs; ys)ys +rxV (xs)]dWs
−1
2
Z t
0
j−1(xs; ys)(c(xs; ys)ys +rxV (xs))j2 ds

; (1.1)
where P0z is the law of the solution of (0:1) associated with c(x; y) = 0 and V = 0,
and (Wt :=
R t
0 
−1(xs; ys) dys; t>0) is a standard Wiener process under P0z .
Proof. Recall at rst that for c(x; y)=0 and V =0, the s.d.e. (0.1) has a unique strong
solution which is non-explosive, by (H3).
Let Pz be a weak solution of (0.1) with life time (or explosion time)  =
supN infft>0; jZt j>Ng.
Let R := infft>0; jyt j=Rg where R> jy0j= jyj. Since jxt j6jxj+Rt; 8t6R, then
supR>0 R6. By following the proof of (Jacod and Shiryaev, 1987, pp. 188{189,
Theorem 5:38), we can show that the weak solution until t6R of (0.1) is unique and
it is given by
PzjFR^t =Mt^R  dP0z 8t>0 (1.2)
where (Mt)t>0 is the exponential local martingale in the right-hand side (RHS in short)
of (1.1) (Note: since (xs; ys)>a(R; t)I for all 06s6t^R where a(R; t) is the inmum
of the lowest eigenvalue of ( ~x; ~y) for (j ~xj6jxj+Rt; j ~yj6R), which is strictly positive
by (H3), M^R is then a true martingale by Novikov’s criterion).
We shall show that for each t > 0 xed,
lim
R!+1
Pz(R > t) = 1: (1.3)
It implies not only the non-explosion of (0.1) (obvious), but alsoZ
Mt dP0z>
Z
1[R>t]Mt^R dP
0
z = Pz(R > t)! 1 as R!1:
Hence (Mt) is a martingale. This last fact, combined with (1.2) and (1.3), implies the
Girsanov formula (1.1), then the global uniqueness, too.
To show (1.3), let us consider a natural test function of Lyapunov type: the Hamil-
tonian H (x; y) = 12 jyj2 + V (x). Letting tr() be the trace of matrix , we have
LH =
tr2(x; y)
2
+ y  rxV (x)− (c(x; y)y +rxV (x))  y
=
tr2(x; y)
2
− cs(x; y)y  y:
Since cs(x; y)>−AI over R2d for some constant A> 0 by (H2), and tr2(x; y)6d2
by (H3), then ~H :=H − infRd V + 1 satises
L ~H6b ~H
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where b :=maxf2A; d2=2g. Consequently (e−bt^R ~H (Zt^R)) is a Pz-supermartingale
by Ito’s formula. Noting that ~H (ZR)>R
2=2 on [R <+1], we get
Pz(R6t)6
2ebt
R2
EPz1[R6t]e
−bt^R ~H (Zt^R)6
2ebt
R2
~H (z);
where (1.3) follows.
1.3. Strong Feller property
The strong Feller property of (Pt) below is basic for all results in this paper:
Proposition 1.2. Let (Pt(z; dz0))t>0 be the semigroup of transition probability kernels
of the Markov process ((Zt)t>0; (Pz)z2R2d) (solution of (0:1)). For every t > 0 and
z 2 R2d; Pt(z; dz0) = pt(z; z0)dz0; pt(z; z0)> 0; dz0-a.e. and
z ! pt(z; ) is continuous from R2d to L1(R2d; dz0): (1.4)
In particular Pt is strong Feller for each t > 0.
Remark 1.3. The main technical diculty, as well known, comes from the degenera-
tion of the diusion (0.1). The strong Feller property above is far from being obvious,
since the coecients rV and c(x; y) appeared in (0.1) are only continuous. If they
are all C1, it is known that Pt(z; dz0) = pt(z; z0)dz0, with pt 2 C1(R2d  R2d), by
means of the hypoellipticity. This proposition improves a previous result due to Hilbert
(1990).
Proof of Proposition 1.2. We begin with the case c(x; y) = 0 and V = 0. By (H3),
the corresponding diusion is hypoelliptic. By the hypoellipticity of Hormander, the
transition probability P0t (z; dz
0) of P0z satises P
0
t (z; dz
0) = p0t (z; z
0) dz0 with p0t 2
C1(R2d  R2d) and P0t (z; ) is equivalent to the Lebesgue measure for every z 2 R2d
and t > 0. Combined with the fact that z ! P0z is continuous with respect to (in short:
w.r.t.) the weak convergence of measures on 
, the previous property implies that P0t
is strong Feller for t > 0.
By the Girsanov formula (1.1), Pt(z; dz0) = pt(z; z0) dz0, pt(z; z0)> 0; dz0-a:e: for
every t > 0 and z 2 R2d.
The property (1.4) for Pt is exactly the so called strong Feller property in the strict
sense in Revuz (1976, Denition 5:8, p. 34). As Pt = Pt=2Pt=2, by the result of Revuz
(1976, Theorem 5:10, p. 35), it is enough to show the strong Feller property of Pt=2,
i.e., Ptf 2 Cb(R2d) for any f 2 bB and t > 0.
Our proof will be direct and elementary, based on the Girsanov formula (1.1) in
Lemma 1.1.
Let (Wt)t>0 be a Rd-valued standard Brownian Motion dened on some ltered
probability space (
;F; (Ft)t>0;P) where the ltration satises the usual condition.
We denote the strong solution of (0.1) with c(x; y) = 0 and V = 0 and with initial
condition Z0 = z by (Z0t (z))t>0, which is dened on (
;F; (Ft)t>0;P).
Fix t > 0 and f 2 bB. We have by Lemma 1.1 that for all z 2 R2d,
Ptf(z) = EPzf(xt ; yt) = EPf(Z0t (z)) Mt(z) (1.5)
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where (Mt(z)) is the exponential martingale given by the RHS of (1.1) but with (xs; ys)
substituted by the strong solution (Z0s (z)) specied previously.
Let (zn) be a sequence of points in R2d tending to z. Then Z0(zn)! Z0(z) uniformly
on the bounded time intervals in probability P. Thus Mt(zn)! Mt(z) in P-probability
too by a well known property of stochastic integral. On the other hand, Mt(zn) are
nonnegative and by Lemma 1.1,
EPMt(zn) = 1 = EPMt(z): (1.6)
Now by an ingenious well known lemma, we conclude that
Mt(zn)! Mt(z) in L1(P): (1.7)
We show now
f(Z0t (zn))! f(Z0t (z)) in P-probability: (1.8)
To this end, x a probability measure  on R2d, equivalent to the Lebesgue measure
dz0. Let q0t (z; z
0) be the density of P(Z0t (z) 2 dz0) = P0t (z; dz0) w.r.t. (dz0). By the
strong Feller property of P0t recalled above, for any g 2 L1(),Z
g(z0)q0t (zn; z
0)(dz0)!
Z
g(z0)q0t (z; z
0)(dz0);
i.e., q0t (zn; )! q0t (z; ) in (L1(); L1()). Then the family fq0t (zn; ); ng is uniformly
integrable in L1() by Dunford{Pettis theorem. Hence for any > 0, there is > 0
such that for all A 2 B,
(A)<)
Z
q0t (zn; z
0)1[z02A](dz0) =P
(
Z0t (zn) 2 A

<; 8n
and P(Z0t (z) 2 A)<:
On the other hand, by Egorov’s Lemma, we can nd a compact subset D such that
(Dc)< and fjD is uniformly continuous, i.e., for any > 0, there exists 2> 0
such that
z; z0 2 D and j z − z0 j <2 ) jf(z)− f(z0)j<:
We get therefore,
P(jf(Z0t (zn))− f(Z0t (z))j>)
6P(jZ0t (zn)− Z0t (z)j>2) + P(Z0t (zn)) 62 D) + P(Z0t (z) 62 D)
6P(jZ0t (zn)− Z0t (z)j>2) + 2:
Letting n!1, we get (1.8), because ; > 0 are arbitrary.
By (1.7), (1.8) and (1.5), Ptf(zn)! Ptf(z) as n goes to innity, the desired result.
Remark. Lemma 1.1 and then Proposition 1.2 still hold under (H1)+(H3) and \cs(x; y)
> − AI for some A 2 R and c(x; y) is continuous over R2d", instead of (H2). This
can be seen from the proofs above. However, we do not know whether  2 C1 could
be weakened as  2 C1.
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2. Several general results for strong Feller Markov processes
In this section we present several general results about large and moderate deviations
of general strong Feller Markov processes, which will allow us in the next sections to
conne our studies to the special feature of (0.1).
2.1. Assumptions on the Markov process
Let (
; (Ft); (Zt); (Pz)z2E) be a conservative Hunt{Markov process valued in a gen-
eral Polish space E, with a semigroup of transition probability kernels (Pt)t>0 on E,
where
 
 = C (R+; E) equipped with the compact convergence topology if the process is
continuous, or
 
 =D(R+; E) (the space of cadlag mappings !:R+ ! E) equipped with the Sko-
rokhod topology in the general case;
 Zt(!) = !(t) and Ft :=(Zs; 06s6t) for all t>0;
 Pz is the law of the Markov process with initial state z 2 E.
For an initial measure  on E, let P(d!) =
R
E Pz(d!)(dz). We write E
z or E
for the expectation under the probability measure Pz or P.
Throughout this section we assume
9T > 0 so that PT is strong Feller; (2.1)
and the following topological transitivity:
8 nonempty open subset O of E; 8z 2 E: R1(z; O) :=
Z +1
0
e−tPt(z; O) dt > 0:
(2.2)
An immediate consequence of (2.1) and (2.2) is: PTR1(z; ); z 2 E are all equiv-
alent and PT (z; ).PTR1(z0; ), for all z0; z 2 E. Indeed assume that PTR1(z0; A) =
R1PT1A(z0) = 0 for some z0 2 E and A 2 B. Note that PT1A>0 is continuous by
(2.1). If PT1A were not identically zero over E, we would get R1PT1A(z0)> 0 by
(2.2), a contradiction. Thus PT1A  0 over E, so is R1PT1A, the desired claim.
The claim above implies that the Markov process ((Zt); (Pz)) is irreducible w.r.t.
 :=PTR1(z0; ), and the invariant measure, if it exists, is unique (up to a constant
factor) and equivalent to  (see Meyn and Tweedie, 1993; Revuz, 1976).
We say that a measurable function f :E ! R belongs to the extended domain
De(L) of the generator L of (Pt); if there is a measurable function g : E ! R so
that
R t
0 jgj(Zs) ds<+1; 8t > 0;Pz-a.s. and
f(Zt)− f(Z0)−
Z t
0
g(Zs) ds; t>0
is a cadlag Pz-local martingale; for all z 2 E. In that case; g :=Lf.
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2.2. Large deviations
For the language of large deviations, we refer to Deuschel and Stroock (1989), and
Dembo and Zeitouni (1998). We begin with several necessary notations and denitions.
Let M1(E) (resp. Mb(E)) be the space of probability measures (resp. signed -additive
measures of bounded variation) on E equipped with the Borel -eld B. The usual
duality relation between  2 Mb(E) and f 2 bB will be denoted by
(f) :=
Z
f d:
On Mb(E) (or its subspace M1(E)), besides the usual weak convergence topology
(Mb(E); Cb(E)), we will consider the so called -topology (Mb(E); bB), which is
much stronger (see Deuschel and Stroock, 1989; Dembo and Zeitouni, 1998, etc). The
-eld on Mb(E) that we consider in this paper is (! (f)jf 2 bB) :=M.
On the space M1(
) of probability measures on 
, instead of the usual weak con-
vergence topology, we will consider the projective limit -topology p, generated by
fQ ! R F dQ; F 2 bFt ; 8t 2 R+g, which is much stronger. The -eld on M1(
)
generated by fQ ! R F dQ; F 2 bFt ; 8t 2 R+g will be denoted by Mp. Here bFt is
the space of all real bounded Ft-measurable functions on 
.
The level-2 and level-3 empirical measures Lt , Rt given by (0.3) and (0.4), are
respectively random elements in M1(E) and inM1(
).
The Donsker and Varadhan level-3 entropy functional H : M1(
) 7! [0;+1] is
given by
H (Q) = E QhF01 (
Q!(−1; 0] ;P!(0)) if Q 2 Ms1(
);+1 else (2.3)
where Ms1(
) is the space of those Q 2 M1(
) which are stationary; Q is the unique
stationary extension of Q 2 Ms1(
) to 
=C (R; E) or D(R; E), Q!(−1; 0] = Q(jZt; t60)
is the regular conditional distribution; and hF01 (;Pz) is the usual Kullback entropy
of  w.r.t. Pz on the -eld F01 = (Zt ; 06t61).
The Donsker and Varadhan level-2 entropy functional J : M1(E) ! [0;+1] is
given by
J () := inffH (Q);Q(Z0 2 ) = g; 8 2 M1(E) (2.4)
(Convention: inf ; := +1). See (A:2b) for the Donsker{Varadhan expression of J .
Throughout this paper the notation K E means that K is a non-empty compact
subset of E.
The proof of the following general result on large deviations will be left to the
Appendix:
Theorem 2.1. Assume (2:1) and (2:2). Properties (a){(d) below are equivalent:
(a) Pz(Lt 2 ) satises the LDP on M1(E) w.r.t. the -topology with the rate
function J; uniformly for initial states z in the compacts. More precisely; the
three properties below hold:
(a:1) J is inf-compact w.r.t. the -topology; i.e.; 8L>0; [J6L] is compact in
(M1(E); );
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(a:2) (the lower bound) for any -open G 2M; and for any K E;
lim inf
t!+1
1
t
log inf
z2K
Pz(Lt 2 G)>− inffJ ();  2 Gg; (2.5)
(a:3) (the upper bound) for any -closed F 2M; and K E;
lim sup
t!+1
1
t
log sup
z2K
Pz(Lt 2 F)6− inffJ ();  2 Fg; (2.6)
(b) Pz (Rt 2 ) satises the LDP on M1(
) w.r.t. the p-topology with the rate
function H; uniformly for initial states z in the compacts.
(c) 8(> 0; K 0E); there exists some K E such that
sup
z2K 0
Ez exp(K )<+1 and sup
z2K
Ez exp(K (T ))<+1 (2.7a)
where K = infft>0; Zt 2 Kg and K (T ) = infft>T ; Zt 2 Kg;
(d) for any > 0; there exists some compact K E such that for any K 0E;
sup
z2K 0
Ez exp(K (T ))<+1: (2.7b)
In the case where E is moreover locally compact; they are equivalent to
(e) Pz(Lt 2 ) satises the LDP on M1(E) w.r.t. the weak convergence topology
with the rate function J; uniformly for initial states z in the compacts of E.
In each of those cases; (Pt) has a unique invariant probability measure .
Remark. The large deviations of Markov processes are initiated by Donsker and Varad-
han in their pioneering works (1975, 1976, 1983), and developed very actively in the
last fteen years by numerous authors. Especially the lower bound of large deviation
for any initial measure in the irreducible case without conditions (2.7a) and (2.7b) is
established by Ney and Nummelin (1987), de Acosta (1988) in the discrete time case,
and by Jain (1990) in the continuous time case (the irreducibility condition is in further
removed in Wu (1991, 1992; 2000, Theorem B:1)). For known sucient conditions to
the corresponding upper bounds, see Deuschel and Stroock (1989), de Acosta (1990),
Dembo and Zeitouni (1998) and Wu (2000) etc. The reader is referred to Dembo and
Zeitouni (1998, Section 6:7) or Deuschel and Stroock (1989) for historical comments
and very rich references about large deviations of Markov processes. We are content
here only to mention several works which have links with our conditions (2.7a) and
(2.7b).
Historically and quite curiously, the studies on the relation between level-2 LDP and
recurrence properties began in the opposite direction. Indeed a good candidate for LDP
should be the Doeblin recurrence (or equivalently uniform exponential recurrence).
This was suggested by the important work of Ney and Nummelin (1987) who showed
that the level-1 LDP holds for Doeblin recurrent Markov chains (but only for  (the
invariant measure)-a.e. initial states!). But four years later Baxter et al. (1991) found for
the rst time a Doeblin recurrent Markov chain which does not verify the level-2 LDP.
In further Bryc and Smolenski (1993) constructed an exponentially recurrent Markov
chain for which even the level-1 LDP of Lt(f) for some bounded and measurable
f fails. Later Bryc and Dembo (1996) isolated a hyper-exponential - or -mixing
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condition for the LDP for general stationary processes, and found a Doeblin recurrent
Markov chain for which the level-2 LDP fails even for the initial measure  =  (the
invariant measure), showing the sharpness of their conditions.
Condition (2.7b) means that the process is hyper-exponentially recurrent in com-
pact K when K becomes more and more large. It will be called hyper-exponential
recurrence.
The hyper-exponential recurrence (2.7b) is rather close to the hyper-exponential mix-
ing condition in Bryc and Dembo (1996), intuitively. But mathematically those two
conditions are quite dierent: at rst condition (2.7b) is only for Markov processes and
theirs is for general stationary processes; in contrast, restricted to the case of Markov
processes, their hyper-exponential -or -mixing condition is not easy to check in prac-
tice and it is stronger than (2.7b) at least in the case where E is countable (by the
necessity of (2.7a) and (2.7b) for the LDP).
Theorem 2.1 still holds in the discrete time case by the same proof as that given in
the Appendix.
For the upper bound (2.6) above, a key role is played by the Feynman{Kac semi-
group
Pft g(z) :=E
zg(Zt)  exp
Z t
0
f(Zs) ds (2.8)
and the following Cramer functional:
K (f) := lim sup
t!1
1
t
log sup
z2K
Pft 1(z): (2.9)
Corollary 2.2. Assume (2:1) and (2:2). If there is some continuous function 16	 2
De(L) such that
 := − L	
	
is inf -compact on E; (C1)
then the LDPs in Theorem 2:1 hold not only uniformly over the compacts; but also
uniformly over any family of initial measures A	(L) := f 2 M1(E);
R
	 d6Lg
where L> inf E	 is arbitrary.
Moreover for any  2 M1(E) with J ()<+1;
Z
 d6J (): (2.10)
Proof. We shall verify condition (2.7b). The key remark is that
Mt :=	(Zt) exp
Z t
0
(Zs) ds

is a local martingale; (2.11)
by Ito’s formula. Then it is a supermartingale by Fatou’s lemma. Consequently, for
any > 0, taking A :=  + jinf E j + 1 and K := [6A] which is compact by (C1),
we have for all t > 2T ,
Pz(K (T )>t)6Pz

Lt()>
T inf E + A(t − T )
t

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6Pz
Z t
0
(Zs) ds>A(t − 2T )

6 exp(−A(t − 2T ))Ez exp
Z t
0
(Zs) ds

6 e−A(t−2T )EzMt6e−A(t−2T )	(z)
where (2.7b) follows (since 	 is continuous on E). Further the previous estimation
also implies
sup
2A	(L)
EeK (T )<+1:
Proposition A.2 in the Appendix is then applicable and it yields the uniform LDP over
A	(L) for any L> inf E	.
For the last claim, note at rst that K ()60 (K being given by (2.9)), by (2.11).
On the other hand, since  ! R  d is lower semi-continuous w.r.t. the weak con-
vergence topology, by the lower bound of large deviation in Jain (1990) and Laplace
principle (Deuschel and Stroock, 1989, Lemma 2:1:7), we have
0>K ()>sup
Z
 d− J ();  2 [J <+1]

where (2.10) follows.
Remark. In the pioneering works Donsker and Varadhan (1975, 1976, 1983), a crite-
rion of approximation type like (C1) (using a sequence (	n) instead of only one) is
given for the LDP of (Lt) w.r.t. the weak convergence topology, under the assumptions
well stronger than (2.1) and (2.2). We remark also that under (C1) and the aperiodicity
of (Pt), the LDPs in Corollary 2.2 hold in particular for initial measure  =  (the
invariant measure), because (	)< +1 under (C1) by Theorem 2.4 below (since
(C1) is stronger than (C2) therein).
For every f:E ! B measurable and bounded where (B; k  k) is a separable Banach
space, as  ! RE f d is continuous w.r.t. the -topology by Deuschel and Stroock
(1989, Lemma 3.3.8), then by the contraction principle, Pz((1=t)
R t
0 f(Zs) ds 2 ) sat-
ises the LDP on (B; k  k) with the rate function given by
Jf(w) = inf

J ()<+1j 2 M1(E) and
Z
f d= w

; 8w 2 B: (2.12)
But what happens for unbounded f ?
Corollary 2.3. Assume (2:1); (2:2) and (C1). Given a measurable function f :E ! B
where (B; k  k) is a separable Banach space, if there exist (An)B; (n)R+ and
((n)! 0) such that
kfk6(n)jj  1EnAn + n1An (2.13)
then for any  2 M1(E) with J ()<+1, f 2 L1(E; ) and P((1=t)
R t
0 f(Zs) ds 2 )
satises the LDP on B with the good rate function Jf given by (2:12), uniformly w.r.t.
initial measures  2 A	(L) where L> inf E 	 is arbitrary (in particular uniformly
for initial states z in the compacts).
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Proof. The rst claim follows from (2.10) and (2.13). We show this LDP in two
steps.
Step 1: The mapping ! R f d is continuous on
Fa :=

 2 M1(E);
Z
 d6a

for every a 2 R+, where  is given by (C1). Indeed let us consider
Fn() =
Z
An
f d:
By the work of Deuschel and Stroock (1989) Fn is continuous on (M1(E); ) because
of the boundedness of f1An . Now
sup
2Fa
∥∥∥∥Fn()−
Z
f d
∥∥∥∥6 sup
2Fa
Z
EnAn
kfk d6(n)  sup
2Fa
Z
jj d6(n)a! 0
as n! +1 by our condition (2.13). The desired continuity follows.
Step 2: By Deuschel and Stroock (1989, Exercise 2.1.20) and Step 1, for the LDP
in this corollary, we have only to show
lim
a!+1 lim supt!+1
1
t
log sup
2A	(L)
P(Lt 62 Fa) =−1
for any L> inf E	. It is very easy. Indeed by Chebychev’s inequality and (2.11),
lim sup
t!+1
1
t
log sup
2A	(L)
P(Lt 62 Fa) = lim sup
t!+1
1
t
log sup
2A	(L)
P
Z t
0
(Zs) ds>at

6 lim sup
t!+1
1
t
log sup
2A	(L)
e−atE exp
Z t
0
(Zs) ds

6−a:
The proof is completed.
2.3. Exponential convergence
By the strong Feller property (2.1) and the topological transitivity (2.2) (and the
resulted irreducibility), every compact subset of E is petite in the language of Meyn
and Tweedie (1993) and Down et al. (1995). Thus we have
Theorem 2.4 (Down et al., 1995, Theorem 5:2c). Assume (2:1); (2:2). Suppose more-
over that our process is aperiodic (see Down et al. (1995) for denition. That is the
case if PT (; K)> 0 over E for some compact K verifying PTR1(z0; K)> 0:). If there
are some continuous function 16	 2 De(L); some compact subset K E and con-
stants ; C > 0 such that
 := − L	
	
>1K c − C1K ; (C2)
then there is a unique invariant probability measure  satisfyingZ
	 d<+1; (2.14)
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and there are some D> 0 and 0<< 1 such that for all t>0,
sup
jfj6	
Ptf(z)−
Z
f d
6D	(z)  t 8z 2 E: (2.15)
Note. In Down et al. (1995) it is assumed that E is locally compact (certainly for
the simplicity of presentation), but their result above does not rely on that assumption.
Moreover the extended domain De(L) here is slightly larger than that in Down et al.
(1995, (12), (13)), but both Theorems 5:1 and 5:2 in Down et al. (1995) hold under
our denition of De(L), because the key inequality of (Down et al., 1995, (31)) holds
under our denition of De(L) by Fatou’s lemma.
Remark. Let (B	; k  k	) be the Banach space of all real measurable functions f on
E such that
kfk	 := sup
z2E
jf(z)j
	(z)
<+1: (2.16)
The exponential convergence (2.15) means that
k(Pt − )(f)k	6Dtkfk	 (2.17)
i.e., Pt has a spectral gap near its largest eigenvalue 1 in B	.
Corollary 2.5. Assume (2:1); (2:2) and the aperiodicity. Assume that there is some
continuous function 	>1 satisfying either (C2) or (2:14)+(2:15) (called exponential
ergodicity in Down et al. (1995)). Let  be the unique invariant probability measure.
Then
(a) Lt converges to  with an exponential rate w.r.t. the -topology. More precisely
for any neighborhood N () of  in (M1(E); );
sup
K  E
lim sup
t!1
1
t
log sup
z2K
Pz(Lt 62 N ())< 0: (2.18)
(b) The process is exponentially recurrent in the sense below: for any compact K
in E charged by ; there exists some > 0 such that for any compact K 0 in E;
sup
z2K 0
Ez exp(K (T ))<+1: (2.19)
Its proof will be given in the Appendix. The reader is referred to Down et al. (1995)
for more informations about exponential ergodicity.
2.4. Moderate deviations
We now turn to moderate deviations. Let b(t) :R+ ! (0;+1) be an increasing
function verifying
lim
t!1 b(t) = +1; limt!1
b(t)p
t
= 0: (2.20)
The moderate deviations of Lt from its asymptotic limit  consist in estimating
P

Lt −  2 b(t)p
t
A

= P

Mt :=
1
b(t)
p
t
Z t
0
(Zs − ) ds 2 A

; (2.21)
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where A is some M-measurable subset of Mb(E), a given domain of deviation. When
b(t)= 1, this becomes an estimation of the central limit theorem; and when b(t)=
p
t,
it is exactly the large deviation treated in Theorem 2.1. So b(t) satisfying (2.20) is
between those two scalings, called scaling of moderate deviation.
The spectral gap of (Pt) in B	 in Theorem 2.4 leads to the following moderate
deviation principle (in short: MDP) by following Wu (1995) (see the recent work of
de Acosta and Chen (1998) in the discrete time case):
Theorem 2.6. Assume (2:1); (2:2); the aperiodicity and (C2). Then for any initial
measure  verifying (	)<+1; P(Mt 2 ) satises the LDP on Mb(E) w.r.t. the
-topology with speed b2(t) and with the rate function given by
I() := sup
Z
f d− 1
2
2(f); f 2 bB

; 8 2 Mb(E) (2.22)
where
2(f) = lim
t!1
1
t
E
Z t
0
(f − (f))(Zs) ds
2
(2.23)
exists in R for every f 2 B	 bB.
For the moderate deviations of Mt(f) with f unbounded, we have
Theorem 2.7. Assume (2:1); (2:2) and the aperiodicity and (C2). Given a measurable
real function f on E verifying
9M > 0 so that: jfj6M

− inf
E
+ 1

; (2.24)
P(Mt(f) 2 ) satises the LDP on R, uniformly for  2 A	(L) := f 2 M1(E);
(	)6Lg for any L> inf E	; with speed b2(t) and with the good rate function
If :R! [0;+1] given by
If(w) =
w2
22(f)
; 8w 2 R: (2.25)
(Convention: 0=0 :=0 and a=0 := +1 for a> 0); where 2(f) is given by the limit
(2:23).
The proofs of those two results will be given in the Appendix. The MDP in Theorem
2.7 is still valid for Rn-valued f satisfying (2.24), with the rate function given by
If(w) = supfw  y − 122(y  f) jy 2 Rng. This can be seen from its proof.
3. Large deviations
We now return to the diusion (0.1) (under (H1), (H2) and (H3)). About the LDP,
we have
Theorem 3.1. Suppose that there is a function G 2 C1b (Rd ! Rd) such that
rV (x)  G(x)! +1 as jxj ! +1: (3.1)
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Assume moreover that there exists some lower bounded U (x) 2 C2(Rd) such that
sup
x;y2Rd
jct(x; y)G(x)−rU (x)j<+1 (3.2)
(ct being the transposition of the matrix c(x; y)). Then the LDPs in Theorem 2:1
hold. Moreover it has a unique invariant probability measure  on R2d satisfyingZ
R2d
exp

2c
2
− 

H (x; y)

d<+1 8> 0;
where c; > 0 are specied by (H2) and (H3), respectively.
Remark 3.2. The last claim above, about the invariant measure  is sharp by the
explicit formula (0.2) in the case where c(x; y) = cI and (x; y) = I .
Remark that (3.2) is satised if kc(x; y)kH:S: is bounded over R2d (with U = 0).
Let us present several particular cases where (3.1) is satised:
Case 1: If (0.5) holds, then V satises (3.1). Indeed one may take G(x) = x=jxj for
jxj>1 and extend it to the ball B(o; 1) := fx; jxj< 1g so that G 2 C1b (Rd ! Rd).
Case 2: eV (x) :=rV (x)=jrV (x)j 2 C1b ([jxj>L]! Rd) for some L> 0 and
lim
jxj!1
jrV (x)j=1:
In that case any G 2 C1b (Rd ! Rd) such that G(x) = eV (x) for jxj>L satises (3.1).
Case 3: limjxj!1jrV (x)j=1 and eV (x) :=rV (x)=jrV (x)j is uniformly continuous
outside some ball B(o; L). In this case take G(x)=(eV1[jxj>L])h ( is the convolution),
where
h(x) = −dh(x=); 06h 2 C1; supp(h)B(o; 1);
Z
h dx = 1:
It is easy to see that G(x) veries (3.1) for > 0 small enough.
Case 4: In the unidimensional case (d=1), (0.5), (3.1) and limjxj!1 jrV (x)j=1
are all equivalent (under (H1)).
In Section 5, we show the sharpness of (3.1) for the LDP. We now go to the job:
Proof of Theorem 3.1. By Proposition 1.2, our diusion (0.1) satises (2.1), (2.2)
and the aperiodicity. By Corollary 2.2, we should construct a Lyapunov function 	
satisfying (C1). After much tentative, we nd a candidate given by
	= exp

F − inf
R2d
F

where F(x; y)
= aH (x; y) + (bG(x) +rxW (x))  y + bU (x) (3.3)
where G is given in (3.1), U is given in (3.2), and a; b> 0 will be determined later
as well as some W 2 C20 (Rd). F is lower bounded on R2d. As 	 2 C1;2(R2d), then
	 2 De(L). We have
(x; y) =−L	
	
=−LF − 1
2
j(x; y)ryF j2
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=−a
2
tr(2(x; y)) + ac(x; y)y  y −
dX
i; j=1
yiyj(b@xiGj(x) + @ijW )
+y  [bct(x; y)G(x)− brxU (x) + ct(x; y)rxW (x))]
+rxV (x)  (bG(x) +rxW (x))
−1
2
j[ay + bG(x) +rxW (x)]j2: (3.4)
Now for any > 0, by (H3) and Cauchy{Schwartz, the last term above satises
j[ay+bG(x)+rxW (x)]j262

a2(1 + )jyj2+

1+
1


jbG(x) +rxW (x)j2

:
(3.5)
Fix rst any 0<a< 2c=2(1 + ), where c> 0 is given by (H2). We choose b> 0
so small that
b sup
x2Rd
k(@xiGj(x))kH:S: <
1
4

ac − 
2a2(1 + )
2

: (3.6)
Now choose some function W (x) 2 C20 (Rd) with compact support, concave on B(o; L)
so that
−

b
2
(@xiGj(x) + @xjGi(x)) + @ijW

>

aA+
a22(1 + )
2
+ 1

 I 8jxj6L
(3.7a)
−(@ijW (x))>− 14

ac − 
2a2(1 + )
2

I 8x 2 Rd
(3.7b)
where A> 0 is some constant so that cs(x; y)> − A  I over R2d (it exists by (H2)).
The role of W is to compensate the negative part of c(x; y) for jxj bounded.
With those choices let us see why  is inf-compact on R2d. Indeed by (H2), (3.2)
and the assumptions on G;W , there is some constant M 0> 0 so that
y  (bct(x; y)G(x)− brxU (x) + ct(x; y)rxW (x))>−M 0jyj: (3.8)
Hence substituting (3.5)! (3.8) into (3.4), we get
(x; y)> 1[jxj>L]
1
2

ac − 
2a2(1 + )
2

jyj2 + 1[jxj6L]jyj2 −M 0jyj
+rxV (x)  (bG(x) +rxW (x))
−
2
2

1 +
1


jbG(x) +rxW (x)j2 − 
2 da
2
: (3.9)
As W 2 C20 (Rd) has compact support, limjxj+jyj!1 (x; y) = +1 by (3.9) and (3.1).
The desired inf-compactness of  follows.
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For the last claim, since > 0 and a 2 (0; 2c=(2(1+ ))) are arbitrary, then for any
xed > 0, a can be chosen greater than 2c=2 − =2 in the argument above. Thus
the Lyapunov function 	 in (3.3) satises
	>B exp

2c
2
− 

H (x; y)

(3.10)
where B= B()> 0 is some constant. It remains only to apply Theorem 2.4. (2:14).
Corollary 3.3. Assume conditions (3:1) and (3:2) in Theorem 3:1. Let (B; k  k) be
a separable Banach space. For any measurable f(x; y) :R2d ! B bounded over the
compact subsets of Rd; such that
lim
(x;y)!1
kf(x; y)k
jyj2 +rxV (x)  G(x) = 0 (3.11)
then for any  2 M1(R2d) with J ()<+1, f 2 L1(E; ) and Pz((1=t)
R t
0 f(Zs) ds 2 )
satises the LDP on B with the good rate function Jf given by (2:12); uniformly for
initial states z in the compact subsets of R2d.
Proof. It follows from Corollary 2.3 because (3.11) implies condition (2.13) by (3.9).
To complement the previous results, we present
Proposition 3.4. Without conditions (3:1) and (3:2); we have always
(a) If H (Q)< +1; then under Q; the system of coordinates (xt ; yt) satises the
s.d.e.(
dxt = yt dt
dyt = (xt ; yt) dWt − (c(xt ; yt)yt +rV (xt)) dt + t dt
where (Wt) is a Q-Brownian motion; t is some predictable process satisfying
H (Q) =
1
2
EQ
Z 1
0
j−1(xt ; yt)t j2 dt <+1: (3.12)
(b) If J ()<+1; thenZ
jyj2 d(x; y)<+1 (3.13)
and Z
y d(x; y) = 0 and
Z
rxf(x)y d(x; y) = 0 (3.14)
for any f 2 C1b (Rd).
Proof. Part (a) follows from the Girsanov formula (see Bernard and Wu, 1998 for
detail). For part (b), we revisit the proof of Theorem 3.1: choose 	 as in (3.3), but
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with G = 0 and U = 0. For any 0<a< 2c=2, we can nd some W 2 C20 (Rd) with
compact support, so that
(x; y) := − L	
	
>jyj2 − B 8(x; y) 2 R2d
for some constants B; > 0. On the other hand K ()60 by (2.11), for any compact
K of R2d. This implies by the lower bound of large deviations which holds by Jain
(1990, Theorem 4:5) (as in the proof of (2.10)),
if J ()<+1; then 
Z
jyj2 d− B6
Z
 d6J ();
where (3.13) follows. To show (3.14), recall that J () is the inmum of H (Q)<+1
among all stationary laws Q on 
 with marginal law . But for each such Q, we have
by part (a) that for every f 2 C1b (Rd),
0 =
d
dt
EQf(xt) = EQrxf(xt)yt =
Z
rxf(x)  y d(x; y):
Taking fi 2 C1b such that fi(x) = xi for jxij6N , we obtain also the rst equality in
(3.14) by letting N go to innity and by the control (3.13).
Remark 3.5. Under the conditions of Theorem 3.1, by Corollary 3.3 and (3.14) above
we have
lim sup
t!1
1
t
log sup
z2K
Pz

1
t

Z t
0
ys ds
>

6− inf

J ();

Z
y d
>

=−1 8> 0: (3.15)
Since
R t
0 ys ds= xt − x0, this seems to be very natural. But in Section 5 we shall show
that if (3.1) is not veried, (3.15) may fail!
4. Exponential convergence and moderate deviations
Theorem 4.1. Suppose that there are a function G 2 C1b (Rd ! Rd) and a lower
bounded U 2 C1b (Rd) such that jG(x)j61 over Rd and
lim inf
jxj!1
rV (x)  G(x)>K> 0 and lim
jxj!1
k(@xiGj(x))kH:S: = 0 (4.1)
lim
jxj!1
sup
y2Rd
jct(x; y)G(x)−rU (x)j= 0: (4.2)
Then condition (C2) in Theorem 2:4 is satised by some 16	 2 C1;2(R2d). In
particular; the diusion (0:1) is exponentially ergodic in the sense of (2:14) + (2:15);
and it satises the MDP in Theorem 2:6.
Moreover for any measurable function f : R2d ! R satisfying
jf(x; y)j6M 

1 + jyj2 +rV (x)  G(x)− inf
Rd
rV  G

8(x; y) 2 R2d (4.3)
for some M > 0; then Pz(Mt(f) 2 ) satises the MDP in Theorem 2:7; uniformly
for z in the compacts.
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Remark 4.2. Condition (0:6) given in the Introduction implies (4.1) (by taking G 2
C1(Rd) so that G(x) = x=jxj for jxj> 1 and jGj61 over Rd). Remark that condition
(4.3) for the MDP is much weaker than (3.11) for the LDP.
Since (C1) is stronger than (C2), then all claims of Theorem 4.1 hold if conditions
(3.1) and (3.2) are valid, instead of (4.1) and (4.2).
Proof. By Proposition 1.2, the diusion (0.1) satises (2.1), (2.2) and the aperiodicity.
The proof below is close to that of Theorem 3.1. We shall try 	 given by (3.3)
again, except the constants a; b> 0 will be chosen dierently. For  given by (3.4) to
satisfy eventually (C2), using (3.5) for = 1, we should ask for
bK >2b2 +
2 da
2
(4.4)
(K > 0 being given by (4.1)) and
ac>2a2: (4.5)
We rst x some small b> 0 so that bK >2b2. Choose next a> 0 so small that
both (4.4) and (4.5) hold. By (H2) and the second condition in (4.1), we may nd
some L> 0 so that
cs(x; y)>cI and bk(@xiGj(x))kH:S:6
1
4
(ac − 2a2) 8(jxj>L; y 2 Rd): (4.6)
Finally take some function W 2 C20 (Rd) with compact support such that
acs(x; y)−

b
2
(@xiGj(x) + @xjGi(x)) + @ijW

>(2a2 + 1)I 8(jxj6L; y 2 Rd);
− (@ijW (x))>− 14(ac − 
2a2)I 8x 2 Rd:
Substituting all them into (3.4) we get
(x; y)>

1[jxj6L] +
1
2
(ac − 2a2)1[jxj>L]

jyj2
−y  (bct(x; y)G(x)− brU (x) +rW (x))
+ (rV (x)  (bG(x) +rW (x))− bK) +

bK − 2b2 − 
2 da
2

(4.7)
where condition (C.2) follows by (4.1) and (4.2). Thus the conclusions in Theorems
2.4 and 2.6 are valid.
For the last claim, if f veries (4.3), then it satises condition (2.24) in Theorem
2.7 by (4.7).
5. Several examples
5.1. Sharpness of our conditions on the potential
In the unidimensional case, under (H1) for the potential V , condition (3.1) is equiv-
alent to limx!1V 0(x) = 1; and (4.1) is equivalent to lim inf x!1  V 0(x)> 0.
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We show now the sharpness of (3.1) and (4.1) respectively for the LDP and for the
exponential convergence:
Proposition 5.1. Assume that d=1; c(x; y)  c> 0; (x; y)  > 0 and V 2 C2(R)
is lower bounded.
(a) If either
lim sup
x!+1
V 0(x)<+1 (5.1a)
or
lim inf
x!−1 V
0(x)>−1 (5.1b)
then all the LDPs in Theorem 2:1 fail.
(b) If either
lim sup
x!+1
V 0(x)60 (5.2a)
or
lim inf
x!−1 V
0(x)>0 (5.2b)
then diusion (0:1) is not exponentially recurrent in the sense (2:19) in Corollary 2:5.
In particular the exponential convergence (2:15) in Theorem 2:4 cannot occur.
Proof. We will examine only the cases (5.1a) and (5.2a), and the cases (5.1b) or
(5.2b) can be treated in the same way.
In the case of (5.1a) or of (5.2a), then for some a> 0 or for all a> 0 respectively,
we have
V 0(x)6a 8x>L (5.3)
where L= L(a)> 0 is suciently large.
Fix x>L. On some ltered probability space (
; (Ft);P), let (Wt)t>0 be a standard
Brownian motion w.r.t. (Ft), and Y0 a F0-measurable random variable independent of
(Wt)t , whose law (dy) is absolutely continuous and has compact support. Let (xt ; yt)
be the unique strong solution of (0.1) with initial condition (x; Y0). Consider the rst
hitting time of (xt) to (−1; L]:
L := infft>0; xt6Lg:
We shall establish that under (5.3), for any b> 0,
lim inf
n!1
1
n
logP(L>n)>− (a+ b)
2
22
for all x/L: (5.4)
(x/L means that x−L is large enough, depending eventually on b). It implies for any
>a2=(22),
EeL =1 for all L> 0 suciently large and for all x/L;
then (2.7b) is violated. Thus the LDPs in Theorem 2.1 fail. In the case (5.2a), the
constant a> 0 above can be arbitrarily small, then the diusion is not exponentially
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recurrent in the sense (2.19). Therefore by Corollary 2.5, the exponential convergence
(2.15) fails.
Hence to show both the part (a) and (b), we have only to establish (5.4). We divide
its proof into three steps.
Step 1: Let us consider an Ornstein{Uhlenbeck process given by
d ~y t =  dWt − (c ~y t + a) dt; ~y 0 = Y0: (5.5)
whose law on C(R+;R) is denoted by Pa . We claim that
~y t6yt 8t6L a:s: (5.6)
In fact, t ! ~y t − yt is a process of nite variation and 8t6L
( ~y t − yt) =−c
Z t
0
( ~y s − ys) ds+
Z t
0
(V 0(xs)− a) ds6− c
Z t
0
( ~y s − ys) ds;
where (5.6) follows by Gronwall’s inequality.
Step 2: for any ; b> 0, let P−b be the law of (5.5) with a replaced by −b, and
consider
An(x) =

y 2 C(R+;R);
Z u
0
ys ds>L− x; 8u 2 [0; n]

: (5.7a)
Bn =
(
y 2 C(R+;R); 1n log
dP−b
dPa

Fn
(y)6
(a+ b)2
22
+ 
)
: (5.7b)
By (5.6), we have
P(L>n)>P
Z u
0
~y s ds>L− x; 8u 2 [0; n]

= Pa (An(x))
=
Z
An(x)
exp
 
−log dP
−b

dPa

Fn
!
dP−b
> exp

−n

(a+ b)2
22
+ 

 P−b (An(x) \ Bn): (5.7c)
Let a (resp. −b) be the invariant probability measure of the Ornstein{Uhlenbeck
process Pa (resp. P
−b
 ), which is Gaussian with mean −a=c (resp. b=c) and with
variance 2=c (resp. 2=c). Put
f(y[0;1]) := log
dP−by0
dPay0

F1
: (5.8a)
We have
log
dP−b
dPa

Fn
=
n−1X
k=0
f(y[k;k+1]): (5.8b)
By the Girsanov formula (the calculus is left to the reader),Z
f(y[0;1]) dP
−b
−b =
1
22
(−b− a)2: (5.9)
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By Birkho’s ergodic theorem and (5.8b),
1
n
log
dP−b
dPa

Fn
! (a+ b)
2
22
P−b−b -a.s., then P
−b
 -a.s. (because P
−b
 .P−b−b). Thus we obtain
P−b (Bn)! 1: (5.10)
Step 3: Now for (5.4), by (5.7c) (where b; > 0 are arbitrary) and (5.10), it remains
to show that for any b> 0,
lim inf
n!1 P
−b
 (An(x))> 0 8x/L: (5.11)
Note that
An(x)AN (x) \

y;
Z u
0
ys ds>L− x; 8u 2 [N; n]

AN (x) \ CN
where CN = fy; inf u>N (1=u)
R u
0 ys ds>0g. Note that by the ergodic theorem,
1
t
Z t
0
ys ds!
Z
y d−b =
b
c
> 0; P−b−b -a:s: then P
−b
 -a:s:
Consequently limN!1 P−b (CN ) = 1. Fix some N > 0 so that
P−b (CN )>
3
4 : (5.12)
On the other hand, by the classical maximal ergodic theorem (see, e.g. Revuz (1976)
in the discrete time case, which can be extended to the continuous time case by taking
the dyadic points approximation, as well known),
P−b−b((AN (x))
c)6P−b−b

y : inf
06u6N
1
u
Z u
0
ys ds6
L− x
N

6
N
x − L
Z
jyj d−b(y):
By using the fact that P−b .P−b−b , we get for x − L> 0 suciently large (depending
eventually on b> 0),
P−b ((AN (x))
c)< 14 : (5.13)
Combining (5.12) and (5.13) we obtain
Pb (An(x))>
1
2
8n>0 and 8x/L;
which yields the desired (5.11).
Remark 5.2. More strikingly, if (5.1a) or (5.1b) holds, then the LDP (3.15) for
(1=t)
R t
0 ys ds = (1=t)(xt − x0) fails. We examine here only the case (5.1a). In this
case (5.3) holds for some a; L> 0. Assume moreover that Y0 takes values in [1;1).
For any 0<< 1 xed, we have by (5.6) that for all x>L,
lim inf
t!1
1
t
logP

1
t
Z t
0
ys ds>

> lim inf
t!1
1
t
logP

[L> t] \

1
t
Z t
0
ys ds>

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> lim inf
t!1
1
t
logP( ~y s >; 8s 2 [0; t])
=: − A()
where A() is the lowest spectrum of the operator
−
2
2
d2
dy2
+ (cy + a)
d
dy
restricted to L2((;+1); a) with the Dirichlet boundary condition. Since 0<A()<+
1, then (3.15) fails.
In other words, the diusion (0.1) provides a (physical) counter-example for which
the exponential recurrence and ergodicity may hold but the LDPs in Theorem 2.1 and
the level-1 LDP fail (see Baxter et al. (1991), Bryc and Smolenski (1993) and Bryc
and Dembo (1996) for more counter-examples).
5.2. The generalized Dung oscillator
In this model d = 1, c(x; y)= c> 0 and (x; y) = > 0, and V (x) is a polyno-
mial with leader term a2kx2k where k>1 and a2k > 0. Recall that its unique invariant
measure  is given by the explicit expression (0.2).
For G(x) :=  1 for x>1, V 0(x)G(x) = 2ka2k jxj2k−1 as jxj goes to innity. Then
the LDPs in Theorem 2.1, the spectral gap in Theorem 2.4 and the MDP in Theorem
2.6 hold all, by Theorems 3.1 and 4.1. But one can do better for the LDP and the
MDP of Lt(f) for unbounded f.
Indeed if we choose G(x) = x; U (x) = cx2=2; W = 0 in denition (3.3) of 	
with 0<a< 2c=2 and with b> 0 suciently small, we will nd from (3.4) that
(x; y) := −L	=	>(jyj2 +V 0(x)x)−B for some constants ; B> 0. Thus by Corol-
lary 2.3, the LDP for Lt(f) holds for all measurable Rn-valued functions f(x; y)
satisfying
f is locally bounded and lim
jxj+jyj!1
jf(x; y)j
H (x; y)
= 0 (5.14)
(in particular for f(x; y) = x). Moreover by Theorem 2.7, the MDP for Mt(f) holds
for all real measurable functions f(x; y) satisfying
f is locally bounded and lim sup
jxj+jyj!1
jf(x; y)j
H (x; y)
<+1: (5.15)
In particular this is valid for f(x; y) = x or y2=2 or H (x; y), main interesting objects
in practice.
5.3. The van der Pol model
In this model, d= 1, c(x; y) = cx2 − c0 with c; c0> 0, V (x) = 12!20x2 and (x; y) 
> 0. It seems that its invariant measure is unknown. This model satises (H1), (H2)
and (H3).
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For G(x) :=1 and U (x) := cjxj3=3−c0jxj for jxj> 1 (extended to jxj61 smoothly),
we see that conditions (3.1) and (3.2) are satised. Then the LDP in Theorem 3.1 and
the MDP in Theorem 4.1 hold both.
One can get better results on the LDP and MDP of Lt(f) for unbounded f. Indeed
given three arbitrary constants a> 0; 0<< 2c!20=
2 and N > 0, we take again the
Lyapunov test function 	 given by the expression (3.3), with the following choices:
 G(x) = x, U (x) = R G(x)c(x) dx = cx4=4− c0x2=2; 2!20=2 − =c<b< 2!20=2; and
 W 2 C20 (R) suciently concave on a large ball.
With those choices, 	(x; y)>exp(aH (x; y)+(c!20=2
2−)jxj4−A) for some constant
A> 0. Moreover from (3.4), we see easily that for a well chosen W (depending on
a; b; c; c0; N ),
(x; y) := − L	
	
>jxj2 + ((ac − )jxj2 + N )  jyj2 − B
for some 0<<b!20−2b2=2 and for some B> 0. Then by Theorem 2.4, the unique
invariant measure  of this model veriesZ
exp(aH (x; y) + [c!20=2
2 − ]jxj4) d(x; y)<+1 8a; > 0: (5.16)
Moreover, the LDP for Lt(f) holds for f(x; y) = x or for all f satisfying (5.14),
and the MDP for Mt(f) is valid for all f(x; y) satisfying (5.15) (in particular for
f(x; y) = x; y2=2; H (x; y)), respectively by Corollary 2.3 and Theorem 2.7. Further by
the proof of Corollary 2.3 and the estimation of  above, we can show that the LDP
of Lt(f) in Corollary 2.3 holds for f(x; y) = xy and for f(x; y) = y2=2 (the kinetic
energy).
Acknowledgements
I am grateful to the anonymous referee for his careful and conscientious comments
on the rst version of this paper, and especially for pointing out a gap in the proof of
Step 3 of the implication (c) ) (b) in Theorem 2.1 (mentioned therein). My thanks
go to my colleague P. Bernard who drew my attention to the model (0.1).
Appendix
Recall that K E means that K is a nonempty compact subset of E.
Proof of Theorem 2.1. Both (b) ) (a) and (a) ) (e) are trivial by the contraction
principle. That (d)) (c) is trivial too, because K6K (T ).
(e) ) (d) (in the locally compact case). For any > 0, let L :=  + 1. The level
set [J6L] is compact in M1(E) w.r.t. the weak convergence topology. By Prokhorov
criterion, for any > 0, there exists DE such that (Dc)< for all  2 [J6L].
Since E is assumed to be locally compact in this implication, we can nd K E
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so that DK o (the interior). Noting that ! ((K o)c) is upper semicontinuous w.r.t.
the weak convergence topology, we get by the assumed LDP that for any compact
K 0E,
lim sup
t!1
1
t
log sup
z2K 0
Pz(K (T )>t)
6 lim sup
t!1
1
t
log sup
z2K 0
Pz(Lt(K c)>1− )
6− inffJ (); ((K o)c)>1− g
6− L= + 1;
where (2.7b) follows.
(a)) (d) (in the general case): We can proceed the proof as above but with K =D
simply (by noting that ! (K c) is continuous w.r.t. the -topology.)
It remains to establish the key implication (c) ) (b). Before its proof let us begin
with the
Lemma A.1. Assume
9( 2 M1(E); S > 0): Pt. 8t > 0 and .R1(z; ); PS(z; ). 8z 2 E:
(A.1)
(which is weaker than (2:1)+ (2:2) as noted at the beginning of Section 2). Then for
any non-empty compact subset of initial states K 0E and for all  2 M1(E);
(K 0)() := sup
Z
E
f d− K 0(f); f 2 bB

= J () = JDV(); (A.2a)
where K 0 is given by (2:9); and
JDV() := sup
Z
E
−Lu
u
d; 16u 2 bB \De(L); Lu 2 bB

: (A.2b)
Proof. For the uniform Cramer functional E dened by (2.9) with K = E, we know
that (see Wu, 2000, Proposition B:13 without the Feller assumption)
(E)() = J () = JDV() 8 2 M1(E):
On the other hand, consider the -pointwise upper Cramer functional
0(f) := − esssup
z2E
lim sup
t!1
1
t
logEz exp
Z t
0
f(Zs) ds

8f 2 bB
where  is specied by (A.1). We have (see Wu, 2000, Proposition B:10)
(0)
() = J () if .; +1 otherwise:
Further by Wu (2000, (B.27)) and (A.1), E(f)>K 0(f)>0(f). Hence to show
(A.2a), we have only to prove that J () = +1 if  is not absolutely continuous
w.r.t. . The last claim is established under (A.1) by Jain (1990).
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(c)) (b): We divide its proof into three steps:
Step 1: (The upper bound (2.6) for Lt). For any xed K 0E, let K 0(f) be
the Cramer functional given by (2.9) with K replaced by K 0. By an extension of the
Gartner{Ellis theorem (see Wu, 1991,1992,2000), if one can prove that
8(fn) bB decreasing to zero pointwisely on E: K 0(fn)! 0; (A.3)
then the good upper bound [(a.1)+(a.3)] in Theorem 2.1 holds uniformly for z 2 K 0
with J substituted by the Legendre transformation (K 0)(), dened in (A.2a) above.
But by Lemma A.1, (K 0)() = J ().
It remains thus to verify (A.3). To this end x such (fn) bB. Put 0 := 2 supz2E
jf0(z)j and x some >0+1. Let K be the compact satisfying (2.7a) associated with
 and K 0. Introduce the successive times of returns to K
0K := K ; 
m+1
K = infft  mK + T ; Zt 2 Kg 8m 2 N
where T > 0 is specied by our assumption (2.1). We haveZ t
0
fn(Zs) ds6
Z 1K
0
fn(Zs) ds+
[t=T ]X
k=1
k(n)
where k(n) :=
R  k+1K
 kK
fn(Zs) ds and [  ] denotes the integer part. Moreover
sup
z2K 0
Ez exp
 Z 1K
0
fn(Zs) ds
!
6 sup
z2K 0
Ez exp(1K )
6 sup
z2K 0
Ez exp(K )  sup
z2K
Ez exp(K (T ))<+1;
by (2.7a) and the strong Markov property. Substituting them into (2.9), we get
K 0(fn)6 lim sup
m!1
1
mT
log sup
z2K
Ez exp
m−1X
k=1
k(n):
To estimate the last expression above, for any z 2 K , we have by Jensen’s inequality
and by using the strong Markov property again,
Ez exp
2mX
k=1
k(n)6
1
2
0
@Ez exp
0
@ mX
j=1
22j−1(n)
1
A+ Ez exp
0
@ mX
j=1
22j(n)
1
A
1
A
6

sup
z2K
Ez e21(n)
m
=
"
sup
z2K
Ez exp
 Z 2K
1K
2fn(Zs) ds
!#m
:
Substituting it into the previous inequality, we get for any N >T xed,
K 0(fn)6
1
2T
log
(
sup
z2K
Ez exp
 Z 2K
1K
2fn(Zs) ds
!)
6
1
2T
log
(
sup
z2K
Ez exp
 Z 1K+N
1K
2fn(Zs) ds
!
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+ sup
z2K
Ez 1[2K>1K+N ] exp(0(
2
K − 1K ))

: (A.4)
Having this inequality, we can now prove (A.3) rather easily. Indeed, by condi-
tion (2.7a) and our choice >0 + 1, the family fexp(0K (T ));Pzgz2K is uniformly
integrable. Thus
(N ):= sup
z2K
Ez1[2K>1K+N ] exp(0(
2
K − 1K ))=sup
z2K
Ez1[K (T )>N ]exp(0K (T ))!0
as N !1. On the other hand for z 2 K , 1K = K (T ), then for any N >T xed,
Ez exp
Z 1K+N
1K
2fn(Zs) ds= (PTFn)(z) where Fn() :=E  exp
Z K+N
K
2fn(Zs) ds:
fFng is bounded by eN , decreasing to 1 pointwise on E by dominated convergence.
Thus
PTFn(z) decreases to 1 pointwise over K :
By Dini’s monotone convergence theorem and the strong Feller property (2.1),
sup
z2K
jPTFn(z)− 1j ! 0; as n! +1:
Substituting this estimation into (A.4), we obtain
lim sup
n!+1
K 0(fn)6
1
2T
log(1 + (N )):
Since (N )! 0 as N ! +1, (A.3) follows.
Step 2 (Lower bound for Lt). Jain (1990, Theorem 4:5) proved the pointwise lower
bound of large deviation (for the weak convergence topology; but as indicated in his
Remarks 1.3, that holds for the -topology), with rate function J for any initial state
z 2 E, under the assumption (A.1). Now the desired locally uniform lower bound (2.5)
follows from his general result, the locally uniform good upper bound shown in Step
1, and from the
Claim. Assume (A.1). Let A be a nonempty family of initial measures. If P(Lt 2 )
satises the uniform upper bound of large deviation over  2 A; with good rate
function J for the -topology; then it satises the corresponding uniform lower bound
of large deviation for initial measures  2 A.
It can be proven by following Wu (2000) (the last part of the proof of Theorem
5:1), and hence omitted.
Step 3 (The LDP for (Rt)). For every s> 0, consider the Markov process (Y
(s)
t (!) :=
![t; t+s] 2 D([0; s];E)=:
[0; s]). Its transition semigroup (P(s)t )t>0 satises still (2.1)
but with T + s instead of T . However it does not necessarily satises (2.2) (think-
ing of the case where the support of Pj
[0; s] with  = PTR1(z0; ) is not the whole

[0; s]). Nevertheless (P
(s)
t ) is irreducible w.r.t. (s) :=Pj
[0; s] with =PTR1(z0; ), and
P(s)T+s(Y
(s)
0 ; ).(s) for all Y (s)0 2 
[0; s] (easy). In other words (P(s)t ) satises (A.1).
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Notice that if (2.7a) holds for some T > 0, then it holds for all S > 0 (in particular
for T + s). In fact for any S > 0, then K (S)6kK where k>S=T and 
k
K is dened in
Step 1. Thus we have by the strong Markov property
sup
z2K
EzeK (S)6 sup
z2K
Eze
k
K6

sup
z2K
EzeK (T )
k
<+1
the desired claim. As Lemma A.1 remains valid for (Y (s)t ) (since it satises condition
(A.1)), by the same proof as that in Steps 1 and 2 except that the successive times kK ,
k>1 of returns to K should be dened now with T substituted by T + s, the empirical
measure
L(s)t :=
1
t
Z t
0
Y (s)a da
of (Y (s)t ) satises the LDP w.r.t. the -topology on the space M1(
[0; s]) of probability
measures on (
[0; s];Fs), with the rate function J (s) given by (2.4) but associated with
(Y (s)t ), uniformly for initial states z in the compacts.
Let us identify the level-2 rate function J (s) for (Y (s)t ). To that end let 
(s) :=D(R+;

[0; s]) be the path space of the process (Y
(s)
 ) and H (s) : M1(
(s)) 7! [0;+1] be the
level-3 Donsker and Varadhan entropy functional dened by (2.3) but associated with
(Y (s)t ).
Let Q(s) 2 [H (s)<+1]. It is easy to check that Q(s)([Y (s)(
)]c) = 0. Let Q be the
image measure of Q(s) by the inverse application (Y (s))−1 : Y (s)(
) ! 
. Then Q is
stationary as same as Q(s), and Q(s) is the image measure of Q under the application
Y (s). By denition (2.3) (recalling that Q is the unique stationary measure on the
enlarged space 
 :=D(R; E) extending Q),
H (s)(Q(s)) =E Qh( Q(Y (s)[0;1] 2 jY (s)(−1;0]); P![0; s] (Y (s)[0;1] 2 ))
=E Qh( Q(![s; s+1] 2 j!(−1; s]); P!(s)(![s; s+1] 2 ))
=H (Q)
where P![0; s] (Y
(s)
[0;1] 2 ) is the law of Y (s)[0;1] := (Y (s)t )06t61 starting from Y (s)0 (!)=![0; s] 2

[0; s] associated with (P
(s)
t ) (well dened for every ![0; s] 2 
[0; s]), and Q(Y (s)[0;1] 2
jY (s)(−1;0]) is the regular conditional distribution of Y (s)[0;1] knowing Y (s)(−1;0] under Q.
Then by denition (2.4) of J (s) associated with (Y (s)t ), for any Q[0; s] 2 M1(
[0; s]),
J (s)(Q[0; s]) := inffH (s)(Q(s)) jQ(s) 2 M1(
(s)); Q(s)(Y (s)0 2 )
=Q[0; s]; H (s)(Q(s))<+1g
= inffH (Q) jQ 2 Ms1(
); Q(Y (s)0 2 ) = Q[0; s]g;
where Ms1(
) is the space of all stationary measures on 
.
Having all those ingredients let us consider the level-3 LDP of (Rt). Since for all
s> 0, (L(s)t ) satises the LDP with rate function J (s) uniformly for z in the compacts,
and since (M1(
); p) is the projective limit space of f(M1(
[0; s]); ); s ! 1g, by
the projective limit theorem of LDP due to Dawson and Gartner (1987) (the reader
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can extend it easily for the uniform type LDP), Pz(Rt 2 ) satises the LDP on
(M1(
); p) uniformly for z in compacts, with the rate function given by
~H (Q) := sup
s>0
J (s)(Q[0; s]);
where Q[0; s] is the marginal law of Q on 
[0; s]. It remains to check that ~H (Q)=H (Q)
over M1(
).
It is obvious that ~H (Q)6H (Q) by the identication of J (s) above. For the inverse
inequality, we can assume that ~H (Q)<+1 (trivial otherwise). For any s> 0; Q[0; s]
must be shift-invariant (that means
R
F(!S+t) dQ[0; s](!) =
R
F(!S) dQ[0; s](!) for any
nite subset S of [0; s] and for all t so that S + t := fu + t; u 2 Sg is contained in
[0; s]), then Q is stationary. In further, for any s>1, by the convexity of x log x we
have
J (s)(Q[0; s]) = inffH (Q0) jQ0 2 Ms1(
); Q0(Y (s)0 2 ) = Q[0; s]g
> hF−s+11 (
Q
0
; Q
0 ⊗0 P)
where Q
0⊗0P(d!(−1;0]; d![0;+1)) := Q0(d!(−1;0])P!(0)(d![0;+1)), andFst=(!(a);
s6a6t) (on 
). But hF−s+11 (
Q
0
; Q
0⊗0P)=hF−s+11 ( Q; Q⊗0P) for any Q
0 2 Ms1(
)
such that Q0(Y (s)0 2 ) = Q[0; s]. As s goes to innity, the last term above tends to (by
the submartingale convergence)
hF−11 (
Q; Q ⊗0 P)
which is another expression of H (Q). Hence ~H (Q)>H (Q). (Note: the identication
of J (s) and the equality ~H=H here present no real novelty w.r.t. the work in Deuschel
and Stroock (1989, Theorem 4:4:38). However their result cannot be applied directly
here because they used (loosely) their dominating measure assumption ( ~U ). This is
indicated by the referee.) The proof of (c)) (b) is nished.
For the last claim, we have only to show the existence of the invariant measure .
Indeed by the upper bound of LD, we have
0 = lim sup
t!1
1
t
logPz(Lt(E) = 1)6− inf
2M1(E)
J ():
The inf-compacity of J implies the existence of  2 M1(E) satisfying J ()=0. But the
last property is equivalent to the invariance of  w.r.t. (Pt), as well known (Deuschel
and Stroock, 1989).
The proof of Theorem 2.1 yields the following
Proposition A.2. Assume (2:1) and (2:2) (or (A:1) instead of (2:2)). Let A be a
nonempty set of initial measures. If for any > 0; there exists some K E so that
sup
2A
EeK <+1; sup
z2K
EzeK (T )<+1;
then P(Lt 2 ) (resp. P(Rt 2 )) satises the LDP on (M1(E); ) (resp. (M1(
); p));
with rate function J (resp. H); uniformly for  2 A.
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Proof of Theorem 2.7. (By following Wu; 1995;Theorem 2:1) Consider the Feynman-
Kac semigroup
Pft g(z) :=E
zg(Zt) exp
Z t
0
f(Zs) ds

8g 2 B	:
We consider the complexication of B	 (introduced in (2.16)), denoted still by B	.
When  2 C ; jj6 with > 0 suciently small, jfj6−inf E +1, by our condition
(2.24).
Letting A := − inf E + 1 and jj6, we get by (2.11),
kPft gk	6kgk	 sup
z2E
1
	(z)
eAt(Pt 	)(z)6kgk	eAt : (A.5)
From this estimation we deduce easily that ! Pft g 2 B	 is holomorphic on the disk
D := f 2 C ; jj<g (in the usual sense, see Kato, 1984, Chapter VII, p. 365).
Now by Theorem 2.4, 1 is an isolated, simple and the only eigenvalue with modulus
1 of the operator P1 = P
f
1 with  = 0 acting on B	. Let J (0)f := hf; 1i be the
spectral projection associated with the eigenvalue 1 of P1. Then the spectral radius of
P1(I − J (0)) is not greater than  (< 1) appeared in (2.15).
Applying Kato’s holomorphic perturbation theorem (Kato, 1984, Chapter VII, The-
orems 1:7 and 1:8, p. 368{370), for some r 2 (; (1 + )=2) and for any L> inf E 	,
there is some small disk D0 in C with 0 2 (0; ) such that for all  2 D0 :
 the point G() with largest modulus in the spectrum of Pf1 acting on B	 is an
isolated eigenvalue, ! G() is holomorphic on D0 and jG()j> (1 + )=2;
 the spectral projection J () of Pf1 associated with G() is also holomorphic and
one dimensional, and kJ ()1− J (0)1k	 = kJ ()1− 1k	< 1=2L;
 the spectral radius of Pf1 (I − J ()) is strictly less than r;
 and
M := sup
z2S(1=r);2D0
k(I − zPf1 [I − J ()])−1kB	!B	 <+1;
where S(a) = fz 2 C ; jzj= ag.
Now from the following Cauchy integral formula
(Pf1 [I − J ()])n =
1
n!
@n
@zn
(I − zPf1 [I − J ()])−1jz=0
=
1
2i
Z
S(1=r)
(I − zPf1 [I − J ()])−1
zn+1
dz;
we deduce that for all  2 D0 and for all n>1,
kPfn − G()nJ ()kB	!B	 = k(P
f
1 [I − J ()])nkB	!B	6Mrn: (A.6a)
We now extend this crucial estimation for all t 2 R+. As Pft commutes with Pf1 ,
it commutes with its spectral projection J () too. As J () is one dimensional, that
implies Pft J () = h(t)J (). By the semigroup property and the continuity of t !R
Pft J ()1 d (warning: the semigoup (P
f
t ) is however not strongly continuous in
B	 in general), there is a constant a 2 C such that h(t) = eat for all t 2 R+. Thus
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letting t = 1, we obtain a = logG(). Consequently for all t 2 [n; n + 1], we have by
(A.5) and (A.6a),
kPft − exp(t logG())J ()kB	!B	 = kP
f
t (I − J ())kB	!B	
6 sup
06s61
kPfs kB	!B	  kPfn (I − J ())kB	!B	
6 eAMrn6
eAM
r
rt : (A.6b)
Let us consider the family of initial measures
A	(L) = f 2 M1(E); (	)6Lg:
By (A.6b) and the four points above, for all t large enough, log
R
Pft 1 d are holo-
morphic on D0 for all  2 A	(L) (as same as logG()). Moreover we have
lim
t!+1 sup2D0
sup
2A	(L)
1t log
Z
Pft 1 d − logG()
= 0: (A.7a)
By Cauchy’s theorem for holomorphic functions, this implies in further that
sup
jj6
sup
2A	(L)
 dkdk 1t log
Z
Pft 1 d −
dk
dk
logG()
! 0 8k 2 N (A.7b)
as t !1, where  2 (0; 0) is arbitrary.
Since  2 A	(L) for some L> 0 (by Theorem 2.4), we have by (A.7b),
d2
d2
1
t
log
Z
Pft 1 dj=0 = E
1
t
Z t
0
(f − (f)(Zs) ds
2
! d
2
d2
logG()j=0;
then the limit (2.23) exists. Applying Wu (1995, Theorem 1:2) whose conditions are
satised by (A.7b), we get the desired MDP.
Proof of Theorem 2.6. For any f 2 bBB	 and for any initial measure satisfying
(	)< +1, by (A.7a) and (A.7b), the exponential convergence (2.15) and by Wu
(1995, Theorem 1:2), we have
lim
t!1
 1b2(t) logE exp(b2(t)Mt(f))− 122(f)
= 0: (A.8)
On the other hand by Theorem 2.4,Z 1
0
jPtf − (f)j(z) dt6DkfkB		(z)
Z 1
0
t dt where
Z 1
0
t dt <+1;
then R0f :=
R +1
0 (Ptf − (f)) dt is absolutely convergent in (B	; k  k	) and then in
L1() (as 	 2 L1()). Consequently
1
t
E
Z t
0
(f(Zs)−(f)) ds
2
=
2
t
Z t
0
ds
Z s
0
hf; Puf−(f)i du! 2
Z
E
fR0fd:
as t tends to innity. We obtain so
2(f) = 2
Z
E
fR0f d: (A.9)
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This functional is Gateaux dierentiable on bB, and it satises
8(fn) bB uniformly bounded and fn(z)! 0; 8z 2 E; then 2(fn)! 0:
Those two properties imply the desired LDP of P(Mt 2 ) on Mb(E) w.r.t. the
-topology, as in the proof of Wu (1995, Theorem 2:3).
Proof of Corollary 2.5. (a) Since any neighborhood N () of  in (M1(E); ) contains
a set of form f; j R f d − R f dj<g, where f = (f1; : : : ; fn) 2 bBn; n>1 and
> 0. Then for (2.18), it is enough to show that
sup
K  E
lim sup
t!1
1
t
log sup
z2K
Pz(jLt(f)− (f)j>)< 0: (A.10)
By Ellis (1985, Theorem II.6:3) (more precisely by its proof), for (A.10) we have
only to prove the Gateaux dierentiability of u ! supK  EK (u  f) at u = 0 2
Rn. But by (A.7a), for any direction  2 Rn and for any nonempty compact K ,
K (  f) = logG(), which is independent of K and analytic on a neighborhood of
= 0, by (A.7b).
(b) For any compact K in E with (K)> 0, by (A.10), we have for any 0<< 1−
(K),
sup
K 0 E
lim sup
t!1
1
t
log sup
z2K 0
Pz(K (T )>t)
6 sup
K 0 E
lim sup
t!1
1
t
log sup
z2K 0
Pz(Lt(K)>1− )< 0
where (2.19) follows.
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