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ABSTRACT 
Sputter deposition is one of the vapour quenching methods used to produce alloying 
compounds in thin film form. The alloying compounds produced by this method have a 
chemically homogeneous, non-equilibrium structure which is dill'erent from that of 
alloys produced by solid quenching, liquid quenching, or mechanical alloying methods. 
In the present investigation the Fe 1-:x.A1x alloy thin films were prepared using multi-
source magnetron sputtering. The samples were deposited onto a water cooled 
substrate and their thickness was kept constant at t- 300nm. To investigate the effect 
of the deposition parameters on the properties of the films, the samples were deposited 
at various argon gas pressures PAr I, 3, or 4 mtorr. The effect of gas pressure is 
consistent with the thermalization of the deposited material by collisions with gas 
atoms in the chamber. The composition range of the samples varied from pure iron to 
pure aluminium. 
, .~ . 
The composition, structure and morphology of the films was obtained using 
Transmission Electron Microscopy (TEM). X-ray diffraction patterns were also used to 
obtain the structure of the films. Structure analysis showed that a bcc crystalline 
structure was obtained in samples of composition range x= 0 to - 50%, an amorphous 
structure in samples of composition range x- 55% to - 83%, and a fcc crystalline 
structure in samples of composition range x- 85% to 100%. These composition ranges 
are affected by altering the deposition gas pressure. 
The morphology of the deposited films was observed to be affected by the deposition 
gas pressure. The samples deposited at low gas pressure PAr 1 mtorr consist of a 
fibrous structure with densely packed boundaries, while the samples deposited at high 
gas pressure PAr 4 mtorr consist of columnar structures separated by open 
boundaries. 
Room temperature resIStiVity measurements show a drop in resistivity in the 
composition range x- 30% to 50%. This drop is thought to be due to the formation of 
chemically ordered Fe3Al and FeAI compounds. Also the resistivity increases with 
increasing argon gas pressure. The effect of altering the argon gas pressure is to 
change the morphology of these alloys, and this has a significant effect on the magnetic 
properties. The effect of annealing on the magnetisation and morphology was also 
studied in the samples. 
I 
A low temperature resistivity measurement system was constructed. A closed cycle 
helium refrigerator, which provided a working temperature range ofT= l5°K to 3000 K 
was used for the cooling process. The resistivity measurements revealed three distinct 
characteristics dependent on composition :-
1. x= 0 to 46%: The samples in this range exhibit a metallic behaviour, with the 
samples in the composition range x= 27% to 46% showing a resistivity minimum at 
low temperature which is thought to be due to spin glass formation. 
2. x= 48% to 83%: These samples have a semiconductor or metallic glass-like 
behaviour. 
3. x= 85% to 100%: These samples show a metallic behaviour. 
The above properties are associated with the change in the structure of the fiIrns as the 
composition varies. 
A computer controlled AC susceptometer was designed and constructed to measure 
the AC susceptibility of the samples in the temperature range T= 20 OK to T= 300 OK. 
A closed cycle helium refrigerator was used to provide the cooling process. The AC 
susceptibility measurements for the samples with resistivity minima show a sharp peak 
at low temperature which confirms the presence of spin glass in these samples at Iow 
temperature. 
The results of magnetic and transport properties can be related to the structure and 
morphology of the fiIrns. The results have been compared with those obtained from 
bulk samples with the same composition. 
IJ 
CHAPTER 1 
INTRODUCTION 
Magnetic properties of Fe l-).Alx alloys have been extensively studied in bulk: fonn 
(refs.I-5). These studies indicate that the magnetic moment of a given Fe-atom is 
detennined primarily by its nearest neighbour environment, i.e. number of nearest 
neighbour iron atoms. 
Alloys of up to 50% Al offer excellent opportunities for the study of magnetic 
properties as a function of type as well as degree of atomic order (ref.6). The crystal 
structure of the Fe-AI alloys of up to 50% Al are based on a bee lattice, but the 
arrangement of Fe and Al atoms in this lattice takes one or more of three 
, 
configurations, depending on the composition and thennal (or mechanical) treatments. 
The atomic sites of bee-based alloy structures of Fe-AI alloys is shown in fig.(l.l). 
Two of the configurations of the Fe-AI atoms in the lattice are based on the 
stoichiometries FejAI and FeAI (ref.6). The a-sites in both configurations are 
occupied by Fe atoms, while ~l and ~2 sites are occupied by Fe and Al atoms 
respectively in FejAI and by Al atoms alone in FeAl. 
1.1 The Effect of the Atomic Ellvirollment all the Atomic Moment of Fe 
Atoms in Fe-AI Alloys 
The local atomic environment has been found to affect the iron atomic moment as the 
number of the AI-atoms increases ref.(7). The crystal structure of ordered FejAI is 
shown in fig.(l.2), where a bec structure is fonned and each atom has eight nearest 
neighbour atoms. Two thirds of the Fe atoms in the FejAI structure designated FeI 
... 
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o 
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Fig. (1.1): Atomic sites ofbcc-based structure of Fe-AI alloys 
€9 
FeI • Fell 
Fig. (1.2): Crystal structure of Fe3A1 
o 
Al 
make a simple cubic sublattice structure, which has an edge length of half the Fe3AI 
superIattice unit cell. The remaining Fe atoms, designated as Fell, occupy the sites in 
the superIattice unit cell alternately with AI atoms. Each Fe! atom has four Fell and 
four AI nearest neighbour atoms, while each Fell atom has eight FeI nearest 
neighbours. 
The neutron diffraction pattern at room temperature indicates that a moment of 
2. 18J.LB is associated with Fell, which has eight Fe nearest neighbours, while a moment 
of 1.5J.LB is associated with the FeI atoms, which have four Fe and four Al atoms 
(ref.8). It is clear that the moment of Fell atoms in the Fe3AI system is approximately 
the same as that associated with Fe atoms in a-iron, where in both cases there are 
eight Fe nearest neighbours. Therefore, in the Fe-AI system the magnitude of the 
moment of individual Fe atoms (Jlpe) is fairly consU!-"l! at 2.2J.LB forn= 8,7, and 6 (n is 
the number of Fe nearest neighbours), this value decreasing to about three-quarters at 
n=2,3,4, and then decreasing more rapidly to zero at n= I, or 2. The calculation of the 
average Fe moment in Fe-AI system is taken as a simple equation :-
JlF. = ~J.L. ---------------- (1.1) 
where: 
JlII- is the atomic moment of Fe atoms in Fe-AI alloys, having various numbers (11) of 
Fe nearest neighbours. 
Pn- is the probability of an Fe atom in a solid solution with x at. fraction Fe, having 
numbers (n) of Fe nearest neighbours. 
The atomic moments Jln for iron atoms in F e-A I alloys as a function of the number n of 
iron nearest neighbours is shown in fig.(1.3) (ref.7). The probability of an Fe atom in a 
solid solution with x atomic fraction Fe having n nearest neighbours is given as :-
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Fig. 1.3: Atomic moment for iron atoms in Fe-AI alloys as a function of number 
(n) of Fe nearest neighbours (ref.7). 
P 8! "(1 )(8-") = x-x 
" (8-n)!n! -------------- (1.2) 
If in place of x, one substitutes y, then the average concentration of Fe in the nearest 
neighbour shells around all Fe atoms is determined by the short range order coefficient 
y = x+ (1- x)a, ---------------- (1.3) 
1.2 Magnetic Transition alld Atomic Order 
The influence of atomic order on electrical and especially magnetic properties has been 
the subject of theoretical and experimental studies (refs.9-12). The Fel_xAlx alloys 
with a composition near x- 25% exhibit two kinds of atomic order. In a FeAI-type 
order alloy, all corner sites are occupied by iron atoms (a-sites) and body-centred sites 
are occupied randomly by iron or aluminium atoms. In the FeJAI-type order a unit cell 
includes eight body centred cubic subcells, with all corner sites of subcells occupied by 
iron atoms, and each body centred site alternately occupied by an aluminium atom or 
an iron atom (a-sites) (ref. 13). The Fe-AI solid solution with the FeAl ordered crystal 
structure (CsCI-type) extends between 24% and 51 % AI, and the FeJAI type order 
structure extends from somewhat below 25% Al to slightly above 32% Al (ref. 14). 
Arrott and Sato have reported that increasing the Al content in iron·aluminium alloys 
leads to a transition from ferromagnetism at high temperatures to antiferromagnetism 
at low temperatures. This transition occurs when a stable magnetic state is achieved, 
and they assumed that the antiferromagnetic behaviour is caused as a result of indirect 
exchange interaction. Danan and Gengnagel have reported anomalous magnetic 
properties of Fe-AI alloys containing more than 28% Al (ref. 14). They investigated the 
temperature dependence of magnetisation, susceptibility, anisotropy and coercive force 
3 
of monocrystalline and polycrystalline specimens (containing 28% to SO% AI) between 
IsoK and 3000 K. They asswned the existence of two phases, one being 
ferromagnetism, and the other antiferromagnetism below 400K. 
Cook and Pavlovic have observed an anomaly near 2200K by studying the 
magnetostriction and thermal expansion of single crystal and polycrystalline alloys of 
iron and aluminiwn in the vicinity of Fe 3A1. A hysterisis was observed in these 
properties, which they asswned to be an indication of its being structural rather than 
magnetic in origin (ref. 12). 
After the discovery of spin glass behaviour, and by using neutron diffraction studies, 
the possibility of antiferromagnetic ordering in these alloys was eliminated. Shull et al. 
performed susceptibility and magnetisation measurepIents, for Fe l-xA1x near x= 30% 
(ref. 11 ). The system appears to have ferromagnetic ordering near Tc= SlO° K, 
transforming to a paramagnetic state at T= 1700 K, and finally to a spin glass state at a 
freezing temperature Tr 900 K. They established a phase diagram which is shown in 
fig.(1.4). Cable et al. used neutron-scattering to probe the microscopic magnetic 
moment distribution of Fe7oAI30 (ref.8). They found that ordered Fe7oA'30 is 
ferromagnetic below 4000K, becomes paramagnetic on cooling below l700K and 
mictomagnetic below 92° K. A ferromagnetic clustering of spins at all temperatures was 
observed and they assumed that the transition occurred due to these clusters. 
Using the Sherrington and Kirkpatrick (SK) theory of reentrant spin glass phenomena, 
Gabay and Toulouse calculated that the ordered ferromagnetic moment does not 
vanish at low temperature, but the moment coexists with spin glass order among the 
transverse spin components (ref.IS). Shapiro et. al. reported that as antiferromagnetic 
exchange bonds are introduced into a ferromagnet, certain groups of spins become 
decoupled from the ferromagnetic majority in the sense that they can be rotated with 
respect to the net ferromagnetic moment without any cost in energy (ref. 16). 
4 
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The existence of antiferromagnetic coupling between Fee atoms in neighbouring unit 
cells has been discussed by Huffinan, G.P. (ref.lO), based on" the study of RKKY 
(Ruderrnan-Kittle-Kasuya-Yosida) interactions between Fee atoms which should be 
coupled antiferromagnetically. Thus, the localised magnetic moments on Fee atoms at 
a finite concentration couple with each other primarily tluough antiferromagnetic 
interactions, and are based on typical spin-glass or mictomagnetic behaviour. In 1973 
Caskey et al. reported the anomalous behaviour of the magnetoresistance of FeAI 
alloys, which they explained as due to an RKKY interaction (ref.5). As the temperature 
increases, the number of independently acting spins of moment increases; because there 
are a range of internal fields Hi, they assumed the spins act independently at It Hi< 
KT. Thus, as temperature increases the number of uncoupled spins increases, and these 
uncoupled spins lead to scattering of the conduction electrons in a spin-flip process 
, 
which, however, is increasingly frozen out with an applied external field, where the 
external field aligns the impurity spins along the field. 
Grest studied the transition from ferromagnetic to spin glass in Fe-AI alloys as a 
function of composition using the Monte Carlo model (ref:f1). In his calculation the 
spins on the Fe atoms are assumed to interact via direct ferromagnetic exchange 
between nearest neighbours and an antiferromagnetic exchange interaction between 
two Fe spins separated by an AI atom. Fig.(1.5) shows a phase diagram obtained from 
Grest's calculation for Jss/INN=-O.4, where JSE is an antiferromagnetic exchange 
interaction and JNN a ferromagnetic exchange interaction. 
I.3 Iron-Aluminium Alloys in Thin Film Form 
Sputter deposition, which is a typical vapour-quenching method, has become widely 
used for producing non-equilibrium alloys. The atoms arriving at the substrate do not 
5 
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Fig. 1.5 Phase diagram for Fel-xAIx for O.25<x<O.50 and ISElINN=-OA. F 
indicates a ferromagnetic state, SO the spin glass, and AF the 
atiferromagnetic state. The dashed curve is the phase diagram if the 
reduction in Fe magnetic moment caused by the local environment is 
included, with Nc=8. This diagram is taken from (ref.9). 
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Fig. 1.6 Magnetic phase diagrams of Fel-xAIx alloys. (a) the alloys produced 
on water-cooled substrates by face target sputtering, (b) those produced on 
liquid nitrogen cooled substrates, (c) the bulk alloys produced by water 
quenching (ref.20). 
disperse, allowing non-equilibrium alloys to be produced (refs.I8 & 21). Generally, the 
properties of a fIlm can be changed by altering the sputtering conditions. 
There are several studies of Fe l-xA1x alloys in fIlm form prepared by conventional 
sputtering methods, obtaining bee disorder, amorphous and fee structures. Shiga et. al. 
studied Fe l-xA1x alloy thin fIlms deposited by using an rf sputtering method (ref.18). 
Magnetisation, Miissbauer effect, and X-ray diffraction measurements show the 
presence of three different types of phase. These are a disordered bee phase in the 
composition range of x= 0 to 70%, an amorphous phase in the composition range of 
x= 75% to 85%, and an fee phase in the composition range of x= 90% to 100%. 
Makhlouf et. al. measured the Miissbauer spectra for Fe l-xA1x alloy fIlms produced by 
facing target type DC sputtering and depositing ont? a liquid nitrogen cooled substrate 
(ref. 19). X-ray diffraction measurements on these samples show a bee crystalline 
structure for fIlms with compositions up to 50%, a coexistence of bee and amorphous 
structure in samples with composition 56%:5: x :5:70%, and a complete amorphous 
structure in the samples with composition 75%:5: x :5:100%. 
Swruyama et. al. measured the magnetisation and X-ray diffraction for Fel_J..A1x alloy 
thin fIlms produced by facing target type DC sputtering and depositing onto water 
cooled and nitrogen cooled substrates (ref.20). They observed that the samples 
deposited onto a water cooled substrate have a bee crystalline structure in the 
composition range X= 0 to 65%, an amorphous structure for the samples with = 70% 
to 90%, and an fee crystalline structure for samples with J..= 90% to 100%. The 
samples deposited onto a nitrogen cooled substrate had a bee crystalline structure in 
the composition range = 0 to 55%, an amorphous structure in the composition range 
= 65% to 95%, and an fee crystalline structure in the composition range = 95% to 
100%. Their magnetisation measurements show the presence of a spin glass phase at 
low temperature, and they produced the phase diagram which is shown in fig.(1.6). 
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They explained the presence of the spin glass on the basis of an Ising spin model in the 
bee lattice which is composed of two interpenetrating simple cubic sublattices denoted 
by I and IT. In the case of stoichiometric FeAl, the I sublattice is Fe and the IT 
sublattice is AI while in Fe JAI the I sublattice remains Fe but the IT sublattice is 
alternatively occupied by Fe and AI. There is a ferromagnetic exchange interaction J 
between Fe-Fe nearest-neighbour, while an antiferromagnetic exchange interaction -aJ 
~ 
exists between Fe-AI-Fe atoms leading to spin glass ordering when inhomogerl;.ty 
arises from randomness of Al and Fe atoms at the sublattice IT. 
The aim of this work is to study and analyse the transport and magnetic properties of 
Fe l-xAlx alloy thin films. This is the first study of this type on 'Fe·AI thin films. The 
results are compared to bulk properties to investigate the effect of dimensionality on 
physical properties. By using magnetron sputtering,structure and morphology different 
from that of the bulk materials was obtained. A low temperature resistivity system was 
constructed and an automatic low temperature AC susceptibility system was designed 
and constructed. The samples under investigation have a crystalline or amorphous 
structure depending on the composition of the sample. Some of the crystalline samples 
are ordered in the FeAI or FeJAI structure. The presence of atomic order is indicated 
in the resistivity at room temperature, a drop in the curves of resistivity as a function of 
composition is shown to be due to the formation of these atomic ordered alloys. 
The samples under investigation of composition = 27% to 46% show a resistivity 
minimum at low temperatures, while the same samples in bulk form do not show any 
minimum. The presence of a resistivity minimum in some alloys located in the spin 
glass region and also a sharp peak in the AC susceptibility measurements were 
observed. A full investigation is made of the resistivity data of all the alloys in the 
composition range of = 0 to 100%, and the effect of film structure and deposition 
parameterl~e resistivity is also explained. 
7 
The effect of structure, morphology and deposition parameters on the transport and 
magnetic properties is also fully discussed. 
The contents of this thesis are as follows:-
• 
Chapter 2: An introduction to the sputtering process, magnetic confmement plasma 
and magnetron sputtering. 
Chapter 3: A general theory of magnetic thin fIlms, resistivity and magentoresistance. 
Chapter 4: Describes the experimental techniques used to analyse the film properties at 
room temperature. 
Chapter 5: Gives full details of design, construction and on-line control arrangement of 
the apparatus used to measure the film properties at low temperatures. 
Chapter 6: Reviews and discusses the results obtained during the research. 
Chapter 7: Conclusion from the results. 
8 
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CHAPTER 2 
INTRODUCTION TO DC SPUTTERING 
2.1 Sputtering Process 
If a solid or liquid surface at any temperature is subjected to bombardment by energetic 
atomic particles (eg. ions), it is possible for individual atoms to acquire enough energy, 
via these collision processes, to escape from the surface. TIlls process is known as 
sputtering. It is essentially a "cold" technique by comparison with thermal evaporation 
(ref. 1). Atoms ejected from the surface by sputtering can be used to deposit a film of 
material on a substrate. 
.' ,
Before the sputtering process can be started the working chamber must be evacuated. In 
order to prevent contamination of the deposited film by the residual gases, the base 
pressure should be 10-6 mbar ( 0.75*10-6 torr) or lower. 
A low pressure of inert gas (usually Argon), is introduced into the chamber by using a gas 
controller. The sputtering is then started by ignition at a processing pressure. The gas 
selected depends on the special variant of the method, and particular mixtures of gases are 
used to produce various fllms, such as nitride or oxide fIlms. 
2.2 Conventional DC Sputtering 
Fig.(2.1) shows a schematic diagram of a simple conventional DC sputtering system. Two 
electrodes are installed in the vacuum chamber, one called the cathode (target) serves as 
material source for the films to be produced and is at a high negative voltage potential. 
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Fig.(2.1): Simple conventional DC sputtering system. 
The other is the anode. The substrate holder is placed opposite the target face and is 
either cooled or heated. It can be earthed or applied to a floating potential (ref.2). 
When an electric field is applied between the electrodes, positive ions and electrons are 
produced in the gas discharge. The electrons are accelerated by the electrical field 
towards the anode causing more ionisation on the way, and the positive ions are 
accelerated towards the cathode (target). When these ions strike the target surface, they 
sputter some of the target atoms, and also liberate secondary electrons from the target. 
These secondary electrons are responsible for maintaining the electron supply and 
sustalning the glow discharge. The atoms sputtered from the target surface wander in 
random directions through the gas particles. Some of them land on the substrate, and 
condense ther~ to form a thin fIlm (refs.3 & 4). 
The results of the ion bombardment on the surface depend on the energy of the ions and 
the type of target material as well as on the angle of incidence (ref.5). In the sputtering 
process the ion bombardment of the target surface most commonly runs in a direction 
parallel to the surface. If the mass of the incident ion is less than the mass of the surface 
atoms, the bombardment leads to heating of the target surface or the ions bounce back 
from the target surface (ref.6), although the surface atoms involved in this bombardment 
may be driven towards the target interior. On the other hand, if the mass of the ions is 
\01\ 
greater than the mass of the targett surface, the ion bombardment will lead to both ions 
and the target surface atoms leaving the point of collision in a direction towards the target 
interior. Thus, at least one and usually two particles leave the surface towards the target 
interior when the energy of the ion is greater than the binding energy. Fig.(2.2) shows 
three types of collision between an incident ion and a cathode (target) surface. 
In the area near the surface of the solid target, various complicated processes occur 
simultaneously (ref.3). These are:-
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Fig.(2.2): The three types of collision between an incident ion and cathode 
(target) (ref.6). 
J- Knoclcing out of neutral atoms, compounds or fragmented species. 
2- Secondary electron emission. 
3- Ejection of positive and/or negative secondary ions. 
4- Increasing surface temperature. 
S- Emission of radiation. 
6- Chemical reaction and dissociation. 
7-lmplantation, solid-state diffusion, and crystallographic changes. 
8- Reflection of incident ions and emitted particles. 
Fig.(2.3) shows these processes, which take place at the target surface or the substrate 
surface. These processes determine the properties of the growing fIlm. 
2.3 Magnetic Enhancemellt of the Sputte'ring System 
In normal gas discharge the source of ions is relatively ineffective since only a few percent 
of gas atoms are ionised, which leads to a small number of particles being ejected from 
the target surface, and thus a low sputtering rate. In the conventional sputtering process 
the ions are accelerated by an electric field only, which is not enough to create a high 
proportion of ionised particles because the mean free path of the ions and electrons is too 
long. Fig.(2.4) shows the mean free path of electrons in argon as a function of EIP ( E is 
an electrical field in (Volts/cm) and P is the argon gas pressure (torrV (ref.7). A high 
portion of ionised particles is essential to increase the sputtering rate. 
This can be achieved by applying a magnetic field perpendicular to the target surface, 
which restrains the primary electrons to the vicinity of the cathode surface and thereby 
increases the ionisation efficiency (ref.S). 
The equation of motion of a particle of charge e, mass ni, and velocity V in an electrical 
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Fig.(2.3): Processes at the target or substrate surfaces due to ion bombardment 
(ref.3). 
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Fig.(2.5): Electron motion in presence of both electric and magnetic fields 
(ref. 7). 
field E and magnetic field B is :-
:~ = (:)Cg + V*!l) ---------------------- 2.1 
This equation can be applied either to the plasma electrons or ions. 
For an electron created in a uniform and perpendicular magnetic field B with zero 
electrical field E, the trajectory becomes a cycloid generated by a circle of radius rg given 
by the equation:-
r. =(:)(;)= 3.37~J.r _______________________ 2.2 
where B is in Gauss and W.l.. is the energy. associated with the electron motion 
perpendicular to the field, in electron volts. That motion is a helix as shown in fig.(2.5a). 
When an electric field E is present and directed parallel to the magnetic field B, the 
electrons are freely accelerated along the field lines. However, if the electric field has a 
component E 1. (volts/cm) perpendicular to B, the electrons drift in a direction 
perpendicular to both E and B, and the drift speed is :-
v = 108 E J. cm/sec __________________________ 2.3 
J. B 
This motion combines with the orbiting motion as shown in fig.(2.5b), known as the E*B 
drift. If the initial electron energy is small compared to that gained on a half revolution 
from the electric field , it has a more circular form than if the initial electron energy is 
large compared to the electric field induced variations that occur during the course of the 
orbit. 
The drift of electrons along magnetic field lines can also be influenced by gradients in the 
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magnetic field B fig.(2.5f). The magnetron systems are usually DC powered, although rf 
powered systems are also in use. 
The presence of the magnetic field B with electric field E effectively removes most of the 
kinetic energy of the electrons, allowing for a high degree of ionisation. As a result the 
thickness of the cathode dark space is reduced and the following consequences can be 
observed (ref.9):-
1- Working pressure can be reduced because there is a higher likelihood of collisions. 
2- Voltage can be reduced to a few hundred volts because fewer secondary electrons are 
needed. 
3- Sputtering flux is increased by virtue of the reduction in the working pressure. 
4- Electrons do not need to be collected by an anode because they become thermalized 
and can drift towards any surface at ground potenhal! 
2.4 Planar Maglletroll Sputtering 
Planar magnetron sputtering (PMS) is a source of high sputtering rate, where 
arrangement of magnets of highly permeable material is used to produce a magnetic field 
across the target. The magnets are arranged so as to have at least one region in front of 
the target surface where the focus of the magnetic field lies parallel to the cathode 
(magnetron) surface in a closed path (ref.8). The design and the characteristics of planar 
magnetron sputtering have been extensively investigated (refs.lO-16). There are three 
types of magnetron sputtering:-
1- Cylindrical magnetrons. 
2- Circular magnetrons. 
3- Planar magnetrons. 
15 
All these magnetrons used to deposit thin filrns utilise the same principle of a magnetic 
field to trap the electrons in the "tunnel" method (ref.l7). 
The circular magnetron used for preparing the samples is similar to a rectangular 
magnetron, but the geometry of the cathode (target) is disc-shaped, having a toroidal 
plasma ring facing and parallel to a fixed planar substrate holder. The two configurations 
of planar magnetrons, shown in fig.(2.6), display curved magnetic field lines on the 
surface of the cathode (target). 
The existence of the magnetic field B with the electric field E makes any electrons 
accelerated in the electric field E gain a component of velocity V parallel to the magnetic 
field B. The electrons will therefore initially move along the field lines away from the 
target surface and towards the region where E and B are normal, and where B is parallel 
to the target surface. Alternatively, the secondarY electrons generated by ion-target 
collisions will move in a path determined by their energy and initial direction, usually a 
helical shape. Trapping the electrons close to the target surface serves two purposes ;-
A - To increase the chances of further ionisation, thus intensifying the plasma. 
B- To prevent much of the direct bombardment of the substrate by secondary electrons. 
High current densities are achieved with magnetron sputtering systems compared with the 
conventional diode sputtering system (ref.l8). Permanent magnets or electromagnets are 
used to produce closed electron -trapping field patterns adjacent to the target surface. 
The main problem with magnetron sputtering occurs when it is used to deposit magnetic 
materials, in which case the strength of the magnetic field depends on the thickness of the 
target. Sputtering of the magnetic materials tends to distort or even eliminate the field 
lines causing magnetron action. The difficulties of achieving a sufficient magnetic field to 
sputter ferromagnetic materials have been extensively studied refs.(l9 & 20». Fig.(2.7) 
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Fig.(2.6): Two possible configurations of planar magnetrons (ref.8). 
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Fig.(2.7): Magnetic field lines in using both magnetic and non-magnetic target 
(ref. 19). 
shows the magnetic field lines which are associated with both magnetic and non-magnetic 
target material. 
There are several ways to solve this problem, including using a special arrangement of the 
magnets to produce a high enough magnetic field to sputter ferromagnetic materials 
(ref.21). Anoth~r solution is based on reducing the thickness of the ferromagnetic material 
and using a strong magnetic field to saturate the ferromagnetic target and allow the 
magnetic flux to penetrate the target (ref.20). The latter method was used in the system to 
sputter the iron target in the present investigation. 
The magnetron discharge has been used in material processing in a variety of capacities. 
Its operation at low discharge pressure offers advantages for sputter deposition (ref.22), 
reactive sputter deposition (ref.23) and polymer deposition (ref.24). The measurement of 
the radial distribution through a cathode of:·a cylindrical symmetry, and the 
characterisation of its dependence on discharge parameters, magnetic field strength, and 
pressure have been undertaken (ref. 13 ). 
2.5 Sputtered Species and their Trallsport to Substrate 
For deposited films, the type of particles which arrive at the substrate is obviously 
important. Thus it is worth considering the type of particles ejected from the target and 
their subsequent motion towards the substrate (ref.17). Electrons, positive and negative 
ions, and both ground state and excited neutral species are released from the sputtering 
target. Besides the sputtered particles, ions incident on the target may be neutralised and 
reflected back into the discharge. Except at very low pressures, these high-energy neutrals 
will be rapidly therrnalized by collisions in the discharge, because of their short mean free 
path (ref.5). 
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The sputtered atoms therefore leave the target with energies much greater than the 
thermal energy of the gas in the chamber. In addition, the energy of the depositing atoms 
arriving at the substrate surface will depend on the number of collisions that occur on the 
way. The number of collisions depends on the working gas pressure P and the target to 
substrate distance (ref.19). The number of collisions for those atoms which leave the 
target is inversely proportional to the pressure and the distance between the target and the 
substrate. Thus the nature of collisions will affect the energy of particles which reach the 
substrate. The atoms ejected at more oblique angles have higher average energies 
(ref.25). 
2.6 Film Formation 
In sputter deposition as in the other standard vac~um deposition process of evaporation, 
material mainly arrives at the substrate in atomic or molecular fonn. The effect of the 
bombardment of the growing film by secondary electrons and negative ions emitted at a 
target has been investigated (ref.14). Fig.(2.8} shows the steps in the formation of a thin 
fihn on the substrate (ref.4). The nature of the substrate and its temperature are very 
important factors for growing thin fihns, because they can have an effect on the binding 
energy of the film to the substrate. Single atoms first arrive at the substrate surface, and 
after a time each atom either evaporates from the substrate surface or joins with another 
single atom to form a doublet, having less mobility and greater stability than the single 
atom. 
The likelihood of forming the atomic pair depends on the single atom density and on the 
deposition rate. In time, the doublets are joined by more single atoms to form the 
"nucleation stage" of thin film growth. The nucleation stage is as important as the fust 
step in the formation of a thin film by deposition. It leads to the quasi-stable "state of 
islands", each island containing tens or hundreds of atoms. After some time, the islands 
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Fig.(2.8): Steps in the fonnation of a thin film on a substrate (ref.8). 
grow large enough to touch each other. This is called the" agglomeration or coalescence 
stage". 
The coalescence proceeds until the film becomes a single continuous layer. This 
continuity may not occur in some cases until the film is several hundred Angstrom in 
thickness. Most films deposited at room temperature are in a non-equilibrium state and 
highly imperfect containing vacancies, dislocation, stacking faults and grain boundaries 
(ref.3). The most important properties of thin films are related to their structure, for 
example electrical, magnetic, mechanical and optical properties. 
2.7 Morphology of the Films 
The coating-atom condensation process can be pictured as occurring in three steps. 
Firstly, incident atoms transfer their kinetic energy to the lattice and become loosely 
bound (adatoms) (ref.26). Secondly, these adatoms diffuse over the surface and exchange 
their energy with the lattice and other absorbed species until they are desorbed, or 
become trapped at low-energy lattice sites. Finally, the incorporated atoms readjust their 
position within the lattice by bulk diffusion processes (ref.27). 
The deposition parameters have an effect on the coating-atom condensation process. The 
morphology of the films is affected by substrate temperature, gas pressure, and ion 
bombardment. 
The effect of substrate temperature on the morphology of the film was first investigated 
by Movchan and Demchinin in the Soviet Union in 1959 . Here, both thin and 
thick films were deposited on substrates over which temperature gradients were 
maintained. Thornton added an additional axis to account for the sputtering gas pressure 
and showed his results in the diagram in fig.(2.9) (ref.27). This diagram was based on the 
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Fig.(2.9): Influence of substrate temperature and argon gas pressure on the 
microstructure of sputtered metallic coatings (Le. Thomton's diagram). 
investigation of the morphology of thick (- 255 run) sputtered fihns of different materials 
on glass and metallic substrates at various temperatures. Thomton's diagram is divided 
into four different structure zones as follows:-
I.ZolleI 
This structure is caused when adatom diffusion is insufficient to overcome the effect of 
shadowing. The shadowing induces columnar structure with open boundaries because the 
high point on the growing surface receives more coating flux than the valley. The 
structure of this zone is due to substrate roughness, high gas pressure, low substrate 
temperature, and an oblique component to the deposition flux, as well as trapped 
crystallites with loosely bonded tops. 
2. ZOlle T 
This zone is called the transition zone, because it is generally observed between zone I 
and zone IT. It has zone I structure with a crystal size that is difficult to resolve and 
appears fibrous, and also has boundaries that are sufficiently dense to yield good 
mechanical properties. The structure of this zone is observed particularly at low gas 
pressure, low substrate temperature, and negative bias voltage. 
3. ZOlle 11 
This zone is characterised by evolving growth due to addatom diffusion and consists of 
columnar grains separated by distinct dense intercrystalline boundaries. 
4. Zone 111 
The structure of this zone consists of equiaxed grains, which are generally not observable, 
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and result in bulk diffusion processes such as recrystallisation. Energetic ion 
bombardment of metal deposited during deposition is shown to affect the morphology of 
the film as well as the structure, stoichiometry, and physical properties of the film 
(ref.28). 
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CHAPTER 3 
THEORY 
3.1 Magnetic Thin Films 
As memory devices, magnetic thin films have become very important for both engineers 
and physicists. 'Thin films with single-domain behaviour, a rectangular hysteresis loop, 
and a low coercivity have become a target for many researchers. As thin fihns with these 
properties behave like a spot with magnetisation lying .in its plane, they can be used as 
carriers of information units (ref.l). 
The behaviour of magnetic thin films has been shown to be different from that of bulk 
materials .. The difference can be simply explained by the following two arguments 
(ref.2):-
1- The surface electron spins are completely different from the interior electron spins, 
because the surface electron spins are usually in an envirorunent of lower symmetry, 
where their neighbours are concentrated on the film surface alone, while the interior 
electron spins have electron neighbours for all directions. 
2- The effect of the substrate nature and its temperature on the atomic arrangement of the 
first few layers of the deposited films. 
The properties of thin films are considered to be unusual and technologically interesting. 
The most important of these characteristics are as follows (ref.3):-
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1- The magnetisation M tends to remain in the plane of the film, because the film shape 
gives rise to an anis!T0pic force fixing the magnetisation in the plane. 
2- The easy axis (EA) or preferred direction can be induced in the plane of the film, which 
leads to the magnetisation lying in this direction. 
3- The deviation of M can be reversed upon application of a weak magnetic field. 
Like bulk materials, thin films consist of small magnetised regions in different directions, 
called magnetic domains which are arranged in the direction of minimum energy (easy 
axis). Each domain is intrinsically fully magnetised under the influence of the exchange 
interaction (ref.4). In thin films these domains are extended completely through the film 
thickness (ref.5). The transition layer between any two domains magnetised in different 
, 
directions is known as a domain wall. The domain walls represent the boundary area 
where the gradual orientation of spins from one side of the wall to the other happens. 
There is no sudden, distinct change from the spin orientation of one side of the wall to 
that of the other side. A configuration of the domain boundary wall is shown in flg.(3.I). 
If there were a sudden change in spin direction between these two domains, this would 
cost a lot of exchange energy. Thus to lower the surface energy of a domain, a change in 
spin direction has to take place over many spins. When this happens the spins will be at a 
different orientation from each other by an angle Trln throughout the wall. Thus the 
exchange energy between each spin pair will not be the minimum energy (-IS'), but rather 
:-
. /lE = -IS2 cos( r,;) 
= _IS2[I_~(~)2] --------------------- (3.1) 
where n represents the number of the spins over which the change in direction occurs. 
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Fig.(3.1): Domain boundary wall (ref.2). 
The total of energy required to achieve a full 1800 change in direction is given by:-
2 =~JS2 
2n 
-------------------- (3.2) 
which is lower than the energy required to change the spin direction in one step. 
The domain walls in thin fihns can be separated into three types. The fIrst one is the 
Bloch wall which is found in both bulk materials and thin fihns. A cross-section of a 
Bloch wall in thin films is shown in fig.(3.2), which shows only the central spin in the wall 
and the free poles formed when the wall meets the film surface. 
In 1955 Neel showed theoretically that the energy pd;. rinit area y of a Bloch wall is not 
constant, but depends on the thickness of the specimen especially when the thickness is 
less than a few thousand Angstrom (ref.2). As the sample thickness t is of the same order 
of magnitude as the wall thickness y, the field created by these free poles (formed at the 
surfaces) constitutes an appreciable magnetostatic energy. Neel calculated the 
magnetostatic energy by approximating the actual wall as a nonuniformally magnetised 
rectangular block, in which the spins continuously rotate from the direction +y to -y by a 
unifonnly magnetised elliptic cylinder which is shown in fig.(3.3). The magnetostatic 
energy density of the Bloch wall is given as:-
E =~N,M,2.1O-7 
rru,. 2 Jjcm3 ------------- (3.3) 
where Ms is the saturation magnetisation, and Nt is the demagnetisation effect along the 
magnetisation axes, given as:-
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Fig. (3.2): Cross section of a Bloch wall in thin films (ref.2). 
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Fig.(3.3): Ellipsoidal cylinder approximation of a Neel wall (ref.2). 
and 
N = 41th 
• a+b 
N = 41W 
• a+b 
for the magnetisation along a-axis --------- (3.4) 
for the magnetisation along b-axis -------- (3.5) 
Thus, for a thin film of thickness t and wall thickness 0, eq.(3.3) can be rewritten as:-
E _.!.(4rr£)M2 
"".B- 2 t+o ' ----------------------- (3.6) 
However, for very thin films the demagnetisation energy can be decreased by a different 
magnetisation distribution in the wall. In this case the spins do not rotate out of the film 
plane, but in the plane of the film. This arrangement ~f the spins leads to what is known 
" :/ 
as Neel walls; the cross-section of Neel walls is shown in fig.(3.4). The free poles are 
formed not on the film surface as we have seen in the Bloch wall, but rather on the wall 
surfaces. Also the spins throughout the film (both within the domains and within the 
walls) are parallel to the film surface. The magnetostatic energy of this wall is given as:-
E =.!.(47tt)M 2.1O_7 J/cm3 
""'H 2 t +0 ' ------------ (3.7) 
Thus, the ratio of the magnetostatic energy of these two kinds of wall is:-
E"" 0 
--._. =-
E t 
""'H 
--------------------- (3.8) 
Eq.(3.8) shows that the magnetostatic energy of the Neel wall is less than that of the 
Bloch wall where the film thickness t becomes less than the wall thickness o. 
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Fig.(3.5): Cross-section of a cross-tie wall (ref.2). 
In 1958 Huber et. al. observed a new type of domain wall in thin films, called a cross-tie 
wall (ref.6). 1bis type of wall consists of the main wall cut at regular intervals by short 
right angle "c:ross-ties", which terminate in free single ends. A schematic diagram of a 
cross-tie wall is shown in fig.(3.5). The magnetostatic energy of this wall is less than that 
of the Bloch or Neel walls for a certain range of thickness. 
The magnetisation process can occur by movement of the domain walls in the direction 
of the applied field or by rotation of the domains themselves. In an wunagnetised 
specimen, the magnetisation vectors cancel each other as shown in fig.(3.6a), and the net 
magnetisation is equal to zero (ref.7). Application of a weak magnetic field causes the 
domain walls to move. The domains with the magnetisation vector parallel to the field 
start to expand at the expense of the other domains as shown in fig.(3.6b). However if 
the field is removed from the specimen the domains start to return to their original 
" 
arrangement (zero magnetisation). The magnetisation process in this case is reversible 
(ref.8). On the other hand, if the applied field is strong the domains may extend and align 
themselves irreversibly. 
Due to the presence of crystal imperfections, the reversible process under low field 
conditions may be resisted, which means that the domain walls will only return if there is 
sufficient gain in the external field energy. Therefore to return the aligned domains to 
their original arrangement (zero magnetisation), a strong magnetic field has to be applied 
in the opposite direction to overcome the crystal imperfection resistance and restore the 
wunagnetised state. 1bis process is called hysteresis. The magnetic field necessary to 
restore the zero magnetisation state is called the coercive force. 
Due to the extensive studies conducted on magnetic thin films, three basic types of 
practical importance have been distinguished. These are fully described by Rosenberg 
(ref. 1 ), and can be outlined here as:-
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Fig.(3.6): The magnetisation process (ref.2). 
(a): An unmagnetised specimen. 
(b): The spins in a weak field. 
(c) 
(c): The applied field is stronger, and the domain rotation has 
started to take place. 
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Fig.(3.7): Schematic representation of conduction electron spin density 
around an isolated magnetic impurity (ref. 1 0). 
1- Amorphous magnetic fihns:- these are new materials which can be obtained by 
quenching the liquid state at rates of the order of 106 KS-l in order to bypass a 
crystallisation state and obtain a liquid disorder state in the solid state. The thin film 
preparation techniques are able to effect that process, with a quenching rate of about 
106 KS-l; therefore a considerable range of compositions in a glass form can be 
obtained. 
2- Single-crystal fihns for magnetic insulators: - this kind of magnetic film has been found 
to be interesting because of its suitability for supporting bubble domains and for its 
applications in bubble memory technology. 
3- Ultra thin single-crystal fihns of transition metals:- the. main work done on this kind of 
, 
thin magnetic film is to investigate the influence of the film thickness and the surface 
structure on the electron structure and spin density distribution in transition metals. 
3.2 The RKKY Interaction 
The conduction electrons in metallic systems are known to play a significant role in the 
coupling between the magnetic ions which depends on the ability of the conduction 
electrons to interact magnetically with local moments and to propagate between the 
different magnetic sites (ref. 9). 
The fll'st investigation of the indirect exchange interaction between local moments via 
conduction electrons was mentioned by Ruderman and Kittel in 1954. Later Kasuya in 
1956 and Yosida in 1957 developed and extended the main theory to s-f and s-d 
interactions. Therefore this kind of interaction is known as the "RKKY" interaction. 
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If there is a simple direct interaction between the spin state of the conduction electrons 
cr , which can take one of two values ±1 (spin "up" and spin "down" respectively), and 
the other spin S through the effect of symmetry and the Pauli exclusion principle, the 
energy associated with this exchange interaction can be given as:-
Ea =-J(r)cr'S --------------------- (3.9) 
where the exchange interaction J(r) falls off rapidly with increasing the distance r 
(ref.lD). 
If the exchange parameter J(r)<O, then eq.(3.9) shows that the spins in a direction 
antiparallel to the ions have the lowest energy. This leads to the polarisation of the 
conduction electron spins in the vicinity of the localised ~agnetic moments. The original 
wriform distribution of the conduction electrons with antiparallel spins changes to an 
oscillating behaviour which decays with increasing distance from the magnetic moment. 
The conduction .electrons with spins parallel to the local magnetic moment are repulsed 
by that moment and will have the same oscillatory distribution. The oscillatory 
distribution of spin density in the region of the local moment will decay with increasing 
distance (ref.lD), as shown schematic ally in fig.(3.7). 
If there is another atom with a local magnetic moment situated in the region of the flfst 
spin oscillation, it will interact with the flfst spin ferromagnetically, or 
antiferromtSgnfticallY depending on whether the direction of its spin is parallel or 
antiparallel, as well as on the local state of polarisation. The strength of the magnetic 
coupling between these two atoms, separated by a distance R, is given according to the 
RKKY interaction theory by :-
V (R) = (;3 )cOS(2K FR) ------------------- (3.10) 
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where KF is the Fenni momentum. 
3.3 Spin Glass Behaviour in Alloys 
In magnetic alloy systems there is a possibility of containing one or more magnetic phases 
within the itinerant or localised spin systems. In random alloys there will be a random 
interaction due to RKKY interaction between the spins, producing a random or "spin 
glass" spin alignment as the magnetic ground state (ref. I I). 
The general deftnition of spin glasses refers to a magnetic state of a system in which the 
interactions between the magnetic moments are continuously occurring in a disordered 
state causing the spins to be ordered in a non-periodic manner, or in other words they 
. , 
"freeze" into random directions (ref. 12). 
The physical properties of spin glasses have been described by their spin-spin correlation 
function. As the temperature of a spin glass alloy starts to rise, the alignment of the spins 
will be "unfrozen" at a temperature given by kBTf '" ~s, where d s is the average 
interaction strength and Tf is the spin glass freezing temperature. It should be mentioned 
here that the range of this interaction will depend upon the conduction electron mean free 
path I, where the reduction in the electron mean free path 1 leads to a reduction in the 
strength of the RKKY interaction at distance r given by (-ri/), due to damping of the spin 
polarisation oscillation (ref. 13 ). 
As the temperature is increasingly reduced these short range correlations cause the spins 
to accumulate in small regions called clusters. The size and shape of these clusters is 
determined by the distribution of other spins in the neighbouring areas. With greater 
decrease in temperature towards a spin glass temperature T f, the size and density of these 
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clusters increases until finally at T f an "infInite" glassy cluster of frozen spins will fonn. 
At the same time, there will be many small clusters free, Le not joined to the large 
cluster. With decreasing the temperature to below the freezing temperature T f, more and 
more of these small clusters will join the big cluster, or they will be blocked due to the 
reduction in their thennal energies (ref.lO). 
In practice it is diffIcult to identify the spin glass behaviour, but measurements of some of 
the physical properties can be used to indicate spin glass behaviour in the alloys. A list of 
the physical properties which can indicate the spin glass behaviour is as follows:-
1- AC susceptibility:- The spin glass transition can be identifIed as a peak in X(T) at low 
magnetic field, where the temperature at the peak represents the spin glass temperature 
2- Neutron diffraction spectrum:- The neutron diffraction spectrum shows no magnetic 
Bragg peaks after the spin glass temperature Tf. 
3- SpecifIc heat measurement: - The spin glass transition can be defmed as a broad peak in 
plot of the specific heat of the alloy as a function of temperature, and the temperature 
where the peak happens represents the spin glass temperature. 
4- Resistivity measurement:- The spin glass transition shows a minimum in the resistivity 
as a function of temperature, where the resistivity increases with decreasing the 
temperature to below the freezing temperature Tf. 
5- The magnetisation curve:- The spin glass behaviour of an alloy can be obtained by 
looking at its magnetisation curve when it is cooling down. In the case of spin glass alloys 
there is a difference in the magnetisation curve when the temperature is lower than the 
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spin glass temperature and the sample is cooled under zero magnetic field or weak 
magnetic field. Fig.(3.8) shows the magnetisation curves of the ferromagnetic, 
antiferromagnetic, and spin glass alloys. 
3.4 Resistivity of Metals and Alloys 
The understanding of physical processes, which detennine the electrical resistivity of 
concentrated metallic alloys is very complicated, because of the large number of possible 
contributions that could be involved. In addition to scattering of conduction electrons 
from thermally induced atomic displacements (which may depend upon concentration and 
degree of atomic and magnetic order), there will be other direct contributions from 
atomic and magnetic disorder, strain and band struc!tu"e ~ffects (ref. 14 ). 
In early 1900, Drude suggested that the high conductivity of metals could be explained in 
terms of their valence electrons, which he considered to be free to move within the solid 
in a way similar to gas molecules in a container. TIlls idea was developed further by 
Lorentz. The application of an electric field to the conductor causes all the free valence 
electrons to flow in the conductor through an ionic array and thereby constitute a current 
(ref. 15). 
The resistivity is determined by the rate at which the conduction (valence) electrons are 
scattered from some initial state 0 k into a fmal state 'i'k' . To calculate the resistivity, the 
acceleration Qx of the electrons due to the electrical field is given by:-
av F f.,e 
Qx = - = - = - -------------------- (3.11) at m m 
where F is the force which is the product of the electric field Ex and e the charge of the 
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Fig.(3.8): Comparison of the magnetisation in a small applied field for 
ferromagnetic (FM), antiferromagnetic (AFM) and spin glass (SO) 
materials. 

equilibrium state must increase in some measure in proportion to the degree of departure 
from the equilibrium state. The simple fonn of this process can be written as:-
d(V-Vo)1 = -(v-Vo) 
dt -. 't ----------------------- (3.15) 
In this case, the rate at which the velocity returns to its equilibrium value Vo, is 
proportional to (~-~.), which equals the amount by which v is different from its 
equilibrium value. Under these circumstances any excess velocity imparted by the field 
would decay exponentially, and 't is the characteristic time involved in this exponential 
decay. If the scattering process is described in this way, it is possible to detennine the 
combined influence of the field E and the scattering mechanisms (ref.17). When the rate 
of change of the drift velocity due to the field is just compensated by the rate of change 
due to collisions, then:-
( d(S~») +(d(S~») -0 dt ft.ld dt Sw -------------- (3.16) 
So by using eq.(3.15 ) and eq.(3.16) the following fonnula can be obtained:-
eE S!1 
-=- ------------------- (3.17) 
m 't 
Therefore the current density j will be:-
--------------------- (3.18) 
=--
m 
However Ohm's law is defmed as:-
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j = ~ -------------------- (3.19) 
P 
where P is the resistivity of the material. By introducing eq.(3.19) to eq.(3.18) the 
resistivity of the material can be obtained as:-
m P=-2-
ne "t 
3.4.1 Matthiessell's Rule 
---------------- (3.20) 
The resistivity of dilute alloys was first discussed by Matthiessen in 1962 (ref. 17). He 
showed that the slopes of the curves of resistivity vs temperature (Llp/ d T) of well 
annealed, very dilute, solid·solution alloys containirig · about 3% or less of alloying 
elements, were the same as those of the annealed, pure (un alloyed) element (ref.8). The 
basis of Matthiessen's rule for a given temperature is generally expressed as:-
----------------------- (3.21) 
where ptolT) is the total resistivity of a metal or an alloy, Po is the temperature 
independent (residual) resistivity, and P h(T) is the component of the resistivity caused by 
the scattering of the electron waves by phonons in the lattice at that temperature. 
However, another way to explain eq(3.21), is by saying that the resistivity of a metal or 
an alloy is the sum of the electron scattering effects of these two factors. It can be thus 
expressed on the basis that the relaxation time is a function of the probability that an 
electron will be scattered. 
The resistivity formula is given by Drude's equation as:-
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• m p=---:---
n(EF }e''t(EF } 
-------------------- (3.22) 
where: 
m>l< _ electron effective mass. 
n(EF)- number of electrons at the Fermi surface. 
e- electron charge. 
and 't(EF)- electron average relaxation time. 
Therefore, using eq(3.21} and eq(3.22}, the approximate resistivity of an electron 
scattering can be simply written as:-
---------------- (3.23) 
from eq.(3.23} the relaxation time can be expressed as:-
I 
------------------- (3.24) 
However, the two parameters in eq.(3.24} include all the impurity and lattice defects 
(ref.8). It is clear from eq.(3.24} that if there are several dilute alloys, and each alloy has 
different alloying elements, they should have the same slope as the base (host) metal. 
The resistivity change as a function of temperature is given by Matthiessen. If an electron 
with a mean free path L(EF}' has a 100% probability of being scattered by an oscillating 
ion, the electron mean free path can be written as:-
------------------------ (3.25) 
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where M is the ion mass, n(E F) is the number of electrons per unit volume and T is the 
temperature. However if eq.(3.25) is multiplied by k8h2 and divide by k8h2, then:-
---------------- (3.26) 
The Debye temperature eD is given by:-
----------------------- (3.27) 
Now, if eq.(3.27) is introduced into eq.(3.26) then:-
L(E )= 4lt2kB ._M_e'l_D 
F n(EF )h2 T 
------------------- (3.28) 
By introducing eq.(3.26) to eq.(3.22) and taking 't(EF)=V(EF)Il(EF) the resistivity can be 
obtained as:-
m·v(EF ). n(EF )h2 ._T_ 
n(EF )e2 4lt2kB 
For greater simplicity, the resistivity can be given as:-
Me 2 D 
---------------- (3.29) 
--------------------- (3.30) 
As m* v(EF) in eq.(3.30) represents the momentum of an electron at the Fenni surface 
p(EF), eq.(3.30) can be rewritten as:-
----------------------- (3.31) 
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In nonnal metals the BrilloWn zones are either partially filled, or else zone overlap occurs 
(ref. IS). In each of these cases, the electron may be approximated as being free. So, the 
momentum of such an electron may be given by:-
------------------------- (3.32) 
and by assuming a spherical Fermi surface, which is unaffected by the zone walls, the 
energy of free electron can be written as:-
h2 K(E )2 E= F 
8n2m' 
---------------------------- (3.33) 
where K is the wave vector of an electron (K =2n(>.. ). If eq.(3.33) is introduced into 
eq.(3.32) then:- .' " 
[ 2- 2]V2 [2- 2]1/2 (E)= 2m,h K(EF ) = h K(EF ) PF 82' 42 nm n 
Therefore eq.(3.31) can be rewritten as:-
h2 hK(EF ) T p= . 
4n2kBe
2 2n 
h3K(EF )T 
,--Me 2 
D 
n3K(EF )T 
- 8n3e2Me 2k e2Me 2k D B D B 
------------------ (3.34) 
--------------------- (3.35) 
where n=h/2n. By taking the derivative of eq.(3.3S), the change in resistivity with 
temperature can be obtained as:-
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------------------- (3.36) 
3-4.2 Resistivity of Biliary Alloys 
To explain the dependence of the resistivity on composition, the most important factor, 
the relaxation time has to be explained. The relaxation time can be given as:-
----------------- (3.37) 
where v(EF ) is the drift velocity of an electron at the Fermi surface. An electron with a 
given mean free path I(EF ), has a 100% probability !:If being scattered by an oscillating 
." ;1 
ion. Thus the scattering cross-section of the ion A(EF ), may be defmed by:-
or 
-------------------- (3.38) 
Then by using eq.(3.37) and eq.(3.38), the relaxation time can be given as:-
------------------- (3.39) 
Here the A( E F)Tol is used to represent the total scattering cross-section. Therefore, if 
eq.(3.39) and eq.(3.22) are used, the formula for the resistivity is as follows:-
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then 
m"v(EF)A(EF)ro, p= 
e' 
- - --- - -- - -- - - - - - (3.40) 
------------------ (3.41) 
However in eq.(3.41) m* is taken to be constant. The addition of alloys to the base metal 
leads to an increases in E F ' but the percentage increase in E F is relatively small 
compared with the large value of E F of any alloy, therefore it may be assumed that such 
alloy additions will induce minor changes in v(E F); and such small changes may be 
ignored in this approximation. 
However, the only remaining factor in eq.(3.41) A(EF)Tot is more significantly affected 
by ions in random solid solution. Therefore the change induced in the total scattering 
.. ~ , , 
cross-section is very significant compared with the change in any of the other factors 
previously discussed. 
The factor 't(EF ) in eq.(3.24) includes both scattering effects of the host and the impurity 
ions, but in eq.(3.41) a new factor A(EF) is present which is different from 't(EF ), 
because it contains another source of scattering which was too small to consider and 
include in eq.(3.24). With more concentrated alloys, changes in the periodic potential 
within the lattice become very significant causing a high degree of scattering which must 
be taken into account. To make eq.(3.24) more accurate and complete, the final factor 
has to be included as:-
1 
--------------- (3.42) 
where the last term gives the total relaxation time due to changes in the periodic potential 
of the lattice, which is produced from relatively large numbers of alloying ions with 
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different charges from that of the host ions. 
Therefore corresponding to the derivation of eq.(3.24) and eq.(3.42) the approximate 
total scattering cross-section can be written as:-
---------------- (3.43) 
where A(EFJh includes scattering effects caused by the disruption of the spatial 
periodicity of the lattice due to the presence of impurity ions. However, if the lattice is 
perfect and does not contain any lattice imperfections including distortions resulting from 
impurity ions, then the only resistance to electron flow will be that caused by thermal 
oscillations of the host ions. A(EFJe contains all the scattering effects which arise from 
the difference in charge between the host lattice and the a1!oying ions. 
To determine the total effect of these two scattering parameters it is most convenient to 
consider the changes in each of these factors relative to the annealed (unalloyed) metal at 
a given temperature. Therefore eq.(3.43) is usually expressed as isothermal changes and 
is given by:-
------------------ (3.44) 
Now if it is assumed that the isothennal charge of each of host ion has the value of Za,e 
(where Za, is the valance of the atom and e is the electron charge), and that the charge of 
each alloy or foreign ion has the value Z~e (where Z~ is the foreign atom valance), then 
the difference in charge between an impurity ion and a host ion is (Z~-Za.le. However, 
the electron scattering is proportional to the square of the difference in charge, i. e.:-
---------------- (3.45) 
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per impurity ion. Therefore, for the whole alloy :-
------------------- (3.46) 
where Ka is a constant of proportionality, and /lC is the atomic percentage of the foreign 
ions present in solid solution in the host lattice. 
As was mentioned before, all the factors present within the host lattice and contributing 
to the scattering of electrons are included in M(EF)h. By using Vegard's rule the change 
in the lattice parameter (periodicity) can be expressed as:-
M. = aAC ------------------ (3.47) 
where ex. is a constant, and Go is the lattice parameter. The effect of this behaviour Oil the 
scattering cross-section is given by:-
---------------------(3.48 ) 
where Kb is a constant which includes the effects of imperfections in the host lattice. By 
adding eq.(3.48) to eq.(3A6) a similar formula to eq.(3.44) can be obtained as follows:-
M(EF)To. = Kb/lC +Ko(Zp -Za)2/lC 
or 
M(EF)To. =[Kb +KQ(Zp -Za)2]/lC 
---------------- (3.49) 
------------------- (3.50) 
Since eq.(3A3) and eq.(3.44) are directly related to eq.(3.23) and eq.(3AO), and 
eq.(3.50) is substituted into the differential to eq.(3.41) to give:-
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------------------ (3.51) 
The above equation is known as Linde's equation, formulated in 1931 to explain the 
change in electrical resistivity of annealed binary alloys as a function of the alloying 
element present in an annealed solid solution at a constant temperature. 
When there is more than one alloying element present in solution, then eq.(3.51) holds for 
each of the constituents, provided that the limit of solid solubility is not exceeded by the 
combined alloy additions. Therefore the change of the base metal resistivity at a constant 
temperature will contain the effect of all the alloying elements and can be given by:-
--------------------~- (3.52) 
where ~Pi is the resistivity change caused by one of the alloying elements. 
3.4.3 Effect of Order-Disorder Transformation Oil Resistivity 
The dependence of the resistivity on the composition of metals and the order-disorder 
transformation structure of the dilute and nondilute alloys has been investigated by some 
authors (ref.14 & 16). Nordheim has described the resistivity of metals as a function of 
the composition of metals. Nordheim's rule predicts that the resistivity of disordered solid 
solutions should be given by:-
--------------------- (3.53) 
where CA and CB denote the concentration of the elements A and B respectively. Mott 
has suggested that the resistivity of alloys is due to scattering of conduction electrons 
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from a s-band to a d-band, where the current is assumed to be carried mainly by electrons 
in the s-band, while the resistance is mainly due to the transition of electrons from a 
s-band to ad-band (ref.l8). 
The effect of long-range atomic order on the resistivity of Cu-Au alloys has been 
extensively studied. Fig.(3.9) shows the resistivity of disordered Cu-Au alloys as a 
function of composition. It can be seen that the resistivity at 50% concentration is seven 
times greater than the resistivity of a pure element. These measurements have been done 
at room temperature. Fig.C3.!O) shows the resistivity of ordered Cu-Au alloys as a 
function of composition. Comparing figure (3.9) with figure (3.10), a deep minima in the 
resistivity at compositions of 25% and 50% Au are shown. These minima correspond to 
the formation of ordered alloys CU3Au and CuAu, where the resistivity in these minima is 
not more than twice that of either Cu or Au as pure metals. 
3-4.4 Effect of Magnetic Clusters and Local Environlllent on Resistivity 
The resistivity of magnetic alloys was found to be affected by the magnetic clusters and 
the local environment. Magnetic clusters will form in alloys containing a concentration of 
a magnetic component somewhat smaller to that required to sustain long range magnetic 
ordering (ref.! 0). 
The calculation of resistivity due to magnetic clusters follows the same path as for atomic 
clusters. Thus on the simplified basis of nearly free conduction electrons and a delta 
function scattering potential, one would expect a magnetic cluster to cause an initial 
increase in Pm (long range spin correlation resistivity) if the cluster size is less than the 
electron mean free path. 
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Fig.(3.9): Resistivity vs composition of disordered Cu-Au alloys (ref.16). 
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Fig. (3. 10); Resistivity vs composition of ordered Cu-Au alloys (ref.16). 
In the magnetic case, both the degree of magnetic order within the cluster and the cluster 
size may change with temperature T. The magnetic cluster size probably remains fairly 
constant with temperature when the alloy composition is far removed from the critical 
concentration for long range magnetic order. The main effect will be a reduction in 
magnetic order within the cluster as the temperature increases. Therefore, to detennine 
the cluster resistivity a model is required to calculate the spin-spin correlation within the 
cluster as a function of temperature. 
There are two main features which are important to point out :-
1- The general form of the behaviour is not particularly sensitive to the cluster topology. 
2- The cluster causes an increase or decrease in p dependent upon kp:1o (Le. number of 
conduction electrons per atom 11). 
In 1970 Houghton et. al. investigated the electrical resistivity of Ni-Cu alloys near the 
critical composition for ferromagnetism (ref.19). They observed anomalous behaviour of 
the resistivity up to temperatures of about 6000 K as shown in fig(3.11). They attributed 
this behaviour to the existence of giant magnetic moment polarisation clouds and to their 
ultimate disappearance at these temperatures. The change of resistivity between 200 and 
6000 K shows a different behaviour as the Ni composition changes, which could be 
interpreted as a sum of two contributions:- a) increasing the term due to phonon 
scattering and b) decreasing the term due to spin-disorder scattering from the local 
moment clouds; the spin-disorder scattering can be expected to vary as some simple 
direct function of the moment. Thus it seems reasonable to interpret the data as indicating 
that the effective paramagnetic moment in each cloud is smoothly decreasing to zero as 
the temperature rises to 6000 K. The disappearance of spin-disorder scattering at about 
6000 K, independent of alloy composition, indicates that the giant polarisation clouds 
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persist up to a temperature near the Curie point of nickel (approximately 625°10. 
3.4.5 Temperature Coefficient of Resistivity 
The temperature coefficient of resistivity is one of the factors which must be known for 
the materials to be used in engineering applications. In 1962 Matthiessen showed that 
the slope of curves of resistivity versus temperature (t..p /t..T) of well-annealed, very 
dilute, solid-solution alloys were the same as those of annealed, pure. unalloyed base 
elements. His observation has been formulated as;-
t..p(CA ) t..p(CB ) t..p(C.) 
t..T t..T t..T ---------------------------- (3.54) 
where Co denotes the pure metal, and CA and CB denote the composition of two binary 
alloys. If one element within the host material is taken, then eq.(3.54) can be rewritten 
as;-
--------------------- (3.55) 
If the left-hand side of eq.(3.55) is multiplied by p(C A)/P(C A) and the right-hand side by 
p(Co}/p(Co), then ;-
--------------- (3.56) 
The temperature coefficient of resistivity is defined as;-
--------------------- (3.57) 
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Therefore eq.(3.56) can be rewritten as;-
----------------------- (3.58) 
As long as the properties of the base material are known, then eq.(3.58) can be written 
as;-
--------------------- (3.59) 
where Km is the Mathiessen constant. However, it has been mentioned previously that 
the effect of each of several alloying elements is additive and the change in the resistivity 
of the base metal at a constant temperature is given by'Matthiessen as;-
------------------- (3.60) 
where 6p i is the resistivity change of one of the alloying element. Therefore, eq.(3.58) 
and eq.(3.60) can be employed to predict the temperature coefficient of nearly all 
annealed solid-solution alloys, so at a given temperature ;-
-------------------- (3.61) 
The calculation of a; in this way gives a good approximation for alloys which have a 
linear ap faT. The temperature coefficient of resistivity a; is very sensitive to the small 
quantities of impurity elements in pure metals. 
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3.5 Maglletoresistallce of Metals alld Alloys 
The metallic lattice is one in which we can consider the valence electrons as neatly free 
and shared with the ions in the lattice, although they move rapidly within the lattice 
(ref.S). If a magnetic field is applied, the motion of these electrons will be affected and 
the magnetic effects anticipated are in addition to the diamagnetic effects of the filled 
shells of the ion cores. 
The application of a magnetic field will force the ''free'' electrons to move in a helical 
path due to the Lorentz force eV)j, where the axis of the helix is parallel to the applied 
field B, and the angular velocity of an electron around its particular axis is the cyclotron 
frequency which is given by (ref.20):-
W =eB/, 
C /m ---------------------- (3.62) 
The basic resistivity formula is given by:-
m' p=-
• ne2"t ------------------------ (3.63) 
From eq.(3.62) and eq.(3.63) the following formula can be obtained:-
B 
W"t=--
C p.ne -------------------- (3.64) 
In eq.(3.64), the effective mass m* has disappeared allowing us to estimate wc"t. 
The force that the magnetic field exerts on a moving electron is perpendicular to its 
direction of motion. Therefore, if an electric field £ and a magnetic field B have been 
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applied to an electron moving with velocity V, the force F which they will exert on the 
electron is given by:-
1 - -
F = e(E +-V x B) --------------------------- (3.65) 
c 
where c is the velocity of light. Therefore in wave vector space:-
and:-
• e 1 - -K=-(E+-VxB) 
11 c 
------------------- (3.66) 
---------------------- (3.67) 
For an electric field alone, the force will be the same'fOl"all the electrons, and the wave 
vectors of all the electrons will therefore move through K-space at the same rate. This 
means there should be no tendency for electrons to accumulate anywhere in K-space. If 
any electrons do accumulate, it will also give rise to difficulties in satisfying the Pauli-
exclusion principle. 
On the other hand, in the presence of a magnetic field alone, the wave vector k will move 
in a plane perpendicular to the field B. The force is perpendicular to the velocity and 
there is no work done, which leads to the trajectory lying on a surface of constant energy. 
This is shown in fig.(3.l2), in which it can be seen that the electrons will remain between 
the energy states E and E+8E. 
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Fig.(3.12): The electron trajectory lying on a surface of constant energy 
(ref.2D). 
3.5.1 Boltzmall11 Transport Equation in the Presence of Both Electric and 
Magnetic Field 
The effect of the presence of the magnetic field can be seen as a result of the Lorentz 
force, which must be included in Boltzmann's equation. For an electron moving with 
speed V in a magnetic field B the Lorentz force is given as (ref.21):-
---------------- (3.68) 
The other effect of the magnetic field is on the direction of the electron motion and the 
consequences of that may be considered as a scattering perturbation. 
The deviation from the equilibrium distribution has been gIven in the solution of 
Boltzmann equation, which can be rewritten here as:-
.... .... .... 
F(k) = F'(k)+F'(k) 
---------------- (3.69) 
However, in " this case and under an equilibrium distribution the following formula can be 
obtained:-
-------------------- (3.70) 
Thus the Boltzmann equation for the electrons subjected to both magnetic and electric 
fields within the relaxation time approximation can be reduced to:-
.... .... 
........ ar F'(k) e.... .... aF'(k) 
eV £.-=----(V AB)·-":'-':-
ae 't 11 a k 
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---------------- (3.71) 
where the solution of this Boltzmann equation eq.(3.71) is given as (ref.22):-
( 
... e't) ......... e't ...... 2 
aF. E+-. BB.E+-. BAE )..... -t m m 
F (k) = 'te-a V· ()2 ... 2 E 1+ ~ B 
• m 
-------------- (3.72) 
The arrangement of the direction of the magnetic field with the direction of the electric 
field is important. There are three arrangements which can be listed as follows:-
1- B is parallel to the current density j, where this arrangement is called longitudinal 
magnetoresistance. 
, 
2- B and j are perpendicular to each other, and at the same time the magnetic field is 
applied normal to the fIlm plane, this arrangement is called the Hall effect. 
3- B and j are perpendicular and the magnetic field is applied in the plane of the film; 
this arrangement is called transverse magnetoresistance. 
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CHAPTER 4 
EXPERIMENTAL TECHNIQUES 
4.1 Sample Preparatio1l 
4.1.1 Film Depositio1l 
DC multi-source magnetron sputtering has been used to deposit Fe J.xA1x alloy thin 
fihns. The system consists of four independent magnetrons, each magnetron 
contributing one element to the deposited film. The advantage of this design is its 
ability to produce multilayer or alloy films of two, three, or four elements. 
Fig.(4.1) shows a schematic diagram of DC multi-source magnetron sputtering (ref.l). 
Each magnetron consists of a pennanent magnet, a cooling water system and an 
electrical connection. The material sputtered from each magnetron comes from a ring 
of 25 mm diameter. To obtain optimum uniformity of the films, the substrate should 
be placed parallel to the plane of the targets, and at the same distance from each 
target. The distance between the substrate and the target also alters the deposition 
rate; thus the optimum distance results in both uniformity and a high deposition rate 
(ref.2). In our experiments, the distance between the targets and the substrate was 7 
cm. 
Two separate high voltage DC power supplies were used to provide the power to 
each pair of magnetrons, one of them to supply the power to the iron targets, and the 
other to supply the aluminium targets. The maximum current from each power supply 
was lA. These power supplies were connected to the targets by two separate cables 
, 
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Fig.( 4.1): Multi-source magnetron sputtering. 
connected to the box outside the vacuum chamber, and by using four separate wires 
connected to the targets. 
Film composition was controlled by changing the power ratio to the targets which 
alter the ion density around the target surface, leading to a change in the sputtering 
rate from each target, and hence a change in the composition of the film. A rotatable 
substrate holder enabled two or three samples to be prepared under the same 
conditions. 
The deposition chamber used was 0.26 x 0.46 x 0.33 m' in size and pumped out 
through 0.2 m diameter hole. Fig.(4.2) shows the deposition chamber and the vacuum 
system. The chamber was pumped out in two stages, fust using a rotary pump and 
then by a cryopump. Thus an ultimate chamber ,bas,e pressure :s; 3xlO-5 torr (:::;4 10-5 
Pa) was reached. Argon gas of 99.999% purity was used for the deposition process; 
for a typical deposition the working pressure was held constant at 1,3 or 4 mtOIT. 
4.1.2 Vacuum System 
A. Cryo alld Rotary Pumps 
A cryopump and a rotary pump were used to evacuate the deposition chamber. The 
rotary pump was used to rough out the chamber initially to a pressure of ( 8x 1 0.2 
torr), because the cryopump surfaces cannot generally be exposed directly to a source 
of gas at room temperature, where the heat load due to radiation would exceed that 
due to the condensation of gas molecules (ref.3). 
The principle of cryopump operation depends on the fact that the gas and vapour 
molecules present in a vacuum chamber condensed onto very cold surfaces. The main 
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Fig.( 4.2): Deposition chamber and vacuum system arrangement. 
strength of the cryopump is to achieve a vacuum with very low contamination. The 
efficiency and pumping speed of the cryopump depends on the position, shape, and 
effective area of the cooled surface. 
Fig.(4.3) shows schematically the basic design concept of a typical cryogenerator-
cooled cryopump. This figure shows that the unit has a central cryopanel, cooled by 
the second stage of the cryogenerator. We assumed the temperature of the cryopanel 
to be 20oK, though it is usually possible to maintain lower temperatures. The 
cryopanel is surrounded by a radiation shield, the temperature of which was assumed 
to be 70°K. The radiation shield is cooled by the first stage of the cryogenerator. In 
order to pennit the passage of gas to the cryopanal whilst preventing entry of gas at 
room temperature, the top face of the radiation shield must be covered by a radiation 
baffle. 
The radiation shield itself acts as a cryopump because its temperature is about 70oK, 
thus a number of gas species and some water vapour are desorbed. For this reason the 
radiation shield is called the "first stage" or " warm " panel and the cryopanel at 200K 
is called the" second stage" or " cold" panel. 
The cryopump has to be regenerated (warmed up) at intervals when the cryo surface 
is fully "loaded" with condensed gases. Care must be taken during the regeneration 
process; the gases liberated individually as the temperature rises can quickly produce 
high pressure (ref.4). The rotary pump is used to remove the condensed gases from 
the cryo surface after liberation. 
e-
In our system the "rlybold-Heraeus RG210" refrigerator-cooled cryopump was used. 
The low temperature necessary to desorb the gases from the vacuum chamber is 
produced by the two-stage cold head of a refrigerator (cryogenerator) integrated into 
the cryopump. The compressor is required to draw the helium working gas in a closed 
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Fig.(4.3): Typical cryopump configuration. 
circuit through the cold head. 1bis compressor is connected to the cold head via two 
flexible high pressure lines. The compressed helium expands into the cryogenerator 
and then cools the surfaces at two different temperatures (ref.S) .. ' 
1- The outer shell and inlet baffle are cooled to between SOCK and 1000K . This 
temperature is low enough to freeze water vapour and some organic materials. 
2- The inner array is enclosed in the SOCK volume, and cooled to between 15°K and 
20oK, which allows condensation of all gases except helium, hydrogen, and neon. 
3- The remaining gases are adsorbed on the bed of the third stage of the cryopump, 
made of activated charcoal granules cooled to between 15°K and 20oK. 
The cryopump has become important in reactive magnetron sputtering (ref.6), where 
thin film requirements have become more stringent with respect to deposition 
parameter control and reproducibility, focusing attention on the operating 
characteristics of the vacuum pumps commonly used on modem sputtering systems. 
B. Pressure Gauges 
Edward's Pirani-Penning 1005 pressure gauges were used to measure the pressure in 
the vacuum chamber. The principle of operation of these gauges can be described as:-
1. Piralli Gauge 
The working of the Pirani gauge depends on the relationship between the reduction in 
the density of gas molecules with decreasing pressure and the resultant increasing 
mean free path of a gas. Essentially it consists of a hot fIlament where, in one version, 
the fIlament current is kept constant and the change 'n resistance is measured as the 
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filament reaches temperature. Therefore resistance is determined by heat losses at a 
given pressure (ref.4). The thermal conductivity is particularly exploited for pressure 
measurements in the medium vacuum region 1-3 x10-3 mbar (0.75 -0.7510-4 torr). 
2. Penning Gauge 
This gauge is one of the ionisation vacuum gauges. The principle of measurement 
using this gauge depends on the discharge process in the gauge tube, which is 
essentially the same as in the electrode system of a sputter-ion pump. This gauge is 
called a "cold-cathode ionisation gauge". A common feature of all types of cold-
cathode ionisation gauges is that they contain two unheated electrodes, a cathode and 
an anode, between which the so-called cold discharge is excited by means of a 2kV 
DC voltage, and maintained so that the discharge ,is still continuous at a very low 
pressure. This is attained by an axial magnetic field of about 0.05T to make the path 
of the electrons so long that their collision probability with gas molecules is 
sufficiently large to maintain the discharge by the formation of the required number of 
charge carriers. The combined crossed electrical and magnetic fields cause any 
electron present to achieve very long path lengths before collection at the anode, thus 
increasing the probability of ionisation and enabling a discharge to be self-maintained 
at low pressure. The pressure P is related to the discharge current I by the equation ;-
1= K* pN --------------------- (4.1) 
where K and N are constant. 
The main advantages of this gauge are that it is very robust, has no thermonic 
filament, no X -ray limit and does not produce any thermal radiation (ref.4). It is easy 
to operate and is very useful for many processes in the pressure range 10-3-10.7 mbar 
(0.75xI0-3 - 0.75xlO·7 torr). 
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4.2 Film Analysis 
4.2.1 Transmission Electron Microscopy (TEM) 
Transmission electron microscopy (TEM) produces a primary image by differential 
loss of electrons from a beam transmitted through a thin film sample (ref.7). 
Electrons from a source are focused by the condenser lenses and are then passed 
through the sample and imaged onto a fluorescent screen, photographic film, or image 
converter plate. In our analysis we used a JEOL JEM-I00CX transmission electron 
microscope operated at 100kV acceleration voltage. To examine a sample by TEM, it 
must be thin enough to transrnit the electron beam to preserve essential information; 
the sample thickness must be less than 200 nrn. : 
To prepare samples for TEM analysis we used a cellulose acetate substrate and 
deposited thin films with a thickness of less than ISO nrn. For the analysis the sample 
was cut into small squares (1-2 mm across) and placed on a 3 mm diameter specimen 
support grid made out of copper ( 200-300 mesh grid normally used ). These grids 
with the acetate attached were placed on a fine steel mesh in a petri dish of acetone, 
the substrate just touching the surface of the acetone. The acetate dissolves overnight 
leaving the fihn on the support grid. This was then mounted in the specimen holder of 
the TEM unit. A spring clip and holder was inserted into the TEM through an airlock 
mechanism. 
TEM studies provide high resolution information on the morphology, crystallographic 
structure and chemical composition of the materials. The analysis of the chemical 
composition was carried out by energy-dispersing X-ray rnicroanaIysis using a Link 
System 860 Analyser. The specimen is tilted towards the detector by 30° and results 
are attained using a thin-fllm correction programme known as RTS-2 ( Ratio Thin 
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Section ). 1bis corrects for absorption effects and requires the thickness of the film to 
be entered into the program. 
The structural analysis of the thin film by TEM depends on the beam of electrons 
passing through the specimen in the microscope (ref.S). Some of the electrons are 
deflected or scattered from the main beam in various directions and at various angles, 
giving rise to an electron diffraction pattern. 1bis diffraction pattern contains two 
basic types of information:-
A. Spatial arrangement, that is, distance R between the central spot and the other 
diffraction spots and rings, as well as the angle 2$ between lines joining the central 
spot to each diffraction spot. 
B. Intensities, in comparative values, between the central spot and the other 
diffraction lines. By measuring the R value, it is possible to derive values of the d-
spacing in the specimen. Fig.(4.4) shows electron microscopy as a simple electron 
diffraction camera, with the electron beam striking a specimen and being diffracted to 
form a diffraction spot on the photographic plate, at distance R, from the centre of 
the diffraction pattern. 
R 
tan 2$ = L -------------------- (4.2) 
Bragg's law states that:-
A. = 2dw sin $ ------------------- (4.3) 
The angle $ through which the electrons are diffracted is very small, (only 1-2 
degrees), and so the approximation:-
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d(hkl) ~ 
r 
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Fig.(4.4): The electron microscope considered as a simple electron 
diffraction camera. 
tan 2$ = 2$ 
and ---------------------- (4.4) 
sin $ = $ 
can be made with very little error. Then:-
Rhk] A 
-=-
L dhk] 
so 
--------------------- (4.5) 
where 
dhkl - plane spacing (A). 
Rhkl - ring radius ( cm ). 
L - camera length ( cm ). 
A - wave length (A) . 
Thus. the values of R. $. and L are measured. The d-spacing of the set lattice planes 
can therefore be determined. and then used to determine the Miller indices hkl by 
comparing the value of measured d-spacing with ASTM tables to determine the 
structure of the specimen. 
4.2.2 X-ray Diffraction 
X-ray diffraction was one of the methods used to analyse the structure of thin films. A 
Siemens D5000 X-ray Diffractometer in Karlsruhe in Germany was used to analyse 
the samples in the present investigation at room temperature. This system is 
completely computer controlled. A Schematic diagram of the system is shown in 
fig.(4.5). The phenomenon of X-ray diffraction by crystals results from a scattering 
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process in which the X-rays are scattered by the electrons of the atoms without any 
change in wavelength (ref.9). 
The resulting diffraction pattern and the analysis of the position and intensity of the 
peaks leads to a knowledge of the size, shape, and position of the atoms in the unit 
cell, and the orientation of the unit cell. In general diffraction occurs only when the 
wavelength of the wave motion is of the same order of magnitude as the repeat 
distance between the scattering centres. The Bragg equation which is used to find the 
distances between the scattering centres (planes) is written as :-
dhkJ = 2S~ e ------------------ (4.6) 
Experimentally X-rays of known wave length ')., "are used and the Bragg angle 2e 
measured, thus enabling the separation d of the crystallographic planes giving rise to 
the Bragg reflection to be determined (ref.10). 
Once the symmetry of the unit cell is known the lattice parameters characterising it 
can be obtained from the d spacing. For a cubic system the lattice parameter a of the 
unit cell is given by:-
------------------ (4.7) 
from Bragg's equation:-
d 2 = ').,2 
hkJ 4sin2e 
or -------------------- (4.8) 
1 4sin 2 e 
d2 = ').,2 hkJ 
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Combining eq.(4.7) and eq.(4.8), gives:-
4sin 2 9 (h2+k'+12) 
'A.2 a 2 
------------------- (4.9) 
then:-
2 'A.2*(h2+k'+12) 
a = 4sin 2 9 -------------------- (4.10) 
A small error in the measurement of the Bragg angle 9 produces an error in the 
calculated value of the lattice constant a, given by:-
da 
- = - cot 9d9 ---------------------- (4.11) 
a 
For a cubic crystal with known lattice parameter a, particular wavelength 'A. and angle 
9, eq. (4.10) is used to calculate the Miller indices hkl. 
The first study of the effect of crystal size on the width of X-ray diffraction peaks was 
undertaken by Scherrer (ref. 11 ). The Scherrer equation, which is used to find the 
crystallite size is given by :-
0.94'A. t=-:":"::""--'--
------------------- 4.12 
B(29)cos9 
where:-
t - is the size of the crystallites (A). 
'A. - wavelength (A). 
B(29) - is the full width of the Bragg peak at half height. 
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The Scherrer equation shows that the width of Bragg peaks is inversely proportional 
to crystal size. 
4.3 Film Measurements 
4.3.1 Talystep Styles 
The Rank Taylor Hobson Talystep was used to measure film thickness. The principle 
of thickness measurement is that of traversing a stylus either across a test groove (i.e. 
a scratch in the film surface) or over the edge of the deposited film. The vertical 
movement of the stylus is amplified electronically and recorded as a graphical 
presentation of the difference in level between the, surface of the substrate and the 
deposited film (ref.12). Using this system, the film thickness could be determined to 
within 20 nm or less. In the present investigation the fihns were deposited onto glass 
substrates and their thickness could be determined to better than 20nm using the 
Talystep. A discussion of the use of the Talystep for the measurement of thin film 
thickness is given by (ref.l3). 
4.3.2 Four Probe Resistivity Measurement System 
The electrical properties of the thin fihns were measured by a "four probe method". 
The basic model for the measurement in this method is indicated in fig.(4.6). Four 
probes are placed on a flat surface of the material or film to be measured. A current is 
passed through the two outer electrodes and the floating potential is measured across 
the inner pair. These four probes are connected to a Schlumberger (model 7066) 
voltmeter to measure the sheet resistance of the film, using a programme to calculate 
the result directly. 
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The experimental circuit used for the measurement is illustrated schernatically in 
fig.(4.7). The optimum spacing between the probes has been found to be an equal 
distance of 0.05 in between adjacent probes (ref.14). 
From fig.(4.6), the approximation of resistivity for a large sample, such as a crystal or 
part of it, is computed as:-
where 
P. = (~)*21tS ----------------- (4.13) 
J- is the current passed through the two outer probes ( A). 
V- is the floating potential measured across the two inner probes (V). 
S- is the spacing between the voltage probes(cm). 
The resistivity measurement of a thin silica non-conducting bottom surface is 
indicated as follows :-
P. 
P= G(;) --------------------- (4.14) 
where:-
G(;) = (~)ln 2 ------------------ (4.15) 
and w- is the thickness of the film. 
From eq.(4.13),and eq.(4.14):-
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P=C)(~) 
---------------------_- (4.16) 
=Rw 
• 
where:-
Rs =(~)(:2) ( the sheet resistance of the film). 
4.4 Maglletoresistallce Measurement 
Magnetoresistance measurements were made using a simple arrangement. The system 
consists of a four probe resistivity arrangement, a current source, a DVM for drop 
voltage measurement, an electromagnet, and ·a personal computer for automatic 
control of the experiment. A schematic diagram of the system is shown in fig.(4.8). 
The four probe resistivity arrangement was described in section (4.3.2). Flat spring-
loaded probes which permitted a good contact over a large area of the fihn were used; 
the spring ensuring and maintaining the contact. These probes were inserted into 
equidistant holes drilled in a square piece of plastic, and glued in position. A wire was 
soldered to each of the probes, in order to supply a current to the outer pair and 
measure the floating voltage across the inner pair. The thin film sample was placed on 
another flat piece of plastic. The two plastic sheets were then screwed together, 
producing a finn contact between the probes and the thin film. The whole 
arrangement was then placed between the two poles of an electromagnet, with the 
field parallel to the long axis of the specimen. 
The magnetic field strength could be controlled by the current passing through the 
coils of the electromagnet and by the distance between the pole pieces. Fig(4.9) shows 
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for poles gap of -4.3 cm 
a magnetic field produced by the electromagnet as a function of coil current for a pole 
gap of - 4.3 cm. As can be seen from this figure, the highest magnetic field which 
could be produced was about 1.2T. 
A personal computer was used for controlling the experiment. The controlling 
program was written in Q-Basic. The flow chart of the controlling process is shown in 
fig.(4.10). First the sample was placed in the centre between the two magnetic poles, 
and the leads of the outer probes were connected to the current source, (the DVM 
was used as a current source). The inner probes were also connected to the DVM to 
measure the drop voltage between them. The DVM had a facility to measure the 
resistance directly if it were used as a current source. From this point on the 
experiment was controlled by the computer. It first took a measurement in zero field, 
then the current supplied to the magnetic coils was iJ;Icreased in steps, taking a number 
of measurements from the DVM at each field value and averaging these 
measurements. For each step, the average of the measurements made and the field 
value were stored in a data fIle on floppy disc and also printed out. The field steps and 
the number of measurements made at each step were stipulated by the experimenter. 
In the measurements presented here a field step corresponding to a current change of 
O.5A was chosen with 30 measurements at each step, taken to reduce error. This 
process continued until the maximum field current was reached. The measurements 
were then repeated as the current was reduced in steps to zero, the computer sending 
a command to the field polarity control unit to change the polarity of the magnetic 
field. The whole measurement process was then repeated, as above. When the current 
reached zero, the process was completed having taken 30-40 minutes. 
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Fig;( 4.10): Flowchart of AC susceptibility control program. 
4.5 Magnetic Measurements 
The magnetisation of the samples was measured using a Vibrating Sample 
Magnetometer (VSM). The hysterisis loop of the thin film samples was measured 
using a 9x13 mm sample cut from each of the films. These measurement were made 
for each sample deposited under different conditions. The system was controlled by a 
personal computer. A schematic diagram of the system is shown in fig.(4.1l}. The 
following sections give brief details about each part of the system. 
The VSM is an induction instrument in which a sample is oscillated in uniform 
magnetic field and the induced voltage produced in pick-up coils detected. The 
change of flux through the coils generates a voltage which is proportional to the 
magnetic moment of the sample. The magneticfroperties can be measured as a 
function of magnetic field, time and temperature. 
The VSM can cover a wide range of samples having magnetic moments between 10-5 
and 101 emu. The value of the induced voltage in the pick-up coil depends on:-
1. The strength of the magnetic field. 
2. Sample type, shape and mass. 
3. Orientation and position of the sample relative to the pick-up coil. 
4. Geometry of the pick-up coil. 
5. Vibrating amplitude. 
6. Frequency ofthe vibration. 
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Fig.( 4.11): Vibrating Sample Magnetometer (VSM) system diagram. 
4.5.1 Frequency Source 
An in-house built frequency source was used to provide a 30Hz frequency signal to 
the sample vibrator. The sine wave output of the source was fed to a power amplifier 
and was also used as a reference frequency for the lock-in amplifier. 
4.5.2 The Vibrator 
A 12 in loudspeaker was used to vibrate the sample. At a fixed frequency of 30Hz, a 
vibration amplitude of 5 mm was achieved. The loudspeaker was mounted on a 
housing flange made from aluminium which provided XYZ movement. 
4.5.3 The Sample Rod and Transducer :: 
A carbon fibre rod (cjl= 7 mm) was fixed to the loudspeaker cone with the lower end 
of the rod attached to a sample holder. The XYZ movement enabled the sample to be 
located at the saddle point between the pole pieces. 1bis rod was attached to the 
vibrator at one end and to the sample holder at the other end. The sample holder was 
made of a plastic material (Delrin) which is a diamagnetic material with a very small 
magnetic moment. The sample rod was mounted along its length and screwed to the 
transducer. The transducer used was a Bruel & Kjaer type 4338. The transducer 
proved more reliable than the magnet and coil arrangement generally used in 
commercial VSM's. 
4.5.4 Reference Signal Amplifier 
A Bruel & Kjaer type 2626 amplifier was used to remove spurious interface signals. 
This signal amplifier is simply made from a selection of fIlters. 
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4.5.5 Lock-Ill Amplifier 
A Stanford Research SRSlO lock-in amplifier was used to measure the output signal 
induced in the pick-up coils. The lock-in amplifier is provided with an IEEE 488 
interface for on·line control. The output signal was passed through a signal processing 
stage before the amplifier. With several 2 Hz to 20 KHz pass band fIlters, there is no 
need for external fIlters. A time constant of 100 ms was chosen to be the best, after 
several tests to check the signal to noise ratio. 
4.5.6 Magllet Power Supply 
A DC current is supplied to the electromagnetic coils by a KSM type SeT single 
polarity power supply. This supply can provide, a maximum DC current of 30A with 
, 
l00V. To avoid heating the coils and for safety we used 20A as the maximum current. 
The power supply was automatically controlled by an in-house built controIler unit 
driven by a personal computer. The controller is essentially a motorised variable 
resistor that sets the output current. The controller is provided with a switch to 
change the polarity of the magnetic field, which can be done manually or 
automatically. 
4.5.7 The Electromagllet 
The B field applied to the sample was provided by a Newport Instrument electro-
magnet with 178 mm diameter pole pieces. The gap between the magnet poles could 
be adjusted, and the electromagnet was able to provide fields up to 1.7xl04 Gauss 
(1.7T) depending on the type of the poles and the gap between them. In the 
arrangement used, the gap separating the magnet poles was - 4.3 cm. Thus the 
electromagnet provided approximately 1.2T when a 20A DC. current through the 
coils was supplied. 
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4.5.8 Pick-up Coils 
The set of pick up coils used for these experiments was constructed and tested for a 
wide range of samples by N.A.Khalefa (ref.lS). A simple diagram of the coil 
arrangement is given in fig.(4.12a), and the configuration of the four coils system and 
frame is shown in fig(4.12b). The shape of the coils, their arrangement, and the 
number of turns all play a significant role in the coil design. These factors are very 
important in obtaining a good response from the coil with minimum noise. 
The geometric factors play a significant role in the sensitivity of the pick-up coil. 
These factors can be summarised as:-
1. The signal sensitivity for a magnetic dipole varie.s as ~, where r is the dimension 
. , 
of a coil, and N is the number of turns. 
2. The noise from the applied field is proportional to area*turn (N* ,2). In the case 
of an inhomogeneous field, the field is proportional to ,2 for a coil placed at the 
centre the symmetry of the magnetic field, and proportional to r at any other place. To 
minimise the noise induced by the magnetic field the pick-up coil should be small. 
4.5.9 Computer Control Arrangement 
The VSM apparatus was fully computerised. The controlling program was written in 
Q-Basic for a personal computer. In order to measure the magnetisation of the 
sample, the program starts to measure the signal generated at zero field which is 
detected by the pick-up coils and indicated on the digital display of the lock-in 
amplifier. The current fed to the electromagnet coils is then increased to cause a 
corresponding increase in the magnetic field. This is done in steps which are set by the 
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Fig.(4.12): Pick-up coil arrangement. 
experimenter. At each current step the program keeps the current constant and 
measures a number of data points from the lock-in amplifier, then takes the average of 
these data and stores it with the magnetic field value on floppy disc. At the same time 
the average of these data is printed out. This process continues until the maximum 
current field is reached, then the program reduces the current to zero. 
The same process described above is also used for hysterisis loop measurements. 
However in the case of hysteresis loop measurement, the program reduces the current 
field in steps, taking measurements at each step. When the current reaches zero, the 
program sends a command to the power supply control unit to change the polarity of 
the magnetic field and then follows the same process of measurement until the current 
again reaches zero. FinaIIy, the polarity of the magnetic field is changed again and the 
measurements take place as above until a maxin).urn field current is reached, at which 
point the computer brings the current field down to zero and the measurement process 
is fmished. 
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CHAPTERS 
Low Temperature Experimental Techniques 
5.1 Displex Closed Cycle Refrigerator 
The displex is a closed-cycle cryogenic refrigeration system employing heliwn as a 
working mediwn. It can produce a wide range of refrigeration between room temperature 
(3000 K) and lOOK. The system consists of a compressor module with an electrical control 
unit, flexible interconnecting gas lines and an expander module. 
5.1.1 System Specification 
A. Compressor Module - Air Cooled 
The compressor module contains a one-cylinder hermetic, oil-lubricated compressor 
designed for use in commercial air-conditioning systems. The compressor module has an 
oil circulation system containing an internal compressor oil pump for bearing lubrication, 
and an external pwnp (ref. I ). 
The heat developed during the compression process is expelled by two streams 
exchanging heat with the environment in an air-cooled heat exchanger. The air is drawn 
through the cooling coil from the front of the unit by a motor-driven fan, and discharged 
at the rear. 
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B. Interconnection Lines 
The two flexible lines connecting the compressor and the expander' module are made of 
corrugated tubing with a braided bronze sheath. They supply high-pressure gas to the 
expander from the compressor, and return low pressure gas to the compressor. 
C. Expander Module 
The expander module is the refrigeration producing mechanism of the system. It has a 
reciprocating expander which is gas-actuated and gas-loaded. The free piston has the 
advantage of minimal mechanical complexity and lightly loaded seals. The expander 
module requires a single-phase 208 /230 V power supply to operate the valve motor. This 
power is supplied by an interconnecting cable from the compressor module and is included 
, 
in the overall system power requirement of 1.8 kW. 
The refrigeration process in the expander module is produced by maintaining the pressure 
in the surge valve at Pi, intermediate to the compressor discharge pressure, PH, and the 
section pressure P L, then proceeding through a closed cycle. 
5.1.2 Temperature Control/er 
The 3120 Oxford Instrument temperature controller was designed to measure the 
temperature of a system and to maintain it at a specific value. The system itself may be 
anything from a small cryostat to a large furnace. 
The temperature sensor mounted within the system convens the temperature into an 
. electrical signal. This signal is fed to the 3120 temperature controller which indicates the 
temperature on a four digit display. A wide range of sensors may be used according to the 
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temperature range of interest (ref.2). The controller itself can be used as a power feeder to 
the heater, regulating the power fed to the heater to provide optimum temperature 
stability. 
The 3120 GPIB Interface enables the 3120 temperature controller to be linked to the 
instrument via the IEEE-488 Interface Bus. With the GPIB interface, the 3120 
temperature controller can function in two distinct states, namely the local state, where the 
temperature control is determined by setting the front panel controls, and the remote state 
where the computer has full control of the instrument. 
5.1.3 Rhodium-Iron Thermometer 
The Rhodium-Iron thermometer was used to measure temperatures between 0 and 300oK . 
• 
The thermometer used was calibrated by Oxford Instruments (Cryogenic Calibrations). 
The temperature change was calculated by the application of smooth functions 
representing the differences between Too and T .,.rr 68' The maximum difference between the 
two scales below 273°K is 14moK. However, above 273°K differences increase steadily to 
The reference scale of the thermometer was determined with reference to "The 
International Temperature Scale of 1990". The scale is defmed in terms of a z,. function :-
where RT is the resistance at a temperature T (OK). The data was fitted to the Chebyshev 
series which is defmed as:-
j=. 
T = 0.5.40 + L A(j)T(j) ----------------------(5.2) 
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where:-
5.1.4 Vacuum System 
A pumping system capable of creating a vacuum of up to 10~ mbarr was used. It consists 
of a rotary pump (100 Ilmin), a diffusion pump (500 lIs), pipe work and a valve board. A 
Pirani gauge was used to measure the pressure down to 10.3 mbarr, and a Penning gauge 
was used for measuring the pressure down to 1O~ mbarr. First the rotary pump roughed 
out the work chamber to 6*10.2 mbarr, then the chamber was isolated from the rotary 
pump and the valve of the diffusion pump opened to evacuate the chamber to a base 
pressure of < 6* 1O~ mbarr. This evacuation process tljkes 15 to 30 min. 
. " 
5.2 Resistivity Measurements 
5.2.1 Radiation Shields 
To achieve the minimum temperature capability of the system, it is necessary to isolate the 
expander module from ambient conditions. The main sources of heat load are conduction 
from the surrounding medium, and ambient temperature radiation. To reduce the radiation 
two radiation shields were used, one mounted on the fIrst stage which operates at 40 to 
60oK, and other mounted on the second stage. This arrangement of the radiation shields 
ensures that the second stage faces a 40 to 600 K source of heat rather than 300°K. The 
minimum temperature which the refrigerator can reach depends on how much heat leak 
occurs in the cold tip area. 
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5.2.2 Sample Holder 
A simple arrangement of sample holder was used for the resistivity measurement system. 
The holder was made of a thin copper plate mounted on the cold tip of the expander 
module to achieve the lowest possible temperature. The rhodium-iron thermometer was 
attached directly to this plate in a position very close to the sample. The sample was 
mounted on the copper plate using "APIEZON GREASE" which has a very good heat 
conductivity . 
A 320 Q heater, made of 0.05 mm diameter insulated constantan wire wound around the 
base of the sample holder, was used to heat the sample. The end of the constant an wire 
was joined to a 0.05 mm diameter copper wire for connection to the temperature 
controller used here as a power source for the h~at~r. The power to the heater was 
regulated by the temperature controller to ensure a stable temperature. 
5.2.3 Four- Probe Arra1lgeme1lt/or Resistivity Measurement 
The principle of the four-probe resistivity measurement system was described in chapter 4 
section (4.3.2). However the spring-loaded probes used were different from those used for 
resistivity measurement at room temperature. Whilst all spring-loaded probes make good 
contact with the sample, those used here had the additional advantage of a flat area at the 
probe tip, which further improves contact with the sample and enables a better distribution 
of the current. A schematic diagram of the resistivity arrangement system is shown in 
fig.(5.1). 
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Fig.(5.1): Low temperature resistivity apparatus. 
5.3 AC Susceptibility Measurement 
5.3.1 Mutual Inductance Technique 
A standard mutual inductance method is commonly used for measurements of AC 
susceptibility (refs.4-6). In this method, the sample is placed inside a coaxial pair of 
primary and secondary coils. A small sinusoidal current is fed through the primary coil, 
generating an oscillating magnetic field, given by the following formula:-
H(t) = H +hexp(ioot) ------------------ (5.3) 
o 
Ho is the static field and may be zero, while 00 =21t U is the angular frequency of the 
AC field. The magnetic field H(t) induces a time yariation of the magnetisation, given 
, 
by:-
M (t) = M + m( 00) exp(ioot) ---------------- (5.4) 
o 
This field is composed of a static part Mo and an oscillating part. There is a shift between 
M(t) and H(t) due to the relaxation process. 
The static susceptibility is defmed as :-
aM 
x = aH ------------------- (5.5) 
Where X in general depends on the temperature, the static field, and the frequency of the 
measuring field. The AC susceptibility measurement technique measures a complex 
susceptibility as :-
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Xa< = x' - iX" ------"--------- (5.6) 
where X' is the dispersion pan of the susceptibility. while X" is the absorption part. If the 
frequency of the field modulation is of the order of the reciprocal time constant of the 
energy exchange between a magnetic entity and its surroundings. then the imaginaty 
(absorption) pan of the susceptibility is significant. 
The presence of a sample with a different susceptibility in the coils gives rise to an 
additional induced voltage in the secondaty coil which is given by :-
where cp is the magnetic flux which depends on the'mimber of turns Ns• the area of the 
secondaty coil A. and the susceptibility of the sample multiplied by a factor f (this factor 
depends on the volume of the sample). The value of the induced voltage depends on the 
frequency of the measuring field via the time derivative of the field. 
5.3.2 The Cryostat and the Coil 
A schematic diagram of the cryostat and coil arrangement is shown in fig.(5.2). The 
cryostat arrangement used was a closed-cycle helium refrigerator which could produce a 
temperature range of 20 to 300°K. Details of the refrigerator are given at the beginning of 
this chapter. 
Details of the system coils are shown in Table 1. The system coils consist of a single 
primaty coil and two secondaty coils. wound of copper wire of 0.2 mm diameter. The 
primaty coil was wound directly onto a 3 cm diameter. 8 cm long plastic (DeJrin) cylinder. 
To minimise the capacitance of the primaty coil only one layer of copper wire was used. 
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Fig.(5.2): Cryostat and coil arrangement for the AC susceptibility 
measurement. 
This was covered by a few layers of TefIon tape, onto which the secondary coils were 
wound. The two secondary coils have an equal number of turns but are wound in opposite 
directions, using a single length of copper wire without any sbldered joints. Each 
secondary coil is wound along 2.5 cm of the cylinder length, leaving a 3 cm space between 
them. A few extra turns were added at the end of each of the secondary coils to balance 
the output and minimise the off-balance signal. These coils were wound by an automatic 
winding machine, taking extra care during the winding process to achieve homogeneity of 
the coils. 
TABLE 1: Details of the coil system 
Primary Coil Secondary coil 
Copper wire diameter (mm) 0.2 0.2 
Length (cm) 8 2.5 
Number of turns 320 2648 
+24 
+20 
Inductance (mH) 22.5 368 
5.3.3 The Sample Rod 
The sample rod used for AC susceptibility measurement was constructed in two parts. The 
lower part was an 8 mm diameter 10 cm long plastic rod able to move inside the coil 
space. The top end of this part was joined to an 8 mm diameter 12 cm long stainless steel 
rod. This was passed through an O-ring and attached to a pneumatic system to move the 
rod and the sample up and down through the system coil. Attached to the sample rod was 
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a sample holder which was, like the coil cylinder, made of Delrin. Sample holders were 
made in different shapes to measure both powder and thin ftlm samples. 
5.3.4 Temperature Sensor and Heater Arrallgemellt 
In the lower part of the sample space the sample holder moved inside an 8 cm tube 
constructed of very thin copper plate. This copper tube was cut along its length to form a 
number of narrow segments separated by an insulating material. This was to minimise 
eddy current problems. The copper tube served two purposes; fIrstly the size and heat 
capacity of a relatively large amount of copper ensured a stable temperature, and secondly 
the thermometer and the heater could be attached to it. 
A 225 n heater, consisting of 0.05 mm diameter copstantan resistance wire, was glued 
to the thin copper tube. The wire was mounted along the tube, parallel to the sample rod. 
This arrangement prevented any inductive coupling with the coil system. 
A Rhodium-Iron thermometer was used for the temperature range 200K to 300oK. The 
thermometer was supplied and calibrated by Oxford Instruments. The thermometer was 
attached to the copper tube for safety reasons, and placed symmetrically with respect to 
the secondary coils. A 3120 Oxford Instruments temperature controller was used for 
measuring the temperature and providing power to the heater. This controller was fully 
controlled by the computer. 
5.3.5 Lock-Ill-Amplifier 
A two phase EG&G model-5205 lock-in-amplifIer was used to measure the in-phase and 
quadrate components of the outputs from the secondary coils. There were two analogue 
meters, one for each channel. The BNC output connector beneath the Channel 1 analogue 
83 
panel meter tracked the Channel I indication. The output at the connector beneath the 
Channel 2 meter tracked the Channel 2 meter indication. The full scale was ±lOV and the 
source resistance was 600 n at both output connectors (ref.7). 
The lock-in-amplifier was equipped with an internal oscillator option. A BNC connector 
and a level adjuster were provided in the oscillator output area of the rear panel. The 
oscillator output is provided at an impedance of 600 n . The amplitude could be varied 
from 0 to 5 V rms. With the associated adjuster. this output was used for providing the 
driving current to the primary coil in order to produce a magnetic field. 
The model 5205 can be fully computer controlled. an optional digital interface allowing 
total programmability via RS232C or IEEE-488 data links and talk/listen operation with 
other devices on the bus. Computer-controllable func~ons include sensitivity. averaging 
time constant. phase. operating frequency. offset. dynamic reserve. display modes and 
others. When the auto function capability is enabled the instrument can be set on one of 
the following :-
1. Auto-Set:- Automatically adjusts the channels' full scale sensitivity. 
2. Auto-Normalised:- A given output amplitude is set to represent 100% full scale. 
3. Auto-Offset:- Automatically supplies the offset. so that the output resulting from a 
given signal level is adjusted to zero. 
4. Auto-Range:- Automatically adjusts the full-scale sensitivity to maintain maximum 
output. 
On manual control all the commands and display functions are under push button control. 
However. on automatic control all processing. display modes and commands associated 
with the front-panel push buttons can be controlled by computer through the optional 
digital-interface command. 
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5.3.6 Bridge Desigll 
The Hartshorn Bridge shown in fig.(S.3) has frequently been; used for magnetic 
susceptibility measurements at low temperatures (ref.S). The basic bridge design is usually 
modified to suit different conditions (refs.9-11). The measuring coils are typically placed 
in the cryostat and consist of two identical secondary coils and a coaxial primary coil. The 
secondaries are separated along the axis of the primary coil, and are wound in opposite 
directions to each other. In an ideal system, the net output voltage induced across the two 
secondaries is zero until a sample is inserted into one of them. The resulting induced emf 
may then be opposed by the voltage across the secondary of mutual inductance M and 
resistance R. 
A low cost mutual inductance bridge was construc!e<l, by using an operational amplifier 
only, basing the bridge on the apparatus described previously in (ref.l2). The circuit 
diagram ofthe bridge is shown in fig.(S.4). A voltage proportional to the primary current I 
across resistance RI was passed either directly or through an invertor AI, two (SP DT) 
switches being provided for this purpose. The voltage was then resolved into a set of 
references and quadrate components by a pair of low-pass ftlters A2 and high pass ftlters 
A3. Butterworth active ftlters with identical time constants were used for both pairs. 
Each split-phase component was amplified by the two amplifiers A4 and AS, then fed to 
the voltage driver stage which consisted of two inverting amplifiers A6 and A7 whose gain 
could be varied by using standard decade resistance boxes R2 and R3. The mutually 90° 
out of phase components were then added by Ag and fed into the secondaries. 
Two methods were used to balance the bridge, frrstly inverting or non-inverting the input 
voltage using the invertor A], depending whether addition or subtraction of the voltage 
was needed to make the off-balance signal nil. Secondly adjusting the gain of the two 
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Fig.(5.3): Basic Hartshorn bridge circuit (ref.8). 
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Fig.(S.4): Detailed circuit diagram of the AC susceptibility bridge. 
amplifiers A6 and A 7 the in-phase and quadrate components of the off-balance secondary 
voltage could be balanced. 
5.3.7 Pneumatic System A"angement 
A pneumatic system was used to move the sample from the centre of one secondary coil 
to the other. TIlls system was set so that all the measurements were controlled by 
computer. A schematic diagram of the system is shown in fig(5.5). The system, 
manufactured by Norgren Martonair, consisted of a 32 mm diameter compact double-
acting cylinder, a 5/3 Spool valve V3, two 3/2 Spool valves VI and V2 which functioned 
as a solenoid pilot operating by spring return, and two M/40 Reed Switches A I and A2 
which are designed for use with the Norgren range of compact air cylinders and shaped to 
fit inside the mounting groove on the cylinder body. .:. 
A free piston made an 8 cm stroke inside the cylinder. To move the piston, 25V was 
supplied to one of two valves V I and V2; to stop the piston at any point of its movement 
both valves were charged at the same time, blocking the piston. 40 lb/in' (- 2.5 Kg/cm') 
air pressure, supplied from a compressed air cylinder, was used to drive the piston. 
TIlls pneumatic system was driven automatically by the computer which was controlling 
the whole measurement process. The circuit diagram of the controller unit is shown in 
fig(5.6). By using this circuit the movement of the piston was controlled and the position 
of the sample at the centre of the secondary coils was ensured. 
5.3.8 Computer-Controlled Experiment 
The AC susceptibility measurement was controlled by an IBM-compatible personal 
computer. The program was wrinen for an MS-DOS operating system and coded in 
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Q-Basic. The pnewnatic system was used to control the position of the sample. The 
computer took full control of the experiment from the starting point. A flowchart of the 
program is shown in fig.(5.7). Some sections of the program are explamed in detail below. 
The output signals from the secondary coils were stored on disk for further processing in a 
flle containing temperature, frequency, in-phase component and quadrate component data. 
During the experiment all relative parameters were printed out for each temperature and 
frequency. 
A. Settillg a New Referellce Temperature 
The Rhodium-Iron thermometer used was supplied and calibrated by Oxford Instruments. 
The thermometer conductance corresponding to th~ re'luired reference temperature was 
calculated from the calibration formula of the thermometer (ref.3). The calibration is given 
in the form of a polynomial fit, dividing the data into two separate regions below and 
above 27°K. For the data below 2rK, the following equation is used:-
N 
T = .40 + L. ANRN ------------------ (5.8) 
where N needs to be taken to 9 points to obtain a fit with an rms near I mK. R is the 
resistance. For the data above 27°K, the following equation is used:-
N 
T= .40+ L.AN(Log(R-R42 )t -------------- (5.9) 
I 
where N needs to be taken to 11 points to obtain a fit with an rms near 2 mK. R4.2 is the 
thermometer resistance at 4.2°K. In this expression A o and AN are detennined from the 
calibration data. 
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Fig.(5.7): Flowchart of AC susceptibility control program. 
The 3120 Oxford Instruments temperature controller was used here to measure the 
temperature and maintain it at the required temperature. The therinometer, which was 
mounted within the system, converted the temperature into an electrical signal. This signal 
was fed to the 3120 temperature controller which indicated the temperature on a 41-2 digit 
display. At the point when the computer took control of the experiment, the setting 
temperature was converted to a number between 0 and 65535 using the following 
equation:-
v = 65535*(T-T,)/(T, -T,) ----------------- (5.10) 
where T is the required temperature, Tl is the starting temperature and T2 is the final 
temperature. 
The measured temperature was compared with the required temperature and an error 
signal was generated proportional to the difference. The temperature controller regulated 
the power fed to the heater unit so that the measured temperature was brought nearer to 
the required temperature. After some time the measured temperature either reached a 
steady value close to the required temperature or fluctuated closely around this 
temperature. The controller provided 30 watts output power to the heater, which was 
sufficient to reach the required temperature. 
B. Adjusting the Time Constant a/the Lock-In-Amplifier 
The time constant of the lock·in-amplifier influenced the noise level of the output signal. It 
was usually set according to the signal to noise ratio. In practice, different time constants 
for different runs were tried, and after measuring the signal to noise ratio the best time 
constant for weak paramagnetic materials was found to be I sec .. However, during the 
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sample run its time constant was checked occasionally to ensure the most appropriate 
value was being used. 
C. Measuring the output signal 
The susceptibility of the sample is proportional to the change in induced voltage when the 
sample is moved from one secondaty coil to the other. After shifting the sample, the 
experiment control program waited for a specified time to allow the temperature to reach 
stability. By experiment the temperature was found to stabilise in about 850 sec. A number 
of data points (i.e. induced voltage as output from the lock-in-amplifier) were taken at a 
chosen time constant, and the average of these was calculated. The number of data points 
was set by the experimenter. The data points were taken for both the in-phase and the 
quadrate components at each specific frequency and ,te1pperature. The computer then gave 
, 
a command to the lock·in-amplifier to change the frequency of the primaty coil current; 
after changing the frequency the computer waited for 35 sec. for the auto-range of the 
lock-in amplifier to stabilise, and then repeated the data measurement process as described 
above. The computer continued changing the frequency and measuring the data until the 
last frequency was completed. Each time the computer measured the data the temperature, 
frequency and average data were printed out and also stored in a data fIle. 
The computer then sent a command to the pneumatic system to move the sample from the 
centre of the upper secondaty coil to the centre of the lower secondaty coil, and waited 
450sec. to ensure stability of the temperature. Next the computer repeated the same 
process, 'measuring the data and storing it for each frequency, until the last frequency was 
completed. Then the computer sent a command to the pneumatic system to move the 
sample to the centre of the upper coil and set the new temperature. This process 
continued until the last temperature was measured and recorded. The full set of 
measurements for one sample took about 48 hours to complete. The experiment was 
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usually left running over night rather than interrupting the process. 
5.3.9 Calibration of the Susceptometer 
The linearity of the bridge was checked by measuring the susceptibility of a paramagnetic 
Heusler alloy powder Pd2MnSn as a function of the weight of the sample at 3000 K and 
frequency 100 Hz. This data is given in fig.(5.8), which shows a very smooth linear fit for 
the data. Fig.(5.9) shows the in-phase and quadrate components of 0.5 g of Pd2MnSn 
taken as a function of the phase; a regular sine wave for both these components with a 
constant phase difference of 900 can be seen. Fig.(5.10) shows the in-phase and quadrate 
components of 0.5 g of Pd2MnSn as a function of frequency. Here the quadrate 
component increases linearly with increasing frequency, while the in-phase component 
follows an almost horizontal line at low frequency range and a linear decrease at high 
frequency range. 
The stability of the temper~ture was checked by measuring the susceptibility of different 
samples with a phase transition. Fig(5.11) shows the susceptibility of Heusler alloy 
compound Pd2MnSn as a function of temperature. This compound has the L21 structure 
and is ferromagnetic with a Curie temperature of 189°K as reported by Webster et.al. 
(ref.13). Fig.(5.11) shows a clear change in susceptibility due to phase transition at about 
1900K in both the in-phase and quadrate components of the AC susceptibility. In further 
experiments the AC susceptibility of pure Dysprosium Dy was measured. This metal was 
chosen because it has a two-phase transition, being ferromagnetic at low temperatures but 
changing to a simple helix at 85°K before becoming paramagnetic at 179°K. The in-phase 
and quadrate components of the AC susceptibility of dysprosium is shown in fig(5.12), 
where it can be seen that the result accords well with the previous investigation. These 
transitions are clearly visible. The present measurement agrees well with that given by 
Crangle (ref.14), and also with the VSM measurement given by Khalefa (ref.15). The AC 
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susceptibility of pure Chromiwn er is shown in fig(5.13), which indicates evidence of a 
phase transition taking place at about 100oK. Chromiwn is known to have a very complex 
magnetic structure. Below 311 oK chromiwn orders antiferrorriagnetically with an 
incommensurate structure characterised by a spin density wave. Between 1200K and 
311°K the wave has a transverse polarisation with respect to the propagation direction. 
Below 1200K the polarisation becomes longitudinal. The result obtained on well 
characterised standard samples confmned the reliability of the AC susceptometer and in 
particular the temperature calibration. 
91 
5.0 
0 In Phase 
<> Quadratic 
4.0 
""" 
...., 
.... 
c: 
;:! 3.0 
. 
.0 
10.. 
c:! 
....... 
><: 
2.0 
1.0 
0.0 
o 50 100 150 200 250 300 
Temperature K 
Fig. 5.13) AC susceptibility vs temperature 
of Chromium (Cr) 
References 
1. Displex closed-cycle refrigeration system; Teclmical manual, 1978.-
2.3120 Temperature controller operating manual, Oxford-Instruments. 
3. Rhodium-Iron Reference Scale 0.5 to 800K, Oxford Instruments. 
4. Brodbeck C. M., Barkry R.R., and Hoeksema J.T., Rev. Sci. Inst., Vo1.49, pp.1279, 
1978. 
5. Groeneudijk A.H., van Duyneveldt J.A, and Willett R.D., Physica, Vo1.101B, pp.320, 
1980. 
6. KumanoM., and Ikegami Y., Rev. Sci. Inst., Vo1.50, pp.921 , 1979. 
7. Model 5205/5206 Lock-In-Amplifiers, Operating and Sevice Manual, Brookdeal 
Electronics Princeton Applied Research, 1982. 
8. White G.K., "Experimental Techniques ill Low Temperature Physics", Oxford 
University Press, Oxford 1968. 
9. Corson M.R., Rev. Sci. Inst., Vo1.53 (10), pp.1606,1982. 
10. Whitemore S.C., and Ryau S.R., Rev. Sci. Inst., Vol.49 (11), pp.1579, 1978. 
I: ;'. 
11. Deutz AF., Hulstman R., and Kranenburg FJ., Rev. Sci. Ins., Vol.60 (I), pp.1l3, 
1989. 
12. Banerjee A, Rastoyi Ak., Kumar m., Das. A, Mitra A, and Majwndar A.K., J. Phys., 
E Sci. Inst., Vo1.22, pp.230, 1989. 
13. Webster P.J., and Tebble R.S., J. App. Phys., Vo1.39 (2), pp.471, 1968. 
14. Crangle J., "The Magnetic Properties of Solids", Edward Amold, 1977. 
15. Khalefa N. A, Ph D Thesis, Loughborough University of Technology, 1991. 
92 
CHAPTER 6 
Results and Discussion 
Room Temperature Results 
6.1 Electrical Properties of Fe1_xAlx Thin Films 
The resistivity of Fe 1-.xA1 x thin films as a function of aluminiwn composition x is shown 
in fig.(6.1}. The resistivity was measured at room temperature for thin films deposited 
under various argon gas pressures (PAr 1,3, or 4 mtoIT). The resistivity measurements 
were carried out using the spring-loaded four probe technique. The resistivity curves 
show a different behaviour from that of dilute alloys. There are two essential factors 
affecting the resistivity; firstly the changing composition, which affects the levels of 
impurity in the samples, and secondly the deposited argon gas pressure which affects 
. ;'. 
the morphology and structure of these films. The following two sections give an 
explanation of each effect on the resistivity. 
6.1.1 Alloying Effect 
The alloying effect is known to lead to an increase in the resistivity of alloys as the 
composition of alloying elements in the host element increases. This leads to maximwn 
resistivity at equal proportions of the alloying elements and the host element. This 
behaviour can be disturbed by forming an ordered structure in the alloys, the atomic 
ordered structure leading to a decrease in the resistivity. In the resistivity curves of the 
Fel-.xA1x alloy thin films, shown in fig.(6.1}, resistivity increases with increasing 
aluminium composition to reach a maximum at nearly equivalent composition .r-= 50% 
depending on the deposited argon gas pressure. The resistivity then starts to decrease to 
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Fig.(6.1): Resistivity vs aluminium composition of Fe l-xA1x 
alloy thin films at room temperature. 
reach a minimum in the composition range of x- 85% to 100%. It is "clear that the 
samples deposited at argon gas pressures of PAr 3 or 4 mtorr show a drop in 
resistivity at aluminium compositions of x = 40% and x = 35% respectively. 
The structural analysis shows the formation of an ordered structure of alloys such as 
FeAt and Fe3At. Thus the drop in resistivity is thought to be due to the formation of 
these ordered structures. To discuss the effect of the order-disorder structure on the 
resistivity, the following equation can be used:-
'1 - - -
p = 2ft ~ {K(EF ). + K(Ep), + K(EF )2 + _____ } ________ (6.1) 
e eo ks M. M, M2 
where the subscript 0 refers to the host ions, subscript I, 2, ----, refer to the various 
alloying atoms, and eD is the Debye temperature of a given alloy. Eq.(6.1) can be more 
simply written as:-
1fT f(E) -00 1 P = 2e 2k FT£.... M 
e DD icO i 
--------------- (6.2) 
k(EF)T is a new factor which results from combining the scattering effects of the 
alloying and host atoms, as well as scattering from the imperfections of the host lattice. 
Thus when ordering occurs within a given alloy, the directional effects of alloying atoms 
in a random solid solution are illustrated by the decrease of these effects. Therefore in 
the ordered alloys, the atoms occupy perfect sites rather than random ones in the host 
lattice. These lattices are known as superlattices and have a greater degree of spatial 
periodicity or regularity than alloys in the random state. This is also true for the 
periodicity of the potential within the lattice. 
Eq.(6.2) shows that resistivity is directly proportional to k(EFh. Therefore in the case 
oflong-range order, there is a large decrease in k(EF)T leading to a drop in resistivity 
94 
when an ordered structure is formed. The drop in resistivity seen here due to the 
formation of an ordered structure is not very sharp compared with the drop in resistivity 
of AUl_xCux alloys atx= 25% and 50% respectively as seen in fig.(3.l0). The formation 
of an ordered structure in Fel-xAlx thin films is thought to occur over a range of 
composition from approximately x- 27% to x- 45%. Thus the drop in resistivity is not 
sharp but occurs over a range of aluminium composition. For the samples deposited 
under argon gas pressure of PArI mtoIT, there is no clear drop in resistivity at any 
composition, but the resistivity data in the composition range of x- 20% to x- 50% 
shows a downward curvature. The samples deposited under an argon gas pressure of 
PAr 1 mtOIT have many opportunities to form an ordered structure because the 
sputtered atoms keep their kinetic energy as they undergo fewer collisions with the gas 
atoms. 
The resistivity of AI-rich alloys shows a higher value than that of Fe-rich alloys, which is 
thought to be related to the structure of these alloys. In general the Fe-rich alloys show 
a bee crystalline structure while the AI-rich alloys show an amorphous structure. The 
': ;', 
amorphous phase is known to be a highly disordered structure, which leads to a short 
electron mean free path. 
6.1.2 Deposition Gas PreSSllre Effect 
The resistivity of thin films is known to be effected by the deposition gas pressure due 
to the change in film structure caused by changing the working gas pressure. This is 
demonstrated clearly in the resistivity curves of Fe l-xA1x as a function of composition 
deposited at various argon gas pressures as shown in fig.(6.1). The deposition argon gas 
pressures were PAr I, 3, or 4 mtOIT. The resistivity clearly increases with increasing 
deposition gas pressure. 
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The increase in resistivity is thought to be due to a change in the morphology of these 
films caused by altering the gas pressure. Increasing gas pressure leads to fonnation of a 
film with open boundaries, as shown clearly in Thomton's diagram in fig.(2.9). It was 
found that films deposited at high gas pressure and low substrate temperature have a 
columnar structure with open boundaries as in zone 1 in Thomton's diagram. On the 
other hand the films deposited under low gas pressure and low temperature have a 
columnar shaped crystalline structure approaching a near-equiaxed shape separated by 
dense intercrystalline boundaries, as characterised in zone Tin Thornton's diagram. 
The basic resistivity fonnula is given by:-
m p = - -----------------( 6.3) 
ne''!; 
The above fonnula shows that resistivity mainly depends on the electron relaxation 
time, increasing with decreasing relaxation time and vice versa. The relaxation time can 
be written as:-
[ 
'!; = - -------------------- (6.4) 
v 
where [ is the electron mean free path, and v is the electron velocity. By introducing 
eq.(6.4) into eq.(6.3), the following fonnula for resistivity is obtained:-
mv p = - -----------------(6.5) 
ne'[ 
This fonnula shows that resistivity increases with decreasing electron mean free path 
and vice versa. Eq.(6.5) can be used to explain the increase in resistivity with increasing 
argon gas pressure; as mentioned above the samples deposited under high gas pressure 
have a columnar structure separated by wide boundaries. These open boundaries behave 
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as a discontinuity in the structure and also as a scattering centre for the electrons as the 
electrons cannot pass freely through these boundaries. The samples deposited under low 
gas pressure have a columnar structure with dense boundaries with less voids, the 
electrons can move with less scattering. 
6.2 X -ray Diffraction Analysis 
The structure of Fe l-xAlx thin films was investigated using a Siemens D5000 
Diffractometer in Karlsruhe in Germany. Samples with composition range of x- 23% to 
x- 37% deposited under an argon gas pressure of PAr 3 mtorr were measured. X-ray 
diffraction was used to investigate the effect of deposition gas pressure on structure of 
the samples. Samples with x- 29% deposited under an argon gas pressure of PAr 1 
mtorr and the sample with x- 27% deposited under an argon gas pressure of PAr 4 
mtorr were investigated. 
First the samples were measured with a standard D5000 diffractorneter. The diffraction 
patterns are shown in the upper window for each specific sample, while the lower 
window shows the diffraction pattern taken at various incident angles (0.3,0.5, 1, 1.5, 
or 2 degrees). Figs.(6.2, 3, and 4) show the X-ray diffraction pattern of the samples 
with X= 23, 26.8, and 37.3% deposited under an argon.gas pressure of PAr 3 mtorr. 
The iron phase can be detected in all the samples. The intensity of the (110) reflection is 
stronger than the intensity of (200) and (211) reflections, indicating a perfect orientation 
of grain growth along a (110) plane. 
Fig.(6.5) shows the diffraction pattern of the sample with x- 29% deposited under an 
argon gas pressure of PAr 1 mtorr. All the basic reflections are shown in this figure 
and the shape of these reflections is quite clearly sharp. The diffraction pattern of the 
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sample deposited under an argon gas pressure of PAr 4 mtOIT and x- 27% is shown in 
fig.(6.6}; the reflection (211) has disappeared from the diffraction pattern of this sample. 
To investigate the effect of pressure on the structure of the fihns, the samples in 
fig(6.2}, fig(6.5}, and fig(6.6} were used, because they have almost identical aluminium 
composition but were deposited at various argon gas pressures PAr 1,3, and 4 mtOIT. 
With increasing argon gas pressure the crystallinity of the sample decreased, where as 
for the sample deposited at an argon gas pressure of PAr 4 mtoIT, the reflection (211) 
disappeared and the intensity of the other reflection was found to be reduced. That 
effect is thought to come from the presence of a large amount of defects in the samples 
deposited under high argon gas pressure. From these figures there is an indication of 
perfect orientation of crystal growth in the alloys deposited at low argon gas pressure, 
and random orientation of crystal growth in the samples deposited under high argon gas 
pressure. 
6.2.1 Lattice Constant 
': 
The lattice constant was plotted against aluminium composition for the samples 
deposited under argon gas pressures of PAr I, 3, and 4 mtOIT. The plot is shown in 
fig.(6.7}. The lattice constant a was calculated from the following equation for the cubic 
structure:-
1..2(h2 +k' +/2) 
a
2 
= 4sin 2 9 -----------------( 6.6} 
where:- A - is the wave length of the X-ray used (A =1.54A). 
hkl- are the Miller indices. 
9- is the diffraction angle (Bragg angle). 
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Fig.(6.7)j Lattice constant vs aluminium 
composition of Fe l-xAlx thin films. 
The lattice constant a increases gradually with increasing aluminium composition 
regardless of argon gas pressure. The effect of deposition gas pressure on the lattice 
constant is to decrease the lattice constant with increasing deposition gas pressure. The 
lattice constant value and behaviour is comparable with that of bulk materials (ref. 1 ). 
6.2.2 Relative Intensity 
The relative intensity (I llofI211) as a function of aluminium composition x is shown in 
fig.(6.8) for the samples deposited under argon gas pressures of PAr 1, 3, and 4 mtOIT. 
The intensity ratio (1llofI211) for the samples deposited under an argon gas pressure of 
PAr 1 mtOIT is much greater than that of the samples deposited under an argon gas 
pressures of PAr') and 4 mtOIT. That is because the atoms sputtered under high argon 
gas pressure loose their kinetic energy due to collisions with the gas atoms, while at low 
argon gas pressure the atoms arrive at the substrate surface with high kinetic energy. 
Thus the samples deposited under high argon gas pressure can be expected to have a 
highly disordered structure compared with samples deposited under low argon gas 
'r 
pressure. 
6.2.3 Crystal Thickness 
The ScheITer equation was used to calculate the crystal thickness t of Fe l-xAlx thin 
filins. The ScheITer equation is given by:-
O.94A. 
t = -------------------- (6.7) 
B(29)cose 
where:- A. - is the wave length (A.=1.54 A) 
B(29)- is the full width of the Bragg peak at half height (in radians). 
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Fig.(6.9) shows crystal thickness as a function of aluminium composition for the 
. . 
samples deposited under argon gas pressures of PAr 1, 3, and 4 mtorr. The samples 
studied here have a composition range of x= 0 to - 50%. The crystal size for all samples 
decreased gradually with increasing aluminium composition to reach a minimum at x-
18%, the curve then flattened out before the crystal thickness increased with further 
increase in aluminium composition. Crystal thickness as shown in fig.( 6.9) decreased 
with increasing deposition gas pressure. A high value of crystal thickness means the 
Bragg peak is sharper and the crystallisation of the sample is good, while low crystal 
thickness means the Bragg peak is broader and the crystallinity of the sample is poor. 
6.3 Transmission Electron Microscopy (TEM) Analysis 
Transmission Electron Microscopy, TEM, was used to investigate the composition, 
structure and morphology of Fel-xAlx alloy thin fihns. For composition and structure 
analysis the films were deposited on a cellulose acetate substrate with a mm thickness of 
I: ;'. 
less than 150 nrn, whiie for the morphology study the filrns were deposited on glass 
substrate with a fIlm thickness of about 300 nrn. 
6.3.1 Composition Analysis 
The composition of Fe l-xAlx alloy thin fihns was important for other investigations. 
Changes in sample composition were effected by altering the current fed to each 
magnetron. 
To change the aluminium composition in Fe-rich alloys the iron target currents were 
held constant at lFe= lA, while the aluminium target currents were changed in the range 
of lA!= 0.1 to 0.6A. Also these samples were prepared at various argon gas pressures 
of PAr 1, 3, or 4 mtorr. The composition of Fe and Al in the alloys as a function of 
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aluminiwn target current is shown in fig.{6.10). The increase in aluminium composition 
and decrease in iron composition with increasing aluminiwn target current is shown. 
The increase in aluminiwn composition with increasmg aluminiinn target current was 
due to the increased sputtering rate of the aluminiwn while the sputtering rate from the 
iron targets remained constant. 
For AI-rich samples, the aluminiwn target currents were held constant at IA!= lA and 
the iron target currents in the range IFe= 0.1 to 0.6A. The composition of iron and 
aluminiwn in the samples deposited at argon gas pressures P AFI, 3, and 4 mtorr is 
shown in fig.(6.11) as a function of iron target current. A rapid increase in iron 
composition with changing iron target current was observed. The curves of aluminiwn 
and iron composition cross each other at an iron target current of lFe= OAA. From 
these two figures conclusions can be drawn about the effect of deposition pressure on 
composition. It is clear that the aluminiwn composition decreases with increasing 
deposition gas pressure whilst the other deposition parameters are held constant. This 
effect occurs because resputtering of aluminiwn atoms from the surface is much greater 
.' 
" 
than resputtering of iron atoms. 
The study of the sputtering yield of metals deposited under Ar+ and Ne+ made by 
Laegried and Wehner (ref.2) shows that the sputtering yield of an aluminiwn target is 
less than that of an iron target, which explains the much more rapid change of iron 
composition with the change in the iron target current compared with the corresponding 
effect on aluminium current. 
6.3.2 Structure Analysis 
TEM was used to investigate the structure of Fe l-xAlx thin films in the composition 
range of x= 0 to 100%, for samples deposited under argon gas pressures of 
P AF I, 3, and 4 mtorr. The samples were found to have one of three types of 
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structure, bee crystalline, amOlphous, or fee crystalline according to alwninium 
composition, but virtually irrespective of argon gas pressure. Examples of the electron 
diffraction patterns of each of these structures are shown in fig.(6.l2a), fig(6.13a), and 
fig.(6.l4a) for samples deposited under argon gas pressure PAr 3 mtOIT. Fig.(6.12a) 
shows the electron diffraction pattern for the sample with alwninium composition 
x= 29%. This diffraction pattern is an example of the bee crysta1line structure; the 
diffraction rings are very clear. The individual crystals can be identified from the bright 
image of the surface, shown in fig.(6.12b). This structure is found in samples of 
composition range x= 0 to -50%, depending on the argon gas pressure. 
Fig.(6.13a) shows the electron diffraction pattern of the sample with alwninium 
composition of x= 63%. This electron diffraction pattern shows a completely 
amorphous structure. This structure is characteristic of the samples with composition 
range x= 50% to -80%. The bright image associated with the electron diffraction 
pattern for this sample shown in fig.(6.13b), consists of very fme crystals. 
Fig.(6.14a) shows the electron diffraction pattern for the sample with x= 83%, which 
has an fce crystalline structure with clear rings in the electron diffraction pattern 
representing the planes of the crystalline structure. This type of structure is found in 
samples of composition range x= 80% to 100%. The bright image associated with this 
electron diffraction is shown in fig.(6.14b); whilst it is not easy to identify the individual 
crystals they can be seen in some places in the image. 
Calculation of the crystal phases in the crystalline sample was done using the electron 
diffraction patterns of these samples and measuring the ring radius from the negative 
film of the patterns. The ring radius r can be related to plane spacing dhkl as follows:-
Al dhl<l = - -------------------(6.8) 
r 
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A- diffraction pattern B- bright image 
Fig.(6.12): TEM for sample with x=29%, deposited at a gas 
pressure of PAr= 3 mtOIT. 
A- diffraction pattern B- bright image 
Fig.(6.13): TEM for sample with x=63%, deposited at a ga s 
pressure of P Ar=3 mtorr. 
A- diffraction pattern B - bright image 
Fig.(6.14): TEM for sample with x=84%, deposited at a gas 
pressure of P Ar= 3 mtorr. 
where:- A - is the electron de Broglie wave length (A = 0.037 A) 
1- is camera length (/= 732 nm) 
Using eq.(6.8) and the measured ring radius, the plane spacing dhkl was determined. 
Comparing the measured plane spacing dhkl with that in the ASTM index the Miller 
indices and relative intensity were determined. A summary of the measurement of an 
example of sample a located in the fIrst region is given in table I. The bee crystalline 
structure was determined and ordered structures of FeAI and Fe3Ai were identifIed. 
There is also evidence of the presence of oxide phases such as FeA1204. The formation 
of oxide phases was due to exposure of the fIlm surface to the atmosphere after opening 
the deposition chamber in the absence of a capping layer to cover the film surface after 
preparation. 
6.4 Morphology of Sputter Deposited Fe 1-xAlxAlloy Thin Films 
The morphology of Fe l-xAlx alloy thin films was observed using Transmission Electron 
Microscopy (TEM). The films were deposited on a water cooled glass substrate, and the 
film thickness was kept constant at - 300 nm. A small piece of the substrate and film 
was broken off and located inside the TEM. The morphology of the films deposited 
under different argon gas pressures was studied. 
6.4_1 Deposition Gas Pressure Effect 
The morphology of a film deposited under an argon gas pressure of PArI mtorr is 
shown in fIg.(6.15a). This fIgure shows the film to consist of fIbrous grains with smooth 
surfaces and densely packed boundaries. This structure is similar to that of zone I in 
Thomton's diagram shown in fig.(2.9). This kind of structure was found in films 
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Table I: Electron diffraction results for the crystalline phase of Fe-AI alloy 
films (AI < 48%). 
Ring Radius (mm Plane spacing (A) Int.l/Ir hkl Structure 
Measured ASTM 
1 l3.25 2.044 2.04 100 220 Fe3Al (bee) 
2.048 100 110 FeAl (bee) 
2.0268 100 110 a-Fe 
2 18.75 1.44448 1.45 80 400 Fe3Al 
1.4472 14 200 FeAl (bee) 
1.4414 42 440 FeAl204 (bee) 
3 23 1.1776 1.18 90 422 Fe3Al (bee) 
1.182 25 211 FeAl (bee) 
1.1702 30 211 FeAl20 4 (bee) 
4 26.5 1.022 1.02 70 440 F~Al(bee) 
1.0238 8 220 FeAl (bee) 
1.0191 5 800 FeAl20 4 (bee) 
5 29.75 0.9157 0.9157 9 310 FeAl (bee) 
0.9064 12 310 a-Fe (bee) 
0.9116 3 840 FeAl.z04 (bee) 
6 35.25 0.7683 
deposited under conditions of low sputtering gas pressure and low substrate 
temperature. 
Fig.(6.1Sb) shows the morphology of a film deposited under an argon gas pressure of 
P Ar= 3 mtOIT. This figure shows the film to have a columnar structure with narrowly 
separated boundaries. 
Fig.(6.1Sc) shows the morphology of a film deposited under an argon gas pressure of 
P Ar= 4 mtOIT. The morphology of this film consists of columnar grains normal to the 
film plane separated by open boundaries; a rough surface is also observed. This kind of 
morphology is similar to that shown in zone Tin Thomton's diagram, and was found in 
the samples deposited under high gas pressure and low substrate temperature. 
Deposition gas pressure has a significant effect on the morphology of the films and thus 
a major effect on the properties of the films. For films deposited under low argon gas 
pressure, the sputtered metal atoms experienced fewer collisions with the gas atoms 
, 
. l'· 
leading to retention of kinetic energy and a large momentum component of the metal 
atoms normal to the substrate surface. Thus the surface diffusion of adatoms becomes 
higher. The intense ion bombardment of the surface creates nucleation sites for arriving 
atoms, redistribution of adatoms into valleys, and back sputtering of loosely bound 
adatoms. 
For samples deposited under a high argon gas pressure the sputtered metal atoms lose 
most of their kinetic energy due to collisions with gas atoms, thus the incident angle of 
the metal atoms to the substrate surface is random, leading to random growth of the 
film. Also the insufficient diffusion of surface atoms leads to the growth in height and 
width of the nucleation sites formed at the substrate surface until they begin to overlap. 
Thus the highest point of the growing surface receives more incident atoms than the 
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A- sample with x=29%, deposited at PAr=lmtorr B- sample with x=29%, deposited a t P Ar=3mtorr 
Fig. 6.15: TEM morphology 
c- sample with x=27%, deposited at PAr=4mtorr 
D- annealed sample with x=27%, deposited at P Ar=4mtorr 
Fig. 6.15: TEM morphology 
points in the valleys. This is known as "shadow effect". The boundaries between the 
columns could be covered with oxide phases similar to those fonned on the fIlm surface. 
6.4.2 Annealing Effect 
The samples deposited at argon gas pressure P Ar= 4 mtorr were annealed at 300°C for 
24 hrs and slow cooled by leaving the samples inside the furnace after it was switched 
off. The annealed samples were cut from the same samples used for the measurements 
before annealing. The samples were placed in a quartz tube, the tube was evacuated, 
and then filled with pure argon gas to minimise oxidation. 
Annealing significantly affected the morphology of these samples. Before annealing the 
samples consisted of a columnar structure separated by open boundaries. An example of 
the morphology of one sample after annealing is shown in fig.(6.15d). This figure shows 
that the sample structure consists of fibres with very densely packed boundaries and 
, 
fewer voids compared with that shown in fig(6.15c) for the sample before annealing. 
This type of structure is quite similar to that of the samples deposited at an argon gas 
pressure of P Ar= 1 mtorr. 
The sputtered atoms at high argon gas pressure have less energy because of their 
collisions with the gas atoms, thus they arrive at the substrate surface with low energy 
and their binding energy is weak. This leads to a random distribution of the atoms in the 
film. Annealing caused the atoms with weak bonding energy to try to escape from the 
surrounding atoms and rearrange themselves in new positions. Also the oxygen content 
of oxide layers covering the surface and the boundaries between the columns before 
annealing could escape to the argon atmosphere. Therefore the morphology of the films 
after the annealing process shows very densely packed boundaries. 
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6.5 Magnetic Measurement of Fe 1-xAxAlloy Thin Films 
The magnetisation measurements of Fel.;xAlx alloy thin films were measured using an 
automatic Vibrating Sample Magnetometer (VSM). The magnetisation curves of the 
samples deposited under an argon gas pressure of PAr 1 mtorr with aluminium 
compositions in the range of = 0 to -35% are shown in fig.(6.16). The magnetisation 
was nearly saturated at the maximum applied magnetic field (i.e. current field) for all the 
samples. Typically the magnetisation increased with increasing applied magnetic field 
for the samples with aluminium composition = 0 to -25% . The samples with 
aluminium composition of x= 27% and = 35% showed a different behaviour; the 
magnetisation decreased slowly as a small magnetic field was applied. The curve then 
started to flatten with a small gradual increase in magnetisation with further increasing 
the magnetic field. The reason for the initial decrease in magnetisation of the last two 
samples is not known. 
Fig.(6.17) shows magnetisation as a function of magnetic field for the samples 
I: ;', 
deposited under an argon gas pressure of PAr 4 mtorr and having different aluminium 
compositions ranging from x= 0 to -29.5%. The magnetisation increased with 
increasing the magnetic field (i.e. field current) to nearly reach saturation at the highest 
field. The samples with = 11.7% and = 29.5% showed a different magnetisation 
curve, the magnetisation decreasing with the application of a small magnetic field to 
reach a minimum, and increasing gradually until reaching saturation at the maximum 
magnetic field. 
6.5.1 Saturation Magnetisation (Ms) 
The saturation magnetisation Ms was taken from the magnetisation curves, assuming 
the magnetisation at the highest magnetic field (i.e. field current) to be the saturation 
value. Saturation magnetisation as a function of aluminium composition x for the 
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samples deposited under argon gas pressures of P Ar= 1 and 4 mtorr is shown in 
fig.(6.18). 
For the samples deposited under an argon gas pressure of P Ar= 1 mtorr, the saturation 
magnetisation decreased gradually with increasing aluminium composition x, because 
with increasing aluminium composition nearest neighbour iron atoms are increasingly 
substituted by aluminium atoms. The magnetic moment of Fel-xA1x was found to 
decrease with increasing aluminium composition as shown in fig.(1.3). The structure of 
these samples was found to be crystalline and bee with the films consisting of fibrous 
grains, smooth surfaces and densely packed boundaries. 
For the samples deposited under an argon gas pressure of P Ar= 4 mtorr, the saturation 
magnetisation shows a different behaviour from the normal. It commences with a low 
value at x= 0%, then increases shruply at aluminium composition x= 6.2%, then 
increases slightly to reach a maximum value at aluminium composition x= 11.6%. After 
the maximum value at x= 11.6%, the magnetisation decreases sharply to reach a 
minimum as aluminium composition becomes x= 21 %, then increases gradually with 
further increases in the aluminium composition. The shrup decrease in the saturation 
magnetisation at aluminium composition x= 21 % could be due to the formation of FeAI 
and Fe3A1 ordered structures. The structural investigation does show the presence of 
these ordered structures and the resistivity measurements at room temperature show a 
drop due to these ordered structures. From the study of their morphology, these fihns 
were found to have a columnar structure separated by open boundaries. These open 
boundaries could be covered by an oxide structure. The magnetic interaction takes place 
between the columns separated by antiferromagnetic layers, weakening the magnetic 
interaction. 
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6.5.2 Remanent Magnetisation (Mr) 
The remanent magnetisation M r was obtained from the hysterisis loop of the samples. 
M r represents the magnetisation at zero magnetic field when the magnetic field returns 
to zero after reaching the maximum. Remanent magnetisation as a function of 
aluminium composition x is shown in fig.(6.19) for the samples deposited under argon 
gas pressures of PAr 1 and 4 mtorr. 
The samples deposited under an argon gas pressure of PAr 1 mtorr show a gradual 
increase in Mr with increasing aluminium composition to reach a maximum at an 
aluminium composition ofx= 17%, followed by a sharp decrease in Mr at an aluminium 
composition of x= 27%. Mr then started to increase again gradually. The samples 
deposited under an argon gas pressure of PAr 4 mtorr show a linear increase in Mr 
with increasing aluminium composition to reach a maximum at x= 11%, then a sharp 
decrease when x= 21 % to reach a minimum at x= 27%, and finally started to increase 
gradually. 
,', 
" 
6.5.3 Hysteresis Loop 
The hysteresis loop of two different samples deposited at argon gas pressures of 
PAr 1 and 4 mtorr are shown in fig.(6.20) and fig.(6.21) respectively. The sample 
deposited at a low argon gas pressure was saturated at a lower field than that of the 
sample deposited at a high gas pressure, which was not fully saturated at the highest 
applied field (i.e. field current). This is related to the change in structure of these 
samples with changing deposition pressure; at higher gas pressure the energy of the 
sputtered metal atoms is reduced by collisions with gas atoms, resulting in changes in 
structure and crystal size as discussed in the previous sections. Thus increasing the 
pressure increases the numbers of voids and the separation of the crystals, as well as 
reducing the crystal size. This effectively decreases the packing fraction of the crystals 
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deposited at a gas pressure of 4mtorr 
in the film. Thus the crystals only interact through the local demagnetising fields, so 
increasing the crystal separation reduces particle interaction. 
6.5.4 Squareness Ratio (S) 
The squareness of the hysterisis loop is indicated by the squareness ratio S, which is 
given by the following fonnula:-
M S = -' --------------------( 6.9) 
M, 
where Mr is the remanent magnetisation 
Ms-is the saturation magnetisation 
The squareness ratio S gives an indication of the effect of the demagnetisation field on 
the magnetisation of the samples. The demagnetisation field opposes the magnetisation. 
In general the demagne~isation field need not be large to reduce the magnetisation of the 
sample. Thus the demagnetisation field may not be sufficient to reach the elbow of the 
M-H loop where the magnetisation starts to switch. The minimum demagnetisation 
effect is known to occur when the gradient dM/dH is small and the squareness ratio S is 
close to one. 
The squareness ratio S of Fe l-xAlx alloy thin films was calculated from the hysterisis 
loop and eq.(6.9) for the samples deposited under argon gas pressures of 
PAr 1 and 4 mtOIT. S was plotted as a function of aluminium composition, shown in 
fig.(6.22). For the films deposited at an argon gas pressure of P AJ:= 1 mtoIT, S 
increased gradually with increasing aluminium composition to reach a maximum at x-
17%, then sharply decreased as the aluminium composition became x- 27%. After that 
S started to increase sharply as the composition became x- 35%. The samples deposited 
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at an argon gas pressure of PAr 4 mtorr show a sharp linear increase in S with 
increasing aluminium composition to reach a maximum at x-15%, followed by a sharp 
decrease in S to reach a minimum at x- 27%, and fmally increasing again at x- 36%. 
In fig(6.22) the squareness ratio of the films deposited at an argon gas pressure of 
PArI mtorr was shown to be higher than that for the films deposited at PAr 4 mtorr, 
except for the two samples where the maximum and minimum occurred, which indicates 
the effect of pressure on the structure and grain density of the samples as discussed 
above. 
6.5.5 Annealing Effect 
Fe l-xA1x alloy thin filrns samples deposited at an argon gas pressure of PAr 4 mtorr 
were annealed at 300°C for 24 hr in an argon atmosphere. The magnetisation and the 
hysterisis loop of the samples with x- 17% to 40% where measured. The samples were 
cut from the same s,amples used for the measurements before annealing. 
The magnetisation curves as a function of the magnetic field (i.e, current field) are 
shown in fig.(6.23). The magnetisation curves for the samples with x- 17 and 27% 
show unusual behaviour, with the magnetisation decreasing on the application of a small 
magnetic field to reach a minimum and the curve then flattening with a small increase in 
magnetisation. The samples with x- 36% and 40% show typical behaviour, the 
magnetisation increasing with increasing magnetic field. The magnetisation was nearly 
saturated at the highest applied field. 
The saturation magnetisation Ms for these samples both before and after annealing is 
shown in fig.(6.24). The saturation magnetisation of the samples after annealing shows 
a rapid increase to reach a maximum as the composition changes from x- 17 to 27%, 
then a big drop as the aluminium composition reaches x- 36%, followed by a very small 
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increase in Ms as x approaches 40%. For the samples measured before annealing Ms 
increases gradually with increasing the aluminiwn composition from x- 17 to 36%, then 
drops as x becomes - 49%. From fig.{6.24) it is clear that the iumealed samples have 
higher saturation magnetisation than the non-annealed samples. 
Fig.{6.25) shows the remanent magnetisation Mr as a function of aluminiwn 
composition in the range of x- 17% to 40%. There is a gradual increase in Mr reaching 
a maximwn as x changes from -17% to -27%, then a sharp drop in Mr at x- 36%, 
followed by a gradual increase at x- 40%. Mr for the non-annealed samples shows a 
gradual decrease in the range of x- 17% to x- 27%, then a gradual increase to reach a 
maximum at x- 36%, followed by a gradual decrease at x- 40%. 
Fig.{6.26) shows squareness ratio S as a function of aluminium composition in the range 
of x- 17% to x- 40% for the annealed and non-annealed samples. The annealed samples 
exhibit a high squareness ratio of almost one at x- 17% and - 27%, then a sharp 
. 
decrease in S to about 0.12 as the aluminiwn composition becomes x- 36%. The 
, 
. ;', 
squareness ratio then increases gradually at x- 40% to a value of 0.36. The non-
annealed samples show a gradual decrease in S as the composition moves from x- 17% 
to x- 27% to reach a minimwn value of 0.32, then a gradual increase in S at x- 36% to 
reach a maximwn of 0.6, followed by a decrease again at x- 40%. 
From these measurements the annealing effect can be summarised in three points :-
1. An increase m the saturation magnetisation Ms for all the samples under 
investigation. 
2. An increase in remanent magnetisation Mr for the samples with x- 17%, 27%, and 
40%, and a decrease in Mr for the sample with x- 36%. 
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3. A high squareness ratio S (approximately equal to 1) for the samples with x- 17% 
and 27%, and a small S for the sample with x- 36%. 
The effect of annealing on the magnetic properties of the Fe l-xAlx alloy thin fiIms came 
from the resulting change in film structure. The annealed filing have a fibrous structure 
with very densely packed boundaries compared with the non-annealed filing which have 
a columnar structure with open boundaries. It is thought that the annealing process also 
causes the iron-aluminium oxide layer covering the boundary surface before annealing 
to decompose into the constituent Fe and Al atoms which will then diffuse deep inside 
the columns leaving the 0 atoms to diffuse to the argon atmosphere. This makes the 
columns rich with iron and aluminium compounds, thus increasing magnetisation by 
removing the antiferromagnetic (or non magnetic) layer separating the columns and 
allows a direct magnetic interaction to take place between the columns. 
6.6 Magnetoresi~tance of Sputter Deposited Fel_xAlx Thin Films 
.' 
The longitudinal magnetoresistance was measured for some of the Fel_xAlx alloy thin 
filing using an automatic four probe technique. A variable magnetic field was applied 
using an electromagnet of both positive and negative polarity. 
Fig.(6.27a) shows the magnetoresistance AR = ([R(H)- R(O)] I R(o)} as a function of 
magnetic field (Le. current field) for a sample with x- 27% deposited at an argon gas 
pressure of PAr 4 mtorr. The magnetoresistance was measured in the range of -20A to 
+20A current field. Fig.(6.27b) shows the magnetoresistance AR for the above sample 
in the range of current field between 0 and 20A. Whether the applied field is of positive 
or negative polarity, the magnetoresistance AR increases shruply when a small magnetic 
field is applied. A similar shape of magnetoresistance AR curve is obtained as shown in 
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fig.(6.28a and b) for the sample deposited at an argon gas pressure of PAr 4 mtorr 
with composition x- 36%. 
The initial shrup increase in M caused by applying a small magnetic field can be 
explained as follows. Some electrons moving parallel to the film surface at zero 
magnetic field were curved to collide with the film surface when a small magnetic field 
was applied. If these electrons contribute significantly to the conduction, then the 
applied magnetic field causes shortening of their effective free path, thereby increasing 
the resistance (ref.2). On the other hand these samples are ferromagnetic at room 
temperature, so the initial increase in M could be due to the electron spin arrangement 
in these alloys, the application of a small magnetic field forcing the electron spins to 
align in the direction of the field. 
After the maximum M at a low applied field, M started to decreases with further 
increase in the applied field. This decrease in M was fitted to the following equation:-
; f.I 2 M = R (0) - (J}{ + pH -------------(6.10) 
o 
where Ro(O) - is the interception of the fitting curve with D. R axis 
ex. and ~ are constant 
The decrease in D. R with increasing applied field is due to the change of the magnetic 
domain strucrure; in ferromagnetic materials the change in magnetoresistance occurs 
when the domain vector rurns through an angle between 0 and 90 degrees, or when 
boundary displacement takes place between neighbouring domains whose vectors are 
perpendicular to one another and are not accompanied by 180 degree displacement. The 
application of the magnetic field may also lead to the electron trajectories becoming less 
convoluted, thus reducing their collisions with surfaces. 
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Low Temperature Results 
6.7 Low Temperature Resistivity Results of Sputter-Deposited 
Fe1_xAlxAlloy Thin Films 
The resistivity of Fel-xA1x was measured in the temperature range ofT= 20 to 300°K. 
The spring loaded four probe technique was used for the resistivity measurements, and 
a cryogenic refrigerator was used for the cooling process. A resistance wire was used to 
heat the sample. 
6.7.1 Composition Range ofx=O to x=46% 
The normalised resistivity p(T)/p( 300) as a function of temperature for the samples of 
composition x= 0 to 21 % is shown in fig.(6.29). The resistivity of these samples shows 
a typical metallic behaviour; the resistivity decreases with decreasing temperature. The 
i: ;. 
decrease in resistivity is due to a decrease in phonon scattering as the temperature is 
reduced. The sample of x- 21 % shows a nearly straight line behaviour at low 
temperatures. 
Fig(6.30) shows the resistivity p(T)/p(300) as a function of temperature for the samples 
of composition x- 27% to 46%. These samples show two interesting points, firstly the 
presence of resistivity minima at low temperatures. The resistivity decreases with 
decreasing temperature until a certain point which depends on the composition of the 
sample, the resistivity then starts to increase with further decreases in temperature. The 
second interesting point is the hysterisis effect which appears when the sample is cooled 
and heated. The resistivity changes slope over a specific range of temperature, showing 
different values of resistivity when cooled and then heated over that specific range. The 
temperature range where that transition occurs is between T= 180'K to 2300 K 
114 
...... 
0 
0 
Cl) 
'--
Il:: 
........ 
...... 
h 
'--
Il:: 
1.0 
0.9 
0.8 
0.7 
0.6 
o 50 100 150 
~ Pure Fe 
o x-6.5 at.% 
" 11.8 at.% 
o 21 at.% 
200 250 300 
Temperature K 
Fig. 6.29; R(T)/R(300) vs temperature for 
samples with x=O% to x=21% 
........... ------------------------------
1.00 
0.99 
....... 
o 
o 
Cl') 
~ 0.98 
........ 
....... 
E-< 
'-
P::: 
0.97 
0.96 
o 50 100 150 200 
Temperature K 
• 27 at.% 
+ 36.2 at.% 
o 40 at.% 
o 45 at.% 
o 45.6 at.% 
!!l 46 at.% 
250 300 
Fig. 6.30; R(T)/R(300) vs temperature for 
samples with x=27% TO X=45.6% 
depending on the sample composition. TEM structure analysis shows a clear bee 
crystalline structure for all the samples in this range of composition (= 0 to 45.6%). 
By calculating the temperature dependence of the resistivity dp(T)/dT, negative values 
of dp(T)/dT were found in the resistivity minima region, and zero at the temperature 
where the minimum resistivity occurs. The transition temperature is associated with a 
zero value of dp(T)/dT. Fig.(6.31) shows the transition temperature T m (i.e. the 
temperature where the minimum resistivity or zero temperature dependence of 
resistivity occurred) and the resistivity difference which is calculated by 
L'.p = 1'(20) - p(T
m
) as a function of composition x. There is a small increase in L'. P as 
composition increases from x- 27% to x- 36%, then there is sharp increase in L'. I' to 
reach a maximum at x- 45%, followed by a sharp decrease as the composition increases 
to x-45 .6%, after which at composition x- 46% the L'.p increases by a small amount. 
The transition temperature T m as a function of temperature shows similar behaviour of 
L'. I' , starting with a small increase in transition temperature with increasing 
composition, then a sharp increase to reach a maximum transition temperature 
'. . , ;. 
(T m= 55°K) for the sample with x- 40%. 
The presence of resistivity minima in the samples with composition x- 27% to 46% 
could be due to the transition of these samples to a new magnetic structure. A spin glass 
structure was found in these samples at low temperature. Sumiyama et.al. (ref.4) has 
presented the magnetic properties of sputter deposited Fel-xA1x as a function of 
temperature for the samples deposited onto water cooled and liquid nitrogen cooled 
substrates. They obtained that the Curie temperature for the samples deposited onto 
water cooled substrate was Tc= 320oK, and Tc= 2600 K for the samples deposited onto 
liquid nitrogen cooled substrate. They also found that the samples with composition 
= 30% to 70% have a spin glass structure at low temperatures. The presence of 
negative temperature dependence of resistivity is further evidence of the presence of a 
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spin glass structure in these samples, as it has been found that a negative dp(DldT is 
associated with the presence of spin glass strucrure (refs. 5 & 6). 
By using dp(DldT the other transition temperatures were identified; at each transition 
temperature the dp(DldT showed a sharp peak. An example of the change in the slope 
of the resistivity and the hysterisis effect is shown in fig.(6.32); also dp(DldT for that 
region is also shown. 
The magnetic properties of Fe-rich Fe l-xA1x alloys have been intensively investigated 
(refs.7-11). It has been found that samples with composition r.=O to 18% are 
ferromagnetic disordered alloys, alloys with composition =18% to 51% have a 
nonstoichiometric B2-type ordered structure when quenched from 970oK, but when 
slow cooled have a D03-type ordered structure for the samples = 18% to 33%, and a 
B2-type ordered structure for the samples with = 33% to 51%. The alloys of 
composition X> 25% show a re-entrant type spin glass order at low temperature 
(refs.8 & 11). 
Child has reported that Fe70A130 bulk sample becomes ferromagnetic below 4000K but 
paramagnetic on cooling below l700K and then is mictomagnetic below 92°K (ref.7). 
The transition temperature from ferromagnetic to paramagnetic structure is termed the 
"inverse Curie temperature". 
6.7.2 Composition Range ofx=48% to 83.15% 
Resistivity p(T)/p(300) as a function of temperature for the samples with composition 
in the range of = 48% to 83.15% is shown in fig.(6.33). TEM structure analysis for 
these samples shows their amorphous structure. The resistivity behaves completely 
contrary to that shown in the first region of composition = 0 to 45.6%. In this range of 
composition, the resistivity had a semiconductor like behaviour, increasing with 
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decreasing temperature. Similar behaviour was found in what are known as "metallic 
glass materials" (Le. materials with an amorphous structure). The metallic glass 
materials which contain magnetic components are known to· have a random spin 
structure (ref.12). 
6.7.3 Composition Range x=84% to 100% 
Fig.(6.34) shows the resistivity p(T)/p(300) as a function of temperature for samples of 
composition range x= 84% to 100%. TEM structure analysis of these data showed a 
crystalline fce structure. The resistivity of this range of composition shows typical 
metallic behaviour, decreasing linearly with decreasing temperature. There was no 
evidence of resistivity minima at low temperature. 
6.8 AC Susceptibility Measurements 
': ;'. 
AC susceptibility was measured using an automatic AC susceptometer. A description of 
the susceptometer was given earlier in section (5.3). The cooling process used a Displex 
closed cycle refrigerator; the working temperature range was between T= 200K to 
300°K. AC susceptibility was measured as a function of temperature and frequency, the 
frequency range being!= 20, lOO, and 200Hz. The AC susceptibility of samples with 
aluminium composition ranging between x= 27% and 40% was measured. These 
samples showed resistivity minima at low temperature, thought to be due to the 
formation of spin glass magnetic structures at those temperatures where the minima 
occurred. 
An example of the AC susceptibility data for the sample with an aluminium composition 
x= 36% is shown in fig.(6.35). The figures show sharp peaks in the temperature range 
T= 25°K to 35°K, depending on the sample composition. These peaks are shown for all 
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frequency ranges. Such peaks in AC susceptibility data are usually due to the formation 
of spin glass structures. The transition temperatures measured here for the above 
composition range were roughly associated with those of the resistivity data. There is a 
slight dependence of the transition temperature on the frequency due to a relaxation 
process which occurs if a system of magnetic ions is measured. The magnetic ions may 
not always be capable of immediately following a change in the external magnetic field. 
Thus the redistribution of the magnetic spins over the energy levels proceeds via a 
relaxation process characterised by a time constant 1. Therefore the previous 
explanation of the resistivity minimum based on the formation of spin glass structure 
also applies here. 
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CHAPTER 7 
Conclusion 
The aim of this work was to deposit and characterise the structure, morphology, electrical 
and magnetic properties of Fel-xA1x alloy thin films in the composition range of 
x= 0 to 100%. The samples were deposited by using a multitarget un-balance magnetron 
designed to sputter magnetic materials. The sputtering system consisted of four 
magnetrons, two of them used to deposit iron and the other pair to deposit aluminium. 
The samples were deposited onto water cooled glass substrates. Film composition was 
controlled by altering the current supplied to each pair of magnetrons, which altered the 
material deposition rate. The samples were deposited under various argon gas pressures 
PAr 1, 3, or 4 mtorr to study the effect of deposition pressure on the properties of the 
samples. The sample thickness was kept constant at t= 300 nm throughout the 
investigation. 
" 
The composition, structure, and morphology analyses were carried out using Transmission 
Electron Microscopy (TEM). For the composition and structure analysis the samples were 
deposited on cellulose acetate substrate with fJ.1m thickness of <150 nm. The samples were 
deposited onto glass substrates for the morphology analysis. 
As the composition varied from x= 0 to 100% the electron diffraction pattern used to 
analyse the structure of these samples showed three types of structure: bee-crystalline, 
amorphous, and fee-crystalline. These different types of order were found in samples 
deposited at various gas pressures, and the composition limit for each type was affected by 
the deposited gas pressure. For example the composition limit of the fust type was 
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x= 0 to -46% for the samples deposited under an argon gas pressure of PAr 4. mtorr. 
The electron diffraction pattern for samples of this type showed clear diffraction rings and 
by calculating the plane spacing for these samples they were found to have a bcc structure 
for Fe-AI compounds with the presence of some Fe-AI oxide due to surface oxidisation. 
The ordered structures of FeAI and Fe3AI were found to be present. The second type of 
structure was found to cover a composition range of x- 48% to x- 83%. The samples in 
that composition range were found to have an amorphous sttucture throughout this 
composition range, and the electron diffraction image did not show any individual rings, 
usually associated with crystalline planes. The third and final type was found to cover a 
composition range of x- 84% to 100%. The electron diffraction patterns of the samples in 
this region show a clear crystalline structure. The structure was found to be fce with some 
oxide compounds due to surface oxidisation. 
X-rays were also used for the structure analysis, particularly for the samples of the ftrst 
type. In all cases the X-ray measurements conftnned the results obtained by electron 
diffraction. The lattice constant calculated for these samples shows a comparable value 
, 
. ;\ 
with that of the bulk materials in the same composition range, and the dependence of the 
lattice constant on aluminium composition was also comparable. The effect of -
the argon gas pressure during deposition on the lattice constant was minimal. In general 
the lattice constant decreased with increasing gas pressure. The crystal thickness was also 
calculated from the X-ray diffraction pattern. It was found that the samples deposited at 
lower argon gas pressures have a greater crystal thickness than those deposited under high 
argon gas pressure. 
The morphology of fihns deposited under various argon gas pressures PAr 1, 3, and 4 
mtorr was determined using TEM. The morphology of samples deposited under an argon 
gas pressure of PAr 1 mtOIT shows a ftbrous structure with densely packed boundaries 
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and a smooth surface. However the morphology of samples deposited under argon gas 
pressures of P Ai" 3 and 4 mtorr shows a columnar structure. The samples deposited 
under P Ai" 3 mtorr had a colunmar structure separated by narrow boundaries while those 
deposited under P Ai" 4 mtorr had a columnar structure separated by wide boundaries 
associated with a rough surface. At high argon gas pressures the sputtered atoms have a 
greater chance of colliding with gas atoms than those deposited under a low gas pressure, 
so sputtered atoms under high gas pressure loose their kinetic energy and arrive at the 
substrate surface with low energy. Thus the re sputtering of weakly bonded atoms is less 
and the newly arrived atoms accumulate on top of each other, forming a columnar 
structure. Conversely the high energy of sputtered atoms deposited under low gas 
pressure leads to an increased resputtering of weakly bonded atoms and their 
redistribution in the valleys between the columns, so a fibrous structure with densely 
packed boundaries is formed. 
The samples deposited under an argon gas pressure of P Ai" 4 mtorr were annealed at 
300°C for 24 hrs .. After annealing these samples had a very densely packed fibrous 
structure. During the annealing process the atoms with a weak bonding energy were freed 
and redistributed themselves in new positions in the valleys between the columns. 
Resistivity was measured as a function of composition for the samples deposited under 
argon gas pressures of P Ai" 1, 3, and 4 mtorr. The spring loaded four probe technique 
was used to measure the resistivity. Resistivity increases with increasing argon gas 
pressure were observed, and are due to changes in the structure of these samples with 
altering deposition pressure. The open boundaries in films deposited at high gas pressure 
could be covered by an oxide layer. This layer is similar to that which covers the surface, 
and becomes a scattering centre. There was a drop in resistivity at an aluminium 
composition of x- 35% to 40% for the samples deposited under argon gas pressures of 
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PAr 3 and 4 mtoIT, which was thought to be due to the fonnation of FeAl and Fe3Al 
ordered structures. 
Magnetisation was measured using an automated Vibrating Sample Magnetometer (VSM). 
The magnetisation measured for the samples deposited under argon gas pressures of 
PArI and 4 mtoIT, was found to be significantly affected by the structure of the samples. 
The samples deposited under an argon gas pressure of PArI mtOIT were shown to be 
saturated at a lower applied magnetic field than that for the samples deposited under an 
argon gas pressure of PAr 4 mtOIT. The saturation magnetisation for the samples 
deposited under an argon gas pressure of PArI mtOIT decreased with increasing 
aluminium composition, due to an increasing number of aluminium nearest neighbours to 
the iron atoms and resulting in a reduction of the magnetic moment of the iron atoms. The 
squareness ratio (S) was shown to be larger for the samples deposited under an argon gas 
pressure of PArI mtOIT than for those samples deposited at PAr 4 mtOIT. The 
magnetisation of thin films was found to be greatly affected by the film structure, which is 
influenced by the de~sition gas pressure. At high argon gas pressures the reduction of the 
" 
" 
energy of the deposited material, due to its high proportion of collisions with gas atoms, 
reduces the crystal thickness in the film as shown in fig.(6.9) and promotes the voids in the 
film structure. The increase of voids and the separation between the atoms in films 
deposited under high argon gas pressure leads to the crystals interacting through the local 
demagnetising fields, and reduces the interaction between them, so a higher applied 
magnetic field is required to saturate them compared with those deposited under low argon 
gas pressure. 
The structure of the samples is significantly affected by annealing, and this also affects the 
magnetic properties. The saturation magnetisation of the samples deposited under an argon 
gas pressure of PAr 4 mtOIT increased after annealing. Also the squareness ratk 
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increased dramatically after annealing and had a value close to one in some samples, which 
means that the samples had a nearly square hysterisis loop. Annealing of the samples made 
their structure very dense, leading to an increase in the interaction between the particles. 
The strong particle interaction means that isolated particles with a magnetisation opposing 
that of the bulk will experience a strong demagnetising field and so be unlikely to remain 
opposing the dominant magnetisation. 
The longitudinal magnetoresistance of the samples with x- 27% to 40% was measured. 
These sample are ferromagnetic at room temperature. The magnetoresistance shows an 
initial sharp increase when a small magnetic field is applied followed by a polynomial 
decrease with further increase in applied field. When a small magnetic field is applied the 
conduction electrons are forced to move in a helical path due to the influence of the applied 
magnetic field. In changing their path they collide increasingly with the film surface, and the 
scattering of the electrons increases, thus the resistance increases. However further increase 
in the applied magnetic field changes the magnetic domain structure of the films, the 
magnetic domains being forced to rotate in the direction of the field and producing a single 
, 
... 
domain, which reduces the electron scattering. The decreasing part of magnetoresistance is 
given by the following equation:-
t.p =p (0)-aH+I3H 2 
p(O) 0 
where t.p=p(H)-p(O) and Po(O) is the interception of the fitting curve with the resistivity 
axis. 
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The resistivity of the samples with x= 0 to 100% was measured as a function of 
temperature in the temperature range T= 20 to 300oK. According to the resistivity change 
with temperature, the samples can be separated into three individuru. groups:-
1. Samples with x= 0 to -46%: these samples show a metallic behaviour of resistivity as a 
function of temperature (i.e. decreasing resistivity with decreasing temperature). The 
samples with x= 27% to -46% show a resistivity minimum, and a negative temperature 
dependence of resistivity dp(T)/dT. From these observatiol1Hhese samples were thought to 
become a spin glass at the temperatures where the minima occurred. These transition 
temperatures were found to be composition dependent. From the resistivity curves of these 
samples, hysterisis like effects were shown when the samples were cooled and then heated. 
These hysterisis effects are thought to be associated with the magnetic transition of these 
samples from the ferromagnetic to the paramagnetic phase. The transition temperature is 
termed the "inverse Curie temperature". These samples were found to have a bee crystalline 
structure and to be ferromagnetic at room temperature. 
': ;'. 
2. Samples with x= 48 to -84%: These samples show a semiconductor like behaviour (i.e. 
resistivity increases with decreasing temperature). These samples have a completely 
amorphous structure, and show a high electrical resistivity compared with that of the 
samples with a crystalline structure. Such material is known as "metallic glass material". 
3. Samples with x= 84% to 100%: These samples exhibit typical metallic behaviour, 
decreasing resistivity with decreasing temperature. The structure of these samples was 
found to be an fee crystalline structure. 
S 
Finally AC susceptibility measurement} for samples with x= 27% to -46% were taken as a 
function of temperatures and frequency. These samples show a resistivity minimum at low 
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temperatures which was thought to be due to the transition of the samples to a spin glass 
phase. The AC susceptibility measurements for these samples shows sharp peaks at low 
temperatures and for all the frequencies used. There is a small dependence of the transition 
temperature on the frequency due to a relaxation process. These peaks in the AC 
susceptibility are thought to be associated with the spin glass structure, so this confmns 
that the resistivity minima are due to the formation of spin glass structures. 
Therefore it is concluded that the structure, magnetic and transport properties of Fe l-xAlx 
alloy thin films are strongly affected by altering the deposition parameters. The presence of 
atomic order is indicated in the room temperature resistivity measurement; a drop in 
resistivity occurs as a function of composition which is shown to be due to the formation 
of atomic order. The samples with composition range of x=27% to --46% are 
ferromagnetic at room temperature but change to a spin glass at low temperatures. This 
was shown by the presence of a minimum in the resistivity and a sharp peak in the AC 
susceptibility at low temperatures. The crystal structure of the samples changes with a 
change in the composition, where bee crystalline, amorphous, and fee crystalline structure 
'. ;'. 
were identified as the composition changes from =0% to =100%. 
Suggestions for future work can be summarised as:-
1. Preparation of high purity samples to reduce the effect of oxidisation on the transport 
and magnetic properties. 
2. Extension of the low temperature studies using other techniques such as Mossbauer 
spectroscope, neutron reflectometry, etc. to further investigation of phase variations. 
3. Preparation of multilayers of Fe/AI/Fe and the study of the magnetic interaction 
between the magnetic layers. 
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