Groupes de Galois et nombres automatiques by Philippon, Patrice
Groupes de Galois et nombres automatiques
Patrice Philippon
To cite this version:
Patrice Philippon. Groupes de Galois et nombres automatiques. Journal London Mathematical
Society, 2015, 92 (3), pp.596-614. <10.1112/jlms/jdv056>. <hal-01230858>
HAL Id: hal-01230858
https://hal.archives-ouvertes.fr/hal-01230858
Submitted on 19 Nov 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
GROUPES DE GALOIS ET NOMBRES AUTOMATIQUES
PATRICE PHILIPPON
Résumé. Nous montrons dans le cadre de la théorie de Mahler, que les
relations de dépendance algébrique sur Q entre les valeurs de fonctions
solutions d’un système d’équations fonctionnelles proviennent, par spé-
cialisation, des relations entre les fonctions elle-mêmes. Nous en dédui-
sons quelques résultats nouveaux sur l’indépendance linéaire des valeurs
de fonctions q-régulières.
Abstract
Galois groups and automatic numbers : In the frame of Mahler’s
method for algebraic independence, we show that the algebraic relations
over Q linking the values of functions solutions of a system of functio-
nal equations come from the algebraic relations between the functions
themselves, by specialisation. We deduce some new results on the linear
independence of values of q-regular functions.
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1. Introduction
Les relations de dépendance algébrique entre valeurs de fonctions analy-
tiques ou méromorphes font encore l’objet d’un large mystère. Elles héritent
bien évidemment, par spécialisation, des relations liant les fonctions elles-
mêmes et souvent se cantonnent à cet héritage. C’est par exemple le cas
dans la théorie des E-fonctions et plus généralement des séries Gevrey, tout
au moins en dehors d’un éventuel ensemble fini d’arguments exceptionnels.
Plus précisément, dans le cadre des E-fonctions en une variable com-
plexe z le théorème de Siegel-Shidlovskii énonce que pour les arguments
algébriques en dehors des points singuliers du système différentiel satisfait
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par une famille de E-fonctions, le degré de transcendance sur Q des va-
leurs de ces E-fonctions est égal au degré de transcendance sur Q(z) des
fonctions.
Cet énoncé remarquable ne donne toutefois pas directement la nature
exacte des relations liant les valeurs en question. Par exemple, ces valeurs
sont-elles linéairement indépendantes sur Q dès que les fonctions sont liné-
airement indépendantes sur Q(z) ? Ou bien, la valeur d’une fonction trans-
cendante sur Q(z) de la famille, est-elle transcendante sur Q ?
Cet aspect a été étudié par exemple dans [11] où Y.V.Nesterenko et
A.B.Shidlovskii ont montré qu’en dehors d’un ensemble fini effectivement
calculable (contenant les singularités du système différentiel impliqué) toute
relation algébrique entre les valeurs provient de la spécialisation d’une rela-
tion algébrique entre les fonctions. Dans [7] F.Beukers, s’appuyant sur l’ap-
proche radicalement nouvelle d’Y.André [4], montre que l’ensemble excep-
tionnel est en fait réduit aux seules singularités du système différentiel. Et
récemment, Y.André [5] remarque que ce dernier énoncé se déduit aussi du
théorème de Siegel-Shidlovskii, indépendamment de la méthode de [4], via
la théorie de Galois différentielle.
Notons toutefois que la connaissance des relations algébriques liant toutes
les fonctions est nécessaire pour en déduire la transcendance de la valeur
d’une seule de ces fonctions, par exemple. En effet, par spécialisation une
relation de dépendance algébrique impliquant plusieurs fonctions peut se
réduire à une relation de dépendance algébrique de la valeur d’une seule
d’entre elles. L’idéal des relations algébriques entre les fonctions peut être
déterminé par la connaissance du groupe de Galois du système différentiel
satisfait par les E-fonctions.
Notre propos ici est d’une part d’obtenir des théorèmes semblables dans le
cadre de la théorie de Mahler. Et d’autre part de préciser ces résultats dans
le cas des séries automatiques et plus généralement des séries q-régulières,
complétant ainsi les résultats de [6]. La méthode de Mahler conduit à un
énoncé tout-à-fait similaire au théorème de Siegel-Shidlovskii, obtenu par
Ku.Nishioka.
Théorème 1.1. ([13, Theorem 4.2.1]) Soit N ≥ 1, q ≥ 2 des entiers, ρ > 0
un réel positif, f(z) un vecteur colonne de N séries f1(z), . . . , fN (z) en z à
coefficients dans un corps de nombres, convergeant dans le disque sans bord
de rayon ρ centré en l’origine dans C et satisfaisant le système d’équations
fonctionnelles
f(z) = A(z)f(zq) ,
où A(z) est une matrice N ×N inversible, à coefficients dans Q(z).
Soit α un nombre algébrique non nul, de valeur absolue < ρ tel qu’aucune
de ses puissances αq` , ` ∈ N, ne soit pôle d’un coefficient de A(z)−1 , alors
degtrQQ(f1(α), . . . , fN (α)) ≥ degtrQ(z)Q(z, f1(z), . . . , fN (z)) .
P-G.Becker [6] remarque que ce théorème 1.1, à l’instar du théorème de
Siegel-Shidlovskii, n’entraîne pas la transcendance des valeurs de fonctions
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automatiques transcendantes aux points algébriques du disque de conver-
gence. Pourtant, utilisant une approche complètement différente, via le théo-
rème du sous-espace de Schmidt, B.Adamczewski et Y.Bugeaud [1] ont mon-
tré qu’un nombre automatique est transcendant ou rationnel, cette dernière
éventualité intervenant lorsque la série automatique associée est une fonction
rationnelle. Mais, ce résultat ne découle pas directement du théorème 1.1.
On sait par ailleurs qu’une fonction automatique, ou plus généralement
q-régulière, algébrique est nécessairement rationnelle, cf. [6, Lemma 5].
Soit q ≥ 2 un entier et A(z) une matrice N ×N inversible, à coefficients
dans Q(z) . Nous supposons qu’il existe un vecteur f(z) , à composantes dans
Q[[z]] , solution du système d’équations fonctionnelles
(1.2) f(z) = A(z)f(zq) .
On sait que les composantes de f(z) définissent des fonctions méromorphes
dans le disque unité sans bord de C , voir le lemme 6.1 de la section 6. Nous
allons montrer que les relations de dépendance algébrique sur Q entre les
valeurs des composantes de f(z) (sauf en un ensemble d’arguments particu-
liers) proviennent, par spécialisation, des relations de dépendance algébrique
sur Q[z] entre les composantes elles-mêmes.
On note T (z) = TA(z) ∈ Q[z] le polynôme de plus petit degré satisfaisant
T (0) = 1 et dont les zéros sont les pôles des coefficients des matrices A(z)
et A(z)−1 , distincts de 0 , comptés avec multiplicité. L’union des racines des
polynômes T (zq`) , ` ∈ N , sera alors appelée l’ensemble singulier (et ses
éléments singularités) de (1.2). Nous observons qu’avec cette définition tout
pôle d’une composante de f(z) est singularité de (1.2).
Théorème 1.3. Soit α ∈ Q ⊂ C, 0 < |α| < 1, tel que T (αq`) 6= 0 pour tout
` ∈ N, alors pour tout P ∈ Q[X] tel que P (f(α)) = 0, il existe Q ∈ Q[z,X]
de même degré en X que P , tel que Q(z,f(z)) = 0 et P (X) = Q(α,X).
Ce résultat est l’analogue fonctionnel de celui établi par F.Beukers dans [7,
Theorem 1.3] dans le cas différentiel des E-fonctions. La démonstration que
nous en donnons à la section 4 (voir corollaire 4.5) est toutefois plutôt à
rapprocher de celle proposée par Y.André dans [5, Corollary 1.7.1]. Pour
élucider les relations de dépendance algébriques liant les composantes de
f(α) , il faut donc encore trouver des générateurs de l’idéal des relations entre
les composantes de f(z) sur Q(z) . Et pour cela la connaissance du groupe de
Galois associé au système (1.2) peut être une étape cruciale. Nous rappelons
aux sections 2 et 3 les éléments de théorie des corps à endomorphisme et de
théorie de Galois pertinents dans ce contexte.
B.Adamczewski et C.Faverjon [2, théorème 1.4] déduisent du théorème 1.3
une version homogène : si P est supposé homogène alors Q peut être choisi
homogène en X de même degré.
On obtient comme conséquence directe du théorème 1.3 le suivant, qui
recopie le corollaire 5.10 démontré à la section 5.
Théorème 1.4. Soit k0 ⊂ C un corps de nombres, α ∈ k0 , 0 < |α| < 1, tel
que T (αqh) 6= 0 pour tout h ∈ N et 1 ≤ ` ≤ N . Supposons que la matrice
A(z) du système (1.2) soit à coefficients dans k0(z) et le vecteur f(z) à
composantes f1(z), . . . , fN (z) dans k0[[z]]. Si les nombres f1(α), . . . , f`(α)
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sont linéairement indépendants sur k0 alors ils sont linéairement indépen-
dants sur Q.
Nous déduisons du théorème 1.4 le théorème 1.5 suivant pour les systèmes
à coefficients polynomiaux (en particulier pour les fonctions q-régulières étu-
diées dans [6], voir aussi [13, Theorem 5.1.2]). Dans ce cas, les composantes
dans Q[[z]] du vecteur solution f(z) de (1.2) convergent dans le disque unité
sans bord de C et y définissent des fonctions analytiques, voir lemme 6.1 à
la section 6. L’enjeu est de réintégrer les singularités du système d’équations
fonctionnelles dans l’énoncé.
La preuve consiste à se ramener, lorsque α est une singularité, à un sys-
tème nettoyé de cette singularité. Nous utilisons à cette fin le lemme ad
hoc 5.12, inspiré de [7, §3], mais nous remarquons que B.Adamczewski et
C.Faverjon disposent d’un lemme de réduction des singularités [2, lemme 6],
en fait plus simple et plus efficace que notre énoncé. C’est d’ailleurs après
que B.Adamczewski m’ait mentionné ce résultat que j’ai conclu la preuve du
lemme 5.12 et le passage du théorème 1.4 au théorème 1.5 leur revient donc.
Théorème 1.5. Soit k0 ⊂ C un corps de nombres, α ∈ k0 , 0 < |α| < 1,
et 1 ≤ ` ≤ N . Supposons que la matrice A(z) du système (1.2) soit à
coefficients dans k0[z] et le vecteur f(z) à composantes f1(z), . . . , fN (z)
dans k0[[z]]. Si les nombres f1(α), . . . , f`(α) sont linéairement indépendants
sur k0 alors ils sont linéairement indépendants sur Q.
La démonstration de cet énoncé sera donnée avec le corollaire 5.13. Il serait
intéressant de l’étendre à tous les systèmes à coefficients dans k0(z) (et non
seulement k0[z]). De même, il serait intéressant de développer la théorie pour
des transformations rationnelles plus générales, comme dans [18, Chapitre 3]
par exemple.
Soit q, b ≥ 2 des entiers, un nombre (q, b)-automatique est un nombre dont
la suite des chiffres dans son écriture en base b est q-automatique, voir [3,
Chapters 5 & 13]. C’est donc la valeur en 1/b de la série génératrice d’une
suite automatique, qui est un cas particulier de fonction q-régulière, analy-
tique dans le disque unité sans bord de C . On obtient donc comme corollaire
du théorème 1.5 la généralisation suivante du théorème 2 de B.Adamczewski
et Y.Bugeaud [1].
Corollaire 1.6. Des nombres (q, b)-automatiques linéairement indépendants
sur Q sont linéairement indépendants sur Q.
On a plus généralement que, pour tout nombre algébrique réel β > 1 ,
si des nombres (q, β)-automatiques (i.e. dont la suite des chiffres dans le
développement en base β , tel qu’introduit dans [16], est q-automatique)
sont linéairement indépendants sur Q(β) , alors ils le sont sur Q . Ceci étend
sans condition le théorème 5 de B.Adamczewski et Y.Bugeaud [1].
La transcendance des nombres automatiques irrationnels en découle en
ajoutant au besoin la fonction 1 comme composante supplémentaire au vec-
teur f(z) solution du système d’équations fonctionnelles (1.2). Le nouveau
système à considérer s’écrit alors(
1
f(z)
)
=
(
1 0
0 A(z)
)(
1
f(zq)
)
.
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Ceci fournit donc une approche alternative à celle de [1].
Lorsque le système (1.2) (avec A(z) à coefficients fonctions rationnelles)
admet un vecteur f(z) solution dont les coefficients sont linéairement indé-
pendants sur Q(z) , on a le résultat suivant.
Théorème 1.7. Soit f(z) ∈ Q[[z]] un vecteur solution de (1.2) dont les
composantes f1(z), . . . , fN (z) sont linéairement indépendantes sur Q(z),
alors toute relation polynomiale de degré 1 à coefficients dans Q(z) entre
les composantes est de la forme
∑N
i=1 λi(z)fi(z) = 1 où le vecteur λ(z) de
composantes λ1(z), . . . , λN (z) est solution du système dual
λ(z) = tA(z)−1λ(zq) .
En particulier, les pôles des composantes de λ(z) sont des points singuliers
de (1.2).
C’est le corollaire 5.2, dont la démonstration est donnée à la section 5.
On en déduit que, pour tout α ∈ Q ⊂ C , 0 < |α| < 1 , tel que T (αq`) 6= 0
pour ` ∈ N , les N nombres f1(α), . . . , fN (α) sont linéairement indépen-
dants sur Q , sans autre forme d’hypothèse, comme me l’ont fait remarquer
B.Adamczewski et C.Faverjon. En effet, une relation de la forme prescrite
par le théorème 1.7 ne peut se spécialiser en une relation homogène entre
f1(α), . . . , fN (α) qu’en un pôle d’au moins une composante de λ(z) .
Enfin, nous établissons avec le corollaire 6.3 de la section 6 une condition
nécessaire et suffisante à l’existence d’une matrice fondamentale de solutions
de (1.2) à coefficients méromorphes dans le disque unité sans bord de C .
2. Corps à endomorphisme
Un σ-anneau est un anneau commutatif, unitaire, A muni d’un endo-
morphisme unitaire (i.e. satisfaisant σ(1) = 1). Un σ-corps est un σ-anneau
(A, σ) tel que A soit un corps. Les éléments y d’un σ-anneau (resp. σ-corps)
satisfaisant σ(y) = y sont appelés les σ-constantes, ils forment un sous-
anneau (resp. sous-corps), voir [12, Définition 1.1.1]. Un homomorphisme de
σ-anneau (resp. σ-corps) est un homomorphisme d’anneau (resp. corps) qui
commute aux σ-actions.
Soit q ≥ 2 un entier, k ⊂ C un sous-corps algébriquement clos dans C
et σ l’endomorphisme (unitaire) du corps k(z) défini par σ(a(z)) = a(zq) ,
de sorte que (k(z), σ) est un σ-corps, de corps des σ-constantes égal à k .
Avec ces notations le système d’équations fonctionnelles (1.2) s’écrit
f = Aσ(f) ou σ(f) = A−1f ,
avec A une matrice inversible N ×N à coefficients dans k(z) .
Définition 2.1. Soit (A, σ) un σ-anneau. Une matrice fondamentale de
solutions dans A du système d’équations fonctionnelles (1.2) est une matrice
U inversible, N ×N à coefficients dans A satisfaisant U = Aσ(U).
Nous considérons maintenant un σ-corps K contenant k(z) et tous les co-
efficients d’une matrice fondamentale de solutions de (1.2). Et nous montrons
que tout vecteur solution de (1.2) dans KN est une combinaison linéaire à
coefficients dans k des vecteurs colonnes de la matrice fondamentale.
6 PATRICE PHILIPPON
Proposition 2.2. Soit K un σ-corps, de corps des σ-constantes égal à k et
contenant les coefficients d’une matrice fondamentale de solutions U . Alors,
tout vecteur y , de composantes dans K, solution de (1.2), est combinaison
linéaire à coefficients dans k, des colonnes de U .
Démonstration. Le vecteur y et les colonnes de U appartiennent à KN et
sont donc liés par une relation linéaire non triviale à coefficients dans K , soit
yb0 =
∑N
j=1 ujbj avec b0, bj ∈ K . Comme les vecteurs uj sont indépendants
(det(U) 6= 0) on a b0 6= 0 et, quitte à diviser par b0 , on peut supposer
b0 = 1 :
(2.3) y =
N∑
j=1
ujbj .
En faisant agir σ on obtient σ(y) =
∑N
j=1 σ(uj)σ(bj) , puis en multipliant
à gauche par A il vient y =
∑N
j=1 ujσ(bj) , car Aσ(y) = y et Aσ(uj) = uj
par (1.2). En retranchant (2.3) on obtient finalement
N∑
j=1
uj(σ(bj)− bj) = 0
qui, vu l’indépendance des vecteurs uj , implique σ(bj) = bj pour tout j =
1, . . . , N . Enfin, le corps des σ-constantes de K étant k cela montre bj ∈ k ,
j = 1, . . . , N , dans (2.3), et y est bien combinaison linéaire à coefficients
dans k des vecteurs colonnes uj de la matrice U . 
On note K :=
⋃
`∈N k(z
q−`) la clôture inversive de k(z) que nous mu-
nissons de l’automorphisme, encore noté σ , étendant l’endomorphisme σ de
k(z) .
Soit 1 ≤ r ≤ N un entier et V = (ui,j)1≤i≤N
1≤j≤r
la matrice des composantes
de r vecteurs u1, . . . ,ur solutions de (1.2). L’action de l’endomorphisme σ
s’étend naturellement au corps K(V ) en posant σ(V (z)) = V (zq) .
Soit X :=
(
Xi,j
)
1≤i≤N
1≤j≤r
une matrice de variables indépendantes. Notons
K[X] l’anneau des polynômes en les variables Xi,j à coefficients dans K
et P l’idéal de K[X] des relations de dépendance algébrique sur K entre
les fonctions (ui,j)1≤i≤N
1≤j≤r
. Introduisons les automorphismes de K-algèbres,
inverses l’un de l’autre,
σ˜ : K[X] −→ K[X]
z 7−→ zq
X 7−→A(z)−1X
σ˜−1 : K[X] −→ K[X]
z 7−→ z1/q
X 7−→A(z1/q)X
.
Ceci fait de K[X] une σ˜-algèbre sur le σ-corps K . Pour P ∈ K[X] on vérifie
σ˜(P )(V ) = σ(P (V )) et P (V ) = σ(σ˜−1(P )(V )) ,
car V = Aσ(V ) . En particulier, σ˜(P) = P et l’action de σ˜ coïncide avec
celle de σ sur K[V ] après spécialisation de X en V . Ainsi, la σ-algèbre
K[V ] est isomorphe à la σ˜-algèbre K[X]/P .
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3. Groupes de Galois
Dans cette section on se place sur un sous-corps k algébriquement clos
de C . On notera alors K :=
⋃
`∈N k(z
q−`) la clôture inversive de k(z) , telle
qu’introduite à la fin de la section 2 précédente. Nous rappelons quelques
éléments de la théorie de Galois des systèmes d’équations fonctionnelles (1.2),
qui est un outil de choix pour déterminer les relations algébriques entre les
composantes d’une matrice fondamentale de solutions, voir par exemple le
lemme 5.1.
Soit U = U(z) une telle matrice, posons r = N dans les notations in-
troduites à la fin de la section 2. On a alors la matrice X :=
(
Xi,j
)
1≤i,j≤N
de variables indépendantes et la K-algèbre K[X] sur laquelle σ˜ agit par
σ˜(X) = A(z)−1X et σ˜(z) = zq , c’est un σ˜-anneau. Comme U est une ma-
trice fondamentale de solutions de (1.2) l’idéal P = (P ∈ K[X];P (z, U(z)) =
0) est un σ˜-idéal, i.e. σ˜(P) ⊂ P , [12, Définition 2.1.1]. L’action de σ˜ sur la
K-algèbre
K[X]/P ' K[U ] ,
déduite de celle sur K[X] , coïncide avec l’extension naturelle de σ à K[U ] :
σ(ui,j(z)) = ui,j(z
q) = σ˜(ui,j)(z) . Ainsi, la K-algèbre K[U ] est un σ-anneau
dont le corps des σ-constantes est égal à k .
Définition 3.1. Une σ-algèbre A sur K est un anneau de Picard-Vessiot du
système d’équations fonctionnelles (1.2) s’il existe une matrice fondamentale
de solutions de (1.2) telle que A = K[det(U)−1, U ] et A ne contient aucun
σ-idéal non nul.
On peut toujours construire un anneau de Picard-Vessiot d’un système
d’équations fonctionnelles de la forme (1.2) comme le quotient de la σ˜-algèbre
K[det(X)−1, X] sur K par un σ˜-idéal qui est maximal parmi les σ˜-idéaux
de K[det(X)−1, X] . Puisque le corps des σ-constantes de K est supposé
algébriquement clos, il y a unicité de l’anneau de Picard-Vessiot de (1.2), à
un isomorphisme de σ˜-algèbre sur K près, cf. [15, Proposition 1.9].
Les σ-idéaux maximaux d’une σ-algèbre sont radicaux et donc les anneaux
de Picard-Vessiot n’ont pas d’éléments nilpotents, [ibidem, Lemma 1.7].
Nous montrons que, K étant de caractéristique zéro et de corps des
σ-constantes k algébriquement clos, il existe un anneau de Picard-Vessiot
de (1.2) contenant les composantes de vecteurs solutions donnés à l’avance.
Proposition 3.2. Soit 1 ≤ r ≤ N et u1, . . . ,ur des vecteurs solutions
de (1.2), alors il existe un anneau de Picard-Vessiot de (1.2) sur K , conte-
nant les composantes de u1, . . . ,ur . Si u1, . . . ,ur sont linéairement indé-
pendants sur k, il existe une matrice fondamentale de solutions de (1.2) dont
les r première colonnes sont les vecteurs u1, . . . ,ur .
Démonstration. Le corps k = K(u1, . . . ,ur) engendré sur K par les com-
posantes des vecteurs ui est naturellement muni d’une extension de l’endo-
morphisme σ , puisque ces vecteurs satisfont σ(ui) = A−1ui , i = 1, . . . , r .
D’après [12, Proposition 2.1.4] il existe un anneau de Picard-Vessiot A de
(1.2) sur k (unique à isomorphisme près). La σ-algèbre A étant un anneau
de Picard-Vessiot sur k , n’a pas d’élément nilpotent. Soit U une matrice
fondamentale de solutions de (1.2) engendrant A = k[det(U)−1, U ] sur k .
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Grâce à la proposition 2.2, les vecteurs ui sont combinaisons linéaires à
coefficients dans k des colonnes de la matrice U et donc appartiennent à
R := K[det(U)−1, U ] ⊂ A . Cette σ-algèbre R , de type fini sur K , n’a pas
d’élément nilpotent (puisque A n’en a pas) et son corps des σ-constantes est
k (corps des σ-constantes de K supposé algébriquement clos), d’après [15,
Lemma 1.8]. La proposition 2.2 implique encore que toute matrice fonda-
mentale de solutions de (1.2) dont les coefficients sont dans A , engendre
K[det(U)−1, U ] sur K . Enfin, le corps K est parfait (étant de caractéris-
tique zéro), de corps des σ-constantes k algébriquement clos. Ainsi, les hy-
pothèses de [15, Corollary 1.24] sont satisfaites et cet énoncé entraîne que R
est un anneau de Picard-Vessiot de (1.2) sur K , contenant les composantes
de u1, . . . ,ur .
Lorsque les vecteurs u1, . . . ,ur sont linéairement indépendants sur k ,
nous pouvons les substituer dans une matrice fondamentale de solutions, le
déterminant et les coefficients n’étant multipliés que par des éléments de
k . 
Un anneau de Picard-Vessiot est unique à isomorphisme près, mais il n’est
pas intègre en général. En revanche, d’après [15, Corollary 1.16 et Lemma
1.26] il est toujours un produit d’anneaux de Picard-Vessiot intègres, tous
isomorphes à un anneau de Picard-Vessiot sur K du système d’équations
fonctionnelles
(3.3) u = Aσ(A) . . . σ`−1(A)σ`(u)
pour un certain ` ∈ N× . En combinant ce fait avec la proposition 3.2 on
obtient :
Proposition 3.4. Dans les notations de la proposition 3.2 il existe un en-
tier positif ` et un σ`-corps contenant K(u1, . . . ,ur), qui est le corps des
fractions d’un anneau de Picard-Vessiot du système d’équations fonction-
nelles (3.3), intègre.
Démonstration. Il suffit d’observer que les vecteurs u1, . . . ,ur , étant solu-
tions de (1.2), sont également solutions de (3.3) et on applique la proposi-
tion 3.2 à cette situation. Le σ`-anneau obtenu est isomorphe à un anneau de
Picard-Vessiot de (3.3) qui, pour un choix convenable de ` , est intègre. 
Dans la suite de cette section on fixe une matrice fondamentale de solutions
U = U(z) de (1.2) et on note R = K[det(U)−1, U ] . On a
R⊗K K[det(X)−1, X] = R⊗k k[det(Y )−1, Y ]
où Y = U−1X . On note I0 le σ-idéal de R⊗k k[det(Y )−1, Y ] engendré par
P ⊂ K[X] :
I0 = (P (z, U(z)Y ), P ∈ P) ⊂ R⊗k k[det(Y )−1, Y ] ,
puis I = I0 ∩ k[det(Y )−1, Y ] . Le groupe de Galois G de (1.2) sur K est
le sous-groupe algébrique de Gl(kN ) défini sur k par I , voir [15, §1.2].
L’image de U par un élément du groupe de Galois est encore une matrice
fondamentale de solutions de (1.2). Donc, tout élément de G est représenté
par une matrice y = (yi,j)1≤i,j≤N à coefficients dans k , de déterminant non
nul, satisfaisant P (z,Xy) ∈ P pour tout P (z,X) ∈ P . Il coïncide avec
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le groupe des automorphismes de la K-algèbre K[X] laissant invariant P
(c’est-à-dire les automorphismes de K[U ]), qui commutent à l’action de σ .
Notons K(U) l’anneau total des fractions de l’anneau R . La correspon-
dance de Galois associe à tout sous-groupe algébrique H du groupe de
Galois G l’extension de Picard-Vessiot K(U)H ⊂ K(U) sur le corps des
éléments de K(U) fixés par tous les éléments de H . Réciproquement, à
tout σ-anneau intermédiaire K ⊂ K ⊂ K(U) , dont les éléments non in-
versibles sont diviseurs de zéro, est associé le sous-groupe de G qui fixe les
éléments de K . Le groupe H est le groupe de Galois de l’extension de Picard-
Vessiot K = K(U)H ⊂ K(U) . Lorsque le sous-groupe H est normal alors
K ⊂ K(U)H est aussi une extension de Picard-Vessiot de groupe de Galois
G/H , voir [15, Theorem 1.29].
Le schéma Spec(R)→ Spec(K) est un torseur sous l’action du groupe de
Galois G , voir [15, Theorem 1.13]. En particulier, RG = K , R n’a pas d’idéal
propre, non trivial, invariant par G et, K étant un C1-corps, R = k[G]⊗kK ,
voir [15, Corollary 1.15 & 1.18]. Ceci conduit à une description du groupe
de Galois comme le plus petit sous-groupe algébrique G de Gl(kN ) défini
sur k tel qu’il existe B ∈ Gl(KN ) satisfaisant B−1Aσ(B) ∈ G(K) , voir [15,
Proposition 1.21]. En particulier, si A appartient à un sous-groupe H(K)
de Gl(KN ) défini sur k , alors G ⊂ H .
Si K(U) est un corps (i.e. R est intègre) il y a correspondance entre les
sous-groupes algébriques connexes du groupe de Galois et les corps intermé-
diaires algébriquement clos dans K(U) , voir [15, Theorem 1.29 et page 22].
De plus, la dimension (sur k) du groupe algébrique associé à un σ-corps
intermédiaire K ⊂ K ⊂ K(U) est égal au degré de transcendance de l’ex-
tension de Picard-Vessiot K ⊂ K(U) .
L’action du groupe de Galois sur l’espace des matrices fondamentales du
système d’équations fonctionnelles considéré est donné par la multiplication à
droite par la matrice y représentant l’élément du groupe de Galois : U 7→ Uy .
Cela induit un endomorphisme de l’espace des solutions S = ⊕Ni=1kui
S −→ S
Uc =
∑N
i=1 ciui 7−→ Uyc =
∑N
i=1
(∑N
j=1 yi,jcj
)
ui
,
où c désigne le vecteur colonne transposé de (c1, . . . , cN ) ∈ kN . Comme
σ(Uyc) = σ(U)yc , cet endomorphisme commute à σ et sa matrice dans la
base (ui)1≤i≤N est y .
Notons G◦ la composante connexe contenant l’origine de G , c’est un sous-
groupe distingué de G . D’après [15, Corollary 1.31], le sous-anneau RG◦ des
éléments de R fixés par G◦ est un K-espace vectoriel de dimension finie,
égale à l’indice [G : G◦] de G◦ dans G . Lorsque R est intègre on a le résultat
suivant :
Lemme 3.5. Supposons l’anneau de Picard-Vessiot R intègre, alors le corps
K(U)G
◦ est la clôture algébrique de K dans K(U), c’est une extension finie
de K de degré [G : G◦]. En particulier, K est algébriquement clos dans
K(U) si et seulement si le groupe de Galois de (1.2) est connexe.
Démonstration. Comme on suppose R intègre et que G◦ est connexe et
distingué, K(U)G◦ est un sous-corps algébriquement clos dans K(U) et K ⊂
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K(U)G
◦ est une extension de Picard-Vessiot de groupe de Galois G/G◦ , donc
algébrique finie de degré [G : G◦] .
Ce qui montre que K(U)G◦ est la clôture algébrique de K dans K(U)
(qui est nécessairement un σ-corps).
Ainsi, K(U)G◦ = K si et seulement si G◦ = G . 
4. Régularité et spécialisation
Nous supposons dorénavant k = Q et nous considérons le système d’équa-
tions fonctionnelles (1.2), où A(z) est une matrice N × N à coefficients
dans Q(z) . Soit ρ un réel positif, 1 ≤ r ≤ N un entier et u1(z), . . . ,ur(z)
des vecteurs solutions de (1.2) dont les composantes ui,j(z) , i = 1, . . . , N ,
j = 1, . . . , r , appartiennent à Q[[z]] et convergent dans un disque de rayon
ρ centré en l’origine de C . Rappelons que les séries ui,j(z) définissent des
fonctions méromorphes dans le disque unité sans bord de C , voir lemme 6.1
à la section 6.
Posons V = V (z) := (ui,j(z))1≤i≤N
1≤j≤r
et rappelons qu’on note T (z) = TA(z)
le polynôme de Q[z] satisfaisant T (0) = 1 et dont les zéros sont les pôles
distincts de 0 , des matrices A(z) et A(z)−1 , comptés avec multiplicité. Les
singularités du système (1.2) sont les points ξ ∈ C satisfaisant T (ξq`) = 0
pour au moins un ` ∈ N . On vérifie qu’un pôle d’une des fonctions ui,j(z)
dans le disque unité sans bord de C , est une singularité du système (1.2).
Appliquons le théorème 1.1 à des sommes directes du système (1.2).
Théorème 4.1. Soit A(z) une matrice carrée N × N à coefficients dans
Q(z). Soit u1(z), . . . ,ur(z) des vecteurs solutions de (1.2) dont les compo-
santes ui,j(z), i = 1, . . . , N , j = 1, . . . , r , appartiennent à Q[[z]].
Soit α ∈ Q ⊂ C, 0 < |α| < ρ, qui n’est pas une singularité de (1.2), alors
degtrQQ(V (α)) ≥ degtrQ(z)Q(z, V (z)) .
.
Démonstration. On applique le théorème 1.1 au système rN×rN de matrice
B(z) composée de r blocs diagonaux A(z) , dont le vecteur colonne de com-
posantes les ui,j(z) est solution. Par hypothèses les séries ui,j(z) convergent
dans le disque de rayon ρ centré en l’origine de C et leurs coefficients ap-
partiennent à l’extension finie de Q engendrée par les coefficients des co-
efficients de A(z) . De plus, les pôles des coefficients de la matrice B−1(z)
sont les mêmes que ceux de A−1(z) et les hypothèses du théorème 1.1 se
ramènent donc à celles du théorème 4.1. 
Lorsqu’un corps est algébriquement clos dans un plus grand corps, on dit
que l’extension est régulière. Le lemme 4.2 suivant peut donc se reformuler :
K ⊂ K(V ) et Q(z) ⊂ Q(z, V ) sont des extensions régulières.
Lemme 4.2. Tout élément de K(V ) (resp. Q(z, V )) algébrique sur K
(resp. Q(z)) appartient à K (resp. Q(z)).
Démonstration. Grâce à la proposition 3.4, le corps K(V ) est contenu dans
une extension de Picard-Vessiot de K pour le système d’équations fonction-
nelles (3.3). Soit L la clôture algébrique de K dans K(V ) , elle est contenue
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dans la clôture algébrique de K dans l’extension de Picard-Vessiot exhibée
qui, d’après le lemme 3.5, est une extension finie de K . L’extension K ⊂ L
est donc elle aussi finie. Soit f ∈ L , alors σ`(f) est encore un élément de
K(V ) algébrique sur K , pour tout ` ∈ N . Comme L est un K-espace vecto-
riel de dimension finie, il existe donc, pour un certain m ∈ N× , une relation
de la forme
(4.3) σm(f) =
m−1∑
`=0
b`σ
`(f)
avec b` ∈ K pour ` = 0, . . . ,m−1 . Notons R l’ensemble (fini) des points de
ramification de f et des b` , on note que ces derniers b` sont méromorphes
dans C× et n’ont de ramification qu’en 0 et ∞ . Soit θ l’argument minimal
dans ]0, 2pi] d’un élément de R ∩ {z ∈ C; |z| = 1} (en posant θ = 2pi si ce
dernier ensemble est vide). Pour tout réel 0 < ε < 1 notons encore
E(ε) := {z ∈ C; θ − ε < Arg(z) < θ, 1− ε < |z| < 1 + ε} .
Lorsque ε est assez petit l’ensemble
⋃∞
h=0E(ε)
q−h ne rencontre pas R , grâce
au choix de θ . La fonction algébrique f étant méromorphe en dehors de E ,
l’est en particulier dans
⋃∞
h=0E(ε)
q−h .
Maintenant, si f est une fonction méromorphe dans un ensemble de la
forme
⋃∞
h=0E
q−h
0 avec E0 ⊂ C× , alors pour chaque ` = 0, . . . ,m−1 la fonc-
tion σ`(f) est méromorphe dans
⋃∞
h=`E
q−h
0 . Et donc, par la relation (4.3),
la fonction σm(f) est méromorphe dans
⋃∞
h=m−1E
q−h
0 , ce qui implique fina-
lement la méromorphie de f dans
⋃∞
h=−1E
q−h
0 . Appliquant ce raisonnement
à E0 = E(ε) , puis itérant avec E0 = E(ε)q, E(ε)q
2
, . . . successivement, on
montre que la fonction f (et σ`(f) pour tout ` ∈ N) est méromorphe dans⋃
h∈ZE(ε)
q−h = C× .
Mais, f ∈ L ⊂ K(V ) appartient à un corps Q(zq−`)(V ) ⊂ Q(zq−`)[[z]]
pour un certain ` ∈ N , ce qui entraîne que σ`(f) n’est pas ramifiée en
0 . Avec ce qui précède, elle est donc méromorphe dans C et la formule de
Riemann-Hurwitz impose qu’elle soit rationnelle. Ainsi σ`(f) ∈ Q(z) , d’où
suit f ∈ K .
Si on suppose f ∈ L ∩ Q(z, V ) ⊂ Q[[z]] alors le raisonnement ci-dessus
montre que la fonction f elle-même est méromorphe dans C et donc appar-
tient à Q(z) . 
Remarque. La démonstration ci-dessus est à rapprocher de celle du lem-
me 5 de [6]. On y ajoute comme ingrédient supplémentaire, en s’appuyant
sur la théorie de Galois, que la clôture algébrique de K dans K(V ) est
une extension finie de K . Comme me l’ont fait remarquer l’arbitre, Boris
Adamczewski et Colin Faverjon [2], si on veut se passer de théorie de Galois
on peut vérifier directement que toute extension intermédiaire entre K et
K(V ) est de type fini (et si elle est algébrique, c’est une extension finie de
K ).
La rationalité des solutions de (4.3) (dans Q[[z]]) algébriques sur Q(z) ,
est bien connue, voir par exemple [13, Theorem 5.1.7]
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Rappelons la matrice de variables X := (Xi,j)1≤i≤N
1≤j≤r
et l’automorphisme
σ˜ introduit à la fin de la section 2. On note aussi P l’idéal premier de K[X]
des relations algébriques entre les coefficients de la matrice V . Adjoignons
une nouvelle variable X0 à X et notons X˜ = (X,X0) . Soit P˜ l’idéal de
K[X˜] homogénéisé en X de l’idéal P , c’est un idéal premier de même rang
que P ⊂ K[X] .
Proposition 4.4. Il existe un réel 0 < ρ′ < ρ tel que tout α ∈ Q ⊂ C,
0 < |α| ≤ ρ′ , ait la propriété suivante : pour tout polynôme P ∈ Q[X] tel que
P (V (α)) = 0, il existe Q ∈ Q[z,X] de même degré en X que P , satisfaisant
Q(z, V (z)) = 0 et P (X) = Q(α,X).
Démonstration. Soit Pα l’idéal premier de Q[X] des relations de dépen-
dance algébrique (à coefficients algébriques) entre les coefficients de V (α)
et P˜α son homogénéisé dans Q[X˜] . Nous notons sα : Q[z] → Q la spé-
cialisation de z en α , nous allons montrer sα(P˜ ∩ Q[z, X˜]) = P˜α pour
l’application étendue sα : Q[z, X˜] → Q[X˜] . Notons qu’on a clairement
sα(P˜ ∩ Q[z, X˜]) ⊂ P˜α et que les idéaux premiers Pα et P˜α ont même
rang.
Comme Frac(Q[z,X]/P∩Q[z,X]) ' Q(z, V ) est une extension régulière
de Q(z) d’après le lemme 4.2, l’idéal P ∩Q(z)[X] est absolument premier,
voir [17, Theorem 39, p.230]. L’idéal P˜ ∩Q(z)[X˜] est l’homogénéisé en X
de P ∩Q(z)[X] , il est donc également absolument premier de même rang.
Et, d’après [10, §3, Satz 16], son image par sα est un idéal premier de Q[X˜]
de même rang que P˜ ∩ Q(z)[X˜] , pour tout α en dehors d’un ensemble
fini. On choisit 0 < ρ′ < ρ strictement plus petit que le plus petit des
modules des éléments non nuls de cet ensemble auquel on adjoint les zéros
de TA(z) . On suppose dorénavant 0 < |α| ≤ ρ′ , de sorte que α n’est pas une
singularité de (1.2) et sα(P˜ ∩Q[z, X˜]) est un idéal premier de même rang
que P˜ ∩Q(z)[X˜] et donc que P ∩Q(z)[X] .
L’anneau Q(z)[V ] est de type fini sur Q(z) et intègre, aussi sa dimension
de Krull est-elle égale au degré de transcendance sur Q(z) du corps Q(z, V ) ,
voir [8, §8.2.1, Theorem A, pp.221]. De plus, comme l’idéal sα(P˜∩Q[z, X˜])
a même rang que P ∩Q(z)[X] , on a
degtrQ(z)Q(z, V ) = dim
(
Q(z)[V ]
)
= dim
(
Q(z)[X]/P ∩Q(z)[X])
= dim(Q(z)[X])− rg(P ∩Q(z)[X])
= dim(Q[X˜])− rg(sα(P˜ ∩Q[z, X˜]))− 1 .
De même, l’anneau Q[X]/Pα étant de type fini sur Q et intègre, sa
dimension de Krull est égale au degré de transcendance sur Q du corps
Q(V (α)) , voir ibidem, on a
degtrQQ(V (α)) = dim(Q[X])− rg(Pα) = dim(Q[X˜])− rg(P˜α)− 1 .
Le théorème 4.1 entraîne donc
rg(sα(P˜ ∩Q(z)[X˜])) ≥ rg(P˜α)
et, comme sα(P˜ ∩ Q[z, X˜]) ⊂ P˜α , on en déduit que les idéaux premiers
sα(P˜ ∩Q[z, X˜]) et P˜α sont égaux, comme voulu.
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Ainsi, le polynôme P˜ ∈ P˜α ⊂ Q[X˜] , homogénéisé de P ∈ Q[X] , s’écrit
sα(Q˜) pour un polynôme Q˜ ∈ P˜ ∩ Q[z, X˜] , de même degré en X˜ que P˜ .
Le polynôme Q ∈ P ∩Q[z,X] obtenu de Q˜ par spécialisation de X0 en 1
satisfait la conclusion de la proposition. 
Le corollaire suivant établit le théorème 1.3.
Corollaire 4.5. Soit α ∈ Q ⊂ C, 0 < |α| < 1, n’appartenant pas à l’en-
semble singulier de (1.2), alors pour tout P ∈ Q[X] tel que P (V (α)) = 0,
il existe Q ∈ Q[z,X] de même degré en X que P , tel que Q(z, V (z)) = 0
et P (X) = Q(α,X).
Lorsque l’idéal P est homogène en X et P est un élément homogène de
Pα , on peut choisir le polynôme Q également homogène en X , de même
degré que P . Mais B.Adamczewski et C.Faverjon déduisent du corollaire 4.5
cette conservation de l’homogénéité sans supposer l’idéal P homogène.
Démonstration. Il existe un entier ` ∈ N tel que 0 < |αq` | ≤ ρ′ dans les
notations de la proposition 4.4. Comme α n’est pas singularité de (1.2) la
matrice A(`)(α) est définie et inversible. Maintenant, si P ∈ Q[X] satisfait
P (V (α)) = 0 alors P0(X) := P (A(`)(α)X) ∈ Q[X] satisfait P0(V (αq`)) = 0,
car V (α) = A(`)(α)V (αq`) d’après (1.2) itérée (i.e. (3.3)). De plus, P0 a
même degré en X que P . Comme |αq` | ≤ ρ′ , la proposition 4.4 entraîne
l’existence de Q0 ∈ P ∩ Q[z,X] de même degré en X que P0 , tel que
P0(X) = Q0(α
q` , X) .
Appliquons σ˜` à P0 , on obtient d’une part
σ˜`(P0(X)) = σ˜
`(Q0(α
q` , X)) = Q0(α
q` , A(−`)(z)X)
et d’autre part, par la définition de P0 ,
σ˜`(P0(X)) = σ˜
`(P (A(`)(α)X)) = P (A(`)(α)A(−`)(z)X) .
On en déduit
(4.6) P (A(`)(α)A(−`)(z)X) = Q0(αq
`
, A(−`)(z)X) .
En multipliant Q0(αq
`
, A(−`)(z)X) ∈ Q(z)[X] par une puissance conve-
nable de ∆(z) := TA(z)TA(zq) . . . TA(zq
`−1
) on obtient un polynôme en z
et X et, vu la contrainte imposée à α , on a ∆(α) 6= 0 . Donc, la spécialisa-
tion de z à α dans Q0(αq
`
, A(−`)(z)X) est bien définie et, avec (4.6), donne
l’égalité
P (X) = Q0(α
q` , A(−`)(α)X) ,
car A(`)(α)A(−`)(α) = Id . Mais Q0 ∈ P et P est stable par l’action de σ˜` ,
aussi σ˜`(Q0) = Q0(zq
`
, A(−`)(z)X) ∈ P ∩Q(z)[X] . En posant
Q(z,X) =
(
∆(z)
∆(α)
)d◦XQ0
·Q0(zq` , A(−`)(z)X)
on a Q ∈ Q[z,X] , Q(z, V (z)) = 0 , P (X) = Q(α,X) et le degré en X de Q
est le même que celui des polynômes Q0 , P0 et P , comme requis. 
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Remarque. La structure des démonstrations des énoncés 4.4 et 4.5 ci-
dessus s’apparente à celle de [5, Theorem 1.6.1]. La notion d’idéal absolument
premier ici correspond à celle de schéma géométriquement intègre là. Et c’est
l’action du groupe de Galois différentiel qui dans [5] assure, au travers de la
notion de fibré algébrique, l’uniformité de l’intégrité des fibres, ici remplacée
dans la preuve du corollaire 4.5 par l’action de l’endomorphisme σ˜ .
De ce point de vue, l’utilisation du théorème de Krull dans la démonstra-
tion de la proposition 4.4 peut être remplacée par un appel à [9, Theo-
rem 12.2.4(vii) & 12.2.1(iii)], appliqué au morphisme Spec(Q[z,X]/P ∩
Q[z,X]) → Spec(Q[z]) , qui est propre, plat et de présentation finie sur
un ouvert de Spec(Q[z]) , en vertu de [ibidem, Corollaire 1.6.3].
Corollaire 4.7. Supposons que le degré de transcendance de Q(V (z)) sur Q
soit égal à son degré de transcendance sur Q(z). Autrement-dit, on suppose
z transcendant sur Q(V (z)).
Soit α ∈ Q ⊂ C, 0 < |α| < 1, n’appartenant pas à l’ensemble singulier
de (1.2), alors les relations de dépendance algébrique sur Q entre les coeffi-
cients de V (α) sont les relations de dépendance algébrique sur Q entre les
coefficients de V (z).
Démonstration. Il résulte du corollaire 4.5 et de l’hypothèse de l’énoncé qu’on
a Pα = P ∩Q[X] , car P est engendré par P ∩Q[X] . 
5. Indépendance linéaire
Dans cette section on reprend les notations des paragraphes précédents
avec k = Q et K sa clôture inversive.
Notre but est d’obtenir des énoncés d’indépendance linéaire sur Q des va-
leurs des composantes d’un vecteur solution de (1.2). Notamment, de démon-
trer le théorème 1.5, avec en particulier l’enjeu de ne pas exclure l’ensemble
singulier du système d’équations fonctionnelles.
Commençons par un lemme reliant indépendance linéaire des fonctions et
orbite galoisienne.
Lemme 5.1. Soit f(z) ∈ k[[z]] un vecteur solution de (1.2) et S l’espace
des solutions engendré par les colonnes u1(z), . . . ,uN (z) d’une matrice fon-
damentale de solutions de (1.2), contenant f(z).
La dimension de la sous-représentation du groupe de Galois sur le k-espace
vectoriel S ′ ⊂ S engendré par l’orbite de f(z) est égale à la dimension du
K-espace vectoriel engendré par les composantes de f(z).
Démonstration. L’existence d’une extension de Picard-Vessiot R engendrée
par une matrice fondamentale de solutions U(z) = (u1(z), . . . ,uN (z)) de
(1.2) telle que u1(z) = f(z) , est assurée par la proposition 3.2.
Soit r la dimension de l’orbite de f(z) sous l’action du groupe de Galois
et f(z) = u′1(z),u′2(z), . . . ,u′r(z) ∈ RN une base de S ′ composée d’images
de f(z) par des éléments du groupe de Galois. Notons λ1, . . . ,λr ∈ kN
les vecteurs des coordonnées de u′1(z), . . . ,u′r(z) respectivement, dans la
base u1(z), . . . ,uN (z) de S et µ1, . . . ,µN−r ∈ kN un ensemble complet
de vecteurs orthogonaux aux λi . Alors, un vecteur de K(U)N orthogonal à
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u′1(z), . . . ,u′r(z) est combinaison linéaire des vecteurs tU(z)−1µi , qui sont
linéairement indépendants sur K(U) . Ainsi la dimension de l’espace vectoriel
engendré sur K(U) par u′1(z), . . . ,u′r(z) est égal à la dimension de S ′ sur
k et la matrice N × r des composantes des vecteurs u′1(z), . . . ,u′r(z) , notée
M dans la suite, est de rang r . Quitte à réordonner les coordonnées on
peut supposer que le mineur ∆ des r premières lignes de M est non nul.
Pour 1 ≤ i ≤ r et r + 1 ≤ j ≤ N notons ∆i,j le mineur déduit de ∆ par
substitution de la j-ième ligne de M en lieu et place de sa i-ième ligne.
Un élément y du groupe de Galois agit sur S ′ et transforme la matrice
M par multiplication à droite par une matrice r × r à coefficients dans k ,
notée y′ . L’action de y multiplie ainsi chaque ∆i1,...,ir par det(y′) . Il suit
que le quotient de deux tels mineurs est invariant par le groupe de Galois et
appartient donc à K . Une base du K-espace vectoriel des vecteurs de KN
orthogonaux à u′1(z), . . . ,u′r(z) est donnée par les lignes de la matrice
∆1,r+1/∆ . . . ∆r,r+1/∆ 1 0 . . . 0
...
... 0
. . . . . .
...
...
...
...
. . . . . . 0
∆1,N/∆ . . . ∆r,N/∆ 0 . . . 0 1
 .
Maintenant, ce K-espace vectoriel coïncide avec le K-espace vectoriel des
relations entre les composantes de f(z) , qui est donc de dimension N − r .
Il suit que r est égal à la dimension du K-espace vectoriel engendré par les
composantes de f(z) . 
On peut encore énoncer :
Corollaire 5.2. Soit f(z) un vecteur solution de (1.2) dont les composantes
f1(z), . . . , fN (z) appartiennent à Q[[z]] et sont linéairement indépendantes
sur Q(z). Toute relation linéaire à coefficients dans Q(z) entre les fonctions
1, f1(z), . . . , fN (z) est multiple d’une relation
∑N
i=1 λi(z)fi(z) = 1 où le
vecteur λ(z) ∈ Q(z)N de composantes les λi(z), est solution du système
dual
λ(z) = tA(z)−1λ(zq) .
En particulier, les pôles des composantes de λ(z) sont des points singuliers
de (1.2).
Démonstration. Comme les fonctions f1(z), . . . , fN (z) sont linéairement in-
dépendantes sur Q(z) , le coefficient de la fonction 1 dans une relation li-
néaire entre 1, f1(z), . . . , fN (z) doit être non nul. En divisant par ce coeffi-
cient on obtient une relation de la forme 〈λ(z),f(z)〉 := ∑Ni=1 λi(z)fi(z) = 1
avec λ(z) ∈ Q(z)N . En particulier, 〈λ(z),f(z)〉 = 〈λ(zq),f(zq)〉 et, en uti-
lisant (1.2), on obtient
〈λ(z),f(z)〉 = 〈λ(zq), A(z)−1f(z)〉 = 〈tA(z)−1λ(zq),f(z)〉 .
Comme le vecteur λ(z)−tA(z)−1λ(zq) est à coefficients dans Q(z) et que les
composantes de f(z) sont linéairement indépendantes sur Q(z) , on conclut
λ(z)− tA(z)−1λ(zq) = 0 et que λ(z) est solution du système dual.
Il est alors facile de voir que les pôles des composantes λ1(z), . . . , λN (z)
sont nécessairement pôles de la matrice tA(z)−1 et donc singularités du
système (1.2). 
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Voici deux exemples illustrant le corollaire 5.2 et la théorie de Galois des
équations fonctionnelles.
Exemples 5.3. 1) Soit q ≥ 3 un entier et α un nombre complexe satisfai-
sant 0 < |α| < 1, considérons le système d’équations fonctionnelles pour la
transformation z 7→ zq
(5.4)
(−∆(z)− 1 −∆(z)
1 0
)
,
où ∆(z) = − (1−z/α)(1−z/αq)(1−zq/α)(1−zq/αq) est le déterminant du système.
Une matrice fondamentale de solutions de ce système s’écrit
(5.5)
(
f(z) u(z)
f(zq) u(zq)
)
,
où les fonctions f(z) et u(z) sont données par les développementsf(z) =
1
2 −
(
1
α +
1
αq
)
g(z) + 1
αq+1
g(z2) , g(z) =
∑
i∈N(−1)izq
i
u(z) = 12 −
(
1
α +
1
αq
)
v(z) + 1
αq+1
v(z2) , v(z) =
∑
i∈N(−1)izq
−i−1 .
On note que u(z) et v(z) ne sont analytiques en aucun point. Les fonctions
g(z) et v(z) satisfont g(z) + g(zq) = v(z) + v(zq) = z , d’où
(5.6)
f(z)+f(zq) = u(z)+u(zq) = 1−
( 1
α
+
1
αq
)
z+
1
αq+1
z2 =
(
1− z
α
)(
1− z
αq
)
et aussi que g(z) et g(z2) sont algébriquement indépendantes sur K . En
effet, si h(z) =
∑
i∈N z
q2i alors g(z) = h(z) − h(zq) et, comme q ≥ 3,
on sait que les séries h(z), h(z2), h(zq) et h(z2q) sont algébriquement in-
dépendantes sur K . En particulier, la fonction f(z) est transcendante sur
K .
Le groupe de Galois du système (5.4) est le produit semi-direct Ga×ιGm
de Ga et Gm suivant ι : Gm → Aut(Ga), ν 7→ (λ 7→ νλ). L’identification
s’écrit dans la représentation sur la base (5.5) de l’espace des solutions
(λ, ν) ∈ Ga×ιGm 7→
(
1−λ 1−λ−ν
λ λ+ν
)
.
Le vecteur 1(1−z/α)(1−z/αq)
(
1
1
)
des coefficients de la relation (5.6) satisfait
le système dual de (5.4), de matrice
(
0 − 1
∆(z)
1 −1− 1
∆(z)
)
.
2) Considérons le système d’équations fonctionnelles de matrice
(5.7)
1 0 00 1 + 1+zz2(1+z3) ((z3+z6)2−1)(1+z)z2(1+z3)
0 1 0
 ,
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pour la transformation z 7→ z3 . Son déterminant est (1−(z3+z6)2)(1+z)
z2(1+z3)
et une
matrice fondamentale de solutions s’écrit
(5.8)
1 0 00 11−z f(z)
0 1
1−z3 f(z
3)

avec f(z) transcendante sur K . Plus précisément, en désignant par N l’en-
semble des entiers positifs dont le nombre de chiffres non nuls dans l’écriture
en base 3 est pair, on vérifie que la série f(z) = 1 +
∑
i∈N z
i , qui converge
dans le disque unité sans bord, convient. Si on désigne par N le complémen-
taire de N dans N, la série ∑i∈N zi = 11−z − f(z) convient également.
La partition N = 3N unionsq (3N + 1) unionsq (3N + 2) induit la relation linéaire
(5.9) 1 =
1− z3
z + z2
f(z) +
(1− z3)(z2 + z − 1)
z + z2
f(z3) .
Le groupe de Galois du système est Gm , sa représentation sur la base (5.8)
de l’espace des solutions est donnée par λ 7→
(
1 0 0
0 1 1−λ
2
0 0 λ
)
, qui préserve (5.9).
On déduit en particulier de (5.9) l’évaluation f((
√
5−1)/2) = 1/(3−√5),
tandis que les fonctions 1 et f(z) sont linéairement indépendantes sur K .
Enfin, ((
√
5 − 1)/2)3` n’est pas racine du déterminant de la matrice (5.7)
pour tout ` ∈ N et n’est donc pas singularité du système correspondant.
On observe que le vecteur des coefficients de la relation (5.9) satisfait le
système dual de (5.7).
Nous pouvons également déduire directement du corollaire 4.5 le théo-
rème 1.4. Le corollaire suivant servira à nouveau pour démontrer le théo-
rème 1.5 aux arguments singuliers.
Corollaire 5.10. Soit k0 ⊂ C un corps de nombres, α ∈ k0 , 0 < |α| < 1,
et 1 ≤ ` ≤ N . Supposons que la matrice A(z) du système (1.2) soit à
coefficients dans k0(z) et le vecteur f(z) à composantes f1(z), . . . , fN (z)
dans k0[[z]]. Si α n’appartient pas à l’ensemble singulier de (1.2) et si les
nombres f1(α), . . . , f`(α) sont linéairement indépendants sur k0 , alors ils
sont linéairement indépendants sur Q.
Démonstration. Raisonnons par l’absurde, soit une relation
∑`
i=1 λifi(α) =
0 avec λi ∈ Q non tous nuls. D’après le corollaire 4.5, α n’appartenant pas à
l’ensemble singulier de (1.2), il existe une relation c0(z)+
∑N
i=1 ci(z)fi(z) = 0
avec ci(z) ∈ Q[z] satisfaisant ci(α) = λi pour i = 1, . . . , ` et c0(α) = 0 ,
ci(α) = 0, i = ` + 1, . . . , N . Soit ξ1, . . . , ξs une base du k0-espace vectoriel
engendré dans Q par les coefficients des polynômes ci(z) . On peut donc
écrire ci(z) =
∑s
j=1 ci,j(z)ξj avec ci,j(z) ∈ k0[z] , puis
s∑
j=1
(
c0,j(z) +
N∑
i=1
ci,j(z)fi(z)
)
ξj = 0 .
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Et comme les séries fi(z) sont à coefficients dans k0 , cela entraîne
(5.11) c0,j(z) +
N∑
i=1
ci,j(z)fi(z) = 0 .
pour j = 1, . . . , s , et donc c0,j(α) +
∑N
i=1 ci,j(α)fi(α) = 0, j = 1, . . . , s .
Comme α ∈ k0 , ci,j(α) ∈ k0 . On observe que ci(α) = 0 si et seulement si
ci,j(α) = 0 pour tout j = 1, . . . , s . Mais λi = ci(α) =
∑s
j=1 ci,j(α)ξj pour
i = 1, . . . , ` ne sont pas tous nuls. Ainsi, pour au moins un j ∈ {1, . . . , s}
on obtient une relation non triviale
∑`
i=1 ci,j(α)fi(α) = 0 contredisant l’in-
dépendance linéaire sur k0 des nombres f1(α), . . . , f`(α) . 
Lorsque α est singulier, nous nous ramenons à un système nettoyé de
cette singularité. Comme déjà indiqué dans l’introduction B.Adamczewski
et C.Faverjon ont obtenu un énoncé jouant le même rôle que le lemme 5.12
ci-dessous. Les approches adoptées pour établir ces résultats diffèrent toute-
fois sensiblement. Adamczewski et Faverjon utilisent une méthode de dédou-
blement itérée qui augmente la taille du système d’équations fonctionnelles
mais a l’avantage de conserver les fonctions originales inaltérées, tandis que
nous construisons ici un système de même taille que le système original, par
un procédé de repoussage de l’ensemble singulier du système d’équations
fonctionnelles qui modifie le vecteur solution considéré. De plus, notre ap-
proche ne fonctionne que moyennant une hypothèse d’indépendance linéaire
des valeurs des fonctions, alors que celle de Adamczewski et Faverjon évite
cet écueil.
On suppose dorénavant que la matrice du système (1.2) est à coefficients
dans k0[z] pour un certain corps de nombres k0 ⊂ C . De sorte que l’ensemble
singulier du système (1.2) se réduit aux zéros du déterminant de A(z) et à
leurs racines q`-ième, ` ∈ N . De plus, les coefficients de A(z) n’ayant pas
de pôle il en est de même des composantes dans k0[[z]] du vecteur solution
f(z) de (1.2), dans le disque unité sans bord de C .
Lemme 5.12. Soit k0 ⊂ C un corps de nombres, α ∈ k0 , 0 < |α| < 1.
Supposons que la matrice A(z) du système (1.2) soit à coefficients dans
k0[z] et soit f(z) un vecteur solution de (1.2) à composantes dans k0[[z]].
On suppose que les nombres f1(α), . . . , f`(α) sont linéairement indépendants
sur k0 pour un certain ` ∈ {1, . . . , N}.
Il existe alors une matrice A˜(z) à coefficients dans k0[z] et un vecteur
solution f˜(z), à composantes dans k0[[z]], du système d’équations fonction-
nelles correspondant tels que det(A˜(αqh)) 6= 0 pour tout h ∈ N et pour
i = 1, . . . , ` :
k0f1(α) + · · ·+ k0fi(α) = k0f˜1(α) + · · ·+ k0f˜i(α) .
Démonstration. Soit β ∈ k0 tel que ordβ det(A(z)) > 0 , nous allons cons-
truire un nouveau système dont le déterminant de la matrice sera égal à
det(A(z)) z
q−β
z−β . Comme det(A(β)) = 0, il existe au moins une relation non
triviale entre les lignes de cette matrice. Soit j le plus petit entier dans
{1, . . . , N} tel que les j premières lignes de A(β) soient liées et notons
λ1, . . . , λj ∈ k0 , λj = 1 , les coefficients d’une relation entre ces lignes :
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k=1 λkak,h(β) = 0, pour tout h = 1, . . . , N . On pose S(z) la matrice dont
toutes les lignes coïncident avec la matrice identité N × N , sauf la j-ième
qui s’écrit ( λ1
z − β , . . . ,
λj
z − β , 0, . . . , 0
)
.
Cette matrice S(z) est triangulaire inférieure de déterminant 1z−β . On vérifie
que le produit S(z)A(z)S(zq)−1 est à coefficients dans k0[z] , car z−β divise
tous les polynômes
∑j
k=1 λkak,h(z) , h = 1, . . . , N . Son déterminant est égal
à det(A(z)) z
q−β
z−β . De plus, S(z)f(z) est solution du système d’équations
fonctionnelles associé à S(z)A(z)S(zq)−1 et a les mêmes composantes que
f(z) sauf la j-ième qui s’écrit
∑j
k=1 λkfk(z)/(z − β) ∈ k0[[z]] . Soit α ∈ k0 ,
0 < |α| < 1 , si β 6= α ou j > ` le bloc des coefficients d’indices ≤ ` de S(α)
est une matrice `× ` triangulaire inférieure inversible à coefficients dans k0 ,
ce qui assure que pour tout i = 1, . . . , ` les k0-espaces vectoriels engendrés
par les i premières composantes de S(α)f(α) d’une part et de f(α) d’autre
part, coïncident.
Soit maintenant α ∈ k0 comme dans l’énoncé et m ∈ N le plus grand
entier tel que αqm soit racine de det(A(z)) (si m n’existe pas l’énoncé
est clair avec A˜(z) = A(z) et f˜(z) = f(z)). Définissons une suite d’en-
tiers n0, . . . , nm de la façon suivante : nm = ordαqm det(A(z)) , puis ni =
ni+1 + ordαqi det(A(z)) , pour i = m − 1, . . . , 0 . Appliquant la construction
précédente nm fois avec β = αq
m , puis nm−1 fois avec β = αq
nm−1 fois et
ainsi de suite jusqu’à n0 fois avec β = α , on obtient une matrice S˜(z) trian-
gulaire inférieure (produit de toutes les matrices introduites successivement
au cours de la procédure) telle que la matrice A˜(z) = S˜(z)A(z)S˜(z)−1 soit
à coefficients dans k0[z] , de déterminant ne s’annulant pas en αq
h , h ∈ N ,
et un vecteur solution f˜(z) = S˜(z)f(z) ∈ k0[[z]] . On observe qu’à chaque
pas le nombre de zéros du déterminant (comptés avec multiplicité) dans
{αqh , h ∈ N} est fini et n’augmente pas, tandis que le nombre de zéros dans
ce même ensemble, de valeur absolue minimale, diminue strictement. On re-
marque aussi que lorsqu’on applique la construction expliquée ci-dessus avec
β = α , l’hypothèse d’indépendance linéaire sur k0 des valeurs en α des `
première composantes du vecteur solution assure que les ` premières lignes
de la matrice du système sont indépendantes et donc j > ` . Ceci entraîne
que, pour i = 1, . . . , ` , les k0-espaces vectoriels engendrés par les i pre-
mières composantes de f˜(α) = S˜(α)f(α) d’une part et de f(α) d’autre
part, coïncident. 
L’énoncé suivant établit le théorème 1.5 de l’introduction dans toute sa
généralité, en combinant la réduction du lemme 5.12 et le corollaire 5.10.
Corollaire 5.13. Sous les hypothèses du théorème 1.5 la matrice A(z) est
à coefficients dans k0[z]. Alors, si les nombres f1(α), . . . , f`(α) sont linéai-
rement indépendants sur k0 , ils sont linéairement indépendants sur Q.
Démonstration. Les hypothèses du théorème 1.5 valident celles des corol-
laire 5.10 et lemme 5.12. Le lemme 5.12 fournit un système d’équations fonc-
tionnelles dont α n’est pas singularité et un vecteur solution f˜(z) dont les
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valeurs en α des ` premières composantes sont linéairement indépendantes
sur k0 , car
(5.14) k0f˜1(α) + · · ·+ k0f˜`(α) = k0f1(α) + · · ·+ k0f`(α)
ont même dimension ` sur k0 . En particulier, le vecteur f˜(α) satisfait les
hypothèses du corollaire 5.10 et on en conclut que Qf˜1(α) + · · ·+Qf˜`(α) a
dimension ` sur Q , d’où le résultat car il suit de (5.14)
Qf˜1(α) + · · ·+Qf˜`(α) = Qf1(α) + · · ·+Qf`(α) .

6. Convergence
Nous montrons qu’il existe une matrice fondamentale de solutions de (1.2)
à coefficients séries en z si et seulement si A(0) = Id . Et que dans ce cas,
toute matrice de solutions est méromorphe dans le disque unité et l’une
d’entre elles satisfait U(0) = Id .
Commençons par un lemme sur les solutions de (1.2) à composantes séries
formelles de Laurent, i.e. dans C((z)) . Soit S l’ensemble des pôles des coef-
ficients de A(z) distincts de 0 , comptés avec multiplicité, et m(q−1) le plus
petit multiple de q − 1 majorant les multiplicités des pôles des coefficients
de A(z) en 0 , on pose ∆A(z) = zm(q−1)
∏
ξ∈S(1− ξ−1z) .
Lemme 6.1. Soit f(z) ∈ C((z))N satisfaisant (1.2), alors les composantes
de f(z) définissent des fonctions méromorphes dans le disque unité sans bord
de C, ayant pour dénominateur commun dans ce disque privé de l’origine la
fonction analytique définie par le produit
∏
ξ∈S,`∈N(1− ξ−1zq
`
).
Démonstration. Montrons d’abord le résultat lorsque A(z) est à coefficients
dans C[z] . Écrivons f(z) =
∑
h≥−n chz
h avec ch ∈ CN , n ∈ N , et
A(z) =
∑d
j=0Ajz
j avec Aj matrice N × N à coefficients dans C . No-
tons Mh le maximum des normes L1 des vecteurs c−n, . . . , ch . On déduit
du système (1.2) les équations
ch =
∑
0≤j≤min(h+n,d)
j≡h(q)
Ajc(h−j)/q .
De sorte que Mh ≤ ‖A‖M[h/q] où ‖A‖ désigne la somme des normes L1 des
lignes des matrices A0, . . . , Ad . Ainsi a-t-on
Mh ≤ ‖A‖[log(h)/ log(q)]Mq−1 ≤ hlog ‖A‖/ log(q)Mq−1
pour tout h ≥ q , ce qui entraîne que les séries composantes de f(z) conver-
gent dans le disque unité sans bord de C (éventuellement privé de l’origine
si n > 0).
Dans le cas général, on applique ce qui précède aux deux systèmes d’équa-
tions fonctionnelles associés aux matrices ∆A(z) et ∆A(z)A(z) à coeffi-
cients dans C[z] . Une solution du premier système est donnée par le produit
δ(z) = z−m
∏
ξ∈S,`∈N(1−ξ−1zq
`
) qui se développe en un élément de C((z)) .
La seconde équation a pour solution δ(z)f(z) qui est également à coefficients
dans C((z)) . Par la première partie de la preuve, toutes ces séries convergent
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dans le disque unité sans bord de C privé de l’origine. En l’origine elles dé-
finissent des fonctions méromorphes et on conclut que le quotient f(z) =
δ(z)f(z)/δ(z) est un vecteur à composantes méromorphes dans le disque
unité sans bord de C . De plus, f(z)
∏
ξ∈S,`∈N(1−ξ−1zq
`
) = zmδ(z)f(z) est
analytique dans le disque unité sans bord privé de l’origine. 
Proposition 6.2. Soit O un sous-anneau de C et A(z) une matrice à
coefficients dans C(z) satisfaisant A(0) = Id, telle que ∆A(z) ∈ O[z] et
∆A(z)A(z) soit à coefficients dans O[z]. Alors le produit infini
A(z)A(zq) . . . A(zq
`
) . . .
converge z-adiquement vers une matrice U(z) à coefficients dans O[[z]],
méromorphes dans le disque unité sans bord de C. De plus, U(z) satisfait
U(0) = Id et le système d’équations fonctionnelles (1.2).
Un dénominateur commun des coefficients de U(z) est la fonction, ana-
lytique dans le disque unité sans bord de C,
∏
ξ∈S,`∈N(1− ξ−1zq
`
).
Nota Bene. La convergence z-adique du produit infini est à comprendre
après développement des coefficients de la matrice A(z) en séries de O[[z]] ,
lorsque ceux-ci ne sont pas des polynômes.
Démonstration. Appelons A(`)(z) la matrice obtenue en tronquant le produit
infini à l’exposant q`−1 . Comme A(0) = Id , on vérifie que les coefficients
dans O[[z]] des matrices A(`′)(z) pour `′ ≥ ` coïncident modulo zq` , ce
qui montre que le produit converge bien z-adiquement vers une matrice à
coefficients dans O[[z]] .
La méromorphie des coefficients de U(z) dans le disque unité sans bord
de C suit alors du lemme 6.1. Et, de par sa définition, il est clair que la
matrice U(z) satisfait U(0) = Id et le système d’équations fonctionnelles
U(z) = A(z)U(zq) . 
Corollaire 6.3. Supposons que 0 n’est pas pôle du déterminant de A(z) et
soit O le sous-anneau de C engendré par les coefficients de ∆A(z) et des
coefficients de ∆A(z)A(z).
Il existe une matrice fondamentale de solutions U(z) de (1.2) dont les co-
efficients sont analytiques dans un voisinage de l’origine de C si et seulement
si A(0) = Id.
De plus, dans ce cas les coefficients de U(z) sont méromorphes dans le
disque unité sans bord. La matrice U(z) est unique à multiplication à droite
par une matrice à coefficients dans C près, qui peut être choisie de sorte que
U(0) = Id et U(z) soit à coefficients dans O[[z]]. Un dénominateur commun
dans O[[z]] des coefficients de U(z) est ∏ξ∈S,`∈N(1− ξ−1zq`).
Démonstration. Dans une direction, si A(0) = Id l’énoncé suit de la propo-
sition 6.2, car la proposition 2.2 montre que les matrices fondamentales de
solutions se déduisent l’une de l’autre par multiplication à droite par une
matrice inversible à coefficients dans C .
Dans l’autre direction, l’équation (1.2) entraîne
(6.4) det(U(z)) = det(A(z)) · det(U(zq))
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qui montre
(6.5) 0 = ord0(det(A(z))) + (q − 1).ord0(det(U(z))) ,
car ord0(det(U(zq))) = q.ord0(det(U(z))) . Supposons que (1.2) a une ma-
trice fondamentale de solutions à coefficients dans C[[z]] , analytique dans
un voisinage de l’origine. Alors, comme on a q ≥ 2 , det(U(z)) ∈ C[[z]] et
ord0(det(A(z))) ≥ 0 , (6.5) implique
ord0(det(A(z))) = ord0(det(U(z))) = 0 .
Ainsi la matrice U(0) est inversible et il en est de même de U(z) pour
tout z suffisamment proche de 0 . L’identité A(z) = U(z)U(zq)−1 entraîne
A(0) = U(0)U(0)−1 = Id. Le reste de l’énoncé découle à nouveau de la
proposition 6.2. 
Je remercie Daniel Bertrand pour son aide via de nombreuses discussions
sur la théorie de Galois des équations fonctionnelles. Je remercie également
Boris Adamczewski pour m’avoir fait part de son travail [2] avec Colin Fa-
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