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V sodobnem strojništvu so postale zahteve po kakovosti izdelkov vedno višje. Skladno s tem 
moramo pred začetkom proizvodnje izdelke temeljito preskusiti, da ugotovimo, če dosegajo 
vse kupčeve zahteve. Zaradi tega imamo vedno več dinamičnih preskusov, ki se morajo 
izvesti do določenega časa; slednje ni mogoče, če preskusov ne razporedimo premišljeno 
glede na število preskuševališč, čas posameznih preskusov, prioritete preskusov,  pri tem pa 
še upoštevamo delovni čas zaposlenih na preskuševališčih. Če vsega tega ne upoštevamo, 
hitro pride do zamud pri izvajanju preskusov, kar privede do finančnih izgub in zakasnitve 
v razvojnem procesu. Iz slednjega razloga smo se lotili razvoja programa in algoritma za 
razporejanje dinamičnih preskusov. Program s pomočjo faktorjev poškodb in lastnostmi 
preskuševališča generira navidezne preskuse in delovni teden preskuševališča. Z razvitim 
algoritmom preskuse razporejamo v delovni teden čim bolj optimalno z upoštevanjem 
omejenega števila preskuševališč in prioritet posameznih preskusov (Eisenhowerjeva 
matrika). S pomočjo statistične analize se razpored iterativno izpopolnjuje. Rezultat 
programa za razporejanje dinamičnih preskusov je strukturiran urnik preskusov v 
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In modern mechanical engineering, the requirements for product quality are constantly 
increasing. Accordingly, the products should be thoroughly tested before production begins 
to check if all customer requirements are fulfilled. As a result, more and more dynamic tests 
toned to be performed within prescribed period. This is not possible if the tests are not 
scheduled wisely according to the number of test rigs, individual test times, test priorities 
and consideration of person-hours of test rig employees. A planning failure can quickly lead 
to delays of experiments, financial losses and delays in product development process. For 
this reason, a program and algorithm for scheduling dynamic tests was developed. Using 
damage factors and test rig properties, the program generates virtual tests and weekly 
availabilities of test rig. With the developed algorithm, the tests are arranged according to 
the test rig working time as optimally as possible by considering a limited number of test 
rigs and the priorities of the individual tests (Eisenhower matrix). With the help of statistical 
analysis, the schedule can even be made more exact within a few iterations. The result of the 
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Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
C m, s, € teoretična dolžina poti, čas ali stroški 
C* m, s, € dejanska dolžina poti, čas ali stroški 
D / faktor poškodb 
f Hz frekvenca 
n / dejansko število ciklov 
N / število ciklov do kritične poškodbe 
Np / kompleksnost problema 
p / verjetnost 
sz s, cikli standardna deviacija vzorca 
t s čas 
    
   
β / parameter oblike za Weibullovo porazdelitev 
  / Ocena parametra oblike 
ε / učinkovitost aproksimativnih metod 
η s, cikli parameter velikosti za Weibullovo porazdelitev 
  s, cikli ocena parametra velikosti 
   
Indeksi   
   
din dinamični  
dmg poškodba (angl. damage) 
i indeks 
ID identifikacija  
n nujno  
n p nujno in pomembno 
p pomembno    










Seznam uporabljenih okrajšav 
Okrajšava Pomen 
  
CPM Critical Path Method (metoda kritične poti) 
FLC Forming Limit Curve (krivulja mejnih deformacij) 
PDP Program dinamičnih preskusov 












1.1 Ozadje problema 
V sodobnem strojništvu si skoraj ne moremo predstavljati konstrukcijskega procesa izdelka 
brez kakršnegakoli preskušanja. Vedno več podjetij pri snovanju in konstruiranju izdelka ne 
potrebuje le certifikatov o zdržljivosti posameznega materiala na statične in dinamične 
obremenitve, ampak potrebuje tudi preskuse končnih izdelkov ali polizdelkov. Takšne 
preskuse navadno zahtevajo naročniki. V avtomobilski industriji postajajo takšni preskusi 
stalnica. 
 
Problem se pojavi pri načrtovanju plana preskušanja (urnika). Teh težav nimamo, če imamo 
nezahteven izdelek (npr. izdelek iz preoblikovane pločevine brez varjenja), kjer nas zanima 
obremenjevanje le v eni smeri in imamo le nekaj preskušancev. V tem primeru preskusimo 
zahtevano število preskušancev, kjer so časi do porušitve podobni in s pomočjo rezultatov 
skonstruiramo krivuljo zdržljivosti (S-N krivulja). 
 
Ker so izdelki pogosto bolj kompleksni in obremenjeni v več smereh, moramo temu 
primerno izvesti več različnih preskusov, ki so različno dolgi in potrebujejo različne priprave 
za vpetje. V tem primeru moramo hitro razporediti petdeset ali več preskusov tako, da se 
izvede čim več menjav preskusov znotraj delovnika in izvaja daljše teste čez noč, ter da se 
hkrati upošteva prioritete posameznih preskusov.  
 
Dodatni zapleti se pojavijo pri načrtovanju razporeda preskusov, ki se izvajajo na več 
preskuševališčih hkrati, a zaradi varčevanja vpenjal se vsi preskusi ne morajo izvajati na 
vseh preskuševališčih. Pri tem moramo dostikrat upoštevati še to, da se posebno v 
laboratorijih preskuša več projektov hkrati, ki imajo različne stopnje prioritete. 
 
Tako pridemo do kompleksnega sistema preskusov, ki jih moramo čim bolj optimalno 
razporediti v delovni čas zaposlenih in preskuševališč ob upoštevanju raztrosov časov 





Najprej bomo v magistrski nalogi prikazali postopek pridobitve faktorja poškodbe s pomočjo 
numeričnih simulacij. Predstavili bomo potek konstrukcijskega procesa do numeričnih 
vrednotenj, s katerimi ocenimo faktor poškodbe, ta pa služi za prvo iteracijo preračunov 
časov trajanja posameznih preskusov, še predno naredimo fizični preskus. 
 
Ko bomo prikazali postopek pridobivanja časov preskusov, se bomo lotili pregleda 
obstoječih metod za planiranje preskusov in metod, ki bi jih lahko uporabili za ta namen. Te 
metode se navadno uporabljajo za načrtovanje projektov, pri katerih so aktivnosti 
medsebojno odvisne. Nekatere metode so namenjene izdelovanju urnikov med seboj 
neodvisnih aktivnosti.  
 
V tretjem delu magistrske naloge se bomo posvetili našemu algoritmu za določevanje 
razporeda preskušanj. Prikazali bomo diagram poteka programa, metode, ki so 
implementirane v program, statistične metode za korekcijo rezultatov in samo uporabo 
programa. 
 
Glavni cilj magistrske naloge je izdelati program, ki s pomočjo faktorjev poškodb določi 
urnik preskušanj več različnih testov v delovni čas enega ali več preskuševališč. Pri tem 
bomo upoštevali Eisenhowerjevo matriko nujnosti in pomembnosti preskusov. Za 
zagotavljanje čim bolj točnih časov bo program omogočal statistično analizo, ki bo služila 




2 Teoretične osnove in pregled literature 
V tem poglavju bomo najprej pregledali iterativni proces konstruiranja od ideje, zahteve 
izdelka do konca numeričnega vrednotenja izdelka, kjer izračunamo faktorje poškodb za 
posamezen način obremenjevanja. V prvem delu poglavja bomo obdelali tudi konstrukcijski 
proces do izdelave prototipa.  
 
V drugem delu teoretičnih osnov bomo naredili pregled metod, ki se uporabljajo za 
sestavljanje urnikov in metod, ki so sicer namenjene planiranju drugih aktivnosti, vendar so 
pogojno primerne tudi za naš problem razvrščanja dinamičnih preskusov. V tem delu se 
bomo posvetili samim metodam, ki razporejajo čase aktivnosti brez upoštevanja raztrosov. 
Statistično korekcijo za naš program bomo prikazali v poglavju kasneje. 
  
2.1 Postopek pridobitve faktorja poškodb v 
konstrukcijskem procesu 
Naša naloga temelji na izdelkih, ki se proizvajajo za avtomobilsko industrijo, natančneje so 
to izdelki, ki so izdelani s preoblikovanjem jeklene pločevine in so nemalokrat tudi varjeni. 
Vsak proces konstruiranja novega izdelka se začne z neko idejo o izdelku, ki ga potrebujemo. 
V dobaviteljski verigi v avtomobilski industriji navadno prejme podjetje zahteve o želenem 
izdelku. Po pregledu vseh zahtev, želja in omejitev se začne tako imenovani iterativni proces 
konstruiranja.  
 
Iterativni proces konstruiranja je standardiziran in uveljavljen (VDI 2222). Zaradi tega 
večina uspešnih podjetij temu sledi in poizkuša upoštevati korake iterativnega procesa. [1] 
Glede na to, da podjetje prejme zahteve o želenem izdelku, nimamo opravka s prvo iterativno 
zanko, ki obravnava prepoznavanje problema, definicijo problema in nastavljanja razvojnih 
ciljev. Naš postopek konstruiranja se prične z drugo zanko, kjer glede na podane zahteve 
določimo potek konstruiranja in ekipo ljudi, ki bo delovala na tem projektu. V tretji zanki se 
točno določi specifične konstrukcijske zahteve in želje. V zadnjem, tretjem delu, se določi 
funkcionalne zahteve, izdelovalne značilnosti, stroške, ceno itn. Zatem pridemo do 
iterativnega razvojnega procesa, pri katerem direktno vplivamo na faktor poškodbe. 
 
2 Teoretične osnove in pregled literature 
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V tem iterativnem postopku izdelujemo 3D model, ki ga numerično ovrednotimo z metodo 
končnih elementov in s pridobljeno napetostno sliko simuliramo ciklično utrujanje izdelka. 
S pridobljenimi rezultati numerične simulacije utrujanja se ponovno vrnemo v postopek 3D 
modeliranja, kjer popravimo ključni detajl izdelka in spet ponovimo numerične simulacije. 
 
Na kratkem primeru bomo opisali postopek pridobivanja faktorja dinamične poškodbe od 
3D modeliranja do simuliranja dinamičnega utrujanja v programu FEMFAT. 
 
  
Slika 2.1: Primer zahtevanega obremenjevanja med dinamičnim preskusom  
V modelirnik Catia (slika 2) smo prejeli obstoječi model izdelka, ki je že v proizvodnji. Ta 
model smo nato spreminjali oziroma ga izboljševali v skladu z izsledki numeričnih simulacij 
z metodo končnih elementov, ki smo jo izdelali v programskem paketu Abaqus. Na sliki 1 
je prikazana skica obremenjevanja za dinamični preskus, kot jo podaja zvezek zahtev. 
Obremenitve, ki smo jih uporabili za simuliranje statičnih obremenitev so bile enake tistim, 
ki jih veli zvezek zahtev za izvedbo dinamičnih preskusov. To pomeni, da smo naredili vsaj 
dve simulaciji in sicer v natezni smeri in v tlačni smeri, kar predstavlja dve skrajni točki v 
posameznem obremenitvenem ciklu. V primeru, da se pojavijo težave z dopustnimi 
napetostmi že v tem delu, moramo prilagoditi 3D model ali materialne lastnosti. Namreč, če 
izdelek ne zdrži enega obremenitvenega cikla, ni smiselno simulirati več ciklov. Veliko 




Slika 2.2: Primer izdelka iz preoblikovane pločevine, ki se izdeluje v podjetju  
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Ko smo zaključili s simuliranjem statičnih obremenitev v programu Abaqus (slika 3), smo 
analize nadaljevali v programskem paketu FEMFAT, ki je namenjen vrednotenju 
zdržljivosti pri dinamičnih obremenitvah. [27] Iz Abaqusa smo uvozili napetostni sliki za 
natezni in tlačni del obremenitvenega cikla. Preprosto rečeno, v programu FEMFAT model 
izdelka obremenjujemo z nateznimi in tlačnimi obremenitvami in beležimo akumulacijo 




Slika 2.3: Primer simulacije statične natezne obremenitve v programskem paketu Abaqus  
 
V programu FEMFAT smo morali točno določiti materialne lastnosti. Materialne lastnosti 
moramo podati s krivuljo utrjevanja, saj se material med dinamičnem preskušanju utrjuje. V 
našem primeru je šlo za navadno konstrukcijsko jeklo S355. Za natančno delovanje 
programa ni dovolj le krivulja utrjevanja, ampak več drugih parametrov, ki se pridobijo z 
naprednejšimi preskusi materiala (preskusi za določevanje FLC krivulje). Nato moramo 
uvoziti napetostni sliki za natezni in tlačni del obremenitvenega cikla, ki smo jih simulirali 
v Abaqusu.  
 
V programu moramo izbrati pravilo o akumulaciji poškodbe. Mi smo izbrali pravilo, ki je 
najširše uporabljeno, tako splošno kot tudi v podjetju. Izbrali smo Palmgren Minerjevo 
pravilo o linearni akumulaciji poškodbe. Poškodba je definirana kot razmerje med dejansko 
opravljenimi cikli z določeno napetostjo in cikli, ki so pri tej napetosti potrebni do porušitve 




Slika 2.4: Primer izpisa rezultatov iz programa za simuliranje dinamičnih obremenitev 
FEMFAT  
2 Teoretične osnove in pregled literature 
6 
Na sliki zgoraj vidimo primer izpisa rezultatov simulacije dinamičnega obremenjevanja. 
Stress Ampl. predstavlja napetost, ki smo jo izračunali v programu Abaqus. Za nas je ključna 
informacija Damage M/mmod oziroma faktor poškodbe, ki opredeli, kakšna je poškodba na 
določenem mestu oziroma v določenem končnem elementu po sto tisočih ciklih (izbrali smo 
namreč simuliranje sto tisoč ciklov). V primeru na sliki vidimo faktor 0,1155, kar pomeni, 
da bi lahko na tem obremenitvenem nivoju izdelek zdržal več kot 850000 ciklov, kar pa 
ustreza vrednosti poškodbe 1,0. [5, 27] 
 
Poleg numeričnih simulacij statičnih obremenitev (ABAQUS) in dinamičnih obremenitev 
(FEFMAT) se poslužujemo tudi drugih simulacij, ki nam pomagajo pri določevanju kritičnih 
mest. V našem primeru, kjer razvrščamo dinamične preskuse izdelkov iz preoblikovane 
pločevine, uporabljamo programski paket AUTOFORM, ki omogoča prikazati vplive 
preoblikovanja na deformacije pločevine, tanjšanje oziroma debeljenje pločevine in zaostale 
napetosti. 
 
Iterativno smo ponavljali postopek vrednotenja izdelka dokler nismo dobili dovolj dobrih 
rezultatov. Upoštevati moramo namreč napake numeričnega izračuna in neupoštevanje vseh 
faktorjev (vpliv tehnologije in napak v materialu). Spoznali smo tudi veliko bolj kompleksne 
izdelke, ki so varjeni, kar predstavlja še veliko večjo negotovost simulacije, saj so zaradi 
zvarnih spojev posamezni deli spremenili materialne lastnosti, ki so posledica visokih 
temperatur pri varjenju. Iz poškodbe lahko izračunamo število obremenitvenih ciklov do 
porušitve izdelka na kritičnem mestu. Iz števila ciklov lahko izračunamo čas testiranja, saj 
poznamo frekvenco preskušanja na preskuševališču. [2] 
 
Slika 2.5 prikazuje postopek izbire kritičnih mest na pločevinastem izdelku. Kritična mesta 
so mesta, kjer je največja verjetnost začetka rasti utrujenostnih razpok. Prikazani diagram je 
priporočljivo uporabiti v vsaki iteraciji, ko spremenimo 3D model. Po končani simulaciji v 
programu FEMFAT moramo pri analizi rezultatov najprej pregledati, ali se poškodbe 
pojavijo na zvarnih mestih ali na osnovnem materialu (pločevinasti polizdelek) ali pa je 
poškodba kombinirana. Zatem se lotimo podrobnejše analize numeričnega modela statične 
simulacije, s katerim preverimo kritična mesta kot posledico singularnih točk in slabe 
kakovosti mreže. Za lažje preverjanje numeričnega modela imamo podane okvirne vrednosti 
(koti in razmerja stranic končnih elementov). Če se izkaže, da mreža ni ustrezna, jo je 
potrebno popraviti in ponovno preveriti. Če teh težav ni, nadaljujemo z analizo simulacij 
preoblikovanja. Če so kritična mesta na zvarih, lahko pregled simulacij preoblikovanja 
izpustimo.  
 
Pri rezultatih simulacij preoblikovanja se podrobno posvetimo ugotovljenim kritičnim 
mestom. Pregledati je potrebno ali je na teh mestih prišlo do tanjšanja materiala, debeljenja 
materiala ali zaostalih deformacij. Če se kritična mesta ujemajo, vemo, da lahko na istih 
mestih pričakujemo realne poškodbe in da je simulacija utrujanja pravilno napovedala 
kritična mesta. To pomeni, da je precej višja verjetnost, da smo napovedali pravilnejšo 
poškodbo. V primeru kritičnih mest na zvarih (ali kombiniranih poškodb) nadaljujemo še z 
analizo občutljivosti parametrov zvarov v programu za simuliranje dinamičnih obremenitev 
FEMFAT. V tej analizi pregledujemo vpliv parametrov varjenja na režo, stopnjo prevaritve, 
debelino zvarov in kot zvara. Če pri tej analizi ugotovimo enaka mesta kritičnih poškodb in 
kritične občutljivosti parametrov varjenja, lahko pričakujemo pravilno napovedana kritična 
mesta. V nasprotnem primeru upoštevamo najvišje vrednosti poškodbe, ki jo vnesemo v naš 
program za izdelavo urnika dinamičnih preskusov. 
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Slika 2.5: Postopek določevanja kritičnih mest s pomočjo numeričnih simulacij [3] 
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Načrtovanje dinamičnih preskusov zveni enostavno v idealnih pogojih, kar pomeni, da smo 
naredili točno simulacijo dinamičnih preskusov v programu FEMFAT, da nimamo raztrosa 
časov do okvare in da imamo točno izmerjen čas menjave orodij. Ker pa v realnem svetu 
temu ni tako, imamo vedno odstopanja od simulacije in realnega sveta. V simulaciji se pojavi 
velika razlika že pri spreminjanju velikosti končnih elementov, velik vpliv imajo razne 
napake v mreži kot so ostri koti ali prevelika razmerja med stranicami končnih elementov. 
Velik vpliv ima tudi nenatančno izrisan 3D model (brez zaokrožitev) ali 3D model, ki ima 
odstranjene zaokrožitve zaradi hitrejšega računanja. Pomembni so tudi prehodi in zarezni 
učinki, ki jih v program FEMFAT podamo kot standardne, vendar se od realnosti dostikrat 
precej razlikujejo. Na dinamično trdnost izdelka vpliva tudi stanje površine in način 
odrezavanja (laserski razrez, vodni razrez, štancanje). Vpliv rezanja in površine lahko 
upoštevamo v programu za simuliranje dinamičnih preskusov, vendar samo kot nek faktor 
oziroma parameter in ne za vsak detajl izdelka posebej.  
 
Pri analiziranju izdelkov, ki so izdelani z varjenjem, se ta negotovost še toliko bolj poveča. 
V simulaciji ne moremo upoštevati negotovosti varilca, ki vpliva na kopičenje zvarov in ne 
konstantne debeline zvara glede na celoten izdelek, kot jo predpišemo v programu za 
simuliranje dinamičnih preskusov. V programu lahko nastavimo veliko parametrov 
posameznih zvarov, od geometrije zvara, parametrov varjenja (hitrosti, dodajni materiali, 
tokovi) in samih tipov zvarov (kotni, soležni, itd.). [4] 
 
Kljub vsem nastavitvam imamo negotovost že pri samem odčitavanju poškodbe iz 
numeričnega modela saj zaradi singularnosti v modelu (zaradi kvalitete mreže) hitro 
odčitamo napačno vrednost. Prav tako moramo upoštevati, da so rezultati v FEMFATU 
računani glede na 90% interval zaupanja na Wöhlerjevi krivulji. 
 
Zaradi vseh omenjenih možnosti vnosa negotovosti v določitev teoretičnega časa 
dinamičnega preskusa, vemo, da se bomo pri planiranju dinamičnih preskusov skoraj 
zagotovo zmotili pri določevanju urnika testiranja. Prav zato potrebujemo dodatno 
statistično korekcijo, ki jo bomo predstavili kasneje.  
 
Nova težava se pojavi, ko imamo kompleksen izdelek, ki potrebuje več različnih vrst 
dinamičnih preskusov (različna vpetja, različni načini obremenjevan itd.). Tukaj imamo 
ponovno veliko negotovosti pri odčitavanju faktorja poškodb iz simulacije zaradi prej 
omenjenih vplivov. Novo težavo predstavlja večje število različnih preskusov, ki so različno 
dolgi. Navadno moramo narediti vsaj tri ponovitve posameznega testa, da lahko karkoli 
statistično vrednotimo; torej imamo veliko večje število različno dolgih testov, ki jih 
moramo razporediti v tedenski urnik preskuševališča. Če je projekt ključnega značaja za 
podjetje, velikokrat uporabimo zunanje institucije, ki ponujajo dinamično preskušanje. 
 
To pomeni, da moramo sedaj razporediti naše dinamične preskuse na naše preskuševališče 
in na preskuševališča zunanjih partnerjev, ker pa želimo privarčevati, ne bomo izdelovali 
vpenjal za vsako preskuševališče in za vsak tip dinamičnega preskusa. Iz tega sledi, da 
moramo izdelati tedenski urnik tako, da bomo čim bolje zapolnili vsa razpoložljiva 
preskuševališča, da bomo torek čim hitreje in s čim manjšimi stroški preskusili vse 
preskušance. Ravno zato mora biti algoritem za planiranje dinamičnih preskusov sposoben 
upoštevati tudi dolžino delovnika operaterja, zadolženega za menjavanje preskušancev. ter 
dolžino vikendov, ki so rezervirani za večdnevne dinamične preskuse.
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Upoštevati moramo tudi to, da vsi testi ne morejo biti razporejeni na vsa preskuševališča, 
ker ni smiselno izdelovati vpenjal za vsa preskuševališča in tudi logistično ni smiselno 
izvajati vseh vrst preskusov na vseh lokacijah (v podjetju in pri partnerjih). 
 
Zgoraj je opisan idealni model za planiranje dinamičnih preskusov, ki zaenkrat ne obstaja. 
Obstaja komercialni program za vrednotenje preskusov, ki je namenjen le statistični obdelavi 
rezultatov in ne planiranju celotnega urnika od simulacije naprej. V naslednjih odstavkih, 
bomo predstavili modele, ki bi bili pogojno primerni za načrtovanje dinamičnih preskusov. 
 
2.2 Pregled potencialnih metod za planiranje preskusov 
V tem poglavju bomo naredili teoretični pregled metod, ki so namenjene planiranju časovnih 
aktivnosti. Nekatere metode so primerne za vodenje celotnih projektov, od planiranja in 
časovnih aktivnosti, do stroškov in ostalih kapacitet. Namen tega poglavja je narediti pregled 
tistih metod, ki so vsaj pogojno primerne za implementacijo v naš algoritem, ki bo razporejal 
dinamične preskuse. [14] 
 
Metode za razporejanje so lahko opisne (pripomoček za določevanje prioritet aktivnosti) ali 
podajo številčne rezultate (npr. kritični čas za izvedbo). Številčne metode se razdelijo na 
deterministične in stohastične. Mi bomo opisali samo deterministične metode, ker bomo 
poštev raztrosov prikazali s pomočjo Weibullove statistične porazdelitve, ki bo opisana v 
naslednjem poglavju.  
 
2.2.1 Eisenhowerjeva matrika 
Najprej bomo opisali metodo, ki je le praktični pripomoček za lažje odločanje med 
pomembnostjo in nujnostjo posamezne aktivnosti. Aktivnosti so v našem primeru dinamični 
preskusi. Ta pripomoček se imenuje Eisenhowerjeva matrika. 
 
Na sliki Slika 2.6 je prikazana Eisenhowerjeva matrika, ki naše aktivnosti razdeli na štiri 
skupine. V prvo skupino spadajo aktivnosti, ki so nujne in pomembne. Druga skupina 
predstavlja pomembne aktivnosti, ki pa hkrati niso nujne za takojšnjo izvedbo. Tretja 
skupina je obratna drugi skupini, kar pomeni, da so v tej skupini aktivnosti, ki niso tako 
pomembne, ampak so nujne za izvedbo. V četrto skupino spadajo aktivnosti, ki jih moramo 
opraviti ampak niso ne nujne ne pomembne v trenutku, ko določamo vrstni red aktivnosti. 
[26] 
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Slika 2.6: Eisenhowerjeva matrika [6] 
 
V prvi skupini so torej aktivnosti, ki jih moramo izvesti takoj in jih ne smemo prestavljati, 
saj so ključne za na primer obstoj podjetja. V tej skupini so torej neodložljive težave, naloge 
s skrajnimi roki in krizna reševanja. Če to preslikamo na naš problem planiranja dinamičnih 
preskusov, spadajo v to skupino preskusi, ki so zelo pomembni na znanstvenem področju in 
imamo skrajni rok za te preskuse. Sem spadajo tudi na primer preskusi v podjetju, ki so 
ključni pred zagonom proizvodnje linije.  
 
Druga skupina predstavlja dolgoročno pomembne aktivnosti kot so prikazane na zgornji 
sliki. Če pogledamo z vidika našega problema, spadajo v to skupino preskusi, ki so 
pomembni za znanost ampak nimamo časovnega okvira oziroma se nam z izvedbo še ne 
mudi. V podjetjih so takšni preskusi na primer tisti, ki jih moramo izvesti za lastno bazo 
znanja o materialnih lastnostih, ki jih bomo sproti dodajali in uporabljali, kar bo pomemben 
doprinos k razvoju znanja v konstruiranju v podjetju. V tem primeru lahko takšne preskuse 
prekinemo in nadaljujemo kasneje, ko bo preskuševališče spet prosto.  
 
Tretja skupina predstavlja kratkoročno pomembne aktivnosti, ki so nujne za izvedbo sedaj, 
nimajo pa velike teže za prihodnost. Sem spadajo razne prekinitve dela v podjetjih, kot je 
prikazano na sliki zgoraj. Če pogledamo na naš problem s strani znanstvenega laboratorija 
za dinamično preskušanje, sem spadajo preskusi za podjetja, katerim se mudi z izvedbo 
nekega projekta, za sam laboratorij pa je to nepomemben preskus. Za preskuševališča v 
podjetju pa so to preskusi, ki se pojavijo na primer zaradi uporabe pločevine novega 
dobavitelja, nove tehnologije izdelka, hitra sprememba rokov itd. V zadnjo četrto skupino 
spadajo preskusi, ki niso nepomembni ne nujni. Takšnih preskusov je praktično zelo malo 
in prav je tako, saj s tem ne zapravljamo časa na preskuševališču po nepotrebnem. Trudimo 
se, da je v tej skupini čim manj takšnih preskusov. 
Za aktivnosti v podjetjih je navadno, da imamo v prvi skupini približno četrtino aktivnosti. 
V drugi skupini je navadno okrog 15% aktivnosti, v tretji 50 – 60% in v zadnji skupini, ki 
2.2 Pregled potencialnih metod za planiranje preskusov 
11 
se je poizkušamo čim bolj ogniti le nekaj odstotkov. V visoko produktivnih podjetjih sta 
deleža druge in tretje skupine obrnjena, saj je potrebna zelo visoka stopnja organiziranosti, 
da lahko večino časa opravljamo aktivnosti, ki so pomembna za razvoj podjetja in imamo 
čim manj prekinitev.  
 
Če pogledamo naš problem z vidika prioritet, ima prva skupina najvišjo prioriteto, ki se mora 
izvesti takoj na preskuševališču. Nato sledijo preskusi iz tretje skupine (nujni in 
nepomembni), saj moramo zagotoviti nemoteno delovanje proizvodnje oziroma če smo 
znanstveni laboratorij podporo podjetjem. Stremeti moramo k čim manjšemu deležu 
preskusov v tej skupini, saj ovirajo naš dolgoročni razvoj. Naslednji po prioriteti so preskusi 
iz druge skupine, ki predstavljajo dolgoročne raziskave in jih prekinjamo s pomembnejšimi 
nujnimi preskusi iz tretje skupine. Zadnja četrta skupina ima najnižjo prioriteto, saj so takšni 
preskusi za nas nepomembni in ne nujni. Stremimo k temu, da je predstavnikov te skupine 
čim manj. 
 
Ta metoda nam ponudi hitro razvrščanje preskusov glede na nujnost in pomembnost. Še 
vedno pa ne dobimo pravega urnika, ki bi definiral, kateri preskus se mora opraviti prej in 
kateri kasneje, da bo preskuševališče čim bolje izkoriščeno. Slabost metode je tudi 
neupoštevanje števila preskuševališč in lokacij ter raznih dodatnih aktivnosti. Kljub temu je 
ta metoda dobra osnova za začetno razvrščanje preskusov iz katerih nato nadaljujemo na 
časovno razvrščanje preskusov. 
 
2.2.2 Problem trgovskega potnika 
Ta problem sta prva raziskovala irski matematik sir William Rowam Hamilton in britanski 
matematik Thomas Penyngton Kirkman v 18. stoletju, danes pa je to eden izmed 
najpogosteje preučevanih problemov kombinatorične optimizacije. [10] Pri problemu 
trgovskega potnika gre za to, kako bo trgovski potnik obiskal čim več strank oziroma mest 
tako, da bo celotna pot čim krajša in čim cenejša. Cilj trgovskega potnika je torej obiskati 
vsa mesta po najkrajši poti. V našem primeru ne gre za potovanje med mesti ampak za način 
kako opraviti vse dinamične preskuse v najkrajšem času. Prikaz problema trgovskega 
potnika navadno prikažemo v grafični ali matrični obliki in ga rešujemo s teorijo grafov. [8] 
Pri reševanju problema trgovskega potnika se najprej prikaže kompleksnost. Ta se enostavno 
izračuna s spodnjo enačbo, kjer je  število mest oziroma v našem problemu število 
posameznih preskusov. [7] 
 (2.1) 
Izračunana kompleksnost predstavlja število možnih poti, ki so na voljo, da obišče trgovski 
potnik vsa mesta, pri tem pa ni pomembno iz katerega mesta začnemo. Zgornja enačba je 
deljena z dva zaradi predpostavke, da so razdalje (časi) preskusov med dvema mestoma 
(preskusoma) enako dolgi; to pomeni, da so povezave simetrične. V primeru asimetričnega 
grafa (razdalja med dvema vozliščema ni enaka v obeh smereh) velja enačba brez deljenja z 
dve. 
 
Iz zgornje enačbe hitro opazimo, da pri večjem številu različnih preskusov hitro raste število 
možnih poti. Na primer, če bi imeli deset preskusov, dobimo 181440 možnih kombinacij 
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zaporedij, da bi opravili vse preskuse. Zavedati se moramo, da imamo že pri malenkost 
kompleksnejšemu izdelku petdeset ali več preskušancev.  
 
V splošnem obstajata dve osnovni delitvi metod za reševanje problema trgovskega potnika. 
Prve so natančne metode (dinamično programiranje za večje in linearno programiranje za 
manjše število mest) ter aproksimativne (tudi hevristične) metode, ki so precej hitrejše od 
eksaktnih, saj ne pregledujemo vseh možnih poti s ciljem iskanja absolutne najkrajše poti, 
ampak poiščemo približek najkrajše poti, kar je pri velikih sistemih dobra alternativa 
natančni rešitvi. Obstaja tudi knjižnica najnovejših in najbolj optimiziranih teorij za 
reševanje tega problema, ki so javno dostopne in se jih lahko uporabi za lastno 
programiranje. [12] 
 
2.2.2.1 Natančne metode 
Pri natančnih metodah je matematično najlažji način ta, da zapišemo matriko sosednjih 
vozlišč in poti ter tako pregledamo vsako možno pot. Število poti izračunamo po zgoraj 
omenjeni enačbi. S tem ko pregledamo vse možne poti in poiščemo najkrajšo, smo enolično 
določili optimalno najkrajšo pot. Seveda se lahko izkaže, da sta optimalni dve poti ali več 
poti. Hitro se izkaže, da pregledovanje vseh poti ni majhen zalogaj za računalniški procesor, 
saj število možnosti raste s fakulteto števila preskusov. Predvideni čas izračuna 
posameznega grafa računamo s pomočjo notacije veliki O. Ta notacija se uporablja za 
napoved limitnega obnašanja funkcij (kot je funkcija v enačbi 2.1) proti neskončnosti in je 
ena izmed Landauovih notacij. V izogib dolgim časom izračunov pri večjih grafih 
uporabimo različne druge metode, ki ne pregledujejo vseh možnih poti. [7] 
 
Prva izmed natančnih metod je uporaba linearnega programiranja [25], ki uporablja pristop 
rezanja grafa znotraj programa. V model moramo vpeljati dve omejitvi (npr. začetno mesto, 
čas) in nato rešujemo neenačbo, s katero iščemo najustreznejše reze, z rezi pa nato 
konvergiramo k optimalni rešitvi. Pri tej metodi je potrebno kar nekaj izkušenj za boljše 
postavljanje rezov; to je tudi razlog, da je ta metoda redko uporabljena kot izhodiščna 
metoda. 
 
Druga, bolj razširjena in natančna metoda, je metoda z uporabo dinamičnega programiranja. 
[25] Veliko kasneje izpeljanih metod temelji na dinamičnem programiranju z različnimi 
optimizacijami iskanja optimalnih poti. Pri uporabi dinamičnega programiranja moramo 
definirati seznam mest (v našem primeru dinamičnih preskusov) dolžine . V tem seznamu 
imamo podseznam, ki ga označimo s  in predstavlja mesta, kjer začnemo iskati rešitev. 
Določiti moramo še končno mesto, ki ga označimo s  in je del množice mest v . Končno 
optimalno pot nato označimo kot . Če imamo  sledi iz tega enakost, ki poda 
razdaljo med začetkom in koncem poti : 
 (2.2) 
Če imamo več mest iz katerih lahko pričnemo z iskanjem optimalne rešitve problema 
trgovskega potnika  moramo uporabiti spodnjo enačbo: 
 (2.3) 
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Z zgornjo enačbo iščemo minimalno pot med vsemi možnimi začetki. Iščemo optimalno 
rešitev, pri tem pa nam ni potrebno analizirati vseh možnih kombinacij.  
Enačbo 2.3 rešujemo iterativno s pomočjo dinamičnega programiranja (uporaba izhodov kot 
vhod v naslednjo iteracijo). Čas računanja tudi tukaj izračunamo z notacijo veliki O. Pri 
notaciji uporabimo funkcijo, ki jo zapišemo s spodnjo enačbo: 
 (2.4) 
Pri upoštevanju kompleksnosti, ki jo prinese za sabo večanje števila mest, hitro vidimo, da 
je ta metoda časovno zelo potratna, saj število možnih rešitev zelo hitro narašča. Zaradi tega 
je, razen za majhne probleme, ta metoda redko uporabljena. 
 
Za iskanje optimalne poti je široko uporabljen je tako imenovani algoritem razveji in omeji 
(angl. Branch-Bound). Ta uporablja iskanje s pomočjo drevesne (razvejane) strukture. Pri 
tem algoritmu je ključna izbira robnih pogojev oziroma omejitev, ki algoritmu omogočajo 




Slika 2.7: Prikaz algoritma razveji in omeji [11] 
 
V praksi se uporablja še Held-Karpov algoritem, ki je podoben prej opisanemu algoritmu z 
uporabo dinamičnega programiranja. Poleg »razveji in omeji« algoritma se uporablja še 
»razveji in razreži« algoritem (angl Branch-Cut). Vsem natančnim metodam je skupno to, 
da so primerne za manjše probleme z manj mesti. Za probleme z večjim številom mest 





2.2.2.2 Aproksimativne metode 
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Zaradi zelo omejene uporabe natančnih metod se večkrat poslužimo aproksimativnih 
oziroma hevrističnih metod ali algoritmov. [16] Natančnost aproksimativnih metod je 
definirana kot razmerje med razdaljo (v našem primeru časom vseh preskusov), izračunano 
s pomočjo aproksimativnega algoritma in optimalno razdaljo (časom). Razmerje 
označujemo z , ki predstavlja zgornjo mejo za najslabši mogoč izid. 
 (2.5) 
Vrednost zgornje meje  je enaka 1 ali več. Bližje, ko se pomikamo proti vrednosti 1, bolj 
učinkovito je algoritem uporabljen. Skoraj za vsak algoritem imamo podano razmerje  ali 
pa enačbo, ki je odvisna od števila mest, s katero izračunamo razmerje.  Na kratko bomo 
opisali nekaj aproksimativnih algoritmov, med katere spadajo interpolacijski algoritem 
(angl. Interpolation algorithm), algoritem najbližjega soseda (angl. Nearest-neighbour 
algorithm), Clark Wrightov algoritem (angl. Clark & Wright algorithm), r-opt algoritem, 
hibridni algoritmi in probabilistični algoritmi. Ti algoritmi predstavljajo osnovo za ostale 
novejše algoritme za reševanje tega problema. [7] 
 
Interpolacijski algoritem se razdeli na več različnih delov, ki uporabljajo različne 
interpolacijske kriterije. V splošnem algoritem uporabimo tako, da razdelimo obravnavana 
mesta na začetna in končna mesta. Vmes nato vstavljamo posamezna mesta, skozi katera 
moramo opraviti pot. Tako dodajamo mesta in izvajamo interpolacijo. Algoritem za 
interpolacijo lahko bazira na efektu zadnje interpolacije ( ), efektu minimalne 
interpolacije ( ) ali na drugih efektih, ki imajo še višja razmerja  
 
 
Slika 2.8: Rešitev PTP za 150 obravnavanih mest [7] 
 
Zelo razširjen je algoritem najbližjega soseda, pri katerem je vodilo sledenje lokalnemu 
optimumu, s katerim pridemo do globalnega optimuma. Pri tem algoritmu si izberemo 
katerokoli mesto za začetno mesto. Iz tega mesta pogledamo, do katerega mesta imamo 
najkrajšo pot in jo zabeležimo. Premaknemo se v izbrano mesto in ponovno poiščemo 
najkrajšo pot do kateregakoli sosednjega mesta. Ta postopek izvajamo tolikokrat, da se 
vrnemo nazaj v izhodišče. Razmerje  je za to metodo podano s spodnjo enačbo: 
 (2.6) 
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Ta metoda ponudi sprejemljiv rezultat pri kratkem času izračuna, kar je velikokrat 
pomembneje kot pa malenkostna odstopanja. Za izračun časa z notacijo veliki O se uporablja 
kvadratna funkcija . 
V praksi je zelo razširjen tudi algoritem r-opt. Ta algoritem je izboljšan iskalni algoritem, ki 
ga je razvil Lin leta 1965. Algoritem najprej naključno poišče eno izmed možnih poti 
obhoda. Ta pot seveda ni optimalna, saj se navadno poti med seboj križajo. R-opt algoritem 
v zanki križane poti preureja tako, da se med seboj ne križajo več in preveri, ali ta sprememba 
pripomore k iskanju krajše poti.  
 
Poznamo osnovni 2-opt algoritem, ki v eni iteraciji uredi dve poti. V praksi je znano, da se 
bolje izkaže algoritem 3-opt. Postopek urejanja se izvaja tako dolgo, dokler imamo v grafu 






Slika 2.9: Prikaz algoritma 2-opt [9] 
 
Hibridni algoritmi so sestavljeni iz več r-opt algoritmov in drugih optimizacijskih metod, ki 
nas z upoštevanjem robnih pogojev pripeljejo do optimalnejše rešitve. Hibridni algoritmi so 
natančnejši od samostojnih r-opt algoritmov, ampak porabijo za iskanje rešitve precej več 
časa. 
 
Vsi ti algoritmi so usmerjeni na iskanje lokalnih optimalnih poti oziroma iskanje optimalnih 
naslednjih mest. Zaradi tega se je evolucija algoritmov posvetila iskanju globalnega 
optimuma podanega grafa, kar pa je precej kompleksnejša naloga, saj smo spoznali, da z 
iskanjem lokalnega optimuma ni nujno, da pridemo do globalnega optimuma. 
 
Problem trgovskega potnika je primeren za našo nalogo, ampak se moramo zavedati 
omejitev in sicer, da bi lahko izdelali algoritem za razvrščanje preskusov le za posamezno 
preskuševališče. Ta metoda bi bila smiselna za določevanje najkrajše poti oziroma časa, da 
preskusimo vse preskušance na enem preskuševališču. To je seveda praktično neizvedljivo, 
saj moramo upoštevati delovnik in prioritete posameznih preskusov. Za upoštevanje teh 
pogojev bi morali precej prilagoditi metodo in sicer tako, da bi upoštevali veliko izjem in 
robnih primerov. Pri iskanju najkrajšega časa bi kmalu ugotovili, da se čas izračuna precej 
podaljša, če imamo veliko število preskušancev, saj s tem precej naraste število možnih 
kombinacij poti. Iz tega lahko zaključimo, da ta metoda ne bi bila primerna za razvrščanje 
celotnega urnika preskušanj, a bi bila primerna za določanje najkrajšega časa za izvedbo 
vseh preskusov na enem preskuševališču. 
 
 
Vhodni graf Ne optimizirana pot Optimizirana pot 
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2.2.3 Metodi CPM in PERT 
Metodi CPM in PERT spadata med metode mrežnega planiranja. Metoda CPM pomeni 
metoda kritične poti (angl. Critical Path Method), je deterministična metoda in je bila razvita 
v ZDA (leta 1957) za lažje načrtovanje gradenj in vzdrževanju velikih tovarn. Namenjena je 
tistim projektom, kjer se da dovolj točno oceniti čas trajanja posameznih aktivnosti. Pri tej 
metodi se morajo izpolniti čisto vse aktivnosti do zaključka projekta. Druga metoda, PERT, 
pomeni tehnika ocene in preverjanje programa (angl. Program Evaluation and Review 
Technique) in je bila razvita za potrebe ameriške mornarice leta 1958. Namenjena je 
projektom, kjer ne moremo določiti točnega časa aktivnosti, ampak ga lahko le ocenimo 
(upoštevanje verjetnosti). [13] 
 
PERT metoda je za razliko od CPM stohastična, kar pomeni, da časi niso točno določeni 
(upoštevamo raztros časa) in ni potrebno, da so do konca projekta izpolnjene vse aktivnosti. 
Kot rezultat dobimo optimistični in pesimistični čas in standardno deviacijo časa kritične 
poti. Za razliko od metode CPM s to metodo napovemo čas trajanja aktivnosti z neko 
verjetnostjo. Za vsako aktivnost se tako določijo optimistični, najverjetnejši časi in 
pesimistični čas. Pri metodi CPM pa se določa le začetne in končne čase aktivnosti. Obe 
metodi imata za cilj določitev kritične poti določenega projekta. Ta pot je definirana kot pot, 
ki izhaja iz prvega dogodka do zadnjega dogodka v projektu in ima najdaljši čas trajanja, saj 
vključuje vse kritične aktivnosti.  
 
Obe metodi se grafično ponazori. Vsaka aktivnost je predstavljena z enim vozliščem. Ta 
vozlišča so med seboj povezana z puščicami, ki predstavljajo odvisnost in čas trajanja 
posamezne aktivnosti. Nato izračunamo začetne in končne čase posameznih aktivnosti ter 
določimo kritično pot. Na koncu lahko vse aktivnosti oziroma kritično pot prikažemo v 
časovnem diagramu, ki ga imenujemo Gantogram. Prav tako lahko razporedimo stroške in 
potrebno delovno silo na posameznih aktivnostih. Ti dve metodi sta osnova mrežnega 
planiranja. Poznamo še več metod za reševanje teh problemov, a je velika večina metod 
izpeljank iz CPM in PERT. 
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Za obe metodi je skupno, da moramo najprej sestaviti listo aktivnosti (v našem primeru 
preskusov). Nato moramo vsem aktivnostim dodeliti odvisnosti oziroma zaporednost in 
vzporednost izvajanja posameznih aktivnosti. S tem določimo, katere aktivnosti se morajo 
izvajati pred začetkom naslednjih aktivnosti. To storimo v obliki matričnega zapisa, kjer se 
sprašujemo ali je aktivnost začetna ali končna, ali se mora začeti pred/za opazovano 
aktivnostjo in ali je odvisna od drugih aktivnosti. Glede na ta zaporedja se sestavi mrežni 
diagram, kot je prikazan na sliki zgoraj. Za sam izris imamo točno določena pravila, ki se 
jih moramo držati za izvajanje metod mrežnega planiranja.  Na sliki 2.10 vidimo nek primer, 
rešen s PERT metodo z desetimi dogodki. Povezave predstavljajo aktivnosti z zapisano 
dolžino (čas, stroški, osebje …). Odebeljene puščice predstavljajo rezultat kritično pot. 
 
Na spodnji sliki sta prikazana simbola posameznih dogodkov v mrežnih diagramih. V te 
simbole vpisujemo identifikacijsko številko dogodka  (imamo pravila številčenja 
dogodkov), časa najzgodnejšega ( ) in najkasnejšega (
)  nastopanja dogodka. Pri metodi PERT, v spodnjo četrtino simbola vpisujemo še 
časovni interval med najzgodnejšim in najkasnejšim rokom nastopanja dogodka, ki mu 
pravimo drsenje (angl. Shift) in ga označimo . 
 
 
Slika 2.11: Prikaz oznak v simbolih dogodkov (levo CPM, desno PERT) [13] 
 
Najzgodnejše čase določamo progresivno, kar pomeni, da gremo od prvega dogodka do 
sosednjih in jim vpišemo čas konca prve aktivnosti kot začetek nastopanja drugega dogodka. 
V primeru, da lahko do opazovanega dogodka pridemo z več aktivnostmi, vpišemo tisti čas, 
ki je krajši. Najkasnejše čase izvedbe določamo retrogradno, kar pomeni da zapišemo končni 
najdaljši čas in se podobno kot prej vračamo nazaj do začetnega dogodka. Razlika je v tem, 
da sedaj v primeru več aktivnosti, ki privedejo do istega dogodka, vpisujemo kasnejši čas. 
Časovne intervale drsenja določamo kot razliko najzgodnejšega in najkasnejšega možnega 
nastopanja začetka aktivnosti. Če je ta razlika enaka nič, se mora ta dogodek začeti izvajati 
takoj po koncu prejšnje aktivnosti. Če je razlika večja od nič, se more dogodek zgoditi 
kadarkoli znotraj intervala drsenja. 
 
Z določitvijo vseh najzgodnejših in najkasnejših časov začetka dogodka (in intervalov 
drsenja) določimo kritično pot. To določimo tako, da povežemo tiste dogodke, katerih 
najzgodnejši in najkasnejši časi so enaki nič. To predstavlja kritično pot zato, ker z 
zamujanjem pri teh aktivnostih takoj vplivamo na zamudo na celotnem projektu. 
 
Po določanju vseh časov in kritične poti, je priročno prikazati potek projekta v diagramu, ki 
ga imenujemo ganttogram. Henry Laurence Gantt je bil ameriški inženir strojništva. V času 
prve svetovne vojne je zaslovel z zasnovo svojih diagramov, ki jih je uporabljal za 
primerjavo med načrtovano in realizirano proizvodnjo. Svojo teorijo diagramov je predstavil 
leta 1918 na letnem zboru ameriškega združenja strojnih inženirjev. Sodobni ganttogrami, 
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ki so splošno uveljavljeni v načrtovanju projektov, so samo poenostavljeni originalno 
zamišljenega ganttograma. 
 
Na abscisni osi ganttograma imamo čas trajanja projekta (navadno v delovnih dneh ali 
tednih), na ordinati pa so prikazane aktivnosti. Ganttogram izrišemo s pomočjo mrežnega 
diagrama, pri tem pa moramo upoštevati vse preseke, ki predstavljajo drsenje. 
 
Slika 2.12: Primer Ganttograma [13] 
 
Če preslikamo ti dve metodi na naš problem, vidimo, da bi praktično brez težav rešili naše 
razporejanje. Vsako preskus bi predstavljal eno vozlišče. S povezavami, bi prikazali 
odvisnosti in bi nato s pomočjo kritične poti določili zaporedje posameznih preskusov. Pred 
vsako aktivnost bi lahko dodali še eno aktivnost, ki bi predstavljala čas menjave vpenjal 
preskušancev za menjanje med posameznimi tipi preskušanja. Z upoštevanjem raztrosov pri 
metodi PERT bi lahko določili še najbolj optimistične in pesimistične čase preskušanj. 
Pomanjkljivost teh metod se pojavi pri obravnavanju več preskusov, saj bi ponovno morali 
sami razdeliti, kateri preskusi se lahko izvajajo na posameznih preskuševališčih. Druga 
pomanjkljivost pa je ta, da ne moremo enostavno opisati, kateri preskus je bolj pomemben 
in kateri ne (ne moremo upoštevati Eisenhowerjeve matrike). 
 
2.2.4 Modeli za načrtovanje poteka proizvodnje 
Modeli za načrtovanje poteka proizvodnje so namenjeni razvrščanju dela oziroma aktivnosti 
glede na posamezne operacije (delovna mesta). Te operacije so običajno izvedene na 
obdelovalnih strojih ali sestavljalnih (montažnih) linijah. Te metode se poleg usmerjanja 
materialnega toka ukvarjajo tudi z razporejanjem delavcev glede na delovno mesto in glede 
na izmeno. Z enakimi metodami se upravlja tudi promet na letaliških stezah. O širini 
uporabnosti teh metod govori tudi dejstvo, da so uporabljene  za načrtovanje dobaviteljske 
verige, za rezervacijske sisteme (avtomobili) ali za razporejanje pacientov in osebja po 
ambulantah. [15] 
 
Vsaka aktivnost potrebuje določeno prioriteto v celotni izdelovalni verigi. Poznati moramo 
začetni in končni čas aktivnosti. Cilji teh metod so lahko minimiziranje časa za izvedbo vseh 
aktivnosti, izvedba maksimalnega števila aktivnosti do določenega časa, itd. Program, ki 
uporablja te metode in je dostopen za akademske namene se imenuje LEKIN. V njem se 
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Najbolj osnoven model za načrtovanje proizvodnje je model, ki se osredotoči na en stroj 
(angl. Single Machine Models). Veliko proizvodnih obratov, kjer za opravljeno delo ni 
potrebno veliko aktivnosti oziroma postopkov do končnega izdelka, uporablja te modele. Če 
imamo proizvodnjo z več zaporednimi proizvodnimi stroji (delovnimi mesti) in se na enem 
delovnem mestu pojavi ozko grlo, le-to določa učinkovitost celotnega sistema. Zaradi tega 
te metode predvidevajo razporejanje dela najprej na mestu, kjer se pojavi ozko grlo. Ko se 
uredi razpored dela na tem mestu, se razporejanje dela nadaljuje po operacijah proti začetku 
in še proti koncu sistema. Ker razporejanje operacij skozi celoten sistem omejimo na eno 
ozko grlo in posledično na eno obdelovalno napravo ali delovno mesto, imenujemo te 
modele »Single Machine Models« (modeli posameznih strojev). 
 
Ti modeli so bili podrobno preučeni pod različnimi pogoji in z različnimi ciljnimi 
funkcijami. Rezultat je zbirka pravil, ki so navadno enostavna za implementacijo v sistem in 
v večini primerov ponudijo optimalno rešitev. Najpogostejši pravili sta pravilo 
najzgodnejših rokov (angl. Earliest Due Date first (EDD)) in pravilo najkrajših proizvodnih 
časov (angl. Shortest Processing time first (SPT)). Prvo pravilo razporedi aktivnosti po 
vrstnem redu glede na rok izvedbe. To pravilo je namenjeno minimizaciji največje možne 
zakasnitve vseh aktivnosti. Drugo pravilo se izkaže pri minimizaciji povprečnega števila še 
neizvedenih aktivnosti. 
 
Nekoliko večji proizvodnji obrati imajo velikokrat za izvajanje ene operacije več vzporednih 
naprav (npr. obdelovalnih strojev). Tako dobimo skupek vzporednih delovnih mest oziroma 
obdelovalnih strojev. Vzporedna delovna mesta ali naprave so običjano identična 
(enostavnost upravljanja, lažje zagotavljanje enake kvalitete izdelkov), zato so lahko 
aktivnosti izvedene na katerikoli prosti napravi. Hitro se pojavijo razlike med navidezno 
identičnimi stroji (starost, vzdrževanje, obraba), zato moramo ta faktor upoštevati pri 
načrtovanju. Tudi v tem primeru učinkovitost celotnega sistema narekuje ozko grlo na enem 
izmed mest. Razlika z enojnim strojem je v tem, da imamo tukaj več vzporednih strojev, ki 
predstavljajo ozko grlo. Za reševanje teh problemov imamo na voljo modele vzporednih 
strojev (angl. Parallel Machine Models). Te modeli obravnavajo samo vzporedne stroje na 
eni operaciji.  
 
Če imamo zaporedno več operacij in velik obseg dela, moramo povečati kapacitete na več 
operacijah. Torej imamo na zaporednih operacijah vzporedne naprave in delovna mesta. V 
tem primeru gredo lahko izdelki od prve do zadnje operacije preko več različnih poti, a so 
na koncu vsi izdelki enaki. Ko se na nekem izdelku konča določena operacija, se ta prestavi 
v čakalno vrsto za naslednjo operacijo. Ta operacija se lahko izvede na kateremkoli prostem 
delovnem mestu. Če imamo med operacijami zagotovljen ustrezen materialni tok, potem se 
ozko grlo posameznih delovnih mest ne pozna. V tem primeru uporabo modele za 
razporejanje materialnega toka v delavnicah (angl. Flow Shop Models). 
 
Kot nadgradnja teh modelov imamo na voljo tako imenovani fleksibilni model. Ta model 
omogoča, da razporedimo materialni tok mimo določene operacije, če ta ni potrebna (npr. 
dodatna kontrola). Na sliki spodaj imamo primer modela »Flow Shop Model«. 
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Slika 2.13: Primer modela zaporednih operacij z več vzporednimi delovnimi mesti (»Flow Shop 
Models«) [15] 
 
Za načrtovanje in razporejanje proizvodnje imamo na voljo še eno skupino modelov in sicer 
tako imenovane »Job Shop Models«. Ti modeli so namenjeni načrtovanju delavnic, kjer dela 
nimamo enakega tako kot v proizvodnji, ampak se delo spreminja od projekta do projekta. 
V tem primeru ima lahko materialni tok različne poti, saj vsak izdelek ne potrebuje enake 
obdelave (to je glavna razlika z modeli, opisanimi v prejšnjem odstavku). 
 
Osnovna ideja enostavnejših modelov je predpostavka, da gre lahko izdelek skozi celoten 
proces samo enkrat na določeno obdelovalno mesto. Kompleksnejši modeli omogočajo 
ponavljanje enakih operacij, kar dodatno zakomplicira materialni tok. Iz vidika 
kombinatorike problema, je najbolj kompleksen fleksibilni sistem z omogočenim 
ponavljanjem operacij. Shematski prikaz poteka materialnega toka modelov »Job Shop« je 
prikazan na sliki spodaj. 
 
 
Slika 2.14: Primer modela »Job Shop Models« [15] 
 
Zgoraj opisani modeli spadajo v teorijo grafov. Gre za posebne primere, ki so široko 
uporabljeni in se rešujejo z različnimi algoritmi. Cilj rešitve teh algoritmov je iskanje kritične 
poti (enako kot pri CPM), ki nam poda najkrajši čas, v katerem bomo obiskali vsa delovna 
mesta z materialnim tokom od začetka do konca. Vsaka aktivnost mora imeti določene 
natančne čase trajanja posameznih obdelav. Imeti moramo tudi točno določene zmogljivosti 
posameznih delovnih mest. Glede na te podatke algoritmi minimalizirajo čase med 
operacijami in materialne poti skozi celoten sistem. Pri tem se upoštevajo razna pravila kot 
sta EDD in SPT. Ciljna funkcija je pri teh modelih v večini primerov iskanje minimalnih 
stroškov. 
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Če preslikamo te modele na naš problem, vidimo, da je naš problem precej podoben modelu 
razporejanja materialnega toka znotraj delavnice, kjer se lahko operacije ponavljajo. Mi 
moramo namreč razporediti naše preskuse (materialni tok) na več delovnih mest 
(preskuševališč). Operacije se v našem primeru lahko ponavljajo, saj lahko en tip preskusov 
izvajamo na enem preskuševališču ali na več hkrati.  
 
Reševanje takih problemov se rešuje s pomočjo dinamičnega programiranja in dodanimi 
omejitvami in robnimi pogoji. Najvažneje je upoštevanje pravil kot smo jih že opisali (SPT 
in EDD) in robnih pogojev posameznih delovnih mest (zmogljivosti). Reševanje se izvaja 
iterativno in sicer s sprotnim dopolnjevanjem in iskanjem kritične poti. Ta način 
programiranja z omejitvami oziroma pravili smo uporabili tudi pri izdelavi našega algoritma. 
Tudi z njim namreč razporedimo preskuse od najkrajšega do najdaljšega in jih nato 
razporejamo na preskuševališča. 
2.2.5 Algoritmi za gnezdenje izdelkov 
V sodobnem inženiringu se pogosto uporabljajo algoritmi za gnezdenje raznih oblik v 1D, 
2D in 3D prostoru. Najpogostejši primer uporabe teh algoritmov je za razporejanje 
pločevinastih izdelkov na osnovno pločevino tako, da bomo imeli po razrezu čim manj 
odpadka. Osnovna ideja je torej minimizirati odvečni prostor z namenom maksimiranja 
uporabnega prostora. Pri tem moramo upoštevati razne robne pogoje in omejitve. 
 
Na prvi pogled se zdi uporaba teh algoritmov nepovezana z našim primerom. Če pogledamo 
podrobneje, se naš problem da enostavno preslikati na algoritme gnezdenja. Prostor, ki ga 
želimo izkoristiti v našem primeru ni površina pločevine ali prostornina nekega materiala, 
ampak je preprosto delovni teden, ki si ga predstavljamo kot neko 2D površino. Delovni 
teden vsebuje robne pogoje, to je drugačno upoštevanje vikendov, in omejitve, to je začetek 
in konec delovnega časa. Elementi, ki jih moramo razporediti v našem primeru so posamezni 
preskusi. Različne dolžine testov bi si predstavljali v različno velikih pravokotnikih.  
 
Raziskali smo, da se ti algoritmi v praksi ne uporabljajo za aplikacije kot je naša, saj so težje 
za realizacijo in nadaljnjo uporabo generiranih podatkov. Težava se pojavi tudi pri 
generiranju vhodnih podatkov, saj jih moramo prikazati kot neko geometrijo.  
 
 
Slika 2.15: Prikaz algoritma za gnezdenje [17] 
 
Slika zgoraj prikazuje primer razporeditve različnih izdelkov na osnovni material s pomočjo 
algoritma gnezdenja. 
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2.3 Statistična obdelava podatkov 
Znano je, da je za preračunavanje zanesljivosti in časov do okvare za določeno verjetnost 
zelo priročno računati s pomočjo Weibullovega modela porazdelitve verjetnosti. Zato smo 
se tudi mi odločili, da bomo rezultate fizičnih preskusov ovrednotili z Weibullovim 
modelom. 
 
Waloddi Weibull je predstavil svojo porazdelitev leta 1951, ampak se njeni zametki začnejo 
pojavljati že v dvajsetih letih prejšnjega stoletja. Njegovo teorijo je dopolnjevalo več kot sto 
drugih znanstvenikom in skupaj jim je uspelo oblikovati končno obliko, ki je presegla vsa 
pričakovanja. Uspelo jim je oblikovati porazdelitev, s katero lahko popišemo vse vrste 
porazdelitev, od eksponentne do normalne. [18] 
 
Enačba porazdelitve gostote verjetnosti je definirana z dvema parametroma β in η. Parameter 
β je parameter oblike. S tem parametrom popisujemo, ali je porazdelitev simetrična ali 
nagnjena v levo in desno stran. Če je parameter β enak ena, popisujemo eksponentno 
funkcijo. Parameter η je parameter velikosti opazovane porazdelitve. Za določevanje teh 
dveh parametrov uporabljamo več metod. Najbolj razširjeni sta metoda medialnih rangov in 
metoda maksimalne verjetnosti. Metoda medialnih rangov določi parametra s pomočjo 
linearne regresije. Druga, metoda maksimalne verjetnosti, pa pomaga poiskati prava 
parametra numerično, saj je nemogoče poiskati analitično rešitev. Spodnja enačba prikazuje 
enačbo Weibullove gostote porazdelitve verjetnosti: 
 (2.7) 
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Zgornja slika prikazuje vpliv spreminjanja parametra oblike na funkcijo gostote porazdelitve 
verjetnosti. Razvidno je, da lahko popišemo eksponentno funkcijo, če je parameter enak ena. 
Pri parametru oblike v vrednosti okrog 3,6 se precej približamo normalni porazdelitvi. 
 
 
Slika 2.17: Prikaz vpliva parametra velikosti η na obliko gostote porazdelitve verjetnosti [18] 
 
V našem algoritmu bomo razporejali čase dinamičnih preskusov. Ti časi bodo v prvi iteraciji 
pridobljeni s pomočjo programskega paketa za numerično simuliranje utrujanja FEMFAT. 
Da bomo lahko natančneje predvideli čase, moramo upoštevati raztrose preskusov. Ta 
raztros bi lahko upoštevali na več načinov, a smo se odločili, da ga bomo popisali z 
Weibullovo porazdelitvijo. 
 
Za smiselno rešitev moramo imeti vsaj 3 rezultate posamezne skupine preskusov. Več kot 
jih imamo, natančneje bomo popisali porazdelitev s parametroma oblike in velikosti. S 
pridobljeno Weibullovo funkcijo gostote porazdelitve verjetnosti bomo nato izračunali čas, 
pri katerem bo zagotovo porušenih 55% odstotkov vseh preskušancev. S tem časom bomo 
nato natančneje izračunali čase do okvare in ponovno sestavili urnik preskusov. 
 
Za čas pri katerem bo odpovedalo 55% preskušancev, smo se odločili, ker smo na ta način 
na varni strani (popoln scenarij je, da se vsi preskusi končajo pri 50% brez raztrosa). Če bi 
vzeli višji odstotek bi bili bolj na varni strani z napovedano dolžino preskusa, ampak bi se 
hitro zgodilo, da bi bil preskus dokončan prej, kar pomeni, da bi bilo preskuševališče dlje 
časa neizkoriščeno, saj je naslednji preskus planiran precej kasneje - to pa ni več optimalna 
izkoriščenost stroja. 
 
Za določitev parametrov  Weibullove dvoparametrične porazdelitve smo uporabili metodo 
momentov, ki jo je definiral Menon. V tej metodi gre za oceno parametrov Weibullove 
porazdelitve s pomočjo povprečja in standardne deviacije za vzorec. Iz literature smo 
razbrali, da dobimo določena odstopanja, ampak so relativno nizka in povsem primerna za 
naše potrebe. Za pravilno pridobljena parametra moramo rezultate preskusov upoštevati kot 
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Kjer je   izračunan kot standardna deviacija za vzorec časov do okvare: 
 (2.10) 
Parameter velikosti η je izračunan s spodnjo enačbo, kjer  predstavlja povprečje vzorca 
časov do okvare: 
 (2.11) 
Ko imamo definirana parametra Weibullove porazdelitve, lahko izračunamo vrednost pri 
določeni verjetnosti p (v našem primeru je verjetnost za katero iščemo vrednost enaka 0,55):  
 (2.12) 
Opisana Menonova metoda momentov je namenjena oceni parametrov porazdelitve. Ta 
teorija je izpeljana s pomočjo simulacije Monte Carlo, ki simulira dogajanje pri večkratnem 
simuliranju vzorca. Čeprav je Menonova metoda zelo enostavna, ima relativno nizko 
napako, ki pa ni kritična za našo uporabo. Mi namreč ne potrebujemo zelo natančnega časa 
za razporejanje, saj moramo upoštevati raztros časov do porušitve. Z večjim številom 






3 Program za načrtovanje dinamičnih 
preskusov 
Po pregledu metod in algoritmov, ki so namenjeni planiranju raznih aktivnosti, smo se lotili 
izdelave lastnega algoritma za namensko planiranje preskusov dinamičnega preskušanja. 
Kot smo že omenili, je pri tem planiranju kar nekaj posebnosti, zaradi katerih opisani 
algoritmi niso primerni. Po pregledu in analizi teoretičnih algoritmov in metod, smo opazili, 
da je najlaže uporabiti algoritme iz teorije grafov, saj imamo poseben primer problema 
trgovskega potnika. 
 
V tem poglavju bomo podrobno opisali izdelani program od začetnega vnosa podatkov naših 
preskusov, logiko algoritma, do samega izpisa in interpretacije rezultatov. Preden lahko 
začnemo opisovati program, bomo opisali uporabljeni visokonivojski jezik Python, ki smo 
ga uporabili za izdelavo programa. 
 
V nadaljevanju bomo podrobno opisali, kako moramo strukturirati vhodne podatke in jih 
zapisati v datoteko .csv, da jih lahko algoritem nato samostojno uporabi za razporejanje 
preskusov. V tem delu se bomo posvetili tudi funkcijam, ki potekajo v ozadju, da pridobimo 
čas preskusa iz faktorja poškodbe, ki ga pridobimo iz programa za simuliranje dinamičnih 
preskusov FEMFAT. 
 
V drugem delu bomo podrobno opisali delovanje algoritma od generiranja posameznih 
preskusov naprej. V tem delu bo prikazana tudi struktura delovnega tedna, ki je ključna za 
uspešno razporejanje preskusov v delovni teden, saj tako upoštevamo vpliv delovnika 
upravljalca. Prikazali bomo tudi robne pogoje, ki razvrščajo dinamične preskuse. 
 
V zadnjem delu opisa algoritma se bomo posvetili formulaciji izpisa, ki je primeren za 
nadaljnje obravnavanje. Prikazali bomo tudi iterativno popravljanje oz. izpopolnjevanje 
programa z vnašanjem rezultatov fizičnih preskusov upoštevanjem Weibullove porazdelitve 
verjetnosti. 
 
Prikazali bomo še analizo robustnosti programa (preskusi različno velikih vzorcev) in hitrost 
preračunov urnika. Za konec pa sledi še prikaz uporabe na realnem primeru.  
 




Slika 3.1: Splošni diagram poteka algoritma in uporabe programa 
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Zgornja slika predstavlja diagram poteka našega programa od pridobivanja vhodnih 
podatkov in končnega izpisa rezultatov s pomočjo algoritma v obliko, ki je primerna za 
uporabnika in nadaljnjo uporabo. Na diagramu je razvidno, na katere elemente ima vpliv 
uporabnik in na katere nima. Uporabnik mora samostojno pripraviti analizo faktorjev 
poškodb v programskem paketu FEMFAT. V tem delu je priporočljivo upoštevanje 
diagrama na sliki 2.5, kar pripomore k hitrejšemu in natančnejšemu določevanju prvega 
urnika. 
 
Znotraj območja, označenega s črtkano črto, je območje, kjer uporabnik ne more posegati, z 
izjemo vnosa podatkov o začetnem dnevu izvajanja preskusov ter začetka in konca 
delovnega dne. Na diagramu je prikazana zanka, preko katere vnašamo vrednosti fizičnih 
preskusov in s pomočjo statistične analize, ki smo jo opisali v teoretičnem delu, skozi 
iteracije izpopolnjujemo urnik. 
 
V naslednjem poglavju bomo opisali programski jezik, ki smo ga izbrali za uporabo pri 
izdelavi našega programa in nato nadaljevali s podrobnim pregledom elementov diagrama 
poteka programa za določanje urnika dinamičnih preskusov z omejenim številom 
preskuševališč. 
 
3.1 Programski jezik Python 
Za izdelavo programa in implementacije našega algoritma smo izbrali visokonivojski jezik 
Python z visokim nivojem abstrakcije. Razvoj programskega jezika Python sega v sredino 
osemdesetih let prejšnjega stoletja, ko je največji prispevek h konceptu jezika dodal Guido 
van Rossum, član nacionalnega raziskovalnega inštituta za matematiko in računalniške 
znanosti. Prva različica Python 0.9.0 je izšla leta 1991 in je že predstavljala obris objektnega 
programiranja kot ga poznamo sedaj. Leta 2000 je izšla različica 2.0 in nato leta 2008 
različica 3.0, katero smo uporabili tudi mi za izdelavo našega programa s pomočjo 
objektnega programiranja. [20, 21]   
 
Prednost programskega jezika Python je ta, da je odprtokoden in imamo posledično dostop 
do velikega nabora knjižnic, ki jih lahko uporabimo za hitrejše in enostavnejše 
programiranje. V našem programu smo uporabili knjižnico »CSV« za hitrejšo in lažjo 
implementacijo branja in pisanja v datoteke .csv in knjižnico »Numpy«, s katero enostavno 
operiramo z numeričnimi vrednostmi (matematične funkcije, razporejanja itd.). Poleg teh 
knjižnic smo sestavili svoje funkcije in razrede, katere smo enostavno uporabili v končnem 
programu po pravilih objektnega programiranja. [22] 
 
Za enostavnejše programiranje smo programirali v prosto dostopnem integriranem 
razvojnem okolju ali IDE (angl. Integrated Development Environment) PyCharm 2020 z 
uporabo programskega jezika Python. To razvojno okolje omogoča hitrejše programiranje, 
saj nudi samodejno predlaganje funkcij in sintaks ter hitro pomoč. Prednost je tudi v 
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3.2 Definicija vhodnih podatkov 
V tem poglavju bomo obravnavali strukturiranje vhodnih podatkov, ki jih mora uporabnik 
vnesti v datoteko .csv tako, kot smo podali pravila, da lahko algoritem samodejno obdela 
podatke in generira posamezne preskuse. 
 
Zaradi boljše preglednosti in lažjega strukturiranja vhodnih podatkov, smo se odločili, da 
bomo izdelovali vhodno tabelo s pomočjo programa Excel. Lahko uporabimo katerikoli 
drugi tabelarični urejevalnik ali beležnico, kjer podatke ločujemo z vejico. Naš program 
lahko bere .csv datoteke, ki so ločene z vejico (,) ali s podpičjem (;). 
3.2.1 Zapisovanje vhodnih podatkov v datoteko .csv 
Po pridobitvi faktorjev poškodb iz programa za simuliranje dinamičnih preskusov FEMFAT, 
moramo faktorje ustrezno podati v tabelarični obliki. Navodila za zapisovanje podatkov v 
tabelo se izpišejo vedno, ko zaženemo naš program. Spodaj so prikazana navodila za 
vpisovanje podatkov v delovni zvezek v programu Excel: 
 
»Podatke za uvoz v program moramo podati v datoteki .csv, ki jo najlažje izdelamo 
s pomočjo programa EXCEL (ali drugim primernimi urejevalnikom tabel), kjer zvezek 
shranimo kot .csv datoteko (Shrani kot -> CSV (ločeno z vejico)), priporočljivo v formatu 
UTF-8 (upoštevanje šumnikov).« 
 
»Datoteko moramo obvezno shraniti v mapo, v kateri je program. Za avtomatsko 
klicanje imena datoteke odpremo datoteko »inputname.cfg« (konfiguracija) in vpišemo ime 
datoteke (npr. test.csv) ter shranimo. Rezultati se shranjujejo v mapo Izhodi.« 
 
V besedilu zgoraj opazimo datoteko za avtomatsko klicanje imena datoteke. Datoteko 
»inputname.cfg« odpremo s pomočjo beležnice in vanjo vpišemo ime datoteke, v katero smo 
predhodno vnesli podatke o nekem preskušanju. S tem pospešimo iterativno dopolnjevanje 
vhodne datoteke, da se izognemo vsakokratnemu vpisovanju imena vhodne datoteke v 
konzolo programa. Za osnovnimi navodili sledijo navodila za vpisovanje preskusov: 
Preglednica 3.1: Navodila za vpisovanje osnovnih podatkov o setu preskusov v datoteko .csv  
Oznaka celice Potreben vnos podatkov v celico 
Celica A1 Ime preskuševalca (npr.: Janez Novak) 
Celica B1 Datum začetka testiranja (npr.: 10. 03. 2020) 
Celica C1 Ime preskušanja (npr.: Preskušanje zvarov) 
Celica D1 Začetek delovnika - ura (npr.: 8) 
Celica E1 Konec delovnika - ura (npr.: 16) 
Celica F1 Začetni dan (npr. ponedeljek) 
Celica G1 Število ciklov, glede na katere se računa poškodba v programu FEMFAT  (privzeto: 100000) 
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V preglednici 3.1 smo prikazali podatke, ki jim moramo vpisati v točno določene celice. Ti 
podatki predstavljajo osnovne podatke, ki so namenjeni boljši preglednosti in sledenju 
preskusom. V teh podatkih sta pomembni informaciji začetek in konec delovnika, saj glede 
na to strukturiramo kasneje delovni teden. Za število referenčnih ciklov, glede na katere se 
izračuna poškodba v programu FEMFAT, je privzeta vrednost sto tisoč ciklov. V 
nadaljevanju bomo pokazali, kje v izračunu se upošteva in kaj pomeni. 
Preglednica 3.2: Navodila za vpisovanje podatkov o posameznih preskusih v datoteko .csv  
Oznaka stolpca Potreben vnos podatkov v stolpec 
Stolpec A Ime testa (npr.: Dynamic A) 
Stolpec B Faktor poškodbe iz programa FEMFAT z decimalno piko (npr.: 0.243) 
Stolpec C Število preskušancev pri posameznem testu (npr.: 5) 
Stolpec D Frekvenca preskušanja na preskuševališču v Hz (npr.: 10) 
Stolpec E Prioriteta n (nujno) ali p (pomembno), kjer je p 1 točka,  n je 2 točki  in n p 3 točke. Prazno pomeni, da preskus nima posebne prioritete (0 točk) 
Stolpec F Imena strojev, na katerih se lahko izvaja preskus (npr.: Stroj_A Stroj_B) 
Stolpec G in 
naprej Rezultati dejanskih testov v ciklih (n) 
 
Zgornja preglednica že prikazuje specifične informacije o obravnavanih preskusih. 
Frekvenco preskušanja bomo predstavili v naslednjem poglavju, kjer bomo prikazali 
strukturiranje posameznih preskusov znotraj algoritma. V stolpec E vpisujemo, ali je ta 
skupina preskusov nujna, pomembna ali pa oboje hkrati. To vpisujemo zaradi upoštevanja 
Eisenhowerjeve matrike, ki smo jo že opisali v teoretičnih osnovah. Z upoštevanjem pravila 
Eisenhowerjeve matrike ima uporabnik precej večji vpliv na razporejanje preskusov. 
 
 
Slika 3.2: Začetna stran programa za razvrščanje dinamičnih preskusov 
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Na sliki zgoraj je prikazano prvo okno ob zagonu našega programa. Na tem oknu so podana 
vsa navodila za sestavo .csv datoteke v programu Excel. Opisano je tudi, kako moramo 
shraniti datoteko, da jo bo program uspešno prebral. Na koncu sledi vprašanje, ali želimo 
ročno vnesti ime datoteke, v kateri so podatki za razporejanje, ali želimo uporabiti ime 
datoteke, ki smo ga vpisali v konfiguracijsko datoteko »inputname.cfg«. Po zaključku 
izdelave vhodne datoteke mora zapis izgledati enako kot je prikazan na vzorčnem primeru 
na spodnji sliki: 
 
 
Slika 3.3: Vzorčni primer izpolnjevanja vhodnih podatkov  
 
Na sliki zgoraj je prikazan vzorčni primer izpolnitve tabele vhodnih podatkov v programu 
Excel. V stolpcu G in desno od njega so podani rezultati fizičnih preskusov dinamičnih 
preskusov, ki se v programu preračunavajo v čas poškodbe s pomočjo enačb, ki smo jih 
predstavili v teoretičnem delu v poglavju o statistični obdelavi podatkov. Vrednost, ki jo 
upoštevamo za razporejanje, je izračunana za verjetnost 55% (2.12). V to enačbo algoritem 
vstavlja vrednosti, izražene v ciklih, tako kot smo jih vpisali v vhodno datoteko, in jih nato 
pretvori v ure, kot bo prikazano v naslednjem poglavju. 
 
Vsakemu preskusu je dodanih 0,25 ure oziroma 15 minut, ki so namenjene času menjave 
preskušanca ali vpenjal, pripravi preskusa in času pred zagonom. To vrednost se lahko 
spreminja v programu. 
 
3.2.2 Generiranje preskusov za razvrščanje v urnik 
Ko smo ročno vnesli vse zahtevane podatke, se prične konkretna uporaba algoritma. Najprej 
moramo podatke prebrati in jih ustrezno zapisati v slovar preskusov; s tem bomo generirali 
bazo vseh preskusov, kjer bo vsak posamezen preskus dobil identifikacijsko številko, po 
kateri bomo kasneje sortirali in na koncu razvrščali v tedenski urnik. Kot smo že omenili, 
lahko naš program bere .csv datoteke ločene z vejico ali podpičjem. Program ima vnesene 
nastavitve tako, da lahko bere in kasneje zapisuje šumnike (standard UTF-8). 
 
Na sliki 3.4 je prikazan diagram poteka, ki se izvede znotraj algoritma. Črtkana črta 
predstavlja mejo med vplivom uporabnika in samodejnim kreiranjem slovarja. Spodnji okvir 
s črtkano obrobo pa je že naslednji element, ki bo opisan kasneje. 
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Slika 3.4: Postopek generiranja slovarja preskusov  
 
Na koncu postopka dobimo naslednjo obliko zapisa posameznega preskusa: 
 
»{'id': 'Din B-ID-4', 'data': {'name': 'Din B', 'dmg': 0.23, 'numToTest': 
10, 'freq': 4.0, 'priority': 'n p', 'availableMachines': ['a', 'b']}, 
'prioLevel': 3, 'time': 27.256534760337402}« 
 
Zgoraj je primer izpisa enega preskusa iz slovarja preskusov. V primeru vidimo »id« Din-
B-ID-4, kar pomeni, da je ta preskus del preskusov z imenom Din-B, ki smo ga vnesli kot 
vhodni podatek. Identifikaciji program dopiše –ID-4, kar pomeni, da je to četrti fizični 
preskušanec za ta test. »data« prikazuje podatke, prepisane direktno iz vhodne datoteke. Ti 
podatki so ime, faktor poškodbe, število preskušancev, frekvenca preskušanja, prioriteta 
glede na Eisenhowerjevo matriko in razpoložljiva preskuševališča za obravnavani preskus. 
»prioLevel« je nivo prioritete, ki ga opisujemo od 1 do 3, odvisno od vnesene prioritete 
(obrazloženo v poglavju o vpisovanju podatkov v datoteko .csv). Kot zadnji parameter v 
slovarju je vpisan čas (»time«), ki predstavlja čas posameznega preskusa.  
 
Čas posameznega preskusa smo preračunali iz faktorja poškodb. Definicija faktorja poškodb 
je naslednja: 
 (3.1) 
V zgornji enačbi predstavlja  dejansko število obremenitvenih ciklov in  število 
obremenitvenih ciklov do kritične poškodbe. V programski paket FEMFAT smo vnesli 
referenčno število ciklov. To pomeni, da smo simulirali napetostno sliko (cikel), ki smo jo 
izračunali s statično analizo (Abaqus). Iz tega sledi, da je naše dejansko število ciklov  
enako 100000 ciklov. Nas torej zanima število ciklov do kritične poškodbe, ki predstavlja 
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vrednost na Wöhlerjevi krivulji za opazovano amplitudo napetosti. V programu FEMFAT, 
smo namreč morali podati točne materialne karakteristike. Iz tega sledi, da lahko izračunamo 
kritično število ciklov: 
 (3.2) 
Ko smo izračunali mejno število ciklov, ga moramo pretvoriti v čas, kar storimo s pomočjo 
frekvence, ki smo jo vnesli kot vhodni podatek za posamezen preskus. 
 (3.3) 
Z zgornjo enačbo smo tako izračunali čas posameznega preskusa iz poškodbe, ki smo jo 
izračunali z numerično simulacijo s programom FEMFAT. Naslednji korak je strukturiranje 
delovnega tedna in nadaljevanje z razvrščanjem in vstavljanjem slovarjev preskusov v 
delovni teden. 
 
3.3 Jedro algoritma 
Prišlo smo do poglavja, kjer že imamo izdelan slovar preskusov. V tem delu bomo najprej 
prikazali, kako poteka definicija ogrodja delovnega tedna. Ta funkcija se v programu izvaja 
pred sestavo slovarja preskusov, ampak smo sestavo slovarja predstavili v prejšnjem 
poglavju, ker je direktno vezana na vhodne podatke. 
 
Za definicijo delovnega tedna sledi prikaz razvrščanja in urejanja seznama preskusov. To 
moramo storiti zato, da lahko strukturirano in nadzorovano sestavljamo delovnik. Brez tega 
bi algoritem naključno izbiral preskuse in jih dodajal v delovnik. Po razvrščanju sledi še 
prikaz dodajanja preskusov v delovnik.  
 
3.3.1 Definicija delovnega tedna 
 
 
Slika 3.5: Postopek generiranja delovnega tedna  
 
Delovni teden se znotraj algoritma strukturira s pridobivanjem podatkov iz vhodne datoteke. 
Iz te datoteke algoritem prejme podatke o začetku in koncu delovnega dne. S pomočjo teh 
dveh podatkov bomo kasneje zapolnjevali delovni dan in učinkovito izkoristili čas med 
koncem delovnega dne in začetkom prihodnjega delovnega dne.
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Ta del smo sprogramirali s pomočjo razreda (angl. Class) po pravilih objektnega 
programiranja, ki smo ga poimenovali Teden. [24] V tem delu programske kode smo najprej 
določili ostanek dela dneva, ki je na voljo za preskušanje po koncu delovnega dneva. Na 
podoben način smo napisali še kodo za preračun prostega časa, ki je na voljo za testiranje 
čez vikend. V ta čas spadata dva polna dneva in pa ostanek petkovega delovnega dne. Ti 
ostanki so ključni za polnjenje delovnih dni in vikendov s preskusi, ki so dolgi. 
 
Zatem smo sestavili seznam Delovnik, v katerega dodajamo podsezname, ki vsebujejo 
podatke o dnevu, času delovnika in podatek o ostanku časa do konca dneva (čas vsebuje ure 
pred začetkom in po koncu delovnega dneva do polnoči). Za preverjanje smo dodali še 
kontrolo prostih dni. V primeru, da nam zmanjka prostih dni v tednu, nam program vrne 
napako, da naj preverimo vhodne podatke. 
 
V istem segmentu programske kode upoštevamo tudi možnost razdelitve preskusov na več 
preskuševališč. V tem trenutku se generira prazen delovni teden za vsako preskuševališče 
posebej.   
 
3.3.2 Razvrščanje preskusov pred dodajanjem v urnik 
Po strukturiranju praznega delovnega tedna lahko pričnemo z razporejanjem posameznih 
preskusov iz slovarja preskusov vpisovati v posamezen delovni teden. To bi lahko storili z 
dodajanjem naključnih preskusov na naključna mesta, a bi bil tak razpored vse prej kot 
optimalen. Za optimalen razpored moramo upoštevati pravila Eisenhowerjeva matrike, na 
katere lahko direktno vpliva uporabnik in na pravila dolžine delovnega dneva, katere ravno 
tako določi uporabnik. Pred razporejanjem moramo slovar preskusov razporediti glede na 
Eisenhowerjevo matriko, preskuševališče in dolžino delovnega časa. 
 
 
Slika 3.6: Postopek razvrščanja preskusov  
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Slika 3.6 prikazuje diagram poteka od slovarja, v katerem imamo shranjene vse preskuse, do 
naslednje operacije vstavljanja posameznih preskusov v delovni teden. Preskuse znotraj 
slovarja smo najprej razvrstili glede na pomembnost in nujnost kot nam narekuje 
Eisenhowerjeva matrika. Najvišjo vrednost imajo preskusi, ki so nujni in pomembni in so 
vredni tri točke. Nato sledijo preskusi, ki so nujni in so vredni dve točki. Na koncu so še 
preskusi, ki so pomembni ampak niso nujni. Ti so vredni eno točko. Odločili smo se, da je v 
našem primeru bolj pomembno prej izvesti nujne preskuse kot pa pomembne. Pomembni 
preskusi se izvajajo na dolgi rok in jih lahko za nekaj časa odložimo. Nujni preskusi so 
navadno tisti, ki jih moramo narediti zaradi kratkih rokov ali zaradi zunanjega kupca.  
 
S tem smo razporedili preskuse glede na Eisenhowerjevo matriko. Sedaj moramo 
prerazporediti preskuse tako, da vemo, kateri preskus se lahko preskuša na posameznem 
preskuševališču. Prednost našega algoritma je ta, da lahko določimo, da se določen tip 
preskusov opravlja na več preskuševališčih. To pomeni, da imamo pripravljene vpenjalne 
naprave za več preskuševališč. V tem delu razvrščamo preskuse glede na abecedni red imena 
preskuševališča (npr. A). V primeru možnosti preskušanja na več mestih, se ta preskus 
razvrsti za tiste preskuse, kateri se lahko preskušajo samo na enem mestu. Na primer 
preskusi, ki se izvajajo na A imajo prednost pred tistimi, ki se izvajajo na A in B. 
 
Ko smo razvrstili preskuse glede na nujnost in jih razdelili preskuševališčem, preostane samo 
še sortiranje glede na velikost preskusa. Sortirali smo jih od najdaljšega časa preskusa do 
najkrajšega. Sortiranje se izvaja s primerjanjem sosednjih dveh vrednosti.  
 
3.3.3 Dodajanje posameznih preskusov v delovnik 
Po strukturiranju praznega delovnega tedna v obliki seznama in razporejenih preskusih glede 
na vse parametre, je čas za pričetek zapolnjevanja praznih delovnih tednov. Diagram poteka 
zapolnjevanja delovnega tedna je prikazan na sliki Slika 3.7. 
 
Prazen teden v obliki seznama se pripravi za vsako preskuševališče posebej. Po zapolnitvi 
vsakega tedna se samodejno doda nov prazen teden, ki se po enakem postopku začne polniti. 
Prednost programa je ta, da se razporejanja izvajajo za vsa preskuševališča hkrati oziroma 
vzporedno, kar zelo pospeši sestavljanje urnika. 
 
Po inicializacija delovnega tedna, algoritem iz nabora preskusov poišče vse tiste, ki so 
primerni za to preskuševališče. Zaradi prejšnjega sortiranja imajo prednost tisti preskusi, ki 
se lahko izvajajo samo na enem preskuševališču. Začetni dan je določen z vhodno datoteko, 
ki smo jo že opisali. Sedaj algoritem izbere preskus iz nabora preskusov z najvišjo prioriteto 
(nujno in pomembno). Med temi preskusi izbere tistega, ki je krajši od delovnega dneva vsaj 
za pol ure (zaradi upoštevanja časov menjave orodij). Če je delovnik dolg osem ur, je lahko 
preskus dolg sedem ur in pol. Če takšnega testa ni na razpolago, algoritem vzame naslednji 
krajši preskus in ima še vedno najvišjo prioriteto. Če v našem naboru vhodnih podatkov 
nimamo nujnih in pomembnih preskusov, se algoritem pomakne en nivo nižje in privzame, 
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Slika 3.7: Diagram poteka razvrščanja preskusov v delovni teden  
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Sedaj smo vstavili v delovni dan prvi preskus. Idealno je, da bi bil preskus dolg osem ur in 
bi imeli skozi celoten delovni dan po en preskus in samo enkratno menjavanje in nastavljanje 
preskuševališča. V praksi temu seveda ni tako in so preskusi navadno precej krajši ali daljši.  
 
V primeru, ko je prvi preskus precej krajši od delovnega časa, moramo zapolniti vrzel do 
konca dneva z naslednjim krajšim preskusom, ki je še primerno dolg, da se izvrši do konca 
predvidenega delovnega časa. Naslednji preskus je enako kot prejšnji vzet iz najvišje 
prioritete. Če imamo pomanjkanje, se pomaknemo na nižji nivo in vzamemo preskus iz 
nižjega nivoja. V primeru, da so vsi preskusi daljši od delovnega dne, se izvajajo po vrsti 
glede na prioriteto in od najdaljšega proti krajšemu. 
 
Razporejanje preskusov poteka vedno od najdaljšega do najkrajšega. S tem imamo vedno na 
voljo krajše preskuse, ki so primerni za polnjenje vrzeli v posameznem dnevu. Na ta način 
se izognemo dolge čakalne dobe med samimi preskusi. 
 
Tako smo zapolnili en delovni dan. Ostali so nam preskusi, ki so daljši od na primer sedem 
ur in pol (odvisno od dolžine delovnega dne) in kratki preskusi, ki so namenjeni 
zapolnjevanju urnika. Če privzamemo, da smo do sedaj zapolnili delovni dan sedem ur in 
pol, pride na vrsto dolg test. Idealno dolg test je tisti, ki se bi končal natanko ob začetku 
prihodnjega delovnega dneva. Ker temu po navadi ni tako, vzamemo naslednji približek, ki 
ga lahko umestimo in bo trajal čim dlje, a ne predolgo. Dolžina mora biti krajša od ostanka 
časa do naslednjega delovnega dne. 
 
Tako ponavlja algoritem razporejanje preskusov skozi celoten delovni teden. Za vikend 
imamo čas za testiranje najdaljših preskusov. Čas imamo namreč od konca petkovega 
delovnika do začetka delovnega tedna v ponedeljek zjutraj. Če imamo na voljo še več 
preskusov, algoritem generira nov delovni teden in ponovno ponovi iterativni postopek 
zapolnjevanja delovnika. 
 
Kot že rečeno, se hkrati izvajajo razvrščanja za vse preskuse. Tisti preskusi, ki se lahko 
izvajajo na več preskuševališčih hkrati, se razvrstijo na tista preskuševališča, ki so prej 
gotova s preskušanjem preskusov, ki se morajo izvesti le na enem preskuševališču. V 
primeru, da nimamo preskusov, ki se morajo izvajati le na enem preskuševališču, ampak se 
lahko izvajajo na dveh ali več preskuševališčih, algoritem naključno razporedi preskuse na 
več preskuševališč. Seveda začne razporejati tiste, ki imajo najvišjo prioriteto in so najdaljši. 
 
Preglednica 3.3 prikazuje različne možnosti zapolnjevanja delovnega dne znotraj enega 
tedna. Razvidno je, da se najprej izvajajo nujni in pomembni preskusi, nato pa tisti z nižjo 
stopnjo prioritete. Najbolj tipičen primer razporejanja je prikazan v ponedeljek. Najdaljši 
preskus, ki ga lahko izvedemo znotraj enega dneva, je dopolnjen s krajšimi testi tako, da se 
zapolni delovni dan. Na koncu dneva sledi dolg preskus. Ker imamo dolg nujen in 
pomemben preskus, naslednji dan porabimo samo za tega. Enako bi bilo, če bi bil test tako 
dolg, da bi segal v naslednji delovni dan. V tem primeru, bi zapolnili ostanek delovnega 
dneva tako, kot je zapolnjen prikaz v ponedeljek. V nadaljevanju sledi razporejanje nujnih 
in pomembnih preskusov. Velikokrat se zgodi, da so znotraj enega dneva samo preskusi 
enega tipa, kot je v primeru prikazano za petek. Čez vikend sledi dolg test, ki je idealno dolg 
do ponedeljka zjutraj. Ta preskus se lahko konča tudi prej ali kasneje (npr. do sredine torka), 
kar ni priporočljivo, saj lahko pride do težav pri razporejanju ponedeljkovega razporeda.
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Preglednica 3.3: Grafični prikaz različnih možnosti zapolnitve delovnega tedna  
Ura Ponedeljek Torek Sreda Četrtek Petek Sobota Nedelja 
08:00 
6 ur (n,p) 
22 ur (n,p) 
4 ure (n) 
3 ure (n) 
1 ura (p) 
63 ur (n) 
09:00 1 ura (p) 
10:00 1 ura (p) 
11:00 
3 ure (n) 
1 ura (p) 
12:00 
2 uri (n) 1 ura (p) 
13:00 1 ura (p) 
14:00 1 ura (n,p) 
2 uri (n) 2 uri (n) 1 ura (p) 
15:00 1 ura (n,p) 
  
16:00 
14 ur (n,p) 15 ur (n) 15 ur (n) 17:00 
18:00 
 
3.4 Generiranje rezultatov in izpis v datoteko .csv 
Po strukturiranju seznamov, ki vsebujejo informacije o preskusih za posamezen delovni 
teden posebej in za vsak stroj, je potrebno pridobljene rezultate tudi ustrezno prikazati. 
Odločili smo se, da jih prikažemo na enak način kot vhodne podatke in sicer v tabelarični 
obliki v formatu .csv. Rezultate si lahko nato ogledujemo v programu Excel, v katerem 




Slika 3.8: Diagram poteka zapisovanja rezultatov v datoteko .csv  
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Pred začetkom zapisovanja rezultatov, se v glavo datoteke zapišejo podatki o preskuševalcu, 
datum in ime preskušanj. Potek zapisovanja rezultatov poteka iterativno. Najprej se 
strukturira zapis praznega tedna, ki smo ga definirali v seznam. Nato sledi zapisovanje 
rezultatov za posamezen dan. Najprej se z izpisov zapolni prvi teden za prvo preskuševališče. 
Nato sledi prvi teden za drugo preskuševališče in tako naprej, dokler ne zapišemo vseh 
preskusov, ki se izvajajo na vseh preskuševališčih. Naziv testa v rezultatih se zapiše v obliki 
»ime_testa-ID-zaporedna_številka_testa«. Na ta način imamo razvidno, katere vzorce smo 
že testirali in katerih ne. 
 
Rezultati se za hitri pregled izpišejo že v konzolo, v kateri se izvaja program. V tem načinu 
se nam izpiše preskus v obliki slovarja preskusov, katerega smo prikazali pri poglavju o 
generiranju vhodnih podatkov. V tem prikazu rezultatov dobimo tudi izpis časa, v katerem 
je algoritem strukturiral urnik. Prvi preskus je dodan dnevu DAN2, kar predstavlja sredo, ki 
smo jo navedli kot dan za začetek preskušanja. Na sliki spodaj je prikazan izrezek primera 




Slika 3.9: Prikaz izpisa rezultatov v konzoli za zagon programa  
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Slika 3.9 prikazuje izpisovanje rezultatov v konzolo, s katero upravljamo program. Ta način 
prikazovanja je priročen predvsem za hiter vpogled v rezultate algoritma. Zatem lahko takoj 
popravimo vhodno datoteko in ponovno zaženemo program brez nepotrebnega odpiranja 
rezultatov v urejevalniku tabel (npr. Excel). Vsak prikaz, ki ga vidimo v konzoli, se zapiše 
v datoteko .csv, ki se nahaja v mapi »Izhodi«, ki jo program sam naredi ob prvem zagonu 





Slika 3.10: Prikaz rezultatov v .csv datoteki uvoženi v program Excel  
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3.5 Preskušanje robustnosti programa 
Sedaj smo obdelali podrobno sestavo programa in algoritma. Spoznali smo pravila za 
sestavljanje datoteke z vhodnimi podatki, delovanje celotnega algoritma in način 
pridobivanja rezultatov.  
 
V tem poglavju bomo analizirali odzive programa na različno velike vzorce preskusov in 
merili čase, v katerih algoritem strukturira tedenski urnik. Zajeli bomo različne oblike 
vzorcev. V nadaljevanju bomo preverili, kaj se dogaja s programom pri raznih robnih 
pogojih oz. izjemah. Upoštevali bomo različne realne scenarije od upoštevanja različnih 
stopenj Eisenhowerjeve matrike do različnih kombinacij razporejanja glede na nabor 
preskuševališč. 
 
3.5.1 Časi strukturiranja urnikov različno velikih skupin 
preskusov 
Prvi scenarij analiziranja časov strukturiranja urnikov je, da upoštevamo različna števila 
preskusov, pri čemer imamo na voljo le en tip preskusov, eno preskuševališče in ničelno 
stopnjo prioritete. Čase smo merili s pomočjo vgrajene funkcije v programskem jeziku 
Python »Time«. Merili smo razliko med časom, pri katerem prožimo zagon algoritma in po 
koncu strukturiranja, ko se zaključi zapisovanje rezultatov iz slovarja preskusov v seznam 
tednov. V analizo smo zajeli scenarij, ko je na voljo 10 preskusov, 100, 1000 in povsem 
skrajni primer 10000. V isti analizi bomo primerjali še pridobljene rezultate z rezultati, kjer 
upoštevamo naključne prioritete in naključno razporeditev na pet preskuševališč (naključno 
izbrano kateri preskus se izvaja na katerih preskuševališčih).  
 
Število ciklov na en preskus je v vseh analizah sto tisoč in frekvenca preskušanja 5 Hz, kar 
skupno znaša nekaj več kot 5,5 ure. V vseh primerih bomo imeli enak delovnik od 8. do 16. 
ure. V preglednici spodaj so prikazani časi meritev za prvo analizo: 
Preglednica 3.4: Vpliv števila preskušancev na čas razporejanja  
Vpliv števila preskušancev na čas razporejanja 
št. preskušancev čas za en stroj [ms] čas za več strojev [ms] 
10 0,0001 0,0001 
100 5,99 3,99 
500 150,91 148,05 
1000 616,65 633,08 
 
Iz zgornje preglednice je razvidno, da so časi med seboj precej podobni in primerljivi. 
Nekoliko krajši so časi pri razporejanju preskusov na več strojev. To se pozna zato, ker so 
preskusi v slovarju preskusov sortirani po velikosti in tako program hitreje poišče naslednji 
primerni preskus. V tem primeru ni vplivov prioritete na razporejanje saj imamo samo eno 
vrsto preskusov. Slika 3.11 prikazuje diagram, v katerem so prikazani rezultati za 
obravnavano analizo.
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Slika 3.11: Prikaz vpliva števila preskušancev na čas razporejanja  
 
Drugi scenarij je spreminjanje števila tipov preskusov. Spreminjali bomo število tipov 
preskusov in sicer 1, 10, 50 in 100. Pri tem bomo pri vsakem zagonu upoštevali ničelno 
prioriteto in 50 preskušancev. Vsi preskusi se izvajajo na enem preskuševališču. V drugem 
delu iste analize bomo izvedli enako simulacijo, le da bomo sedaj upoštevali naključne 
prioritete in razporeditev na pet možnih preskuševališč (naključno izbrani preskus se izvaja 
na naključnih preskuševališčih). Preskusi so dolgi sto tisoč ciklov, kar znaša pri upoštevanju 
frekvence 5 Hz nekaj več kot 5,5 ure. 
Preglednica 3.5: Vpliv števila preskusov na čas razporejanja  
Vpliv števila preskusov na čas razporejanja 
št. 
preskusov 
čas za en stroj 
[ms] 
čas za več strojev 
[ms] 
Čas za več strojev in upoštevanje 
prioritet [ms] 
1 1,99 1,002 1,97 
10 150,9 103,44 97,94 
50 3896,45 2529,87 2483,14 
100 16139,21 10790,78 10471,13 
 
Pri drugem scenariju smo spreminjali število tipov preskusov. Pri tem smo imeli najprej 
ostale parametre nespremenjene. V tem primeru so časi pričakovano precej daljši kot so bili 
pri prvi analizi, saj imamo precej več preskušancev, ki jih moramo razporediti. Izkazalo se 
je, da se najpočasneje razporejajo preskusi, ki niso razporejeni glede na prioriteto in se 
morajo razvrstiti samo na eno preskuševališče. V primeru, da imamo na voljo več 
preskuševališč, so časi precej krajši. Še nekoliko krajši so časi razporejanja takrat, ko imamo 
dodano prioriteto. Slika 3.12 prikazuje sliko diagrama, na kateri so prikazani časi 



















Vpliv števila preskušancev na čas razporejanja
čas za en stroj [ms] čas za več strojev [ms]
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Slika 3.12: Prikaz vpliva števila preskusov na čas razporejanja  
 
V tretji analizi smo se lotili preverjanja vpliva dolžine preskusov na čas razporejanja. Pri 
tem smo uporabili deset vrst različnih preskusov in vsak preskus je vseboval petdeset 
preskušancev. Frekvenca preskušanja je bila nastavljena na 5 Hz. V prvem primeru smo 
razporejali na eno preskuševališče in brez vpliva prioritet. V drugem sklopu smo dodali 
naključna preskuševališča (do pet različnih). V tretjem sklopu smo dodali še vpliv prioritet. 
V preglednici spodaj so prikazani izmerjeni časi za tretjo analizo. 
Preglednica 3.6: Vpliv dolžine preskusov na čas razporejanja  
Vpliv dolžine preskusa na čas razporejanja 
čas preskusa 
[h] št. ciklov čas za en stroj [ms] čas za več strojev [ms] 




0,055 1000 6,98 0,00004 0,99 
0,555 10000 24,98 10,04 9,93 
5,555 100000 150,91 107,93 139,91 
27,777 500000 64,96 39,42 46,97 
 
Rezultati meritev v zgornji preglednici nam tudi v tem primeru pokažejo, da se hitreje 
razporejajo preskusi, ki se morajo pred umeščanjem v seznam praznih tednov razporediti 
glede na preskuševališče. Nekoliko počasneje se razvrščajo preskusi, ki se morajo pred tem 
razvrstiti glede na prioriteto. Na sliki spodaj je prikazan diagram rezultatov za obravnavano 
analizo.  
 
Opazimo, da čas strukturiranja urnika narašča in nato začne padati. Čas narašča približno do 
meje delovnega dneva, saj mora v tem primeru algoritem poiskati preskus, ki je vsaj pol ure 
krajši od delovnega časa in nato poiskati manjši čas za zapolnitev vrzeli do konca delovnega 
časa oziroma poiskati dovolj dolg preskus, da se bo izvajal preko noči. Ko se časi ponovno 
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Slika 3.13: Prikaz vpliva časa preskusov na čas razporejanja  
 
V obravnavanih treh analizah smo spoznali vplive na čas strukturiranja urnika dinamičnih 
preskusov. V prvi in drugi analizi smo analizirali veliko število preskusov, kar pa je v praksi 
zelo malo verjetno ali skoraj nemogoče, da bomo imeli tako velike vzorce. Realno se število 
preskušancev meri v nekaj deset, odvisno od kompleksnosti izdelka. Enako je s številom 
preskusov za posamezen izdelek. Za enostavne izdelke imamo samo eno vrsto preskusa, pri 
kompleksnejših izdelkih imamo po navadi največ deset preskusov. 
 
V splošnem lahko zaključimo, da je program hiter, kar smo tudi pričakovali, saj nimamo 
kompleksnih operacij in nimamo velikih količin podatkov, ki jih moramo obdelati. Realni 
preskusi po navadi niso daljši od sto preskusov. Izkazalo se je, da je algoritem precej bolj 
realen, če imamo več preskusov s precej različnimi časi. 
3.5.2 Robni primeri uporabe algoritma 
- Primer različnih preskusov z enakimi preskušanci 
 
Prvi robni pogoj je preskus razvrščanja preskusov, ki so identični. Imamo primer desetih vrst 
preskusov s petdeset preskušanci in prav vsi imajo enako dolžino preskusa. Vsi preskusi so 
razdeljeni na eno napravo in imajo enako prioriteto. Preskus je identičen, kot da bi en preskus 
razdelili na deset manjših. V tem primeru pride do težav z razporejanjem, saj imamo različne 
preskuse z enakimi lastnostmi. Če so preskusi dovolj kratki, jih dodaja več v posamezen dan. 
V primeru, da so testi dolgi ravno toliko, da lahko v en dan razporedimo enega preskušanca 
in bi naslednji že presegel dolžino delovnega dneva, bo program razporedil vsak dan po en 
preskus, kar ni optimalno izkoriščen delovni dan. Za rešitev tega robnega problema je 
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- Dolgi preskusi 
 
V primeru, da imamo samo dolge preskuse, jih v večini primerov algoritem razdeli tako, da 
se izvaja en preskus na dan. To se zgodi tudi, če se nek preskus konča naslednji dan sredi 
delovnega dne. Pri tem ne vemo, kdaj se bo preskus zaključil naslednji dan (lahko sami 
preračunamo), vendar vemo, da se lahko izvede samo en preskus v posameznem delovnem 
dnevu. Izjemno dolgi preskusi so omejeni na dolžino časa od začetka petkovega delovnega 
dne do ponedeljka zjutraj. Algoritem razvršča najdaljše preskuse na konec razporeda. 
 
- Kratki preskusi 
 
V primeru zelo kratkih preskusov (pol ure ali manj), bo algoritem razporejal preskuse do 
zapolnitve delovnega tedna. Ker nimamo nobenega dolgega preskusa, bo preskuševališče 
mirovalo do naslednjega jutra, saj se želimo izogniti temu, da bi preskuševališče zaključilo 
z delom takoj po koncu delovnega dneva in bilo v pripravljenosti celo noč. Algoritem tega 
ne dovoljuje, ker bi bilo preskuševališče neizkoriščeno čez celo noč. Zaradi tega umesti 
najdaljši možen preskus. 
 
- Preskusi z enako prioriteto 
 
Če so vsi preskusi najvišje prioritete, se pravi so preskusi nujni in pomembni, se bodo izvajali 
enakovredno. V tem primeru je priporočljivo, da se najmanj pomemben test izmed teh označi 
z oznako nujno in se tako prestavi na nižji nivo. Enako velja v obratni smeri, če nek preskus 
izstopa v pomembnosti. Priporočljivo je sestaviti prvi razpored brez upoštevanja prioritet in 
nato glede na potrebe strukturirati nove razporede. 
 
- Vsi preskusi na enem preskuševališču ali vsi na vseh 
 
Osnovna funkcija programa je, da se vsi preskusi izvajajo na enem preskuševališču. Zaradi 
tega je razvrščanje najhitrejše in najenostavnejše z vidika algoritma. V primeru, da se lahko 
vsi preskusi izvajajo na vseh preskuševališčih, bo algoritem enakovredno razporedil 
preskušance na preskuševališča. S tem imamo enakovredno obremenjena vsa 
preskuševališča.  
 
- En preskus na preskuševališču A, ostali na A ali na kateremkoli drugem 
 
Enako bo v primeru, ko imamo en preskus na preskuševališču A, ostali pa se lahko izvajajo 
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3.6 Uporaba programa na realnem primeru 
V tem poglavju bomo prikazali uporabo končnega programa od namestitve programa na 
osebni računalnik, shranjevanja vhodnih datotek, do interpretacije rezultatov. Zatem bomo 
prikazali primer uporabe našega programa na realnem problemu. Realni problem se nanaša 
na sortiranje preskusov varjenega izdelka, sestavljenega iz polizdelkov iz preoblikovane 
pločevine. 
 
3.6.1 Postopek uporabe programa 
V mapi, kjer bomo izvajali strukturiranje plana dinamičnih preskusov mora biti aplikacija v 
obliki izvršilne datoteke .exe z naslovom PDP, ki je kratica za planiranje dinamičnih 
preskusov. V isti mapi mora biti še datoteka »inputname.cfg«, ki jo odpremo z beležnico in 
vanjo zapišemo ime datoteke, ki jo bomo trenutno urejali. 
 
V isti mapi mora biti tudi .csv datoteka, ki jo bomo uporabili za vhodne podatke. Datoteka 
mora biti strukturirana tako, kot zahtevajo podana navodila. V isti mapi imamo lahko več 
različnih vhodnih datotek. Po prvem zagonu programa se v mapi avtomatsko ustvari mapa 
»izhodi«, v katero se bodo shranjevali kasneje generirani rezultati. Na sliki spodaj je 
prikazan zgled mape, v kateri bomo izvajali preskuse.  
 
 
Slika 3.14: Mapa namestitve programa  
 
Nato zaženemo program PDP.exe in prikaže se nam začetni meni z vsemi potrebnimi 
navodili za izdelavo vhodne datoteke, ki je prikazan na sliki 3.2. Slika 3.16 prikazuje način 
vnašanja vhodne datoteke v program. Najprej nas program vpraša, ali želimo ročno vnesti 
ime datoteke (datoteka mora biti v isti mapi kot program) ali želimo, da program avtomatično 
prikliče ime, ki smo ga vpisali v »inputname.cfg«. V primeru, da želimo ročno vnesti ime, 
vpišemo »da«. V naslednjem koraku vpišemo ime datoteke, na primer »test.csv« in 
pritisnemo tipko »enter«. V primeru, da ne želimo samodejno vpisovati imena datoteke, 
vpišemo »ne« ali pritisnemo tipko »enter«. 
 
 
Slika 3.15: Izbira vhodne datoteke znotraj programa  
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Zatem se avtomatsko izvrši algoritem in nam znotraj programa izpiše rezultate, kot smo jih 
opisali v prejšnjem poglavju, ponovno nam izpiše navodila ter ponudi vprašanje, kako 
želimo vpisati ime datoteke. V tem koraku lahko popravimo vhodno datoteko, jo shranimo 
in še enkrat poženemo. Ko se odločimo, da ne potrebujemo več iterativnega izdelovanja 
razporeda in smo zadovoljni z rezultati, program enostavno zapustimo z vpisom besed 
»izhod« ali »exit« in pritiskom na tipko »enter«. 
 
Vzporedno z zapisovanjem rezultatov v program, kjer lahko takoj preverimo smiselnost 
predlagane rešitve, se rezultati vpisujejo v datoteko .csv, ki se shrani v mapo »Izhodi« (Slika 
3.16). Vsaka iteracija se shrani v obliki »ime_datoteke – izhod – v_zaporedna_številka« 
tako, da imamo na voljo celotno zgodovino izdelave plana preskusov. 
 
 
Slika 3.16: Prikaz rezultatov v mapi Izhodi  
 
Te rezultate lahko uvozimo v program Excel kot podatke iz beležnice. Pri uvozu moramo 
biti pozorni na uporabo kodiranja UTF-8, ki omogoča uporabo šumnikov. Program uporablja 
za uvoz in izvoz ta standardni zapis. Primerna je tudi uporaba brezplačnih spletnih 
pregledovalnikov .csv datotek, ki nam dostikrat ponudi direkten tisk ali shranjevanje v 
priročen .PDF format. Na sliki spodaj je prikaz pregledovanja rezultatov v datoteki .csv v 
enem izmed več spletnih pregledovalnikov. Večina spletnih pregledovalnikov ni izdelana po 




Slika 3.17: Prikaz izreza rezultatov iz spletnega pregledovalnika 
www.products.groupdocs.app/viewer/csv  
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3.6.2 Uporaba algoritma na primeru preskušanja varjene 
strukture z elementi iz preoblikovane pločevine 
V slovenskem podjetju, kjer se ukvarjajo z izdelovanjem različnih izdelkov iz preoblikovane 
pločevine, se je pojavila potreba po večji količini dinamičnih preskusov za enega izmed 
izdelkov. Izdelki v podjetju so v veliki meri elementi avtomobilskega podvozja ali pa 
različnih struktur s funkcijo nosilnosti. Veliko izdelkov je enostavnejših oblik, izdelanih iz 
preoblikovane jeklene pločevine z raznimi dodatki za lažjo montažo v vozilo. Bolj 
kompleksni izdelki v podjetju so ravno tako izdelani iz preoblikovane pločevine, le da so 
medsebojno varjeni. Večina izdelkov (predvsem tistih, ki so razviti v podjetju) mora pred 
začetkom serijske proizvodnje skozi različna preskušanja. Med raznimi statičnimi in 
korozijskimi preskusi so sedaj že nepogrešljivi dinamični preskusi. Ti preskusi so velikokrat 
določeni s strani naročnika v avtomobilski industriji in morajo biti izvedeni glede na podane 
zahteve.  
 
Obravnavani izdelek še ni v serijski proizvodnji, zato ga bomo v tem delu imenovali izdelek 
in o njem ne bomo razkrivali nobenih konstrukcijskih rešitev. Za uporabo našega programa 
tega ne potrebujemo, saj nas zanimajo le dinamična preskušanja. Povemo lahko le to, da gre 
za del podvozja vozila. Mi bomo obravnavali preskušanje prototipnih izdelkov, kjer so 
predvideni klasični dinamični preskusi in ne stopničasti, kot je predvideno za kasnejše 
preskušanje. 
 
Kupčeva zahteva glede dinamičnih preskusov je bila točno določena. Točno določen je tip 
preskusa, načini vpetja in sile, ki so potrebne za izvajanje. Vzporedno z razvojem izdelka 
smo skonstruirali vsa potrebna vpenjala. Med konstruiranjem je bil z našega vidika cilj 
pridobiti faktorje poškodb za določene tipe preskusov. 
 
Ker nas zanima rezultat našega programa, se pravi razpored preskusov, v tem delu ne bomo 
analizirali rezultatov preskusov ali zdržijo ustrezno število obremenitvenih ciklov ali ne. 




Slika 3.18: Vhodni podatki v prvi iteraciji  
 
Zgornja slika prikazuje vpisane vhodne podatke v .csv datoteki, urejene v programu Excel. 
Obravnavamo sedem vrst različnih preskusov istega izdelka. Zaradi varovanja podatkov smo 
jih označili po abecednem redu. Vsi preskusi imajo različna vpetja in smeri obremenjevanja.  
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Preden smo lahko začeli s sestavljanjem razporeda preskusov, smo morali podrobno 
analizirati rezultate iz programa za simuliranje dinamičnih preskusov FEMFAT. Sledili smo 
iterativnemu postopku določanja faktorja poškodb, če se ta nahaja na osnovnem materialu 
ali na zvarnemu spoju. Hitro se izkaže, da so odstopanja numeričnih simulacij kar precejšnja, 
zato je nujna možnost upoštevanja statistične analize v našem programu. Faktorje poškodb, 
ki smo jih pridobili po analizi simulacij, so zapisana v stolpcu B. 
 
V stolpcu C je zapisana količina posameznih preskušancev. V našem primeru imamo deset 
preskušancev. V stolpcu D smo določili frekvenco preskušanja. V prvi iteraciji, kjer je 
strukturiran razpored namenjen pregledu in napotkih o preskušanju, smo izbrali frekvenco 
10 Hz. Kasneje bomo frekvenco prilagodili glede na realne rezultate. V stolpcu E so 
prikazane prioritete. Preskus A ima najvišjo prioriteto, saj mesto vpetja na izdelku še ni bilo 
optimirano in smo nujno potrebovali informacijo o tem, kje na izdelku se pojavijo razpoke. 
Ker se je z izvedbo precej mudilo, smo imeli na voljo preskuševališče v podjetju in pri 





Slika 3.19: Razpored preskusov po prvi iteraciji za preskuševališče v podjetju  
 
Na zgornji sliki je prikazan razpored preskusov za prva dva tedna za preskuševališče v 
podjetju. Prvi teden je vseh pet delovnih dni enakih in sicer dva preskusa tipa A in en daljši 
preskus preko noči tipa B. Tip A se more zaradi prioritet zaključiti prvi. V drugem tednu 
pridejo na vrsto preskusi tipa D, ki zapolnijo kar precejšen del delovnega dne. Čez noč se 
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izvajajo daljši preskusi tipa G. V četrtek in petek pa pridejo na vrsto že krajši preskusi in 
sicer tipa C, ki se čez noč zapolnijo z dolgimi testi G. V tretjem tednu se izvajajo le še 
najdaljši preskusi tipa F. 
 
Na spodnji sliki so prikazani rezultati za prvi in drugi teden preskušanja pri zunanjem 
izvajalcu. Prvi teden vsebuje vseh pet dni po samo dva preskusa dnevno in sicer en preskus 
tipa D in en daljši preskus tipa B. V drugem tednu se dnevno izvajajo po trije preskusi. Do 
četrtka imamo preskuse C in G nato pa sledijo preskusi E in F. Najdaljši preskusi so tipa F, 
ki se v tretjem tednu izvajajo po eden na delovni dan in lahko pričakujemo, da se bodo 





Slika 3.20: Razpored preskusov po prvi iteraciji za preskuševališče zunanjega izvajalca  
 
Zgornji razpored velja za idealni scenarij, kjer bi točno izračunali faktorje poškodb s 
pomočjo numeričnih simulacij. Ker vemo, da v praksi temu ni tako, nam pridobljeni prvi 
razpored za praktično uporabo ne koristi preveč, je pa dober pokazatelj, koliko časa bodo 
preskusi trajali. V našem primeru smo napovedali, da bomo potrebovali približno štiri tedne. 
V nadaljevanju bo prikazana nadaljnja uporaba programa na konkretnem primeru. 
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Po prvi iteraciji izdelave razporeda dinamičnih preskusov smo naredili po dva preskusa 
vsakega tipa preskusov. Pridobljene rezultate smo vnesli v datoteko z vhodnimi podatki in 




Slika 3.21: Vhodni podatki v drugi iteraciji  
 
Na zgornji sliki so prikazani vhodni podatki po dveh preskusih vsakega tipa preskusov. V 
vsaki iteraciji moramo paziti, da znižamo število preostalih preskusov, saj smo z vsako 
iteracijo že zaključili en preskus. Iz pridobljenih izkušenj z izvedbo fizičnih preskusov smo 






Slika 3.22: Razpored preskusov po drugi iteraciji za preskuševališče v podjetju  
3.6  Uporaba programa na realnem primeru 
51 
Slika 3.22 prikazuje razpored dinamičnih preskusov z upoštevanje statistične analize s 
pomočjo Weibullove porazdelitve. V spodnji preglednici so prikazani Weibullovi parametri 
po izvedenih dveh preskusih. Iz teh podatkov je algoritem izračunal nove čase posameznih 
preskusov in so ravno tako prikazani v preglednici. V naslednji iteraciji, ko bomo imeli še 
več opravljenih fizičnih preskusov in posledično rezultatov, bomo lahko še natančneje 
strukturirali razpored preskusov.  
Preglednica 3.7: Weibullovi parametri za obravnavane preskuse  
     
Din A 48,8 92472 92046,6 8,52 
Din B 12,7 240743 236500,1 6,57 
Din C 25,4 537963 533213,2 10,58 
Din D 20,4 292051 288853,7 6,69 
Din E 17,0 120446 118866,3 4,13 
Din F 23,0 551773 546402,4 10,84 
Din G 23,9 436925 432827,8 8,59 
 
Zgornja preglednica prikazuje parametre oblike in velikosti za Weibullovo porazdelitev. Te 
vrednosti veljajo za opravljene tri preskuse vsakega tipa preskusov. Z nadaljnjim dodajanjem 
rezultatov fizičnih preskusov se posamezne vrednosti parametrov ne spreminjajo opazno. 





Slika 3.23: Prikaz Weibullovih porazdelitev za vse tipe preskusov 
 
Zgornja slika nam prikazuje Weibullove gostote porazdelitve verjetnosti do porušitve v 
odvisnosti od števila ciklov. Razvidno je, da ima najožji raztros porazdelitev preskusov tipa 
Din A. Ostali preskusi imajo primerljive raztrose. Zavedati se moramo, da so to le ocene 
posameznih porazdelitev, saj so izrisane s pomočjo ocenjenih parametrov preskusov. Zato 



















3 Program za načrtovanje dinamičnih preskusov 
52 
Preskusi se začnejo izvajati s četrtkom, saj smo prve tri dni porabili za preskušanje vseh 
preskusov, da smo dobili realne rezultate. V prvem tednu na preskuševališču v podjetju 
izvajamo dva tipa preskusov in sicer A in C. V drugem tednu imamo cel teden preskusa A 
in C brez sprememb do petka. Tretji teden je namenjen testiranju preskusov D in F, ki se 
izmenjujeta do konca delovnega tedna. V četrtem tednu pa nam preostane le še nekaj 






Slika 3.24: Razpored preskusov po drugi iteraciji za preskuševališče zunanjega izvajalca  
 
Slika 3.24 prikazuje razpored preskusov za zunanjega izvajalca. Tudi v tem primeru imamo 
v prvem tednu od četrtka naprej preskuse tipa A in C. Zaradi prioritet moramo najprej 
dokončati preskuse tipa A. V drugem tednu se preskusi tipa izvajajo samo še v podjetju, pri 
zunanjem izvajalcu se izvajajo cel teden preskusi tipa D in F. V tretjem in hkrati zadnjem 
tednu se izvajajo le še preostali preskusi tipa B. 
 
Razpored je uporaben predvsem za kratkoročno načrtovanje, saj z vsakim novim rezultatom 
izboljšamo točnost napovedi. V samem razporedu se pojavijo še kakšne napake, kot so 
dodani testi konec tedna, a nimamo nobenega, ki bi menjal preskuse na preskuševališču čez 
vikend. Tudi s tega vidika je smiselno razpored posodabljati v več iteracijah. Kot smo že 
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omenili, je prva iteracija namenjena predvsem oceni dolžine preskušanja (za terminski plan, 
za sestavo ponudbe itd.), ostale iteracije pa so namenjene natančnejšemu določanju 
razporeda preskusov za več tednov. 
 
Pri razporejanju prototipnih preskušancev se je izkazalo, da prihaja do precej velikih razlik 
med rezultati fizičnih preskusov in med teoretičnimi preračuni. To smo tudi pričakovali, ker  
pri numeričnih napovedih dobe trajanja nismo upoštevali tehnološke zgodovine izdelka. 
Poleg tega so kritična zvarna mesta pogosto sovpadala s singularno geometrijo ali slabimi 
končnimi elementi v modelu končnih elementov. Napake so se pojavljale predvsem v zvarih, 
ker so bili preskušanci varjeni ročno in smo s tem vnesli negotovost izdelave. V serijski 
proizvodnji bodo izdelki varjeni robotsko. 
 
Zaključimo lahko, da je algoritem uspešno izpolnil svojo nalogo. Več preskusov kot smo 
dejansko izvedli, bolj natančni so bili rezultati razporeda. Čas za izvedbo vseh preskusov pri 
preliminarni določitvi s pomočjo faktorjev poškodb iz programa FEMFAT znaša 719,5 ure. 
V prvi iteraciji, po opravljenih dveh preskusih se je ta čas zmanjšal in sicer na 559,2 ure. To 
pomeni, da smo v preliminarni oceni izračunali 22% daljši čas, kar pomeni, da smo na varni 
strani z oceno dolžine vseh preskusov.  
 
Čeprav je število ur 22% odstotkov višje v preliminarni določitvi kot pri drugi iteraciji z 
upoštevanjem realnih rezultatov, se število dni namenjenih za preskušanje ne krajša z enakim 
faktorjem. V našem konkretnem primeru, je prva ocena pokazala približno pet tednov. V 
drugi iteraciji se je izkazalo, da bomo potrebovali štiri tedne. V realnosti pa smo za 
preskušanje prototipnih izdelkov porabili nekoliko manj kot štiri tedne. Do razlike je prišlo 
zaradi omogočenega menjavanja preskušancev med vikendi. 
  











4 Rezultati in diskusija 
Prvi rezultat se nanaša na poglavje, kjer smo raziskovali postopek pridobivanja faktorjev 
poškodb in iskanja potencialnih kritičnih mest na izdelku. Dejstvo je, da so simulacije 
zaenkrat premalo natančne oziroma se ne simulirajo tako podrobno, da bi lahko natančno 
določili faktorje poškodb. 
 
Pri določevanju faktorja poškodb v fazi iterativnega konstruiranja s pomočjo numeričnih 
simulacij se hitro pojavi odstopanje, če se iskanja kritičnih mest ne lotimo dovolj natančno. 
Z metodo končnih elementov, lahko hitro naredimo preveč poenostavitev, ki privedejo do 
prevelikih odstopanj od realnih fizičnih preskušanj. Upoštevati moramo, da v realnosti 
nimamo povsem togih vpetij in takšnih porazdelitev sil kot jih vnesemo v numerični model. 
Poleg tega ima največji vpliv kakovost mreže. V programu za simuliranje dinamičnega 
utrujanja je priporočena velikost končnih elementov tri milimetre, da dobimo primerne 
rezultate. Hitro se izkaže, da celotne geometrije ne moremo optimalno mrežiti brez da bi 
prišlo do kakšne singularne točke, prehodov ali ostrih kotov. Zaradi teh napak se pojavijo 
koncentracije, za katere lahko zmotno mislimo, da so najbolj kritične točke, čeprav se v 
praksi izkaže, da to niso. Zato sklepamo, da so numerične simulacije dobra usmeritev pri 
konstruiranju, ne moremo pa trditi, da so dovolj natančne za določitev razporeda dinamičnih 
preskusov. 
 
V pregledu literature smo ugotovili, da algoritma ali programa za razporejanja dinamičnih 
rezultatov še ni. Najbližji algoritmi našemu problemu so algoritmi za reševanje problema 
trgovskega potnika.  
 
Pri pregledu literature in raznih algoritmov o načrtovanju plana preskušanj smo ugotovili, 
da je na voljo dovolj raznih programov za vodenje projektov in stroškov. Za načrtovanje 
dinamičnih preskusov takega algoritma oziroma programa ni. Tudi praktične uporabe 
algoritmov na našem področju še ni. Z ustrezno modifikacijo algoritmov za reševanje 
problema trgovskega potnika bi lahko razporejali tudi dinamične preskuse, a bi morali pri 
tem upoštevati vse omejitve in pogoje, ki se pojavijo v realnosti. 
 
Glavni rezultat našega dela je izdelan program, ki predstavlja zaključeno celoto v obliki 
samostojne aplikacije in uporablja algoritem, ki smo ga razvili v sklopu te magistrske naloge. 
Po podanih vhodnih podatkih o dinamičnih preskusih, nam razvit algoritem sestavi razpored 
dinamičnih preskusov, ki so prilagojeni za izvajanje znotraj delovnega časa. 
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Naš program poskuša zajeti čim širši pogled na planiranje dinamičnih preskusov. Zajeli smo 
vse od preliminarnega razporejanja preskusov s pomočjo faktorjev poškodb pridobljenih iz 
numeričnih simulacij do integracije statistične analize, ki na podlagi rezultatov obstoječih 
fizičnih preskusov določi čase dinamičnih preskusov. Pri preliminarni določitvi se nam zdi 
pomembno, da dobro ocenimo faktorje poškodb in da dobro poznamo opremo 
preskuševališča, da lahko podamo ustrezno frekvenco preskušanja. 
 
Analizirali smo čase razporejanja preskusov v delovne tedne, ki jih potrebuje algoritem pri 
različnih pogojih. Upoštevali smo razne vplive kot so število preskušancev, tipi preskusov 
in vpliv Eisenhowerjeve matrike. Izkazalo se je, da je program dovolj hiter za količine 
podatkov, ki jih imamo pri normalnem preskušanju. 
 
Pri študiji primera s pomočjo razvitega algoritma se je izkazalo, da smo v preliminarni 
določitvi razporeda, kjer smo razporejali preskuse glede na faktorje poškodb iz programa 
FEMFAT, ocenili, da potrebujemo za izvedbo vseh preskusov približno 720 ur. Po drugi 
iteraciji se je izkazalo, da bomo za izvedbo vseh preskusov potrebovali slabih 560 ur oziroma 
22% manj časa. V realnosti je bil ta odstotek še nekoliko višji, saj so zaposleni imeli 
omogočen dostop do preskuševališča tudi v soboto in nedeljo zaradi nujnosti projekta. 
 
Menimo, da je ta program uporaben za laboratorije, ki se ukvarjajo z dinamičnimi preskusi 
in za podjetja. Laboratoriji imajo veliko preskusov, ki se izvajajo za potrebe znanstvenih 
raziskav in preskuse za podjetja, ki velikokrat uskočijo v prvotni plan testiranj. Zato vidimo 
potencial uporabe v akademske namene. V slovenskih podjetjih je izvajanje dinamičnih 










1) Podrobno smo preučili iterativni konstrukcijski postopek od 3D modeliranja do 
simuliranja dinamičnega utrujanja. Iz tega podrobnega pregleda smo zaključili, da je 
potrebno biti zelo previden pri določevanju kritičnih mest na podlagi simulacij brez 
nadaljnjih analiz, saj lahko hitro spregledamo kakšno mesto. Uporaba faktorjev poškodb 
iz numeričnih simulacij mora biti premišljena. 
2) Analizirali smo algoritme, modele in programe, ki so na voljo v raznih literaturah. 
Opazili smo, da je veliko metod samo opisnih in nam pomagajo pri določevanju 
prednosti določenim aktivnostim. Druge metode so deterministične in stohastične, a 
imajo določene pomanjkljivosti pri upoštevanju raznih robnih pogojev. Zaključili smo, 
da so najbolj primerni algoritmi za obravnavanje našega problema algoritmi za 
reševanje problema trgovskega potnika.  
3) Zasnovali smo algoritem za razvrščanje dinamičnih preskusov v delovni teden. Ta 
algoritem smo implementirali v program, ki s pomočjo vhodnih podatkov iterativno 
razvršča dinamične preskuse glede na različne omejitve in pogoje. Ta program nam 
izpiše pridobljen razpored v pregledno tabelo, ki si jo lahko uporabnik brez težav 
natisne. Izkazalo se je, da je za naše potrebe najbolj primerno objektno programiranje. 
4) Algoritem smo preskusili pri različnih robnih pogojih, ki se lahko pojavijo pri raznih 
preskušanjih. Te robne pogoje smo preskusili in če je bilo potrebno, smo jih v algoritmu 
dodelali. Poskusili smo zajeti čim več robnih pogojev, tudi tiste, ki se zdijo skoraj 
nemogoči. 
5) Pokazali smo uporabo programa na praktičnem primeru iz podjetja, ki se ukvarja z 
varjenjem in preoblikovanjem pločevine. Prikazali smo preliminarno določitev 
razporeda, ki nam oceni dolžino celotnega preskušanja. Na koncu smo prikazali še 
rezultate razporejanja v primeru, ko že imamo nekaj rezultatov fizičnih preskusov in jih 
v programu statistično obdelamo. S tem smo prikazali enostavnost uporabe, čeprav gre 
za razporejanje preskusov na več preskuševališč. 
6) S študijo obravnavanega primera smo pokazali, da smo v preliminarni določitvi dolžine 
časa vseh preskusov določili 22% daljši čas, kot se je izkazalo po drugi iteraciji, kjer 
smo imeli že rezultate dveh preskusov za vsak tip preskusov. Če primerjamo 
preliminaren čas preskusov in čas, ki se je porabil za dejanska preskušanja, je ta razlika 
še višja in sicer okrog 30%. Do tega je prišlo, ker so lahko zaposleni menjavali 
preskušance tudi med vikendi, kar naš algoritem ni predvidel. Če izvzamemo možnost 
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preskušanja med vikendi in ta čas dodamo v delavni teden je dejanski čas preskušanj 
približno 25% krajši od preliminarne določitve. 
7) Želja pri izdelavi algoritma je bila, da je čas pri preliminarnem strukturiranju urnika 
daljši od realnega. To smo želeli doseči predvsem zato, da lahko trdimo, da bomo nalogo 
preskušanja izvedli pred skrajnim rokom. Pri našem primeru je bil čas za četrtino krajši 
od preliminarne določitve. Tega ne moremo sklepati za vse vrste preskusov, saj zavisi 
od izbire frekvence preskušanja na preskuševališčih. Pri preliminarni določitvi je najbolj 
smiselno vzeti neko srednjo vrednost.  
8) Weibullovi parametri, ki so prikazani v preglednici 3.7 se iz iteracije v iteracijo 
spreminjajo minimalno (povprečno 2%). Pri analizi končnih rezultatov se je izkazalo, 
da se od prve iteracije razlikujejo v povprečju 7%, kar ni zanemarljivo ampak moramo 
upoštevati dejstvo, da so ti parametri le ocene dejanske Weibullove porazdelitve. 
9) Zaključimo lahko, da je program najbolj primeren za laboratorije, ki preskušajo izdelke 
in materiale za svoje znanstvene potrebe in ob enem preskušajo še izdelke za zunanje 




Doprinos tega magistrskega dela sta poleg analize postopka pridobivanja faktorja poškodb 
predvsem algoritem in program za razporejanje dinamičnih preskusov. Ta dva namreč precej 
olajšata načrtovanje preskusov za laboratorije in podjetja. S tem programom nam ni potrebno 




Predlogi za nadaljnje delo 
 
Nadaljnje delo na tem področju temelji na optimizaciji programa z uporabo razvitega 
algoritma. Potrebna bi bila še bolj podrobna preskušanja robnih pogojev, da bi lahko še 
povečali natančnost razporejanja. Sedaj je program namenjen klasičnim dinamičnim 
preskusom. Za še večjo uporabnost programa je potrebno vpeljati še razvrščanje stopničastih 
dinamičnih preskusov. Izkazalo se je, da bi bilo smiselno nadaljevati še raziskave v smeri 
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