Membership testing in commutative transformation semigroups  by Beaudry, Martin
INFORMATION AND COMPUTATION 79, 84-93 (1988) 
Membership Testing in 
Commutative Transformation Semigroups 
MARTIN BEAUDRY 
School of Computer Science, McGill University, 
Montreal. QuPbec, Canada H3A 2K6 
Given a finite set X of states, a finite set of commuting transformations of X 
(generators), and another transformation f of A’, we analyze the complexity of 
deciding whether f can be obtained by composition of the generators. Looking first 
at the action of a commutative semigroup of transformations of a finite set, we 
obtain an algorithm for membership testing, valid for arbitrary commutative 
semigroups. We then show that the complexity of the problem varies with the 
threshold of the semigroup: polynomial-time (NC’ in parallel) with threshold zero 
or one, and NP-complete otherwise. :(’ 1988 Academic Press. Inc. 
1. INTRODUCTION 
This paper studies the computational complexity of the following 
problem: Given a set A of commuting transformations of a finite set X, and 
another transformation f, decide whether f belongs to the semigroup 
generated by A. This problem is an extension in the direction of transfor- 
mation semigroups of McKenzie and Cook’s (1987) work on Abelian 
groups of permutations; they built a parallel algorithm for membership 
testing in such groups, and Mulmuley (1986) showed that it can be run in 
parallel in depth O(log3 n) on a polynomial-sized uniform Boolean circuit 
(NC3). 
This work was later extended to nilpotent and solvable groups by Luks 
and McKenzie (1988). The general case of group membership has been 
shown to be in NC (Babai, Luks, and Seress, 1987). It was previously 
known to be feasible in polynomial sequential time (Sims, 1970; Furst, 
Hopcroft, and Luks, 1980). Meanwhile the most general problem, mem- 
bership testing in arbitrary transformation semigroups, is complete for 
PSpace (Kozen, 1977). In this article, it is demonstrated that the mem- 
bership problem in commutative semigroups is NP-complete, and that this 
complexity is linked to the existence in the semigroup of transformations 
having threshold two or more. 
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The parallel computational complexities commented on in this paper are 
calculated in the model of uniform families of Boolean circuits, where 
uniformity is of the log-space type. This model is discussed in (Cook, 1985). 
2. COMMUTATIVE TRANSFORMATION SEMIGROUPS 
In this section, we look at how a semigroup of commuting transfor- 
mations behaves on the set it acts on. We observe that it partitions this set 
into strongly connected components (SCCs), that its action between the 
SCCs is that of a semigroup of aperiodic transformations, and that its 
action inside the SCCs can be described in terms of Abelian groups of per- 
mutations, This leads to an algorithm which decomposes the membership 
problem into a test in an aperiodic semigroup and a test in a group of 
commuting permutations. 
Let X be a finite set whose elements shall be called states. Transfor- 
mations of X are mappings from X to X, where the image of state x by f is 
denoted xf The set of all transformations obtained by successive com- 
position of elements of a set A of transformations is a semigroup, the 
semigroup generated by A, denoted (A). Given a semigroup S, its 
associated monoid will be S* = S u { 1 }, where 1 is the identity per- 
mutation. (Adding 1 to the semigroup changes virtually nothing to the 
problem; this will therefore be implied whenever convenient.) 
To every transformation f of a finite set are associated a threshold and a 
period, denoted t and p, which are the smallest r B 0 and s > 0, respectively, 
such that frf’ = f’ (Lallement, 1979; Pin, 1984). Whenever p = 1, so 
that f’ =f’+ I, the transformation is called aperiodic. If r = 0, then f is a 
permutation. If every element in a semigroup is aperiodic (resp. a 
permutation), the semigroup itself is also called aperiodic (resp. a group). 
The first fact gathers well-known facts about commutative semigroups. 
(Remark. The non-original results are labelled “fact.“) 
FACT 1. Let A be a set of transformations of X. If the elements of A 
commute with one another, then (A > is commutative. Further, if element a, 
of A has threshold tj and period pi, then every element of (A) has a 
threshold t < max( ti) and a period p which divides Icm(pi). 
The rest of this section consists of observations on the action of a 
commutative semigroup S = (A) on the set X. The membership-testing 
algorithm then follows as an immediate corollary. 
Given a state x, define the strongly connected component (SCC) of x as 
the set X E X of all states y such that y = xf and x = yg, for some f and g in 
S*. The SCCs form a partition of X. Depending on the context, the 
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notation X will represent either the SCC of x, or an element of the set 
R= {X 1 x E X}, in which case it will be treated as a state of a transfor- 
mation semigroup. 
Define now the set C’, of all transformations of X which commute with 
the elements of S (the centralizer of S). For every x E X and every transfor- 
mation gEC,, denote Xg= {yg IYE?}. 
PROPOSITION 2. For every x E X and every transformation g E C,, one 
has Xg csZg. For any such g, a well-defined transformation g of R can be 
built, such that Xg = 5zg, as well as a function which maps every g E C, to the 
corresponding transformation g. This function is a homomorphism. 
Proof. The first statement is demonstrated by considering any two 
states x and y belonging to the same SCC, with xa = y and x = yb, with 
a, b E S. Then, for any g which commutes with S, one has 
xg = (nab) g = (xa) gb = ygb, so that xg = ygb. Similarly, yg = xga. To show 
that the mapping from g to g is a homomorphism, let g and h belong to 
C,. For any x, one has X( gh) = (Yg)h = q h by definition of g; since e -- 
can be regarded as the SCC of state xg, one gets @ti = (xg)h = x(gh), 
which is X 3, by definition of gh. 1 
The next fact is a restriction of a result by Simon (1975) to the com- 
mutative semigroups. 
FACT 3. If a transformation semigroup is commutative, then it will be 
aperiodic iff its SCCs are trivial, that is, they all consist of a single state. 
COROLLARY 4. The set S=(g/ geS) is an aperiodic commutative 
semigroup generated by A = {a 1 a E A}. 
Treating the SCCs of X as states of R has therefore led to the construc- 
tion of an aperiodic semigroup, whose generators can be obtained directly 
from the original input. Let us now look inside the SCCs. Given an SCC X, 
let us say that a transformation g stabilizes X if Xg = X, and call the 
stabilizer of X the set S(X) of all such transformations. The next proposition 
shows that the stabilizer of an SCC is a group, generated by a subset of 
the original set of generators. This result uses the following notions: a 
permutation group is transitive if, for every two states x, YEX, there is a 
permutation which maps x to y; it is regular if this permutation is unique. 
All transitive Abelian groups are regular (Wielandt, 1964). 
PR~~~~ITIoN 5. The restriction of S(X) to the SCC X is a regular 
Abelian group generated by the restriction of S(X) n A to X. 
Proof Notice first that S(X) is a set closed under composition. Next, let 
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y and z be elements of X, with g, h, a, b E S(X) such that y = xg, x = yh, 
z = xa, and x = zb. One has zgh = xagh = xgha = xa = z = zhg, hence gh acts 
as the identity on X, i.e., is a neutral element in the restriction of S(X) to X, 
and g acts as the inverse of h. This set is therefore an Abelian group, 
transitive by definition. 
The second part of the proposition is shown by contradiction. Let a 
transformation g in S(X) be expressed as 
g = ail.. . aftb’;l . . b,” 
so that generators labelled a are in S(X) and those labelled b are not. Let 
h = by1 ~ ‘by.. . by. By making the ais act first, one gets Xg= X6,/?. But 
X6, #X while Xg = X, which means a non-trivial SCC in 3, a contradiction 
with Corollary 4. m 
COROLLARY 6. For any g E S, if g stabilizes X, then g acts as a 
permutation on 2; furthermore, the thresholds of g and 2 are equal. 
3. A GENERAL ALGORITHM FOR MEMBERSHIP TESTING 
The results of the last section are now applied to the membership 
problem: we develop an algorithm which takes an arbitrary commutative 
semigroup as an input and performs membership tests in its aperiodic part 
and in the stabilizers of certain of its SCCs. Define a source of S as a state 
which is the image of no state other than possibly itself under any transfor- 
mation of S. As a consequence of Fact 3, an aperiodic commutative trans- 
formation semigroup over a finite set of states has at least one source, and 
a non-aperiodic commutative semigroup has at least one source-KC 
(source of s). The following can be proved by a straightforward use of 
commutativity. 
FACT 7. Let S be commutative and let transformations f and g commute 
with S. If every state in every source-SCC has the same image by f and by g, 
then f=g. 
From now on, f will denote the transformation on which the mem- 
bership test is applied. Let Y be the union of all source-SCCs, and let 
2 G X be the set FJ Observe that the restriction to Z of fixEZ S(X), that is, 
the restriction to Z of the set of those transformations g E S which stabilize 
every X E Z, is a group generated by those ai E A for which x3 = X for every 
SCC X in Z. 
For any transformation g E C,, define 2, a transformation of X such that 
x2 = xg if X G Z and g stabilizes every SCC of Z. Otherwise, let x2=x. 
Further, define j= (d 1 ge fi,,zS(X)). T rivially, 3 is a group, isomorphic 
643/79/l-7 
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to the restriction to Z of n,, z S(X). We can now show how the test for 
membership is split into a test in S and a test in L?. 
LEMMA 8. Let S = (A > be commutative andf 6 C,. Then f E S* iff there 
exist g, E S* and 2,. E s* such that f= g, and xf = xg, g, for all x E Y. 
Proof: (only if) Trivial; take g, = f and SC = 1. 
(if) (Notice that, in general, gc will not commute with g,.) For any 
IE Y, we have .$= Xg, and (.$) g,, = .-?f, since g, has been taken among 
those transformations of S* which stabilize every SCC XE Z. Hence 
xg, g,, = xg, SC = xf: This is true for all states in the source-SCCs, and can 
be extended to every state of X by Fact 7. And since g, and g,. are elements 
of S*, we have f E S. u 
This lemma gives the proof of correctness for the following algorithm, 
which tests membership in arbitrary commutative transformation 
semigroups. 
ALGORITHM. 
0. Test whether fa = af for every generator a E A. 
1. 
S and 3. 
Build 1, Y, 2, and A^; the latter two sets generate the semigroups 
2. Test whether YES. If so, find an expression for f; that is, build a 
g, E S such that f= g,. 
3. Build a transformation g,, such that for every x in Y, (xg,) 2, = xJ: 
4. Test whether g,. E 3. 
Analysis and Remarks. This is a sequence of steps where Steps 0 and 3 
belong to NC’. Step 1, through the construction of the SCCs, implies 
instances of the accessibility problem in directed graphs (NC’, see 
Cook, 1985). 
Step 2 is an instance of the membership problem in aperiodic com- 
mutative semigroups. If the test fails, f cannot belong to S, and the 
algorithm can stop there. The complexity of this step is the topic of the 
next section. 
Step 3 has the built-in condition f =g, 2,. Further, since the restriction 
of 3 to any SCC 23~ Z is a regular abelian group, it suffices to define the 
action of 2, on but one state of the SCC, such as some xg,, x E Y, to totally 
determine its action over the whole SCC. 
Step 4 is an instance of the membership problem in an Abelian 
permutation group (NC3, see McKenzie and Cook, 1987). If this test fails, J 
does not belong to S. 
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4. MEMBERSHIP IN APERIODIC COMMUTATIVE SEMIGROUPS 
In this section, we restrict ourselves to aperiodic semigroups. The com- 
plexity of the membership problem in this case is shown to depend on the 
threshold of the semigroup, that is, the largest threshold a transformation 
of this semigroup can have. We relate it to the problem of solving a system 
of linear equations under a threshold, which recalls the relationships 
established by McKenzie and Cook (1987) between testing membership in 
Abelian permutation groups and solving systems of linear congruences over 
the ring of integers modulo q. 
THEOREM 9. Testing membership in an aperiodic commutative semigroup 
of threshold 2, and therefore in arbitrary aperiodic commutative semigroups, 
is NP-complete. 
The main result of this paper follows therefore directly from this 
theorem. It is also worth noticing that, since the aperiodic part of the mem- 
bership test, Step 2 of the algorithm, can be isolated in polynomial time 
(NC’), all the complexity of the membership problem in commutative 
semigroups resides in this aperiodic part. 
COROLLARY 10. Testing membership in arbitrary commutative transfor- 
mation semigroups is NP-complete. 
Proof: The first part of the proof is a reduction from a variant of the 
zero-one integer programming problem (Garey and Johnson, 1979), with 
only equalities involved. The reduction consists in building a transfor- 
mation semigroup out of the following system, where all aj’s, his, and cV’s 
are either 0 or 1: 
cllal + ... +clnan=bl 
. I . 
C ,,,, a, + + cmnan = b,. 
The construction is as follows: 
(1) 
- For each line i, 1 < i < m, define states xio, xii, x,~. The set X 
contains 3m states. 
- For each column j, 1 <j d n, define a generator g,, whose action is 
xikgj=xi/, with Z=k+c, for k=O, 1 and I=2 for k=2, for all i. 
Generator gj is therefore either the identity transformation, in the 
trivial case where all the cU’s are zero, or aperiodic of threshold 2. Let 
.I = {gl, -,s,). 
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- Finally, define the test-transformation f, such that x,f= xi, with 
I= 2 for k = 2 and 1= k + bi for k = 0, 1. This transformation is also 
aperiodic of threshold 2. 
PROPOSITION 11. The semigroup (A ) is commutative, aperiodic of 
threshold 2, with sources xIO, . . . . x,,,~. 
LEMMA 12. System (I) admits a solution &f the test-transformation j 
belongs to (A). 
Proof Without loss of generality, assume that bi= 1 for all i. 
(only if) Let (I) have a solution a,, . . . . a,. Construct the product 
g=gy1...gz; its action on the source xi0 will be xiOg = x,,, where I= 1 
if a,ci, + .. . + a,c,, = 1, and 1= 2 if a,~,, + . . . +a,~-,> 2. But 
a,c;, + ... +a,c,= bi by hypothesis, with bi= 1, so that I= 1, which 
means xi,, g = xiOf: And since f and g have the same action on the sources 
of (A), by Fact 7 they are equal. 
(if) That f E (A) implies the existence of an expression for f, say 
fzg’;’ . ..gz. this means that for every source xIO, one has xi0 f = xi, with 
I= bi and l= a, c,r + . . . + a,c,, = b, = 1. We therefore obtain an equality, 
the ith line of system (I). 1 
This lemma completes the reduction. An instance (I) can be given by 
m(n + 1) bits, while the corresponding semigroup is given by n generators 
acting on 3m states. Further, the generators can be built by traversing the 
system (I) column-by-column, so that only the current position has to be 
remembered. Therefore, the reduction can be done with logarithmic 
memory space. 
The proof of Theorem 9 is now completed by the following well-known 
fact, which implies that the membership problem in commutative transfor- 
mation semigroups belongs to NP. 
FACT 13. Let the semigroup (A ), generated by n transformations acting 
on m states, be commutative aperiodic. Then every element of (A) has an 
expression of length at most n(m - 1). 
Proof Notice first that all the occurrences of a generator in an 
expression can be grouped together by commutativity, and then that a 
transformation of m states has a threshold of at most m - 1. There are 
therefore at most m - 1 non-redundant occurrences of a generator inside an 
expression. 1 
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5. SOME SPECIAL CASES 
The most obvious special cases at this stage are the threshold-0 (Abelian 
groups) and threshold-l cases; the latter is now shown to fall into NC by 
use of the algorithm of the first section and of Proposition 14, which gives a 
test for membership in a commutative semigroup, aperiodic of threshold 
one (idempotent). 
PROPOSITION 14. Membership testing in commutative, idempotent semi- 
groups can be done in deterministic log-space (NC’). 
Proof. Given f, one can build a subset B of A, the set of all generators 
which can appear in an expression off: A generator a E A will be in B 
whenever af =f: Indeed, if af = f, then a trivially belongs to B. Conversely, 
if a E B, there is an expression f =gah, with g, h E (A ), such that 
f = gah = gaah = agah = af, by idempotency and commutativity. Therefore, 
it can be seen that f has an expression where every element of B appears 
exactly once: give B = {a,, . . . . a,,} and let g = a, . . . a,. Test-transformation 
f will be in S iff f = g. 
The algorithm consists in testing, for every generator, whether it belongs 
to B, and then comparing f to g. The test for every generator belongs to 
NC’, and the construction of g can be done trivially in deterministic 
log-space (NC’). This last step dominates the overall complexity. [ 
As a consequence, the complexity of the membership problem in 
arbitrary commutative semigroups of threshold 1 is dominated by Step 4 of 
the general algorithm, that is, membership in Abelian permutation groups. 
THEOREM 15. Testing membership in commutative semigroups of 
threshold 1 can be done in polynomial time, NC’ in parallel. 
We finally mention restrictions of another kind. They consist in setting a 
constant upper bound on some of the quantities involved in the input. 
The first is the number of sources in the aperiodic part of S. For exam- 
ple, let a commutative aperiodic monoid S have but one source. Then, 
since every state of X can be reached from this source using a transfor- 
mation of S, it suffices by Fact 7 that a transformation commute with S 
and map this source to a state of X to make it belong to the monoid. (This 
implies that the only transformations of X that can commute with such a 
monoid are its own elements.) 
This reasoning can be extended to the case where S is aperiodic and has 
k sources, k a constant. Build the Cartesian product Xk and let transfor- 
mation g act on Xk as 
(Y I > ...? Yk) g = (Yl g, ...? Y, g). 
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This brings the problem down to the one-source case, by testing whether 
state (x,, . . . . xk)f can be reached from (x, , . . . . xk), with 1x1 k states in total. 
In parallel, this is an instance of the accessibility problem in a directed (and 
coloured) graph, which lies in NC2. 
THEOREM 16. Testing membership in a commutative semigroup whose 
aperiodic part has a number of sources bounded by a constant can be done 
in polynomial time. In parallel, the complexity is dominated by the group- 
membership part (NC’). 
Another restriction, this time on the number of generators, gives a 
similar result: by Proposition 13, with m states and n generators, the size of 
the aperiodic part of the semigroup is at most m”. With n < k, k a constant, 
a brute-force traversal of the whole aperiodic part provides a polynomial- 
time membership test. 
THEOREM 11. Testing membership in a commutative semigroup given by 
a constant number of generators can be done in polynomial time. 
Notice that the former restriction corresponds to an instance (I), where 
the number of equations is bounded by a constant, while the latter 
corresponds to putting a constant upper bound on the number of columns 
in the system. 
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