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Introduction
[2] Pyrite oxidation is an important geochemical reaction. It can generate extreme conditions such as those observed in acidification of mine waste [Nordstrom et al., 2000] , and can also lead to less concentrated, but still important impacts due to the appearance of contaminants in groundwater systems that are modified by pumping [Larsen and Postma, 1997] .
[3] The oxidation of pyrite in the unsaturated zone is often limited by the availability of oxygen and so the transport of oxygen from the atmosphere into the soil becomes rate determining [Davis and Ritchie, 1986; Wisotzky, 1994; Elberling and Nicholson, 1996] . To predict pyrite oxidation rates, the transport of oxygen in the unsaturated zone is therefore modeled. However, many of these models consider only diffusive processes [Elberling and Nicholson, 1996] . New experimental research is emerging which shows that substantial gas volume changes often occur as a result of pyrite oxidation. The possibility that such volume changes drive significant advective fluxes is investigated in this paper.
[4] Many gas transport models are currently available for analyzing the pyrite oxidation problem, and some include advective fluxes driven by compositional and density changes. However, few focus on determining the advective flux caused by gas volume changes during pyrite oxidation. Here an idealized problem is considered with this aim. A steady state analytical solution is developed that provides new insight into advective driven flow processes and which can be used to benchmark numerical models. Numerical solutions are then obtained to examine more general and transient cases.
[5] Davis and Ritchie [1986] were among the first to recognize the importance of oxygen transport for subsurface reactions and developed a diffusive model to determine rates of pyrite oxidation in mine waste rock dumps. Models based on a diffusive oxygen transport assumption are still predominant, for example those of Bronswijk et al. [1993] , Wunderly et al. [1996] , Gerke et al. [2001] and Molson et al. [2005] .
[6] Only a few authors have considered the implications of compositional changes on pressure and gas advection. Cathles and Apps [1975] set up a combined heat and oxygen transport model where transport is determined by heat and density induced convection. Gas advection was calculated from a pressure decrease due to concentration and temperature changes. This paper derives a different form for the advection term to that obtained by Cathles and Apps [1975] . For example, Cathles and Apps [1975] suggested that the advective flux is proportional to the material permeability. In contrast, the advective flux is shown in this paper to be independent of permeability at steady state and only slightly dependent in transient cases. Thorstenson and Pollock [1989] were the first to develop a Maxwell-Stefan model of the process and showed that 18.5% of the gas flux at the surface could be advective. This paper extends that work by developing some new analytical and numerical solutions and also by considering temporal changes to the advective fluxes. At the same time as the work of Thorstenson and Pollock [1989] , Sleep and Sykes [1989] developed a model that included density driven gas phase advection and demonstrated the importance of that advective process for NAPL transport. Other important early work includes that of Harries and Ritchie [1985] (and a subsequent paper by Pantelis and Ritchie [1991] ) who considered gas volume changes, but only in response to reaction driven temperature changes. These papers laid the foundation for models of gas transport in chemically active groundwater systems.
[7] Research activity on gas flow in porous media has continued since these landmark papers, but there has been little attention paid to gas advection due to reactive processes. Simunek and Suarez [1993] formulated an advection diffusion model of CO 2 transport, but then assumed that the advective component is small and did not consider it further. Kuo and Ritchie [1999] consider the impact of compositional changes to gas advection. However, when calculating advective flows, only compositional changes to density under constant pressure are considered and an upward flux due to buoyancy is predicted. In contrast this paper considers pressure changes and predicts a downward advective flux. Xu et al. [2000] and Xu and Pruess [2001] constructed a multicomponent geochemical transport model of pyrite oxidation, but do not consider changes of density due to gas compositional changes. Pantelis et. al [2002] presented a comprehensive gas transport model, but do not focus on the importance of compositional changes on gas density as is done here. Costanza-Robinson and Brusseau [2002] also set up a more general gas flow model, but did not consider reaction induced volume changes. Mayer et al. [2002] present a multicomponent geochemical transport model of species transport in mine tailings, but do not consider advective gas transport. De Visscher and Van Cleemput [2003] examine four component reactive gas flow in a landfill. They employ a Maxwell-Stefan formulation that does account for gas volume changes, but do not focus on that issue in their paper. Finally, Kim and Benson [2004] do consider both advection and diffusion in landfill liners, but do not consider the impact of oxygen consumption on gas pressure and consider only single component gas transport. They conclude that oxygen transport is 99% diffusion dominated, a conclusion that is not supported by this work.
[8] Recent experimental work suggests that more consideration should be given to gas advection in reactive flow problems. For example, Wisotzky [1994] and van Berk and Wisotzky [1995] measured gas composition and pyrite content in a waste rock dump as a function of depth and time and concluded that advection was necessary to explain the observed gas composition. The conclusion follows from the observation that an advective flux is necessary to explain the nitrogen enrichment with depth that is observed in column studies and at field sites [van Berk and Wisotzky, 1995] . One set of results from the experiments of Wisotzky [1994] on the time evolution of gas composition in a column initially filled with nitrogen and pyrite is shown in Figure 1 . Wisotzky [1994] , showing transport of oxygen into a column initially filled with nitrogen and pyrite. Shown are measured oxygen and nitrogen profiles as a function of time.
While the results in Figure 1 do not illustrate the nitrogen enrichment process, they are a nice demonstration of gas compositional changes due to pyrite oxidation. In a more recent paper, Amos et al. [2005] considered experimental data and showed that advective fluxes could be significant at a crude oil spill site.
[9] To investigate gas volume changes under controlled conditions, Andersen et al. [2001] conducted batch experiments which indicated that gaseous volume losses of 20% in the reaction of pyrite with air and water could occur. The volume loss can be explained by examining the reaction
In the reaction gaseous oxygen is consumed, leading to a loss of gaseous volume. If calcite is present, then CO 2 is produced partially offsetting the loss of volume due to oxygen removal and leading to total volume losses of 10%.
[10] To analyze the relative importance of advective and diffusive flows, this paper presents advection-diffusion and Maxwell-Stefan models of oxygen advective flow and diffusion in response to reactions at depth. The problem is illustrated in Figure 2 and is similar to the experimental setup of Wisotzky [1994] . A one-dimensional soil column is connected to the atmosphere at the surface and subject to oxygen removing reactions at a reaction plane located some distance below the surface. The reaction plane is actually a moving boundary [see, e.g., van Berk and Wisotzky, 1995] , but is considered to be immobile, an assumption that is reasonable in many cases. The model includes two components, nitrogen and oxygen. Other gases are significant in some problems [Harries and Ritchie, 1985; Andersen et al., 2001] but are not considered here. At the bottom boundary some reaction is removing all oxygen instantaneously, or at a rate faster than the advective/diffusive processes included in the model. In experiments, the pyrite boundary is diffuse and not a sharp front as modeled here [Elberling and Nicholson, 1996] and while temperature driven advection can be important in many problems [Pantelis and Ritchie, 1991] , it is not considered here. The modeled system is therefore an idealization (and not a real system) that is intended to demonstrate the relative importance of the diffusive and advective processes.
[11] Two alternate model formulations are presented and compared in this paper. The first is the advection-diffusion model favored by many hydrogeologists and the second the Maxwell-Stefan formulation favored by chemical engineers. After presentation of the models some simple analytical solutions are presented allowing insight to be obtained into solution behavior. Following this, more general numerical solutions are presented and some overall conclusions are drawn.
Advection-Diffusion Formulation
[12] The advection-diffusion model is the most widely used by hydrogeologists and has separate advection and diffusion terms. There are many ways the equations can be presented, depending on the choice of independent variables and this choice is important when constructing a numerical solution. Here the equations are formulated in terms of the total gas pressure p and the mass fraction of nitrogen w 2 . The total pressure is chosen because it is expected to be well defined and changes are small throughout the domain. The nitrogen mass fraction is chosen as the second independent variable because the bottom boundary condition can be written naturally in terms of the nitrogen mass fraction. The formulation presented has two main advantages over other possibilities: the independent variables are slowly varying and the governing equations are only weakly coupled.
[13] The formulation consists of a mass balance statement for the total gas pressure p [ML
À1
T
À2
] and the mass fraction of nitrogen w 2 (dimensionless), respectively [Bird et al., 2002] :
where q is the volumetric air content (dimensionless), r is the gas density [
], m is the gas viscosity [ML
À1
T À1 ], g is the gravity vector [LT À2 ] (note that the vertical coordinate is oriented positive down); and q is the total gas volumetric flux [
, v = q/q is the gas velocity, t f = 0.66f q f 2 is the gas phase tortuosity factor (dimensionless) defined by Moldrup et al. [1997] in terms of the porosity f, and D 2 m is the free molecular diffusion constant of nitrogen [
The equation system is closed by specification of several constitutive relations, these being an equation for the molecular weight of the gas mixture, the ideal gas law, the viscosity as a function of gas composition [Bird et al., 2002, equation 1.3-2c] , and Darcy's law:
where x 2 is the mole fraction of nitrogen given by
and where M is the molecular weight of the gas mixture in terms of its component molecular weights M i , R is the gas constant, T the temperature and m is the gas viscosity in terms of the component viscosities m i . Equations (4) and (8) follow from the definitions of the variables.
[15] The variables in the one-dimensional form of these equations are p, w 2 , r, m, M, q. All other parameters are defined by the user and are constants. The boundary conditions are
Equations (9), (10) and (11) are direct expressions of the gas composition at the boundaries. Equation (12) states that the total nitrogen flux at the bottom boundary must be zero. This boundary condition is correct at steady state as there must be no net accumulation of nitrogen below the reaction plane. For transient simulations the boundary condition is correct if there is no gas phase below the reaction plane as there will then be no net transfer of nitrogen across the bottom boundary. The transient case with a gas phase below the reaction plane is not considered further here.
Maxwell-Stefan Formulation
[16] The advection-diffusion model of gaseous diffusion is not well suited to many gas transport problems [Thorstenson and Pollock, 1989; Massmann and Farrier, 1992; Krishna and Wesselingh, 1997; Benes and Verweij, 1999; AbuElShar and Abriola, 1997] . The Maxwell-Stefan formulation is less widely used in hydrological applications, but has many advantages over the advection-diffusion formulation. The Maxwell-Stefan equations are a fundamental set of equations for description of mass and heat transfer in media on a macroscopic scale. They are equivalent to the Onsager formulation from thermodynamics of irreversible processes, but have a different form. They are more general than the advection diffusion formulation because they are stated as a balance of forces and so it is relatively easy to see how to incorporate extra terms to describe processes like electrical or chemical potential gradients.
[17] The Maxwell-Stefan model is related to the dusty gas model which can be regarded as a special case of the Maxwell-Stefan equations. The dusty gas model allows the prediction of the transport coefficients in the MaxwellStefan equations. The relationship between the Dusty gas model and Maxwell-Stefan equations is described by Krishna and Wesselingh [1997] and Wesselingh and Krishna [2000] . The Maxwell Stefan equations are more than a simplification of the dusty gas model: they are much more fundamental.
[18] One of the main practical differences between the Maxwell-Stefan and advection diffusion formulations is that in the advection-diffusion model of a three component system, the gas diffusion coefficients become nonlinear functions of composition [Jaynes and Rogowski, 1983] , while in the Maxwell-Stefan formulation, the friction coefficients are constants. This means that the Maxwell-Stefan equations are easier to generalize to 3 or more component systems.
[19] For the relatively simple binary gas problem considered in this paper, the formulations are both fairly straight forward because the diffusion coefficients in the advectiondiffusion model are constants. Both models are presented and compared here, and have similar results. However, the Maxwell-Stefan formulation is a better choice when more complex problems are analyzed. For example, De Visscher and Van Cleemput [2003] show how the Maxwell-Stefan formulation can be applied to describe a transient four component gas system.
[20] The Maxwell-Stefan equations for the 1-D problem illustrated in Figure 2 are [Krishna and Wesselingh, 1997; Thorstenson and Pollock, 1989] À dp
The first term represents pressure forces, the second gravitational force. These are balanced by gas-gas friction (free diffusion) and gas solid friction (Knudsen diffusion) on the right hand side. In the above p 1 , p 2 are the oxygen and nitrogen partial pressures respectively [ML
is the nitrogen/oxygen friction coefficient [T À1 ] in terms of the tortuosity t [À], the constriction factor g (dimensionless) [Caron and Nkongolo, 2004] , and the free molecular diffusion coefficient
], x i is the mole fraction of gas i (dimensionless), M i is the molecular weight of gas i [M], g is the acceleration due to gravity [LT À2 ], R the gas constant, and T is the absolute temperature.
[21] When the bulk gas is moving due to external total pressure gradients, an extra equation is needed to describe the viscous flux, this is the Darcy equation, here given as a molar flux instead of a mass flux as presented in equation (7)
where
], p the total gas pressure [ML À1 T
À2
] and r the total gas density [ML À3 ]. A mass balance statement can be written for each of the two phases
is the total flux of component i. The system is closed by the ideal gas law (5) and a number of constitutive relationships that follow from the variable definitions:
The permeability can be described using the Kozeny Carmen relationship
where d m is the median grain size [L] and e is the porosity (dimensionless). Note that the Kozeny Carmen relationship is used to obtain a grain size that is consistent with the permeability used. This ensures comparability of the advection-diffusion and Maxwell Stefan models.
[22] The problem has unknowns p 1 , p 2 , p,
. These boundary conditions are equivalent to those employed for the advection-diffusion formulation (9, 10, 11, 12) .
[23] Note that the Maxwell-Stefan formulation does not include dispersive mixing. In principle, dispersion could be added to the model, however this is a topic that has not been resolved in the literature and so is not addressed here.
Formulation of Maxwell-Stefan Equations for Solution
[24] For the numerical solutions, the Maxwell-Stefan equations are recast in a different form from that above. As with the advection-diffusion approach, the independent variables will be one of the component mole fractions (in this case we choose oxygen x 1 ) and the pressure p. To form these equations (13) and (14) can be solved for N i D with result
where r i is the gas density of component i. Substituting these diffusive flux expressions with (15) into (17) results in the equations for the total gas molar fluxes
The first equation is the oxygen component equation. This is formed by replacing p 1 with x 1 p in (26) and then combining with (16).
An equation in pressure can be derived from the nitrogen component molar flux (27) and (16).
Analytical Solution of the Advection-Diffusion Model: Steady State
[25] In this section a simple one-dimensional analytical solution describing evaporation from a surface [see Bird et al., 2002] is applied to the gas flow problem described in this paper. At steady state there is no net accumulation of nitrogen in the soil column, and since the net nitrogen flux is zero at the bottom of the column, it is zero throughout. This implies that at every point in the column the advective nitrogen flux is matched by an equal and opposite nitrogen diffusive flux.
Solving for q,
The gas mass balance equation (2) in one dimension and at steady state is
These equations are subject to the boundary conditions
Here, the top boundary condition is written for an arbitrary atmospheric nitrogen mass fraction a. Substituting (31) into (32) and assuming that r and D 2 are constant gives the ODE
whose solution with the boundary conditions (33) and (34) is
The solution is shown in Figure 3 for a = 0.768 (see steady state solution in Figure 3 ). Since q is a constant and w 2 increases with depth it can be seen that the advective flux of nitrogen increases nonlinearly with depth and is balanced by an equal and opposite increasing diffusive flux. Intuitively, the curvature in the solution w 2 can be explained as a downward advection of a linear diffusion profile, giving the final profile its slight curvature.
[26] The solution can be used to calculate the advective and diffusive fluxes of oxygen at the surface. The advective flux of oxygen at the surface is given by
The diffusive flux of oxygen at the surface is equal in magnitude, but opposite in direction to the diffusive nitrogen flux and is given by (30) to be
Both the advective and diffusive fluxes are inversely proportional to L showing that oxygen transport will be fastest when the reaction plane is near the surface and concentration and pressure gradients are large. If the reactions are rate limited by oxygen transport, then the reaction rate will also be inversely proportional to L.
[27] The total flux is given by the sum of equations (37) and (38)
This equation could be used as a screening tool to estimate pyrite oxidation rates. One widely used screening tool is the Crank solution [Crank, 1975] 
where C o is the oxygen concentration at the surface, K is the first-order pyrite reaction rate and D e is the effective diffusion coefficient. Both tools have value: equation (39) applies to systems which are transport limited (reaction rates are faster than transport rates), while equation (40) accounts for reaction kinetics and will apply in cases that are reaction rate limited.
[28] Equations (37) and (38) give the surprisingly simple result that at steady state the diffusive flux of oxygen at the ground surface is a 1Àa times larger than the advective flux. This ratio is independent of the length of column and soil properties and is determined entirely by the boundary conditions. As the amount of oxygen in the atmosphere increases, the advection increases in importance. In fact, the advective flux of oxygen as a portion of the total flux at the surface is simply given by 1 À a. In the limiting system consisting of a pure oxygen atmosphere, the system is entirely driven by advection.
[29] Most authors [e.g., Elberling and Nicholson, 1996] have calculated oxygen mass fluxes using a simple diffusive approximation with the flux being given by
This approximation results in a linear concentration profile if the only sink of oxygen is at the bottom boundary. It is useful to consider the error made when using this approach. Given that the total flux is given by equation (39) . For a = 0.768 the error made by using a diffusive approximation is 12.1%. As a ! 0 the system becomes increasingly driven by advection and the error ! 100%.
[30] The analytical solution presented here is limited by the assumption of constant density and D 2 . A more general solution can be obtained where density is allowed to vary with gas composition, while the gas pressure is assumed to be constant. It can be derived in a similar manner to the above if the equations are recast in terms of the mole fraction
then equation (31) becomes
The equation solved is the nitrogen mass balance (32) which is combined with q given by (43) and r given by (5) to find (provided p and T are constants)
subject to the boundary condition
The solution is
The two analytical solutions are shown in Figure 3 together with two numerical solutions to the advection-diffusion and 
Numerical Solutions
[31] The governing equations were solved using the generic finite element solver MULTIPHYSICS 3.2. For the advection-diffusion model, the equations solved are (2) and (3) for pressure and nitrogen mass fraction respectively, subjected to the boundary conditions (9), (10), (11) and (12). For the Maxwell-Stefan model, the equations solved are (28) and (29) for the oxygen mole fraction and pressure respectively, subject to boundary conditions that are equivalent to those employed in the advection-diffusion model. Solutions were checked against the analytical solutions and the advection-diffusion model was checked against an independently written finite element solution coded by the authors.
Results
[32] Results of the numerical models are now presented. Firstly the advection-diffusion model is used to analyses various example problems. Then a comparison is made to the Maxwell-Stefan model and some comments are made.
Example Calculation: Column Initially Filled With Air
[33] To illustrate the solution behavior an example is presented where a L = 1m long column of soil initially containing air and dry sand is subject to oxygen removing reactions at the lower boundary. The advection-diffusion model is set up with parameters typical for sand q = 0.3, a = 0.01 m,
, and T = 298°K. As initial condition, the soil column is assumed to contain air with atmospheric composition, that is [Eagleson, 1970] w 2 j z;t¼0 ¼ 0:768 ð47Þ
Results are shown in Figures 4 and 5 . Figures 4 and 5 show a decelerating change from the initial condition toward the steady state. The steady state is a slightly curved profile, with the deviation from linearity due to air advection.
[34] Figure 5 shows the component advective and diffusive fluxes at the surface. The diffusive flux shown is for both gases, however the oxygen diffusive flux is into the column while the nitrogen diffusive flux is out of the column. Advective fluxes are all into the column. Initially the surface flux is zero and after a short time it becomes almost entirely advective. This is because at early times there is no concentration gradient to drive diffusion at the ground surface. However 20% of the gas volume is removed at depth causing a decrease in pressure which in turn drives an advective flux from the surface. After 1 s, the pressure at the bottom of the column is 133 Pa below atmospheric pressure (see Figure 6) . With time the advective flux gradually decreases, until at a time of 10,000 s the diffusive flux of oxygen becomes greater than the advective flux. The model includes both molecular diffusion and gas dispersion. At time 1 s the dispersion is of similar magnitude to the molecular diffusion. As steady state is approached the advective flux and dispersion terms both decrease. At steady state the molecular diffusion term is about 100 times greater than the dispersion term. The extra dispersion at early times increases the rate at which the profile approaches steady state.
[35] At steady state the nitrogen diffusive flux is equal and opposite to its advective flux. The oxygen diffusive flux into the soil is 3.09 times greater than the advective flux, a result that is similar to the constant density analytical solution where the ratio was a 1Àa = 3.31. At steady state, the pressure at the bottom of the column driving the advective flux is only 2.1 Pa lower than atmospheric pressure.
[36] A sensitivity analysis of the numerical advectiondiffusion model shows that the model is quite insensitive to the physical parameters at steady state. The numerically computed steady state ratio between surface advective and diffusive fluxes does not depend at all on permeability and depends only slightly on column length. This result is consistent with the analytical solution where the ratio of advective and diffusive fluxes is also independent of the physical parameters. While the surface gas flux is not sensitive to the soil permeability, the pressure deficit at the bottom of the column does depend on permeability, with a less permeable soil requiring larger pressure deficits to drive the same gas flow. As the soil becomes less permeable, the problem also becomes more challenging numerically as the pressure deviates more from hydrostatic and the system becomes more nonlinear and coupled.
[37] The steady state ratio of fluxes is almost entirely determined by the atmospheric composition. However, the transient problem is dependent on other model parameters.
For example, Figure 7 shows the time required to reach equilibrium for various column lengths. It can be seen that the time to equilibrium increases exponentially with increasing column length. Curiously, while the time to equilibrium is very sensitive to column length, the time to equilibrium is relatively insensitive to permeability. A three order of magnitude decrease in permeability resulted in only a 2% increase in time to equilibrium. This paper has assumed a stationary reaction zone. Figure 7 shows that such an assumption is reasonable for short column lengths. However, as the reactive zone moves deeper below the surface, longer times are required before equilibrium is reached and over these timescales movement of the reactive zone can become significant. In these cases, the problem becomes a moving boundary problem.
Example Calculation: Column Initially Filled With Nitrogen
[38] Wisotzky [1994] reported the results of some column experiments where a column initially containing little oxygen, was opened at one end and oxygen from the atmosphere allowed to enter, and oxygen concentrations monitored as pyrite oxidation progressed (see Figure 1) . A direct comparison between the model and experimental results is not possible because some features of the experiment are not included in the model. For example, in Wisotzky's experiment small amounts of pyrite were initially distributed throughout the column whereas the model assumes a sharp reaction plane. The experimental results also indicate that kinetics play a role, because oxygen is present at locations below the uppermost locations where there is pyrite. Other experimental results, for example, those of Elberling and Nicholson [1996] , suggest that the sharp reaction plane is a valid first approximation to the problem and that approach has been taken in this work.
[39] While direct comparison with the experiments is not reasonable, it is interesting to compare model results for an initial state of a nitrogen filled column with the air filled column of the previous section. Results are shown in Figure 8 . In the nitrogen filled column, advective fluxes are much less important, here the model predicts an insignificant initial pressure drop at the bottom of the column. Unlike the previous example, this problem is diffusion dominated with an initial (t = 1 s) oxygen diffusive flux at the ground surface of 9.88 Â 10 À5 kg/m 2 s and advective flux of 2.86 Â 10 À6 kg/m 2 s. As steady state is approached the fluxes converge to those shown at late times in Figure 5 . The reason advective fluxes are small in the nitrogen filled column experiments is that the large volume losses initially experienced in the air filled column do not occur in the N 2 filled column. Instead, the main fluxes are diffusion of oxygen into the column and an equal and opposite nitrogen diffusion out of the column.
Numerical Results: Maxwell Stefan Model
[40] The steady state Maxwell-Stefan solution is shown in Figure 3 . These properties can be shown using the Kozeny Carmen relationship [Krishna and Wesselingh, 1997] to be similar to those used in the advection-diffusion model. Figure 3 shows that advectiondiffusion and Maxwell-Stefan models have similar solutions. The small difference between the two models can be attributed to differences in the way matrix friction is determined in the models and the lack of a dispersion term in the Maxwell-Stefan model. Similar good correspondence between the advection-diffusion and Maxwell-Stefan models is also obtained for the transient examples presented above.
[41] The good correspondence between the advectiondiffusion and Maxwell-Stefan approaches for binary systems has been noted by others, for example, Fen and Abriola [2004] , and our results concur with theirs. However, it should be expected that the correspondence will be poorer if more than three gas components are present. For example, Baehr and Bruell [1990] have shown that the advectiondiffusion model gives poor results for transport of an organic component in air. The addition of a third component is straight forward in the Maxwell-Stefan formulation and this formulation should be chosen whenever there are more than two components in the gas phase.
Conclusions
[42] The simple examples considered in this paper have illustrated the importance of considering gas phase advection in reactive flow problems in unsaturated porous media. Even at steady state, gas advection is 23% of the total flux of oxygen at the surface in a column subject to typical atmospheric conditions. For a mine dump this means that current modeling approaches underestimate the rate of pyrite oxidation by 12% for air with an atmospheric composition. The error made by employing a diffusive approximation increases as the air becomes more oxygen rich.
[43] In transient simulations, large pressure deficits can be experienced at the location of reactions which drive advective fluxes that dominate gas fluxes until steady state is almost reached. The steady state fluxes are almost entirely determined by atmospheric composition. In transient cases, other parameters become significant, for example the time required to reach steady state depends exponentially on column length.
[44] Other researchers have compared experimental observations of oxygen fluxes with calculated diffusive fluxes and concluded that diffusion is the predominant oxygen transport mechanism [e.g., Elberling and Nicholson, 1996] . Here two formulations of gas transport have shown that advective fluxes should not be neglected in reactive gas problems. These results concur with the previous modeling studies of Thorstenson and Pollock [1989] and with recent experimental observations [e.g., Wisotzky, 1994; Amos et al., 2005] . Our work reinforces the conclusions of previous studies and provide simple analytical approaches that provide insight into the system behavior.
[45] The transient simulations presented in this work are somewhat limited. They were inspired by laboratory-scale experimental systems operating on short timescales. However, the results may not apply to field problems where other processes may dominate. For these problems, additional analysis is required to include a broader range of processes over much longer timescales. Extensions might include incorporation of reactions and their kinetics, growth of microorganisms catalyzing the oxidation, the moving boundary, etc, into the model. Other gas components could be considered, for example CO 2 is known to comprise up to 20% of gas volume in mine waste [van Berk and Wisotzky, 1995] . The water phase with a variable moisture content could be explicitly included, for instance, it would be particularly interesting to examine how infiltration events affect rates of oxygen transport and subsequent pyrite oxidation. Other driving forces for gas advection such as temperature driven advection [Pantelis and Ritchie, 1991; Lefebvre et al., 2001] and atmospheric pumping [e.g., Elberling et al., 1998 ] are important in some problems. Finally, this paper has been written with pyrite oxidation in mind, but other geochemical processes involving gases may involve volume changes and could be approached in a similar way.
