Abstract. We consider the following shadow system of the Gierer-Meinhardt system with saturation:
where > 0 is a small parameter, 0; k > 0 and R n is smooth bounded domain. The case k = 0 has been studied by many authors in recent years. Here we give some su cient conditions on k for the existence and stability of stable spiky solutions. In the one-dimensional case we have a complete answer of the stability behavior. Central to our study are a parameterized ground-state equation and the associated nonlocal eigenvalue problem (NLEP) which is solved by functional analysis and the continuation method.
Introduction
Turing in his pioneering work in 1952 36] proposed that a patterned distribution of two chemical substances, called the morphogens, could trigger the emergence of a complex cell structure leading to the development of a complete organism. He shows by linear stability analysis that the homogeneous state may be unstable which explains why a stable spatially complex pattern of the morphogens arises.
Since the work of Turing, a lot of models have been proposed and analyzed to explore this phenomenon, which is now called Turing instability. One of the most studied models is the Gierer-Meinhardt system which after suitable rescaling can be stated as follows: ( 16] The Gierer-Meinhardt system without saturation (i.e. k = 0) has been the object of extensive studies in recent years which we now brie y summarize.
We start with the shadow system 32] (which arises for D = +1): 
Since we a have purely power-like nonlinearity, the steady state of (1. ( w ? w + w 2 = 0; w > 0 in R n ; w(0) = max y2R n w(y); w(y) ! 0 as jyj ! 1 (1.3) whose existence as well as uniqueness has been shown in 17] and 23], respectively.
The stability of multiple spike solutions with respect to the shadow system has been studied in 15 In this paper, we concentrate on the saturation case, i.e, k > 0. As far as the authors know, the only papers dealing with saturation case to GiererMeinhardt system are due to M. del Pino 9] and 10], where multiple layered solutions are constructed. His assumption is that << 1, but k is xed.
Here we will allow k to depend on and we would like to understand the role of k on the existence and stability of spiky solutions. For simplicity, we consider the shadow system only. (The full system with D > 0; k > 0 is much more di cult.) Namely, we study the following problem: We note that there is an immediate change of type of nonlinearities: a convex nonlinearity in (1.3) becomes a bistable nonlinearity in (1.7).
To study the stability, we have to study the following new NLEP The organization of the paper is as follows: In Section 2, we study the parameterized ground-state problem (1.7) and the algebraic equation (1.8) and prove some preliminary results. In Section 3, we study the NLEP (1.10) for dimensions n 3. In Section 4, we prove Theorems 1.1 and 1.2. Secondly, our stability result in higher dimension (Theorem 1.2) is incomplete. We conjecture that thek 0 should be in nity. It is also of interest of understand the stability behavior for dimensions n 4 which leads to NLEPs for a new parameter range. Another topic concerns the Hopf bifurcations occurring for large. For recent progress in this direction for the Gierer-Meinhardt system without saturation please see 37], 38].
Finally, the issue of existence and stability results for the case of nite D in one or two dimensions for the Gierer-Meinhardt system with saturation remains completely open.
The Parameterized Ground-state
In this section, we consider (1.7) and (1.8). We rst study (1.7) . Note that when = 0, (1.7) becomes (1.3).
By the scaling
we see that (1.7) is equivalent to the following rescaled form: Note that (t) is well-de ned for t 2 0; +1). The critical point of (t) is unique and is given by the solution of the equation arctant = 2t + t 3 2(1 + t 2 ) ; t > 0:
We denote the unique critical point of (t) by t . One computes numerically t = 1:514::: < 2 : Let = (2 (t )) 2 :
Then it is easy to see that 
In the following lemma we state some important properties of w . Lemma 2.2. For each 2 (0; ), problem (1.7) admits a unique solution, denoted by w , which satis es (i) w 2 C 1 (R n ).
(ii) w > 0 is radially symmetric and w 0 (r) < 0 for r 6 = 0.
(iii) w and its derivatives decay exponentially at in nity, i.e., there exist c 1 ; c 2 The rst two identities (2.11) and (2.12) follow from direct computations and the third one (2.13) follows from Pohozaev's identity. (2.14) { (2.15) follow from (2.11) { (2.14). So we arrive at the following corollary.
Corollary 3.2. Let n = 1. Then for all nonzero eigenvalues of (3.4), we must have Re( ) < ?c 0 < 0 for some c 0 > 0.
We now prove Theorem 3.1. This will be proved by a continuation method. We begin with = 0. When = 0, Theorem 3.1 has been proved in 42] and it follows from the following key inequality: Proof of Theorem 3.1: Suppose that 2 0; ).
We use the continuation method to prove Theorem 3.1. We will nd a suitable quadratic functional and show its positivity by varying .
We rst note that we may restrict to a space of radially symmetric functions This nishes the existence part. By Theorem 3.1, for n 3 and 2 (0; ), problem (4.7) is stable for small, i.e., for all eigenvalues of (4.7) with 0 6 = 0 we must have Re( 0 ) < ?c 0 < 0 for some c 0 > 0. In the one-dimensional case, by Corollary 3.2, we can take = . This shows that the large eigenvalues are all stable.
It remains to consider Case 2, ! 0. We call these eigenvalues small eigenvalues. Note that in the one-dimensional case, is bounded away from zero. So we just need to consider the higher dimensional case. In this situation, the proof is exactly the same as in the proof of Theorem 1.3 of 42]. We omit the details.
This nishes the stability part. Proof:
We assume that n = 1. We rst claim that 00 (t) < 0 for 0 < t < t :
(4.12) In fact, from (4.11), we see that (4.12) is equivalent to (t) := t 5 (1 + t 2 ) 2 + t 3 1 + t 2 ? 3(t ? arctan(t)) > 0: (4.13) It is easy to see that (0) = 0 and 0 (t) = t 4 (3 ? t 2 )
(1 + t 2 ) 3 > 0 for t < t < p 3. Hence (t) > 0 for t < t . (4.13) is thus proved. >From (4.12), it is easy to prove that 0 (t) > 0; and t 0 (t) < (t) for 0 < t < t :
(4.14)
We now re-write the integral in (4. 
