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The leading theme of virtually all of Moser's work in dynamics is the search for elements of stable behavior in dynamical systems with respect to either initial conditions or perturbations of the system.
Dynamics from Newton to Poincaré
The major dynamical issues to whose study Moser made contributions can be traced back to the inception of the discipline of dynamical systems in the 19th century. Celestial mechanics had long been a driving force for scientific and mathematical development. It was given a physical basis by Newton when he established universal gravitation as its basic mechanism and as the system of the world [78] . The development of calculus and classical mechanics supported a flourishing of celestial mechanics into a universal model of unprecedented predictive power, epitomized by Laplace's monumental Mécanique Celeste [38] . In particular, the 'great inequality' in the Jupiter-Saturn interaction was described in a way that only a sophisticated theory could: an apparent systematic drift in observational data over time was shown to be a periodic phenomenon with a period of some 900 years (due to resonant periods). The sense that this established supreme order in the universe is reflected in Laplace's famous statement about physical determinism [39, p. 2] : 'An intellect which at any given moment knew all the forces that animate nature and the mutual positions of the beings that comprise it . . . could condense into a single formula the movement of the greatest bodies of the universe and that of the lightest atom: for such an intellect nothing could be uncertain; and the future just like the past would be present before its eyes. ' Laplace claimed to have established the stability of the solar system, but his argument was found to fall apart when the perturbation theory he used was carried beyond first order. This was noticed by le Verrier, who also found that higher-order perturbation theory led to series solutions where small denominators might cause convergence problems. From then on it was understood that stability of the solar system should be established by obtaining series solutions that converge uniformly in time. Throughout the 18th and most of the 19th century the leading theme of research in classical mechanics in general and celestial mechanics in particular was the search for more or less explicit expressions of solutions either via elementary functions and quadratures or as convergent power series in properly chosen coordinates. The hope was that accomplishing this would clarify the qualitative long-term behavior. One situation in which this approach works is the completely integrable case. Using modern language, if there are sufficiently many commuting constants of motion (first integrals) then most of the phase space of a mechanical system decomposes into invariant manifolds, and the compact ones among these are tori on which the motion is quasiperiodic with respect to properly chosen coordinates. While the classics never hoped that the most important systems studied in classical mechanics, such as the n-body problem, were completely integrable in full generality, complete integrability was an attractive paradigm of regular and divinely ordained behavior, which motivated the search for explicit solutions in a more general context.
At the end of the 19th century Poincaré made great contributions to classical celestial mechanics and in the process discovered that even in the three-body problem the long-term behavior could be vastly more complicated than anyone would have anticipated [9, 79] . Specifically, he noticed the presence of homoclinic tangles and inferred that the series solutions of the equations of motion diverge. ('These intersections form a type of trellis, tissue, or grid with infinitely fine mesh . . . The complexity of this figure is striking, and I shall not even try to draw it. Nothing is more suitable for providing us with an idea of the complex nature of the three-body problem' [80, Ch. 33, §396] .)
This watershed work marks the beginning of the theory of dynamical systems in the modern sense. In it Poincaré began to develop qualitative (topological), probabilistic, and global methods of analysis of dynamical systems. Poincaré recognized the study of small perturbations of completely integrable Hamiltonian systems as the central problem in dynamics: the solar system can be viewed as a (relatively) small perturbation of the integrable Kepler problem. Since homoclinic tangles can appear for arbitrarily small perturbations of integrable systems and are persistent, it came to be expected that away from integrable systems highly unstable behavior is typical. From a different direction the Boltzmann ergodic hypothesis also brought about the necessity of studying complicated behavior in systems with many degrees of freedom.
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2. Dynamics in the first half of the 20th century Thus, the dominant theme of research in qualitative dynamics in the first half of the 20th century, or more precisely, in the 65 years from the seminal insights of Poincaré to the Kolmogorov discovery in 1954, was a somewhat cautious exploration of the complex unstable behavior which much later became known as 'chaotic'. In the process of this development the modern language of discourse in dynamics was developed. In particular, certain notions were recognized as characteristic for complex behavior: coexistence of periodic orbits of arbitrarily large periods, transitivity on significant parts of the phase space, local exponential divergence of nearby orbits, existence of non-trivial invariant measures, and ergodicity with respect to such measures.
It is interesting that the most important concept in this circle of ideas, entropy, was discovered only in 1957 and again by Kolmogorov, who brought into dynamics insights from Shannon's information theory.
With a little simplification one can say that the progress revolved around two themes: first, the search for tractable models with complex behavior to augment the old model of completely integrable quasiperiodic behavior, and second, the search for methods of establishing the above-mentioned qualitative features in various classes of concrete systems. In the process the emphasis shifted from traditional techniques based on classical analysis and differential equations towards new geometric, variational and probabilistic methods. Without any pretense to a comprehensive account let us mention some of the highlights.
The search for tractable models led to the study of the free motion of a particle (the geodesic flow) on surfaces of constant negative curvature. By 1898 Hadamard had considered (non-compact) surfaces in R 3 of negative curvature, showing that each homotopy class (except for the 'waists' of cusps) contains a unique geodesic [21, III.31, 37] . A popular classic by Duhem [17] used this to illustrate that determinism in classical mechanics does not imply any practical long-term predictability. To today's reader his description is a shrewd translation of symbolic dynamics into everyday language. Indeed, several authors trace back symbolic dynamics to this paper of Hadamard [21, II.20] , including Birkhoff ('the symbols effectively introduced by Hadamard' [12, p. 184] ). Between 1920 and 1940 the geodesic flows of surfaces of constant negative curvature with finite volume and finitely generated fundamental group were extensively studied. Morse introduced symbolic dynamics to produce non-periodic recurrent geodesics [47] and density of closed geodesics [48] ; symbolic dynamics was also used by Artin [7] and Koebe [34] . Topological transitivity and density of periodic orbits were established by Koebe and Löbell [34, 43] (after an earlier work for special cases by Artin [7] and Nielsen) and topological mixing by Hedlund [24] . This combination of properties is among the hallmarks of 'chaotic' behavior in a contemporary sense.
Ergodic theory can be said to have begun with Poincaré's memoir [79] , where the recurrence theorem first appeared. Preservation of phase volume in conservative mechanical systems made ergodic theory a natural tool. The 1930s witnessed the birth and the first flourishing of ergodic theory in the modern sense. The ergodic theorems of von Neumann [76] and Birkhoff [10] established the existence of time averages, which adds significant physical motivation, especially in the ergodic case when these must be constant. The founding text of modern ergodic theory is von Neumann's paper [77] . Its title clearly indicates that classical mechanics was von Neumann's principal motivation while in its content Hamiltonian and other classical systems do not figure prominently. Von Neumann found an abstract version of quasi-periodicity (pure point spectrum) and classified such systems. He also found that special flows over a circle rotation with piecewise differentiable roof and non-zero sum of jumps provide simple geometric examples of weakly mixing systems, i.e. systems without factors with pure point spectrum. E. Hopf wrote a textbook on ergodic theory as early as 1937 [29] . A further motivation for ergodic theory as a powerful and general tool in dynamics came from the work of Krylov and Bogolubov who showed that any topological dynamical system has an invariant measure [37] . Hopf and Hedlund looked at ergodic properties of classical systems which by then had been shown to possess complicated topological orbit structure, proving ergodicity [28] , and mixing [25] for geodesic flows on compact surfaces of constant negative curvature. At the time mixing looked like the most natural hallmark of complicated behavior from the statistical point of view, contrasting with a pure point spectrum, which is characteristic for stable behavior. It took another 20 years until more fitting concepts, entropy and derivative notions of strong mixing, such as completely positive entropy (the K-property), were discovered.
The crowning achievement in the work on ergodic theory of classical systems in the 1930s was the work of Hopf [30] in which he proved that for compact surfaces of non-constant (predominantly) negative curvature the Liouville measure (phase volume) is ergodic and indeed mixing. This work provides the bridge to the next phase in the development of the theory which began in the 1960s primarily with the work of Anosov and Sinai.
Parallel to these developments Birkhoff advanced the original program of Poincaré by looking at complicated phenomena in sufficiently general Hamiltonian and other classical systems. Among other things Birkhoff proposed billiards inside convex plane curves as a testing ground for the qualitative study in mechanical systems ('In this problem the formal side, usually so formidable in dynamics, almost completely disappears, and only the interesting qualitative questions need to be considered.' [11, §VI.6, p. 170] ). Convex billiards give rise to twist maps, which have been especially useful, often as the simplest models in which to test ideas and methods intended for application to Hamiltonian or Lagrangian systems. Birkhoff paid great attention to topological methods. He was proud of his proof of Poincaré's Last Geometric Theorem, which in particular implies existence of periodic orbits with arbitrarily high periods for a general class of Hamiltonian systems with two degrees of freedom.
In 1927 B. van der Pol and J. van der Mark reported on experiments with a 'relaxation oscillator' circuit built from a capacitor and a neon lamp (this is the nonlinear element) and a periodic driving voltage [81] . They were interested in the fact that in contrast to a linear oscillator, which exhibits multiples of a base frequency, these oscillations were at 'submultiples' of the basic frequency, i.e. half that frequency, a third, and so on down to 1/40th, as the driving voltage increased. They obtained these frequencies by listening 'with a telephone coupled loosely in some way to the system' and reported that 'Often an irregular noise is heard in the telephone receivers before the frequency jumps to the next lower value. However, this is a subsidiary phenomenon, the main effect being the regular frequency demultiplication.' This irregular noise was one of the first experimental encounters with complex dynamics. Although it was then overlooked, in retrospect it is a natural precursor to the work of Cartwright and Littlewood on relaxation oscillations.
Much of the search for methods to establish orbit complexity in concrete systems can retrospectively be seen as related to the phenomena that arise from homoclinic (or heteroclinic) tangles. Other than in Poincaré's initial discovery, this is fully explicit in the work of Birkhoff, who established that also in this context one obtains periodic points of arbitrarily high periods. This was much later sharpened by Smale to the existence of a horseshoe (the Birkhoff-Smale Theorem), which allows us now to see connections to situations where tangles as such are not the most apparent feature. This is the case with the work of Cartwright and Littlewood [13, 14] , which was to lead Smale to the discovery of horseshoes. Here the concrete system was a radar circuit that exhibited erratic relaxation oscillations. (Cartwright and Littlewood were aware of and guided by Poincaré's work.)
The variational approach, introduced by Hadamard, Birkhoff and Morse, served as one of the tools for finding complicated behavior. Until the 1980s variational methods were only applied to finding motions of the simplest possible type, i.e. closed orbits for differential equations and periodic points for discrete-time systems. However, by setting many variational problems for the same system these authors were able to find periodic orbits of arbitrarily large periods, thus establishing one of the features of complicated behavior. In these early applications of variational methods the objectives were always critical points of the action functionals of finite Morse index, such as extrema or 'mountain passes'. Such problems usually pose only moderate analytical difficulties and classical homology theory provides the proper topological tools. The earliest work dealing with the infinite index case was a 1948 paper by Seifert [84] that involved a degenerate Jacobi metric.
3. Second half of the century: stable and random motions A crucial breakthrough in the development of the general theory of dynamical systems appeared with Kolmogorov's discovery of large sets of stable motions within Hamiltonian systems of a fairly general kind. While the motions themselves fit into the classical quasiperiodic paradigm, the set of tori filled with such motions is complicated, typically (transversely) a Cantor set of positive Lebesgue measure. We discuss this topic in more detail in the next section. At this point it is enough to point out that Kolmogorov's work led to a fundamental change in the general outlook of the theory.
First, analytical methods were back, albeit at a new, more sophisticated level, to detect and describe various stable elements in the orbit structure.
Second, the quest for complexity now focused on two directions: (i) understanding how complex behavior coexists with large sets of stable motions, and (ii) finding proper models for genuinely stochastic or chaotic behavior unencumbered by any admixture of stability; the latter usually goes under the name of hyperbolic dynamics, often with various adjectives, such as 'uniform', 'partial', 'non-uniform' (for an introduction and partial overview see [33] ). Direct analytical, geometric, and variational methods were developed to achieve this end.
Third, a strong revival of the interest in the classical subject of completely integrable systems started in the 1960s, prompted on the one hand by the discovery of new mechanisms of complete integrability, which originally appeared in some important infinite-dimensional systems coming from partial differential equations, and, on the other hand, by KAM bringing completely integrable systems back into the focus of attention.
Another important development was a blossoming of the global variational approach, which often involves a blend of hard analysis and geometric considerations. Variational methods provide an opening for the coexistence problem (i) above, which otherwise often looks intractable. In addition to finding periodic solutions for Hamiltonian and Lagrangian systems, variational methods were now used to find new elements of the orbit structure that either reflect some traces of stable behavior (Aubry-Mather sets) or complicated motions (homoclinic, heteroclinic, oscillating) that accompany stable structures.
Moser was a major participant in all of these developments. Always keenly interested in the work of others, he was able to discern the fundamental trends and invariably made essential, often fundamental, contributions. On several occasions lecture series of his at the early stages of a development brought great clarity, opened new perspectives, and provided major insights on his own part [53, 55, 57, 64, 65]. Moser's own contributions to different major developments in dynamics are of unequal volume and importance. Still, we cannot think of another mathematician in the period after 1960 who had such a broad view and comprehensive understanding of virtually all major trends in dynamics and influenced their development to a similar degree. In fact, the only major development that mostly escaped Moser's creative attention seems to be the circle of ideas from probability theory and statistical mechanics, which entered dynamics through symbolic dynamics and ergodic theory.
Moser was usually well aware of the work of his predecessors and was gracious and generous in giving them credit. This knowledge also facilitated his search for deep understanding of mechanisms as well as connections between different parts of mathematics. In his work he usually searched for wisdom rather than simply knowledge, and thus he strongly emphasized developments of methods and insights over pushing a specific result to the limit. Accordingly, he sometimes described the outcome of his own work as methods rather than theorems. This also influenced his exposition. In order to convey his understanding he wrote beautiful papers with lucid prose, and often chose to add inessential simplifying hypotheses to make the central idea stand out more clearly. A prime example is the excessive number of derivatives (333 was chosen not very seriously) assumed in his original KAM paper [51] . Several of his papers are easier to read than their review in Mathematical Reviews. This and his finely crafted lecture notes greatly magnified his influence. In addition he was diligent in bringing to the physics community those insights that would be useful to them.
As it turned out, the search for paradigms for complex behavior, at least in the earlier part of the period, also centered on the search for stability, but in a different sense than stability of quasiperiodic motions: preservation of the global (often complex) orbit structure under perturbations of the system (structural stability and related notions). The leading paradigm in this area is that of exponential instability of orbits, or hyperbolic behavior. The functional-analytic methods based on implicit-function and fixed-point type theorems played an important role and while Moser's contribution here was not large in volume, it has been quite influential [56, 58] .
A major role in the development of global variational methods and symplectic geometry was played by two students of Moser, C. Conley and P. Rabinowitz, and by E. Zehnder who was greatly influenced by Moser [15, 16, 82] . In the rest of this note we discuss the abovementioned major areas and outline Moser's contributions. The order we have chosen is based on the importance of Moser's contributions (as we perceive it), and thus differs both from the historical order of appearance of major ideas, and from the order of Moser's own work.
KAM
In 1954 Kolmogorov announced [35] that under general non-degeneracy conditions many invariant tori in a completely integrable analytic Hamiltonian system persist under any sufficiently small analytic perturbation. Non-degeneracy in a system with n degrees of freedom means that the frequencies of the quasiperiodic motions on the n-parametric family of n-dimensional invariant tori change locally in all possible ways. The persistent tori are those whose frequency vector ω = (ω 1 , . . . , ω n ) satisfies a Diophantine condition for constants c and r depending on the size of the perturbation, i.e.
where
Thus, stable Diophantine tori are not isolated objects, like hyperbolic equilibria or periodic orbits whose stability had been known before. On the contrary, they cover a substantial part of the phase space: their union has positive Lebesgue measure, although it is usually nowhere dense. Kolmogorov's discovery dramatically altered the perceived picture of typical long-term behavior in non-integrable systems. On the one hand, stable behavior (quasiperiodic motions fully within the classical paradigm) is abundant; on the other, complexity and disorder exist in the rest of the phase space.
Kolmogorov's revolutionary work had two deficiencies. First, it did not directly apply to the solar system for which the non-degeneracy assumption does not hold, and second, results were not supplied with complete proofs. The paper [35] did, however, contain a description of the method, which is based on a sophisticated modification of an infinitedimensional version of the classical Newton method for solving equations. We postpone a description of this method in a form given to it by Moser in order not to interrupt the remarkable story of how Kolmogorov's prophetic insight developed into a major tool in several areas of contemporary mathematics. Jürgen Moser played the central role in this transformation. The early history of what became known as 'KAM theory' or the 'KAM method' is well recorded, including Moser's personal account [74] , and we recall some parts of it here.
At the time of Kolmogorov's announcement Moser was a young mathematician trained mostly in differential equations and classical analysis, and deeply interested in the classical problems of celestial mechanics. The primary mathematical influence in his early development was Carl Ludwig Siegel. In his earlier work, Siegel managed to overcome the difficulties of 'small denominators' (which were also central for carrying out Kolmogorov's approach) in a somewhat simpler 'center problem' [85, 86] . Siegel used a high-powered version of the classical Cauchy majorization method, but, as Moser showed later, the Siegel problem was also an excellent stepping stone for the application of Kolmogorov's method (see [53] for details and references). Moser became interested in Kolmogorov's work as soon as he saw the announcement [36] , which he was asked by Mathematical Reviews to review. Not persuaded by the outline of the convergence arguments in Kolmogorov's paper [35] , he wrote a letter to Kolmogorov, asking for the details. It is not known whether Kolmogorov received the letter (it was after all only the very beginning of the post-Stalin 'thaw'), but in any case Moser never received an answer. Paradoxically, this may have been fortunate for the development of mathematics, because in due time two powerful insights into the problem were developed independently, by V. I. Arnold, a brilliant student of Kolmogorov, and by Moser. This arguably made the resulting method more versatile and powerful than it might otherwise have been.
Having only Kolmogorov's announcement to guide him, Moser developed a powerful functional-analytic machinery which in its various versions was applicable to a number of problems in partial differential equations, geometry, and dynamics. One part of it became known as the 'Nash-Moser Implicit Function Theorem' [50] (being hesitant to turn methods into theorems, Moser preferred the term 'Nash-Moser Implicit Function Method'), and another led to a realization of the Kolmogorov iteration scheme. Moser announced his result in the latter area at a conference in 1961 and published it in 1962 [51] . The Moser result, usually referred to as the 'Invariant Curve Theorem', is different from the theorem announced by Kolmogorov in a number of respects. First, it deals only with the case of Hamiltonian systems with two degrees of freedom. More precisely, Moser considers maps that appear as a section (first return map) of such systems on a hypersurface of constant energy. For a completely integrable system, in a tubular neighborhood of an invariant torus, the section map has the form
where θ is the angular coordinate on the circle, which appears as the section of an invariant torus, and r is a first integral of the system. The non-degeneracy condition implies the twist condition α = 0 for the section map. Naturally, for a small perturbation of an integrable system the section map is a small perturbation of the map (2). Existence of an invariant torus for the perturbed system near a torus for the integrable system is equivalent to the existence of an invariant curve for the perturbed section map near a circle r = r 0 . The Diophantine condition (1) becomes a Diophantine condition for the rotation number α(r 0 ). The section maps for Hamiltonian systems are area preserving (if the transverse coordinate r is chosen properly) and exact, i.e. the area under the graph of any function r = ϕ(θ) does not change under the map. This, in particular, implies that any such graph intersects its image. Moser used only this weaker property to prove the preservation of invariant circles with Diophantine rotation number. Thus his result holds for a more general class of systems than Hamiltonian systems with two degrees of freedom. Another difference was that Moser only assumed the existence of a finite, albeit (for expository reasons) large, number of derivatives of the integrable map, as well as closeness of these derivatives for the perturbation, instead of analyticity in Kolmogorov's scheme. As Moser points out in [74] , this came to be considered as his main achievement. Naturally, the invariant curves in Moser's result are also only finitely differentiable. Moser mentions that at the time he was, in fact, unable to verify Kolmogorov's claim precisely, i.e. to prove existence of analytic invariant curves for small analytic perturbations of integrable twist maps (he succeeded in that a bit later; see, for example, [54] ). We would like to stress that Moser's is the first proof of a new kind of stability result applicable to Hamiltonian systems. Since Moser was dealing with the finite smoothness situation where a loss of regularity inevitably appears, he made a very fruitful contribution by introducing smoothing operators, an idea influenced by the work of Nash and J. Schwartz. About a year and a half later V. I. Arnold published his proof of Kolmogorov's Theorem in the original setting of analytic Hamiltonian systems for any number of degrees of freedom [5] . This is how the acronym KAM came about. As Arnold himself acknowledges, his proof differed considerably from Kolmogorov's scheme. It is adapted to a variety of problems in Hamiltonian mechanics, in particular the problem of stability of the solar system which Arnold attacked in [6] . We refer the reader to [45] for a brief account that explains some of the technical points, and to an excellent account by de la Llave [42] for a detailed description and comparison of various versions and flavors of the KAM method. According to de la Llave, Arnold's method, while technically more complicated and more difficult to carry out, provides more information in the analytic Hamiltonian case. On the other hand, as de la Llave points out, this method has never been fully carried out in the differentiable case.
Here is a general outline of the KAM method following [53] for a situation where one seeks a smooth or analytic conjugacy between a certain dynamical system g (the 'model') and its perturbation f on a certain part of the phase space, such as an invariant torus.
The idea is to cast the conjugacy equation as an implicit-function problem. For that one writes the conjugacy equation as
The main feature of the operator F is the 'group property':
As in the elementary Newton method, we want to linearize the operator and hence we need to assume that there is a linear structure on a neighborhood of (g, Id) in the appropriate functional space and that f is close to g. Then one can linearize F on this neighborhood. Write D 1 F and D 2 F for the partial differentials with respect to f and h, respectively. To look for an 'approximate solution' h = Id +w of the conjugacy equation linearized at (g, Id), write
where R(f, h) is of second order in (f − g, h − Id). In other words, if h solves the linearized equation (obtained by dropping R), then w = h − Id is a solution of (3)), this simplifies to Id) ) −1 u, where u = f − g. In this case, w is of the same order as u, and substituting h = Id +w into F (f, h) we obtain a function
should be of second order in the size of u = f − g. To justify this, one needs to estimate the difference between F and its linearization near (g, Id). Thus, consider an iterative process as follows. Assuming that f 1 , . . . , f n have been constructed, we solve the equation
and set
The last step of the construction is the proof of convergence of the sequence h n in an appropriate topology. It follows from the same estimates that provide the fast decrease of the size of the f n − g. Notice that at every step the linear part is inverted at (g, Id), rather than at the intermediate points as in the elementary Newton method. This is the main feature that makes analytic difficulties manageable (however often still quite formidable).
Moser's emphasis was on exploring broad implications of the KAM method (as he points out in [74] , he liked this name better than 'KAM theory'), both in the framework of stability of Hamiltonian and other dynamical systems, and beyond. Accordingly, he worked both on transforming the iteration scheme into a precise general theorem of the implicit function type, and on a variety of applications of the scheme. The latter included finding invariant tori in a variety of classes of dynamical systems and different problems in dynamics, geometry and partial differential equations. He achieved this during the 1960s and early 1970s by the cumulative impact of his work [53-55, 57] Moser's parting view of the subject's development over 40 years is in [73] .
We do not feel that in an overview note like the present one it would do full justice to Moser's work to list and briefly discuss his specific achievements in this area, which is most important for his whole oeuvre. Many of the most important points are in details, in the sophisticated ways of setting functional equations, choosing classes of spaces, finding a proper combination of elegance and broad applicability, and carrying out hard estimates. Aside from the above-mentioned works by Moser himself, we again recommend the booklength exposition by de la Llave [42] , which will appear in an expanded form as a separate book, as well as some references therein, and the expository articles in the KAM section of the collection [1] . In particular, [40] provides an elegant exposition based on a 1985 lecture by Moser for the simplest case of the Lagrangian version of the KAM method which unlike the description above does not use iterated coordinate changes. This method is based on [90] and was later developed in [83] .
Finally, let us mention later pioneering work of Moser's in the area of KAM theory [68] . It deals with simultaneous linearization of two commuting diffeomorphisms of a circle. For a single map the theory was developed to fairly definitive results well beyond the perturbation case considered by Arnold [4] , mostly due to efforts of M. Herman and J.-C. Yoccoz [26, 88] . Diophantine-type conditions for the rotation number are not only sufficient but also necessary for a map with this rotation number to be smoothly conjugate to a rotation. For commuting maps a new phenomenon appears: the rotation numbers of individual maps in a Z k action may be non-Diophantine, but still the action is linearizable due to the absence of too strong resonances. Moser's work still stands as the principal result in this direction.
Aubry-Mather theory and beyond: weak traces of stable behavior
Cantor sets and similar structures (e.g. solenoids) are recognizable hallmarks, almost icons, of complex behavior in dynamics. They appear in horseshoes, 'strange attractors', at various global bifurcations and suchlike. This makes it remarkable that such structures also appear as the last vestiges of stable behavior, as 'ghosts' of vanished invariant tori.
We begin with a brief general account. Most of the details as well as references can be found in [33] . These can be supplemented by [8] and [46] .
In one of his early works Poincaré provided the first ever exhaustive analysis for a general class of dynamical systems. What allowed him to do so was the low dimension of the phase space he considered. Starting from differential equations on the two-dimensional torus and taking a section, Poincaré obtained invertible maps on the circle. For such maps Poincaré gave a complete description of possible behavior by means of a crucial invariant, the rotation number. Interesting qualitative behavior appears if the rotation number is irrational, and in this case Poincaré proved the following dichotomy: either all orbits are dense and the map reduces to an irrational rotation by a continuous coordinate change, or the limit points form a Cantor set. In the latter case the orbits within the Cantor set are dense in it, and the whole system can be described as an irrational rotation with each point from a finite or countable set of orbits blown up into an interval. Thus the order of points on each orbit is the same as for the corresponding rotation. Poincaré, of course, was interested not so much in an arbitrary homeomorphism, as in maps that appear as section maps for differential equations, i.e. diffeomorphisms. Poincaré left open the question of whether the curious second case in the dichotomy may actually appear in a smooth situation. In reading Poincaré's work in new areas of mathematics that he discovered or anticipated (as opposed to his work in well-established areas) one is often left with the impression that he did not have strong enough motivation to elaborate on many questions that posed even moderate technical difficulty. Probably, Poincaré had such a tremendous wealth of new ideas and concepts that he preferred to move on, leaving loose ends to his followers. Unfortunately, there were not that many direct followers of Poincaré working in dynamical systems, and almost 50 years passed until Denjoy resolved the problem by showing that for twice differentiable maps the second possibility in the Poincaré dichotomy never occurs. Denjoy also showed that there are slightly less regular maps (C 1 diffeomorphisms whose derivative is α-Hölder continuous, where α can be arbitrarily close to 1), for which this possibility does occur. Such maps are usually referred to as Denjoy counterexamples. Thus, limit Cantor sets were shown to be an oddity related to low regularity.
Nevertheless, behavior that exactly corresponds to Denjoy counterexamples inevitably appears in broad and natural classes of two-dimensional dynamical systems. We already encountered such maps as section maps of small perturbations of Hamiltonian systems with two degrees of freedom, and more general maps for which Moser proved existence of
B. Hasselblatt and A. Katok invariant curves. The proper class is that of twist maps of an annulus
f (x, θ) = (X(x, θ ), (x, θ ) ), where ∂ ∂x > 0.
Recall that even for small perturbations of integrable twist maps (2) only a nowhere dense set of invariant curves close to the corresponding circles r = constant persists. What happens with the remaining circles? The answer, in retrospect, is remarkably simple and holds not only for small perturbations of integrable twists, but for all twist maps with the graph-intersection property, including exact area-preserving maps: there are traces or ghosts of all of them. These traces are invariant sets that are partial graphs of Lipschitz functions x = f (θ), and they consist of orbits whose θ coordinate changes in exactly the same order as for the corresponding rotations. For rational rotation numbers those are periodic orbits, at least two for each rational number p/q with p and q relatively prime. They have period q and make p rounds around the circle. These orbits were known to Birkhoff (they are often called Birkhoff periodic orbits), who extensively studied twist maps as one of the crucial models for mechanical problems. It is quite remarkable that Birkhoff did not take the simple step of looking at limits of those orbits corresponding to sequences of rational numbers approximating an irrational number α. If a twist map has an invariant curve with rotation number α and dense orbits then the corresponding Birkhoff orbits converge to that curve (it is necessarily unique due to the twist property (4)). However, even if an invariant curve does not exist, there is still a limit, and it is exactly a Cantor set with the dynamics of a Denjoy counterexample. More precisely, the limit set for the Birkhoff orbits always contains such a Cantor set, often together with other ordered orbits traveling inside its gaps. These sets were discovered independently by Aubry and Mather around 1980 for volume-preserving maps. For general twist maps with the graph intersection property their existence was proven several years later independently by D. Bernstein and R. Hall.
Existence of Aubry-Mather sets brings a new twist into the story of stable behavior in general systems. The motions on those sets still can be viewed as fairly regular and ordered, albeit in a weaker sense than those on invariant tori. It should also be noted that, unlike KAM, Aubry-Mather theory only partially extends to higher dimensions [44] . Now we come to Moser's highly non-trivial and original part in this story. He did not take part in the early development of Aubry-Mather theory, which was mostly completed by 1985. Around that time Moser became interested in the theory (see his lectures [65] ) and came up with an amazing observation and a highly non-trivial extension of the theory.
First, Moser realized that in a geometric guise an essential part of the Aubry-Mather work was contained in early work of Hedlund [23] which slightly predates even the Denjoy paper. Aubry-Mather theory has a close counterpart in the context of geodesics for an arbitrary metric on the two-dimensional torus. The geodesics in questions are globally minimal, i.e. their lifts to the universal cover are the shortest curves between any two points on a geodesic. Of course, these geodesics are of great geometric significance. Following Moser's suggestion V. Bangert developed and presented Hedlund's work in modern language [8] , showing that for any irrational direction on the plane there is either a unique foliation of the torus T 2 into minimal geodesics with this asymptotic direction or a lamination of a part of the torus into such geodesics. A lamination is a closed set consisting of geodesics which transversally has a Cantor-like structure.
As we pointed out, Aubry-Mather theory does not fully extend to higher dimensions, and, in fact, Hedlund addressed this question by displaying metrics on the threedimensional torus that have only few minimal geodesics. Moser, however, found a highly non-trivial multidimensional generalization of minimal geodesics on the two-torus by considering minimal hypersurfaces on tori of higher dimension. The problem of the existence of such hypersurfaces is not a problem of dynamics or differential equations any more but the general structure of the variational approach can be carried out because the desired objects have co-dimension one. In goes without saying that the analytic aspects of the problem are far more formidable than in the geodesics problem. Moser carried out his brilliant insight and showed that the Aubry-Mather theory indeed has a counterpart: there are always either foliations or laminations of T n with any Riemannian metric by (n − 1)-dimensional minimal hypersurfaces [67, 69] .
The relationship between KAM theory and Aubry-Mather theory is quite mysterious; it is one of the big riddles of modern dynamics. Aubry-Mather sets, Hedlund-Bangert minimal geodesics, and Moser's laminations are all constructed by global variational methods and there is a striking dichotomy: for a small perturbation of an integrable twist map or a flat metric on the torus sometimes (as for Diophantine values of the appropriate parameter) the solutions of the variational problem are regular smooth objects such as smooth invariant curves, geodesic foliations, and foliations by minimal surfaces [66] ; other times they are quite singular. While there are effective sufficient criteria for guaranteeing that the solutions of a variational problem are not smooth there are no such criteria guaranteeing smoothness. In other words, even basic KAM-type results have not been obtained by variational methods. Moser provided insights into this extremely difficult problem in his last works related to Aubry-Mather theory [71, 72] by showing how AubryMather sets can be approximated by smooth solutions of certain variational problems.
Revival of completely integrable systems
Solving the equations of motion of a mechanical system completely in terms of elementary functions is the ultimate success one can strive for, but experience quickly showed that one can rarely expect this much. Hamilton was the first to make an observation that was to lead to anything like a method. He found that integrating the Lagrangian of a mechanical system (along solutions) gives a function S that satisfies the partial differential equation
which is called the Hamilton-Jacobi equation. Jacobi's name is attached to it because he realized that a solution of the differential equation gives rise to a coordinate change (as a generating function) that makes the mechanical problem trivial, by rendering the Hamiltonian independent of p. This then yields explicit solutions in terms of elementary functions (and their integrals, and inverse functions), i.e. by quadrature. Solving a partial differential equation is not a simple matter, so the approach taken by Jacobi was largely to look for applications in which a given coordinate transformation could be useful. Among his famous successes is the geodesic flow on an ellipsoid, which he found to be integrable. Others picked up on his technique (e.g. [75] ) and a small collection of integrable systems resulted.
The theorem of Liouville (or the Liouville-Arnold-Jost Theorem) established that this is the way all integrable systems arise: if a Hamiltonian system with n degrees of freedom has n integrals in involution then there is a canonical coordinate change (to action-angle variables) in which compact joint level sets are standard tori on which the flow is linear. This is a precursor of an important modern result by Noether: every constant of motion corresponds to a one-parameter group of symmetries of the equations of motion. Thus, partial or complete integrability of a mechanical system is directly connected with symmetries of the system, many of which may not otherwise be readily apparent. Physicists refer to these as 'hidden symmetries'.
Theorems such as those by Liouville and Noether are milestones, but in terms of the discovery of integrable systems there was only intermittent progress (by Jacobi, Neumann and Kovalevskaya), which served to underscore the rarity of complete integrability, and even this ended at the time of Poincaré's discovery of tangles and orbit complexity, which laid to rest all hopes for an abundance of integrable systems. And thus this field went dormant for some seven decades. New motivation and new techniques needed to emerge. As they did, Moser made substantial contributions. Being well versed in classical results and methods, and quickly picking up the new techniques and the connection to partial differential equations, he identified new integrable systems and noted their relation to partial differential equations, but also emphasized the rarity of integrable systems by relating the new ones to classically known integrable problems.
In 1955, at about the time of Kolmogorov's insight, Fermi, Pasta, and Ulam conducted the first ever numerical simulation of a dynamical system [18] , and their oscillator lattice appeared to exhibit quasiperiodicity. In retrospect this is a hint at later developments that revived interest in integrable systems. The continuum limit of their model is the Korteweg-de Vries (KdV) equation which was later recognized to be an integrable infinitedimensional Hamiltonian system, i.e. Fermi, Pasta, and Ulam were studying a perturbation of an integrable system, which according to KAM theory should exhibit quasiperiodicity. What makes the KdV equation interesting is that while it is nonlinear it has special solutions (solitons) whose superpositions are also solutions (up to small error and a phase shift), that is, the nonlinearity notwithstanding, some analogies to linear phenomena are present.
It turned out that quasiperiodicity and superposition are due to integrability of the partial differential equation written as a Hamiltonian system. Indeed, Kruskal and others had found that the KdV equation has infinitely many constants of motion [19] . Peter Lax, with whom Moser overlapped at the Courant Institute, studied integrability of partial differential equations such as the KdV equation in pivotal work [41] that introduced Lax pairs as a means to find integrals. The general scheme of these is as follows. Consider a partial differential equation for an unknown function q, and for square matrices A, B depending on q and q x consider the linear system E x = EA, E t = EB. This is 
The interest in this association lies in the fact that the eigenvalues of the linear operator are integrals, i.e. constants of motion. Thus, Lax pairs provide for many integrals. This subject is also interesting because of the interest in isospectral families, specifically for the Schrödinger operator L := −d 2 /dx 2 + q. The spectral problem is to determine the spectrum from the potential q. If q has compact support or decays sufficiently rapidly at infinity (Bargmann potential) the spectrum consists of points on the negative real axis and continuous spectrum on the positive real axis. This corresponds to bound states of an electron in a well and the free (positive energy) case, and this spectrum corresponds directly to experimental observations of light spectra due to excitation of atoms. For periodic potentials (corresponding to a crystal) one gets a band spectrum of finitely many compact intervals plus a half-infinite interval at +∞ (conduction bands). These were well known, and Moser contributed to the study of quasiperiodic potentials, on which we elaborate below. The inverse spectral problem is to decide which potentials give rise to a given spectrum (what inference can an experimenter draw about the potential from spectroscopic observations). Spatial translations of a potential clearly give rise to the same spectrum, but the family of potentials that do so is rather larger.
The Lax approach bore fruit in 1974 when the KdV equation was integrated in terms of action-angle variables [20] (in fact, the point spectrum corresponds to solitons for the KdV equation). In the same year Moser made the first of several significant contributions to this subject. While it is clear how to use Lax pairs, it requires insight and ingenuity to find them. Moser, who possessed both, established integrability of numerous important systems and found some deep connections between various different such systems, both classical and modern. He first proved integrability of three finite-dimensional Hamiltonian systems: finitely many particles on the line or circle with inverse-cube interaction forces, and a system related to a discretization of the KdV equation. [60] describes these ideas most clearly by considering the Toda lattice, where the potential is exponential. In this case integrability is due to Hénon and Flaschka. [59] carries out the same approach for the Calogero lattice (inverse square interaction potential) and the Sutherland lattice (the sin −2 or sinh −2 interaction potential). Moser viewed integrable systems as rare beauties deserving of careful study, and in [62] (as well as the Fermi lectures [64] and [63] ) Moser treats these three systems as special examples, but at the same time unifies them by showing that they are all related to the geodesic flow on an ellipsoid and to the Neumann system (a harmonic oscillator constrained to a sphere [75] ), both classical integrable systems (known to be equivalent), as well as the KdV equation. Without diminishing the remarkable success of finding several new integrable systems, this established that upon closer inspection these systems are closely related to the classical ones. In that sense these accomplishments again reflect Moser's unique blend of taste, prowess, and erudition. For quasiperiodic potentials Moser made inroads by defining a rotation number of a potential as follows [31] . If ϕ is an eigenfunction of the Schrödinger operator, i.e. Lϕ = λϕ, set ρ(λ) := lim x→∞ (1/x) arg(ϕ (x) + iϕ(x)) (this is π times the density of states) [31] . Extending to complex λ this turns out to be the imaginary part of a function w The rotation number was put to use in [64] , where Moser also shows that the problem of finding all almost periodic potentials for which the one-dimensional Schrödinger equation has a specified spectrum consisting of finitely many intervals is equivalent to finding the integrals for the geodesic flow on an ellipsoid. The connection is rather straightforward to describe when the spectrum is a finite band spectrum, i.e. it consists of finitely many intervals I 1 , . . . , I d . The set of corresponding potentials is a d-dimensional torus T d , and since translations of the potential leave the spectrum invariant we obtain a flow on T d , which can be mapped to an integral surface of the Neumann problem. Since the latter is well understood, Moser was able to obtain formulas for finite-band potentials.
Moser's contributions to hyperbolic dynamics
Hyperbolic dynamics has a long and distinguished prehistory, including works of Hadamard, Perron, Hedlund, Hopf, and many others. The field in its modern form was born in the 1960s in two parallel developments centered at Berkeley ('the Smale school') and at Moscow (Anosov, Sinai, Alexeev, Arnold). From the beginning there was a considerable exchange of ideas between the two groups and mutual influence. Still, due to different backgrounds and motivation, the seminal work done in these two places exhibits striking differences both in form and substance. This is not a good place to tell the story in any detail so we restrict ourselves to one, albeit crucial, aspect, the question of structural stability. A dynamical system is structurally stable if its topological orbit structure does not change when the system is perturbed in a differentiable way (for a precise definition see, for example, [33, §2.3] ). The concept was introduced by Andronov and Pontryagin in the 1930s who applied it to flows on surfaces, which have little recurrence. One of the main impulses for the development of hyperbolic dynamics was the discovery by Smale that systems with complicated behavior may exhibit structural stability on sufficiently large invariant sets ('Smale horseshoe') [87] .
A compact invariant set of a diffeomorphism f : M → M is said to be hyperbolic if the tangent bundle splits invariantly into a direct (Whitney) sum of two subbundles that are expanded and contracted by the map: T M = E u ⊕ E s such that Df −n E u ≤ Cλ n and Df n E s ≤ Cλ n for some λ < 1 and all n ∈ N. If the whole manifold M is a hyperbolic set then f is said to be an Anosov diffeomorphism. In [2] Anosov developed the principal technical tools of hyperbolic dynamics and proved the structural stability of Anosov systems. The central element of Anosov's proofs is the existence of invariant families of stable and unstable manifolds, i.e. unique integrability of the distributions E s and E u . (Smale's proof for the horseshoe uses symbolic dynamics.)
In [56] Moser gives an alternative proof of the Anosov result. As is often the case with Moser's work, the method is most significant. He realized that the conjugacy could be obtained directly as the fixed point of a contraction defined on a space on candidate conjugacies by an operator cleverly constructed to reflect the conjugacy equation and to include some linear approximation. In other words, he obtains the conjugacy by Picard iteration. The resulting proof is remarkably short and transparent. Moser's inspiration is to recast the stability of the dynamical system into the stability of the fixed point of a contraction on a functional space with respect to perturbations of the contraction.
Moser's proof modified by Mather [87, Appendix] made a great impact on the further development of hyperbolic dynamics by the Smale school. Reducing complicated global problems in finite dimensions, such as conjugacy or integrability of distributions, to local problems near a fixed point in infinite-dimensional spaces is a crucial element in the work of Robbin on structural stability, the Hirsch, Pugh, and Shub work on partially hyperbolic systems, and a number of other major developments. It also influenced the Russian school; see, for example, an account of the general Anosov Shadowing Theorem in [33, §18.1] . [89] shows how effective this approach is at obtaining the basic structural information about hyperbolic sets.
Hyperbolic dynamics is one of two central themes of [57] . This little book is remarkable in two respects. First, in it Moser paints a very broad picture demonstrating the coexistence of stable (invariant tori) and 'random' motions (special types of horseshoes) within the context of classical problems of celestial mechanics, in particular the three-body problem. Second, it has been quite influential in turning the attention of the mainstream mathematical community to the modern theory of dynamical systems (including ergodic theory), in particular to the achievements of the Russian school.
Two early gems
The short 1965 paper [52] is one of Moser's most influential and most often quoted works. Although it does not deal with dynamics directly, its impact on the development of the theory of dynamical systems has been considerable. Locally any two smooth volume forms ω 0 , ω 1 on a manifold M are the same up to a smooth coordinate change. If the manifold is compact then the total volume is finite and an obvious necessary condition for existence of a globally defined diffeomorphism f : M → M such that f * ω 1 = ω 0 is equality of total volumes: M ω 0 = M ω 1 . It is natural to ask whether this condition is sufficient. Richard Palais put this question to Moser, and the solution (or rather two different solutions) did not only have the usual elegance, but involved new ideas which turned out to be applicable to a number of other problems. Using an approach first suggested by R. Thom in the context of singularity theory, Moser observed that if two forms are connected by a smooth path ω t (0 ≤ t ≤ 1) along which the total volume is fixed, then one can write and solve a time-dependent differential equation for a family of diffeomorphisms f t , such that (f t ) * ω t = ω 0 . In the case in question one can simply take
Since M ω 0 = M ω 1 , one has ω 1 − ω 0 = d for some (n − 1)-form by the Poincaré Lemma. Since ω t is non-degenerate, there is a unique (smooth) vector field X t such that ω t X t = ω t (X t , ·, . . . , ·) = − . This is the desired time-dependent system of differential equations. Since M is compact one can integrate X t to get a one-parameter family of 
so f 1 * ω 1 = f 0 * ω 0 = 0 , i.e. f 1 is the desired coordinate change. In another version of the proof, Moser provided a localized version of deformation, where at each step the form changes only in a small neighborhood, and demonstrated that the resulting diffeomorphisms can also be taken locally supported. Moser also applied his method to closed non-degenerate 2-forms (symplectic structures) where the place of total volume is taken by the homology class. In this case the straight-line deformation (5) may destroy non-degeneracy. The question of when a deformation preserving both the homology class and non-degeneracy is possible is highly non-trivial and is related to subsequent major developments in symplectic topology (see, for example, [27] ). Notice that the local version of this argument gives a very nice proof of the classical Darboux Theorem.
As an example of the fruitfulness of the Moser method, let us point out that both authors of the present article have had occasions to use this idea in their work. Hasselblatt used it to obtain local symplectic coordinates with rather special additional properties [22] , and in the work of Anosov and Katok [3] a modified version of Moser's local result played an important role in the construction of an iterative procedure, which can also be viewed as an 'ugly cousin' of the KAM method. It is also used in the classification of area-preserving flows on surfaces of higher genus [33, §14.7] .
Finally, we turn to the earliest work of Moser we are going to discuss here. It is his seventh published paper [49] . In this paper Moser treats a classical problem, analytic normal forms for an area-preserving transformation near a hyperbolic fixed point, with a version of the classical method of Cauchy majorization. The formal part was known to Birkhoff. In the smooth category local normal forms with a given formal power series can usually be achieved by a smooth coordinate change, as was shown in great generality for hyperbolic maps by Sternberg and Chen several years after Moser's work. The smooth situation however is quite 'soft'; in particular, the centralizer of the normal form is huge. Moser, on the other hand, found essentially the only case with infinitely many resonances (due to preservation of area) with a fairly rigid normal form (in the analytic category). The map becomes a 'hyperbolic twist' and the local partition into invariant hyperbolas is canonically defined, giving an infinite-dimensional but tractable centralizer.
