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Zusammenfassung
e main objects under consideration in this thesis are called maps, a certain class of graphs embedded
on surfaces. We approach our study of these objects from dierent perspectives, namely bijective com-
binatorics, matrix models and analysis of critical behaviors. Our problems have a powerful relatively
recent tool in common, which is the so-called topological recursion introduced by Chekhov, Eynard
and Orantin around 2007. Further understanding general properties of this procedure also constitutes
a motivation for us.
We introduce the notion of fully simple maps, which are maps with non self-intersecting disjoint
boundaries. In contrast, maps where such a restriction is not imposed are called ordinary. We study
in detail the combinatorial relation between fully simple and ordinary maps with topology of a disk
or a cylinder. We show that the generating series of simple disks is given by the functional inversion
of the generating series of ordinary disks. We also obtain an elegant formula for cylinders. ese
relations reproduce the relation between (rst and second order) correlation moments and free cu-
mulants established by Collins et al [CMS´S07] in the seing of free probability, and implement the
exchange transformation x ↔ y on the spectral curve in the context of topological recursion. ese
interesting features motivated us to investigate fully simple maps, which turned out to be interesting
combinatorial objects by themselves. We then propose a combinatorial interpretation of the still not
well understood exchange symplectic transformation of the topological recursion.
We provide a matrix model interpretation for fully simple maps, via the formal hermitian matrix
model with external eld. We also deduce a universal relation between generating series of fully simple
maps and of ordinary maps, which involves double monotone Hurwitz numbers. In particular, (ordi-
nary) maps without internal faces – which are generated by the Gaussian Unitary Ensemble – and with
boundary perimeters (λ1, . . . , λn) are strictly monotone double Hurwitz numbers with ramications
λ above∞ and (2, . . . , 2) above 0. Combining with a recent result of Dubrovin et al. [DLYZ16], this
implies an ELSV-like formula for these Hurwitz numbers.
Later, we consider ordinary maps endowed with a so-called O(n) loop model, which is a classical
model in statistical physics. We consider a probability measure on these objects, thus providing a
notion of randomness, and our goal is to determine which shapes are more likely to occur regarding
the nesting properties of the loops decorating the maps. In this context, we call volume the number
of vertices of the map and we want to study the limiting objects when the volume becomes arbitrarily
large, which can be done by studying the generating series at dominant singularities. An important
motivation comes from the conjecture that the geometry of large random maps is universal.
We pursue the analysis of nesting statistics in the O(n) loop model on random maps of arbitrary
topologies in the presence of large and small boundaries, which was initiated for maps with the topol-
ogy of disks and cylinders in [BBD16]. For this purpose we rely on the topological recursion results
of [BE11, BEO15] for the enumeration of maps in the O(n) model. We characterize the generating
series of maps of genus g with k boundaries and k′ marked points which realize a xed nesting graph,
which is associated to every map endowed with loops and encodes the information regarding non-
separating loops, which are the non-contractible ones on the complement of the marked elements.
ese generating series are amenable to explicit computations in the so-called loop model with bend-
ing energy on triangulations, and we characterize their behavior at criticality in the dense and in the
dilute phases, which are the two universality classes characteristic of theO(n) loop model. We extract
interesting qualitative conclusions, e.g., which nesting graphs are more probable to occur.
We also argue how this analysis can be generalized to other problems in enumerative geometry
satisfying the topological recursion, and apply our method to study the fully simple maps introduced
in the rst part of the thesis.
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Chapter 1
Introduction
In this chapter we give the necessary background on six dierent, but quite related, topics which are
especially relevant for this thesis. We also include some new notions specic to this thesis and new
points of view adapted to our subsequent work. e main purpose of this chapter is to make the
thesis as self-contained as possible, focusing at the same time on brevity and on giving an overview
of the bigger picture where the results of the thesis t in. is of course very oen implies providing
references for more details whenever we consider it necessary or interesting.
Another goal is achieved in the seventh section, where we provide an outline of the results of the
thesis with the support of the objects and techniques previously introduced.
1.1 Maps
Maps can intuitively be thought as graphs drawn on surfaces or discrete surfaces obtained from gluing
polygons, and they receive dierent names in the literature: embedded graphs, ribbon graphs, discrete
surfaces, fat graphs… Enumeration of maps by combinatorial methods has been intensively studied
since the pioneering work of Tue in his series of “Census” articles [Tut62b, Tut62a, Tut62c, Tut63]
in the 60s. His initial motivation was to prove the famous Four-color theorem. Even if he did not
achieve his goal, he managed to enumerate triangulations and quadrangulations, and in general his
research stimulated important development in the theory of generating series. He found a recursive
decomposition of maps by deleting an edge in every step, which led to equations satised by the
generating functions of maps: Tue’s equations [Tut68].
Nowadays, maps can be seen from dierent points of view, from which they have natural general-
izations: they can be encoded by a sequence of 3 permutations (σ, α, ϕ) or interpreted as maps from a
Riemann surface to the Riemann sphere. Actually, this a consequence of many beautiful, unexpected
relations to other elds, as far as Galois theory, quantum eld theory and string theory.
For maps, the permutation α has to be an involution. When we take α to be arbitrary, the se-
quence of three permutations encode a more general object called hypermap, which can be seen to be
equivalent to a map whose underlying graph is bipartite together with a two-coloring of the vertices.
Grothendieck coined the term dessins d’enfants in 1984 [Gro97] for hypermaps in the context of Galois
theory. By Belyı˘ theorem [Bel79], Riemann surfaces that can be dened as algebraic curves over Q
are precisely the ones that can be described by hypermaps (identifying them with certain coverings
of the sphere with three branch points). is allows us to translate the action of the absolute Galois
group Aut(Q |Q) on curves dened overQ to an action on dessins d’enfants. As a consequence of the
theorem, this action is faithful, what suggests that very elementary objects 1 such as dessins d’enfants
can help understanding a very intricate object such as the absolute Galois group. is discovery made
a very strong impression on Grothendieck and inspired further development in connection with the
eld of Galois theory (see e.g. the collection of papers [SV90]).
1 “… of which any child’s drawing scrawled on a bit of paper (at least if the drawing is made without liing the pencil)
gives a perfectly explicit example”, Alexander Grothendieck in his Esquisse d’un programme [Gro97].
2 Chapter 1. Introduction
In physics, summing over maps is a well-dened discrete replacement for the non-obviously de-
ned path integral over all possible metrics on a given surface which underpin two-dimensional quan-
tum gravity. e observation by t’Hoo [t’H74] that maps are Feynman diagrams for the large rank
expansion of gauge theories led Bre´zin-Itzykson-Parisi-Zuber [BIPZ78] to the discovery that hermitian
matrix integrals are generating series of maps. e rich mathematical structure of matrix models – in-
tegrability, representation theory of U(∞), Schwinger-Dyson equations, etc. – led to further insights
into the enumeration of maps, e.g. [ACM92, dFGZJ94a]. It also inspired further developments, puing
the problem of counting maps into the more general context of enumerative geometry of surfaces,
together with geometry on the moduli space of curves [HZ86, Wit91, Kon92], volumes of the moduli
space [Mir07], Gromov-Wien theory [Wit91, BKMP09], Hurwitz theory [EMS11, ACEH17], etc. and
unveiling a common structure of “topological recursion” [EO09, Eyn16].
e idea of this section is to briey make the intuitive idea of maps precise. Further details about
the classical theory are very well exposed in [Eyn16, LZ04, Bou11]. We also introduce a new type of
maps that we call simple and fully simple maps, and will constitute a crucial object of study in this
thesis. To emphasize that classical maps do not necessarily satisfy any condition of simplicity, we call
them ordinary. We also introduce here the combinatorial side of the O(n) loop model, whose objects
of study are maps decorated with loops. is is one of the most famous models in statistical physics
whose study is also an important motivation for this thesis. We will describe its natural context on
random maps in a subsequent section. We also dene stued maps in general, which are even more
general than maps endowed with loops, and we call classical maps usual to make the distinction clear
in this context.
1.1.1 Ordinary, usual maps
Denition 1.1.1. An embedded graph of genus g is a connected graph Γ embedded into a connected
orientable surface X of genus g such that X \ Γ is a disjoint union of connected components, called
faces , each of them homeomorphic to an open disk.
Every edge belongs to two faces (which may be the same) and we call length of a face the number
of edges belonging to it.
We say that an embedded graph has n boundaries, when it has n marked faces, labeled 1, . . . , n,
which we require to contain a marked edge, called root, represented by an arrow following the con-
vention that the marked face sits on the le side of the root. A face which is not marked receives the
name of inner face.
Two embedded graphs Γi ⊂ Xi, i = 1, 2, are isomorphic if there exists an orientation preserving
homeomorphism ϕ : X1 → X2 such that ϕ|Γ1 is a graph isomorphism between Γ1 and Γ2, and the
restriction of ϕ to the marked edges is the identity.
A map is an isomorphism class of embedded graphs.
Remark 1.1.2. Since the faces of a map have a length given by the graph structure, we will oen call
them polygons. In our denition, maps are thought as graphs on a surface, but they can equivalently
be viewed as surfaces built from gluing two types of polygons2: marked and unmarked ones. is idea
will be precise aer introducing the permutational model to encode maps with a sequence of three
permutations that will prescribe the lengths of the building polygons and how to glue them.
2e term map in this context actually comes from thinking the building polygons as countries and seas in a world which
is not necessarily a sphere, but an orientable surface of any topology.
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Figure 1.1: Two maps: genus 1, 2 boundaries (le), and genus 3, 4 boundaries (right).
Note that we include the connectedness condition in the denition of map. We will also work with
disjoint unions of maps and we will specify we are dealing with a non-connected map whenever it is
necessary. Observe that ∑f∈F length(f) = 2|E|, where the sum is taken over the set of faces F of
the map and E denotes the set of edges.
We call volume the number of vertices of a map.
e vertices, edges and faces of a map are its cells. Two of them are incident if one is contained in
the boundary of the other. Any edge doubly incident with a face is called an isthmus3.
We call planar a map of genus 0. We call map of topology (g, n) a map of genus gwith n boundaries.
For the cases (0, 1) and (0, 2) we use the special names: disks and cylinders, respectively.
To each map M we may associate its dual map M∗, which is obtained, roughly speaking, by
exchanging the roles of vertices and faces. More precisely, the dual map has a vertex in the interior of
every face ofM. Moreover, to every edge e ofM we associate a dual edge crossing e and incident to
the vertices ofM∗ in the two faces ofM which are incident to e. Observe, that if e is an isthmus, the
dual edge is a self-loop, i.e. an edge that connects a vertex to itself. e operation of passing to the
dual is an involution.
A map in which all faces are of length k is called a k-angulation; in particular, for k = 3, 4 we
talk about triangulations and quadrangulations, respectively. Dually, a map in which all vertices are of
degree k is called k-valent; in particular, trivalent and quadrivalent for the cases k = 3, 4.
A map is called bipartite if all its vertices can be colored using two colors in such a way that no
edge links two vertices of the same color. Equivalently, it is a map that does not contain any odd-length
cycles.
It is worth mentioning the following bijection due to Tue, which shows bipartite quadrangula-
tions are particularly interesting maps:
Proposition 1.1.3. ere exists an explicit bijection between bipartite quadrangulations of genus g and
f faces, and maps of the same genus g with f edges.
Remark 1.1.4. Observe that planar quadrangulations are bipartite, but such a statement is not true in
positive genus.
It is oen easier to work with maps with bounded face degrees. at is what makes this elementary
bijection so useful, since it turns maps with arbitrary face degrees into maps with bounded degrees.
1.1.1.1 Permutational model
e embedding of the graph into an oriented surface provides the extra information of a cyclic order of
the edges incident to a vertex. More precisely, we consider half-edges, each of them incident to exactly
one vertex. Let H be the set of half-edges and observe that |H| = 2|E|. We label the half-edges by
1, . . . , 2|E| in an arbitrary way.
3is term is justied by the Jordan curve theorem that implies that an edge contained in a cycle of the graph Γ (i.e. in a
simple closed curve in embedded graph Γ ⊂ X) is necessarily incident with two dierent faces.
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Figure 1.2: Two dierent ways of representing half-edges: in both cases by numbered segments, but on
the le the two half-edges forming an edge are drawn consecutively, while on the right two consecutive
half-edges belong to the same face and two half-edges forming an edge are drawn parallel. When
maps are depicted as on the right, they are usually called ribbon graphs. We will sometimes use this
representation because it can be a bit clearer, but will usually use the simpler representation on the
le. On the le, the half-edges incident to a vertex are clearly the ones touching the vertex in the
drawing; on the right, with our conventions, the half-edges incident to a vertex are the ones on the
le viewed from the vertex in question.
Every map with labeled half-edges can be encoded by a so-called combinatorial map, which consists
of a pair of permutations (σ, α) acting on H such that all cycles of α have length 2. Given a half-edge
h ∈ H , let σ(h) be the the half-edge aer hwhen turning around its vertex according to the orientation
xed for the underlying surface (by convention counterclockwise). On the other hand, let α(h) be the
other half-edge of the edge to which h belongs. e information that α provides is encoded in the
graph structure of the map, while σ characterizes the additional data of a map given by the embedding
of the graph in the surface.
• A cycle of σ corresponds to a vertex in the map.
• Every cycle of α corresponds to an edge of the map.
• e faces may be represented by cycles of a permutation, called ϕ, of H .
Observe that with the convention that the face orientation is also counterclockwise, we obtain
σ ◦ α ◦ ϕ = id, (1.1)
and hence ϕ can be determined by σ−1α−1.
Rooting an edge in a face amounts to marking the associated label in the corresponding cycle of
ϕ. Such cycles containing a root will be ordered and correspond to boundaries of the map.
Example 1.1.5. In Figure 1.2, we have
σ = (5 11)(4 12)(3 9 7)(2 6 10),
α = (1 6)(2 9)(7 8)(3 12)(4 11)(5 10),
ϕ = σ−1 ◦ α−1 = (1 2 3 4 5 6)(7 8 9 10 11 12),
where the root is the half-edge labeled 1.
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e lengths of the cycles of σ and ϕ correspond to the degrees of vertices and faces, respectively.
e Euler characteristic is given by
χ(σ, α) = |C(σ)| − |C(α)|+ |C(ϕ)| − n,
where C(·) denotes the set of cycles of a permutation and n is the number of cycles of ϕ containing a
root.
G = 〈σ, α〉 is the cartographic group. Its orbits on the set of half-edges determine the connected
components of the map. If the action of G on H is transitive, the map is connected, and its genus g is
given by the formula:
2− 2g − n = χ(σ, α),
where n is the number of boundaries. If all orbits contain a root, the map is called ∂-connected.
1.1.1.2 Automorphisms
Let us consider the decomposition H = Hu unionsq H∂ , where Hu is the set of half-edges belonging to
unmarked faces and H∂ is the set of half-edges belonging to boundaries.
Observe that from a combinatorial map one can retrieve all the information of the original map.
So there is a one-to-one correspondence between maps with labeled half-edges and combinatorial
maps. ere is a canonical way of labeling half-edges in boundaries: assigning the rst label to the
root, continuing by cyclic order of the boundary and taking into account that boundaries are ordered.
However, we can label half-edges of unmarked faces in many dierent ways. To obtain a bijective
correspondence with unlabeled maps, we have to identify congurations which dier by a relabeling
of Hu, i.e. (σ, α) ∼ (γσγ−1, γαγ−1) with γ any permutation acting on H such that γ|H∂ = IdH∂ .
We call such an equivalence class unlabeled combinatorial map and we denote it by [(σ, α)]. Note that
unlabeled combinatorial maps are in bijection with the unlabeled maps we dened at the beginning of
this section.
Denition 1.1.6. Given a combinatorial map (σ, α) acting on H , we call γ an automorphism if it is a
permutation acting on H such that γ|H∂ = IdH∂ and
σ = γσγ−1, α = γαγ−1.
Observe that for connected maps with n > 1 boundaries, the only automorphism is the identity.
Note also that these special relabelings that commute with σ and α, and we call automorphisms, exist
because of a symmetry of the (unlabeled) map. e symmetry factor |Aut(σ, α)| of a map is its number
of automorphisms.
We denote Gl(σ, α) the number of elements in the class [(σ, α)] and Rel(σ, α) the total number of
relabelings of Hu, which is |Hu|!, if we consider completely arbitrary labels for the half-edges. By the
orbit-stabilizer theorem, we have Gl(σ, α) = Rel(σ,α)|Aut(σ,α)| .
1.1.2 Simple and fully simple maps
We will say that a face f of a map is simple when at most two edges of f are incident to every vertex
in f . In the denition of maps, polygons may be glued along edges without restrictions, in particular
faces may not be simple. is leads to singular situations, somehow at odds with the intuition of
what a neat discretization of a surface should look like. is denition is the one naturally prescribed
by the Feynman diagram expansion of hermitian matrix models. It is also one for which powerful
combinatorial (generalized Tue’s recursion, Schaeer bijection, etc.) and analytic/geometric (matrix
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models, integrability, topological recursion, etc.) methods can be applied. Within such methods, it
is possible to count maps with restrictions of a global nature (topology, number of vertices, number
of polygons of degree k), and on the number of boundaries and their perimeters. Combined with
probabilistic techniques, they helped in the development of a large corpus of knowledge about the
geometric properties of random maps.
Tue introduced in [Tut63] the notion of planar non-separable map, in which faces must all be sim-
ple. Some of the combinatorial methods aforementioned have been extended to handle non-separable
maps – see e.g. [JS98, CL02] –, but the analytic methods have not been explored and the probabilistic
aspects not as much.
Brown, a student of Tue, studied non-separable maps of arbitrary genus [Bro66], which were re-
ned later in [WL75], distinguishing between the notions of graph-separability and map-separability,
which only coincide for planar maps. Maps with only simple faces are still non-separable for arbitrary
genus. However, our notion of simplicity is much stronger for non-planar maps than both notions of
non-separability. e non-simplicity of separable maps was the easiest type for us to handle, since
it could be treated in an analogous way as non-simplicity for planar maps; it is the non-simplicity of
non-separable maps the one that reects the much more intricate structure for higher topologies.
Figure 1.3: e two unmarked maps of genus 1 with one vertex which can be thought as the gluing
of a square (le) and the gluing of two triangles (right), which have |Aut| = 4, 6, respectively. e
map in Figure 1.2 is separable and the faces are not simple. For genus 0, a map is non-separable if and
only if all faces are simple. is is not true for higher genus. For example, the two maps on this Figure
are non-separable, but their faces are not simple. is type of non-simplicity in which removing the
problematic vertex does not disconnect the map appears only for higher genus and is more complicated
to deal with than the one in separable maps, such as Figure 1.2, which is the only one that appears for
planar maps.
Regarding the planar case, we consider an intermediate problem, i.e. the enumeration of maps
where only the boundaries are imposed to be simple. is more rened problem for genus 0, and much
more rened for higher genus, is interesting by itself. Actually, when there are several boundaries, we
are led to distinguish maps in which each boundary is simple from an even more restrictive kind of
maps that we will call fully simple maps. Moreover, we nd remarkable combinatorial and algebraic
properties that also justify the relevance of this problem a posteriori.
We discovered later4 that Krikun [Kri07] enumerated planar fully simple triangulations (which he
called “maps with holes”), using a combinatorial identity due to Tue, and Bernardi and Fusy recently
recovered Krikun’s formula and also provided an expression for the number of planar fully simple
quadrangulations (which they call simply “maps with boundaries”), via a bijective procedure [BF18].
e general enumeration problem of fully simple maps that we consider in this thesis regards arbitrary
bounded degrees of the internal faces and any genus. We are not aware of other references where some
instances of this problem were studied.
4We thank Timothy Budd for bringing these references to our aention.
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Denition 1.1.7. We call a boundaryB simple if no more than two edges belonging toB are incident
to a vertex. We say that a map is simple if all boundaries are simple.
To acquire an intuition about what this concept means, observe that the condition for a boundary
to be simple is equivalent to not allowing its edges to be identied, except for the degenerate case of a
boundary of length 2 where the two edges are identied but is actually considered to be a simple map
(see Figure 1.4.(c)).
We will call ordinary the maps introduced in the previous section to emphasize that they are not
necessarily simple.
(a) (b) (c)
Figure 1.4: (a) is an ordinary cylinder where the green boundary is non-simple and (b) is a simple
cylinder. (c) is the only simple map where two edges in the boundary are identied.
Denition 1.1.8. We say a boundary B is fully simple if no more than two edges belonging to any
boundary are incident to a vertex of B. We say that a map is fully simple if all boundaries are fully
simple.
Again, one can visualize the concept of a fully simple boundary as a simple boundary which more-
over does not share any vertex with any other boundary.
(a) (c) (d)(b)
Figure 1.5: Four simple maps: (a), (b) and (c) are non-fully simple, and (d) is fully-simple. In (a) the two
boundaries share a vertex, in (b) an edge, and in (c) they are completely glued to each other.
1.1.3 Generating series
We introduce now the notations and conventions for the generating series of ordinary, usual maps,
and simple and fully simple maps.
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Let M(g,n)(v) be the set of maps of genus g and n boundaries with internal faces of degrees > 3
and 6 d < ∞, and with v vertices. We take the convention that M(0,1)(1) contains only one map
which consists of a single vertex and no edges; it is the map of genus 0 with 1 boundary of length 0.
Apart from this degenerate case, we always consider that boundaries have length > 1.
We dene the generating series of maps of genus g and n boundaries of xed lengths l1, . . . , ln as
follows:
F
[g]
l1,...,ln
:=
∑
v>1
uv
∑
M∈M(g,n)(v)
∏
j>3 t
nj(M)
j
|AutM|
n∏
i=1
δli,`i(M), (1.2)
where nj(M) denotes the number of unmarked faces of length j ofM and `i(M) the length of the
i-th boundary ofM. We note that by convention, F [0]0 = 1. For n = 0, we denote F [g] the generating
series of closed maps of genus g. We remark that the dependence on the weights u, tj will be omied.
It can be easily checked that M(g,n)(v) is a nite set, that is the number of maps is nite aer
xing the topology (g, n) and the number of vertices v. us, the generating series F [g] and F [g]l1,...,ln
are formal power series in u whose coecients are rational polynomials of the tj ’s:
F [g], F
[g]
l1,...,ln
∈ Q [t3, . . . , td] [[u]].
Summing over all possible lengths, we dene the generating series of maps of genus g and n
boundaries as follows:
W [g]n (x1, . . . , xn) :=
∑
l1,...,ln>0
F
[g]
l1,...,ln
x1+l11 · · ·x1+lnn
. (1.3)
We have that W [g]n (x1, . . . , xn) ∈ Q
î
1
x1
, . . . , 1xn , t3, t4, . . . , td
ó
[[u]] and observe that
F
[g]
l1,...,ln
= (−1)n Res
x1→∞
· · · Res
xn→∞
xl11 · · ·xlnnW [g]n (x1, . . . , xn)dx1 · · · dxn.
We denoteH [g]k1,...,kn the analogous generating series for fully simple maps of genus g and n bound-
aries of xed lengths k1, . . . , kn and we introduce the following more convenient generating series for
fully simple maps with boundaries of all possible lengths:
X [g]n (w1, . . . , wn) :=
∑
k1,...,kn>0
H
[g]
k1,...,kn
wk1−11 . . . w
kn−1
n . (1.4)
Finally, we denote G[g]k1,...,km|l1,...,ln the generating series of maps with m simple boundaries of
lengths k1, . . . , km and n ordinary boundaries of lengths l1, . . . , ln. We write
Y
[g]
m|n(w1, . . . , wm | x1, . . . , xn) =
∑
(k,l)∈Nm×Nn
wk1−11 · · ·wkm−1m
xl1+11 · · ·xln+1n
G
[g]
k|l. (1.5)
We use the following simplication for maps with only simple boundaries: G[g]k1,...,km forG
[g]
k1,...,km|,
and Y [g]m for Y [g]m| .
Observe that for maps with only one boundary the concepts of simple and fully simple coincide.
erefore G[g]k = H
[g]
k and Y
[g]
1 = X
[g]
1 .
For all the generating series introduced we allow to omit the information about the genus in the
case of g = 0. We also use the simplication of removing the information about the number of
boundaries if n = 1. In this way, W and X stand for W [0]1 and X
[0]
1 .
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1.1.3.1 Alternative denitions
We consider nowM(g,n)l1,...,ln to be the set of maps of genus gwith n boundaries of xed lengths l1, . . . , ln.
One can notice that the parameter u keeping track of the number of vertices is redundant, since
xing the genus and boundary lengths, the volume v can be deduced from the number of internal faces
nj of every possible length j > 1. erefore, we could choose to dene the generating series of maps
with u = 1 as follows:
F
[g]
l1,...,ln
:=
∑
M∈M(g,n)
l1,...,ln
∏
j>1 t
nj(M)
j
|AutM| . (1.6)
We remark thatM(g,n)l1,...,ln is not nite, but we still have
F [g], F
[g]
l1,...,ln
∈ Q [[t1, t2, . . .]], (1.7)
that is the number of maps is nite aer xing the topology (g, n) and the number of internal faces
nj of every possible length j > 1.
In this case, we also get W [g]n (x1, . . . , xn) ∈ Q
î
1
x1
, . . . , 1xn
ó
[[t1, t2, . . .]].
Observe that with this alternative denition we allow internal faces to have any degree. If we set
t1, t2 = 0 in (1.6) and u = 1 in (1.2), both denitions give the same generating series.
However, very oen it is more convenient to work with formal series in just one formal variable
u than with multiple formal variables. So we will keep the original denition in general and specify
in which cases we work with this other denition for convenience.
Furthermore, despite having required unmarked faces to have length > 3 and 6 d < ∞, this
restriction will not be necessary for many manipulations. In some cases, we may even be forced to
remove it. Again, we shall keep it in general and indicate the special cases in which we will drop it. In
those cases, we will work with the denition introduced here (1.6), possibly allowing t1, t2 6= 0.
is alternative denition and all these remarks work analogously for all the other generating
series that we have introduced.
1.1.4 Stued maps
We introduce stued maps as in [Bor14], which encompass usual maps since by substitution one may
consider stued maps as maps whose elementary cells are themselves maps.
Denition 1.1.9. An elementary 2-cell of genus h and k boundaries of lengths m1, . . . ,mk is a con-
nected orientable surface of genus h with boundaries B1, . . . , Bk endowed with a set Vi ⊂ Bi of
mi > 1 vertices. e connected components of Bi \ Vi are called edges. We require that each bound-
ary has a marked edge, called the root, and by following the cyclic order, the rooting induces a labeling
of the edges of the boundaries. We say that such an elementary 2-cell is of topology (h, k).
A stued map of genus g and n boundaries of lengths l1, . . . , ln is the object obtained from gluing
n labeled elementary 2-cells of topology (0, 1) with boundaries of lengths l1, . . . , ln, and a nite col-
lection of unlabeled elementary 2-cells by identifying edges of opposite orientation and with the same
label in such a way that the resulting surface has genus g. e labeled cells are considered as bound-
aries of the stued map, and the marked edges which do not belong to the boundary are forgoen aer
gluing. e unlabelled cells are again referred to as internal faces.
Remark 1.1.10. A map in the usual sense is a stued map composed only of elementary 2-cells with
the topology of a disk. erefore, stued maps could alternatively be dened with the same kind of
10 Chapter 1. Introduction
denition we gave for usual maps in Denition 1.1.1 as embedded graphs, just waiving the condition
that faces are homeomorphic to disks.
Stued maps are also considered up to cellular continuous deformation preserving the roots of the
boundaries.
We denote M̂(g,n)(v) the set of stued maps of genus g and n boundaries of xed number of
vertices v (and with the internal faces of the topology of a disk of degrees 3 > j > d for some d <∞).
To every stued mapMwe assign a Boltzmann weight, which we denotew(M) with the following
factors:
• a symmetry factor |Aut(M)|−1 as previously for maps,
• a weight thm1,...,mk per unlabeled elementary 2-cell of genus h and k boundaries, depending
symmetrically on the lengths m = (m1, . . . ,mk).
Slightly extending the notation for usual maps, we add a hat to the previous symbols to denote the
generating series of stued maps of topology (g, n):
Ŵ [g]n (x1, . . . , xn) =
∑
v>1
uv
∑
M∈M̂(g,n)(v)
w(M)
x
`1(M)+1
1 · · ·x`n(M)+1n
. (1.8)
We have that Ŵ [g]n (x1, . . . , xn) ∈ Q
î
(x−1j )j , (t
h
m)m,h
ó
[[u]].
A slight generalization of the permutational model for maps also works for stued maps. Let F
be the number of unlabeled elementary 2-cells, considered as the internal faces of the stued map. A
combinatorial stued map ((σ, α),
⊔F
p=1 fp, (hp)
F
p=1) consists of the following data:
• As for maps, a pair of permutations (σ, α) on the set of half-edges H = Hu unionsq H∂ , where α
is a xed-point free involution whose cycles represent the edges of the stued map, and C(σ)
corresponds to the set of vertices. e cycles of ϕ := (σ ◦α)−1 are associated to the boundaries
of elementary 2-cells.
• A partition ⊔Fp=1 fp of C(ϕ|Hu), where every part fp corresponds to an unlabeled elementary
2-cell with boundaries given by the cycles in fp.
• A sequence of non-negative integers (hp)Fp=1, where every hp is the genus of the unlabeled
elementary 2-cell fp.
To dene the notion of connectedness for stued maps, we consider the following equivalence
relation on the set of half-edges:
(i) h ∼ σ(h) and h ∼ α(h),
(ii) if h, h′ are in two cycles c, c′ ∈ fp for some p, then h ∼ h′.
Each equivalence class on H corresponds to a connected component of the stued map. We say that
a stued map is ∂-connected if each equivalence class has a non-empty intersection with H∂ . Observe
that the notion of connectedness for maps relies on the equivalence class generated only by (i).
Since the concepts of simplicity and fully simplicity that we introduced for maps in Subsection 1.1.2
only refer to properties of the boundaries, they clearly extend to stued maps because the elementary
2-cells corresponding to boundaries in stued maps are imposed to be of the topology of a disk, as for
maps.
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1.1.5 e combinatorial O(n) loop model
eO(n) model admits a famous representation in terms of loops [DMNS81, Nie87] with n the fugacity
per loop.
In this context we may also consider maps with k′ marked points, and by convention we do not
assume that the k′ marked points necessarily sit on pairwise distinct vertices. We call marked element
(or mark for short) either a marked point or a marked face (boundary).
Denition 1.1.11. A loop is an undirected simple closed path on the dual map (i.e. it covers edges and
vertices of the dual map, and hence visits faces and crosses edges of the original map) which does not
visit any boundary. A loop conguration is a collection of disjoint loops. A conguration of the O(n)
loop model is a map endowed with a loop conguration.
Our notion of loop is not to be confused with the graph-theoretical notion of loop (edge incident
twice to the same vertex which we previously called self-loop to avoid confusion). A loop conguration
can be viewed alternatively as a collection of crossed edges such that every face of the map is incident
to either 0 or 2 crossed edges. See Figure 1.6 for an example of a conguration of theO(n) loop model.
Figure 1.6: A planar triangulation with a boundary of length 10 (with root in red, the distinguished
face being the outer face), endowed with a loop conguration (drawn in green).
We also employ the name usual map here for a map without a loop conguration. Usual maps
carrying self-avoiding loop congurations are equivalent to stued maps for which we allow unlabeled
elementary 2-cells to have the topology of a disk (usual faces) or of a cylinder (rings of faces carrying
the loops). By equivalence, we mean here an equality of generating series aer a suitable change of
formal variables.
Remark 1.1.12. In the original formulation of [GK89a, Kos89, KS92, EK95], the loops cover vertices
and edges of the map itself. Our motivation for drawing them on the dual map is that it makes our
combinatorial decompositions easier to visualize.
1.1.5.1 Permutational model and automorphisms
To extend the permutational model that we dened for usual maps to congurations of the O(n)
loop model, we need to include also the information of the loop conguration. We consider the loop
conguration as a collection of crossed edges. For every loop, we pick one of the two possible sides of
the loop as the “inside”. Our construction will of course be independent of which side we choose. We
want to transform the collection of crossed edges forming the loop into a subset of half-edges, since
the permutations act on the set of half-edges H .
We choose by convention that the half-edges forming the loop will be the half-edges which belong
to the crossed edges of the loop and sit on the le seen from inside (here we are imagining the map
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depicted as a ribbon graph). All the half-edges corresponding to a loop conguration will be collected
in a set denoted Ho. Note that interchanging the outsides and the insides, this set transforms to
α(Ho) and that by denition of loop congurations, α(Ho) ⊂ Hu. Now we are ready to encode
the loop conguration with a fourth permutation θ acting on Ho ⊂ H . Given h ∈ Ho, we dene
θ(h) as the next half-edge in the loop following a xed orientation from the inside (by convention
counterclockwise). Observe that, by construction of the loops, there exists l1 > 0 such that
θ(h) = αϕl1+1(h). (1.9)
e cycles of θ correspond to loops in the conguration.
To make the construction independent of the choices, we identify (θ,Ho) ∼ (αθ−1α−1, α(Ho)).
A combinatorial conguration ((σ, α), [(θ,Ho)]) consists of a combinatorial map (σ, α) and an equiv-
alence class [(θ,Ho)] encoding the information about loops as we just described. As before, we need
to identify congurations that dier by a relabeling of Hu, i.e.,
((σ, α), [(θ,Ho)]) ∼ ((γσγ−1, γαγ−1), [(γθγ−1, γHo)])
with γ any permutation acting on H such that γ|H∂ = IdH∂ . We call such an equivalence class unla-
beled combinatorial conguration and we denote it by [(σ, α), (θ,Ho)]. Note that unlabeled combina-
torial congurations are in bijection with the (unlabeled) congurations we dened at the beginning
of this section.
Denition 1.1.13. Given a combinatorial conguration ((σ, α), [(θ,Ho)]) acting on H , we call γ an
automorphism if it is a permutation acting on H such that γ|H∂ = IdH∂ and
σ = γσγ−1, α = γαγ−1, θ = γθγ−1.
Observe that because of (1.9), if γ ∈ Aut(σ, α) and for all h ∈ Ho, we have γθγ−1(h) ∈ Ho, then
we automatically have that θ = γθγ−1. So the condition θ = γθγ−1 can be relaxed to: γθγ−1(Ho) =
Ho.
Again, for connected maps with k > 1 boundaries, the only automorphism is the identity. As
before, these special relabelings that commute with σ and α, and preserve the loops, which we called
automorphisms, exist because of a symmetry of the (unlabeled) conguration C = [(σ, α), (θ,Ho)],
i.e. of the underlying map together with the loop conguration. e symmetry factor |Aut(C)| of a
conguration is its number of automorphisms.
Finally, let us also comment how to include in this formalism congurations with k′ > 1 marked
points. Let H•i be the subset of half-edges incident to the i-th marked point, for i = 1, . . . , k′. By
denition of maps with marked points, some of these subsets can coincide. We consider
((σ, α), [(θ,Ho)], (H•i )
k′
i=1)
a combinatorial conguration with k′ marked points. Including the extra subsets H•i is equivalent to
marking the corresponding cycles in σ:
σ•i := σ|H•i , for i = 1, . . . , k
′.
We call γ an automorphism of ((σ, α), [(θ,Ho)], (H•i )k
′
i=1) if we require that γσ•i γ−1 = σ•i , for i =
1, . . . , k′, additionally to the conditions imposed in Denition 1.1.13. Since σ = γσγ−1, the restriction
γσ•i γ−1 = σ•i can also be relaxed to γσ•i γ−1(H•i ) = H•i .
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1.1.5.2 e nesting graphs
Given a conguration C of the O(n) loop model on a mapM of genus g, we may cut the underlying
surface along every loop, which splits it into several connected components c1, . . . , cN . Let Γ0 be the
graph on the vertex set {c1, . . . , cN} in which there is an edge between ci and cj if and only if they
have a common boundary, i.e. they touch each other along a loop (thus the edges of Γ0 correspond to
the loops of C). We assign to each vertex v the genus h(v) of the corresponding connected component
and for each marked element in M belonging to a connected component ci, we put a mark on the
corresponding vertex of Γ0. If the map is planar, Γ0 is a tree and all its vertices carry genus 0. We call
Γ0 the primary nesting graph ofM.
We dene the nesting graph Γ from Γ0 by repeatedly performing the following two steps until they
leave the graph unchanged:
(i) erasing all vertices that correspond to connected components which, in the complement of all
loops inM, are homeomorphic to disks, and the edge incident to each of them;
(ii) replacing any maximal simple path of the form v0−v1−· · ·−vP with P > 2, where the vertices
(vi)
P−1
i=1 represent connected components homeomorphic to cylinders, by a single edge
v0
P− vP
carrying a length P . By convention, edges which are not obtained in this way carry a length
P = 1. We call P the depth of the edge or, alternatively, the arm length of the arm in the
conguration corresponding to this edge in Γ.
e outcome is (Γ, ?,P), where Γ is the nesting graph, which is connected and has vertices labeled by
genera such that
g = b1(Γ) +
∑
v∈V (Γ)
h(v).
Denition 1.1.14. In a conguration C with a non empty set of marked elements E , a loop is separating
if it is not contractible in C \ E .
e sequence of depths P records the number of consecutive separating loops for each edge. By
construction, given the total genus g and a nite set of marked elements, one can only obtain nitely
many inequivalent nesting graphs. Finally, ? is the assignment of the marked elements ofM to the
vertices of Γ. e valency d(v) of vertices v of the nesting graph Γ with no boundaries must satisfy:
2h(v)− 2 + d(v) > 0.
Observe that every edge of the primary nesting graph Γ0 represents a loop from the conguration,
while every edge of the nesting graph Γ corresponds to a sequence of separating loops.
1.1.5.3 Boltzmann weights
In the O(n) loop model we introduce a weight n to keep track of the number of loops. In addition to
this “nonlocal” parameter, we need also some “local” parameters, controlling in particular the size of
the maps and of the loops. Precise instances of the model can be dened in various ways.
e origin of the O(n) loop model is in statistical physics and even if here we are dening a
deterministic model, we refer to instances on maps with some notion of randomness that we will
make precise later.
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Figure 1.7: Le: schematic representations of loop congurations on a map of genus 1 with 4 bound-
aries. Center: associated primary nesting graphs, where every red vertex carries the marks of the
boundaries which belong to the corresponding connected component in the map. Right: associated
nesting graphs, where every edge is labelled with its depth. All vertices carry genus 0, except v in the
rst case which has h(v) = 1.
e simplest instance is theO(n) loop model on random triangulations [GK89a, Kos89, KS92, EK95]:
here we require the underlying map to be a triangulation, possibly with boundaries and marked points.
ere are two local parameters g and h, which are the weights per face (triangle) distinct from a
boundary and which is, respectively, not visited and visited by a loop. e Boltzmann weight aached
to a conguration C with k > 1 boundaries is thus w(C) = nLgThT ′ , with L the number of loops of
C, T its number of unvisited triangles and T ′ its number of visited triangles.
g h
α 1
Figure 1.8: Top row: local weights for the O(n) loop model on random triangulations. Boom row:
in the bending energy model, an extra weight α is aached to each segment of a loop between two
successive turns in the same direction.
1.1. Maps 15
A slight generalization of this model is the bending energy model [BBG12b], where we incorpo-
rate in the Boltzmann weight w(C) an extra factor αB , where B is the number of pairs of successive
loop turns in the same direction, see Figure 1.8. Another variant is the O(n) loop model on random
quadrangulations considered in [BBG12c] (and its “rigid” specialization).
In the general O(n) loop model, the Boltzmann weight of a conguration is:
w(C) = 1|AutC| n
L(C)∏
l>3
t
Nl(C)
l
∏
{l1,l2}
l1+l2>1
t
Nl1,l2 (C)
l1,l2
, (1.10)
whereNl is the number of unvisited faces of degree l, andNl1,l2 is the number of visited faces of degree
(l1 + l2 + 2) whose boundary consists, in cyclic order with an arbitrary orientation, of l1 uncrossed
edges, 1 crossed edge, l2 uncrossed edges and 1 crossed edge. As the loops are not oriented here,
Nl1,l2 = Nl2,l1 and we also assume tl1,l2 = tl2,l1 .
1.1.5.4 Generating series
We now dene the basic generating series of interest. Fixing three integers k, k′ > 0 and g > 0,
we consider the ensemble of allowed congurations of the O(n) model where the underlying map
is a connected surface of genus g, with k boundaries of respective lengths `1, `2, . . . , `k > 1 (called
perimeters) and k′ marked points. e corresponding generating series is then the sum of the Boltz-
mann weights w(C) of all such congurations. We nd convenient to add an auxiliary weight u per
vertex, and dene
F [g,•k′]`1,...,`k := δk,1δ`1,0 u+
∑
C
u|V(C)|w(C), (1.11)
where the sum runs over all desired congurations C, here over congurations of genus g, k′ marked
points and k boundaries of xed lengths `1, . . . , `k, and |V(C)| denotes the number of vertices of the
underlying map of C, also called volume. Sometimes we use the more complete notation F [g,k,•k′]`1,...,`k
indicating also the number of boundaries, even if that information is already contained in the number
of xed lengths we give. We simply write F [g]`1,...,`k (F`1,...,`k for g = 0) when there are no marked
points, and F [g,•]`1,...,`k (F•`1,...,`k when g = 0) when there is one marked point. We also call cylinders the
planar maps with k = 2 boundaries, and disks the planar maps with k = 1 boundary endowed with
O(n) loop models. e rst term in (1.11) accounts for the map consisting of a single vertex in the
sphere.
In the course of studying the O(n) loop model, we will also need the generating series of usual
maps, in this context with internal faces of length l > 1. e Boltzmann weight of a conguration in
this case is chosen to be
w(M) = 1|AutM|
∏
l>1
t
Nl(M)
l , (1.12)
and the generating series F [g,•k
′]
`1,...,`k
is dened as previously where this time we sum over congurations
without loops, i.e. over usual maps. Observe that for k′ = 0 this is the same generating series intro-
duced for usual maps in (1.2), but here we have added a weight u per vertex. It will be clear from the
context when we consider this weight specialized to 1 and do not keep track of the number of vertices,
and when make use of this more rened version. We employ the same name for simplicity.
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1.2 Hurwitz numbers
e goal of this section is not only to introduce the dierent enumeration problems that Hurwitz num-
bers solve, but also to give an idea of the relations among them, which give the possibility to involve
dierent intuitions to study them, making the subject very rich and interesting. For an elementary,
nice introduction to these dierent points of view, see for example [LZ04]. For an also elementary, but
much more complete, introduction to standard Hurwitz theory (including the enumeration of cover-
ings of a surface of genus greater than 0), see for example [CM16].
Let us rst x some notations regarding partitions of an integer. If λ is a partition of an integer
L > 0, we denote |λ| the sum of its elements (size) and `(λ) the number of elements in λ (length).
Associated to a permutation β ∈ SL, with conjugacy class [β], we can form a partition λ = λ[β] – by
collecting the lengths of cycles in β – for which we have |C(β)| = `(λ[β]). We also denote t(λ[β]) =
t(β) = t([β]) = L − `(λ[β]), which can be checked to be the minimal number of transpositions in a
factorization of β. Recall that actually the set of conjugacy classes in SL is in bijection with the set
of partitions of L. We use the notation Cλ for the conjugacy class in SL described by the partition λ.
We denote
|Autλ| := L!|Cλ| , L = |λ|.
For a permutation β, one also denes |Autβ| := |Autλ[β]|. For a transposition τ of a and b, we denote
max τ = max (a, b).
1.2.1 Topological denition
e most natural context for ramied coverings is complex analysis, where one has much more struc-
ture. For this reason, we consider X to be a compact Riemann surface. Actually, non-constant maps
between Riemann surfaces can be identied with ramied coverings. However, one can see that ram-
ied coverings encode purely topological information.
Denition 1.2.1. Consider y1, . . . , ym ∈ CP 1 pairwise distinct points and letλ1, . . . , λm be partitions
of a non-negative integer L. e Hurwitz number h◦,gλ1,...,λm is the weighted number of isomorphism
classes of ramied coverings pi : X → CP 1:
h◦,gλ1,...,λm =
∑
[pi]
1
|Autpi| , (1.13)
where
1. X is connected and has genus g,
2. the branch locus of pi is Y = {y1, . . . , ym},
3. the ramication prole of pi at yj is λj .
e Riemann existence theorem ensures that this enumeration is independent of the conguration
of the branch points, and hence Hurwitz numbers are well-dened and symmetric on the λj ’s. e
Euler characteristic of the total space is given by the Riemann-Hurwitz formula:
2− 2g = χ(X) = 2L−
m∑
j=1
t(λj).
If X has s connected components of genera g1, . . . , gs, we dene its genus as
g(X) := g1 + . . .+ gs + 1− s.
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If we allow X to be disconnected in the previous denition, we denote the corresponding Hurwitz
number by h•,gλ1,...,λm . With the appropriate denition of genus we considered, the Riemann-Hurwitz
formula remains unchanged for disconnected covers.
1.2.2 Monodromy representations
Choose a base-point p ∈ CP 1 \ Y and a bijection
ϕ : pi−1(p)→ {1, . . . , L}
labeling its preimages. We call a pair (pi, ϕ) p-labeled covering. An isomorphism f : (pi1, ϕ1) →
(pi2, ϕ2) of p-labeled coverings should additionally satisfy: ϕ2 ◦ f = ϕ1. Choosing a labelling allows
us to encode the monodromy action of γ ∈ pi1(CP 1 \ Y, p) on pi−1(p) with a permutation σγ ∈ SL.
Loops γj around every special point yj in Y give a presentation of the fundamental group:
pi1(CP 1 \ Y ) = 〈γ1, . . . , γm | γ1 · · · γm〉.
e correspondence ρ : γ 7→ σγ is a well-dened group homomorphism, which we call monodromy
representation of type (λ1, . . . , λm) if ρ([γj ]) ∈ Cλj for every j.
Observe that monodromy representations are purely topological constructions.
e monodromy representation associated to a p-labeled ramied covering with ramication pro-
le over yj given by λj is of type (λ1, . . . , λm) by construction, and the βj := ρ(γj) satisfy βm ◦ · · · ◦
β1 = id.
Moreover, one can check that two isomorphic p-labeled ramied coverings give rise to the same
monodromy representations.
is important correspondence is actually a bijection, which allows carrying the Hurwitz problem
of counting ramied coverings of the sphere into a group-theoretic seing.
p-labeled ramied coverings
pi : X → CP 1 with branch locus Y
and ramication prole λj over yj
¡
∼
↔

ρ : pi1(CP 1 \ Y, p)→ SL
monodromy representations
of type (λ1, . . . , λm)
 .
We sketch the idea behind the inverse construction. Given a monodromy representation ρ, con-
sider the action of G := Im ρ on J1, LK. For a point x ∈ J1, LK, let Gx be the stabilizer of x in G.
e subgroup ρ−1(Gx) ⊂ pi1(CP 1 \ Y, p) has index L and, by the classication of unramied cover-
ings5, determines an L-sheeted unramied covering of CP 1 \ Y . Stabilizers corresponding to distinct
points in J1, LK are conjugate in SL and conjugate subgroups of the fundamental group give rise to
isomorphic unramied coverings.
We nally complete our unramied covering of a punctured sphere to a ramied covering of the
sphere whose associated monodromy representation will be exactly ρ. First, we compactify our base
space by adding to it the missing points in Y and it becomes CP 1. en we need to add the preimages
of Y to the total space. For every yj ∈ Y , we denote y(i)j ∈ pi−1(yj) its preimage in the i-th sheet
(the sheet containing the point in pi−1(p) labeled i). We identify the points y(i)j and y
(βj(i))
j for every
yj ∈ Y . In this way, we get |pi−1(yj)| = |C(βj)| = λj . It can be showed that relabeling of pi−1(p)
amounts to changing the elements βj within the same conjugacy classes.
5e classication theorem that establishes a bijection between conjugacy classes of subgroups of index L of the funda-
mental group of a space and its L-sheeted unramied coverings is oen called Galois correpondence of covering theory.
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Let MRλ1,...,λm be the set of monodromy representations of type (λ1, . . . , λm). Let us relate the
cardinality of this set with Hurwitz numbers. Given a ramied covering pi, there areL! ways of labeling
the preimages pi−1(p). An automorphism of pi is an isomorphism of p-labeled coverings where pi
remains the same, but the labeling changes. By the orbit-stabilizer theorem, the number of distinct
monodromy representations associated to the same pi with dierent labelings is
mpi =
L!
|Autpi| ,
which is also the number of isomorphism classes of p-labeled coverings for the given pi.
erefore,
h•,gλ1,...,λm =
∑
[pi]
1
|Autpi| =
∑
[pi]
mpi
L!
=
|MRλ1,...,λm |
L!
. (1.14)
e covering spaceX is connected if and only if β1, . . . , βm act transitively on J1, LK, in which case
we call the monodromy representation connected. All the analogous results follow in the connected
seing imposing this extra transitivity condition.
is characterization of Hurwitz numbers in terms of monodromy is very useful. For example, we
can deduce that, since pi1(CP 1 \ Y ) is nitely generated and SL is nite, Hurwitz numbers are also
nite.
1.2.3 e group algebra of the symmetric group
e center of the group algebraZ(C[SL]) of the symmetric groupSL has two interesting basis labeled
by partitions. e most obvious one is formed by
Cˆλ =
∑
γ∈Cλ
γ, λ ` L.
e second one is the basis of orthogonal idempotents, which can be related to the rst one via the
characters of the symmetric group as follows:
Πˆλ =
χλ(id)
L!
∑
µ`L
χλ(Cµ) Cˆµ and Cˆµ =
1
|Autµ|
∑
λ`L
L!
χλ(id)
χλ(Cµ)Πˆλ. (1.15)
e orthogonality of the characters of SL implies that
ΠˆλΠˆµ = δλ,µΠˆλ.
Now we can make yet another translation of the Hurwitz problem, immediately realizing that count-
ing the monodromy represetations of type (λ1, . . . , λm) can be viewed as choosing the appropriate
coecient in the following product of these basis elements:
h•,gλ1,...,λm =
1
L!
[Cˆ(1L)]Cˆλm · · · Cˆλ2Cˆλ1 , (1.16)
where (1L) denotes the partition (1, . . . , 1) of length and size L. In a more elementary language, this
is simply
h•,gλ1,...,λm =
1
L!
|{(σ1, . . . , σm) | σi ∈ Cλi , σm · · ·σ1 = id}|. (1.17)
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Remark 1.2.2. With this last interpretation of Hurwitz numbers and the permutational model for maps
given in 1.1.1.1, one can observe that taking m = 3 and λ2 = (2, . . . , 2),
|Autλ3|h◦,gλ1,(2,...,2),λ3
enumerates maps of genus g with `(λ3) boundaries of lengths given by λ3 and no internal faces.
In the same way, the Hurwitz problem with m = 3, but for a general λ2, is related to the enumer-
ation of hypermaps that we mentioned in the introduction of Section 1.1.
1.2.4 Various types of double Hurwitz numbers
We call ordinary double Hurwitz numbers the Hurwitz numbers h•,gλ1,...,λm with λ2 = · · · = λm−1 =
(2, 1L−2). We will now denote them [P1,k]λ,µ, with k = m − 2 the number of simple ramications,
λ = λ1 and µ = λm. Our goal is to study the Hurwitz numbers counting L-sheeted coverings of
the sphere with ramication prole λ over 0, µ over∞ and other ramications encoded by any given
element B ∈ Z(C[SL]):
1
L!
[Cˆ(1L)] CˆµB Cˆλ.
e Jucys-Murphy elements of C[SL] are dened (see [Juc74, Mur81]) by
Jˆ1 = 0, Jˆk =
k−1∑
i=1
(i k), k = 2, . . . , L.
eir key property is that the symmetric polynomials in the elements (Jˆk)Lk=2 span Z(C[SL]), see e.g.
[Me´l17].
Let r be a symmetric polynomial in innitely many variables. We dene
r(Jˆ) := r((Jˆk)
L
k=2, 0, 0, . . .).
e operator of multiplication by r(Jˆ) in C[SL] acts diagonally on the basis Πˆλ of idempotents, with
eigenvalues equal to the evaluation on the content of the partition λ:
r(Jˆ)Πˆλ = r(cont(λ), 0, 0, . . .)Πˆλ, cont(λ) := (j − i)(i,j)∈Yλ ,
where Yλ is the Young diagram associated to the partition λ. A function of the form λ 7→ r(cont(λ))
is called content function. We denote r(cont(λ), 0, 0, . . .) by just r(cont(λ)).
In the conjugacy class basis, the action of multiplication by r(Jˆ) has a combinatorial meaning
[GPH15]. We dene the double Hurwitz numbers associated with r by the formula
Rλ,µ :=
1
L!
[Cˆ(1L)] Cˆµ r(Jˆ) Cˆλ. (1.18)
e following expression is well-known to be equivalent to our denition:
Rµ,λ =
1
|Autλ||Autµ|
∑
ν`L
χν(Cµ) r(cont ν)χν(Cλ). (1.19)
We can also characterize double Hurwitz numbers via the following decomposition:
r(Jˆ)Cˆµ =
∑
λ`L
|Autλ|Rµ,λ Cˆλ, (1.20)
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which can be checked to be equivalent to (1.19) using the formulas (1.15) to change between the con-
jugacy class basis and the idempotent basis. e denition of the Jucys-Murphy elements implies that
|Autλ|Rµ,λ is a weighted number of paths in the Cayley graph of SL generated by transpositions,
starting at an arbitrary permutation with cycle type µ and ending at an (arbitrary but) xed permu-
tation with cycle type λ. We can hence dene several variations of the Hurwitz numbers using the
standard bases of symmetric polynomials evaluated at the Jucys-Murphy elements. We mention here
the most relevant for this thesis:
Ordinary. p1(Jˆ) is the sum of all transpositions. erefore
p1(Jˆ)
k = Cˆk(2,1L−2) =
∑
τ1,...,τk
τ1 · · · τk.
is is the reason why we denoted [P1,k]µ,λ the ordinary double Hurwitz numbers.
Strictly monotone. For the elementary symmetric polynomial ek, we have
ek(Jˆ) =
∑
τ1,...,τk
(max τi)
k
i=1 strictly increasing
τ1 · · · τk.
en, the strictly monotone Hurwitz numbers enumerate
[Ek]λ,µ =
1
L!
|{(α, τ1, . . . , τk) | α ∈ Cλ, τk · · · τ1α ∈ Cµ, τi ∈ C(2,1L−1),max τi < max τi+1, ∀i}|.
Weakly monotone. For the complete symmetric polynomials hk,
hk(Jˆ) =
∑
τ1,...,τk
(max τi)
k
i=1 weakly increasing
τ1 · · · τk.
en, the weakly monotone Hurwitz numbers enumerate
[Hk]λ,µ =
1
L!
|{(α, τ1, . . . , τk) | α ∈ Cλ, τk · · · τ1α ∈ Cµ, τi ∈ C(2,1L−1),max τi 6 max τi+1,∀i}|.
We refer to either of the two last cases as monotone Hurwitz numbers.
1.3 Matrix models
is section is a summary of the results concerning the method of matrix models in map enumeration
which are the most relevant for this thesis. e reader interested in a more complete exposition can
consult the same references suggested for maps.
We already commented that maps became a popular tool in theoretical physics aer the inuential
discoveries of the 70s, which gave a powerful incentive for developments in random matrices, quantum
gravity, string theory and enumerative geometry. In 1974, while studying quantum chromodynamics,
t’Hoo [t’H74] noticed that the leading contribution in the Feynman diagram expansion is given by
planar diagrams, which can be identied with planar maps, and higher genus contributions correspond
to correction terms. In 1978, the physicists Bre´zin, Itzykson, Parisi and Zuber [BIPZ78] turned this idea
of a topological expansion into a general relation between random matrices and map enumeration.
e method of matrix models was reinvented in 1986 by the mathematicians Harer and Zagier
[HZ86] in order to solve an enumerative problem that arose for them as a step in the computation of
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the orbifold Euler characteristic of the moduli space of curves. is paper aracted much aention in
the mathematical community and stimulated new interesting research that culminated in Kontsevich
proof [Kon92] of Wien conjecture.
For us, matrix integrals constitute a very useful formal tool to deal with generating series of maps.
For example, Tue’s equations became equivalent to loop equations (related to integration by parts).
It is important to note that these are sometimes called formal matrix integrals to distinguish them
from convergent matrix integrals (see e.g. [DG09]), which instead are studied within analysis and
probability. In this context of asymptotic analysis in which one cares about the convergence of the
integrals, nding the asymptotic expansion of the integrals constitutes a challenging issue and it is
instead map enumeration which sometimes contributes towards its solution.
1.3.1 Gaussian model and Wick formula
We introduce the ordinary volume form in the spaceHN of N ×N Hermitian matrices
dM =
N∏
i=1
dMi,i
∏
i<j
dReMi,j dImMi,j .
e most studied random matrix ensembles are the Gaussian ensembles. e Gaussian Unitary En-
semble (GUE(N)) is described by the Gaussian probability measure onHN :
dνGUE(M) =
dM
ZGUE
e−NTr
M2
2 , ZGUE =
∫
HN
dM e−NTr
M2
2 = 2
N
2
Å
pi
N
ãN2
2
. (1.21)
is measure is unitary invariant, which allows us to diagonalize Hermitian matrices conjugating by
a unitary matrix whenever this facilitates a certain computation.
e expansion in Feynman diagrams of a matrix integral consists of performing a formal power
series expansion with respect to some parameters around a Gaussian point. We denote 〈·〉GUE the
expectation value with respect to the Gaussian measure dµGUE. e matrix elements have covariance:
〈Ma,bMc,d〉GUE = 1
N
δa,dδb,c. (1.22)
e following theorem reduces the integration of any polynomial of Gaussian random variables of
even degree to products of covariances (sometimes called propagators by the physical community):
eorem 1.3.1 (Wick formula [Wic50]). e expectation value of a product of an odd number of Gaus-
sian random variables is 0 and the product of an even number is given by
〈Xi1 · · ·Xi2m〉GUE =
∑
pi∈P2(2m)
∏
(r,s)∈pi
〈XirXis〉GUE, (1.23)
where P2(2m) is the set of all pairings of the set [2m].
1.3.2 Generating series of maps and the one-matrix model
1.3.2.1 Partition function and closed maps
Considering the following formal power series
V (x) :=
∑
k>1
tk x
k
k
,
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which we call potential, the formal expression Z := 〈eNTrV (M)〉GUE can be viewed as the partition
funtion of the Hermitian one-matrix model, where V plays the role of a non-Gaussian perturbation,
with V = 0 corresponding to the particular case of a Gaussian model. We should keep in mind the
dependence of the partition function on N and V , even if we omit it in the notation.
Let IF(M) denote the set of internal faces of a mapM, which is the set of all faces, if the map is
closed, because the set of boundaries ∂(M) is empty. Using Wick formula, one can show that Z can
be interpreted as the generating function of disconnected closed maps:
Z =
∑
MapsM
with ∂(M)=∅
Nχ(M)
|Aut(M)|
∏
f∈ IF(M)
t`(f). (1.24)
We dene the so-called free energy by
F := logZ. (1.25)
Recall that we denotedF [g] the generating series of closed maps of genus g, whose dependence onV (in
the context of maps seen as the collection of weights of internal faces) was omied for simplicity. When
we have a generating series counting disconnected objects, it is a well-known trick in combinatorics
(see e.g. [Wil94]) that taking the logarithm produces the generating series counting only the connected
objects:
Proposition 1.3.2 ([BIPZ78]).
F =
∑
g>0
N2−2gF [g]. (1.26)
is statement is just a formalization of the ideas present in [BIPZ78]. We remark that the power
of N sorts maps by their Euler characteristic, which was already t’Hoo’s discovery in [t’H74].
In Section 3.2, we will derive this expansion in terms of maps in some detail. is type of calcu-
lations are usually done in dual terms, i.e. gluing stars instead of directly gluing polygons, which is a
more traditional language in physics. In the end of those computations, invoking the dual construc-
tion is how one can see maps clearly appearing in the expansion. We did the computation directly in
terms of gluing polygons as building pieces for maps to illustrate a dierent derivation (but completely
equivalent), which will also make clearer the renement that we will need later, when we introduce
boundaries, to derive a similar relation between matrix integrals and the generating series of fully
simple maps.
In our derivation, we represent the factors appearing in the expansion of Z graphically as certain
elements in a map illustrated in Figure 3.1. e arrows in the end of half-edges in this picture do not
represent roots (which are always depicted with arrows in the middle of half-edges), they remind us of
certain conventions we took for maps, especially when we represent them like here as ribbon graphs:
• Faces are taken with counterclockwise orientation.
• Half-edges incident to a vertex are the ones on the le, viewed from the vertex, which correspond
to the outgoing ones.
• Vertices are also considered with counterclockwise orientation.
Every term in TrMk, which is a product of k matrix elements, represents k half-edges cyclically
ordered forming a face so that the last index of one is the same as the rst index of the next one. In
the picture, we can see the case k = 4. Wick’s theorem, applied to matrix Gaussian random variables,
says that the expectation value of products of matrix elements can be computed pairing them in all
possible ways and taking the corresponding product of propagators. ese pairings are represented by
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a b a b
d = a b = c
a
b
b c
c
d
da
Ma,b 〈Ma,bMc,d〉GUE Ma,bMb,cMc,dMd,a
(2)(1) (3)
Figure 1.9: (a) An element of the matrix corresponds to a half-edge with its two legs labelled by the
indices. (b) Pairing two matrix entries is represented as two half-edges forming an edge. (c) Products
of elements of that form are the ones appearing in TrM4 and are represented by quadrangles.
edges of the map and the precise condition that the graphical representation suggests that the indices
of the legs of the half-edges should coincide depicts precisely the condition for the propagators (3.20)
to be non-zero. e idea is that a pairing that does not satisfy this restriction and does not produce a
valid edge in a map will not contribute to the expectation value.
1.3.2.2 Maps with boundaries
Cumulants. Let (Xj)j>1 be a sequence of random variables. e generating series of their cumulants
is dened in terms of the logarithm of the generating series of expectation values as follows:
log
〈
e
∑
j>1 tjXj
〉
=
∑
n>1
1
n!
∑
j1,...,jn>1
κn(Xj1 , . . . , Xjn)
n∏
i=1
tji . (1.27)
is implies the following moment-cumulant relation
〈X1 · · ·Xn〉 =
∑
pi∈P(n)
∏
B∈pi
κ|B|(Xj | j ∈ B), (1.28)
where P(n) denotes the set of partitions of [n]. is relation can be inverted, giving the cumulants in
terms of the moments:
κn(X1, . . . , Xn) =
∑
pi∈P(n)
(|pi| − 1)!(−1)|pi|−1
∏
B∈pi
〈 ∏
j∈B
Xj
〉
. (1.29)
where |pi| denotes the number of blocks of pi ∈ P(n).
Correlators and open maps. ese ideas will become clearer in Section 3.2, where we will actually
extend the computation of the partition function (1.24) in terms of closed maps to some expectation
values 〈·〉 with respect to the measure
dν(M) =
dM
Z
exp
®
N Tr
(
− M
2
2
+ V (M)
)´
, (1.30)
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which can be interpreted as the generating series:
〈 n∏
i=1
TrM li
〉
=
∑
∂-connected M
with ∂ lengths (li)ni=1
Nχ(M)
|Aut(M)|
∏
f∈ IF(M)
t`(f), (1.31)
where ∂-connected means that every connected component contains at least one boundary.
For open maps with n > 1 boundaries, we need to keep track of the number of boundaries of every
connected component in order to enumerate disconnected maps in terms of the number of connected
maps. For this reason, the exponential formula (1.25) that we employed before has to be rened. A
standard argument shows that taking cumulants for maps with boundaries, we obtain the generating
series of connected maps. So for open maps, cumulants play the role that logarithm played for closed
maps. It is not dicult to convince oneself of this fact by understanding the moment-cumulant relation
(1.28), which has the simple combinatorial meaning that we described, and then inverting it to obtain
(1.29).
We recall that F [g]l1,...,ln was the generating series of maps of genus g with n boundaries of lengths
given by l1, . . . , ln introduced in (1.2) in Section 1.1.
Proposition 1.3.3 ([Eyn16]).
κn(TrM
l1 , . . . ,TrM ln) =
∑
g>0
N2−2g−nF [g]l1,...,ln .
Continuing with the terminology coming from physics, we can also consider the so-called corre-
lators
Wn(x1, . . . , xn) :=
∑
l1,...,ln>0
κn(TrM
l1 , . . . ,TrM ln)
xl1+11 · · ·xln+1n
. (1.32)
is is sometimes wrien in the physicist’s literature with the following shorter expression:
κn
Å
Tr
1
x1 −M , . . . ,Tr
1
xn −M
ã
,
which holds in a formal sense. Finally, we also have a topological expansion
Wn(x1, . . . , xn) =
∑
g>0
N2−2g−nW [g]n (x1, . . . , xn),
where W [g]n (x1, . . . , xn) are the generating series of maps of topology (g, n) introduced in (1.3) in
Section 1.1.
Considering the following operator
∂
∂V (x)
=
∑
k>1
k
xk+1
∂
∂tk
, (1.33)
we can view, as usual, the correlators as derivatives of the partition function:
Wn(x1, . . . , xn) =
∂
∂V (xn)
· · · ∂
∂V (x1)
Z,
which makes a lot of sense combinatorially, since the operator (1.33) creates a boundary of length k
weighted by x−(k+1).
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1.3.3 Tutte equations, loop equations, Virasoro constraints
In 1963, Tue discovered a recursive equation for counting disks, by nding bijections between an
initial disk and the resulting disks aer having removed an edge. is can be translated into a recursive
equation satised by the generating series of disks of xed lengths and eventually to an equation for
the generating series collecting all lengths W (x). Using the same technique, one can nd recursive
equations for the generating series of maps of higher topologies. e only added complication is that
more terms will appear due to the dierent possibilities that can occur aer deleting an edge because
of the higher genus and number of boundaries.
Tue’s equations can also be derived in the context of matrix integrals, where they are called loop
equations. Loop equations can be deduced simply by integration by parts or, alternatively, by a change
of variables6. It is faster to integrate a matrix integral by parts than to nd bijections between sets of
maps, and hence it is simpler to derive loop equations with matrix model techniques.
In the context of string theory and conformal eld theory, it is known that partition functions must
satisfy Virasoro constraints. Loop equations for generating functions of maps can also be rewrien as
dierential operators annihilating the partition function and, in this form, they also receive the name
of Virasoro constraints.
ese equations and their derivations in all their forms, and their solutions can be found in [Eyn16].
1.3.4 Motivations coming from physics
Finally, we give a rough idea of the connection of these methods to physics, where they have their
origin, because it is commonly dicult for mathematicians who lack a physical background to make
these inspirational connections, which are oen a source of interesting mathematical problems. How-
ever, for a more complete exposition, the curious reader who is not familiar with these theories is
referred to specialized literature, such as [DEF+99].
1.3.4.1 Matrix models as perturbative quantum eld theories
In classical mechanics, a particle follows a path φ that minimizes the functional of the action S(φ) or,
more generally, is stationary. e Feynman path integral formulation of quantum mechanics replaces
the notion of a classical trajectory by an average over all the possible trajectories, which measures the
contribution of the quantum trajectory, and is called probability amplitude (or correlator). e simplest
amplitude is of the form: ∫
φ∈Φ
e−
i
~S(φ)dφ,
where Φ is the (ininite-dimensional) space of paths. Typically, this quantity depends on the integra-
tion procedure and hence is not well-dened. As a solution, Feynman proposed to discretize the paths
by the so-called Feynman diagrams, over which the integral can be computed. erefore, one can nd
an expansion of the integral around ~ = 0, in which contributions of Feynman diagrams are organized
by the number of cycles in the graph. is approach receives the name of perturbative quantum eld
theory and it allowed to make numerous predictions which were experimentally conrmed, even if
one would like to have a non-perturbative theory eventually.
Here one can already see the relation to our section, in which we also found expansions of integrals
in terms of “Feynman diagrams”, in our case around a Gaussian matrix. In the case of matrix models,
6Exploiting the invariance of an integral under change of variables gives rise in a more general context in theoretical
physics to Schwinger-Dyson equations, which are quantum analogues of the Euler-Lagrangian equations, since they are the
equations of motion for the Green’s functions in quantum eld theories.
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the spacetime, in which the elds are dened, is just a point, and our elds take values in the space of
Hermitian matricesHN . Our potential V plays the role of an interaction term which depends on some
parameters, and the goal is to study the dependence of the partition function on these parameters.
When there is no interaction, the measure becomes Gaussian and it is called free eld. is is the
reason why matrix models can be viewed as 0-dimensional quantum eld theories.
1.3.4.2 Maps as discrete approximations of surfaces
While in quantum eld theory, particles are thought as points and their evolution in time can be repre-
sented by Feynman diagrams, in string theory, particles are modeled by closed7 simple curves, called
strings, and as they evolve in time they create a surface which plays the role of the trajectory. By
analogy with quantum eld theory, amplitudes of n strings are computed by expansions over Feyn-
man diagrams, which correspond now to surfaces with n boundaries sorted by their genera. We may
suppose, for instance, that the time segment is nite and hence, the surfaces become compact.
e path integrals are now replaced by integrals over the space of surfaces, which may seem worse
than before, but in some aspects it has great advantages. ere are two main strategies in order to
reduce these integrals to nite dimensional ones. e rst one is to classify these surfaces by their
conformal structure, which leads directly to integrate over the compactication of the moduli space
of Riemann surfaces of genus g with n boundaries Mg,n, which is well-known to have dimension
3g − 3 + n. e other approach considers a discrete approximation of a surface by a map, which
also serves as a motivation for the next section of this thesis. When both methods can be used, they
produce consistent results, which motivated the type of beautiful mathematics coming from dualities
in physics.
Actually, such a physical argument led Wien [Wit91], in 1991, to formulate his conjecture that the
generating series of ψ-class intersection numbers onMg,n is a tau-function of the KdV hierarchy8.
He was studying a particular model of two-dimensional quantum gravity with innite-dimensional
integrals over the space of Riemannian metrics on a surface. Again, the rst technique to reduce such
a calculation to an integral over a nite dimensional space consists in classifying metrics by their
conformal class, and the second approach consists in triangulating the surfaces, which produces a
very natural way of discretizing a metric. As the number of triangles tends to innity, these discrete
metrics start approximating random metrics and the innite-dimensional integrals are equivalent to
summations over the set of all triangulations, hence reducing them to asymptotic enumerations of
such triangulations, which are known to be governed by the KdV hierarchy.
In 1992, Kontsevich [Kon92] gave the rst proof of Wien conjecture, using precisely matrix model
techniques to enumerate a certain type of maps. He gave a cellular decomposition of the moduli space
Mg,n, using maps of genus g with n faces and vertices of degree greater than 2 to label the cells,
where the cells of top dimension are the ones labelled by trivalent maps. In this way, there is no loss
of information and there is no need to take any limit. He also used a Hermitian one-matrix model9 to
enumerate them.
7One can also talk about open strings, but here we restrict to closed string theory for simplicity.
8is can be rephrased as follows: Let F be the generating series of ψ-class intersection numbers onMg,n. en, the
partition function eF is a solution of the KdV hierarchy. is was showed to be equivalent to the Virasoro constraints
associated to the KdV hierarchy [DVV91], which consist of a system of linear PDEs, while the KdV hierarchy is a system of
non-linear PDEs.
9Dierent from the most classical one that we described in this section.
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1.4 Large random (decorated) maps and universality
In physics, it is very common to use mathematical models to study nature. We may refer to a specic
model in statistical physics, which depends on some parameters, as the microscopic setup. A model
which is too malleable, i.e. that leads to dierent conclusions aer small variations, is of course con-
sidered a bad model that will never capture the details of nature. In other words, the only important
properties deduced from a statistical physics model are those which are universal, that is those that do
not depend on the microscopic details of the model, which are called macroscopic. An important moti-
vation to study large random maps comes from the generally accepted conjecture that their geometry
is universal, i.e. that there should exist ensembles of random metric spaces depending on a small set
of data (like the central charge and a symmetry group aached to the problem) which describe the
continuum limit of random maps.
As we explained in the previous section, an important physical motivation to study random maps is
to use them as a method of discretization of random surfaces, since computing transition amplitudes in
gauge theory or string theory requires averaging over random surfaces, which replaces the traditional
Feynman path integrals from quantum eld theory. Two-dimensional quantum gravity aims at the
description of these random continuum limits of random maps and physical processes on them, and
the universal theory which should underly them is Liouville quantum gravity (LQG), possibly coupled
to a conformal eld theory (CFT) [GM93, dFGZJ94b]. is theory models the quantum uctuation of
the gravitational eld by a random metric over a two dimensional space-time. e interaction between
the gravitational eld and maer is modeled by an external eld, oen coming from CFT. It is generally
accepted, and proved in some cases [Smi01, CS12], that certain random decorations over xed laices,
as in the classical Ising and O(n) statistical models, have scaling limits described by a eld from CFT.
erefore a natural way of constructing LQG is to dene a discretization of the random metric of the
space-time, using random undecorated maps, and aerwards to couple it to some decorations, which
represent the coupling to maer.
eoretical physics predicts the celebrated KPZ relation [KPZ88], which links the critical expo-
nents of classical models over xed laices to those over a dynamic randomly chose laice, i.e. over
random maps. Another motivation to analyze models of random decorated maps is to verify if this
prediction is always valid and gaining understanding of the mechanism behind it.
It is widely believed that aer a Riemann conformal map to a given planar domain, the proper con-
formal structure for the continuum limit of random planar maps weighted by the partition functions
of various statistical models is described by LQG (see, e.g., the reviews [GM93, dFGZJ94b, Nak04] and
[Dup14, Gal14]). In the particular case of random planar maps without decorations, called pure grav-
ity, the universal metric structure of the Brownian map [Gal13, Mie13, Gal14] has very recently been
identied with that directly constructed from LQG [MS15a, MS15b, MS15c, MS16a, MS16b, MS16c].
Nevertheless, lile is known on the metric properties of large random maps weighted by an O(n)
model, even from a physical point of view. Moreover, most of the works described above are restricted
to planar maps. So another motivation is to study the critical exponents characteristic of some models
to be able to compare them to those of continuum objects that are their conjectured scaling limits
[She09, SW12, FKRV16, She16].
ere are several important challenges in this branch of mathematical physics. e rst one is
to explore the macroscopic properties of the universality classes through solvable models, in which
we can explicitly compute the partition function, for us the generating series of certain type of maps.
And the second one is to verify if universality really exists for a certain type of models comparing the
results of dierent microscopic models which belong to the same universality classes, according to the
physical predictions. In this thesis, we will focus on task one for theO(n) loop model on random maps
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of arbitrary topologies.
Apart from the physical motivations, decorated maps are also very interesting from the mathemati-
cal point of view because of their rich combinatorial and probabilistic structure. Finally, understanding
rigorously the emergent fractal geometry of such limit objects constitutes nowadays another major
problem in mathematical physics, and to establish the convergence of random maps towards such
limit objects is in general a dicult problem. Solving various problems of map enumeration is oen
instrumental in this program, as it provides useful probabilistic estimates.
We do not elaborate much on the scaling limits of random maps. For a complete introduction to
these aspects in the planar and non-decorated cases, see [Mie14]. In [Mie09], a special emphasis is
put on the fractal properties of the random metric spaces involved, for example providing a detailed
calculation of the Hausdor dimension of the scaling limits of random planar quadrangulations.
1.4.1 Random Boltzmann maps
In Section 1.1 we introduced the combinatorialO(n) loop model, whose congurations consist of maps
decorated with loops. All the parameters we used as weights were formal and the generating series
were formal power series, which are very useful for combinatorics. In this section, we want to use
those weights to dene a probability measure in order to formalize the intuitive concept of random
map. For this purpose we want to choose the parameters to be real positive numbers so that the models
are well-dened, i.e. the weights induce a probability distribution over the set of congurations. is is
the natural seing for theO(n) loop model, viewed as a statistical ensemble of congurations in which
n plays the role of a fugacity per loop. We remind the reader that to make the distinction explicit, maps
without a statistical physics model will be called usual maps.
Denition 1.4.1. In the context of usual maps, we say that the weight sequence (u, (tl)) of nonneg-
ative real numbers is admissible if F •` (evaluated at this weight sequence) is nite, for any ` > 1.
Analogously, for O(n)-congurations, we say that the weight sequence (u, n, (tl), (tl1,l2)) ((n, g, h, α)
for the bending energy model) of nonnegative real numbers is admissible if the corresponding disk
generating series from (1.11) F•` (evaluated at this weight sequence) is nite, for any ` > 1.
Remark 1.4.2. One can check that the assumption of niteness of the non-pointed generating series
F` or F` is equivalent to admissibility. Is can also be shown that, for admissible weight sequences, we
have
F
[g,•k′]
`1,...,`k
<∞ and F [g,•k′]`1,...,`k <∞,
for all g, k and all `1, . . . , `k.
For usual maps, if we record all the possible boundary perimeters at the same time as in (1.3), we
have that for admissible vertex and face weights,
W
[g,•k′]
k (x1, . . . , xk) ∈ Q[[x−11 , . . . , x−1k ]].
For admissible weight sequences, we analogously dene for the O(n) loop model:
W [g,•k′]k (x1, . . . , xk) =
∑
`1,...,`k>0
F [g,•k′]`1,...,`k
x`1+11 · · ·x`k+1k
∈ Q[[x−11 , . . . , x−1k ]]. (1.34)
From now on, we denote by t any admissible weight sequence. Now we can dene a measure
associated to a specic weight sequence t on the set of congurations, evaluating the Boltzmann
weights w dened in (1.10) at t:
Wt(C) := u|V(C)|w(C), (1.35)
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for every conguration C.
We endow a conguration C0 of genus g with k boundaries of xed lengths `1, . . . , `k and k′
marked points with the following t-Boltzmann law:
P[g,•k
′]
`1,...,`k
(C = C0) := Wt(C)F [g,•k′]`1,...,`k
. (1.36)
We call such a pair (C0, t) a t-Boltzmann distributed random conguration. If there is an admissible
weight sequence tu such thatWtu(C) = 1, for all congurations C in an ensembleU, we call {(C, tu) |
C ∈ U} the set of uniform random congurations.
Remark 1.4.3. Specializing this construction to congurations without loops, we also dene t-Boltzmann
probability laws on usual maps. We can also consider models where we x the underlying mapM
and only the loop conguration is random. We refer to such models as O(n) loop models over a xed
laice which is deterministic.
1.4.2 Critical points
Let t = (u, t˜) be a weight sequence where we x the non-vertex weights sequence t˜ and let the vertex
weight u vary in such a way that t is admissible. ere exists a critical value uc above which the model
for usual maps (or for O(n) congurations) ceases to be well-dened:
uc := sup{u > 0 | F •` <∞ (F•` <∞) for any ` > 1}.
If uc = 1 (resp. uc < 1, uc > 1), we say that the model is at a critical (resp. subcritical, supercritical)
point.
1.4.2.1 Large size asymptotics and singularities
It is a general principle that studying the large order behavior of a sequence is equivalent to analyzing
the behavior of the generating series close to its singularities. e rigorous results that relate the
asymptotic expansion of a function near its dominant singularity to the asymptotic expansion of its
coecients are called transfer theorems (see [FS09, Chapter VI]). More precisely, assuming that A(u)
is analytic in a so called ∆-domain10 at some uc, we obtain the following equivalence of asymptotic
behaviors, for r ∈ R \ Z60:
A(u) :=
∑
v>0
Avu
v ∼
u→uc
a
Å
1− u
uc
ã−r
= a
∑
v>0
Γ(v + r)
v! Γ(r)
Å
u
uc
ãv
⇔ Av ∼
v→∞ au
−v
c
vr−1
Γ(r)
, (1.37)
for some constant a > 0.
Going back to our models, at a critical point, the generating seriesW (x) (orW(x)) has a singularity
when u → 1−, and the nature (universality class) of this singularity is characterized by some critical
exponents. It is known that transfer theorems are applicable to our models.
10For a xed uc ∈ R, 0 < φ < pi2 and R > 1, we dene
∆(φ,R) := {z ∈ C | |z| < R, z 6= uc, |arg(z − uc)| > φ}.
We say a domain is a ∆-domain at uc is it is of the form ∆(φ,R) for someR and φ. See [FS09, Chapter VI] for some pictures
and examples.
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1.4.2.2 Example: usual quadrangulations
In order to consider quadrangulations, we only keep the weight associated to quadrangles, i.e. tk =
δk,4t4. In this special case, F` counts quadrangulations with v vertices, n4 quadrangles and a boundary
of size `. Observe that we have V = 1 + n4 + `/2, so V and n4 are not independent and ` must be
even. One can compute (see for example [Eyn16, Chapter 3]):
F2l = γ
2l (2l)!
l!(l + 2)!
((2l + 2)u− lγ2), F2l+1 = 0, (1.38)
where γ2 = 1−θ6t4 , with θ =
√
1− 12ut4. e generating series F2l is nite if and only if the series
θ = θ(u, t4) converges, i.e. for ut4 6 112 . In that case, we say that (u, t4) is an admissible weight
sequence. If we x t4 = 112 , the model is at a critical point since uc = 1.
If we keep any u = 1, we x t4 to any value such that uc > 1, and we consider the boundary
length to become large, we obtain the following asymptotic behavior
F2l ∼
l→∞
2− γ2√
pi
(2γ)2ll−
3
2 . (1.39)
On the other hand, if we consider t4 = 112 and u = uc = 1, then γ
2 = 2 and we have the following
critical behavior
F2l =
2l+1(2l)!
l!(l + 2)!
∼
l→∞
2√
pi
8l l−
5
2 . (1.40)
Expanding (1.38) into powers of u and t4, we nd that the number of rooted planar quadrangulations
with n4 quadrangles is:
3n4
(2l)!
l!(l − 1)!
(2n4 + l − 1)!
(l + n4 + 1)!n4!
.
In particular, for l = 2, we recover the number of rooted quadrangulations with f faces, including the
boundary, which was already computed by Tue:
[tf−14 u
f+2]F4 =
2 · 3f (2f)!
f !(f + 2)!
.
Taking into account that the number of vertices is V = f + 2, we nd the following asymptotic
behavior when we send the volume V to innity:
[tV−34 u
V ]F4 ∼
V→∞
2√
pi
12V V −
5
2 .
e exponent−5/2 implies that the series F4 is indeed convergent for t4 = 1/12 and for all u 6 uc =
1. Finally, evaluating F4 at a xed quadrangle weight t4 = 112 , we obtain the following behavior of the
generating series of rooted quadrangulations with xed large volume:
[uV ]F4 ∼
V→∞
2 · 123√
pi
V −
5
2 =
2 · 4 · 123
3 Γ(−3/2) V
− 3
2
−1 ⇒ F4|sing ∼u→1 4608(1− u)
3/2, (1.41)
where F4|sing denotes the leading singular part in the asymptotic expansion of F4 around u = 1.
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1.4.3 e Brownian universality class: pure gravity, usual maps
e geometry of large random planar maps with faces of bounded degrees (e.g., quadrangulations) is
fairly well understood. From the point of view of statistical physics, all types of q-Boltzmann dis-
tributed random maps without decorations (and with faces of bounded degrees) are dierent micro-
scopic descriptions of a same macroscopic system. erefore, one expects the appearance of the same
universal object in the limit, i.e. when the volume of our maps tends to innity. It is in general a
very dicult problem to establish rigorously the convergence to this continuum object, but in this
case it has been proved for many families of maps that the scaling limit is a random compact metric
space called the Brownian map [MM06, Gal07, Mie13, Gal13]. e complete proof of convergence in
the Gromov-Hausdor sense was only obtained in [Mie13, Gal13] for uniform quadrangulations and
triangulations. Aer this, the same limit was found in many more cases, see for example [Mar16] for
planar maps with given degree faces and [Bet10] for maps of all genera.
Figure 1.10: Brownian torus.11
is universality class is oen referred to as pure gravity in physics.
Recent progress generalized part of this understanding to planar maps containing faces whose
degrees are drawn from a heavy tail distribution. In particular, the limiting object is the so-called α-
stable map, which can be coded in terms of stable processes whose parameter α is related to the power
law decay of the degree distribution [GM11].
1.4.3.1 Volume and perimeter exponents
e exponent −5/2 from (1.41), called volume exponent, and −3/2 and −5/2 from (1.39) and (1.40),
called perimeter exponents, are common to all the maps in the pure gravity universality class and,
hence, we say that they are also universal and characteristic of the Brownian universality class. ere
are many features related to this universality class, but these exponents are particularly interesting
since they can also be computed for decorated maps, which is interesting to compare the distinct
universality classes.
1.4.4 e O(n) loop model
e next class of interesting models concerns random maps equipped with a statistical physics model,
combinatorially maps endowed with some decorations, like percolation [Kaz88], the Ising model [Kaz86,
BK87], or theQ-Pos model [Dau, BE99, ZJ00]. It is well-known, at least on xed laices [FK72, BK87,
11Many thanks to Je´re´mie Beinelli for the nice picture. More related computer simulations can be found on his website.
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Tru86, PW86, Nie87], that the Q-state Pos model can be reformulated as a fully packed loop model
with a fugacity
√
Q per loop. For random maps this equivalence is explained in detail in [BBG12a]. In
this thesis, we will be especially interested in the O(n) loop model in general.
A remarkable feature of the O(n) model is that it gives rise to two new universality classes which
depend continuously on n, called dense or dilute in respect to the behavior of macroscopic loops, as
can be detected at the level of critical exponents [Nie82, Nie84, Nie87, DK88, GK89a, Kos89, DK90,
KS92, dFMS99]. e famous KPZ relations [KPZ88] (see also [Dav88, DK89]) relate, at least from the
physics point of view, the critical exponents of these models on a xed regular laice, with their
corresponding critical exponent on random planar maps, as was repeatedly checked for a series of
models [KPZ88, DK88, DK90, Kos89, Dup04, BBD16].
e gasket of a disk (concept introduced in [BBG12c]) is obtained by removing the interior of the
outermost loops. In the dense phase, the loops on the gasket are believed to touch themselves and each
other in the scaling limit, while in the dilute phase are believed to be simple and dispersed, avoiding
each other, as is illustrated in Figure 1.11.
Figure 1.11: Schematic illustration of dilute and dense phases (le and right, respectively).
1.4.4.1 Phase diagram
In this thesis we will mainly focus on the bending energy model, since the generating series will be
amenable to computations in this model, which still contains the two universality classes believed to
be characteristic of the general O(n) loop model.
e phase diagram of the model with bending energy was rigorously determined in [BBG12b,
BBD16], and is ploed qualitatively in Figure 1.12, see also the early works [Kos89, GK89a] for α = 1.
e same universality classes and qualitatively the same phase diagram were obtained for the rigid
O(n) loop model on quadrangulations [BBG12c], and are expected for more general loops models,
where g and h should be thought as a weight per unvisited and visited faces, respectively.
For n ∈ (0, 2), there are three universality classes in the model with bending energy: generic,
non-generic dilute and non-generic dense. For n > 0, we nd a dense critical line, which ends with a
dilute critical point, and continues as a generic critical line. For n = 0, only the generic critical line
remains, which is the universality class of pure gravity, already present in maps without loops. e
non-generic universality class will be the most interesting for us, since it is specic to the loop model,
and it corresponds to a regime where macroscopic loops continue to exist in maps of volume V →∞
[Kos89, Eyn95]. If (g, h) is chosen on the non-generic critical line but we keep the vertex weight u < 1,
the model remains o-critical, and the distance to criticality is governed by (1− u)→ 0.
If g = 0, the model is called fully packed, i.e. all internal faces are visited by loops.
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subcritical
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h
g
Figure 1.12: e phase diagram of the model with bending energy is qualitatively insensitive to the
value of n ∈ (0, 2) and α not too large.
1.4.4.2 Critical exponents
Notation 1.4.4. We agree that F ·∼ G means there exists a constant C > 0 such that F ∼ CG in the
asymptotic regime under study.
We will now describe the critical exponents that characterize the universality classes of the O(n)
loop model. In the case of the dense and dilute universality classes, the exponents will be rational
functions of the following paramenter:
b =
1
pi
arccos
Å
n
2
ã
, (1.42)
which decreases from 12 to 0 as n increases from 0 to 2. Actually, the four phases of the model can be
dened by the universal perimeter exponent a ∈
î
3
2 ,
5
2
ó
, given by the asymptotic behavior as we keep
u = 1 but take the boundary to be of large perimeter:
F` ·∼
`→∞
γ+`
−a, `→∞,
where γ+ is a non-universal constant and with the following correspondence to the critical phases:
a =

3/2, subcritical,
2− b, critical, non-generic and dense,
2 + b, critical, non-generic and dilute,
5/2, critical generic.
To nd the volume exponent, we keep the model at a critical point, i.e. uc = 1. e type of
singularity of the generating series of disks for xed perimeter ` around a critical point is encoded by
the so-called string susceptibility exponent γstr:
F`|sing ·∼ (1− u)1−γstr , u→ 1. (1.43)
Since u is coupled to the volume, the generating series of disks of xed length with xed large volume
behaves as:
[uV ]F` ·∼ V γstr−2, V →∞. (1.44)
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For the O(n) loop model, the string susceptibility exponent γstr ∈ [−1, 0] may take the following
values:
γstr =

−12 , generic,
− b1−b , dense,
−b, dilute.
Recall that the KPZ relation relates the string susceptibility exponent to the central charge c of con-
formal eld theory:
γstr(c) =
c− 1−
»
(1− c)(25− c)
12
. (1.45)
e case of pure gravity corresponds to the trivial CFT c = 0, which gives γstr(0) = −1/2. e
critical point of the Ising model gives c = 1/2, and hence γstr(0) = −1/3, as predicted by the exact
solution over random maps [Kaz86, BK87]. ese and some other exponents for random planar maps
are summarized in [BBD16, Figure 4].
1.4.4.3 Relation to other models
We nally remind the reader of some important instances of the O(n) loop model:
• n = 0 in the dilute phase: pure gravity.
• n = 1 in the dense phase: critical percolation.
• n = 1 in the dilute phase: Ising model (spin clusters).
• n =
√
2 in the dense phase: Ising model (FK clusters).
• n = 2 (dilute and dense exponents coincide): Kosterlitz-ouless.
• n =
√
Q in the dense phase: Q-Pos and its FK cluster boundaries.
1.5 Topological recursion (TR)
Topological recursion (oen abbreviated as TR) is an ubiquitous procedure developed in the last decade
which uses basically residue computations on a Riemann surface. It was initially discovered by B.
Eynard, N. Orantin and L. Chekhov around 2004 in the context of large size asymptotic expantions
in random matrix theory [AMM05, CEO06, Eyn04, CE06a, CE06b] and established as an independent
universal theory around 2007 [EO07a].
A characteristic feature of this recursion formula is that it is related to many dierent elds as
enumerative geometry, volumes of moduli spaces, Gromov-Wien invariants, integrable systems, ge-
ometric quantization, mirror symmetry, matrix models, knot theory and string theory, which has al-
ways been surprising and at the same time exciting. Moreover, many aspects of this theory still remain
a mystery.
Nowadays TR has already several robust generalizations which helped giving it more structure
and placing it in dierent contexts, as well as opening many new interesting questions. TR plays a
central role in this thesis: it serves both as a powerful tool and as an important motivation. In this
introduction, we focus on giving a brief overview of the original formulation, and just mention other
related topics, recent developments and generalizations.
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1.5.1 e recursive formula
e method of topological recursion associates to a so-called spectral curve S , which consists of a
Riemann surface with some extra data, a doubly indexed family of meromorphic multi-dierentials
ωg,n on Σn:
TR: Spectral curve S  Invariants ωg,n (Fg = ω[g]0 ).
Denition 1.5.1 (Input). A spectral curve S = (Σ, x, ω0,1, ω0,2) is dened by the following data:
• Σ is a Riemann surface,
• x : Σ → C is a meromorphic function with nitely many and simple critical points (denoted
Cr(x) := {a ∈ Σ | x′(a) = 0}), which can be thought as a ramied covering with Cr(x) the set
of ramication points,
• ω0,1 is a meromorphic 1-form on Σ, oen wrien ω0,1 = y dx with y : Σ→ C holomorphic on
a neighborhood of every a ∈ Cr(x) and dy(a) 6= 0 (curves satisfying these conditions for y are
called regular),
• ω0,2 is a symmetric bi-dierential on Σ×Σ with double poles along the diagonal and vanishing
residues, that is locally
ω0,2(z1, z2) =
dz1dz2
(z1 − z2)2 +
holomorphic︷ ︸︸ ︷
h(z1, z2) .
Let gˆ be the genus of Σ. One may also include in the input of TR the extra information of a Torelli
marking, which is a choice of a symplectic basis {{Ai}gˆi=1, {Bi}gˆi=1} of H1(Σ,Z). If we consider a bi-
dierentialB(z1, z2) on Σ×Σ satisfying the properties imposed for ω0,2, the non-holomorphic part is
xed and has the form we gave in the denition. Additionally imposing the following normalization
on the A-cycles of H1(Σ,Z) for B(z1, z2):∮
Ai
B(z1, ·) = 0
xes also its holomorphic part. us, B(z1, z2) is the unique bi-dierential with those properties.
Such a bi-dierential has a natural construction in algebraic geometry and is called the normalized
fundamental dierential of the second kind12 on Σ. In case the spectral curve is of genus 0, i.e. Σ = CP 1,
it is known that
B(z1, z2) =
dz1dz2
(z1 − z2)2 .
So far, almost all cases where the meaning of the TR invariants is understood have spectral curves of
genus 0.
If Σ is compact, and x and y are meromorphic, they must be algebraically dependent, i.e. E(x, y) =
0, with E some polynomial in two variables. en, the functions x and y provide a parametric repre-
sentation of a plane curve with Σ as parameter space:
{(x(z), y(z)) | z ∈ Σ} = {(x, y) | E(x, y) = 0}.
Since the critical points of x are simple, there exist neighborhoods Ua around each a ∈ Cr(x) and
a holomorphic map σa : Ua → Ua such that x(z) = x(σa(z)) for all z ∈ Ua, σa 6= id, σ2a = id and
σa(a) = a.
12It oen receives the misleading name of Bergman kernel in the community.
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Denition 1.5.2 (Output). Given a spectral curve S , we dene the TR amplitudes (also known as TR
correlators or TR invariants), for all g > 0, n > 1 with 2g − 2 + n > 0, :
ωg,n(z1, . . . , zn) :=
∑
a∈Cr(x)
Res
z=a
Ka(z1, z)
(
ωg−1,n+1(z, σa(z), z2, . . . , zn)+
+
∑
h=0,...,g
IunionsqJ={2,...,n}
′
ωh,|I|+1(z, zI)ωg−h,|J |+1(σa(z), zJ)
)
, (1.46)
with∑ ′ meaning we omit (h, I) = (0, ∅) and (h, J) = (g, {2, . . . , n}), i.e. we omit the terms involv-
ing ω0,1. e recursion kernel is dened as follows:
Ka(z1, z) :=
∫ z
z′=σa(z) ω0,2(z1, z
′)
2(ω0,1(z)− ω0,1(σa(z)) .
Let Φ(z) be a primitive of ω0,1(z), that is dΦ(z) = ω0,1(z). For g > 2 and n = 0, we dene
Fg := ωg,0 =
1
2− 2g
∑
a∈Cr(x)
Res
z=a
(ωg,1(z)Φ(z)), (1.47)
which we remark is independent of the choice of primitive Φ.
We called the invariantsωg,n multi-dierentials on Σn. More precisely, theωg,n’s are meromorphic
sections of the bundle ⊗ni=1 pi∗i T ∗Σ → Σn, where pii : Σn → Σ denotes the projection onto the ith
factor.
e Fg’s are complex numbers13. We do not give here the denition of F0 and F1, since they are
more involved and we will not use them in this thesis.
e topological recursion has a graphical representation, which is oen useful to illustrate com-
putations. We depict every amplitude ωg,n with a surface of genus g with n marked points (or n
boundaries) and the recursion kernel with a surface with 3 marked points (or a pair of pants), which
can be drawn for simplicity as a trivalent vertex like in the Figure 1.13.
z1
z2
zn
=
∑
a∈Cr(x)
Res
z=a
(g
ωg,n(z1,...,zn)
g−1z1 +
∑ ′z
σa(z)
a
z2
zn
h
g−h
z1
zI
zJ
z
σa(z)
a
)
Ka(z1,z) ωg−1,n+1(z,σa(z),z2,...,zn))
Figure 1.13: Graphical representation of the recursive formula of TR. With this graphical representa-
tion, the method of topological recursion can be thought as a process of rst solving the problem for
the simplest topologies: disks (0, 1) and cylinders (0, 2), and aerwards understanding the problem
for higher topologies (g, n) by gluing pairs of pants (surfaces of topology (0, 3)) and hence increasing
the minus Euler characteristic −χ = 2g − 2 + n.
13In general, they are believed to belong to the eld over which the spectral curve S was dened, but this has not been
justied yet.
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Remark 1.5.3. e topological recursion receives its name because it is a recursion on the minus Euler
characteristic −χg,n = 2g − 2 + n of the surfaces associated to the correlators ωg,n.
e table in Figure 1.14 shows that the TR amplitudes oen encode interesting geometric or com-
binatorial data. It is a great advantage to prove that a certain problem satises TR because it provides a
way of calculating the correlators ωg,n and, even if there may have already been formulas to calculate
those correlators and in some cases even more eciently, the problem still gains a lot of structure for
free, just for being part of this universal theory, like for example the relation to integrable hierarchies
or quantum curves.
e rst spectral curve x = 12y
2 of our table is called the Airy curve. It is a fundamental result
that the Virasoro constraints for the ψ-class intersection numbers (Wien-Kontsevich theorem we
mentioned in 1.3.4.2) is equivalent to TR for the Airy curve.
An important feature of TR is that the correlators ωg,n can be wrien in general in terms of inter-
section numbers of tautological classes. Any regular spectral curve locally resembles the Airy curve,
and hence the ωg,n’s are related to ψ-class intersection numbers, dened as integrals overMg,n. Later,
Eynard [Eyn11, Eyn14] associated a tautological class in a moduli space of decorated stable Riemann
surfaces to any spectral curve in such a way that the integral of the class over the moduli space coin-
cides with the TR amplitudes of that spectral curve. Finally, Dunin-Barkowski, Orantin, Shadrin and
Spitz [DBOSS14] showed that TR computes the correlators of any semi-simple Cohomological Field
eory translating Givental data into local spectral curve data.
Spectral curve S TR amplitudes ωg,n
x = 12y
2 [EO07a] ψ-class intersection numbers onMg,n
x = ye−y [BEMS11, EMS11,
DLN16, BSLM14]
Simple (and orbifold) Hurwitz numbers
x = 2 cosh y [NS14, DBOSS14] Gromov-Wien invariants of CP 1
x = 1y(1−y) [DN14] Dessins d’enfants
y = − sin(2pi
√
x)
2pi [EO07b] Weil Petersson volumes ofMg,n(L1, . . . , Ln)
Mirror curve of a toric CY 3-fold
[BKMP09, EO15, FLZ16]
Gromov-Wien total ancestor potential for the
3-fold
A-polynomial of a knot [DFM11,
BE15]
Conjecturally, wave function associated to the
correlators colored Jones polynomial
Figure 1.14: Table with examples of TR problems.
1.5.2 Main properties
Topological recursion has many remarkable properties, and here we describe briey the main ones:
• Symmetry: e TR correlatorsωg,n(z1, . . . , zn) are symmetric under permutation of the variables
z1, . . . , zn. We remark that this property is a priori not apparent since z1 plays a special role in the
denition of the recursion.
• Pole structure: For stable topologies, i.e. for 2g − 2 + n > 0, the TR correlators ωg,n(z1, . . . , zn)
are meromorphic, with poles only at critical points a ∈ Cr(x) and vanishing residues.
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• Homogeneity: e TR correlators ωg,n are homogeneous of degree 2 − 2g − n, i.e. under the
transformation ω0,1 7→ λω0,1 for some λ ∈ C∗, they transform as ωg,n 7→ λ2−2g−nωg,n.
• Dilaton equation: For any (g, n) such that 2g − 2 + n > 0, we have∑
a∈Cr(x)
Res
z=a
ωg,n+1(z1, . . . , zn, z)Φ(z) = (2− 2g − n)ωg,n(z1, . . . , zn),
where Φ is such that dΦ = y dx = ω0,1. is property was used to dene the Fg’s for g > 2.
e TR correlators have many more properties that we do not elaborate on here, such as: they
satisfy deformation equations (such as eorem 3.3.10), have some modular properties [EM11], behave
well under taking singular limits of families of spectral curves [Eyn16, eorem 5.3.2] and are believed
to satisfy Hirota-like equations [BE12].
Finally, a very deep and still not well understood property that constituted a motivation for this
thesis:
1.5.2.1 Symplectic invariance
If two spectral curves S and S ′ are symplectically equivalent, that is dx ∧ dy = dx′ ∧ dy′, then a
relation between Fg[S] and Fg[S ′] is expected. More concretely, they are proved to be equal for any
symplectic transformation which does not imply exchanging x and y (see [EO07a]). For this reason,
the Fg’s are called symplectic invariants. e exchanging transformation (x, y) 7→ (−y, x) is then
considered to be the most mysterious and interesting one. ese invariants are also expected to be
equal aer exchanging x and y up to some correction terms whose exact form is still under scrutiny
(see [EO08, EO13] for some progress towards the relation for algebraic compact curves). One of the
motivations for some results in this thesis was also to gain some understanding of this property in this
complicated case.
1.5.3 TR for ordinary maps
In the context of maps, Σ is the curve on which the generating series of disks can be maximally
analytically continued with respect to its parameter x coupled to the boundary perimeter, and Σ has
a distinguished point [∞] corresponding to x→∞.
eorem 1.5.4. [Eyn04] Let x(z) := α+γ
Ä
z + 1z
ä
, with α and γ parameters determined in terms of the
weights (u, t3, t4, . . .). en, up to a correction term, and wrien as a bi-dierential form, the generating
series of ordinary, usual cylinders is the fundamental dierential of the second kind for rational spectral
curves:
W
[0]
2 (x(z1), x(z2))dx(z1)dx(z2) +
dx(z1)dx(z2)
(x(z1)− x(z2))2 = B(z1, z2).
In general, we rewrite the generating series of maps in terms of the variables zi and as multi-dierential
forms in CP 1:
ωg,n(z1, . . . , zn) = W
[g]
n (x(z1), . . . , x(zn))dx(z1) · · · dx(zn) + δg,0δn,2
dx(z1)dx(z2)
(x(z1)− x(z2))2 . (1.48)
en, for 2g − 2 + n > 0, the multi-dierential forms ωg,n(z1, . . . , zn) satisfy the topological recursion
applied to the following spectral curve:(
CP 1, x,W (0)1 (x(z))dx(z), B(z1, z2)
)
.
Here zi is a generic name for points in Σ, and (1.48) means the equality of Laurent expansion near
zi → [∞].
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1.5.3.1 TR for O(n) congurations
e generating seriesW [g]k ofO(n) congurations also satisfy the topological recursion [BE11, BEO15].
We will give details on the base cases in Section 5.2.2 and, even more explicitly for the particular case
of the bending energy model in Section 5.3 and Appendix A.2, including the special parametrization
of the spectral curve, but we already comment that the spectral curve is non-algebraic in general and
Σ is realized naturally as the universal cover of a torus.
1.5.4 Generalizations
We nish with a brief overview of the generalizations of TR:
• Higher order ramications: TR can be generalized to curves with non-simple ramication points,
i.e. points where the order of ramication is higher than 2 [BE13, BHL+14].
• Irregular curves: e outcome of TR for irregular spectral curves is explored in [DN14, DN16].
For instance, in the table of examples we included the spectral curve for the enumeration problem of
dessins d’enfants, which is an irregular curve.
• Blobbed topological recursion (BTR): TR provides solutions of loop equations [EO07a, BEO15].
e set of all solutions to the loop equations is given by a generalization of TR called blobbed TR
[BS17]. e initial data of TR (ω0,1, ω0,2) is here enriched by the so-called blobs, which are symmetric
holomorphic forms. We remark that multitrace matrix models from the matrix model point of view
and stued maps from the combinatorial point of view, which generalize the one-matrix model and
usual maps, satisfy the blobbed TR.
• antum Airy structures (KS-TR): In 2017, Kontsevich and Soibelman [KS17] reformulated TR
seeing it as a quantization of quadratic Lagrangians in the symplectic vector space T ∗V , for some
vector space V . is procedure takes as input a quantum Airy structure, which consists of a particular
family of at most quadratic dierential operators on V which form a Lie algebra and whose coe-
cients are encoded in four tensors (A,B,C,D). is approach allows a more algebraic and slightly
more general presentation of the possible initial data for TR, and was further studied in [ABCO17].
e output produced consists of a formal series of functions on V , annihilated by the operators that
conform the input. If the Lie algebra formed by the operators is a direct sum of copies of the Borel
subalgebra of the Virasoro algebra, this formalism is equivalent to the TR presented in this section.
• Geometric recursion (GR): is very recent theory [ABO17] takes as input a functor E from a
category of surfaces to a category of topological vector spaces, together with gluing data, and pro-
duces functorial assignments Σ 7→ ΩΣ ∈ E(Σ). Any initial data for TR can be lied to an input
data for GR corresponding to continuous functions over Teichmu¨ller spaces14, valued in a Frobenius
algebra, in such a way that integrating GR amplitudes over the moduli space, one recovers the TR
amplitudes aer a Laplace transform on boundary lengths. is is exactly the procedure that relates
Mirzakhani’s recursion for the Weil-Petersson volumes, which was found using hyperbolic geometry,
to TR in the h example of our table. is construction generalizes all previous versions of TR and
aims at producing quantities associated to surfaces which are invariant under mapping class group
transformations.
Remark 1.5.5. e initial data of KS-TR, given by (A,B,C,D), corresponds exactly to the coecients
14Actually, we are omiing the subtlety that in general one gets distributions over Teichmu¨ller spaces. is is circumvented
by introducing a regularization parameter which deforms the spectral curve in such a way that one obtains continuous
functions as desired. When the parameter is sent to 0, the deformed spectral curve approaches the original one in a non-
singular way.
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C0,3 (A), C1,1 (D), K˜ (B) and K (C) that we used in Section 5.4 to analyze the critical behavior of
TR amplitudes. We decided to use these building blocks for TR before the formulation of KS-TR was
discovered.
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g g−1i1 +
stable∑
06h6g
IunionsqJ=IJ2,nK
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Figure 1.15: Graphical representation of the recursive formula of KS-TR. We have used the notations
IJ2,nK := {i2, . . . , in}, Jm := IJ2,nK \{im} and “stable” to indicate that we exclude the terms involving
disks and cylinders, i.e. (h, |I|+ 1), (g − h, |J |+ 1) 6∈ {(0, 1), (0, 2)}. B and C correspond to our K˜
and K, respectively (see Proposition 5.4.3).
1.6 Free probability
Dan-Virgil Voiculescu introduced free probability in the 1980’s [Voi85] to address the free group factors
isomorphism problem, an open problem in the theory of von Neumann algebras. Whereas Voiculescu’s
original approach [VDN92] is quite analytical and operator algebraic in nature, we will focus on the
combinatorial aspects of free probability, which were initiated by Roland Speicher [Spe94], who in-
troduced the concept of free cumulants using the laice of non-crossing partitions. e combinatorial
approach to (rst order) free probability is nicely and exhaustively introduced in [NS06], which is
a good source, together with many other surveys [Spe97, Spe14, Nov14] for the curious reader who
wants to complete the details of this very compact summary.
1.6.1 Free independence
e rst main feature of free probability is that we will allow the algebras of random variables to be
non-commutative.
Denition 1.6.1. A non-commutative probability space (A, ϕ) consists of a unital algebra A over C,
whose elements are called (non-commutative) random variables, and a unital linear functional ϕ : A →
C. We say that (A, ϕ) is tracial if we additionally impose that ϕ(ab) = ϕ(ba) for all a, b ∈ A.
Following the terminology from classical probability theory, we call ϕ(a) the expectation value of
a ∈ A and, in general, ϕ(ak), k > 0, are called the moments.
Free independence, which was modeled on the free product of groups, constitutes the basic notion
which turns non-commutative probability into free probability.
Denition 1.6.2. Two random variables a, b in a non-commutative probability space (A, ϕ) are de-
ned to be freely independent or free if ϕ(P1(a)Q1(b) · · ·Pk(a)Qk(b)) = 0, whenever Pi, Qi are poly-
nomials such that ϕ(Pi(a)) = ϕ(Qi(b)) = 0 for all i = 1, . . . , k.
is should be thought as an analog of the classical notion of independence. Classical indepen-
dence on this more general seing of non-commutative probability corresponds to the notion of tensor
product:
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Denition 1.6.3. Two random variables a, b in a non-commutative probability space (A, ϕ) are said
to be classically (or tensor) independent if they commute: ab = ba, and ϕ(P (a)Q(b)) = 0, whenever
P,Q are polynomials such that ϕ(P (a)) = ϕ(Q(b)) = 0.
As in the case of classical independence, but not as obviously, free independence provides (and
is determined by) a special rule to calculate joint moments of free independent variables using just
moments of the single variables.
It is important to note that freeness is not a generalization of classical independence. As we have
seen, both notions can be formulated within the framework of non-commutative probability. How-
ever, while classical independence requires commutativity, free independence becomes rather trivial
if commutativity is imposed15.
One can actually prove that these are the only two natural notions of independence possible.
1.6.1.1 Examples
Classical. Let (Ω,F , P ) be a probability space in the classical sense. Consider the algebra of gen-
uine random variables A = L∞−(Ω, P ) := ⋂∞p=1 Lp(Ω, P ) and ϕ given by the classical expectation
value:
ϕ(a) := 〈a〉 =
∫
Ω
a(ω) dP (ω).
Classical probability spaces are always commutative.
Matrix spaces. Let (A, ϕ) := (MN (C), tr), withMN (C) the algebra ofN×N complex matrices
and tr : MN (C)→ C the trace normalized such that tr Id = 1. is probability space is commutative
only when N = 1.
Random matrices. Combining the previous deterministic example with the rst one, which is
genuinely random but commutative, provides an important model for free probability, namely the
algebra of random matrices A :=MN (L∞−(Ω, P )) with ϕ(M) := 〈trM〉.
Group algebras. Consider (CG, τG), where CG is the group algebra of a group G and the func-
tional τG(α) selects the coecient of the identity for every α ∈ CG.
Remark 1.6.4. e last example provides a purely algebraic model for freely independent random vari-
ables, which actually was the one that motivated the concept of “free” independence: the subgroups
Gi, i ∈ I , of G are free if and only if the subalgebras CGi of CG are freely independent in the non-
commutative probability space (CG, τG).
1.6.2 Free cumulants
We denote P(n) the set of partitions of [n] and |pi| the number of blocks of pi ∈ P(n). A partition
is called non-crossing if no two blocks “cross” each other, i.e. if labeling the vertices of a regular n-
gon from 1 to n, the convex hulls of dierent blocks of the partition are pairwise disjoint. We denote
NC(n) the set of non-crossing partitions of [n]. A partition where each block consists of exactly
two elements, is called pairing. We denote P2(n) and NC2(n) the sets of pairings and non-crossing
pairings, respectively.
We will introduce now very useful objects, called free cumulants, which will allow to characterize
free independence in a much simpler way than on the level of moments.
15One can show that commuting random variables can only be freely independent if at least one of them has vanishing
variance, which implies that is also almost surely constant. It can also be checked that constant random variables are freely
independent from everything.
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Figure 1.16: Le: Illustration of a non-crossing partition. Right: Illustration of a partition which is not
non-crossing.
We rst motivate their denition using non-crossing partitions by giving the idea behind the free
version of the Central Limit eorem. Let a1, a2, . . . ∈ A identically distributed random variables
which are either tensor or free independent with ϕ(ai) = 0 and σ2 := ϕ(a2i ).
e CLT gives information about the behavior of
SN :=
a1 + · · ·+ aN√
N
, when N →∞.
We denote ker(i1, . . . , in) the partition pi ∈ P(n) whose blocks correspond to the dierent values of
the indices, i.e. r and s belong to the same block of ker i if and only if ir = is. Because of independence
and all ai have the same distribution, we have ϕ(ai1 · · · ain) = ϕ(aj1 · · · ajn) whenever ker i = ker j.
For every pi ∈ P(n), let us denote cpi the common value of ϕ(ai1 , . . . , ain) for all i with ker i = pi.
erefore,
ϕ(SnN ) =
1
Nn/2
∑
16i(1),...,i(n)6N
ϕ(ai(1) · · · ai(n)) =
1
Nn/2
∑
pi∈P(n)
cpi · |{i : [n]→ [N ] | ker i = pi}|.
One can compute that in the limit:
lim
N→∞
ϕ(SnN ) =
∑
pi∈P2(n)
cpi,
which clearly vanishes, if n is odd. For n even and tensor independence we get
lim
N→∞
ϕ(SnN ) =
∑
pi∈P2(n)
σn = σn(n− 1)!!.
For free independence, however, partitions with the property that consecutive indices will coincide
successively, i.e. non-crossing partitions, are the only ones that will contribute
lim
N→∞
ϕ(S2kN ) =
∑
pi∈NC2(2k)
σn = σ2kCk.
It is well-known that Catalan numbers Ck enumerate NC2(2k).
Let κpi[a1, . . . , an] :=
∏
B∈pi κ|B|(ai1 , . . . , ais), where i1, . . . , is ∈ B, denote a product of classical
cumulants. We recall the moment-cumulant relation in the classical seing
ϕ(a1 · · · an) =
∑
pi∈P(n)
κpi[a1, . . . , an].
Motivated by our free version of the CLT, we dene:
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Denition 1.6.5. e free cumulants kpi are given by the non-crossing moment-cumulant relation:
ϕ(a1 · · · an) =
∑
pi∈NC(n)
kpi[a1, . . . , an]. (1.49)
It can be proved that this equation can be inverted by Mo¨bius inversion:
kn(a1, . . . , an) =
∑
pi∈NC(n)
ϕpi[a1, . . . , an]µ(pi, 1n),
where ϕpi is a product of moments according to the block structure of pi and µ is the so-called Mo¨bius
function on NC(n).
As classical cumulants characterize tensor independence by the vanishing of mixed classical cu-
mulants [Rot64], free cumulants constitute important objects which characterize free independence in
an analogous way. As a consequence, and again analogously as in the classical world, we also get that
free cumulants linearize the problem of adding free variables:
kn(x+ y, . . . , x+ y) = kn(x, . . . , x) + kn(y, . . . , y), if x and y are free.
is property gives one of the main reasons to call such objects cumulants.
Apart from the analogy between classical and free cumulants in a probability context, another
beautiful analogy was introduced [NS´11] in the context of combinatorics as a dierent approach to
introduce free cumulants: coupled to a notion called geometric connectedness as classical cumulants
are related to usual connectedness.
1.6.3 Higher order free probability
e connection of free probability with random matrix theory [MS17] has been very enriching for
both elds and is quite relevant for us, especially the introduction of second order freeness in [MS06,
MS´S07]. Finally, higher order freeness was introduced in [CMS´S07], but has not been understood
much further for the moment. Since it constitutes both an important motivation for us and a possible
source of applications, we also provide a compact introduction to its main objects. Basically, while
usual free cumulants are dened using non-crossing partitions, second order free cumulants use an-
nular non-crossing permutations and increasing the order will involve more complicated non-crossing
permutations which will be handled with general objects called partitioned permutations.
1.6.3.1 Second order freeness
Denition 1.6.6. Let (A, ϕ) be a tracial non-commutative probability space. Consider additionally a
bilinear functional ϕ2 : A × A → C which is symmetric and tracial in both arguments and satises
that ϕ2(1, a) = 0, for all a ∈ A. We say that (A, ϕ, ϕ2) is a second order non-commutative probability
space.
Let (Ai)i∈I be a family of unital subalgebras of A. We say that ai ∈ Aji , for i = 1, . . . , n, are
cyclically alternating if j1 6= j2 6= · · · 6= jn 6= j1.
Denition 1.6.7. We say that (Ai)i∈I are free of second order if they are free with respect to ϕ
and, given two centered and cyclically alternating tuples a1, . . . , am and b1, . . . , bn, we have that,
for (m,n) 6= (1, 1),
ϕ2(a1 · · · am, bn · · · b1) = δmn
n−1∑
k=0
n∏
i=1
ϕ(aibi+k),
where the indices of bi are considered modulo n, and for (m,n) = (1, 1), we have ϕ2(a, b) = 0, if
a ∈ Ai and b ∈ Aj , with i 6= j.
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1.6.3.2 Preliminaries on partitioned permutations
Let U = {U1, . . . , Uk} and V = {V1, . . . , Vl} be partitions of the same set. We say that U 6 V if for
every block Ui there is some block Vj in V that contains it: Ui ⊂ Vj . We denote U ∨ V the smallest
partitionW such that U 6 W and V 6 W , by 1B the biggest partition {B} of the partitions of a set
B and by 0B the smallest. More concretely, we denote by 1n the biggest partition {[n]} ∈ P(n) and
by 0n the smallest partition consisting of n blocks with one element.
Given a permutation β ∈ Sn, we can associate 0β ∈ P(n) to it by forgeing the order of the
cycles.
Let us denote by γn ∈ Sn the cycle (1 2 . . . n). For all β ∈ Sn, it can be checked that t(β) +
t(γnβ
−1) 6 n − 1. If we have equality, we call β a non-crossing permutation. We denote the set of
non-crossing permutations by SNCn . Observe that a non-crossing permutation β can be identied
with its partition 0β because there exists only one possible order of the blocks of β making it into a
non-crossing permutation.
Let L = `1 + · · ·+ `k. We denote by γ`1,...,`k the product of k cycles:
(1 2 . . . `1)(`1 + 1 `1 + 2 . . . `1 + `2) · · · (`1 + · · ·+ `k−1 + 1 . . . L) ∈ SL.
We call partitioned permutation a pair (V, β), β ∈ Sn and V ∈ P(n), with V > 0β . We denote
PSn the set of partitioned permutations of n elements and also PS := ⋃n∈N PSn. We dene the
length of a partitioned permutation by |(U , α)| := 2(n − |U|) − t(α) and the product on PSn as
follows:
(U , α) · (V, β) :=
(U ∨ V, αβ), if |(U , α)|+ |(V, β)| = |(U ∨ V, αβ)|,0, otherwise.
For two functions f, g : PS→ C, we dene their convolution f ∗ g : PS→ C by
(f ∗ g)(U , α) :=
∑
(V,β),(W,γ)∈PS(n)
(V,β)·(W,γ)=(U ,α)
f(V, β) · g(W, γ), ∀(U , α) ∈ PSn.
A function f : PS→ C is multiplicative if f(1n, β) depends only on [β] and
f(V, β) =
∏
V ∈V
f(1V , β|V ).
Consider the multiplicative function on PSn given by
δ(V, β) :=
1, if (V, β) = (0n, idSn),0, otherwise.
e convolution of multiplicative functions on PS is commutative and has δ as the unit element.
For a xed (U , α) ∈ PS, we say that (V, β) ∈ PS is (U , α)−non-crossing if
(V, β) · (0β−1α, β−1α) = (U , α).
We denote PSNC(U , α) the set of (U , α)−non-crossing partitioned permutations. is terminology
comes from the fact that (1n, γn)−non-crossing partitioned permutations can be identied with non-
crossing permutations and hence with non-crossing partitions:
PSNC(1n, γn) = {(0β, β) | β ∈ NC(n)}.
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Figure 1.17: Illustrations of the two dierent types of (16+5, γ6,5)−non-crossing partitioned permuta-
tions. ey correspond to (V1, β1) (le) and (V2, β2) (right), with β1 = (1 6)(2 7)(8 9)(5)(3 4 10 11) ∈
S6+5, V1 = 0β1 , and β2 = (1 2)(3 5 6)(4)(7 10 11)(8 9), V2 = {{3, 5, 6}, {4}, {1, 2, 7, 10, 11}, {8, 9}}.
We dene the Zeta function ζ on PS by
ζ(V, β) :=
1, if V = 0β,0, if V > 0β.
It can be showed that there exists a unique inverse of ζ under convolution: the Mo¨bius function µ, i.e.,
ζ ∗ µ = δ = µ ∗ ζ .
Observe that with these notations, we have
(f ∗ ζ)(U , α) =
∑
(V,β)∈PSNC(U ,α)
f(V, β).
1.6.3.3 Higher order freeness and cumulants
Denition 1.6.8. A higher-order (non-commutative) probability space (HOPS) consists of a unital al-
gebra A and a collection of multilinear functionals ϕn : An → C, n ∈ N, which are tracial in each
argument, symmetric, and satisfy that ϕ1(1) = 1 and ϕn(1, a2, . . . , an) = 0 for all n > 2 and all
a2, . . . , an ∈ A.
Let PS(A) denote ⋃n∈N(PS×An). For a function
f : PS(A) → C
(V, β)× (a1, . . . , an) 7→ f(V, β)[a1, . . . , an]
and a function g : PS→ C, we dene their convolution f ∗ g : PS(A)→ C by
(f ∗ g)(U , α)[a1, . . . , an] :=
∑
(V,β),(W,γ)∈PS(n)
(V,β)·(W,γ)=(U ,α)
f(V, β)[a1, . . . , an] · g(W, γ).
We say a function f : PS(A)→ C is multiplicative if
f(V, β)[a1, . . . , an] =
∏
B∈V
f(1B, β|B)[(a1, . . . , an)B]
and f(1n, σ−1βσ)[aσ(1), . . . , aσ(n)] = f(1n, β)[a1, . . . , an], for all a1, . . . , an ∈ A, β, σ ∈ Sn.
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Note that with this extended seing on PS(A), δ is still the unit and f = g ∗ ζ is still equivalent
to g = f ∗µ for multiplicative functions f, g ∈ PS(A), aer inserting the formal variables a1, . . . , an
at the right positions.
Given a HOPS, we will use the ϕn to produce a multiplicative moment function, using the machin-
ery of partitioned permutations:
ϕ(1L, γ`1,...,`n)[a1, . . . , aL] := ϕn(a1 · · · a`1 , . . . , a`1+···+`k−1+1 · · · aL), where `1 + · · ·+ `n = L,
and extend this by multiplicativity to the whole PS(A). For example:
ϕ({1, 2, 5}{3, 4, 6}, (1)(2)(3)(5)(4 6))[a1, . . . , a6] = ϕ3(a1, a2, a5)ϕ2(a3, a4a6).
Denition 1.6.9. e (higher order) free cumulants are functions on PS(A) given by k := ϕ ∗ µ.
As in the denition of rst order free cumulants, this is equivalent to ϕ = k ∗ ζ , i.e.,
ϕ(U , α)[a1, . . . , an] =
∑
(V,β)∈PSNC(U ,α)
k(V, β)[a1, . . . , an], ∀(U , α)[a1, . . . , an] ∈ PS(A).
e denition of higher order freeness is in terms of the vanishing of mixed higher order free cumu-
lants:
Denition 1.6.10. Two random variables x, y ∈ A are free of all orders if for all n > 2 and all
ai ∈ {x, y}, 1 6 i 6 n, satisfying that there are at least two indices i, j such that ai = x and aj = y,
we have that k(1n, β)[a1, . . . , an] = 0, for all β ∈ Sn.
e number of cycles |C(β)| determines the order of the free cumulant k(1n, β). e vanishing
of mixed cumulants of rst order, and of rst and second order, respectively, is equivalent to the
denitions of rst and second order freeness we gave in terms of moments. An explicit characterization
of freeness in terms of moments was not found for higher order.
Let λ = (λ1, . . . , λl) be a partition of a number. We introduce some special notations for when we
consider the distribution of just one random variable a ∈ A: ϕaλ1,...,λl = ϕa(λ) := ϕ(1|λ|, β)[a, . . . , a] =
ϕl(a
λ1 , . . . , aλl) and kaλ1,...,λl = k
a(λ) := k(1|λ|, β)[a, . . . , a], where β ∈ Cλ.
e vanishing of mixed cumulants implies again that, for a, b ∈ A free of all orders, we have
ka+b(λ) = ka(λ) + kb(λ), for all partitions λ.
1.6.4 R-transform formulas for rst and second orders
Consider the following generating series of rst and second order moments and free cumulants: the
Cauchy transforms
G(x) =
1
x
+
∑
`>1
ϕa`
x`+1
and G(x1, x2) =
∑
`1,`2>1
ϕa`1,`2
x`1+11 x
`2+1
2
,
and the R-transforms
R(w) =
∑
`>1
ka`w
`−1 and R(w1, w2) =
∑
`1,`2>1
ka`1,`2w
`1−1
1 w
`2−1
2 .
eorem 1.6.11. e moment-cumulant relations for rst and second order are equivalent to the func-
tional relations:
1
G(x)
+R(G(x)) = x, (1.50)
G(x1, x2) = G
′(x1)G′(x2)
Ç
R(G(x1), G(x2)) + 1
(G(x1)−G(x2))2
å
− 1
(x1 − x2)2 . (1.51)
1.7. Outline of results 47
e rst formula (1.50) is well-known in free probability, was given by Voiculescu in [Voi86] and
is sometimes referred to as the R-transform machinery. In [CMS´S07], they introduced higher order
cumulants and freeness, but they were able to nd such important formulas relating moments and free
cumulants only for second order (1.51), and already in a quite intricate way. Even if the conceptual
framework is the same for any order, the complexity of the combinatorial objects involved makes the
computations in higher orders too complicated.
1.6.5 Asymptotic freeness for random matrices
Let (AN , ϕ(N)) be HOPSs. We say that XN ∈ AN has a limit distribution of all orders if there exists a
HOPS (A, ϕ) such that XN → x, N →∞, for some x ∈ A, i.e., every ϕ(N)n of polynomials evaluated
in the XN converges to the ϕn of the same polynomials evaluated on x.
Denition 1.6.12. We say thatXN and YN inAN are asymptotically free of all orders ifXN → x and
YN → y, when N →∞, and x and y are free of all orders in a HOPs (A, ϕ).
We saw that random matrices provide a good model of non-commutative probability spaces and,
actually, Voiculescu already discovered that random matrices constitute an important asymptotic model
of free random variables.
Let A = (AN )N∈N be a complex random matrix ensemble. We dene our n-th order correlation
moments as the scaled limits of classical cumulants of n traces of powers of our matrices:
ϕAl1,...,ln := limN→∞
Nn−2κn(TrAl1N , . . . ,TrA
ln
N ), (1.52)
which constitute the limiting distribution of all orders of A.
eorem 1.6.13. Let A = (AN )N∈N and B = (BN )N∈N be random matrix ensembles with limit
distributions of all orders. If AN and BN are independent and at least one of them is unitarily invariant,
then AN and BN are asymptotically free of all orders.
is result ([CMS´S07, eorem 8.2]) generalizes Voiculescu’s analogous one for rst order [Voi91],
which showed that freeness arises in a natural way in the important world of random matrix theory.
e original motivation to introduce higher order freeness was to study the asymptotic behavior of
random matrices in general, and in particular, second order to understand the global uctuations of
the eigenvalues.
Another reason for the name free cumulants is that for a unitarily invariant random matrix en-
semble, they can also be expressed as special limits of classical cumulants of the entries of the matrices
(included in [CMS´S07, eorem 4.4]):
eorem 1.6.14. Consider l1, . . . , ln > 1 with
∑n
i=1 li = L. IfA is a unitarily invariant random matrix
ensemble with AN = (a
(N)
ij )
N
i,j=1, its n-th order free cumulants can be wrien as:
kAl1,...,ln = limN→∞
Nn−2+LκL(a
(N)
i1,1,i1,2
, a
(N)
i1,2,i1,3
, . . . , a
(N)
i1,l1 ,i1,1
, . . . , a
(N)
in,1,in,2
, a
(N)
in,2,in,3
, . . . , a
(N)
in,ln ,in,1
),
(1.53)
for any choice of pairwise disjoint cycles: γj = (ij,1 ij,2 . . . ij,lj ) in SL for j = 1, . . . , n.
1.7 Outline of results
is thesis is mainly based on the results appearing in the articles: [BGF17] (Part 1) and [BGF16]
(Part 2), which are both joint work with G. Borot. Before entering into the details regarding each
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part, we list in Figures 1.18-1.19 the notations used throughout the whole thesis with the purpose of
avoiding confusion. We also remark that when we talk about some kind of maps, we mean by default
connected maps, unless otherwise stated.
Notation Generating series of some type of maps
F,W (1.2), (1.3) Usual, ordinary maps
G, Y (1.5) Simple maps
H,X (1.4) Fully simple maps“F , Ŵ (1.8) Stued maps
F ,W (1.11), (1.34) O(n) congurations
F,W (5.3), (5.22) Usual maps with renormalized faces, i.e., O(n)
congurations only with non-separating loops
F ,W (5.1.1), (5.21) O(n) congurations with a xed nesting graph
Figure 1.18: Summary of generating series of maps.
Notation Objects
ωg,n (1.46) TR amplitudes
Fg (1.47) TR n = 0 invariants
Wt (1.35) Boltzmann probability measure
FˆA, WˆA (3.25) Free energy and correlators of the Hermitian
matrix model with external eld A
Figure 1.19: Summary of notations.
1.7.1 Fully simple maps, Hurwitz numbers and topological recursion
Our main objects of study in this part will be fully simple maps, which we introduced in Sec-
tion 1.1.2. e vocabulary we adopt to refer to the distinct classes of maps is summarized in the tables
below, where (Bi)ni=1 denote the boundary faces.
We study in detail the combinatorial relation between fully simple and ordinary disks and cylin-
ders. We show that the generating series of simple disks is given by the functional inversion of the
generating series of ordinary disks. We also obtain an elegant formula for cylinders. ese relations
reproduce the relation between (rst and second order) correlation moments and free cumulants that
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Boundary type Description
Ordinary No restriction
Simple No vertex in Bi with more than 2 incoming half-edges from Bi
Fully simple No vertex in Bi with more than 2 incoming half-edges from
⋃
j Bj
Figure 1.20: Classes of maps with respect to the restriction imposed to the boundaries.
Type of maps Topology of inner faces Matrix model (1.54)-(1.55)
Usual Disks td
With loops [BEO15] Disks and cylinders t0;d1 and t0;d1,d2
Stued [Bor14] Arbitrary All th;d1,...,dk
Figure 1.21: Classes of maps with respect to the topology imposed to the internal faces.
we stated in eorem 1.6.11, and implement the exchange transformation x↔ y on the spectral curve
in the context of topological recursion.
ese interesting features constituted our main motivation to study fully simple maps. We then
propose a combinatorial interpretation of the still not well understood exchange symplectic transfor-
mation of the topological recursion that we commented on in Section 1.5.2.1. We explain all the ideas
towards a proof of this interpretation for usual maps and state precisely what remains to be checked.
e starting point is a matrix model interpretation of fully simple maps, via the formal hermitian
matrix model with external eld.
We also deduce a universal relation between generating series of fully simple maps and of ordi-
nary maps which involves double monotone Hurwitz numbers. In particular, (ordinary) maps without
internal faces – which are generated by the Gaussian Unitary Ensemble – and with boundary perime-
ters (λ1, . . . , λn) are strictly monotone double Hurwitz numbers with ramications λ above∞ and
(2, . . . , 2) above 0. Combining with a recent result of Dubrovin et al. [DLYZ16], this implies an ELSV-
type formula for these Hurwitz numbers.
1.7.1.1 Disks and cylinders via combinatorics
For planar maps with one (disks) or two (cylinders) boundaries, we give in Sections 2.1.1-2.1.2 a bi-
jective algorithm which reconstructs ordinary maps from fully simple maps. is algorithm is not
sensitive to the assumption – included in the denition of usual maps – that faces must be homeomor-
phic to disks. erefore, it applies to all types of maps described in Figure 1.21.
We deduce two remarkable formulas for the corresponding generating series. We denotedF` (resp.
H`) the generating series of ordinary (resp. fully simple) disks with perimeter `, and
W (x) =
1
x
+
∑
`>1
F`
x`+1
, X(w) =
1
w
+
∑
`>1
H`w
`−1 .
Proposition 1.7.1. For all types of maps in Figure 1.21, X(W (x)) = x.
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Let F`1,`2 (resp. H`1,`2) be the generating series of ordinary (resp. fully simple) cylinders with
perimeters (`1, `2), and
W
[0]
2 (x1, x2) =
∑
`1,`2>1
F`1,`2
x`1+11 x
`2+1
2
, X
[0]
2 (w1, w2) =
∑
`1,`2>1
H`1,`2 w
`1−1
1 w
`2−1
2 .
eorem 1.7.2. For all types of maps in Figure 1.21, if one sets xi = X(wi) or equivalentlywi = W (xi),Ç
W
[0]
2 (x1, x2) +
1
(x1 − x2)2
å
dx1dx2 =
Ç
X
[0]
2 (w1, w2) +
1
(w1 − w2)2
å
dw1dw2.
e identities of both results are equalities of formal series in xi →∞ and wi → 0.
1.7.1.2 Matrix model interpretation
In the sections about the matrix model interpretation, when we talk about some type of maps, we
mean by default not necessarily connected maps, since it is more natural in this seing.
As we explained in Section 1.3.2, the generating series of ordinary maps with prescribed boundary
perimeters (`i)ni=1 are computed as the moments 〈TrM `1 · · ·TrM `n〉 in the formal hermitian matrix
model with
dρ(M) = dM exp[−N TrV (M)], V (x) = x
2
2
−
∑
d>1
tdx
d
d
, (1.54)
where td is the weight per d-gon, and the weight of a map of Euler characteristic χ is proportional to
Nχ, as we saw in (1.31). Restricting to connected maps amounts to considering the cumulant expec-
tation values κn(TrM `1 , . . . ,TrM `n) instead of the moments. More generally, the measure
dρ(M) = dM exp
Ç
−N Tr M
2
2
+
∑
h>0
∑
k>1
∑
d1,...,dk>1
N2−2h−k
k!
th;d1,...,dk
d1 · · · dk TrM
d1 · · ·TrMdk
å
(1.55)
generates maps with loops or stued maps.
We show in Section 3.2 that the generating series of fully simple maps with prescribed boundary
perimeters (`i)ni=1 in these models are computed as 〈Pγ1(M) · · · Pγn(M)〉, where γ is a permutation
of {1, . . . , L}with n disjoint cycles (γi)ni=1 of respective lengths (`i)ni=1, L =
∑n
i=1 `i, and Pγi(M) =∏
jMj,γi(j). We can write 〈P(`1)(M) · · · P(`n)(M)〉 = 〈Pλ(M)〉, since this quantity does not depend
on the permutation γ, but only on the lengths (`i)ni=1, which are encoded into a partition λ. Again,
the cumulants
κn
Ä
Pγ1(M), . . . ,Pγn(M)
ä
= κn
Ä
P(`1)(M), . . . ,P(`n)(M)
ä
generate only connected maps.
1.7.1.3 From fully simple to ordinary via Hurwitz theory
e expression ∏i Pγi(M) is not invariant under UN -conjugation. Yet, as the measure ρ is UN -
invariant, its expectation value must be expressible in terms of UN -invariant observables, i.e. as a
linear combination of 〈∏i TrMmi〉. In other words, we can express the fully simple generating series
in terms of the ordinary generating series. e precise formula is derived via Weingarten calculus in
Section 3.1.
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eorem 1.7.3. If ρ is a unitarily invariant measure onHN , in particular for the measures (1.54)-(1.55)
generating any type of map in Figure 1.21,
〈Pλ(M)〉
|Autλ| =
∑
µ`|λ|
N−|µ|
Ç∑
k>0
(−N)−k[Hk]λ,µ
å〈 `(µ)∏
i=1
TrMµi
〉
, (1.56)
〈∏`(µ)
i=1 TrM
µi
〉
|Autµ| =
∑
λ`|µ|
N |λ|
Ç∑
k>0
N−k [Ek]µ,λ
å
〈Pλ(M)〉 , (1.57)
where [Hk]λ,µ are double weakly monotone Hurwitz numbers and [Ek]λ,µ are double strictly monotone
Hurwitz numbers.
Formula (1.57) is appealing as it is subtraction-free, and suggests the existence of a bijection de-
scribing ordinary maps as gluings of a fully simple map “along” a strictly monotone ramied covering,
i.e., a hypermap or dessin d’enfant. We postpone such a bijective proof of (1.57) to a future work.
1.7.1.4 Combinatorial interpretation of the matrix model with external eld
As a by-product, we show in Section 3.1.3 that the partition function of the formal hermitian matrix
model with external eld A ∈ HN
Zˇ(A) =
∫
HN
dµ(M) exp[NTr(MA)]
is a generating series of (not necessarily connected) fully simple maps in the following sense:
Proposition 1.7.4. If µ is a unitarily invariant measure on HN – in particular for all types of maps in
Figure 1.21,
Zˆ(A) := Zˇ(A)
Zˇ(0)
=
∑
λ
|Cλ|
|λ|! N
|λ|〈Pλ(M)〉
`(λ)∏
i=1
TrAλi . (1.58)
1.7.1.5 Application: an ELSV-type formula
If we have a model in which the generating series of fully simple maps are completely known, (1.57)
can be used to compute a certain class of monotone Hurwitz numbers in terms of generating series of
maps. is is the case for the Gaussian Unitary Ensemble, i.e., td = 0 for all d in (1.54). As the matrix
entries are independent,
〈Pλ(M)〉GUE =
`(λ)∏
i=1
δλi,2
N
.
Combinatorially, this formula is also straightforward: as the maps generated by the GUE have no in-
ternal faces, the only connected fully simple map is the disk of perimeter 2. Dubrovin et al. [DLYZ16]
recently proved a formula relating the GUE moments with all `i even to cubic Hodge integrals. Com-
bining their result with our (1.57) specialized to the GUE, we deduce in Section 4.2 an ELSV-like formula
for the so-called 2-orbifold strictly monotone Hurwitz numbers.
Proposition 1.7.5. Let [E◦g ]λ,µ denote the connected, strictly monotone Hurwitz numbers. For g > 0
and n > 1 such that 2g − 2 + n > 0, and µ = (2m1, . . . , 2mn), we have
|Autµ| [E◦g ]µ,(2,...,2) = 2g
∫
Mg,n
[∆] ∩ Λ(−1)Λ(−1)Λ(12) exp
(
−
∑
k>1
κk
k
) n∏
i=1
mi
(2mi
mi
)
1−miψi ,
52 Chapter 1. Introduction
where
[∆] =
g∑
h=0
[∆h]
23h(2h)!
,
and [∆h] is the class ofMg−h,n+2h included inMg,n by identifying the 2h last punctures pairwise.
e recent work of Dubrovin, Yang and Zagier [DYZ17] is also related to GUE moments and cubic
Hodge integrals, and other classical combinatorial problems, such as Hurwitz numbers, which may
some interesting connections to our results.
1.7.1.6 Topological recursion interpretation
As we explained in Section 1.5.3 of the introduction, it was proved in [Eyn04, Che06, Eyn16] for maps,
and [BE11, BEO15] for maps with loops, that the generating series of ordinary maps W [g]n satises the
topological recursion (hereaer TR) that we introduced in Section 1.5.
In the context of maps, Σ is the curve on which the generating series of disks can be maximally
analytically continued with respect to its parameter x coupled to the boundary perimeter, and Σ has
a distinguished point [∞] corresponding to x→∞.
eorem 1.7.6. e TR amplitudes for the initial data
p = x
λ = w = W
[0]
1 (x)
B(z1, z2) =
(
W
[0]
2 (x(z1), x(z2)) +
1
(x(z1)−x(z2))2
)
dx(z1)dx(z2)
(1.59)
compute the generating series of usual maps or maps with loops, through
W [g]n (x(z1), . . . , x(zn)) =
ωg,n(z1, . . . , zn)
dx(z1) · · · dx(zn) , 2g − 2 + n > 0. (1.60)
Here zi is a generic name for points in Σ, and (1.60) means the equality of Laurent expansion near zi →
[∞].
Symplectic invariance. e most remarkable, and still mysterious feature of the topological recur-
sion is the expected symplectic invariance of the n = 0 correlators Fg . We explained in Section 1.5.2.1
the current status of this property. Basically, the Fg’s remain invariant under any symplectic change
of variables (x, y) 7→ φ(x, y) on the spectral curves that does not involve the exchange transformation
(x, y) 7→ (−y, x). In some simple cases, the Fg’s are also invariant under the exchange transformation
(this was believed to be always the case in [EO08]); in many other cases, they are invariant up to some
determined correction terms (given in [EO13]), and in general they are believed to be invariant up to
some corrections terms which are still under investigation.
In the case of topological strings on toric Calabi-Yau threefolds, symplectic invariance amounts to
the framing independence of the closed sector, albeit involving curves given by a polynomial relation
between ep and eλ. However, this is one of the few instances where the reason behind symplectic
invariance is understood.
Symplectic invariance and the mysterious exchange transformation constituted an important mo-
tivation for us to study fully simple maps, since our generating series of ordinary and fully simple
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maps obviously agree for n = 0 boundaries: F [g] = W [g]0 = X
[g]
0 = H
[g], as the condition for maps to
be fully simple aects only the boundaries16.
Moreover, Propositions 1.7.1-1.7.2 tell us that swapping λ and p in the initial data (2.10) amounts
to replacing the generating series of ordinary disks and cylinders with their fully simple version. We
see it as the planar tip of an iceberg:
Conjecture 1.7.7. For usual maps or maps with loops, let ωˇ[g]n be the TR amplitudes for the initial data
(2.10) aer the exchange of x and w. We have
X [g]n (w(z1), . . . , w(zn)) =
ωˇ
[g]
n (z1, . . . , zn)
dw(z1) · · · dw(zn) , for 2g − 2 + n > 0. (1.61)
is is an equality of formal Laurent series when zi → [∞].
e validity of this conjecture would give a combinatorial interpretation to the symplectic invari-
ance, which we hope could shed some light on this deep enigmatic feature.
Progress towards a proof and supporting data for quadrangulations. In Section 3.3 of the thesis
we give all the ideas towards a possible proof of Conjecture 1.7.7 for usual maps. We manage to
reduce the problem to a technical condition concerning a milder version of symplectic invariance for
the 1-hermitian matrix model with external eld. We conrmed experimentally that the condition is
satised for some particular cases, but do not have an argument to give a general proof at the moment.
Even if we could make the technical condition work to complete our proof of the conjecture
through the study of the formal 1-hermitian matrix model with external eld, it would still be de-
sirable to nd a combinatorial proof, as it may give an independent proof of symplectic invariance for
the initial data related to maps – i.e., a large class of curves of genus 0 –, it would help understand
symplectic invariance for the fundamental instance of maps and the enumeration problem of fully
simple maps explicitly, and it may be naturally generalizable for all types of maps in the Figure 1.21.
Apart from the general proof for disks and cylinders, and the ideas towards the full proof for
usual maps, we gathered some combinatorial evidence supporting our conjecture in Section 2.2.2.
In fact, there is no a priori reason for the coecients of expansion of ωˇ[g]n to be positive integers.
Besides, for the same given perimeters, there should be less fully simple maps than maps. For the
initial data corresponding to quadrangulations, we have checked in Sections 2.2.2.3 and 2.2.2.4 that, for
the topologies (1, 1) and (0, 3), positivity and the expected inequalities hold for the coecients of ωˇ1,1
and ωˇ0,3, obtained aer xing the number of internal quadrangles, for boundaries up to length 14.
For the pair of pants case (topology (0, 3)) the evidence is much stronger. In 2017, O. Bernardi
and E´. Fusy gave a formula for the number of fully simple planar quadrangulations with boundaries
of prescribed even lengths in [BF18]. We computed the outcome of their formula and they perfectly
match our conjectural numbers for the cases of even lengths. eir formula also agrees with our
enumeration for disks and cylinders. From our results for cylinders and our conjectural numbers for
16e generating series of closed maps F [g] is related to the symplectic invariants of TR applied to the spectral curve
given by (2.10), which we denote Fg[p, λ], as follows:
F [g] =
B2gu
2−2g
2g(2− 2g) + Fg[p, λ],
whereB2g is the 2gth Bernoulli number. e proof of this fact [Eyn16] shows that F [g]−Fg is a constant independent of the
tk’s, which can be computed at tk = 0 using the Gaussian matrix model. We believe there should be a combinatorial proof
of this relation viewing the constant term as the correction eliminating or adding the extra maps counted with Fg[p, λ] and
that there can be a similar, but for sure more complicated, relation for fully simple maps, i.e., between H [g] and Fg[−λ, p],
in light of our Conjecture 1.7.7.
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pairs of pants, one can observe that an analogous formula seems to be true also in presence of some
odd boundaries17.
If our conjecture is true, it would solve theoretically the problem of enumeration of fully simple
maps in full generality. Moreover, the algorithm of TR allows to solve explicitly the rst cases of
the iteration. So our conjecture would produce another proof of the formula of [BF18] for cylinders
and pairs of pants with even lengths, would allow to prove the cases in presence of odd lengths and
would produce the rst explicit formulas for numbers of fully simple maps of positive genus. We
give explicit formulas for ordinary and conjecturally fully simple maps of genus 1 with 1 boundary in
Section 2.2.2.3.
Furthermore, the fact that the conjecture produces the right numbers for pairs of pants seems to
indicate that our technical condition should hold in general; otherwise, we believe the presence of
non-zero correction terms in our technical condition should be manifested from the beginning of the
recursion. Finally, even if the conjecture was not true and there were some non-zero correction terms
modifying our technical condition, the data suggests there is a combinatorial problem behind since
we obtain positive integers, so the correction terms may give rise to a simpler combinatorial problem
complementing the number of fully simple maps.
1.7.1.7 Relations to free probability
Let M = (MN )N∈N be a unitarily invariant hermitian random matrix ensemble. In the important
seing of random matrices discussed in Section 1.6.5, we give an interpretation of the nth order free
cumulants (Denition 1.6.9) in terms of the connected fully simple observables (which are classical
cumulants of the P ’s) that we dened in Section 1.7.1.2 of this outline:
kM`1,...,`n = limN→∞
Nn−2+
∑
i `iκn
Ä
Pγ1(M), . . . ,Pγn(M)
ä
,
where γj := (ij,1, . . . , ij,`j )nj=1 are pairwise disjoint cycles of respective lengths `j .
In the case of the measure (1.54), this will give a combinatorial interpretation of higher order free
cumulants via planar fully simple maps kM`1,...,`n = H`1,...,`n , as the correlation moments dened in
(1.52) are in this seing generating series of planar ordinary maps ϕM`1,...,`n = F`1,...,`n .
e results of Proposition 1.7.1 for simple disks and eorem 1.7.2 for fully simple cylinders co-
incide with the formulas found for generating series of the rst and second order free cumulants in
[CMS´S07], given in eorem 1.6.11 of the introduction. We proved these formulas via combinatorics
of maps, independently of [CMS´S07], and also explained that they are natural in light of the topolog-
ical recursion. e restriction of our Conjecture 1.7.7 to genus 0 would give in principle a recursive
algorithm to compute the higher order free cumulants of the matrixM sampled from the largeN limit
of the measure (1.54). is is interesting as the relation at the level of generating series between nth
order free cumulants and nth correlation moments, called R-transform machinery, is not otherwise
known for n > 3 as of writing, thus imposing to work with their involved combinatorial denition
via partitioned permutations.
We explain in Section 4.1 that a possible generalization of Conjecture 1.7.7 to stued maps – whose
generating series in the ordinary case are governed by blobbed TR (see 1.5.4 for some comments on
this generalization of TR) – would shed light on computation of generating series of higher order
cumulants in the full generality of [CMS´S07]. Given the universality of the TR structure, one may also
wonder if a universal theory of approximate higher order free cumulants can be formulated taking
into account the higher genus amplitudes.
17We thank Timothy Budd for bringing this reference to our aention and pointing out that our data suggests an analogous
formula hold when some boundaries are of odd length.
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1.7.1.8 Virasoro constraints
Section 4.3 is based on joint work in progress with G. Borot and D. Lewan´ski. Our goal is to deduce
explicit Virasoro constraints – in the sense explained in Section 1.3.3 – for fully simple maps.
e partition function Z(p) of the formal 1-hermitian matrix model is known to be a tau function
of the KP hierarchy. It can be proved by standard techniques that the partition function Zˆ(A) of the
matrix model with external eld is also a tau function of the KP hierarchy. Using our combinatorial
interpretation of the matrix model with external eld (1.58), we can show that the transition element
from Z(p) to Zˆ(A) is the universal convolution operatorO associated with double weakly monotone
Hurwitz numbers. Conjugating the Virasoro constraints known for Z(p) by the operator O gives
Virasoro constraints for Zˆ(A), hence for fully simple maps. Our aim is to deduce Tue’s equations
associated to the Virasoro constraints, which seem otherwise too complicated to obtain from bijective
combinatorial methods.
We briey introduce the semi-innite wedge formalism which is used to compute the Virasoro
constraints explicitly. We provide an explicit derivation for the case of usual disks, which serves as a
toy model for more complicated topologies and also as a check of our technique since in this case we
are able to produce the same result using the denition of (rst order) free cumulants via non-crossing
partitions (1.49). We also aim at giving explicit Virasoro constraints for at least the topologies: (0, 2),
(0, 3) and (1, 1). Apart from obtaining explicit results for low topologies, our motivations are: again
to give some insight in the computation of R-transform machinery formulas in the context of free
probability for n > 3, and to aid the understanding of both the combinatorial problem of fully simple
maps – especially in relation to ordinary maps – and the complicated objects used to dene higher
order free cumulants called partitioned permutations, introduced in 1.6.3.2.
1.7.2 Large random maps with small and large boundaries, and loop nesting
We pursue the analysis of nesting statistics in theO(n) loop model on random maps, initiated for maps
with the topology of disks and cylinders in [BBD16], here for arbitrary topologies. For this purpose
we rely on the topological recursion results of [BE11, BEO15] for the enumeration of maps in the
O(n) model. We characterize the generating series of congurations of genus g with k boundaries
and k′ marked points which realize a xed nesting graph. ese generating series are amenable to
explicit computations in the loop model with bending energy on triangulations, and we characterize
their behavior at criticality in the dense and in dilute phases that we introduced in Section 1.4.4.1. e
method we develop to analyze the critical behavior for congurations of higher topologies is actually a
general procedure to study criticality for any enumerative problem satisfying the topological recursion.
1.7.2.1 Combinatorics of O(n) congurations and their nesting
We introduced in detail the O(n) loop model from the combinatorial point of view in Section 1.1.5
and from the probabilistic point of view in Section 1.4.4. e nesting graphs from Section 1.1.5.2 are
a crucial tool for us to study the nesting properties of O(n) congurations. Actually, the main goal
of this part of the thesis is to study the generating series of congurations realizing a xed nesting
graph, which we denote with script leers: W .
We will also encounter generating series of O(n) congurations not keeping track of nestings,
which we dened in (1.34), and denotedW . We review the substitution approach of [BBG12c] in Sec-
tion 5.1.1, describing disks with an O(n) loop model as usual maps whose faces can also be disks with
anO(n) loop model. Generically, generating series of usual maps whose faces can also be disks with an
O(n) loop model – i.e., of congurations carrying only non-separating loops – will be denoted W. We
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may impose geometric constraints on the maps under consideration, by xing the genus g, the number
k′ of marked points, the number of boundaries k and their respective perimeters (`i)ki=1, the volume
(i.e., the total number of vertices) V , and maybe the arm lengths (P (e))e. is is conveniently handled
at the level of generating series by including extra Boltzmann weights, respectively ∏i x−(`i+1)i , uV ,
and ∏e s(e)P (e).
In Section 5.1, we give a combinatorial decomposition of congurations in terms of their associated
nesting graph, which permits to study the critical behavior of the whole congurations via the analysis
of the critical behavior of every type of piece, resulting in the basic formula for the generating series
of maps with a xed nesting graph in Proposition 5.1.1.
In Section 5.2, we review the analytic properties of these generating series, i.e., in which sense
the Boltzmann weights can be considered as nonnegative real-valued parameters instead of formal
parameters, and their characterization by functional equations already known in the literature. We
study how the topological recursion for W [g,k] and W[g,k] commented in 1.5.3.1, which will be our
main tool to handle congurations or arbitrary topologies, can be used in practice. We also explain in
Section 5.2.3 how the addition of extra marked points can easily be handled at the level of generating
series. ese results are valid in the general O(n) loop model, where loops are allowed to cross faces
of any degree.
We specialize them in Section 5.3 to theO(n) loop model on triangulations with bending energy α,
which we recall also depended on the parameter h per triangle visited by a loop, and g per empty
triangle. is model is the simplest one which is amenable to an explicit solution (in terms of theta
functions), and still contains the dense and dilute universality classes which are specic to loop models.
At this point, it is convenient to introduce the parameter b ∈ (0, 12) such that
n = 2 cos(pib).
We review the expression for the generating series of disks and cylinders (Section 5.3.1), which consti-
tute the non-trivial initial data allowing to reach higher topologies. We also transform in Section 5.4
the topological recursion formula forW(g,k) into a more explicit sum over trivalent graphs, which will
be suited for later analysis.
1.7.2.2 Critical behavior of loop nesting
We reviewed in Section 1.4.4.1 the phase diagram of this bending energy model. e properties of the
special functions, and some details necessary to obtain this phase diagram as well as for later use, are
collected in Appendix A.1-A.4 which are mostly taken from [BBD16]. For xed n ∈ (0, 2), α not too
large and vertex weight u = 1, it features in the (g, h) plane a non-generic critical line, beyond which
the generating series of pointed disks are divergent. As is well-known, the radius of convergence is
actually the same for generating series of maps of any topology. e critical exponents in the interior
(resp. at the tip) of the non-generic critical line pertain to the dense (resp. dilute) universality class.
Beyond this point, the critical line continues to a generic line, which corresponds to the universality
class of pure gravity. We focus on the non-generic critical line as it is specic to the loop models.
If (g, h) is chosen on the non-generic critical line but we keep the vertex weight u < 1, the model
remains o-critical. e distance to criticality is governed by (1− u)→ 0. At the level of the explicit
solution in terms of theta functions, approaching criticality corresponds to a trigonometric limit with
a modulus scaling like
q ∼ [(1− u)/q∗]c, (1.62)
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with an exponent distinguishing between the dense and the dilute phase
c =

1
1−b dense,
1 dilute.
It is related to the famous string susceptibility exponent γstr by c = −γstrb. All other exponents can
be expressed in terms of b and c, and we will give expressions valid for both universality classes using
d =
 1 dense,−1 dilute.
e main contribution of this part of the thesis is the analysis of singularities of the generating
series under consideration for (g, h) on the non-generic critical line, in the limit u → 1, here conve-
niently traded for q → 0 according to (1.62). is is done in several steps in Section 6.1-7.1 summarized
below. We then perform in Section 7.2 a saddle point analysis to extract the asymptotics of the desired
generating series of maps with xed volume V → ∞. e analysis reveals two interesting regimes
for boundary perimeters: either we impose the boundary to be
• microscopic (“small”), when `i is kept nite,
• or macroscopic (“large”), here corresponding to `i V c/2 for xed `i.
We argue in Section 6.1.4 that, as far as critical exponents for asymptotics are concerned, marked
points behave like small boundaries. So, we choose to present here our results in a simpler form in
absence of marked points.
Our rst main result (eorem 7.2.1) concerning the generating series of maps with xed nesting
graph reads:
eorem 1.7.8. Assume 2g−2+k > 0. Let kL be the number of macroscopic boundaries, kS the number
of microscopic boundaries, and k = kL + kS. Let also k
(0,2)
S be the number of microscopic boundaries
that belong to a genus 0 connected component of the complement of all loops which does not contain any
other boundary and was adjacent to exactly one separating loop (before cuing). Consider (Γ, ?) the data
of a nesting graph aer having forgoen the information on the arm lengths P. e generating series of
congurations of genus g realizing (Γ, ?) behaves as
[
uV
kL∏
i=1
x
−(`iV c/2+1)
i
kL+kS∏
i=kL+1
x
−(`i+1)
i
]
W
[g,k]
Γ,?
·∼ V −1 + c[(2g−2+k)(1−d b2 )− 14kS+( 14− b2 )k(0,2)S ],
when V →∞.
As b ∈ (0, 12), we see that the nesting graphs most likely to occur are those in which each mi-
croscopic mark – either a marked point or a microscopic boundary – belongs to a genus 0 univalent
vertex which does not carry any other mark. is is exemplied in Figure 1.22 for maps of genus 0
with 4 microscopic marks. e analog statement for cylinders can easily be extracted from [BBD16]
and is rederived here as eorem 7.2.2.
Our second main result (eorem 7.2.3 in Section 7.2.1) concerning nesting properties describes
the large deviation function of (large) arm lengths in congurations realizing a given nesting graph. It
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V −1+c(1−db+
1
4− b2 )
V −1+c(1−db)
V −1+c(1−db+
1
2−b)
V −1+c(1−db+
3
4− 3b2 )
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V −1+c(1−db)
V −1+c(1−db+
1
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V −1+c(1−db+
1
2−b)
V −1+c(1−db+
1
2−b)
V −1+c(1−db+1−2b)
Figure 1.22: e possible nesting graphs for planar maps with 4 microscopic boundaries labeled
1, 2, 3, 4 (up to permutations of the labels), and the order of magnitude of the number of maps re-
alizing them for large volume V . For n ∈ (0, 2), i.e. b ∈ (0, 12), the greatest order of magnitude is
achieved for the two last graphs in the right column.
is instructive to rst review the result for cylinders obtained in [BBD16], which is expressed in terms
of the function
J(p) = Jn(p) = sup
s∈[0,2/n]
¶
p ln(s) + arccos(ns/2)− arccos(n/2)
©
= p ln
(2
n
p√
1 + p2
)
+ arccot(p)− arccos(n/2). (1.63)
ploed in Figure 7.4. It has the following properties:
• J(p) > 0 for positive p, and achieves its minimum value 0 at popt = n√4−n2 given below.
• J(p) is strictly convex, and J ′′(p) = 1
p(p2+1)
.
• J(p) has a slope ln(2/n) when p→∞.
• When p→ 0, we have J(p) = arcsin(n/2) + p ln(p) +O(p).
eorem 1.7.9. Fix positive variables (`1, `2) independent of V , and p positive such that p  lnV.
e probability that, in a cylinder with volume V → ∞, the two boundaries of perimeters (L1, L2) are
separated by P loops admits the following asymptotics when V →∞
P
[
P =
c lnV
pi
p
∣∣∣∣V, L1 = `1, L2 = `2] ·∼ (lnV )− 12 V − cpi J(p),
P
[
P =
c lnV
2pi
p
∣∣∣∣V, L1 = `1, L2 = `2V c2 ] ·∼ (lnV )− 12 V − c2pi J(p),
P
[
P =
c lnV
pi
p
∣∣∣∣V, L1 = `1V c2 , L2 = `2V c2 ] ·∼ V − cpi p(e) ln 2n .
We observe that the typical order of magnitude of the number of separating loops between a small
boundary and any other type of boundary is lnV . More precisely, piPc lnV is almost surely equal to the
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value popt, at which the large deviation reaches its minimum value zero, and the uctuations of P are
Gaussian of order
√
lnV due to the quadratic behavior of J(p) near p = popt. Here  is a normalization
constant which is equal to 1 for two microscopic boundaries and to 2 for one microscopic and one
macroscopic boundary. On the other hand, the arms with both boundaries large will typically contain
nitely many separating loops.
For maps of any topology and any nesting graph, we show in this thesis (eorem 7.2.3 in Sec-
tion 7.2.2) that individual arms have exactly the same behavior when V →∞: arm lengths are asymp-
totically independent from one another, where
• arms corresponding to edges incident to a genus 0 univalent vertex carrying as only mark one
microscopic boundary typically contain innitely many loops with depth of order lnV and large
deviation function given by (1.63);
• the other arms will typically contain nitely many separating loops.
eorem 1.7.10. Assume 2g − 2 + k > 0, x a nesting graph (Γ, ?), and choose which boundaries are
microsopic or macroscopic. Let E(Γ) the set of edges of Γ, ES0,2(Γ), the set of edges incident to a genus 0
univalent vertex carrying as only mark one microscopic boundary. Consider the regime
P (e) =
c lnV p(e)
(e)pi
, (e) =
 2, if e ∈ E
S
0,2(Γ),
1, otherwise,
(1.64)
where p(e) may depend on V but remains bounded away from 0, and negligible in front of lnV . e
probability to have arm lengths P in maps realizing (Γ, ?), of volume V →∞ with boundary perimeters
Li = `i for the microscopic ones, and Li = `i V
c
2 for the macroscopic ones, with xed `i > 0, behaves as
P[g,k]
î
P|Γ, ?, V,L
ó ·∼ ∏
e∈E(Γ)\ES0,2(Γ)
V −
c
pi
p(e) ln 2
n
∏
e∈ES0,2(Γ)
V −
c
2pi
J [p(e)]
√
lnV
.
For arms corresponding to e ∈ ES0,2(Γ), the Gaussian uctuations of depths at order
√
lnV around
cpopt
2pi lnV are precisely described in Corollary 7.2.5.
In [BBD16], Borot, Bouier and Duplantier showed that the nesting properties of loops on disks
and cylinders weighted by anO(n) model are in perfect agreement with the known nesting properties
of CLEκ [MWW16], aer taking into account a suitable version of the KPZ relations [DS11]. Our
eorem 1.7.10 for arbitrary topologies could in principle be converted into a prediction of extreme
nestings of any topology for CLEκ using the same techniques. However, one faces two additional
diculties here. First, CLEκ is not properly dened on Riemann surfaces of any topology. And second,
even if it were, to be able to compare to our results regarding random loop congurations on random
underlying maps, we would need the underlying Riemann surface to be randomly chosen on the moduli
space for a xed topology (g, n). us one would need to suitably average out against that randomness.
1.7.2.3 Large random maps with small and large boundaries
e task of Section 6.1 is to derive, for 2g − 2 + k > 0, the non-generic critical behavior of:
• the generating seriesW(g,k) of O(n) congurations, and
• the generating series W(g,k) of O(n) congurations carrying only non-separating loops,
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in presence of an arbitrary xed number of microscopic and macroscopic boundaries (eorem 6.1.8).
Here we work in the so-called canonical ensemble, i.e., considering the generating series depending
on Boltzmann weights u for vertices and xi for boundary perimeters. When all boundaries are macro-
scopic, the result easily follows from the property “commuting with singular limits” of the topological
recursion, see e.g. [Eyn16, eorem 5.3.2]. e situation is much more involved in the presence of
microscopic boundaries, and our analysis in this case is new.
Our analysis of the critical behavior of the topological recursion amplitudes, which is outlined aer
Proposition 5.4.2 in Section 5.4, is in fact more general than the O(n) model, and it may be of use for
other problems in enumerative geometry satisfying TR, such as investigating degenerations of semi-
simple cohomological eld theories. Concretely, we start from the sum over colored trivalent graphs
for W(g,k) and W(g,k) described in Section 5.4.2. We analyze the critical behavior of the weights of
vertices and of edges in Appendix A.5, and collect the result in Section 6.1.1. e dierence between W
andW comes only from the edge weights, so both cases can be treated in parallel. en, we determine
in Section 6.1.2 for xed genus g, xed number of boundaries k, and xed coloring of the k legs, which
graphs give the leading contribution in the critical regime. is is the most technical part, since the
formula for the critical exponent of this leading contribution in Lemma 6.1.7 is quite intrincate, but we
should remember that it does not a priori have a combinatorial meaning.
e quantities which do have a meaning areW and W, and they are obtained by summing all these
contributions over the colorings of the legs. We nd that the nal result for the critical behavior ofW
and W in eorem 6.1.8 is much simpler. is result does not concern nesting but is interesting per se.
Moreover, the critical behavior of W is a key step to prove the two previously announced theorems
describing criticality aer xing a nesting graph: eorem 1.7.8 and eorem 1.7.10. e outcome
clearly displays the ane dependence of the critical exponents on the Euler characteristic of the maps.
e generating series of disksW(x) (which is equal in this case toW(x)) are known to be holomorphic
for x ∈ C \ [γ−, γ+].
eorem 1.7.11. e generating series of O(n)-congurations of genus g with k boundaries, of which
kS are microscopic, has the following critical behavior in the critical regime q → 0:
W [g,k](x1, . . . , xk) ·∼ q(2g−2+k)(d b2−1)− k2 + b+12 kS ,
and for the generating series of congurations with only non-separating loops:
W[g,k](x1, . . . , xk)
·∼ q(2g−2+k)(d b2−1)− k2 + 34kS ,
where the errors are uniform, for x˜i = q−1/2(xi − γ+) in any compact, if the ith boundary is large, and
for xi in any compact away from [γ−, γ+], if the ith boundary is small.
We devote Section 6.2 to comment on the generalization of this procedure to any problem satisfying
TR under some mild conditions and specialize it to obtain the analog of eorem 1.7.11 in the generic
critical line, which is the universality class corresponding to pure gravity, i.e., for usual maps without
loops. We also apply our result to the generating series of fully simple maps in presence of large and
small boundaries assuming our Conjecture 1.7.7 is true, i.e., to study the critical behavior of the main
objects of the rst part of the thesis.
We proceed in Section 7.1 to examine the dominant contribution to the critical behavior of WΓ,?,
the generating series for xed nesting graph (Γ, ?). e starting point is the combinatorial formula of
Proposition 5.2.10, which is an appropriate gluing along the given nesting graph Γ of vertex weight
and edge weights. e vertex weights are the W’s for which we have already obtained the critical
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behavior in eorem 6.1.8. e edge weights are the generating series W(2)s for cylinders remem-
bering the number of separating loops between two boundaries, and some variants of these obtained
by aaching a loop around one (Wˆ(2)s ) or both (W˜(2)s ) of their boundaries which are dened in Sec-
tion 5.1.2; we determine their critical behavior in Section 7.1.1, thanks to the explicit formula forW(2)s
from Proposition 5.3.3. We deduce the critical behavior of WΓ,?’s by a saddle point analysis in Sec-
tion 7.1.2 (eorem 7.1.4). is is then converted, as explained in Section 1.7.2.2, into asymptotics in
the so-called microcanonical ensemble, i.e., for xed and large volume, xed large and small boundary
perimeters, and nally large and xed arm lengths in Section 7.2.
A word of caution concerning the canonical ensemble: the dominant contributions depend on the
set of variables for which one wishes to study the singularities. If one is only interested later on in
xing the volume and boundary perimeters, one should study singularities with respect to u – via the
variable q – and xi’s. In Section 7.2.2, we rene the analysis, studying terms containing dierent types
of singularities with respect to the collection of Boltzmann weights s for the separating loops in order
to determine the dominant behavior if we also x arm lengths.
e saddle point analysis here is facilitated as similar handlings already appeared for cylinder
generating series in [BBD16], and the technical aspects of this part of the thesis rather focus on the
combinatorics of maps of higher topology and, more generally, on the analysis of the critical behavior
of TR amplitudes for any conguration (kL, kS) for 0 6 kS , kL 6 kL + kS = k.

Part I
Fully simple maps
New combinatorial interpretations
of the matrix model with external eld and of higher order free cumulants

Chapter 2
Enumeration
is part of the thesis is based on joint work with G. Borot [BGF17]. Our main objects of study are
the fully simple maps that we introduced in Section 1.1.2, especially in comparison to the classical
ordinary maps that were reviewed in Section 1.1.1, where we also set all the notations up tailored for
our use in this part of the thesis. We rst study combinatorially the cases of disks and cylinders, and
later we explain how we expect the problem to relate to the topological recursion seing. In the next
Chapter we analyze a natural generalization of this problem from the matrix model point of view. We
gave an introduction to the classical 1-hermitian matrix model and how it relates to the problem of
enumeration of ordinary maps in Section 1.3. In particular, we will give a matrix model interpretation
to the enumeration of fully simple maps, which will allow us to relate this problem to the classical
ordinary map enumeration through double monotone Hurwitz numbers, which were introduced in
Section 1.2. Finally, in Chapter 4, we provide some applications of our results: to free probability, to
obtain a new ELSV formula and towards nding Virasoro constraints for fully simple maps.
2.1 Base cases: disks and cylinders
We start by giving a combinatorial decomposition of ordinary disks into a simple disk and some ordi-
nary disks with smaller boundaries, follow by relating in a similar way ordinary cylinders to simple
cylinders and nish by giving an algorithm to decompose simple cylinders into fully simple ones, sim-
ple disks and other known pieces. We translate our bijections into interesting formulas relating the
dierent generating series.
2.1.1 Simple disks from ordinary disks
We can decompose an ordinary diskM with boundary of length ` > 0 into a simple diskMs with
boundary of length 1 6 `′ 6 ` and ordinary disks of lengths `i < `, using the following procedure:
Algorithm 2.1.1. (from ordinary to simple) SetMs :=M. We run over all edges ofM, starting at the
root edge e1 and following the cyclic order around the boundary. When we arrive at a vertex vi from an
edge ei, we create two vertices out of it: the rst remains on the connected component containing ei, while
the second one glues together the remaining connected components, giving a mapMi. We then update
Ms to be the rst connected component and proceed to the next edge on it. EveryMi, for i = 1, . . . , `′,
is an ordinary map consisting of
• a single vertex whenever vi was simple, or
• a map with a boundary of positive length with the marked edge being the edge inMi following ei
inM.
Example 2.1.2. Consider a non-simple map with a boundary of length 11 (non-simple vertices are
circled). Applying the algorithm we obtain the simple mapMs of length 3, and 3 ordinary mapsM1,
M2,M3.
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`′ = 3 `1 + `2 + `3 = 2 + 0 + 6 = 8
Ms ⊔`′
i=1Mi
2
3
1 3
1
2
 
e maps should be regarded as drawn on the sphere and the outer face is in all cases the boundary.
Using the decomposition given by the algorithm, we nd that X and W are reciprocal functions:
Proposition 2.1.3.
x = X(W (x)). (2.1)
Proof. Since the algorithm establishes a bijection, we nd that
∀` > 1, F` =
∑`
`′=1
H`′
∑
`1,...,``′>0∑
i
(`i+1)=`
`′∏
i=1
F`i , (2.2)
which implies, at the level of resolvents:
W (x) =
∑
`>0
F`
x`+1
=
F0
x
+
∑
`>1
F`
x`+1
=
H0
x
+
∑
`>1
1
x`+1
∑`
`′=1
H`′
∑
`1,...,``′>0∑
i
(`i+1)=`
`′∏
i=1
F`i
=
1
x
∑
`′>0
H`′(W (x))
`′ =
W (x)
x
X(W (x)).
We remind the reader that F0 = H0 = 1 by convention. 
2.1.2 Ordinary, simple and fully simple cylinders
2.1.2.1 Replacing an ordinary boundary by a simple boundary
Let us consider a planar mapM with one ordinary boundary of length `, and one simple boundary of
length k. We apply the procedure described in Algorithm 2.1.1 to the ordinary boundary. We have to
distinguish two cases depending on the nature ofMs:
• either Ms is a planar map with one simple boundary of some length `′, and another simple
boundary of length k (which we did not touch). en, the rest of the piecesM1, . . . ,M`′ are
planar maps with one ordinary boundary of lengths `1, . . . , ``′ .
• orMs is a planar map with one simple boundary of some length `′. And the rest consists of a
disjoint union of:
– a planar map with the simple boundary of length kwhich borderedM initially, and another
ordinary boundary with some length `1,
– and `′ − 1 planar maps with one ordinary boundary of lengths `2, . . . , ``′ .
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is decomposition is again a bijection, and hence
Gk|` =
∑`
`′=1
∑
`1,...,``′>0∑
i
(`i+1)=`
Ñ
Gk,`′
`′∏
i=1
F`i + `
′G`′Gk|`1
`′∏
i=2
F`i
é
. (2.3)
We deduce, at the level of resolvents, that
Y1|1(w | x) =
W (x)
x
Y2(w,W (x)) +
Y1|1(w | x)
x
(∂w(wX(w)))w=W (x). (2.4)
Isolating Y2, we obtain:
Y2(w,W (x)) = −Y1|1(w | x)(∂wX(w))w=W (x). (2.5)
2.1.2.2 From ordinary cylinders to simple cylinders
We consider the following operator
∂
∂V (x)
=
∑
k>0
k
xk+1
∂
∂tk
, (2.6)
which creates an ordinary boundary of length k weighted by x−(k+1). erefore, we have
W [g]n (x1, . . . , xn) =
∂
∂V (x2)
· · · ∂
∂V (xn)
W
[g]
1 (x1),
Y
[g]
1|n(w | x1, . . . , xn) =
∂
∂V (x1)
· · · ∂
∂V (xn)
Y
[g]
1 (w).
Applying ∂∂V (x1) to equation (2.1), we obtain
0 = (∂wX(w))w=W (x1)
∂
∂V (x1)
W (x1) + Y1|1(W (x1) | x2)
and hence
Y1|1(W (x1) | x2) = −W2(x1, x2) (∂wX(w))w=W (x1). (2.7)
Finally, combining equations (2.5) and (2.7), we obtain the following relation between ordinary and
simple cylinders:
Y2(W (x1),W (x2)) = W2(x1, x2)(∂wX(w))w=W (x1)(∂wX(w))w=W (x2). (2.8)
2.1.2.3 From simple cylinders to fully simple cylinders
We describe an algorithm which expresses a planar map M with two simple boundaries in terms of
planar fully simple maps. e idea is to merge simple boundaries that touch each other. By denition,
a simple boundary which is not fully simple shares at least one vertex with another boundary. By con-
vention, whenever we refer to cyclic order in the process, we mean cyclic order of the rst boundary.
Let B1 and B2 denote the rst and the second boundaries respectively.
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Denition 2.1.4. A pre-shared piece of length m > 0 is a sequence of m consecutive edges in B1
which are shared with B2. We dene a pre-shared piece of length m = 0 to be a vertex which both
boundaries B1 and B2 have in common.
e rst vertex sv1 of the rst edge and the second vertex sv2 of the last edge in a pre-shared piece
are called the endpoints. If m = 0, the endpoints coincide by convention with the only vertex of the
pre-shared piece: sv1 = sv2.
We say that a pre-shared piece of length m > 0 is a shared piece of length m > 0 if the edge in B1
that arrives to sv1 and the edge in B1 outgoing from sv2 are not shared with B2.
We dene the interior of a shared piece to be the shared piece minus the two endpoints. e interior
of a shared vertex is empty.
Before describing the decomposition algorithm, we describe a special case which corresponds to
maps as in Figure 1.5.(c), which we will exclude. Consider a map whose two only faces are the two
simple boundaries. e only possibility is that they have the same length and are completely glued to
each other. We will count this kind of maps apart.
Algorithm 2.1.5. (From simple cylinders to fully simple disks or cylinders)
1. Save the position of the marked edge on each boundary.
2. Denote r the number of shared pieces. If r = 0, we already have a fully simple cylinder and
we stop the algorithm. Otherwise, denote the shared pieces by S0, . . . , Sr−1. Save their lengths
m0, . . . ,mr−1, labeled in cyclic order, and shrink their interiors so that only shared vertices remain.
Since we have removed all common edges and boundaries are simple, every shared vertex has two
non-identied incident edges from B1 and two from B2.
3. Create two vertices v1, v2 out of each shared vertex v in such a way that each vj has exactly one
incident edge from B1 and one from B2, which were consecutive edges for the cyclic order at v in
the initial map.
In this way, we got rid of all shared pieces, and we obtain a graph drawn on the sphere formed by r
connected components which are homeomorphic to a disk. We consider each connected component
separately, and we glue to their boundary a face homeomorphic to a disk.
4. For i = 0, . . . , r − 1, callMi the connected component which was sharing a vertex with Si and
Si+1 (mod r). Mark the edge inMi which belonged to the rst boundary and was outgoing from
svi2 inMi. en, Mi becomes a simple disk. Denote by `′i (resp. `′′i ) the number of edges of the
boundary ofMi previously belonging to B1 (resp. B2). en, the boundary of Mi has perimeter
`′i + `′′i .
Observe that by construction, `′i, `′′i > 1 and mi > 0. Moreover, note that the only map of length
`′i+`′′i > 2 and considered simple which is not allowed asMi is the map with one boundary of length
2 where the two edges are identied as in Figure 1.4.(c), since this would correspond to a shared piece
of length 1 and it would have been previously removed.
is decomposition is a bijection, since we can retrieve the original map from all the saved infor-
mation and the obtained fully simple maps. To show this, we describe the inverse algorithm:
Algorithm 2.1.6. (From fully simple disks or cylinders to simple cylinders)
1. Let r be the number of given (fully) simple discs. If r = 0, we already had a fully simple cylinder
and the algorithms become trivial. Otherwise, observe that everyMi, for i = 0, . . . , r − 1, is a
planar disk with two distinguished vertices vi1 and v
i
2. e rst one v
i
1 is the starting vertex of the
2.1. Base cases: disks and cylinders 69
(1), (2)
(4)
(3)
S1
Sr−3
Sr−2
Sr−1
B1
B2
M0
Mr−4
Mr−3
Mr−2
Mr−1
M0
Mr−1
Mr−2
Mr−3
Mr−4 M0 Mr−1
and
Mr−2
S0
Figure 2.1: Schematic representation of Algorithm 2.1.5. e two green faces are the two simple,
but non-fully simple, boundaries and the blue part represents the inner faces. e shared pieces
S0, . . . , Sr−1 are drawn schematically as shared pieces of length 1. Mr−1 is drawn as the outer face,
but it does not play a special role.
root edge ei1 and the second one v
i
2 is the ending vertex of the edge e
i
`′i
, where the edges are labeled
according to the cyclic order of the boundary.
2. For i = 0, . . . , r − 1, consider shared pieces Si of lengths mi.
3. Glue svi1 of a shared piece Si to v
i−1 (mod r)
2 inMi−1 (mod r) and svi2 of Si to vi1 inMi.
All the marked edges in the Mi’s should belong to the same simple face, which we call B1. We
call B2 the other face, which is bordered by following the edges from vi2 to v
i
1 in everyMi, and the
shared piece Si from svi2 to sv
i
1, for i = 1, . . . , r.
4. Remove the r markings in B1 and recover the roots in B1 and B2, which are now part of our data.
We have glued the r simple disks and shared pieces into a map with two simple (not fully simple)
boundaries B1 and B2.
is bijection translates into the following relation between generating series of simple and fully
simple cylinders:
Proposition 2.1.7.
Y2(w1, w2) = X2(w1, w2) + ∂w1∂w2 ln
Ç
w1 − w2
X(w1)−X(w2)
å
. (2.9)
Proof. Let us introduce:
X˜(w) = X(w)− w−1 − w =
∑
`>1
H˜`w
`−1,
the generating series of (fully) simple disks, excluding the disk with boundary of length 0 which con-
sists of a single vertex, and the simple disk with boundary of length 2 in which the two edges of the
boundary are identied, as in Figure 1.4.(c).
en, using the bijection we established, we obtain that
GL1,L2 = HL1,L2 + δL1,L2 L1 +
∑
r>1
∑
`′i, `
′′
i >0, mi>0∑r−1
i=0
`′i+
∑
i
mi=L1∑r−1
i=0
`′′i +
∑
i
mi=L2
L1L2
r
r∏
i=1
H˜`′i+`
′′
i
,
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where the rst term of the right hand side counts the case r = 0 in which the simple cylinders were
already fully simple and the second term counts the degenerate case we excluded from the algorithm.
We already observed that this degenerate case can only occur if L1 = L2 and there are L21 possibilities
for the two roots, but we also divide by L1 because of the cyclic symmetry of this type of cylinders.
Summing over lengths L1, L2 > 1 with a weight wL1−11 wL2−12 , we get:
Y2(w1, w2) = X2(w1, w2)− ∂w1∂w2 ln(1− w1w2)
+∂w1∂w2
Ñ∑
r>1
1
r
Ç∑
m>0
(w1w2)
m
årÇ ∑
`′,`′>0
H˜`′+`′′w
`′
1 w
`′′
2
åré
.
Let us remark that ∑
`′,`′′>0
`′+`′′=`
w`
′
1 w
`′′
2 =
w`+11 − w`+12
w1 − w2 − w
`
1 − w`2.
erefore, ∑
`′,`′′>1
w`
′
1 w
`′′
2 H˜`′+`′′ =
w21X˜(w1)− w22X˜(w2)
w1 − w2 − w1X˜(w1)− w2X˜(w2)
=
w1w2(X˜(w1)− X˜(w2))
w1 − w2
= w1w2
(X(w1)−X(w2))
w1 − w2 − (1− w1w2).
And nally,
Y2(w1, w2) = X2(w1, w2)− ∂w1∂w2 ln(1− w1w2)
−∂w1∂w2 ln
ñ
1− 1
1− w1w2
Ç
w1w2
X(w1)−X(w2)
w1 − w2 − (1− w1w2)
åô
= X2(w1, w2)− ∂w1∂w2 ln
ñ
−w1w2 X(w1)−X(w2)
w1 − w2
ô
= X2(w1, w2) + ∂w1∂w2 ln
Ç
w1 − w2
X(w1)−X(w2)
å
.

2.2 Towards a combinatorial interpretation of symplectic invariance
We explain how the formulas obtained in the previous section t naturally in the universal seing of
topological recursion, state a precise conjecture on how this would generalize for higher topologies,
and give some numerical evidence and illustration in the particular case of quadrangulations.
2.2.1 TR for fully simple maps
We remind the reader that the generating series of ordinary maps satisfy the topological recursion,
as we stated precisely in eorem 1.5.4. Moreover, the important, and still mysterious, property of
symplectic invariance can be reviewed in Section 1.5.2.1.
Let w(z) := W (0)1 (x(z))dx(z). e spectral curve for ordinary maps was:
S :=
(
CP 1, x,W (0)1 (x(z))dx(z), B(z1, z2)
)
. (2.10)
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Let us apply the exchange transformation:
(x,w)→ (−w, x),
that is we consider the spectral curve Sˇ given by (w, x) with extra initial data
(ωˇ0,1(z1), ωˇ0,2(z1, z2)) := (x(z)dw(z), B(z1, z2)).
For 2g − 2 + n > 0, we call ωˇg,n the TR amplitudes for this spectral curve.
It is natural to wonder whether the ωˇg,n also solve some enumerative problem and, in that case,
which kind of objects they are counting. We propose an answer which also oers a combinatorial
interpretation of the important property of symplectic invariance:
Conjecture 2.2.1. e invariants ωˇg,n enumerate fully simple maps of genus g with n boundaries, in
the following sense:
ωˇg,n(z1, . . . , zn) = X
[g]
n (w(z1), . . . , w(zn))dw(z1) · · · dw(zn) + δg,0δn,2
dw(z1)dw(z2)
(w(z1)− w(z2))2 .
Using non-combinatorial techniques, we give in Section 3.3 the path to a possible proof of this con-
jecture. We manage to reduce the problem to a technical condition regarding the symplectic invariance
of the so-called hermitian matrix model with external eld.
Observe that if n = 0, that is we consider maps without boundaries, we have in a very natural way
that W [g]0 = X
[g]
0 . It would be interesting to investigate the relation between the TR n = 0 invariants
Fg[S] and Fg[Sˇ]. We believe there should be a combinatorial justication for their relation which could
be explored with a combinatorial proof of our conjecture, but this is beyond the scope of this thesis.
We dedicate the rest of this chapter to prove some rst cases of this conjecture in a combinatorial
way, to give some evidence for the conjecture in general and to comment some possible generalizations.
Using our formulas relating the generating series of fully simple disks and cylinders with the or-
dinary ones, we obtain a combinatorial proof of the rst two base cases of the conjecture:
eorem 2.2.2. Conjecture 2.2.1 is true for the two base cases (g, n) = (0, 1) and (0, 2).
Proof. By Proposition 2.1.3, we obtain
ωˇ0,1(z) := x(z)dw(z) = X(W (x(z)))dw(z),
which is equal to X(w(z))dw(z) by denition. is proves the theorem for (g, n) = (0, 1).
For cylinders, we have, by denition: ωˇ0,2(z1, z2) = B(z1, z2). Substituting the expression for the
generating series of ordinary cylinders in terms of the one for simple cylinders given by formula (2.8)
in the equation for the fundamental dierential of the second kind from eorem 1.5.4, we obtain
ω0,2(z1, z2) = B(z1, z2) = W2(x(z1), x(z2))dx(z1)dx(z2) +
dx(z1)dx(z2)
(x(z1)−x(z2))2
= Y2(w(z1), w(z2))dw(z1)dw(z2) +
dx(z1)dx(z2)
(x(z1)−x(z2))2 .
Finally, using Proposition 2.1.7, we get the theorem for (g, n) = (0, 2):
ωˇ0,2(z1, z2) = X2(w(z1), w(z2))dw(z1)dw(z2) +
dw(z1)dw(z2)
(w(z1)− w(z2))2 .

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2.2.2 Supporting data for quadrangulations
In this section we compare the number of fully simple, simple and ordinary disks and cylinders in
the case in which all the internal faces are quadrangulations, which allows us to make computations
explicitly using our results for the base topologies: (0, 1) and (0, 2). We also compare the conjectural
number of fully simple quadrangulations to the number of ordinary ones for topologies (1, 1) and
(0, 3), whose outcomes are given by the rst iteration of the algorithm of topological recursion. e
reasonable outcomes support our conjecture that, aer the exchange transformation, TR counts some
more restrictive kind of maps.
e (1, 1) topology is especially interesting since it is the rst case with genus g > 0. For topology
(1, 1), we provide explicit general formulas for the number of ordinary maps and for the conjectural
number of fully simple maps, which we extract from TR. We also give a combinatorial argument that
indeed shows that the conjecture provides the right numbers for the rst possible length: ` = 2.
e (0, 3) topology is also particularly relevant since in that case we nd substantial evidence for
our conjecture, using the formulas proved in [BF18] for fully simple planar quadrangulations with
even boundary lengths. Moreover, this is one of the most relevant cases for one of our motivations
coming from free probability, since TR for fully simple maps of topology (0, 3) would provide new
interesting formulas relating the third order free cumulants to the third order correlation moments
that we introduced in Section 1.6. We will elaborate on this application in Section 4.1.
We consider maps whose internal faces are all quadrangles [Tut62a], that is tj = tδj,4 where we
denote here t the weight per internal quadrangle. e spectral curve is given by
x(z) = c
(
z +
1
z
)
, w(z) =
1
cz
− tc
3
z3
,
with
c =
 
1−√1− 12t
6t
= 1 +
3t
2
+
63
8
t2 +
891
16
t3 +
57915
128
t4 +O(t4). (2.11)
e zeroes of dx are located at z = ±1, and the deck transformation is ι(z) = 1z . e zeroes of dw are
located at z = ±c2√3t, and the deck transformation is
ιˇ(z) =
c2z(c2t+
√
4tz2 − 3c4t2)
2(z2 − tc4) .
Consider the multidierentials ωg,n and ωˇg,n on P1 as at the beginning of the section but with initial
data specialized for quadrangulations. We dene
F
[g]
`1,...,`n
= (−1)n Res
z1→∞
(x(z1))
`1 · · · Res
zn→∞
(x(zn))
`n
Ç
ωg,n(z1, . . . , zn)− δg,0δn,2 dx(z1)dx(z2)
(x(z1)− x(z2))2
å
,
Fˇ
[g]
k1,...,kn
= Res
z1→∞
(w(z1))
−k1 · · · Res
zn→∞
(w(zn))
−kn
Ç
ωˇg,n(z1, . . . , zn)− δg,0δn,2 dw(z1)dw(z2)
(w(z1)− w(z2))2
å
.
We know that Fˇk1 = Hk1 and Fˇk1,k2 = Hk1,k2 , and we conjecture Fˇ
[g]
k1,...,kn
= H
[g]
k1,...,kn
in general.
2.2.2.1 Disks
We explore two tables to compare the coecients [tQ]F` and [tQ] Fˇk. It is remarkable that all the
[tQ] Fˇk are nonnegative integers, which already suggested a priori that they may be counting some
objects. eorem 2.2.2 identies [tQ] Fˇk with the number of (fully) simple disks [tQ]Hk.
If the length of the boundary is odd, the number of disks is obviously 0.
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Observe that if we consider a boundary of length ` = 2, the number of ordinary disks is equal to
the number of (fully) simple disks because the only two possible boundaries of length 2 are simple in
genus 0. If the two vertices get identied in the non-degenerate case, either the genus is increased or
an internal face of length 1 appears, which is not possible because we are counting quadrangulations.
` Q = 0 1 2 3 4 5 6 7 8
2 1 2 9 54 378 2916 24057 208494 1876446
4 2 9 54 378 2916 24057 208494 1876446 17399772
6 5 36 270 2160 18225 160380 1459458 13646880 130489290
8 14 140 1260 11340 103950 972972 9287460 90221040 890065260
Figure 2.2: Number of ordinary disks with boundary of length ` and Q quadrangles.
We also remark that the [tQ]Hk in the second table are (much) smaller than the corresponding
[tQ]Fk, and for small number of quadrangles some of them are 0, which makes sense due to the strong
geometric constraints to form maps with simple boundaries and a small number of internal faces.
k Q = 0 1 2 3 4 5 6 7 8
2 1 2 9 54 378 2916 24057 208494 1876446
4 0 1 10 90 810 7425 69498 663390 6444360
6 0 0 3 56 756 9072 103194 1143072 12492144
8 0 0 0 12 330 5940 89100 1211760 15540822
Figure 2.3: Number of simple disks with boundary of length k and Q quadrangles.
2.2.2.2 Cylinders
We explore now the number of cylinders imposing dierent constraints to the boundaries: [tQ]F`1,`2
(ordinary) and [tQ]Hk1,k2 (fully simple), and also [tQ]Gk1|`1 (one simple boundary, one ordinary
boundary) and [tQ]Gk1,k2| (simple) given by the formulas (2.7) and (2.8) respectively.
Since we know how to convert an unmarked quadrangle into an ordinary boundary of length 4,
we can relate the outcomes for cylinders with at least one of the boundaries being ordinary of length
4 to the previous results for disks as follows:
• 4 ∂∂tF`1 = F`1,4 ⇒ 4Q[tQ]F`1 = [tQ−1]F`1,4,
• 4 ∂∂tGk1 = Gk1|4 ⇒ 4Q[tQ]Gk1 = [tQ−1]Gk1|4.
If the sum of the lengths of the two boundaries is odd, the number of quadrangulations is obviously 0.
Observe that the results also satisfy the following inequalities:
[tQ]Fl1,l2 > [tQ]Gl1|l2 > [tQ]Gl1,l2 > [tQ]Hl1,l2 ,
which are compatible with the combinatorial interpretation that eorem 2.2.2 oers, since we are
imposing further constraints whenever we force a boundary to be simple or, even more, fully simple.
We also obtain more and more zeroes for small number of quadrangles as we impose stronger
conditions on the boundaries.
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(`1, `2) Q = 0 1 2 3 4 5 6 7 8
(1,1) 1 3 18 135 1134 10206 96228 938223 9382230
(3,1) 3 18 135 1134 10206 96228 938223 9382230 95698746
(5,1) 10 90 810 7560 72900 721710 7297290 75057840 782989740
(7,1) 35 420 4410 45360 467775 4864860 51081030 541326240 5785424190
(9,1) 126 1890 22680 255150 2806650 30648618 334348560 3653952120 40052936700
(2,2) 2 12 90 756 6804 64152 625482 6254820 63799164
(4,2) 8 72 648 6048 58320 577368 5837832 60046272 626391792
(6,2) 30 360 3780 38880 400950 4169880 43783740 463993920 4958935020
(8,2) 112 1680 20160 226800 2494800 27243216 297198720 3247957440 335602610400
(3,3) 12 108 972 9072 87480 866052 8756748 90069408 939587688
(5,3) 45 540 5670 58320 601425 6254820 65675610 695990880 7438402530
(7,3) 168 2520 30240 340200 3742200 40864824 445798080 4871936160 53403915600
(9,3) 630 11340 153090 1871100 21891870 250761420 2841962760 32042349360 360476430300
(4,4) 36 432 4536 46656 481140 5003856 52540488 556792704 5950722024
(6,4) 144 2160 25920 291600 3207600 35026992 382112640 4175945280 45774784800
(8,4) 560 10080 136080 1663200 19459440 222899040 2526189120 28482088320 320423493600
Figure 2.4: Number of ordinary cylinders with boundaries of lengths (`1, `2) and Q quadrangles:
[tQ]F`1,`2 .
(k1, `1) Q = 0 1 2 3 4 5 6 7 8
(1,1) 1 3 18 135 1134 10206 96228 938223 9382230
(3,1) 0 3 36 378 3888 40095 416988 4378374 46399392
(5,1) 0 0 15 315 4725 62370 773955 9287460 109306260
(7,1) 0 0 0 84 2520 49140 793800 11566800 158233824
(9,1) 0 0 0 0 495 19305 463320 8860995 148551975
(2,2) 2 12 90 756 6804 64152 625482 6254820 63799164
(4,2) 0 8 120 1440 16200 178200 1945944 21228480 231996960
(6,2) 0 0 42 1008 16632 235872 3095820 38864448 474701472
(8,2) 0 0 0 240 7920 166320 2851200 43623360 621632880
(1,3) 3 18 135 1134 10206 96228 938223 9382230 95698746
(3,3) 3 36 378 3888 40095 416988 4378374 46399392 495893502
(5,3) 0 15 315 4725 62370 773955 9287460 109306260 1271521800
(7,3) 0 0 84 2520 49140 793800 11566800 158233824 2076818940
(9,3) 0 0 0 495 19305 463320 8860995 148551975 2287700415
(2,4) 8 72 648 6048 58320 577368 5837832 60046272 626391792
(4,4) 4 80 1080 12960 148500 1667952 18574920 206219520 2288739240
(6,4) 0 24 672 12096 181440 2476656 32006016 399748608 4882643712
(8,4) 0 0 144 5280 118800 2138400 33929280 497306304 6911094960
Figure 2.5: Number of cylinders with the rst boundary simple of length k1 and the second boundary
ordinary of length `1: [tQ]Gk1|`1 .
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(k1, k2) Q = 0 1 2 3 4 5 6 7 8
(1,1) 1 3 18 135 1134 10206 96228 938223 9382230
(1,3) 0 3 36 378 3888 40095 416988 4378374 46399392
(1,5) 0 0 15 315 4725 62370 773955 9287460 109306260
(1,7) 0 0 0 84 2520 49140 793800 11566800 158233824
(1,9) 0 0 0 0 495 19305 463320 8860995 148551975
(2,2) 2 12 90 756 6804 64152 625482 6254820 63799164
(2,4) 0 8 120 1440 16200 178200 1945944 21228480 231996960
(2,6) 0 0 42 1008 16632 235872 3095820 38864448 474701472
(2,8) 0 0 0 240 7920 166320 2851200 43623360 621632880
(3,3) 3 27 252 2457 24705 253935 2653560 28089828 300480678
(3,5) 0 15 270 3690 45900 547560 6395760 73862280 847681200
(3,7) 0 0 84 2268 41076 628992 8808912 116940348 1499730876
(3,9) 0 0 0 495 17820 402435 7341840 118587645 1772680140
(4,4) 4 48 536 5952 66132 735696 8196552 91476864 1022868648
(4,6) 0 24 504 7728 105336 1354752 16855776 205426368 2469577896
(4,8) 0 0 144 4320 85200 1401120 20856960 291942144 3922233840
Figure 2.6: Number of simple cylinders with boundaries of lengths (k1, k2) and Q quadrangles:
[tQ]Gk1,k2 .
(k1, k2) Q = 0 1 2 3 4 5 6 7 8
(1,1) 0 1 9 81 756 7290 72171 729729 7505784
(1,3) 0 0 6 108 1458 17820 208494 2388204 27066312
(1,5) 0 0 0 35 945 17010 257985 3572100 46845540
(1,7) 0 0 0 0 210 7560 170100 3084480 49448070
(1,9) 0 0 0 0 0 1287 57915 1563705 33011550
(2,2) 0 0 6 108 1458 17820 208494 2388204 27066312
(2,4) 0 0 0 40 1080 19440 294840 4082400 53537760
(2,6) 0 0 0 0 252 9072 204120 3701376 59337684
(2,8) 0 0 0 0 0 1584 71280 1924560 40629600
(3,3) 0 0 0 48 1296 23328 353808 4898880 64245312
(3,5) 0 0 0 0 315 11340 255150 4626720 74172105
(3,7) 0 0 0 0 0 2016 90720 2449440 51710400
(3,9) 0 0 0 0 0 0 12870 694980 21891870
(4,4) 0 0 0 0 300 10800 243000 4406400 70640100
(4,6) 0 0 0 0 0 2016 90720 2449440 51710400
(4,8) 0 0 0 0 0 0 13200 712800 22453200
Figure 2.7: Number of fully simple cylinders with boundaries of lengths (k1, k2) and Q quadrangles:
[tQ]Hk1,k2 .
Observe that forcing a boundary of length 1 or 2 to be simple does not have any eect in the planar
case and therefore the corresponding rows in the rst three tables coincide. However, imposing that
the cylinder is fully simple is much stronger, so in the last table (Figure 2.7) all the entries are (much)
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smaller.
2.2.2.3 Tori with 1 boundary
We compute
ω1,1(z) =
z3(tc4z4 + z2(1− 5tc4) + tc4)
c(z2 − 1)5(1− 3tc4)2 dz, (2.12)
ωˇ1,1(z) =
3t2c9z5[(3tc4 − 2)z4 + 3tc4(9tc4 − 1)z2 − 27t3c12]
(3tc4 − z2)5(1− 3tc4)2 dz. (2.13)
We present in Figure 2.8 the number of tori with 1 ordinary boundary of perimeter ` andQ internal
quadrangles, as given by eorem 1.5.4.
` Q = 0 1 2 3 4 5 6 7 8
2 0 1 15 198 2511 31266 385398 4721004 57590271
4 1 15 198 2511 31266 385398 4721004 57590271 700465482
6 10 150 1980 25110 312660 3853980 47210040 575902710 7004654820
8 70 1190 16590 216720 2748060 34286480 423600030 5199957000 63549802260
10 420 8190 122850 1678320 21925890 279389250 3505914090 43551655560 537235675200
12 2310 51282 831600 11962566 162074682 2121490602 27174209832 343061095608 4287091638060
14 12012 300300 5261256 79891812 1126377252 15198795612 199385314128 2565902298960 32572738238040
Figure 2.8: [tQ]F [1]` .
For comparison, we present the coecients [tQ] Fˇ [1]k in the same range. Again, it is remarkable that
they are all nonnegative integers; Conjecture 2.2.1 proposes a combinatorial interpretation for them.
We also remark that they are always (much) smaller than the corresponding [tQ]F [1]` , and that some
of them for small number of quadrangles are 0, which indicates as before that they may be counting a
subclass of ordinary maps.
Due to the strong geometric constraints to form maps with simple boundaries and few internal
faces, our observations support that the [tQ] Fˇ [1]k may indeed be counting fully simple tori with Q
quadrangles.
Moreover, we can give the following simple combinatorial argument to prove the conjecture pro-
vides the right answer for ` = 2:
Remark 2.2.3. F [1]2 = H1,1 +H
[1]
2 .
Proof. Ordinary tori with a boundary of length 2 can be of the following two types:
• e boundary is simple and the two edges are not identied. is type of ordinary tori are
exactly the fully simple tori, counted by H [1]2 .
• e two edges of the boundary are not identied, but the two vertices are, hence the boundary
forms a non-trivial cycle of the torus. is type of ordinary tori are obviously in bijection with
fully simple cylinders with boundary lengths (1, 1), counted byH1,1, since one can just glue the
vertices of the two boundaries of the cylinder to recover the torus. 
Observing our data, we nd that for Q = 0, . . . , 8, we have [tQ](Fˇ [1]2 = F
[1]
2 −H1,1). us, from
the remark, we get [tQ]Fˇ [1]2 = [tQ]H
[1]
2 , up to at least Q = 8 quadrangles. We are going to provide
now explicit formulas for genus 1, which will, in particular, help us prove this for all Q > 0.
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Let φm = c2m 1+(m−1)
√
1−12t
1−12t , where we recall from (2.11) that c
2 = 1−
√
1−12t
6t . en,
F
[1]
2(m+1) =
(2m+ 1)!
6n!2
φm, for m > 0, (2.14)
Fˇ
[1]
2m =
(3m)! tm+1
4m!(2m− 1)! φ3m+1, for m > 1. (2.15)
More explicitly, the number of ordinary (and of conjectural fully simple) tori with one boundary can
be computed with the following expansion:
φm =
∑
n>0
(
mrm,n + (1−m)
n−1∑
i=0
rm,i
2 · 3n−i
n− i
Ç
2(n− i− 1)
n− i− 1
å)
(3t)n, (2.16)
where
c2m
1− 12t =
∑
i>0
rm,i(3t)
i,
with
rm,i = 2
m+2i − 1
2
m/2∑
j=0
(−1)j
Ç
m− j − 1
j
åÇ
2(m+ i− j)
m+ i− j
å
. (2.17)
e formulas (2.14)-(2.15) can be directly extracted from the expressions obtained from TR: (2.12)-
(2.13), and the explicit coecients (2.17) can be computed using Lagrange inversion.
Remarkably, both (2.14) and (2.15) are given in terms of the same φm with a shied index, a shied
power of t and dierent, but simple, combinatorial prefactors. is suggests that if our conjecture 2.2.1
is true, there is an equivalent underlying combinatorial problem for ordinary and fully simple rooted
tori that is worth investigating.
We can now conrm our conjectural formula for fully simple rooted tori, for ` = 2:
Remark 2.2.4. Fˇ [1]2 = H
[1]
2 .
Proof. From our result for cylinders 2.2.2, we can extract the simple closed formula:
H1,1 = c
6t.
Now, using our explicit expressions (2.14) and (2.15), it can be checked that F [1]2 = H1,1 + Fˇ
[1]
2 . Hence
the claim follows from our previous Remark 2.2.3.
k Q = 0 1 2 3 4 5 6 7 8
2 0 0 6 117 1755 23976 313227 3991275 50084487
4 0 0 0 105 2925 55215 885330 13009005 181316880
6 0 0 0 0 1260 46116 1065960 19983348 332470656
8 0 0 0 0 0 12870 585090 16073640 346928670
10 0 0 0 0 0 0 120120 6531525 208243035
12 0 0 0 0 0 0 0 1058148 66997476
14 0 0 0 0 0 0 0 0 8953560
Figure 2.9: [tQ]H [1]k .
If our conjecture is true, (2.16) would provide the rst formula counting a class of fully simple maps
for positive genus g > 0.
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2.2.2.4 Pairs of pants: evidence for conjecture for even boundary lengths
Very recently, Bernardi and Fusy [BF18] were able to count, via a bijective procedure, the number
of planar fully simple quadrangulations with boundaries of prescribed even lengths. We write their
formula here in terms of our notations:
eorem 2.2.5. Let Q be the number of internal quadrangles and k1, . . . , kn positive even integers with
L =
∑n
i=1 ki the total boundary length. If v = Q− L2 − n+ 2 > 0, in which case it counts the number
of internal vertices, we have that the number of planar fully simple quadrangulations is given by
[tQ]Hk1,...,kn = α(Q,L, n)
n∏
i=1
ki
Ç
3
2ki
ki
å
. (2.18)
where α(Q,L, n) := 3
Q−L2 (e−1)!
v!(L+Q)! , with e =
L
2 + 2Q the total number of edges.
is formula reproduces the number of fully simple disks [tQ]Hk and cylinders [tQ]Hk1,k2 in our
Figures 2.3 and 2.7, for even boundary lengths k, k1, k2. erefore, it can be recovered from our e-
orem 2.2.2 for those base topologies.
More importantly, we checked that our conjectural numbers of fully simple pairs of pants give
indeed the right numbers for even boundary lengths 1 6 k1, k2, k3 6 8:
[tQ]Fˇk1,k2,k3 = Hk1,k2,k3 , for 0 6 Q 6 8,
thus providing solid evidence for our Conjecture 2.2.1 in the case of quadrangulations of topology
(0, 3).
From our data for cylinders and pairs of pants, one can propose a similar formula for fully simple
quadrangulations with (any) prescribed boundary lengths:
[tQ]Hk1,...,kn = α(Q,L, n)
n∏
i=1
ε(ki), (2.19)
where
ε(k) :=

(3l)!
l!(2l−1)! , if k = 2l,√
3 (3l+1)!l!(2l)! , if k = 2l + 1.
is formula is a conjectural generalization of (2.18) to include the presence of odd boundary lengths.
Observe that since the total length L has to be even, the number of odd lengths also has to be even,
hence only factors of 3 will appear for every extra pair of odd lengths.
Again, the case of [tQ]Hk1,k2 with k1 and k2 odd can be proved from our eorem 2.2.2.
2.3 Fully simple pairs of pants
Since we have strong evidence for our Conjecture 2.2.1 in the case of the topology (0, 3), we state here
as a consequence a formula relating the generating series of ordinary and fully simple pairs of pants.
Observe that the dierential of any meromorphic function f is given by
df(p) = Res
z→p B(p, z) f(z).
Let us denote collectively the zeroes of dx by a, and by b the zeroes of dw. Using the formula in
[EO07a, eorem 4.1], we get that
ω
[0]
3 (z1, z2, z3) = Resz→a −
B(z, z1)B(z, z2)B(z, z3)
dx(z)dw(z)
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and
ωˇ
[0]
3 (z1, z2, z3) = Res
z→b
−B(z, z1)B(z, z2)B(z, z3)
dx(z)dw(z)
,
where the residue at a set means the sum over residues at every point in the set.
Using also that for any meromorphic 1-form α on a compact algebraic curve, which is the case for
the spectral curve for maps, we have that∑
p
Res
z→p α(z) = 0,
we obtain:
ω
[0]
3 (z1, z2, z3) + ωˇ
[0]
3 (z1, z2, z3) = Resz→z1,z2,z3
B(z, z1)B(z, z2)B(z, z3)
dx(z)dy(z)
(2.20)
= d1
[B(z1, z2)B(z1, z3)
dx(z1)dy(z1)
]
+ d2
[B(z2, z1)B(z2, z3)
dx(z2)dy(z2)
]
+ d3
[B(z3, z1)B(z3, z2)
dx(z3)dy(z3)
]
.
2.4 Generalization to stued maps
We refer the reader to the section 1.1.4 for an introduction to stued maps. We recall the intuitive idea
that this concept generalizes usual maps in the following sense: stued maps are built from the same
pieces as usual maps allowing internal faces to have any topology now, in contrast to the condition
that all faces have to be of the topology of the disk for usual maps.
Since all the results in Sections 2.1.1 and 2.1.2 for the generating series of maps only aect the
boundaries and do not use the condition that internal faces have the topology of the disk at all, the
statements and proofs are still valid in the more general seing of stued maps.
2.4.1 Conjecture for maps carrying a loop model
Usual maps carrying self-avoiding loop congurations are equivalent to stued maps for which we
allow unlabeled elementary 2-cells to have the topology of a disk (usual faces) or of a cylinder (rings
of faces carrying the loops). By equivalence, we mean here an equality of generating series aer a
suitable change of formal variables.
As we mentioned in 1.5.3.1, the generating series of ordinary maps with loops obey the topological
recursion, with initial data ω0,1 and ω0,2 again given by the corresponding generating series of disks
and cylinders. As of now, explicit expressions for ω0,1 and ω0,2 are only known for a restricted class
of model with loops, e.g. those in which loops cross only triangle faces [GK89b, EK95, BE11] maybe
taking into account bending [BBG12b].
e analog of Conjecture 2.2.1 for O(n) congurations reads:
Conjecture 2.4.1. Aer the exchange transformation (x,w) → (−w, x) in the initial data of TR for
ordinary maps with loops, the TR amplitudes enumerate fully simple maps carrying a loop model.
A proof of this conjecture could be given along the lines of Section 3.3 if one could rst establish
that the topological recursion governs the topological expansion in the formal matrix model
dµ(M)=dM exp
Ç
NTr(MA)−N Tr M
2
2
+
∑
h>0
∑
k>1
∑
d>1
N
td
d
TrMd+
∑
d1,d2>1
td1,d2
d1d2
TrMd1 TrMd2
å
which depends on the external hermitian matrix A.
According to our previous remark, the conjecture is true for disks and cylinders due to the validity
of our eorem 2.2.2.
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2.4.2 Vague conjecture for stued maps
It was proved in [Bor14] that the generating series of ordinary stued maps satisfy the so-called
blobbed topological recursion, which was axiomatized in [BS17]. In this generalized version of the
topological recursion, the invariants ω[g]n are determined by ω[0]1 and ω
[0]
2 as before, and additionally by
the so-called blobs φ[g]n for stable topologies, 2g−2+n> 0. We conjecture that, aer the same change
of variables, and a transformation of the blobs still to be described, the blobbed topological recursion
will enumerate fully simple stued maps. Again, according to our previous remark, this conjecture is
true for disks and cylinders (whose expression do not involve the blobs).
Chapter 3
Matrix model interpretation
In this chapter we introduce what we will call ordinary and fully simple amplitudes for any unitarily
invariant measure in the space HN of N × N hermitian matrices. We will also nd that these two
types of correlators can be related through monotone Hurwitz numbers, bringing another interesting
problem into play. Later, we explain that for particular measures, these can be seen as matrix models
for our combinatorial problems from the previous chapter: ordinary and fully simple maps. is inter-
pretation motivated the name we gave to the general correlators. Finally, we give a path to a possible
proof of our conjecture for usual maps that aer exchanging x and y in the spectral curve for ordinary
maps, we obtain a spectral curve whose correlators will enumerate fully simple maps.
3.1 Ordinary and fully simple correlators for unitarily invariant ma-
trix models
We consider an arbitrary measure dµ(M) on the space HN of N × N hermitian matrices which is
invariant under conjugation by a unitary matrix. IfO is a polynomial function of the entries ofM , we
denote 〈O(M)〉 its expectation value with respect to dµ(M):
〈O(M)〉=
∫
HN dµ(M)O(M)∫
HN dµ(M)
.
And, ifO1, . . . ,On are polynomial functions of the entries ofM , we denote κn(O1(M), . . . ,On(M))
their cumulant with respect to the measure dµ(M).
If γ= (c1 c2 . . . c`) is a cycle of the symmetric group SN , we denote
Pγ(M) :=Mc1,c2 Mc2,c3 · · ·Mc`−1,c`Mc`,c1 =
∏`
m=1
Mcm,γ(cm).
We denote l(γ) the length of the cycle γ.
We will be interested in two types of expectation values:
〈 n∏
i=1
TrMLi
〉
and
〈 n∏
i=1
Pγi(M)
〉
, (3.1)
where (Li)ni=1 is a sequence of nonnegative integers, and (γi)ni=1 is a sequence of pairwise disjoint
cycles in SN with l(γi) =Li – the laer imposesN to be larger than L=
∑n
i=1 l(γi). e rst type of
expectation value will be called ordinary, and the second one fully simple. e terms may be used for
the “disconnected” version (3.1), or for the “connected” version obtained by taking the cumulants in-
stead of the expectation values of the product. is terminology will be justied by their combinatorial
interpretation in terms of ordinary and fully simple maps in Section 3.2.
Remark 3.1.1. e unitary invariance of µ implies its invariance under conjugation of M by a per-
mutation matrix of size N . As a consequence, fully simple expectation values only depend on the
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conjugacy class of the permutation γ1 · · · γn, thus on the partition λ encoding the lengths `i of γi. We
can then use without ambiguity the following notations:〈∏n
i=1 Pγi(M)
〉
=
¨
Pλ(M)
∂
=
〈∏n
i=1 P(`i)(M)
〉
, and
κn(Pγ1(M), . . . ,Pγn(M)
ä
=κn
Ä
P(`1)(M), . . . ,P(`n)(M)
ä
.
If N <L, we convene that these quantities are zero.
3.1.1 Weingarten calculus
If the (formal) measure on M is invariant under conjugation by a unitary matrix of size N , it should
be possible to express the fully simple observables in terms of the ordinary ones – independently of
the measure on M . is precise relation will be described in eorem 3.1.8. We rst introduce the
representation theory framework which proves and explains this result.
3.1.1.1 Preliminaries on symmetric functions
e character ring of GLN (C) – i.e. polynomial functions of the entries of M , which are invariant
by conjugation – is generated by pl(M) = TrM l for l> 0. It is isomorphic to the ring of symmetric
functions in N variables
BN =Q[x1, . . . , xN ]SN ,
tensored over C.
Let λ be a partition of an integer L> 0. We will use here all the notations introduced in Section1.2.
We recall the notationCλ for the conjugacy class inSL described by the partition λ. We also denote β
an element in Cλ.
e power sum functions p[β](M) = pλ(M) :=
∏`(λ)
i=1 pλi(M) with `(λ)6N form a linear basis of
the character ring of GLN (C). Another linear basis is formed by the Schur functions sλ(M) with
`(λ)6N , which have the following expansion in terms of power sum functions:
sλ(M) =
1
L!
∑
µ`L
|Cµ|χλ(Cµ) pµ(M), L= |λ|, (3.2)
where χλ are the characters of SL.
e BN are graded rings, where the grading comes from the total degree of a polynomial. We will
work with the graded ring of symmetric polynomials in innitely many variables, dened as
B= lim
∞←N
BN .
is is the projective limit using the restriction morphisms BN+1→BN sending p(x1, . . . , xN+1) to
p(x1, . . . , xN , 0). By construction, if r∈B, it determines for any N > 0 an element ιN [r]∈BN by
seing
ιN [r](x1, . . . , xN ) = r(x1, . . . , xN , 0, 0, . . .).
We oen abuse notation and write r(x1, . . . , xN ) for this restriction to N variables. In fact, B is a free
graded ring over Q with one generator pk in each degree k> 1. e power sums pλ and the Schur
elements sλ are two homogeneous linear bases for B, abstractly related via (3.2). A description of the
various bases for B and their properties in relation to representation theory can be found in [FH04].
Let B(d) denote the (nite-dimensional) subspace of homogeneous elements of B of degree d. We
later need to consider the tensor product of B with itself, dened by
B⊗ˆB :=
⊕
d>0
( ⊕
d1+d2=d
B(d1) ⊗ B(d2)
)
.
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3.1.1.2 Moments of the Haar measure
Unlike ∏ni=1 TrMLi , the expression ∏ni=1 Pγi(M) is not unitarily invariant. However, the unitary
invariance of the measure implies that〈 n∏
i=1
Pγi(M)
〉
=
〈 ∫
UN
dU
n∏
i=1
Pγi(UMU †)
〉
, (3.3)
where dU is the Haar measure on the unitary group. Moments of the entries of a random unitary
matrix distributed according to the Haar measure can be computed in terms of representation theory
of the symmetric group: this is Weingarten calculus [Col03]. If N > 1 and L> 0 are two integers, the
Weingarten function is dened as
GN,L(β) :=
1
L!2
∑
λ`L
χλ(id)
2χλ(β)
sλ(1N )
, for β ∈SL.
Note that it only depends on the conjugacy class of β.
eorem 3.1.2. [Col03]∫
UN
dU
Ç L∏
l=1
Ual,blU
†
b′
l
,a′
l
å
=
∑
β,τ∈SL
Ç L∏
l=1
δal,a′β(l)
δbl,b′τ(l)
å
GN,L(βτ
−1).
3.1.1.3 From fully simple to ordinary
We will use this formula to compute (3.3). Let (γi)ni=1 be pairwise disjoint cycles:
γi = (ji,1 ji,2 . . . ji,Li).
We denote H∂ =⊔ni=1{i} × (Z/LiZ),
L= |H∂ |=
n∑
i=1
Li
and ϕ∂ ∈SH∂ the product of the cyclic permutations sending (i, l) to (i, l + 1 mod Li). Our nota-
tions here are motivated by the fact that when we take a certain specialization of the measure dµ in
Section 3.2, H∂ will refer to the set of half-edges belonging to boundaries of a map and ϕ∂ will be the
permutation whose cycles correspond to the boundaries.
Proposition 3.1.3.〈 n∏
i=1
Pγi(M)
〉
=
∑
µ`L
G˜N,L(Cµ, ϕ
∂)
¨
pµ(M)
∂
=
∑
λ`L
χλ(ϕ
∂)χλ(id)
L! sλ(1N )
¨
sλ(M)
∂
,
with
G˜N,L(C, β) =
1
L!2
∑
λ`L
|C|χλ(C)χλ(β) χλ(id)
sλ(1N )
, for β ∈SL.
Proof. If M is a hermitian matrix, we denote Λ its diagonal matrix of eigenvalues – dened up to
permutation. We then have∫
dU
n∏
i=1
Pγi(UMU †) =
∑
16ai,l6N
(i,l)∈H∂
∫
UN
dU
∏
(i,l)∈H∂
Λai,lUji,l,ai,lU
†
ai,l,jϕ∂ (i,l)
,
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in which we can substitute eorem 3.1.2. We obtain a sum over ρ, τ ∈SH∂ of terms involving∑
16ai,l6N
(i,l)∈H∂
∏
(i,l)∈H∂
Λai,lδji,l,jρ(ϕ∂ (i,l))δai,l,aτ(i,l) = p[τ ](Λ)
∏
(i,l)∈H∂
δji,l,jρ(ϕ∂ (i,l)) .
As p[τ ](Λ) is unitarily invariant, it is also equal to p[τ ](M). Since we assumed the ji,l pairwise disjoint,
this is non-zero only if ρ= (ϕ∂)−1. erefore〈 n∏
i=1
Pγi(M)
〉
=
∑
τ∈S
H∂
¨
p[τ ](M)
∂
GN,L
Ä
(ϕ∂)−1τ−1
ä
=
∑
µ`L
¨
pµ(M)
∂
G˜N,L(Cµ, ϕ
∂), (3.4)
with
G˜N,L(C, β) =
∑
τ∈C
GN,L(β
−1τ),
as τ and τ−1 are in the same conjugacy class. To go further, we recall the Frobenius formula:
Lemma 3.1.4. See e.g. [Zag04, eorem 2]. If C1, . . . , Ck are conjugacy classes of SL, the number of
permutations βi ∈Ci such that β1 ◦ · · · ◦ βL = id is
N (C1, . . . , Ck) = 1
L!
∑
λ`L
∏k
i=1 |Ci|χλ(Ci)
χλ(id)k−2
.
Since GN,L(β) only depends on the conjugacy class of β, we compute:
G˜N,L(C, β) =
1
|[β]|
∑
µ`L
N (C,Cµ, [β])GN,L(Cµ)
=
∑
µ,λ,λ′`L
Ç |C|χλ′(C) |Cµ|χλ′(Cµ)χλ′(β)
L!χλ′(id)
å
χλ(id)
2χλ(Cµ)
sλ(1N )L!2
.
e orthogonality of characters of the symmetric group gives
1
L!
∑
µ`L
|Cµ|χλ′(Cµ)χλ(Cµ) = δλ,λ′ .
erefore
G˜N,L(C, β) =
1
L!2
∑
λ`L
|C|χλ(C)χλ(β) χλ(id)
sλ(1N )
.
e claim in terms of Schur functions is found by performing the sum over conjugacy classes C in
(3.4) with the help of (3.2). 
3.1.1.4 Dependence in N
In eorem 3.1.2, the only dependence in the matrix size N comes from the denominator. For a cell
(i, j) in a Young diagram Yλ, let hookλ(i, j) be the hook length at (i, j), where i= 1, . . . , `(λ) is the
row index and j= 1, . . . , λi is the column index. We have the following hook-length formulas, see e.g.
[FH04]
χλ(id) =
L!∏
(i,j)∈Yλ hookλ(i, j)
, (3.5)
sλ(1N ) =
∏
(i,j)∈Yλ
(N + j − i)
hookλ(i, j)
. (3.6)
3.1. Ordinary and fully simple correlators for unitarily invariant matrix models 85
erefore
G˜N,L(C, β) =
1
L!
∑
λ`L
|C|χλ(C)χλ(β)∏
(i,j)∈Yλ(N + j − i)
.
e specialization of formula (3.2) gives another expression of sλ(1N ), and thus of G˜N,L(C, β):
sλ(1N ) =
NLχλ(id)
L!
Ç
1 +
∑
µ`L
Cµ 6=[1]
N−t(Cµ)
|Cµ|χλ(Cµ)
χλ(id)
å
,
where t(C) =L− `(C). We obtain that
G˜N,L(C, β) =
N−L
L!
∑
λ`L
∑
k>0
(−1)k
∑
µ1,...,µk`L
Cµi 6=[1]
|C|χλ(C)χλ(β)∏ki=1N−t(Cµi )|Cµi |χλ(Cµi)
χλ(id)k
.
If we introduce
A
(d)
L,k(C, β) =
1
|[β]|
∑
µ1,...,µk`L∑
i
t(Cµi )=d
t(Cµi )>0
N (C, [β], Cµ1 , . . . , Cµk),
we can write G˜N,L(C, β) in a compact way
G˜N,L(C, β) =
∑
d>0
N−(L+d)
Ç d∑
k=0
(−1)kA(d)L,k(C, β)
å
. (3.7)
Recall that ϕ∂ has n cycles. A priori, G˜N,L(C,ϕ∂)∈O(N−L), but in fact there are stronger restric-
tions:
Lemma 3.1.5. We have a large N expansion of the form:
G˜N,L(C,ϕ
∂) =
∑
g>0
N−(L+`(C)−n+2g)G˜(g)L (C,ϕ
∂).
where G˜(g)L does not depend on N .
Proof. e argument follows [Col03]. A(d)L,k(C,ϕ∂) counts the number of permutations τ, β1, . . . , βk ∈
SL such that τ ∈C , βi 6= id, ∑ki=1 t(βi) = d and
τ ◦ ϕ∂ ◦ β1 ◦ · · · ◦ βk = id. (3.8)
Note that |t(σ)− t(σ′)|6 t(σσ′)6 t(σ) + t(σ′) and thus,
|`(C)− n|= |t(ϕ∂)− t(τ)|6 t(β1 · · ·βk)6
k∑
i=1
t(βi) = d.
erefore, the coecient of N−(L+d) in (3.7) is zero unless d> |`(C) − n|. A fortiori we must have
d> `(C)− n. Also, computing the signature of (3.8) we must have
(−1)(L−n)+(L−`(C))+
∑
i
t(βi) = 1,
i.e. n− `(C) + d is even. We get the claim by calling this even integer 2g. 
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3.1.2 Transition matrix via monotone Hurwitz numbers
We dispose of a general theory relating representation theory, Hurwitz numbers and 2d Toda tau
hierarchy, which was pioneered by Okounkov [Oko00] and to which many authors contributed. For
instance, it is clearly exposed in [Fel07, GPH15]. It relies on three isomorphic descriptions of the vector
space B: as the ring of symmetric functions in innitely many variables, the direct sum of the centers
of the group algebras of the symmetric groups, and the charge 0 subspace of the Fock space (aka semi-
innite wedge). Aer reviewing the aspects of this theory which are relevant for our purposes, we
apply it in Section 3.1.2.2 to obtain a nicer form of Proposition 3.1.3, namely expressing the transition
matrix between ordinary and fully simple observables in terms of monotone Hurwitz numbers.
We refer the reader to the Section 1.2 in the introduction of the thesis for a review on the dierent
characterizations of Hurwitz numbers and their relation to an action of the center of the symmetric
group algebra on itself via Jucys-Murphy elements.
3.1.2.1 Hypergeometric tau-functions
We consider Frobenius’ characteristic map
Φ :
⊕
L>0
Z(Q[SL])−→B
dened by
Φ(Cˆλ) =
pλ
|Autλ| =
|Cλ| pλ
L!
, |λ|=L.
is map is linear and it is a graded isomorphism – namely it sends Z(Q[SL]) to B(L). is denition
together with the formula (3.2) and the formula for change of basis (1.15) imply that
Φ(Πˆλ) =
χλ(id)
L!
sλ.
e action of Z(Q[SL]) on itself by multiplication can then be assembled into an action of B on itself.
Concretely, if r∈B this action is given via Jucys-Murphy elements Jˆ by
r(Jˆ) := Φ ◦
Ç⊕
L>0
r
Ä
(Jˆk)
L
k=2, 0, 0, . . .
äå
◦ Φ−1.
Denition 3.1.6. A hypergeometric tau-function is an element of B⊗ˆB of the form∑λAλ sλ⊗ sλ for
some scalar-valued λ 7→Aλ function which is a content function.
Remark 3.1.7. A 2d Toda tau-function is an element ofB⊗ˆBwhich satises the Hirota bilinear equations
– these are the analog of Plu¨cker relations in the Sato Grassmannian. It is known that, if A is a
content function, ∑λAλsλ ⊗ sλ is a 2d Toda tau-function [OS01, Car15]. We adopt here the name
“hypergeometric” coined by Harnad and Orlov for those particular 2d Toda tau-functions. Let us
mention there exist 2d Toda tau-functions which are diagonal in the Schur basis but with coecients
which are not content functions.
We can identify B⊗ˆB with the ring of symmetric functions in two innite sets of variables z=
(z1, z2, . . .) and z˜= (z˜1, z˜2, . . .). ere is a trivial hypergeometric tau-function:
T∅ := exp
(∑
k>1
1
k
pk(z) pk(z˜)
)
=
∞∏
i,j=1
1
1− ziz˜j =
∑
λ
sλ(z) sλ(z˜) =
∑
µ
1
|Autµ| pµ(z) pµ(z˜),
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where the two last sums are over all partitions and for the equality in the middle we have used Cauchy-
Lilewood formula [Mac95, Chapter 1].
An element r∈B acts on the set of hypergeometric tau-functions by action on the rst factor via
r(Jˆ)⊗ Id. More concretely, the action on T∅ reads
Tr =
∑
λ
r(contλ) sλ ⊗ sλ =
∑
L>0
∑
|λ|=|µ|=L
Rλ,µ pλ ⊗ pµ , (3.9)
where Rλ,µ are double Hurwitz numbers, which we introduces in Section 1.2.4.
3.1.2.2 Main result
We prove that the transition matrix from ordinary to fully simple expectation values is given by double
weakly monotone Hurwitz numbers [Hk]λ,µ (with signs), while the transition matrix from fully simple
to ordinary is given by the double strictly monotone Hurwitz numbers [Ek]µ,λ.
eorem 3.1.8. With respect to any UN -invariant measure on the space HN of N ×N hermitian ma-
trices, we obtain ¨
Pλ(M)
∂
|Autλ| =
∑
µ`|λ|
N−|µ|
(∑
k>0
(−N)−k[Hk]λ,µ
)¨
pµ(M)
∂
,¨
pµ(M)
∂
|Autµ| =
∑
λ`|µ|
N |λ|
(∑
k>0
N−k[Ek]µ,λ
)¨
Pλ(M)
∂
,
where [Ek]µ,λ (resp. [Hk]λ,µ) are the double Hurwitz numbers related to the elementary symmetric (resp.
complete symmetric) polynomials.
Proof. We introduce an auxiliary diagonal matrix M˜ and deduce from Proposition 3.1.3 and Equa-
tion (3.2) that
1
L!
∑
λ`L
|Cλ| pλ(M˜)
¨
Pλ(M)
∂
=
∑
µ`L
χµ(id)
L! sµ(1N )
sµ(M˜)
¨
sµ(M)
∂
. (3.10)
e formulas (3.5)-(3.6) show that χµ(id)L! sµ(1N ) is a content function coming from the complete symmetric
polynomials1
χµ(id)
L! sµ(1N )
=
∏
(i,j)∈Yµ
1
N + cont(i, j)
=N−|µ|
∑
k>0
(−N)−k hk(contµ). (3.11)
We denote rN the corresponding element of B[[N−1]]. e identity (3.10) then translates into:
1
L!
∑
λ`L
|Cλ| pλ(M˜)
¨
Pλ(M)
∂
=
∑
µ`L
rN (cont µ) sµ(M˜)
¨
sµ(M)
∂
. (3.12)
To interpret these expressions as rN acting on T∅ as in (3.9), we remind that T in B⊗ˆB can be seen
as a function of two sets of innitely many variables Λ and Λ˜. Moreover, we consider T evaluated at
two matrices M and M˜ of size N , by substituting Λ (resp. Λ˜) by the set of N eigenvalues of M (resp.
M˜ ) completed by innitely many zeros. We then write T (M,M˜) to stress that we have a function of
1We would like to remark that we discovered a posteriori a result of Novak [Nov10, eorem 1.1] phrasing our (3.11) in
an interesting form, but we keep using our formula here since we nd it more elementary.
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two matrices. In this way, we identify the summation of (3.12) over L> 0 with 〈TrN (M,M˜)〉, where
the expectation value is taken with respect to any unitarily-invariant measure on M – while M˜ is a
matrix-valued parameter.
Now comparing with (3.9), we nd that¨
Pλ(M)
∂
|Autλ| =
∑
µ`|λ|
(RN )λ,µ
¨
pµ(M)
∂
, (3.13)
which yields the rst formula we wanted to prove. To obtain the second formula, we observe that
sN (cont λ) =
∏
(i,j)∈Yλ
(N + cont(i, j)) =N |λ|
∑
k>0
N−k ek(cont λ)
denes an element sN ∈⊕d>0 B(d) ⊗ (Nd · C[[N−1]]), which is inverse to rN in B[N,N−1]]. We
denote [SN ]λ,µ the Hurwitz numbers it determines via (1.20). If we act by sN (Jˆ) on TrN , we recover
the trivial tau-function:
〈T∅(M˜,M)〉=
∑
µ
pµ(M˜)
|Autµ| 〈pµ(M)〉. (3.14)
On the other hand, representing this action in the power sum basis using (3.9) and (3.12) yields
〈T∅(M˜,M)〉=
∑
L>0
∑
|λ|=|µ|=L
[SN ]µ,λ pµ(M˜)〈Pλ(M)〉. (3.15)
Finally, we can identify the coecients of (3.14) and (3.15) to obtain the desired formula. 
With our proof, we obtain some intermediate formulas that will be useful later. However, for the
derivation of eorem 3.1.8, it is not crucial to write our generating series in the form of τ -functions.
Using Proposition 3.1.3, (3.11) and the expression (1.19) for Hurwitz numbers, eorem 3.1.8 is straight-
forward. Apart from the reason already mentioned, we also consider it is interesting to illustrate the
relation with the world of τ -functions.
3.1.3 Relation with the matrix model with external eld
e Itzykson-Zuber integral [IZ80] is a function of an integer N and two matrices A and B of size N
dened by
IN (A,B) :=
∫
U(N)
dU exp
î
N Tr(AUBU †)
ó
, (3.16)
where dU is the Haar measure onU(N) normalized to have mass 1. It admits a well-known expansion
in terms of characters of the unitary group, i.e. Schur functions:
eorem 3.1.9. [Bal00, Eq. (4.6)]
IN (A,B) =
∑
λ
N |λ|χλ(id)
L! sλ(1N )
sλ(A) sλ(B).
For any unitarily invariant measure µ onHN , we dene
Zˇ(A) =
∫
HN
dµ(M)eN Tr(AM).
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Corollary 3.1.10. We denote 〈·〉 the expectation value and κn(·) the n-th order cumulant with respect
to any unitarily invariant measure µ on M ∈HN . We have the formulas
Zˇ(A)
Zˇ(0)
= 1 +
∑
λ 6=∅
|Cλ|
|λ|! N
|λ|pλ(A)
¨
Pλ(M)
∂
=
¨
IN (A,M)
∂
,
ln
( Zˇ(A)
Zˇ(0)
)
=
∑
n>1
1
n!
∑
`1,...,`n>1
NL κn
Ä
P(`1)(M), . . . ,P(`n)(M)
ä n∏
i=1
p`i(A)
`i
,
where we recall that the corresponding expectation value is zero whenever |λ| or L :=∑i `i exceeds N .
Proof. Comparing eorem 3.1.9 with (3.12) gives the rst line. We introduce the factor which allows
us to go from (ordered) tuples (`1, . . . , `n) with L :=
∑n
i=1 `i to (unordered) partitions of L:
gλ :=
`(λ)!∏L
i=1mi(λ)!
=
`(λ)! |Cλ| ∏`(λ)i=1 λi
|λ|! , (3.17)
where L=∑Li=1 imi(λ) =∑ni=1 λi. If we replace now the sum over partitions by the sum over tuples
of positive integers multiplying by 1gλ , we nd
Zˇ(A)
Zˇ(0)
= 1 +
∑
n>1
1
n!
∑
`1,...,`n>1
NL
¨
P(`1)(M) · · · P(`n)(M)
∂ n∏
i=1
p`i(A)
`i
=
∞
exp
Ñ∑
i>1
N `ip`i(A)
`i
P(`i)(M)
é∫
.
Taking the logarithm gives precisely the cumulant generating series as in the second formula. 
In other words, the fully simple observables for the matrix model µ are naturally encoded in the
corresponding matrix model with an external eld A. Compared to eorem 3.1.8, this result is in
agreement with the combinatorial interpretation of the Itzykson-Zuber integral in terms of double
monotone Hurwitz numbers [GGPN14].
3.2 Counting maps again
e relation between ordinary and fully simple observables through monotone Hurwitz numbers is
universal in the sense that it does not depend on the unitarily invariant measure considered. is
section is devoted to the relation between matrix models and the enumeration of maps for a specic
unitarily invariant measure. is relation is well-known for ordinary maps, as we explained in the
Section 1.3 of the introduction. Here we give a detailed derivation directly gluing polygons, that is
working with maps, in contrast to the classical derivation in physics which is in terms of gluing stars,
that is working on the dual. As we commented in the introduction, we include this calculation to give
a dierent (but completely equivalent) detailed derivation which will also make clearer the renement
of the argument that we need to provide a matrix model for fully simple maps. is specialization
motivated our study of the general ordinary and fully simple observables.
We introduce the Gaussian probability measure on the spaceHN of N ×N hermitian matrices:
dµ0(M) =
dM
Z0
e−NTr
M2
2 , Z0 =
∫
HN
dM e−NTr
M2
2 ,
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and the generating series:
T˜h,k(w1, . . . , wk) =
∑
m1,...,mk>1
thm1,...,mk
m1 · · ·mk
k∏
i=1
wmii ,
Th,k(w1, . . . , wk) = T˜h,k(w1, . . . , wk)− δh,0δk,1w
2
1
2
.
We consider the formal measure
dµ(M) =
dM
Z0
exp
Ñ ∑
h>0,k>1
N2−2h−k
k!
TrTh,k
(
M
(1)
k , . . . ,M
(k)
k
)é
, (3.18)
whereM (i)k :=
⊗i−1
j=1 IN ⊗M ⊗
⊗k
j=i+1 IN , in the sense that the expectation value of any polynomial
function of M with respect to this measure is dened as a formal series in the t’s.
For a combinatorial map (σ, α), we consider here a special structure for the set of half-edges H =
Hu unionsqH∂ which will be convenient for our derivation:
H∂ =
n⊔
i=1
{i} × (Z/LiZ), Hu =
r⊔
m=1
{m} × (Z/kmZ).
e permutation ϕ := (σ ◦ α)−1 acting on H , whose cycles correspond to faces of the map, is hence
given by ϕ((i, l)) = (i, l+ 1). With this special structure of the set of half-edges, counting the number
of relabelings of Hu amounts to choosing an order of the unmarked faces and a root for each of them.
erefore
Rel(σ, α) = r!
r∏
m=1
km.
3.2.1 Ordinary usual maps
Consider rst the case where Th,k = 0 for (h, k) 6= (0, 1), i.e.
dµ(M) =
dM
ZGUE
exp
N Tr(− M22 + ∑
k>1
tkM
k
k
) , Z =
∫
HN
dµ(M). (3.19)
We denote 〈·〉GUE the expectation value with respect to the Gaussian measure dµ0. e matrix ele-
ments have covariance:
〈Ma,bMc,d〉GUE = 1
N
δa,dδb,c. (3.20)
Let (Li)ni=1 be a sequence of nonnegative integers, and L=
∑n
i=1 Li. e expectation values with
respect to dµ are computed, as formal series in (tk)k:〈 n∏
i=1
TrMLi
〉
=
1
Z
∑
r>0
∑
k1,...,kr>1
N r
r!
r∏
m=1
tkm
km
∑
16jh6N,
h∈H
〈 ∏
h∈H
Mjh,jϕ(h)
〉
GUE
. (3.21)
With the help of Wick’s theorem for the Gaussian measure and (3.20), we obtain:〈 ∏
h∈H
Mjh,jϕ(h)
〉
GUE
=N−
|H|
2
∑
α∈IH
∏
h∈H
δjh,jα(ϕ(h)) .
where IH ⊂GH is the set of all xed-point free involutions, i.e. all pairwise matchings, on H .
3.2. Counting maps again 91
We observe that the product on the right hand side is 1 if h 7→ jh is constant over the cycles of
α ◦ ϕ, otherwise it is 0. erefore,∑
16jh6N,
h∈H
〈 ∏
h∈H
Mjh,jϕ(h)
〉
GUE
=N−
|H|
2
∑
α∈IH
N |C(α◦ϕ)|.
To recognize (3.21) as a sum over combinatorial maps, we let α∈ IH correspond to the edges of
maps whose faces are given by cycles of ϕ, and σ := (α ◦ ϕ)−1, whose cycles will correspond to the
vertices. Observe that 2|C(α)|= |H|.
〈 n∏
i=1
TrMLi
〉
=
1
Z
∑
(σ,α)
N |C(σ)|−|C(α)|+|C(ϕ)|−n
Rel (σ, α)
∏
f∈C(ϕ|Hu )
t`(f),
where the sum is taken over non-connected combinatorial maps (σ, α) with n boundaries of lengths
L1, . . . , Ln.
a b a b
d= a b= c
a
b
b c
c
d
da
Ma,b 〈Ma,bMc,d〉GUE Ma,bMb,cMc,dMd,a
a
a
a
a
a
aa
a
(2)(1) (3) (4)
Figure 3.1: (1) An element of the matrix corresponds to a half-edge with its two legs labelled by the
indices. (2) Pairing two matrix entries is represented as two half-edges forming an edge. (3) Products
of elements of that form are the ones appearing in TrM4 and are represented by quadrangles. (4) e
pairings α that give a non-zero contribution will be the ones that leave the indices invariant in every
cycle of σ := (α ◦ ϕ)−1, i.e. around every vertex.
To transform this sum over combinatorial maps into a generating series for (unlabeled) maps,
we have to multiply by the number of combinatorial maps which give rise to the same unlabeled
combinatorial map [(σ, α)], which is Gl(σ, α) = Rel(σ,α)|Aut(σ,α)| , as we explained in section 1.1.1.2.
A similar computation can be done separately for Z , and we nd it is the generating series of maps
with empty boundary. e contribution of connected components without boundaries factorizes in the
numerator and, consequently,〈 n∏
i=1
TrMLi
〉
=
∑
∂-connected M=[(σ,α)]
with ∂ lengths (Li)ni=1
Nχ(σ,α)
|Aut(σ, α)|
∏
f∈C(ϕ|Hu )
t`(f).
We remark that the power of N sorts maps by their Euler characteristic. Finally, a standard argument
shows that taking the logarithm for closed maps or the cumulant expectation values for maps with
boundaries, we obtain the generating series of connected maps:
Proposition 3.2.1. [Eyn16]
lnZ =
∑
g>0
N2−2gF [g], κn(TrML1 , . . . ,TrMLn) =
∑
g>0
N2−2g−nF [g]L1,...,Ln .
is kind of results appeared rst for planar maps in [BIPZ78], but for a modern and general
exposition see also [Eyn16].
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3.2.2 Ordinary stued maps
For the general formal measure
dµ(M) =
dM e−N Tr
M2
2
ZGUE
exp
Ñ ∑
h>0,k>1
N2−2h−k
k!
Tr T˜h,k
(
M
(1)
k , . . . ,M
(k)
k
)é
(3.22)
=
dM e−N Tr
M2
2
ZGUE
exp
Ñ ∑
h>0,k>1
N2−2h−k
k!
N2−2h−k
∑
m1,...,mk>1
thm1,...,mk
k∏
i=1
TrMmi
mi
é
,
the expectation values are generating series of stued maps. We denote here ZS , 〈·〉S and κn(·)S the
partition function, the expectation value and the n-th order cumulant expectation values with respect
to this general measure to distinguish these more general expressions from the previous ones.
A generalization of the technique reviewed in § 3.2.1 shows that¨
TrML1 · · ·TrMLn
∂
S
=
∑
∂-connected stued mapM
with ∂ lengths (Li)
n
i=1
Nχ(M)
|Aut(M)|
F∏
p=1
t
hp
(`(c))c∈fp
.
As in the previous subsection, taking the logarithm or the cumulant expectation values in absence or
presence of boundaries respectively, we obtain the generating series of connected stued maps:
Proposition 3.2.2. [Bor14]
lnZS =
∑
g>0
N2−2g“F [g], κn(TrML1 , . . . ,TrMLn)S =∑
g>0
N2−2g−n“F [g]L1,...,Ln .
3.2.3 Fully simple maps
Let (γi)ni=1 be pairwise disjoint cycles:
γi = (ji,1→ ji,2→· · ·→ ji,Li) (3.23)
and L=∑ni=1 Li. We want to compute ¨∏ni=1 Pγi(M)∂ and the idea is that only fully simple maps
will make a non-zero contribution, so we will be able to express it as a generating series for fully simple
maps. Let us describe this expression for the measure (3.19) in terms of maps. Repeating the steps of
§ 3.2.1, we obtain
〈 n∏
i=1
Pγi(M)
〉
=
1
Z
∑
r>0
∑
k1,...,kr>1
N r
r!
r∏
m=1
tkm
km
∑
16jh6N,
h∈Hu
〈 ∏
h∈H
Mjh,jϕ(h)
〉
0
=
1
Z
∑
r>0
∑
k1,...,kr>1
N r
r!
r∏
m=1
tkm
km
N
−|H|
2
∑
16jh6N,
h∈Hu
∑
α∈IH
∏
h∈H
δjh,jα(ϕ(h)) .
We consider as before the permutation σ := (α ◦ ϕ)−1 which will correspond to the vertices of
the maps. e dierence with (3.21) lies in the summation over indices jh between 1 and N only for
h∈Hu, while jh for h= (i, l)∈H∂ is prescribed by (3.23). As ji,l are pairwise distinct, the only non-
zero contributions to the sum will come from maps for which (i, l)∈H∂ belong to pairwise distinct
cycles of σ and this is the characterization for fully simple maps in the permutational model seing.
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a a
b b
c c
dd
a= c
(1)
a
a
a
a
a
aa
a
Bi
Bj
(2)
Figure 3.2: (1) A non-simple map. (2) A non-fully simple map. ese two non-fully maps give a zero
contribution because they contain two half-edges belonging to boundaries (i, l)∈H∂ in the same cycle
of σ, i.e. incident to the same vertex (and hence with equal indices ji,l since the indices are constant
around a vertex, which is forbidden from the denition of the P ’s).
e function h 7→ jh must be constant along the cycles of σ, and its value for every h∈H∂ is prescribed
by (3.23). So, the number of independent indices of summation among (jh)h∈Hu is
|C(σ)| − L.us,
〈 n∏
i=1
Pγi(M)
〉
=
1
Z
∑
r>0
∑
k1,...,kr>1
N r
r!
r∏
m=1
tkm
km
N−
|H|
2
∑
α∈IH
N |C(α◦ϕ)|−L.
=
∑
∂-connected fully
simpleM=[(σ,α)]
with ∂ lengths (Li)ni=1
Nχ(σ,α)−L
|Aut(σ, α)|
∏
f∈C(ϕ|Hu )
t`(f).
e generalization to the measure (3.22) is straightforward and gives rise to generating series for
fully simple stued maps:
〈 n∏
i=1
Pγi(M)
〉
S
=
∑
M
fully simple stuffed map
∂ perimeters (Li)
n
i=1
∂−connected
Nχ(M)−L
|Aut(M)|
F∏
p=1
t
hp
(`(c))c∈fp
.
As before, the cumulant expectation values give the generating series of connected fully simple
maps and stued maps for the more general measure:
Proposition 3.2.3.
κn(Pγ1(M), . . . ,Pγn(M)) =
∑
g>0
N2−2g−n−LH [g]L1,...,Ln ,
κn(Pγ1(M), . . . ,Pγn(M))S =
∑
g>0
N2−2g−n−L“H [g]L1,...,Ln .
94 Chapter 3. Matrix model interpretation
3.3 Towards a proof of the conjecture for usual maps
In this section we give a sketch on the ideas towards a proof of the Conjecture 2.2.1 for usual maps,
indicating all the technicalities we skip. We manage to reduce the problem to a technical condition con-
cerning a weaker version of symplectic invariance for the exchange transformation that we introduced
in Section 1.5.2.1. We conrmed experimentally that this condition is satised for some particular case.
However, we do not have a justication for this condition to be satised in general for the moment.
We believe the further analysis of our problem could help shed some clarity on this fundamental
question of TR.
e starting point of our argument2 is the representation of the generating series of connected
fully simple maps as the free energies ln Zˇ(A)
Zˇ(0)
of the 1-hermitian matrix model with external eld
[MS91]. is model is considered here to be valued in formal series. e topological expansion of
its correlators satises Eynard-Orantin topological recursion, for a well-characterized spectral curve
(SA, x, y) [EPF09]. On the other hand, the generating series X [g]n we are aer are encoded into the
n-th order Taylor expansion of ln Zˇ(A)
Zˇ(0)
aroundA= 0. Using a milder version of symplectic invariance
and the properties of topological recursion under deformations of the spectral curve [EO09], we relate
these n-th order Taylor coecients to TR amplitudes of the topological recursion applied to the curve
(S0, y, x). As the matrix model Zˇ(0) generates usual maps, the spectral curve S0 must be the initial
data mentioned in eorem 1.7.6. Unfortunately, our idea of proof is not combinatorial and relies on
the symplectic invariance itself.
Prior to applying the result of [EPF09], we give the denition of the topological expansion of Zˇ(A)
Zˇ(0)
and sketch the computation of the spectral curve from Schwinger-Dyson equations. ese aspects are
well-known to physicists.
3.3.1 e topological expansion
Corollary 3.1.10 together with Proposition 3.2.3 to access the genus g part yields
Fˆ
[g]
A =
∑
n>1
1
n!
∑
`1,...,`n>1
p`1(A)
N`1
· · · p`n(A)
N`n
κ[g]n (P(`1)(M), . . . ,P(`n)(M)
ä
. (3.24)
Recall that we had identied κ[g]n (P(`1)(M), . . . ,P(`n)(M)
ä
with the generating series of fully simple
maps H [g]`1,...,`n . We will actually think of Fˆ
[g]
A in general as an element
Fˆ
[g]
A (q1, q2, q3, . . .)∈R :=Q[[t3, t4, . . .]][[q1, q2, . . .]].
In our concrete case, Fˆ [g]A = Fˆ
[g]
A
Ä
TrA
N ,
TrA2
N ,
TrA3
N , . . .
ä
.
e same procedure gives the topological expansion of the correlators
Wˆn;A(x1, . . . , xn) =κn
(
Tr
1
x1 −M , . . . ,Tr
1
xn −M
)
A
=
∑
g>0
N2−2g−n Wˆ [g]n;A(x1, . . . , xn), (3.25)
with Wˆ [g]n;A ∈R[[x−11 , . . . , x−1n ]], where we think of qi as replacing TrAi/N as above.
2e idea of this argument rst appeared in the derivation of Bouchard-Marin˜o conjecture proposed in [BEMS11]. In
that article, generating series of simple Hurwitz numbers were represented in terms of a matrix model with external eld
for a complicated V , albeit it was later pointed out by D. Zvonkine that this representation was ill-dened even in the realm
of formal series. is issue is not relevant here as we start with a well-dened matrix model in formal series, and are careful
to justify all steps by legal operations within formal series.
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We will need to handle more general observables, which involve expectation values of products of
Tr [Mk]i,i and of TrMk
′ . Although we are skipping the details, their topological expansion can also
be dened; the coecients of this expansion will now belong to
R˜= lim∞←νQ[[t3, t4, . . .]][[a1, . . . , aν ]][[q1, q2, . . .]],
where A is specialized to the matrix diag(a1, . . . , aν , 0, . . . , 0). e restriction morphisms to dene
the projective limit consist in specializing some a’s to 0. We can oen work in a specialization of this
ring R˜, namely
R− :=Q[[t3, t4, . . . , ]][[a1, . . . , aν ]][[N−1]].
3.3.2 e spectral curve
To be able to deduce the spectral curve for the hermitian matrix model with external eld, one would
need to generalize the notion of topological expansion here in order to extract the rst term in the
topological expansion of the rst Schwinger-Dyson equation of this model, which is proved in [EPF09]
in the more general context of the chain of matrices.
Lemma 3.3.1. We have the following identity in R˜[N,N−1]][[x−1, y−1]]:
0 = κ2
(
Tr
1
x−M ,Tr
1
x−M
1
y −A
)
A
+ (Wˆ1;A(x)−NV ′(x) +Ny)
〈
Tr
1
x−M
1
y −A
〉
A
−NWˆ1;A(x) +
〈
Tr
V ′(x)− V ′(M)
x−M
1
y −A
〉
A
.
Proof. is is obtained from the relation
0 =
N∑
i,j=1
∑∫
dM ∂Mi,j
Ç( 1
x−M
1
y −A
)
j,i
exp
î
N Tr(MA− V (M))
óå
.

Let us introduce simplied notations
Wˆ
(i)
A (x) =
Æ[ 1
x−M
]
i,i
〉[0]
A
, WˆA(x) = Wˆ
[0]
1;A(x) =
N∑
i=1
Wˆ
(i)
A (x) .
We can write the planar limit of the rst Schwinger-Dyson equation
Proposition 3.3.2. We have
WˆA(x)
2 − [V ′(x)WˆA(x)]− +
N∑
i=1
ai
N Wˆ
(i)
A (x) = 0 , (3.26)
and for any i∈{1, . . . , N}, we have
Wˆ
(i)
A (x)
Ä
WˆA(x) + ai)− 1N [V ′(x)Wˆ
(i)
A (x)]−= 0 , (3.27)
where [ · ]− takes the negative part of the Laurent expansion when x→∞.
96 Chapter 3. Matrix model interpretation
Proof. In the planar limit of (3.26), U2 disappears
0 = (WˆA(x)− V ′(x) + y)
〈
Tr
1
x−M
1
y −A
〉
A
− WˆA(x) + 1
N
〈
Tr
V ′(x)− V ′(M)
x−M
1
y −A
〉[0]
A
.
e right-hand side rational function of y, with simple poles at y→ ai and y→∞. Identifying the
coecient of these poles gives an equivalent set of equations. At y→∞ we get a trivial relation. At
y→ ai we get
(WˆA(x)− V ′(x) + aiN )Wˆ
(i)
A (x) +
〈[V ′(x)− V ′(M)
x−M
]
i,i
〉[0]
A
= 0 , (3.28)
in which we recognize (3.27). Summing this relation over i∈{1, . . . , N}, we obtain (3.26). 
ForA= 0, we would obtain the planar limit of the rst Schwinger-Dyson equation of the hermitian
matrix model
WˆA=0(x)
2 − [V ′(x)WˆA=0(x)]−= 0 , (3.29)
which is equivalent to Tue’s equation for the generating series of disks. Its solution is well-known,
see e.g. [Eyn16]. Observe that for A= 0, WˆA=0(x) =W (x).
Lemma 3.3.3. e equation (3.29) determines WˆA=0(x) completely. LetR0 =Q[[t3, . . . , td]]. ere exist
unique α, γ ∈R0 such that
x(ζ; 0) =α+ γ(ζ + ζ−1), w(ζ; 0) = [V ′(x(ζ))]+
satisfy Wˆ [0]1;A=0(x(ζ; 0)) =V
′(x(ζ; 0)) − w(ζ; 0). We have that x(ζ; 0) =x(ζ). Here, [ · ]+ takes the
polynomial part in ζ . More precisely, α and γ are determined by the conditions
[ζ0]V ′(x(ζ)) = 0, [ζ−1]V ′(x(ζ)) = γ−1 .
and we have γ= 1 +O(t). 
Lemma 3.3.4. e equations (3.26)-(3.27) determine Wˆ (i)A (x) uniquely for all i∈{1, . . . , p}.
Proof. By specializing A to diagonal matrices of arbitrary size ν and qi to TrAi/N it is enough to
work here in the ring R− :=C[[t3, . . . , td, a1, . . . , aν , N−1]]. We introduce two gradings on R−: the
rst one denoted degA assigns a degree 1 to the variables ai, and 0 to the other generators; the second
one degt assigns a degree 1 to the variables tj and 0 to the other generators. We denote Wˆ
(i)
α;A and
Wˆα;A the homogeneous part of Wˆ (i)A and WˆA with degA =α. We remark that Wˆ
(i)
0;A(x) = Wˆ
(i)
A=0(x) is
independent of A and i and thus
Wˆ
(i)
0;A(x) =
WˆA=0(x)
N
.
Besides, we observe that
∀α> 1, ∀i∈{1, . . . , N}, Wˆ (i)α;A(x) =O(x−2). (3.30)
We proceed by induction on degA. We already know that the degA = 0 part of (3.26)-(3.27) has a
unique solution given by Lemma 3.3.3. Let α> 1, and assume (3.26)-(3.27) determine uniquely Wˆ (i)α′
for α′<α. Decomposing (3.26) in homogeneous degree α> 1, we nd
K[Wˆα;A(·)](x) +
∑
0<α1,α2<α
α1+α2=α
Wˆα1;A(x)Wˆα2;A(x) +
N∑
i=1
ai
N
Wˆ
(i)
α−1;A(x) = 0, (3.31)
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where K is the linear operator
K[f ](x) = 2WˆA=0(x)f(x)− [V ′(x)f(x)]−.
Let us write
V (x) =
x2
2
+ δV (x), degt(δV ) = 1.
When f(x) =O(x−2), we have
K[f ](x) = (2WˆA=0(x)− x)f(x)− [(δV )′(x)f(x)]−.
Under this assumption, the equation
K[f ](x) = g(x) (3.32)
in R−[x−1] has a unique solution, which we denote f(x) =K−1[g](x). Indeed, (2WˆA=0(x) − x) is
invertible and (3.32) determine recursively the degt homogeneous components of f recursively in
terms of those of g. Taking into account (3.30), we can apply this remark to (3.31) and nd that
Wˆα;A(x) =−K−1
ñ ∑
0<α1,α2<α
α1+α2=α
Wˆα1;A(·)Wˆα2;A(·) +
N∑
i=1
ai
N
Wˆ
(i)
α−1;A(·)
ô
(x)
is determined. We turn to the degA =α part of (3.27)
K[Wˆ (i)α;A(·)](x) + 1N
Ä
WˆA=0(x)Wˆα;A(x) +
ai
N
Wˆ
(i)
α−1;A(x)
ä
+
∑
0<α1,α2<α
α1+α2=α
Wˆ
(i)
α1;A
(x)Wˆ
(i)
α2;A
(x) = 0.
Hence
Wˆ
(i)
A (x) =−K−1
ñ
1
N
Ä
WˆA=0(−)Wˆα;A(·) + ai
N
Wˆ
(i)
α−1;A(·)
ä
+
∑
0<α1,α2<α
α1+α2=α
Wˆ
(i)
α1;A
(·)Wˆ (i)α2;A(·)
ô
(x)
is determined as well. We conclude by induction. 
Lemma3.3.5. ere exists a unique polynomialw(z;A)∈R−[z] and bk = bk(A)∈R− for k∈{1, . . . , N},
such that
x(z;A) = z +
1
N
N∑
i=1
1
w′(bi;A)(z − bi) , (3.33)
together with
w(z;A) =V ′(x(z)) +O(z−1), w(bk;A) = ak . (3.34)
Besides, this unique data is such that
w(z;A) =V ′(x(z)) + z−1 +O(z−2). (3.35)
Proof. Let βi(A), bi(A) be elements of R−, so far undetermined. We assume βi(A) invertible, and
β :=βi(0) and b := bi(0) independent of i. We dene
x(z;A) = z +
1
N
N∑
i=1
1
βi(A)(z − bi(A)) (3.36)
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and introduce the polynomial w(z;A)∈R−[z] such that
V ′(x(z;A)) =w(z;A) +O(z−2), z→∞ (3.37)
Equivalently
w(z;A) =
∮
dz˜
2ipi
V ′(x(z˜;A))
z˜ − z ,
where the contour is close enough to z˜=∞. We are going to prove that the system of equations
∀i∈{1, . . . , N},
 w(bi(A);A) = aiw′(bi(A);A) = βi(A) (3.38)
has unique solutions bi(A) and βi(A) inR−, which we will adopt to dene (3.36)-(3.37).
For A= 0, our denition gives
x(z; 0) = z +
1
β(z − b) .
Let α, γ ∈R0 be as in Lemma 3.3.3. We recall that γ= 1+O(t), hence γ is invertible inR0. By making
the change of variable z= γζ + α and choosing
βi(A) = γ
−2 +O(A), bi(A) =α+O(A),
we nd by comparing with Lemma 3.3.3 that
WˆA=0(x(z)) =V
′(x(z))− w(z; 0), w(b; 0) = 0, w′(b; 0) =β,
in terms of the functions introduced in (3.36)-(3.37).
Next, we introduce a grading inR− by assigning degree 1 to each ai, and 0 to all other generators.
We write xd(z;A), wd(z;A), βi,d(A) and bi,d(A) for the degree d component of the corresponding
quantities. Fix d> 1, and assume we have already determined all these quantities in degree d′<d. Let
us examine the degree d part of the system (3.38), and isolate the pieces involving βi,d(A) and bi,d(A).
We nd for all i∈{1, . . . , N}
w′(γ−2; 0)bi,d(A) + c2N
(∑N
i=1
βi,d(A)
γ−4
)
+ c3N
(∑N
i=1
bi,d(A)
γ−2
)
= Yi,d(A),
w′′(γ−2; 0)bi,d(A) + c3N
(∑N
i=1
βi,d(A)
γ−4
)
+ c4N
(∑N
i=1
bi,d(A)
γ−2
)
= Y˜i,d(A),
(3.39)
where
ck =
∮
dz˜
2ipi
V ′′(x(z˜; 0))
(z˜ − α)k
and Yi,d and Y˜i,d are polynomials in the tks, ais, and βj,d′(A) and bj,d′(A) with d′<d. In this formula
we used that βj,0 = γ−2 and bj,0 =α for all j. For instance, in degree 1
Yi,1(A) = ai, Y˜i,1(A) = 0.
As V ′′(x) = 1 +O(t), we deduce by moving the contour to surround z˜=α that
∀k> 2, ck =O(t).
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erefore, the system (3.39) takes the matrix form
[Ö
γ−2 IdN 0
0 −IdN
è
+N−1O(t)
]Ö
b•,d
β•,d
è
=
Ö
Y•,d(A)
Y˜•,d(A)
è
.
e matrix in the le-hand side is invertible inR−, hence βi,d(A) and bi,d(A) are uniquely determined.
By induction, we conclude to the existence of unique βi(A) and bi(A) inR− satisfying (3.38).
Let c∞ ∈R− be such that
V ′(x(z;A)) =w(z;A) + c∞ z−1 +O(z−2). (3.40)
We claim that c∞= 1. Indeed, the second set of equations in (3.38) imply
N∑
i=1
Res
z→bi
x(z;A)dw(z;A) = 1,
while as x(z;A) =O(z) when z→∞, we obtain by moving the contour to∞ and using (3.40)
N∑
i=1
Res
z→bi
x(z;A)dw(z;A) =− Res
z→∞x(z;A)dw(z;A) = c∞ − Resx→∞x dV
′= c∞.
e last equality holds because V ′ is a polynomial in x. 
Lemma 3.3.6. ere exists a unique polynomial Pi(ξ;A)∈R−[ξ] of degree d−2 with leading coecient
td
N , such that
V ′(x(z;A))− w(z;A) =
N∑
i=1
Pi(x(z);A)
w(z;A)− ai . (3.41)
Proof. We have
x(z;A) =
SN+1(z)
TN (z)
, w(z;A) =Ud−1(z),
where S, T, U are polynomials in z with coecients in R−, of degree indicated by the subscript, and
TN is monic. erefore, the resultant
Q(X,Y ) = resz
î
XTN (z)− SN+1(z), TN (z)(Y − Ud−1(z))
ó
is a polynomial with coecients inR− and of degree N + d− 1 in X , and N + 1 in Y , which gives a
polynomial relation
Q(x(z;A), w(z;A)) = 0.
In fact, we can argue that the degree in X smaller, as follows. We study the slopes of the Newton
polygon of Q associated to x→∞ or w→∞. We have w→∞ if and only if z→∞, and in this case
x→∞ and we have
w∼−tdxd−1. (3.42)
Besides, the only other situation where x→∞ is when w→ ai for some i∈{1, . . . , N}, and in this
case we read from (3.33) that
(w − ai)x ∼ 1. (3.43)
is determines slopes which must be in the Newton polygon of Q. A closer look to the determinant
dening the resultant shows, using TN (0) = (−1)N ∏Ni=1 ai and thatXTN (z)−SN+1(z) =−zN+1 +
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O(zN ), that the top degree term of Q(X,Y ) in the variable Y is Y N+1∏i=1 aNi . In particular, the
coecient of XiY N+1 which could a priori exist, vanish for i∈{1, . . . , d− 1 +N}. e existence of
the previous slopes then forces the Newton polygon to be included in the shaded region of Figure 3.3.
In particular, Q must be irreducible. And the precise behaviors (3.42)-(3.43) leads to a decomposition
Q(X,Y ) = c
(
Y N+1 + tdX
d−1
N∏
i=1
(Y − ai)
)
+ Q˜(X,Y ), c :=
N∏
i=1
aNi , (3.44)
for some polynomial Q˜(X,Y ) with coecients inR− such that
degX Q˜6 d− 2, degY 6N. (3.45)
Figure 3.3: e Newton polygon of Q(x,w). e coecients identied in (3.44) correspond to the
nodes in the picture.
Now, let us examine
L(z) =
Ä
V ′(x(z;A))− w(z;A)
ä N∏
i=1
(w(z;A)− ai).
It can also be wrien
L(z) =−w(z;A)N+1 − tdx(z;A)d−1
N∏
i=1
(w(z;A)− ai) + L˜(x(z;A), w(z;A)),
where L˜(X,Y ) is a polynomial satisfying the same degree bound as (3.45). Using the relation (3.44),
we can eliminate the rst terms and get
L(z) = Lˆ(x(z;A), w(z;A)),
for some polynomial Lˆ(X,Y ) with coecients in the localizationR(c)− ofR− at c, and with degX Lˆ6
d − 2 and degY Lˆ6N . We deduce the existence of polynomials (Pi(X))Ni=1 and P∞(X) of degree
6 d− 2 and with coecients inR(c)− , such that
V ′(x(z;A))− w(z;A) =P∞(x(z;A)) +
N∑
i=1
Pi(x(z;A))
w(z;A)− ai ,
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aer partial fraction decomposition. According to (3.34), the le-hand side behaves is O(z−1) when
z→∞. As w(z;A) =−tdzd−1 and Pi(x(z;A)) =O(zd−2), this is also true for the sum over i. Any
non-zero monomial in P∞ would disagree with this behavior at z→∞. Hence P∞= 0, and we have
prove the existence result for polynomials Pi(x(z;A)) with coecients inR(c)− .
Now, we prove uniqueness. By construction, w(z;A) − ai is a polynomial of degree d − 1 in z
with coecients in the local ringR−, and bi(A) is a root. We remark that
w(z;A) =−tdzd−1 + z + w˜(z;A),
where w˜(z;A) =O(A, t) is a polynomial of degree6 (d−2). erefore,w(z;A)−ai has (d−2)-other
roots, counted with multiplicity, which belong to the local ring “R− obtained from R− by adjunction
of a nite set b consisting of t−1/(d−2)d and all its Galois conjugates. Besides, in “R− those (d−2) roots
are pairwise distinct.
By construction, V ′(x(z);A)−w(z;A) is a rational function of z, with poles at z= bi and z=∞.
As the denominator of the i-th term has (d− 2) roots bi which are not poles ofW(z;A) as set of root,
we deduce that Pi(x(z);A) must have roots at bi, hence
Pi(ξ;A) =
td
N
∏
ρ(A)∈bi(A)
(ξ − x(ρ;A)).
erefore, (3.41) determines uniquely the polynomial Pi(ξ;A). Note that the coecients of this poly-
nomial belong to the localization of R(td)− of R− at td, and not only to the localization of “R− at td,
as the product runs over Galois orbits. By comparison, the Pi constructed in the existence part had
coecients inR(c)− . We deduce that Pi has coecients inR(c)− ∩R−(td) =R−. 
Corollary 3.3.7. We have
WˆA(x(z)) =V
′(x(z);A)− w(z;A), Wˆ (i)A (x(z)) =
Pi(x(z);A)
w(z;A)− ai .
Proof. As x= z+O(z−1), we can perform a Lagrange inversion and dene unique elements Wˆ(x;A)
and Wˆ(i)A (x) inR−[[x−1]] such that
WˆA(x(z;A)) =V ′(x(z;A))− w(z;A), Wˆ(i)A (x(z;A)) =
Pi(x(z;A);A)
w(z;A)− ai .
By construction, we have
N∑
i=1
Wˆ(i)A (x) = WˆA(x), (3.46)
and
∀i∈{1, . . . , N}, Wˆ(i)A (x)(WˆA(x)− V ′(x) + ai) + Pi(x) = 0.
erefore, Wˆ(i)A and WˆA satisfy (3.26)-(3.27). Note that (3.35) ensures that
WˆA(x) = 1x +O( 1x2 ), x→∞,
and that V ′(x) =−tdxd−1 also implies
Wˆ(i)A (x) = 1Nx +O( 1x2 ), x→∞.
Since the solution of these equations is unique according to Lemma 3.3.4, we conclude that WˆA = WˆA
and Wˆ (i)A = Wˆ(i)A . 
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3.3.3 Topological recursion
Eynard and Prats-Ferrer analyzed in [EPF09] the (topological expansion) of tower of Schwinger-Dyson
equations which results from variation of the potential V , and involve the n-point correlators. eir
nal result reads:
eorem 3.3.8. Let ωAg,n be the TR amplitudes for the initial data
C=P1
p(z) =x(z;A)
λ(z) =−w(z;A)
B(z1, z2) =
dz1dz2
(z1−z2)2 .
For any g, n> 0, the equality
Wˆ
[g]
n;A(p(z1), . . . , p(zn))
n∏
i=1
dp(zi) =ω
A
g,n(z1, . . . , zn)−δg,0δn,2
dp(z1)dp(z2)
(p(z1)− p(z2))2 +δg,0δn,1 dV (p(z1))
holds in Laurent expansion near zi→∞.
3.3.3.1 Deformations of the spectral curve
Lemma 3.3.9. We have, for any i∈{1, . . . , N},
Ωi(z;A) = ∂aix(z;A)w
′(z;A)− ∂aiw(z;A)x′(z;A) =
1
w(bi;A)
1
(z − bi)2 , (3.47)
where the derivative with respect to ai is taken at z xed, and ′ denotes the derivative with respect to the
variable z.
Proof. From the form of x(z;A) and w(z;A), we know that Ωi(z,A) is a rational function of z, with
at most double poles at z→ bk for k∈{1, . . . , N}, and maybe a pole at∞. We are going to identify
Ωi(z,A) from its singular behavior at these poles. It is easier to start by computing
Ω˜j(z;A) := ∂bjx(z;A)w
′(z;A)− ∂bjw(z;A)x′(z;A)
and then use the relation
Ωi(z;A) =
N∑
j=1
∂bj
∂ai
Ω˜j(z;A) . (3.48)
We start by examining z→∞. From the equation
w(z;A) =V ′(x(z;A)) + 1z +O(
1
z2
) ,
we deduce
w′(z;A) = x′(z;A)V ′′(x(z;A))− 1
z2
+O( 1
z3
) ,
∂bjw(z;A) = ∂bjx(z;A)V
′′(x(z;A)) +O( 1
z2
) ,
and from the form of x
∂bjx(z;A) =O(1), x
′(z;A) =O(1) .
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is implies
Ω˜i(z;A) = ∂bjx(z;A)
Ä
x′(z;A)V ′′(x(z;A)) +O( 1
z2
)
ä
−
Ä
∂bjx(z;A)V
′′(x(z;A) +O( 1
z2
)
ä
x′(z;A)
= O( 1
z2
) ,
and therefore Ω˜i(z;A) has no pole at∞.
Next, we examine z→ bk. We have
∂bjx(z;A) =
δj,k
N
Ç
− w
′′(bk;A)
(w′(bk;A))2
1
z − bk +
1
w′(bk;A)
1
(z − bk)2
å
− 1
N
∂bjw
′(bk;A)
(w′(bk;A))2
1
z − bk +O(1) ,
w′(z;A) = w′(bk;A) + w′′(bk;A)(z − bk) +O(z − bk)2 ,
∂bjw(z;A) = ∂bjw(bk;A) + ∂bjw
′(bk;A)(z − bk) +O(z − bk)2 ,
x′(z) = − 1
w′(bk;A)
1
(z − bk)2 +O(1) .
Hence, we obtain aer simplication
Ω˜j(z;A) =
1
N
Ç
δj,k +
∂bjw
′(bk;A)
w′(bk;A)
å
1
(z − bk)2 +O(1) .
So, the only singularities of Ω˜j(z;A) are double pole without residues at bk, and we get
Ω˜j(z;A) =
1
N
N∑
k=1
Ç
δj,k +
∂bjw
′(bk;A)
w′(bk;A)
å
.
We nally return to Ωj(z;A). Dierentiating the relation w(bk;A) = ak with respect to ai we get
∂aiw(bk;A) + ∂aibkw
′(bk;A) = δi,k .
We insert it in (3.48) and nd a simplication
Ωi(z;A) =
1
N
1
w′(bi;A)
1
(z − bi)2 .

A general property of the TR amplitudes, which we only state here for spectral curves of genus 0,
is the following:
eorem 3.3.10. [EO07a] Let (P1, pt, λt, B= dz1dz2(z1−z2)2 ) be a holomorphic family of initial data for TR,
depending on a parameter t∈C, and ωtg,n its TR amplitudes. Assume there exists a generalized cycle γ in
P1 whose support does not contain the zeroes of dp, such that
∂tλt(z)dpt(z)− ∂tpt(z)dλt(z) =
∫
γ
B(z, ·).
where the derivatives are taken with z xed. en, for any g + n> 1, n,m> 0,
∂mt ωg,n(z1, . . . , zn) =−
∫
γm
ωtg,n+m(z1, . . . , zn, ζ1, . . . , ζm),
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where the derivatives are taken at zi xed and the ζi are integrated over the cycles γ.
For n= 0 and g> 1, or g= 0 and m> 3, we have:
∂mt Fg =
∫
γm
ωtg,m(ζ1, . . . , ζm).
We use the notationFg[x, y] for the topological recursionn= 0 invariants, with (x, y) emphasizing
the spectral curve they come from.
Remark 3.3.11. We remark that the eorem 3.3.10 cannot be applied to our spectral curve
(x(z;A),−w(z;A)), when A→ 0.
It may seem there is no problem from a naive perspective, but the behavior of the branchpoints is
pathological in the limit, since they coalesce to∞. is gives a seing in which the usual topological
recursion does not apply.
On the other hand, the exchanged spectral curve (w(z;A), x(z;A)) behaves like a regular spectral
curve to which we can apply the usual topological recursion, and hence eorem 3.3.10. We denote
by ωˇAg,n(z1, . . . , zn) its corresponding TR amplitudes.
If we specialize to n= 0 and the deformation (3.47), we nd
Corollary 3.3.12. We have for any n> 1
∂a1 · · · ∂anFAg [w, x] =
ωˇAg,n(z1, . . . , zn)
dw(z1;A) · · · dw(zn;A) ,
where the zi are points in C dened by w(zi;A) = ai.
Proof. Ωi represents the innitesimal deformation of the TR initial data (λ=w(z;A), p=x(z;A)),
and an equivalent form of (3.47) is
Ωi(z;A)dz= Res
ζ→bi
B(z, ζ)
w(ζ;A)− w(bi;A) .
erefore, from eorem 3.3.10, we obtain
∂a1 · · · ∂anFAg [w, x] = Res
ζ1→b1
· · · Res
ζn→bn
ωˇAg,n(ζ1, . . . , ζn)∏n
i=1(w(ζi;A)− w(bi;A))
=
ωˇAg,n(b1, . . . , bn)
dw(b1;A) · · · dw(bn;A) , (3.49)
where the dierential acts on the rst variable of w. 
3.3.4 Conclusion
Now we give the technical condition under which our conjecture would be true for usual maps. For
n> 0:
∂a1 · · · ∂anFˆ [g]A = ∂a1 · · · ∂anFAg [x,−w] = ∂a1 · · · ∂anFAg [w, x]. (3.50)
Observe that we only need this equality for n> 0, i.e. for the non-constant Taylor coecients. We
believe the rst equality is true since the free energy coming from the matrix model and the TR in-
variants should dier by a constant not depending onA. We also think the second equality is true and
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can be proved by checking that the correction terms of symplectic invariance, which are still being
analyzed in general, do not depend on A.
In any case, the computations we did for quadrangulations to support our conjecture indicate that
if there existed a non-zero dierence, it would also have a combinatorial interpretation, which may
help understand the nature of the still mysterious property of symplectic invariance.
We sketch the nal argument which would lead to a proof of the conjecture if we suppose (3.50)
is true.
We viewR as a graded ring by assigning degree 1 to each generator qi. Recall from (3.24) that, as
an element ofR, the free energy decomposes as
Fˆ
[g]
A =
∑
n>1
1
n!
∑
`1,...,`n
H
[g]
`1,...,`n
n∏
i=1
p`i(A)
N`i
, H
[g]
`1,...,`n
∈R0.
Corollary 3.3.13. For 2g − 2 + n> 0, we have in R˜[[N−1]]
ωˇA=0g,n (b1, . . . , bn)∏n
i=1 dw(bi; 0)
=
∑
`1,...,`n>1
H
[g]
`1,...,`n
n∏
i=1
a`i−1i , with w(bi; 0) = ai.
Proof. Let n> 1 be an integer. We denote piR,n the projection from R to its degree n subspace. We
introduce the ringQ(n) =R0[[a1, . . . , an]][[q1, q2, . . .]], where qi≡ pi(A)N = TrA
i
N . We make it a graded
ring by assigning degree 1 to each generator q`. We denote piQ,0 the projection fromQ(n) to its degree 0
subspace. We can dene a linear map Υ(n) : RSN →Q(n) by
Υ(n)(f) = a1∂a1 · · · an∂anf.
e map Υ(n) is homogeneous of degree −n, in particular it sends pλ with `(λ)<n to zero. Besides,
from the degree n part to the degree 0 part it induces an isomorphism, which is just the change of
basis from power sums pi(A)N to (unnormalized) symmetric monomials in the ai’s, and we have
Υ(n) ◦ piR,n =piQ,0 ◦Υ(n). (3.51)
We would like to access
Υ(n) ◦ piR,n(Fˆ [g]A ) =
∑
`1,...,`n>1
H
[g]
`1,...,`n
n∏
i=1
a`ii . (3.52)
Using the technical condition (3.50) and that w(bi;A) = ai, we obtain from Corollary 3.3.12 that
Υ(n)(Fˆ
[g]
A ) = ωˇ
A
g,n(b1, . . . , bn)
n∏
i=1
w(bi;A)
dw(bi;A)
.
According to (3.51) the degree 0 part of the right-hand side computes the quantity in (3.52). e spectral
curve (x(z;A), w(z;A)) is symmetric in a1, . . . , aN . erefore when we compute the right-hand side
with TR, we obtain a formal series in p`(A)N , whose term of degree 0 is
ωˇA=0g,n (b1, . . . , bn)
n∏
i=1
w(bi; 0)
dw(bi; 0)
, with w(bi; 0) = ai.


Chapter 4
Applications
4.1 Relation with free probability
We explain how the results of Chapter 5 t in the context of free probability, and give a possible
application of our Conjecture 2.2.1 and more general conjectures of Section 2.4.
More concretely, we give a combinatorial interpretation of higher order free cumulants in terms
of fully simple maps. We refer the reader to Section 1.6 for a summary on free probability, and an
introduction to higher order freeness and free cumulants.
4.1.1 Enumerative interpretation of higher order free cumulants
Let M = (MN )N∈N be a unitarily invariant hermitian random matrix ensemble. If the following large
N limit of the scaled limits of classical cumulants of n traces of powers of our matrices
ϕM`1,...,`n := limN→∞
Nn−2κn(TrM `1N , . . . ,TrM
`n
N ) (4.1)
exists for n> 1, we recall from (1.52) that it denes a higher order non-commutative probability space
generated by a single element M . ese limits (4.1) were called the n-th order correlation moments
and constitute the limiting distribution of all orders of M , turning the space of hermitian unitarily
invariant random matrix ensembles into a higher order probability space.
Higher order free cumulants are dened in terms of the correlation moments (see Denition 1.6.9)
through complicated combinatorial objects called partitioned permutations (see 1.6.3.2). However, in
the important seing of random matrices, eorem 1.6.14 expressed the nth order free cumulants also
as scaled limits of classical cumulants, but this time of entries of the matrices MN = (M (N)r,s )Nr,s=1:
kM`1,...,`n = limN→∞
Nn−2+
∑
i
`iκ∑n
i=1
`i
Ä
(M
(N)
ij,k,ij,k+1 mod `j
)
ä
, (4.2)
where γj := (ij,1, . . . , ij,`j )nj=1 are pairwise disjoint cycles of respective lengths `j . Note also that we
can express the free cumulants in a more compact way in terms of the fully simple observables we
introduced:
Lemma 4.1.1. We have
κ∑n
i=1
`i
Ä
Mij,k,ij,k+1 mod `j
ä
=κn
Ä
Pγ1(M), . . . ,Pγn(M)
ä
.
Proof. Both sides can be expressed as a linear combination of terms of the form
∏
α
〈 ∏
(j,k)∈Iα
Mij,k,ij,k+1 mod `j
〉
,
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where (Iα)α is a partition of I=
¶
(j, k)
∣∣∣ 16 j6n, 16 k6 `j©. e term corresponding to the par-
tition consisting of a single set I = I appears on both sides with a coecient 1. We have in general〈 ∏
(j,k)∈Iα
Mij,k,ij,k+1 mod `j
〉
(4.3)
=
∑
b : Iα→J1,NK
〈 ∏
(j,k)∈Iα
λbj,k
〉 ∫
U(N)
dU
ñ ∏
(j,k)∈Iα
Uij,k,bj,kU
†
bj,k,ij,k+1 mod `j
ô
,
where we have used the UN -invariance of the distribution of M , and (λa)Na=1 are the (unordered)
eigenvalues of M . e integral over UN is computed by Weingarten calculus, eorem 3.1.2. To
match the notations of eorem 3.1.2 we have
Aα := {al | 16 l6N}= {ij,k | (j, k)∈ Iα}
A′α := {a′l | 16 l6N}= {ij,k+1 mod `j | (j, k)∈ Iα}
and the product of Kronecker deltas in eorem 3.1.2 tells us that if Aα 6=A′α as subsets of J1, NK,
then (4.3) will be zero. is is indeed the case when Iα is strictly included in I, for the ij,k are pairwise
disjoint. is claimed equality follows. 
We have hence expressed the nth order correlation functions and the nth order free cumulants for
a higher order probability space given by a hermitian unitarily invariant random matrix ensemble in
terms of the connected ordinary and fully simple correlators that we dened (in their disconnected
versions) in (3.1).
More concretely, for a general measure (3.22), the propositions 3.2.2 (for ordinary stued) and
3.2.3 (for fully simple stued) represent the nth order correlation functions and the nth order free
cumulants as generating series of planar ordinary and fully simple stued maps, respectively:
ϕM`1,...,`n =
“F`1,...,`n , (4.4)
kM`1,...,`n =
“H`1,...,`n . (4.5)
For the particular case of matrix ensembles given by the measure (3.19), we obtain generating
series of planar ordinary and fully simple usual maps instead.
4.1.2 R-transform machinery in terms of maps
With the identications (4.4)-(4.5) we just exposed in mind, we see that the relation from Proposi-
tions 2.1.3-2.1.7 between fully simple and ordinary generating series in the case of disks and cylinders
recover the important R-transform formulas from eorem 1.6.11 that related the generating series
of rst and second order moments and free cumulants. e relation between the generating series
of fully simple disks X and the R-transform (generating series of free cumulants) R is as follows:
R(w) =X(w)− w−1. In this thesis, we have proved the formulas relating X1 with W1 and X2 with
W2 via combinatorics of maps – instead of non-crossing partitions – independently of [CMS´S07]. We
remark that in the context of topological recursion it is clear that the second order formula (1.51) can
be re-wrien in a symmetric way, which was not obvious from the free probability point of view. We
recall here our formula for cylinders in this symmetric form:
W2(x1, x2)dx1dx2 +
dx1dx2
(x1 − x2)2 =X2(w1, w2)dw1dw2 +
dw1dw2
(w1 − w2)2 . (4.6)
Recovering these formulas was one of the rst motivations for considering fully simple maps.
4.2. ELSV formula for 2-orbifold monotone Hurwitz numbers 109
Although Weingarten calculus and the HCIZ integral is also used in [CMS´S07] to relate higher
order free cumulants to moments, we have explained in Section 3.1.2.2 that the relation is naturally
expressed in terms of monotone Hurwitz numbers. As Hurwitz theory develops rapidly, this fact may
give insight into the structure of higher order cumulants generating series.
Our Conjecture 2.2.1 applies to matrix ensembles in which ln
Ä
dµ(M)
dM
ä
is linear in the trace of
powers of M , i.e. with Th,k = 0 for (h, k) 6= (0, 1), and it turns into Conjecture 2.4.1 if we turn on
T0,2 as well. ese are the models governed by the topological recursion, and whose combinatorics is
captured by usual maps, or maps carrying a loop model. ese conjectures would therefore provide a
computational tool for the free cumulants in these models, via the topological recursion restricted to
genus 0: going free amounts to performing the exchange transformation x 7→ y.
More general unitarily invariant ensembles are rather governed by the blobbed topological recur-
sion of [Bor14] and related to stued maps. Concretely, the initial data for the blobbed topological
recursion is a spectral curve as in (2.10), supplemented with blobs (φg,n)2g−2+n>0 which play the role
of extra initial data intervening in topology (g, n) and beyond. For matrix ensembles of the form (3.22),
there exist specic values for the blobs, such that the blobbed topological recursion computes the large
N expansion of the correlators. It would be interesting to know if the x↔ y can be supplemented with
a transformation of the blobs, in such a way that the blobbed topological recursion for the transformed
initial data computes the free cumulants. Restricting to genus 0, it would give a computational scheme
to handle free cumulants of any order – in full generality – via the blobbed topological recursion.
e higher genus theory should capture nite size corrections to freeness, and the universality of
the topological recursion suggests that it may be possible to formulate a universal theory of approxi-
mate freeness, for which unitarily invariant matrix ensembles would provide examples.
Generalizing the R-transform machinery to higher order free cumulants proved to be a very com-
plicated problem and in the most general article [CMS´S07] they only managed to do it for second order,
and in a quite intricate way. If our conjecture for usual maps 2.2.1 is true, topological recursion for
the pair of pants, i.e. for the topology (0, 3), gives directly theR-transform formula of third order 2.20
for the specic measure (3.19), as illustrated in Section 2.3. is is already interesting to the free prob-
ability community and gives a hint on how to generalize those complicated relations. Finding other
generalized R-transform formulas is not easy, even if we had topological recursion. is constitutes
one of the motivations of Section 4.3.
4.2 ELSV formula for 2-orbifold monotone Hurwitz numbers
ELSV1-type formulas relate connected Hurwitz numbers to the intersection theory of the moduli space
of stable curvesMg,n, enabling the tranfer of results from one world to the other. In this section, we
provide a new ELSV-like formula for 2-orbifold monotone Hurwitz numbers.
4.2.0.1 Connected 2-orbifold monotone Hurwitz numbers
We are going to consider double strictly monotone Hurwitz numbers, with ramication proles µ arbi-
trary and λ= (2, . . . , 2): [Ek]µ,(2,...,2), which are called 2-orbifold strictly monotone Hurwitz numbers.
Notice that
|Aut (2, . . . , 2)|= 2L/2 (L/2)!, with L= |µ|, since `((2, . . . , 2)) = |µ|
2
,
1e original ELSV formula [ELSV01] relates simple Hurwitz numbers to Hodge integrals. It was the main tool of proofs
of Wien’s conjecture that appeared aer Kontsevich’s proof, like the one by Okounkov-Pandharipande [OP09]. Later,
Kazarian [Kaz09] gave a unied way to deduce most known results in the intersection theory ofMg,n.
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and remember that 2L/2 (L/2)! [Ek]µ,(2,...,2) is the number of strictly monotone k-step paths from Cµ
to some (arbitrary but) xed permutation σ ∈C(2,...,2) in the Cayley graph of SL. We say that such a
path is connected when the group generated by all permutations met along the path acts transitively
on J1, LK. is matches the usual denition of connectedness in the language of branched coverings.
We dene 2L/2(L/2)! [E◦k ]µ,(2,...,2) to be the same weighted enumeration but restricted to connected
paths. We can express these disconnected Hurwitz numbers in terms of the connected ones as follows.
A disconnected path from Cµ to σ can be broken in connected components, i.e in paths in
∏s
i=1 SJi
where (Ji)si=1 is an unordered partition of J1, LK into subsets such that each 2-cycle in σ is contained
in some Ji. In particular these sets all have even cardinalities. Each connected component starts from
a conjugacy class Cµ(i) , where (µ(i))si=1 are partitions whose concatenation is µ, and ends at σ|Ji –
which has again type (2, . . . , 2) with `((2, . . . , 2)) = |µ
(i)|
2 . erefore, we get
2
L
2 (L/2)! [Ek]µ,(2,...,2) =
∑
s>1
1
s!
∑
µ(1)∪···∪µ(s)=µ
k1+···+ks=k
L
2 !
|µ(1)|
2 ! · · · |µ
(s)|
2 !
s∏
i=1
2|µ
(i)|/2 Ä|µ(i)|/2ä! [E◦ki ]µ(i),(2,...,2).
Hence, the symmetry factors disappear and we get
[Ek]µ,(2,...,2) =
∑
s>1
1
s!
∑
µ(1)∪···∪µ(s)=µ
k1+···+ks=k
s∏
i=1
[E◦ki ]µ(i),(2,...,2).
It is convenient to rename [E◦,g]µ,(2,...,2) the 2-orbifold connected Hurwitz numbers of genus g, which
is related to the above k by Riemann-Hurwitz formula in the branched covering interpretation:
k= 2g − 2 + `(µ) + |µ|
2
.
4.2.1 GUE and monotone Hurwitz numbers
e Gaussian Unitary Ensemble is the probability measure on the space of hermitian matrices of size
N
dµ(M) = 2−
N
2 pi−
N2
2 dM exp(−N Tr M22 )
= 2−
N
2 pi−
N2
2
N∏
i=1
dMi,i e
−NM2i,i/2
∏
i<j
dReMi,j e
−N(ReMi,j)2dImMi,j e−N(ImMi,j)
2
.
In this section we consider expectation values and cumulants with respect to the GUE measure.
We recall that the cumulants of the GUE have a topological expansion
κn(TrM
µ1 , . . . ,TrMµn) =
∑
g>0
N2−2g−n κ[g]n (TrM
µ1 , . . . ,TrMµn).
For any xed positive integers µi, this sum is nite. e coecients κ[g]n count genus g maps whose
only faces are the n marked faces, and are sometimes called generalized Catalan numbers. ey have
been extensively studied by various methods [WL72, HZ86, GN05, Cha11, ACNP15]. We are able to
relate them to 2-orbifold strictly monotone Hurwitz numbers, observing that the only fully simple
maps without internal faces are the degenerate ones:
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Proposition 4.2.1. For any g> 0, n> 1 and partition µ,
κ
[g]
n (TrMµ1 , . . . ,TrMµn)
|Autµ| = [E
◦,g]µ,(2,...,2),
where [E◦g ]µ,λ are the connected double weakly monotone Hurwitz numbers of genus g.
Proof. As the entries of M are independent and gaussian, we can easily evaluate
〈Pλ(M)〉=
`(λ)∏
i=1
δλi,2
N
.
From eorem 3.1.8 we deduce
|Autµ|−1
〈 n∏
i=1
TrMµi
〉
=N
|µ|
2
∑
k>0
N−k[Ek]µ,(2,...,2).
For the purpose of this proof, we name p˜µ the power sum basis of B. We have∑
µ
〈pµ(M)〉p˜µ
|Autµ| =
〈
exp
( ∑
m>1
TrMm p˜m
m
)〉
(4.7)
= exp
Ç∑
n>1
1
n!
∑
m1,...,mn>1
κn(TrM
m1 , · · · ,TrMmn)
n∏
i=1
p˜mi
mi
å
= exp
Ç∑
µ
κ(pµ1(M), . . . , pµ`(µ)(M)) p˜µ
|Autµ|
å
= exp
Ç∑
µ
∑
g>0
N2−2g−`(µ) κ[g]n (TrM
µ1 , . . . ,TrMµ`(µ))
p˜µ
|Autµ|
å
. (4.8)
But on the other hand we have∑
µ
〈pµ(M)〉 p˜µ
|Autµ| =
∑
µ
N
|µ|
2
(∑
k>0
N−k[Ek]µ,(2,...,2)
)
p˜µ
=
∑
s>1
1
s!
∑
µ(1),...,µ(s)
k1,...,ks>0
s∏
i=1
N
|µ(i)|
2
−ki [E◦ki ]µ(i),(2,...,2)p˜µ(i)
= exp
Ç∑
µ
∑
k>0
N
|µ|
2
−k[E◦k ]µ,(2,...,2)p˜µ
å
= exp
Ç∑
µ
∑
g>0
N2−2g−`(µ) [E◦,g]µ,(2,...,2)p˜µ
å
.
Comparing the two formulas yields the claim. 
is specialization of our result recovers a particular case of [ALS16, Prop. 4.8] which says that
the enumeration of hypermaps is equivalent to the strictly monotone orbiforld Hurwitz problem. is
suggests it is natural to investigate if our results can be extended to the more general seing of hyper-
maps.
It is well-known that the GUE correlation functions are computed by the topological recursion for
the spectral curve,
C=P1, p(z) = z + 1
z
, λ(z) =
1
z
, B(z1, z2) =
dz1dz2
(z1 − z2)2 .
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erefore, Proposition 4.2.1 gives a new proof that the 2-orbifold strictly monotone Hurwitz numbers
are computed by the topological recursion, a fact already known as a special case of more general
results, see e.g. [DBOPS17, ACEH17].
4.2.2 GUE and Hodge integrals
Dubrovin, Liu, Yang and Zhang [DLYZ16] recently discovered a relation between Hodge integrals and
the even GUE moments. For 2g − 2 + n> 0, the Hodge bundle E is the holomorphic vector bundle
over Deligne-Mumford compactication of the moduli space of curvesMg,n whose ber above a curve
with punctures (C, p1, . . . , pn) is the g-dimensional space of holomorphic 1-forms on C. We denote
Λ(t) =
g∑
j=0
cj(E) tj
its Chern polynomial. Let ψi be the rst Chern class of the line bundle T ∗piC, and introduce the formal
series
ZHodge(t; ~) = exp
Ç ∑
2g−2+n>0
~2g−2+n
n!
∑
i1,...,in>0
∫
Mg,n
Λ(−1)Λ(−1)Λ(12)
n∏
i=1
ψdii tdi
å
.
On the GUE side, the cumulants have a topological expansion
κn(TrM
`1 , . . . ,TrM `n) =
∑
g>0
N2−2g−n κ[g]n (TrM
`1 , . . . ,TrM `n),
where κ[g]n are independent of N , and the sum is always nite. We introduce the formal series
Zeven(s;N) =
e−A(s;N)
∏N−1
j=1 j!
2Npi
N(N+1)
2
∫
HN
dM exp
ñ
N Tr
(
− M22 +
∑
j>1
sj TrM
2j
)ô
, (4.9)
where we choose
A(s;N) =
lnN
12
− ζ ′(−1)
+N2
ñ
− 3
4
+
∑
j>1
1
j + 1
Ç
2j
j
å
sj +
1
2
∑
j1,j2>1
j1j2
j1 + j2
Ç
2j1
j1
åÇ
2j2
j2
å
sj1sj2
ô
.
e normalization factor in (4.9) is related to the volume of UN and the factor e−A(s;N) cancels the
non-decaying terms in its large N asymptotics, as well as the contributions of κ[0]1 and κ
[0]
2 . e large
N asymptotics of the outcome reads
Zeven(s;N) = exp
Ç∑
g>2
N2−2gB2g
4g(g − 1)
+
∑
2g−2+n>0
N2g−2+n
n!
∑
`1,...,`n>0
κ[g]n (TrM
2`1 , . . . ,TrM2`n)
n∏
i=1
s`i
å
,
and we consider it as an element of N2Q[N−1][[s1, s2, . . .]].
eorem 4.2.2. [DLYZ16] With the change of variable
Ti,±(s;N) =
∑
k>1
ki+1
Ç
2k
k
å
sk − δi>2 ± δi,0
2N
,
we have the identity of formal series
Zeven(s;N) =ZHodge(T+(s;N),
√
2N−1)ZHodge(T−(s;N),
√
2N−1).
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We can extract from this result an explicit formula for the even GUE moments, which gives an
ELSV-like formula for the monotone Hurwitz numbers with even ramication above∞, and (2, . . . , 2)
ramication above 0.
Corollary 4.2.3. For g> 0 and n> 1 such that 2g − 2 + n> 0 and µ= (2m1, . . . , 2mn), we have
|Autµ|[E◦g ]µ,(2,...,2) = κ[g]n (TrM2m1 , . . . ,TrM2mn)
= 2g
∫
Mg,n
[∆] ∩ Λ(−1)Λ(−1)Λ(12) exp
(
−
∑
d>1
κd
d
) n∏
i=1
mi
(2mi
mi
)
1−miψi .
κd are the pushforwards of ψd+1n+1 via the morphism forgeing the last puncture. Denoting [∆h] the class of
the boundary strataMg−h,n+2h⊂Mg,n which comes from the pairwise gluing of the last 2h punctures,
we have introduced
[∆] =
∑
h>0
[∆h]
23h(2h)!
.
Proof. Identifying the coecient of N2−2g−nn! sm1 · · · smn in eorem 4.2.2 yields
κ[g]n (TrM
2m1 , . . . ,TrM2mn)
=
b g
2
c∑
h=0
∑
`>0
2g−3h
(2h)!`!
∫
Mg−h,n+`+2h
Λ(−1)Λ(−1)Λ(12)
n∏
i=1
mi
(2mi
mi
)
1−miψi
n+∏`
i=n+1
−ψ2i
1− ψi . (4.10)
is sum is actually nite as the degree of the class to integrate goes beyond the dimension of the
moduli space. We can get rid of the ` factors of ψ-classes by using the pushforward relation
(pi`)∗
(
X
∏`
i=1
ψdi+1i
)
=X
Ç ∑
σ∈S`
∏
γ∈C(σ)
κ∑
i∈γ di
å
, (4.11)
where pi` : Mg′,k+`→Mg′,k is morphism forgeing the last ` punctures, and X is the pullback via
pi` of an arbitrary class onMg′,k. In general, if we introduce formal variables aˆ1, aˆ2, . . ., we deduce
from (4.11) the relation
∑
`>0
1
`!
∑
d1,...,d`>1
(pi`)∗
Ç
X
k+∏`
i=k+1
ψdi+1i
å ∏`
i=1
aˆdj =X exp
(∑
d>1
adκd
)
,
where ∑
d>1
adv
d =− ln
(
1−
∑
d>1
aˆdv
d
)
.
To simplify (4.10) we should apply this relation with aˆd =−1 for all d> 1. erefore ad =−1d . Con-
sequently
κ[g]n (TrM
2m1 , · · · ,TrM2mn)
=
b g
2
c∑
h=0
2g−3h
(2h)!
∫
Mg−h,n+2h
Λ(−1)Λ(−1)Λ(12) exp
(
−
∑
d>1
κd
d
) n∏
i=1
mi
(2mi
mi
)
1−miψi .
e claim is a compact rewriting of this formula, using the pushforward via the inclusions
ιh : Mg−h,n+2h→Mg,n.

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4.3 Virasoro constraints for fully simple maps
is section is based on work in progress with G. Borot and D. Lewan´ski. Using our interpretation of
the matrix model with external eld in terms of fully simple maps, and the fact that we can go from
fully simple to ordinary observables through double weakly monotone Hurwitz numbers, we deduce a
method to compute Virasoro constraints for fully simple maps, making use of the semi-innite wedge
formalism.
Our goal is to obtain some explicit results for low topologies in order to provide some insight for
the R-transform machinery of free probability for n> 3 and to nd Tue-like recursions for fully
simple maps, which otherwise seem too involved to be deduced combinatorially. Our motivation is
also to gain some understanding on both combinatorial problems involved and how they relate to each
other: fully simple maps and partitioned permutations (used to dene higher order free cumulants).
4.3.1 Virasoro constraints for ordinary maps
We give here the explicit Virasoro constraints for ordinary maps that we introduced in Section 1.3.3.
Let V0 be a function such that all the moments of dρ(x) = e−NV0(x) on R exist. We consider again
the 1-hermitian matrix model, but here with xed p(0) = (p(0)1 , p
(0)
2 , . . .) and set of formal parameters
that we denote p= (p0, p1, p2, . . .):
Z(p) = ep0N
∫
HN
dρ(M), (4.12)
with dρ(M) := dM exp[−N TrV (M)] and V (x) =V0(x)−∑k>0 pkN xkk .
For V0(x) = x
2
2 , we saw that (4.12) governs the combinatorics of ordinary usual maps, in the sense
that nth derivatives with respect to pk1 , . . . , pkn enumerate maps with n ordinary boundaries of re-
spective perimeters k1, . . . , kn:
[N2−2g−n]
∂
∂k1
· · · ∂
∂kn
Z(p)
∣∣∣∣∣∣
p=0
=
F
[g]
k1,...,kn
k1 · · · kn .
e Virasoro constraints for the 1-hermitian matrix model easily follows from integration by parts
in the matrix integral, see e.g. [GMM+91, Eyn16]:
eorem 4.3.1. Assume V0(x) =−∑j>1 p(0)jj xj and we use the convention p−1 = 0. e dierential
operators dened for n>−1 by
Ln =
n∑
m=0
m(n−m)
N
∂pm∂pn−m +
∑
m>1
(n+m)
Å
pm
N
+ p(0)m
ã
∂pn+m +
p0
N
n∂pn
have the commutation relations [Lm, Ln] = (m− n)Lm+n, and are such that
∀n>−1, Ln · Z(p) = 0. (4.13)
For usual maps, (4.13) is equivalent to the generalization of Tue’s equation in all topologies, as
explained in [Eyn16].
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4.3.2 Matrix model with external eld and its Virasoro constraints
We consider again the matrix model with a xed matrix A∈HN as an external eld:
Zˇ(A) = ep0N
∫
HN
dρA(M), dρA(M) = dρ(M) e
N TrMA.
We proved in Corollary 3.1.10 that Zˆ(A) = Zˇ(A)
Zˇ(0)
can be identied with the generating series of
fully simple maps. Let us dene the charge and energy operators
H0 :=
∑
k>0
pk∂pk , E :=
∑
k>0
kpk∂pk .
We will say that an operator has energy (or charge) c∈Z if it is an eigenvector of [E, ·] ([H0, ·])
with eigenvalue c. We introduce Okounkov and Pandharipande’s energy 0 operator E0(z) and the
operator associated to double weakly monotone Hurwitz numbers O on the so-called semi-innite
wedge formalism:
E0(z) := 1
ς(z)
∑
s>1
∑
m,n>1
1
m!n!
Ç ∑
k1+···+km=s
ki>1
m∏
i=1
ς(kiz)
ki
pki
åÇ ∑
`1+···+`n=s
`i>1
n∏
i=1
ς(`iz)∂p`i
å
,
O(N) := exp
Ç
−
ñE0(∂N )
ς(∂N )
− E
ô
lnN
å
,
where ς(z) = ez/2−e−z/2. We are going to prove in Section 4.3.3.3, aer introducing the semi-innite
wedge formalism, the following result:
eorem 4.3.2. Let A∈HN . en
Zˆ(A) =O(N).Z(p)
∣∣∣∣
pk= TrAk
, (4.14)
where the operator O(N) acts on the Schur function expansion of Z(p).
is theorem provides a recipe to calculate Virasoro contraints for fully simple maps, as we deduce
in the following corollary:
Corollary 4.3.3. e operators OLnO−1 annihilate Zˆ(A)
∣∣∣∣
TrAk= pk
.
It is therefore important to compute the conjugated operators O∂pkO−1 and OpkO−1 to get ex-
plicit Virasoro constraints for the 1-hermitian matrix model with external eld.
We remark that the same technique can be used to produce Virasoro constraints for fully simple
stued maps, aer conjugating the Virasoro constraints for stued maps with the same operator O.
4.3.3 Semi-innite wedge formalism
We briey introduce here the so-called semi-innite wedge formalism, whose pioneers were Okounkov
and Pandharipande [Oko00, OP06a, OP06b] and which turned into a standard tool in Hurwitz theory.
For more details, one can check for example [Oko01, Joh15] and references therein.
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4.3.3.1 Cliord and Heisenberg algebras
Let ZF =Z + 12 . We consider the Cliord algebra cl, dened by a family of generators ψs and ψ
†
s
indexed by s∈ZF , with relations
{ψr, ψs}= {ψ†r, ψ†s}= 0, {ψr, ψ†s}= δr,s .
e generators with s< 0 (resp. s> 0) are called creation operators (resp. annihilation operators). If P
is a non-constant monomial in ψ’s and ψ†’s, we dene its normal ordering :P : to be the monomial
where the annihilation operators are located to the right of creation operators, multiplied by the sign
of the permutation that had to be applied to achieve this ordering. e normal ordering is well-dened,
since the ψ’s and the ψ† commute among themselves. We also take the convention : 1 := 0 and the
normal ordering can be extended by linearity to any polynomial in ψ and ψ†. For instance,
:ψrψ
†
s :=
 −ψ
†
sψr, if s< 0,
ψrψ
†
s, otherwise.
Using the anticommutation relations, we can also write
:ψrψ
†
s : =ψrψ
†
s − δr,sδs<0 .
It is convenient to collect them in generating series
ψ(ζ) =
∑
s∈ZF
ψsζ
s− 1
2 , ψ†(ζ) =
∑
s∈ZF
ψ†sζ
−s− 1
2 .
e following vector space“gl∞={c+∑
r,s
Xr,s :ψrψ
†
s :
∣∣∣∣ c,Xr,s ∈Q, Xr,s = 0, for |r − s| large enough} .
is a Lie algebra. One denes a group
ĜL∞=
¶
exp(X1) · · · exp(Xn), Xi ∈“gl∞© .
We introduce the hamiltonians
H(ζ) = :ψ(ζ)ψ†(ζ) : ∈“gl∞((ζ)) ,
which can be decomposed as
H(ζ) =
∑
n∈Z
Hn ζ
−n−1, Hn =
∑
s∈ZF
:ψsψ
†
n+s : .
From the relations in the Cliord algebra, we can deduce the commutation relation of these operators
[Hm, Hn] =mδm+n,0, [Hn, ψ(ζ)] = ζ
nψ(ζ), [Hn, ψ
†(ζ)] =−ζnψ†(ζ) .
We call diagonal operators the :ψsψ†s : for s∈ZF . ey form a Lie subalgebra d∞⊂“gl∞. We denote
d∞ its completion, whose elements are innite formal series∑
s∈ZF
as :ψsψ
†
s : , as ∈Q .
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4.3.3.2 Semi-innite wedge
Let V = z 12Q[[z−1, z] and V−= z 12Q[[z−1]]. We denote es = zs− 12 the basis elements for s∈ZF , and
(e∗s) the dual basis. e semi-innite wedge space F is the vector space spanned by elements zn1 ∧
zn2 ∧ · · · where (ni)i>1 is a strictly decreasing sequence of half integers, such that ni+1 =ni − 1, for
i large enough. We dene a scalar product 〈·, ·〉 on F by declaring this basis to be orthonormal. e
space F is equipped with a representation of “gl∞, dened as
ψs = es ∧ ·, ψ†s = ιe∗s ,
where ι is the interior product. e action of :ψrψ†s : amounts (up to a sign) to sending zs−
1
2 to zr−
1
2 ,
and all other basis elements to 0, in a semi-innite wedge vector. e action of Hn is induced on F by
the endomorphism of V sending f(z) to z−nf(z). e space F decomposes as a direct sum
F =
⊕
N∈Z
FN
where FN is the eigenspace of H0 for the eigenvalue N . H0 is called the charge operator. E is called
energy operator. We denote Ω∅ ∈F0 the semi-innite wedge vector z−
1
2 ∧ z− 32 ∧ z− 52 ∧ · · · , and
Ω
(`)
∅ ∈F` the semi-innite wedge vector z−`−
1
2 ∧ z−`− 32 ∧ · · · . In general, if λ is a partition, we
complete it by puing λi = 0 for i> `(λ), and one can dene a semi-innite wedge vector Ωλ ∈F0 as
zλ1−
1
2 ∧ zλ2− 32 ∧ zλ3− 52 ∧ · · · . If p= (u1, u2, . . .) are formal variables, let us dene
H±(p) :=
∑
k>0
pk
k
H±k.
eorem 4.3.4. (Boson-fermion correspondence) e linear map
T : F −→ Q[[p1, p2, . . .]][[ζ±1]]
v 7→ ∑`∈Z〈Ω(`)∅ , exp(H+(u))v〉 ζ`
is an isomorphism. Besides
T (Hkv) =
 k∂pkT (v), if k > 0,p−kT (v), if k < 0,
T (ψ(z)v) = exp
(∑
k>0
pk
k
zk
)
exp
(
−
∑
k>0
z−k ∂pk
)
ζ exp(zζ∂ζ)T (v),
T (ψ†(z)v) = exp
(
−
∑
k>0
pk
k
zk
)
exp
(∑
k>0
z−k∂pk
)
ζ−1 exp(−zζ∂ζ)T (v) .
We have in terms of the Schur polynomials:
T (Ωλ) = sλ,
where pk are interpreted as the kth power sum.
is last remark shows that T restricts to a linear isomorphism T (0)
F0 T
(0)
' Q[[u1, u2, . . .]]'B'
⊕
L>0
Z(Q[SL]), (4.15)
where B is the vector space of symmetric polynomials in innitely many variables – which we saw
(in Section 3.1.1.1) is in fact a (graded) ring.
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4.3.3.3 From the ordinary to the fully simple partition function
We are now armed to prove the theorem:
Proof of eorem 4.3.2. Using Corollary 3.1.10 and (3.11), one can show that
Zˆ(A) = Zˇ(A)
Zˇ(0)
=
∑
λ
N |λ|χλ(id)
|λ|!sλ(1N ) 〈sλ(M)〉sλ(A) (4.16)
=
∑
λ
〈sλ(M)〉
∑
k>1
(−N)−khk(contλ)sλ(A),
where the λ-sum is taken over all partitions λ and the measure is unitary invariant. e generating
series for the hk(contλ) is by [ALS16] the eigenvalue of the operatorO(N) applied to the basis vector
Ωλ in the charge zero sector F0 of F . e operator O here is related to the operator in [ALS16] by
D(h)(−z−1) =O(z). e action ofO(N) on the space of symmetric functions can be easily read from
the boson-fermion correspondence T (0) that sends Ωλ to the Schur function sλ. Hence we obtain
Zˆ(A) =
∑
λ
〈sλ(M)〉
î
O(h)(N).sλ
ó
(A) =
[
O(h)(N).
∑
λ
〈sλ(M)〉sλ
]
(A).
On the other hand, we can express the partition funtion Z as a function of the variables p as follows:
Z(p) =
∫
HN
dρ0(M)e
N
∑∞
k=1
pk Tr(M
k)
N k =
〈
exp
( ∞∑
k=1
pk Tr(M
k)
k
)〉
0
where 〈·〉0 is the expectation value taken with respect to the measure dρ0(M) = dMe−N TrV0(M).
Evaluating the variables pk in pk = TrAk for a matrix A∈HN we obtain that
Z(p)
∣∣∣∣
pk= TrAk
=
〈
exp
( ∞∑
k=1
Tr(Ak) Tr(Mk)
k
)〉
0
=
〈
exp
( ∞∑
k=1
pk(A)pk(M)
k
)〉
0
=
=
〈∑
λ
sλ(M)sλ(A)
〉
0
=
∑
λ
〈sλ(M)〉0 sλ(A)
as functions onHN . ApplyingO(N) to this expression and chosing the expectation value 〈·〉0 in (4.16)
concludes the proof of the theorem. 
4.3.4 Conjugation of Ln
Following [OP06b], we introduce the following notation for functions related to the hyperbolic sine,
which will be useful for us:
ς(z) = ez/2 − e−z/2,
S(z) = ς(z)
z
=
sinh(z/2)
z/2
=
∑
k>0
z2k
22k(2k + 1)!
, (4.17)
1
S(z) =
z/2
sinh(z/2)
= 1 +
∑
k>1
(22k−1 − 1)
22k−1
|B2k|
(2k)!
z2k−1. (4.18)
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For any a∈Z, we dene the Okounkov and Pandharipande’s operator with energy a:
Ea(z) = 1
ς(z)
∑
r>0
1
r!
∑
m1,...,mr∈Z\{0}∑
i
mi=a
ñ r∏
i=1
ς(miz)
mi
ô
:Hm1 · · ·Hmr : (4.19)
=
1
ς(z)
∑
s>0
∑
n,m>0
1
m!n!
Ç ∑
k1+···+km=s
ki>1
m∏
i=1
ς(kiz)
ki
pki
åÇ ∑
`1+···+`n=s+a
`i>0
n∏
i=1
ς(`iz)∂p`i
å
,
with the following commutation relations:
[Ea(z), Eb(w)] = ς(aw − bz)Ea+b(z + w). (4.20)
e operators F (a)r are dened by the expansion
Ea(z) =
∑
r>0
F (a)r zr.
Lemma 4.3.5. e operatorsOb∂pbO−1 andOpbO−1 are power series in N−1, and polynomial in N−1
respectively, whose coecients are explicit polynomials in the F (a)r :
Ob∂pbO−1 =
∑
k>0
(−1)k
[
b!
(b− k)!
k∑
a=0
(−1)aF (b)a [zk−a].
Ä
S(z)−b−1
ä]
N−k, (4.21)
OpbO−1 =
b∑
k=0
(−1)k
[
(k + b− 1)!
(b− 1)!
k∑
a=0
F (−b)a [zk−a].
Ä
S(z)b−1
ä]
N−k . (4.22)
Note that since S is an even function only the summands where a and k have the same parity contribute.
Proof. From [KLS16, Corollary 4.3], we get
Ob∂pbO−1 =
∑
k>0
b!
(b− k)! (−N
−1)k[zk].S(z)−b−1Eb(−z), (4.23)
OpbO−1 =
b∑
k=0
(k + b− 1)!
(b− 1)! (−N
−1)k[zk].S(z)b−1E−b(z) . (4.24)

We want to compute the operator
OLnO−1 = 1
N
∑
b1+b2=n
b1,b2>1
[O(b1∂pb1 )O−1][O(b2∂pb2 )O−1] +
1
N
∑
b>0
[OpbO−1][O((b+ n)∂pb+n)O−1]
+
∑
b>1
p
(0)
b [O((b+ n)∂pb+n)O−1]
as an operator in the p’s. For r, b∈Z, we introduce the notation: S(b)r := [zr].S(z)b. By Lemma 4.3.5,
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we obtain that OLnO−1 is equal to
∑
b1+b2=n
b1,b2>1
∑
k>0
(−1)k
 ∑
k′+k′′=k
k′∑
a′=0
k′′∑
a′′=0
b1! b2!
(b1 − k′)!(b2 − k′′)! (−1)
a′+a′′S(−b1−1)k′−a′ S(−b2−1)k′′−a′′ F (b1)a′ F (b2)a′′
N−k−1
+
∑
b>0
∑
k>0
(−1)k
 ∑
k′+k′′=k
k′∑
a′=0
k′′∑
a′′=0
(b+ n)!(k′′ + b− 1)!
(b+ n− k′)!(b− 1)! (−1)
a′S(−b−n−1)k′−a′ S(b−1)k′′−a′′F (−b)a′′ F (b+n)a′
N−k−1
+
∑
b>1
p
(0)
b
∑
k>0
(−1)k
[
(b+ n)!
(b+ n− k)!
k∑
a=0
(−1)aS(−b−n−1)k−a F (b)a
]
N−k. (4.25)
4.3.5 Tutte’s recursion for fully simple disks
In this section we test our operators in the case of disks, i.e., for the (g, n) = (0, 1) topology. We
rst compute Tue’s equation for fully simple disks from Tue’s equation for ordinary disks. en
we derive it from the Virasoro operators OLnO−1 by selecting the coecient of N2−2g−n =N in
OLnO−1
Ä
Zˆ(A)
∣∣∣
Tr(A)k=pk
ä
and show that the two equations match.
4.3.5.1 Derivation from Tutte’s recursion for ordinary disks
Tue’s recursion for ordinary disks, which can be easily deduced from bijective combinatorics, reads
Fl+1 =
l−1∑
j=1
FjFl−1−j +
d∑
j=3
p
(0)
j Fl−1+j . (4.26)
We remark that here the xed parameters p(0)j , j> 3, play the role of weight per internal j-gon that
we denoted tj in the rest of the thesis. Aer the identication established in Section 4.1.1 between
correlation moments and generating series of ordinary maps, and free cumulants and generating series
fully simple maps, we can make use of the moment-(free) cumulant relations from free probability. e
case of disks corresponds to rst order (or classical) free probability 1.6.2, hence the relation is just via
non-crossing partitions (1.49):
Fl =
∑
pi∈NC(l)
∏
B∈pi
H|B|, (4.27)
whereNC(l) is the nite set of non-crossing partitions of the set {1, 2, . . . , l}. We can restate the last
equation summing over partitions of the number l (we stress that the term partition is used to indicate
two distinct combinatorial objects):
Fl =
∑
λ`l
Hλ1 · · ·Hλ`(λ)cλ, (4.28)
where cλ is the number of non-crossing partitions of the set {1, 2, . . . , l}with exactly `(λ) blocks, and
whose sizes are the parts of λ. Substituting (4.28) in (4.26), we get
∑
λ`l+1
Hλ1 · · ·Hλ`(λ)cλ =
∑
λ`l−1
Hλ1 · · ·Hλ`(λ)
( ∑
λ=µ(1)unionsqµ(2)
µ(i) 6=∅
cµ(1)cµ(2)
)
+
∑
j=3
λ`l−1+j
p
(0)
j Hλ1 · · ·Hλ`(λ)cλ.
e constants cλ have been computed combinatorially, and they are given by the following formula:
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eorem 4.3.6. [Kre72] Let mi(λ) denote the number of parts λj that are equal to i. With the notation
M(λ) :=
∏
i>1mi(λ)!, we have
cλ =
1
M(λ)
|λ|!
(|λ| − (`(λ)− 1))! . (4.29)
Observe that we have the following relation between M(λ) and what we denoted |Autλ|= |λ|!|Cλ|
in this thesis:
M(λ) =
|Autλ|∏`(λ)
i=1 λi
.
Carrying every term on the same side and using the theorem above, we obtain the following explicit
Tue equation for the fully simple disks.
∑
k=1
∑
λ`l−1
`(λ)=k
Hλ1 · · ·Hλk
( ∑
λ=µ(1)unionsqµ(2)
`(µ(1))=k′>1, `(µ(2))=k′′>1
k′+k′′=k
1
M(µ(1))M(µ(2))
|µ(1)|!
(|µ(1)| − k′ + 1)!
|µ(2)|!
(|µ(2)| − k′′ + 1)!
)
(4.30)
+
∑
k=1
∑
j=1
λ`l−1+j
`(λ)=k
p
(0)
j
Hλ1 · · ·Hλk
M(λ)
(l − 1 + j)!
(l + j − k)!
∣∣∣∣
p
(0)
1 = 0, p
(0)
2 =−1
= 0 .
e specialization p(0)1 = 0, p
(0)
2 =−1 corresponds precisely to the convention we chose for the tj ’s in
the matrix model for ordinary maps, which amounts combinatorially to count maps without internal
1-gons and 2-gons.
4.3.5.2 Derivation from the conjugated Virasoro operators
We compute the constraints on generating series of fully simple disks from the conjugated Virasoro
operators OLnO−1. Concretely, we shall prove that equation (4.30) coincides with the equation
[N1] OLnO−1.
Å
Zˆ(A)
∣∣∣
Tr(A)k=pk
ã ∣∣∣∣∣∣
p=0
= 0, (4.31)
under the substitution p(0)1 = 0, p
(0)
2 = −1, where the expansion of the partition function in the pj ’s
reads
Zˆ(A)
∣∣∣
Tr(A)k=pk
= exp
Ü∑
g>0
n>1
N2−2g−n
∑
l1,...,ln>0
H
[g]
l1,...,ln
pl1 · · · pln
l1 · · · ln
ê
.
We are going to show that, when selecting the coecient of N1 in (4.31), many of the terms in its
explicit expression – given in (4.25) – cannot contribute. Indeed, let us select an operator corresponding
to the index k¯ in the k-sum of one of the three lines of (4.25). is operator multiplies N−k¯−1 if it is
selected from the rst or the second line, whereas it multipliesN−k¯ if it is selected from the third line.
In order for the resulting term to be of orderN1, we need k¯+ 2 (or k¯+ 1 if it is selected from the third
line) powers of N from the application of the operator. Observe that applying a single derivation at
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the time to pick up a (g, n) = (0, 1) term from the partition function is the only way to obtain strictly
positive powers of N out of the application of each summand of the operator:
[N>0] α∂pα exp
Ü∑
g>0
n>1
N2−2g−n
∑
l1,...,ln>0
H
[g]
l1,...,ln
pl1 · · · pln
l1 · · · ln
ê ∣∣∣∣∣∣
p=0
=H [0]α N
1 , for α∈Z>0. (4.32)
erefore we need at least k¯+2 (respectively, k¯+1) derivatives. On the other hand, k¯+2 (respectively,
k¯+1) derivatives is actually the maximum amount of derivatives that we can extract from the operator.
To see this, recall that F (b)a equals
[za]
1
ς(z)
∑
s>0
∑
m′,m′′>0
1
m′!m′′!
Ç ∑
k1+···+km′=s
ki>1
m′∏
i=1
ς(kiz)
ki
pki
åÇ ∑
`1+···+`m′′=s+b
`i>0
m′′∏
i=1
ς(`iz)∂p`i
å
(4.33)
and that
1
ς(z)
=
1
z
+O(z), ς(z) = z +O(z3).
erefore collecting the maximum amount of derivatives corresponds to picking z−1 from ς(z)−1,
m′= 0, m′′= a+ 1, s= 0, and the leading terms from each of the ς(liz), obtaining the term
1
(a+ 1)!
∑
l1+···+la+1=b
lj>1
a+1∏
i=1
li∂pli .
Now, observe that the only possibility to obtain the desired amount of derivatives is to choose maximal
indices in the a-sums (that is, pick the summands a′= k′ and a′′= k′′ in the rst and second line, and
a= k in the third line of (4.25)). is simplies the formula considerably: the S-contributions involved
are all of the form
S(r)0 = [z0].(S(z))r = [z0](1 +O(z2))r = 1,
there are no subleading contributions from the ς(z) functions in theF operators, and the (−1)k terms
cancel out with the minus signs coming from the a-sums.
We want to put in evidence the part of the conjugated Virasoro operator with trivial S-function
contributions, i.e. the summands obtained from (4.25) by selecting a′= k′, a′′= k′′, a= k.
Denition 4.3.7. We call simplied version of the conjugated Virasoro (4.25) the following operator:
∑
b1+b2=n
b1,b2>1
∑
k>0
∑
k′+k′′=k
b1! b2!
(b1 − k′)!(b2 − k′′)!F
(b1)
k′ F (b2)k′′ N−k−1 (4.34)
+
∑
b>0
∑
k>0
∑
k′+k′′=k
(b+ n)!(k′ + b− 1)!
(b+ n− k′′)!(b− 1)!(−1)
k′F (−b)k′ F (b+n)k′′ N−k−1 (4.35)
+
∑
b>1
p
(0)
b
∑
k>0
(b+ n)!
(b+ n− k)!F
(b+n)
k N
−k. (4.36)
We have shown that only the simplied version of the operator as in denition 4.3.7 can contribute.
Let us compute the contribution of each term separately:
4.3. Virasoro constraints for fully simple maps 123
• Contribution of (4.34). We showed that this contribution must come from the coecient of N1 in
∑
b1+b2=n
b1,b2>1
∑
k>0
∑
k′+k′′=k
k′,k′′>0
b1! b2!
(b1 − k′)!(b2 − k′′)!
∑
l
(1)
1 +···+l
(1)
k′+1=b1
l
(2)
1 +···+l
(2)
k′′+1=b2
l
(1)
j >1,l
(2)
j >1
∏k′+1
i=1 l
(1)
i ∂p
l
(1)
i
(k′ + 1)!
∏k′′+1
i=1 l
(2)
i ∂p
l
(2)
i
(k′′ + 1)!
N−k−1
applied to the partition function. We know that every derivative must pull exactly one power of N
down, together with a factor H [0]α , as in equation (4.32), or otherwise the entire term will not have the
desired power of N . By collecting the coecient of N1, seing p= 0, and shiing the indices of the
k-sums by one we obtain the contribution
∑
b1+b2=n
b1,b2>1
∑
k′,k′′>1
b1! b2!
(b1 − k′ + 1)!(b2 − k′′ + 1)!
∑
l
(1)
1 +···+l
(1)
k′ =b1
l
(2)
1 +···+l
(2)
k′′=b2
l
(1)
j >1,l
(2)
j >1
∏k′
i=1H
[0]
l
(1)
i
k′!
∏k′′
i=1H
[0]
l
(2)
i
k′′!
.
• Contribution of (4.35). We show that this contribution is equal to zero by observing that each of its
summands involves a nontrivial monomial in the pj multiplied on the le. is monomial then cannot
be annihilated by any derivative, and therefore the summand vanishes when we set p= 0. To see this,
note that each k¯ > 0 summand involves the operator F−b<0
a′′=k¯>0 with negative energy, which must have
positive m′, and hence a monomial in the pj on the le. In case k¯= 0, the second summand simply
reduces to the second term in the non-conjugated case: pb(b+ n)∂pb+n .
• Contribution of (4.36). We showed that this contribution must come from the coecient of N1 in
∑
b>1
p
(0)
b
∑
k>0
(b+ n)!
(b+ n− k)!
1
(k + 1)!
∑
l1+···+lk+1=b+n
lj>1
k+1∏
i=1
li∂pliN
−k
applied to the partition function. Again, every derivative must pull exactly one power of N down,
together with a factor H [0]α . By collecting the coecient of N1, seing p= 0, and shiing the indices
of the k-sums by one we obtain the contribution
∑
b>1
p
(0)
b
∑
k>1
(b+ n)!
(b+ n− k + 1)!
∑
l1+···+lk=b+n
lj>1
∏k
i=1H
[0]
li
k!
.
Notation 4.3.8. In order to write the formula in a more compact way, let us introduce the notation
Hb((0, 1)k) :=
∑
l1+···+lk=b
lj>1
k∏
i=1
H
[0]
li
, (4.37)
for b> 0. Moreover, every term involving a negative factorial is considered to be zero.
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Writing the contributions according to Notation 4.3.8 and puing them together proves that rela-
tion (4.31) explicitly reads
∑
b1+b2=n
b1,b2>1
∑
k′,k′′>1
b1! b2!
(b1 − k′ + 1)!(b2 − k′′ + 1)!
Hb1((0, 1)k
′
)
k′!
Hb2((0, 1)k
′′
)
k′′!
+
∑
b>1
p
(0)
b
∑
k>1
(b+ n)!
(b+ n− k + 1)!
Hb+n((0, 1)k)
k!
= 0.
Aer the specialization of the parameters p(0)1 = 0 and p
(0)
2 =−1, it is enough to pick n= l−1 (the
b-sum corresponds to the j-sum) and to take care of the dierence between summing over k-uples
of integers and summing over (unordered) partitions of a number (multiplying by the corresponding
factors gλ = `(λ)!M(λ) that we gave in (3.17)) to obtain exactly the equation appearing in (4.30).
Remark 4.3.9. We can express Fl directly in terms of the notation 4.3.8. In fact, expanding (4.28) by
eorem 4.3.6 and changing the summation over partitions into summation over independent indices,
we obtain
Fl =
∑
k>1
l!
(l − k + 1)!
Hl((0, 1)k)
k!
, l> 1. (4.38)
e explicit derivation for usual disks serves as a toy model for more complicated topologies and
also as a check of our method, since in this case we were able to compare the outcome with the result
coming from combinatorics. Our rst next goal is to give explicit results at least for the topologies:
(0, 2), (0, 3) and (1, 1), using the same techniques.
We have done the computations for those topologies from the conjugated Virasoro point of view.
We are in the process of turning the results into more compact formulas summing over all lengths and
collecting the terms into correlators. As for the case of disks, we also substitute in the ordinary Virasoro
constraints for (0, 2) the formula from free probability expressing ordinary cylinders in terms of fully
simple ones, and match the already known terms. We think we can already extract information about
the complicated partitioned permutations (introduced in Section 1.6.3.2) from the unknown terms in
this case. We plan to apply the same scheme for topology (0, 3) and investigate if there is a paern to
be generalized to arbitrary topology (g, n).
We remark that an advantage of this approach is that in principle it can be generalized to stued
maps, i.e., to general unitary invariant measures, which may eventually give a hint for our vague
conjecture from Section 2.4.2.
Part II
Large random maps
with small and big boundaries
Nesting statistics in the O(n) loop model for arbitrary topologies

Chapter 5
Introduction
is part of the thesis is based on joint work with G. Borot [BGF16], which is submied for publication.
Our main goal is to analyze the nesting statistics in theO(n) loop model on random maps of arbitrary
topologies. e nesting properties of the loops in a conguration was initiated for disks and cylinders
in [BBD16]. For this purpose we rely on the topological recursion results of [BE11, BEO15] for the
enumeration of maps in the O(n) model. We characterize the generating series of maps of genus g
with k boundaries and k′ marked points which realize a xed nesting graph. ese generating series
are amenable to explicit computations in the loop model with bending energy on triangulations, and
we characterize their behavior at criticality in the dense and in the dilute phase. In this part of the
thesis, we will oen call maps endowed with a loop congurations just maps (or as in the introduction
congurations), and again we will use the name usual to emphasize when our maps do not carry a
loop conguration.
Aer a Riemann conformal mapping, the critical loop congurations on a xed disk is believed to
be described in the continuous limit by the so-called conformal loop ensemble [She09, SW12], denoted
by CLEκ and depending on a continuous index κ∈ (8/3, 8), with the correspondence n= 2 cospi(1−
4
κ) for n∈ (0, 2] [Dup03, KN04, Dup04].
In [BBD16], Borot, Bouier and Duplantier investigated the nesting properties of loops on disks
and cylinders weighted by an O(n) model, and showed that they are in perfect agreement with the
known nesting properties of CLEκ [MWW16] aer taking into account a suitable version of the KPZ
relations [DS11]. In this part of the thesis, we push this analysis forward and investigate rigorously the
nesting properties of maps of any topology weighted by anO(n) model. is includes as a special case
the description of the critical behavior of maps without loops (i.e. in the class of pure gravity) having
possibly marked points, microscopic and macroscopic boundaries. is generalization is non-trivial as
the combinatorics of maps with several boundaries, marked points, and arbitrary genus, is much more
involved than in the cases of disks and cylinders. Our approach is based on analytic combinatorics, and
relies on two main ingredients: (1) the substitution approach developed in [BBG12c, BBG12b] for
planar maps; and (2) the topological recursion of [EO07a, BEO15] to reduce by a universal algorithm
the enumeration of maps – possibly carrying anO(n) loop model – of any topology to the enumeration
of disks and cylinders. Obtaining the desired asymptotics for generating series of maps subjected to
various constraints is then a maer of careful analysis of singularities.
5.1 Combinatorial decomposition of congurations
We begin by recalling the notion of separating loops that we already introduced in Denition 1.1.14.
We also dene the generating series of congurations with only non-separating loops through the
substitution approach. e nesting graphs encoding the nesting information of a loop conguration
will become of great relevance in this part of the thesis. e reader can review their denitions in
Section 1.1.5.2. We also introduce the rened generating series of congurations realizing a xed
nesting graph, which will allow us to study the nesting properties of loop congurations. Finally,
we give a combinatorial decomposition of congurations in terms of their associated nesting graph,
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which permits to study the critical behavior of the whole congurations via the analysis of the critical
behavior of every type of piece.
5.1.1 Substitution approach
In maps with the topology of a disk, there is a notion of inside and outside a loop, from the point of
view of the boundary. en, the nested loop approach [BBG12b] puts in bijection disksMwith a loop
conguration with triples (D,R,M′), where:
• D is a usual disk, called the gasket ofM. It is obtained as the connected component containing
the boundary in the complement of all loops inM, lling the interior of each outermost loop
by a face.
• R is a disjoint union of sequences of faces visited by a single loop so as to form an annulus,
which is rooted on its outer boundary. It is obtained as the collection of faces crossed by the
outermost loops in M – from the point of view of the boundary – and the root edge on the
outer boundary of each ring (call it B) is conventionally dened to be the edge outgoing from
the vertex inB which is reached by the shortest lemost geodesic between the origin of the root
edge on the boundary ofM, and B.
• M′ is a disjoint union of disks carrying loop congurations. ese are the inside of the outermost
loops.
D
R
M′
Figure 5.1: Le: schematic representation of a loop conguration on a planar map with one boundary,
illustrating the gasketD, the outermost annuliR and the disjoint union of disks with loopsM′. Right:
the associated primary nesting tree (the red vertex corresponds to the gasket).
is translates into a functional relation for the generating series of disks: we can express the
generating series of disks endowed with loop congurations F` in terms of the generating series of
usual disks with special face weights.
F` =F`(T1, T2, . . .), (5.1)
where the weights Tl of a face of degree l must satisfy the following xed point condition
Tl = tl +
∑
`>0
Al,`F`(T1, T2, . . .) = tl +
∑
`>0
Al,`F`. (5.2)
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We have denoted by Al,` the generating series of sequences of faces visited by a loop, which are glued
together so as to form an annulus, in which the outer boundary is rooted and has length l, and the
inner boundary is unrooted and has length `. Compared to the notations of [BBG12b], we decide to
include in Al,` the weight n for the loop crossing all faces of the annulus. We call Tl the renormalized
face weights. Note that, although tl could be zero for l= 1, 2 and for l> l0, T1, T2 and Tl for l> l0 are
a priori non-zero. For this reason, it was necessary to consider the model of usual maps with general
face weights (1.12), while we could restrict to faces (visited or not) of perimeter larger or equal to 3 in
the denition of the Boltzmann weight for the general O(n) loop model (1.10).
In general, the generating series of usual maps evaluated at renormalized face weights (T1, T2, . . .)
will play an important role for us and we denote it by
F
[g,•k′]
`1,...,`k
:=F
[g,•k′]
`1,...,`k
(T1, T2, . . .). (5.3)
We remark the following equalities for the cases with only one marked element, i.e. for k + k′= 1:
• If there is only one boundary, F [g]` =F[g]` , as (5.1) claimed for the case g= 0.
• If there is only one marked vertex, F [g,•] =F[g,•].
According to the nested loop approach, F[g,•k′] enumerates maps in theO(n) model where the k bound-
aries and the k′ marked points all belong to the same connected component aer removal of all loops.
In particular, F• is the generating series of disks pointed in the gasket and F`1,`2 the generating series
of cylinders with the two boundaries belonging to the same vertex in the associated nesting graph.
Now we describe two marking procedures that behave in the same way for general congurations
as for usual maps. e operation of turning an internal face into a boundary of length ` is realized by
the operator ` ∂∂t` , while marking a vertex amounts to applying u
∂
∂u :
F [g,•k′]`1,...,`k+1 = `k+1∂t`k+1F
[g,•k′]
`1,...,`k
, (5.4)
F [g,•k′]`1,...,`k = (u∂u)k
′F [g]`1,...,`k . (5.5)
On the other hand, notice that due to the constraints on the relative position of the marked points
and boundaries with respect to the loops for usual maps specialized to renormalized face weights,
marking a face or a vertex for this kind maps is done before the evaluation:
F
[g,•k′]
`1,...,`k+1
= (`k+1∂t`k+1F
[g,•k′]
`1,...,`k
)
∣∣∣{tl=Tl}l>1 6= `k+1∂t`k+1(F [g]`1,...,`k(T1, T2, . . .)),
F
[g,•k′]
`1,...,`k
= ((u∂u)
k′F
[g]
`1,...,`k
)
∣∣∣{tl=Tl}l>1 6= (u∂u)k′(F [g]`1,...,`k(T1, T2, . . .)).
e dierence comes from the order of dierentiation and evaluation at renormalized face weights
(T1, T2, . . .), which depend on u and t`k+1 .
Functional relations for more general planar maps can be deduced from the xed point equations
(5.1)-(5.2), using these operations of marking a face or a vertex for general congurations (5.4)-(5.5),
here for pointed disks and cylinders:
F [0,2]`1,`2 = F
[0,2]
`1,`2
+
∑
l,l′>1
F
[0,2]
`1,l
Rl,l′ F [0,2]l′,`2 , (5.6)
F•` = F•` +
∑
l′>1,l′′>0
F
[0,2]
`,l′ Rl′,l′′F•l′′ , (5.7)
where Rl,` =Al,`/l is the generating series of annuli visited by a single loop, whose outer and inner
boundaries are both unrooted.
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5.1.2 Separating loops and rened enumeration
We recall now the denition of separating loop already given in 1.1.14. In a mapM with a non empty
set of marked elements E , a loop is separating1 if it is not contractible inM\ E . e separating loops
(or sequences of separating loops) were encoded in the edges of the nesting graph. If the map is planar,
we can equivalently say that a loop is separating if it does not bound a disk (in the underlying surface)
which contains no marked element.
Figure 5.2: Blue: Separating loops. Green: Non-separating loops.
First of all, we remark that the usual maps with renormalized face weights we introduced in the
previous section are exactly congurations with no separating loops, i.e. congurations which only
carry non-separating loops. erefore, F[g,k,•k
′]
`1,...,`k
is the generating series of congurations with no
separating loops.
Let us examine now the separating loops in the simple case of two marked elements in a planar
map. en, either the two marked elements are not separated by any loop (the nesting graph consists
of a single vertex carrying the two marks), or they are separated by P > 1 loops (the nesting graph
consists of an edge of length P between two vertices). We recall that P was called the depth or arm
length. To x ideas, let us say that the rst marked element is a boundary and the second one is
a boundary (or a vertex). en, we can put such a map M in bijection either with a cylinder (or a
pointed disk) having no separating loop, or a triple consisting of a cylinder with no separating loops,
an annulus of faces visited by a single loop, and another cylinder (or pointed disk) M′ with p − 1
separating loops. is is the combinatorial meaning of (5.6)-(5.7), and it allows an easy renement.
Namely, let F [0,2]`1,`2 [s] (resp. F•` [s]) be the generating series of cylinders (resp. pointed disks) where the
Boltzmann weight includes an extra factor sP with P the depth. ere generating series receive the
name of rened generating series. We obtain from the previous reasoning:
F`1,`2 [s] = F`1,`2 + s
∑
l,l′>1
F`1,lRl,l′ Fl′,`2 [s], (5.8)
F•` [s] = F•` + s
∑
l′,l′′>1
F`,l′ Rl′,l′′F•l′′ [s]. (5.9)
In full generality, we are interested in computing F [g,k,•k
′]
`1,...,`k
[Γ, ?; s], the rened generating series
of congurations of genus g with k boundaries and k′ marked points which achieve the xed nesting
1e intuitive idea of this denition is very clear for maps of genus 0, where separating loops always “separate” two
marked elements in dierent connected components ofM\E . However, with this denition for maps of arbitrary topology,
non-contractible loops inM are separating, even though the name could be misleading in such a case. For example, a non-
contractible loop in a torus with only one marked element is also called separating, even if it cannot “separate” the marked
element from any other marked element. So separating loops also help keeping track of the more complicated structure of
higher genus maps.
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graph (Γ, ?), and for which the usual Boltzmann weight contains an extra factor:∏
e∈E(Γ)
s(e)P (e).
e construction of the nesting graph provides a combinatorial decomposition of maps, illustrated
in Figure 5.3. Indeed, we can retrieve bijectively the original map from (Γ, ?,P), by gluing together:
• for each vertex v of valency d(v), a usual map (with renormalized weights) of genus h(v) with
k(v) labeled boundaries and d(v) other unlabeled boundaries, and k′(v) marked points;
• for each edge e of length 1, an annulus visited by a single loop;
• for each each e of length P (e)> 2, two annuli visited by a single loop capping a cylinder with
P (e)− 2 separating loops.
3
1
2
v2
v1
v3
v4
Figure 5.3: e vertices v1, v2 ∈ V˜ (Γ). ey carry the following information regarding the asso-
ciated genus, number of boundaries and valency: h(v1) = 0, k(v1) = 2, d(v1) = 1, h(v2) = 1, k(v2) =
0, d(v2) = 3. e other vertices correspond to connected components of topology (0, 2) with only one
labeled boundary: v3, v4 ∈V0,2(Γ).
Let us denote E(Γ) the set of edges and V (Γ) the set of vertices of the nesting graph Γ. At a
given vertex v, e(v) is the set of outcoming half-edges, and for a given edge e, {e+, e−} is its set of
half-edges. ∂(v) the set of boundaries which are registered on marked elements on v – if there are no
marked elements on v or just k(v) = 0, then ∂(v) = ∅. Let V0,2(Γ) be the set of univalent vertices v of
genus 0 which carry exactly 1 boundary; the outgoing half-edge (pointing towards the boundary) is
then denoted e+(v) and V˜ (Γ) =V (Γ) \ V0,2(Γ). Let Eun(Γ) be the set of edges which are incident to
vertices in V0,2(Γ), and E˜(Γ) =E(Γ) \ Eun(Γ). We dene the set of glueing half-edges as follows:
Eglue(Γ) =
⋃
e∈E˜(Γ)
{e+, e−} ∪
⋃
v∈V0,2(Γ)
e+(v).
Let us introduce the generating series of cylinders with one annulus (with unrooted outer bound-
ary) glued to one of the two boundaries
Fˆ`1,`2 [s] = s
∑
l>0
R`1,lFl,`2 [s] (5.10)
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and the generating series of cylinders cued with two annuli with unrooted outer boundaries
F˜`1,`2 [s] = sR`1,`2 + s2
∑
l,l′>0
R`1,lFl,l′ [s]Rl′,`2 . (5.11)
By convention, we included in the laer an extra term corresponding to a single annulus with its
two boundaries unrooted. We refer to these two generating series as the generating series of cued
cylinders.
We can determine the desired rened generating series of maps, whose corresponding nesting
graph is xed, using the decomposition of any such map into the previously introduced pieces.
Proposition 5.1.1.
F
[g,k,•k′]
`1,...,`k
[Γ, ?, s] =
∑
l :Eglue(Γ)→N
∏
v∈V˜ (Γ)
F
[h(v),k(v)+d(v),•k′(v)]
`(∂(v)),l(e(v))
d(v)!∏
e∈E˜(Γ)
F˜ [0,2]l(e−),l(e+)[s(e)]
∏
v∈V0,2(Γ)
Fˆ [0,2]l(e+(v)),`(∂(v))[s(e+(v))], (5.12)
where ` :
⋃
v∈V (Γ) ∂(v)→N is given by `1, . . . , `k.
5.2 Analytic properties of generating series
So far, all the parameters of the model were formal. We now would like to assign them real values, as
we did in Section 1.4. In this section, we review the properties of generating series of maps obtained
by recording all possible boundary perimeters at the same time.
5.2.1 Usual maps
In the context of usual maps (here not specialized to the renormalized face weigths), we called u and
a sequence (tl)l>1 of nonnegative real numbers admissible if F •` <∞ for any `. By extension, we
say that u and a sequence (tl)l>1 of real numbers are admissible if u and (|tl|)l>1 are admissible. For
admissible vertex and face weights, we can dene
W (x) =
∑
`>0
F`
x`+1
∈Q[[x−1]].
en, W (x) satises the one-cut lemma and a functional relation coming from Tue’s combina-
torial decomposition of rooted disks.
eorem 5.2.1. [BBG12b] If (tl)l>1 is admissible, then the formal series W (x) is the Laurent series ex-
pansion at x=∞ of a function, still denotedW (x), which is holomorphic for x∈C\γ, where γ= [γ−, γ+]
is a segment of the real line depending on the vertex and face weights. Its endpoints are characterized so
that γ±= s± 2r, and r and s are the evaluation at the chosen weights of the unique formal series in the
variables u and (tl)l>1 such that ∮
γ
dy
2ipi
Ä
y −∑l>1 tl yl−1ä
σ(z)
= 0, (5.13)
u+
∮
γ
dy
2ipi
y
Ä
y −∑l>1 tl yl−1ä
σ(z)
= 0, (5.14)
where σ(x) =
√
x2 − 2sx+ s2 − 4r. Besides, the endpoints satisfy |γ−|6 γ+, with equality i tl = 0 for
all odd l’s.
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eorem 5.2.2. [BBG12b] W (x) is uniformly bounded for x∈C \ γ. Its boundary values on the cut
satisfy the functional relation:
∀x∈ γ, W (x+ i0) +W (x− i0) =x−
∑
l>1
tl x
l−1, (5.15)
and W (x) =u/x+O(1/x2) when x→∞. ese properties uniquely determine γ−, γ+ and W (x).
Although (5.15) arise as a consequence of Tue’s equation and analytic continuation, it has itself
not received a combinatorial interpretation yet.
With eorem 5.2.1 at hand, the analysis of Tue’s equation for generating series of maps with
several rooted boundaries and their analytic continuation has been performed (in a more general set-
ting) in [BEO15, Bor14]. e rst outcome is that, if u and (tl)l>1 are admissible, then F [g,k,•k
′]
`1,...,`k
<∞,
for all g, k and k′, so that we can dene
W [g,k,•k
′](x1, . . . , xk) =
∑
`1,...,`k>0
F
[g,k,•k′]
`1,...,`k
x`1+11 · · ·x`k+1k
∈Q[[x−11 , . . . , x−1k ]].
e second outcome is that these are also Laurent series expansions at∞ of functions, still denoted
W [g,k,•k′](x1, . . . , xk), which are holomorphic for xi ∈C\γ, with the same γ as in eorem 5.2.1, and
which have upper/lower boundary values when xi approaches γ while (xj)j 6=i ∈ (C \ γ)k−1 are xed.
More specically, for cylinders:
eorem 5.2.3. We have that σ(x1)σ(x2)W [0,2](x1, x2) remains uniformly bounded for x1, x2 ∈C \ γ
and the following functional relation, for x1 ∈ (γ−, γ+) and x2 ∈C \ γ:
W [0,2](x1 + i0, x2) +W
[0,2](x1 − i0, x2) =− 1
(x1 − x2)2 .
Moreover, W [0,2](x1, x2)∈O(x−21 x−22 ) when x1, x2→∞ and these properties uniquely determine the
generating series of usual cylinders W [0,2](x1, x2).
Once γ± have been obtained, the following formula is well-known:
W [0,2](x1, x2) =
1
2(x1 − x2)2
®
− 1 + x1x2 −
γ−+γ+
2 (x1 + x2) + γ−γ+
σ(x1)σ(x2)
´
. (5.16)
e generating series for usual pointed disks is also particularly simple (see e.g. [BBG12b]):
W •(x) =
1
σ(x)
. (5.17)
eorem 5.2.4. [Eyn16, BEO15] Let 2g − 2 + k > 0. ere exists r(g, k)> 0 such that
σ(x1)
r(g,k)W [g,k](x1, . . . , xk)
remains bounded when x1 approaches γ, while (xi)ki=2 are kept xed away from γ.
e series W [g,k](x1, . . . , xk) has upper/lower boundary values for x1 ∈ (γ−, γ+) and xI = (xi)ki=2 xed
away from γ; it satises under the same conditions:
W [g,k](x1 + i0, xI) +W
[g,k](x1 − i0, xI) = 0,
and W [g,k](x1, xI)∈O(x−21 ) when x1→∞.
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5.2.2 In the O(n) loop model
In the context of the O(n) model, we say that two sequences of real numbers (tl)l>3 and (Al1,l2)l1,l2
are admissible if the corresponding sequence of renormalized face weights (T1, T2, . . .) computed by
(5.2) is admissible. For admissible face weights, we can dene:
W(x) =
∑
`>0
F`
x`+1
∈Q[[x−1]] .
In the remaining of the article, we always assume admissible face weights.
As consequence of (5.1),W(x) satises the one-cut property (the analogue of eorem 5.2.1), and
we still denote γ± the endpoints of the cuts, which now depend on face weights (tl)l>3 and annuli
weights (Al,l′)l,l′>0. Admissibility also implies that the annuli generating series
R(x, y) =
∑
l+l′>1
Rl,l′x
lyl
′ and
A(x, y) =
∑
l>1
∑
l′>0
Al,l′ x
l−1yl
′
= ∂xR(x, y)
are holomorphic in a neighborhood of γ × γ. And, W(x)’s boundary values on the cut satisfy the
following functional relation:
eorem 5.2.5. [BBG12b] We have thatW(x) is uniformly bounded for x∈C \ γ and has upper/lower
boundary values on γ. Moreover, for x∈ γ,
W(x+ i0) +W(x− i0) +
∮
γ
dz
2ipi
A(x, z)W(z) =x−
∑
k>1
tk x
k−1 (5.18)
andW(x) =u/x+O(1/x2) when x→∞. ese properties uniquely determineW(x) and γ±.
Now with eorem 5.2.5 at hand, the analysis of Tue’s equation for the partition functions of
maps having several boundaries in the loop model, and their analytic continuation, has also been
performed in [BEO15, Bor14]. e outcome is that
W [g,k,•k′](x1, . . . , xk) =
∑
`1,...,`k>0
F [g,k,•k′]`1,...,`k
x`1+11 · · ·x`k+1k
∈Q[[x−11 , . . . , x−1k ]]
are also well-dened and Laurent series expansions at innity of functions, still denoted
W [g,k,•k′](x1, . . . , xk),
which are holomorphic for xi ∈C \ γ, with the same γ independently of g, k and k′, and admit up-
per/lower boundary values for xi ∈ γ while (xj)j 6=i ∈ (C \ γ)k−1 are kept xed. Besides:
eorem 5.2.6. We have that σ(x1)σ(x2)W [0,2](x1, x2) remains uniformly bounded for x1, x2 ∈C\γ.
For x1 ∈ (γ−, γ+) and x2 ∈C \ γ, we have the following functional relation:
W [0,2](x1 + i0, x2) +W [0,2](x1 − i0, x2) +
∮
γ
dy
2ipi
A(x1, y)W [0,2](y, x2) =− 1
(x1 − x2)2 ,
andW [0,2](x1, x2)∈O(x−21 x−22 ), when x1, x2→∞. ese properties uniquely determine the generating
series of cylindersW [0,2](x1, x2).
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eorem 5.2.7. [Eyn16, BEO15] Let 2g − 2 + k > 0. ere exists r(g, k)> 0 such that
σ(x1)
r(g,k)W [g,k](x1, . . . , xk)
remains bounded when x1 approaches γ while (xi)ki=2 are kept xed away from γ.
Moreover,W [g,k](x1, . . . , xk) has upper/lower boundary values for x1 ∈ (γ−, γ+) and xI = (xi)ki=2 xed
away from γ, and it satises under the same conditions:
W [g,k](x1 + i0, xI) +W [g,k](x1 − i0, xI) +
∮
γ
dy
2ipi
A(x, y)W [g,k](y, xI) = 0
andW [g,k](x1, xI)∈O(x−21 ) when x1→∞.
5.2.2.1 Rened generating series
We now recall the results of [BBD16] for the rened generating series of pointed disks and cylinders.
First of all, for admissible weights and s∈R at least in a neighborhood of [−1, 1],
W•s (x1) =
∑
`>0
F•` [s]
x`1+11
∈Q[[x−11 ]],
W [0,2]s (x1, x2) =
∑
`1,`2>1
F [0,2]`1,`2 [s]
x`1+11 x
`2+1
2
∈Q[[x−11 , x−12 ]] (5.19)
are well-dened, and are Laurent series expansions at innity of functions, still denoted in the same
way, which are holomorphic of xi ∈C\γ, for the same γ appearing in Section 5.2.2, independently of s.
Besides, we have linear functional relations very similar to those satised by the unrened generating
series:
eorem 5.2.8. [BBD16] We have that σ(x1)σ(x2)W [0,2]s (x1, x2) is uniformly bounded for x1, x2 ∈
C \ γ. For any x1 ∈ (γ−, γ+) and x2 ∈C \ γ xed, we have:
W [0,2]s (x1 + i0, x2) +W [0,2]s (x1 − i0, x2) + s
∮
γ
dy
2ipi
A(x1, y)W [0,2]s (y, x2) =−
1
(x1 − x2)2
and W [0,2]s (x1, x2)∈O(x−21 x−22 ), when x1, x2→∞. ese properties uniquely determine the rened
generating series of cylindersW [0,2]s (x1, x2).
eorem 5.2.9. [BBD16] We have that σ(x)W•s (x) is uniformly bounded, when x∈C \ γ. For x∈
(γ−, γ+),
W•s (x+ i0) +W•s (x− i0) + s
∮
γ
dy
2ipi
A(x, y)W•s (y) = 0
andW•s (x) =u/x+O(1/x2), when x→∞. ese properties uniquely determineW•s (x).
From the analytic properties ofW [0,2]s and R, it follows that
Wˆ [0,2]s (x1, x2) =
∑
`1,`2>0
Fˆ [0,2]`1,`2 [s]
x`11
x`2+12
= s
∮
γ
dy
2ipi
R(x1, y)W [0,2]s (y, x2)
136 Chapter 5. Introduction
is the series expansion when x1→ 0 and x2→∞ of a function denoted likewise, which is holomorphic
for x1 in a neighborhood of γ and x2 in C \ γ. And,
W˜ [0,2]s (x1, x2) =
∑
`1,`2>0
F˜ [0,2]`1,`2 [s]x`11 x`22 (5.20)
= sR(x1, x2) + s
2
∮
γ
dy1
2ipi
dy2
2ipi
R(x1, y1)W [0,2]s (y1, y2)R(y2, x2)
is the series expansion at xi→ 0 of a function denoted likewise, which is holomorphic for xi in a
neighborhood of γ. is fact and the analytic properties of W[g,k,•k′] for any g, k, k′ described in
Section 5.2.2 imply, together with the formula of Proposition 5.1.1:
Proposition 5.2.10. Let Γ be a xed nesting graph. If u, (tl)l>3 and (Al,`)l,` are admissible, and s(e)∈R
in a neighborhood of [−1, 1] for each e∈E(Γ), then the generating series for xed nesting graph Γ
W
[g,k,•k′]
Γ,?,s (x1, . . . , xk) =
∑
`1,...,`k>0
F
[g,k,•k′]
`1,...,`k
[Γ, ?, s]
x`1+11 · · ·x`k+1k
are well-dened, and are the Laurent expansions at ∞ of functions, denoted with same symbol, which
are holomorphic in (x1, . . . , xk)∈ (C \ γ)k for the same segment γ appearing in Section 5.2.2. If I is a
nite set, (xi)i∈I a collection of variables and J a subset of I , we denote xJ = (xj)j∈J . e formula of
Proposition 5.1.1 can be translated into
W
[g,k]
Γ,?,s (x1, . . . , xk) =
∮
γ
Eglue(Γ)
∏
e∈Eglue(Γ)
dye
2ipi
∏
v∈V˜ (Γ)
W[h(v),k(v)+d(v),•k′(v)](x∂(v), ye(v))
d(v)!∏
e∈E˜(Γ)
W˜ [0,2]s(e) (ye+ , ye−)
∏
v∈V0,2(Γ)
Wˆ [0,2]s(e+(v))(ye+(v), x∂(v)). (5.21)
5.2.2.2 Topological recursion and outline
eorem 5.2.11. [Eyn16, BE11, BEO15] e generating seriesW [g,k] for arbitrary topologies can be ob-
tained from the generating series of disks W [0,1] =W and of cylinders W [0,2] =W [0,2] by topological
recursion. By specialization, the generating series of usual maps at renormalized face weights W[g,k] is
also given by topological recursion: the initial data of the recursion is thenW(x) =W(x) andW[0,2] given
by (5.16).
We remind the reader that the Section 1.5 in Introduction is devoted to an overview of the general
topological recursion method. We shall describe its somewhat simpler application to the bending
energy model in the next Section.
For the general O(n) model, we cannot go much further at present. Let us summarize the logic of
computation of W [g,k]Γ,?,s , which is the main quantity of interest in this article. Firstly, one tries to solve
for W(x) the linear equation of eorem 5.2.5, as a function of γ±, only exploiting that σ(x)W(x)
remains uniformly bounded for x→ γ± – for the moment, we do not use the stronger fact thatW(x) is
bounded. is problem is known a priori to have a unique solution for any choice of γ±, but is hardly
amenable to an explicit solution. Secondly, imposing that W(x) is actually uniformly bounded for
x∈C\γ gives two non-linear equations which determine γ±. ese equations may not have a unique
solution, but we look for the unique solution such that γ± are evaluations at the desired weights of
formal power series of
√
u, tl, n and Ak,l. irdly, now knowing γ± – or assuming to know them –
one tries to solve for W [0,2]s (x1, x2) the linear equation of eorem 5.2.8, in a uniform way for any
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s. is problem is as dicult as the rst step2. In a fourth step, if γ±, W(x), andW [0,2](x1, x2) are
known or assumed so, the topological recursion allows the explicit computation ofW [g,k](x1, . . . , xk)
by induction on 2g− 2 + k. We now have all the ingredients to compute in a h step the generating
series W [g,k]Γ,?,s in absence of marked points.
5.2.3 Adding marked points
e computation of generating series of maps with marked points is done a posteriori. For the gener-
ating series of maps with loops where the position of the marked points is not constrained, we simply
have
W [g,k,•k′] = (u∂u)k′W [g,k].
To force marked points and boundaries to be all together, not separated by loops, i.e. to compute
W[g,k,•k′], we proceed dierently.
Consider a usual map of genus g with k boundaries of perimeters (`i)ki=1. Denote V the number
of vertices, E the number of edges, and (Nm)m>1 the number of (non-marked) faces of degree m. We
have the Euler relation
2− 2g − k=V − E +
∑
m>1
Nm,
and counting half-edges gives
2E=
∑
m>1
mNm +
k∑
i=1
`i.
en, the number of vertices is
V = 2− 2g − k +
∑
m>1
(m2 − 1)Nm +
k∑
i=1
1
2`i.
erefore, the operation of marking a point is realized at the level of generating series by applica-
tion of the operator
2− 2g − k +
∑
m>1
(12 − 1m)mtm∂tm −
k∑
i=1
1
2∂xixi.
In particular, if we denote V (x) = 12x
2−∑m>1 tmm xm, the generating series of usual maps with marked
points and (non-renormalized) face weights {tm}m>1 satises, for all k′> 1
W [g,k,•k
′](x1, . . . , xk) =
(
2− 2g − k −
k∑
i=1
1
2 ∂xixi
)
W [g,k,•(k
′−1)](x1, . . . , xk)
−
∮
γ
dy
2ipi
Ä
y
2V
′(y)− V (y)
ä
W [g,k+1,•(k
′−1)](y, x1, . . . , xk).
For renormalized face weights, we have to take into account the shi (5.2), resulting in
W[g,k,•k
′](x1, . . . , xk) =
(
2− 2g − k −
k∑
i=1
1
2 ∂xixi
)
W[g,k,•(k
′−1)](x1, . . . , xk)
−
∮
γ
dy
2ipi
Ä
y
2 V˜
′(y)− V˜ (y)
ä
W[g,k+1,•(k
′−1)](y, x1, . . . , xk), (5.22)
where
V˜ (x) =V (x)−
∮
γ
dz
2ipi
R(x, z)W(z).
2As a maer of fact, there exists a general and explicit linear formula to extractW(x) (resp. W•s ) from the knowledge
ofW [0,2]s=1 (x1, x2) (resp.W [0,2]s (x1, x2)), which we will not need here.
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5.3 e bending energy model
We shall focus on the class of loop models with bending energy on triangulations studied in [BBG12b],
for which the computations can be explicitly carried out. On top of the loop fugacity n and the vertex
weight u, it features a weight g per unvisited triangle, h per visited triangle, and α per consecutive
pair of visited triangles pointing in the same direction. In this simplied model the annuli generating
series, which can be directly computed combinatorially, take a particularly simple form:
R(x, z) = n ln
Ç
1
1− αh(x+ z)− (1− α2)h2xz
å
(5.23)
= n ln
Ç
1
z − ς(x)
å
+
n
2
ln
Ç
ς ′(x)
−h2
å
,
A(x, z) = ∂xR(x, z)
= n
Ç
ς ′(x)
z − ς(x) +
ς ′′(x)
2ς ′(x)
å
,
where
ς(x) =
1− αhx
αh + (1− α2)h2x (5.24)
is a rational involution. We assume that the weights are admissible, and thus all relevant generating
series of maps with boundaries have a cut [γ−, γ+].
Technically, the fact that A(x, y) is a rational function with a single pole allows for an explicit so-
lution of the linear equation forW(x) andW [0,2]s (x1, x2), assuming γ± are known (see Section 5.3.1.1).
en, γ± are determined implicitly by two complicated equations – cf. (5.39) below. is is neverthe-
less explicit enough to analyze the critical behavior of the model (see Section 6.1).
5.3.1 Solving the linear equation
If f is a holomorphic function in C \ γ such that f(x)∼ cf/x when x→∞, we can evaluate the
contour integral: ∮
γ
dy
2ipi
A(x, y) f(y) =−nς ′(x) f(ς(x)) + ncf ς
′′(x)
2ς ′(x)
, (5.25)
where we notice that
ς ′′(x)
2ς ′(x)
=− 1
x− ς(∞) .
erefore, a linear equation of the form
f(x+ i0) + f(x− i0) + s
∮
γ
dy
2ipi
A(x, y) f(y) =φ(x), ∀x∈ (γ−, γ+),
becomes
f(x+ i0) + f(x− i0)− n s ς ′(x)f(ς(x)) = φ˜(x) :=φ(x)− n s cf ς
′′(x)
2ς ′(x)
, ∀x∈ (γ−, γ+). (5.26)
When ns 6=±2, which is assumed here,
fhom(x) = f(x)− 2φ˜(x) + nsς
′(x)φ˜(ς(x))
4− n2s2 , (5.27)
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with f a solution of (5.26), satises the following homogeneous linear equation:
∀x∈ (γ−, γ+), fhom(x+ i0) + fhom(x− i0)− nsς ′(x)fhom(ς(x)) = 0. (5.28)
If we assume that φ(x) is a given rational function with poles q away from γ, fhom(x) acquires poles
at the same points, and we have:
fhom(x) = δq,∞
cf
x
− 2φ˜(x) + nsς
′(x)φ˜(ς(x))
4− n2s2 +O(1), x→ q.
So, we are le with the problem of solving (5.28) with vanishing right-hand side, but admiing rational
singularity with prescribed divergent part at a nite set of points q ∈C \ γ.
e key to the solution is the use of an elliptic parametrization x=x(v). Considering values of γ±
and ς(γ±) such that
γ−<γ+<ς(γ+)<ς(γ−), (5.29)
we set
v= iC
∫ x
ς(γ+)
dy»
(y − ς(γ−))(y − ς(γ+))(y − γ+)(y − γ−)
. (5.30)
e normalizing constant C is chosen such that, for x moving from the origin ς(γ+) to ς(γ−) with a
small negative imaginary part, v is moving from 0 to 12 . When x moves on the real axis from ς(γ+)
to γ+, v moves from 0 to a purely imaginary value denoted τ = iT . We give some properties of the
parametrization x, which follow from studying the analytic continuation of the functional inverse of
v. For more information on this parametrization, we refer the reader to the Appendix A.2. e domain
C \
Ä
γ ∪ ς(γ)
ä
is mapped to the fundamental rectangle (Figure 5.4)¶
v ∈C, 0<Re v < 1/2, |Im v|<T
©
, (5.31)
with values at the corners:
x(τ) =x(−τ) = γ+, x(τ + 1/2) =x(−τ + 1/2) = γ−,
x(0) = ς(γ+), x(1/2) = ς(γ−).
(5.32)
Besides, when x is in the physical sheet,
v(ς(x)) = τ − v(x).
Since the involution ς is decreasing, ς(γ−) belongs to the union (ς(γ+),+∞)unionsq (−∞, γ−), and there-
fore x=∞ is mapped to v∞= 12 +τw∞ with 0<w∞< 1/2. When α= 1, by symmetry we must have
w∞= 1/2.
e function v 7→x(v) is analytically continued for v ∈C by the relations:
x(−v) =x(v + 1) =x(v + 2τ) =x(v). (5.33)
is parametrization allows the conversion [EK95, BBG12b] of the functional equation
∀x∈ γ˚, f(x+ i0) + f(x− i0)− n ς ′(x) f(ς(x)) = 0 (5.34)
for an analytic function f(x) in C \ γ, into the functional equation:
∀v ∈C, f˜(v + 2τ) + f˜(v)− n f˜(v − τ) = 0, with f˜(v) = f˜(v + 1) =−f˜(−v), (5.35)
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0
γ+
ς(γ+)
γ−
ς(γ−)
τ = iT
1
2 + τ
1
2
γ−
ς(γ−)
− 12 + τ
− 12
∞
1
2 + τw∞
Figure 5.4: Two copies of the fundamental rectangle in the v-plane. We indicate the image of special
values of x in purple, and the image of the cut γ in red. e le (resp. right) panel is the image of
Imx> 0 (resp. Imx< 0).
for the analytic continuation of the function f˜(v) = f(x(v))x′(v). e second condition in (5.35) en-
forces the continuity of f(x) on R \ γ. We set:
b=
arccos(n/2)
pi
. (5.36)
e new parameter b ranges from 12 to 0 when n ranges from 0 to 2. Solutions of the rst equation of
(5.35) with prescribed meromorphic singularities can be build from a fundamental solution Υb, dened
uniquely by the properties:
Υb(v + 1) = Υb(v), Υb(v + τ) = e
ipibΥb(v), Υb(v) ∼
v→0
1
v
. (5.37)
Its expression and main properties are reminded in Section A.1 of the Appendix.
5.3.1.1 Elementary generating series
We present the solution for the generating series of disks, and of rened disks and cylinders. Let G(v)
be the analytic continuation of
x′(v)W(x(v))− ∂v
(
2V (x(v)) + nV (ς(x(v)))
4− n2 −
nu ln
î
ς ′(x(v))
ó
2(2 + n)
)
, (5.38)
where V (x) = 12x
2 −∑k>1 tll xl collects the weights of empty faces. In the model we study, empty
faces are triangles counted with weight g each, so V (x) = 12x
2 − g3x3. Let us introduce (g˜l)l>0 as the
coecients of expansion:
∂
∂v
(
− 2V (x(v))
4− n2 +
2 lnx(v)
2 + n
)
=
v→v∞
∑
k>1
g˜k−1
(v − v∞)k +O(1).
eir expressions for the model where all faces are triangles are recorded in Section A.3 of the Ap-
pendix.
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Proposition 5.3.1 (Disks). [BBG12b] We have that
G(v) =
∑
l>0
1
2
(−1)lg˜l
l!
∂lv∞
î
Υb(v + v∞) + Υb(v − v∞)−Υb(−v + v∞)−Υb(−v − v∞)
ó
.
e endpoints γ± are determined by the two conditions:
G(τ + ε) = 0, ε= 0, 12 , (5.39)
which follow from the fact thatW(x) remains bounded when x→ γ±.
For use in rened generating series, let us dene
b(s) =
arccos(ns/2)
pi
.
Proposition 5.3.2. [BBD16] Dene G•s (v) as the analytic continuation of
x′(v)W•s (x(v)) + ∂v
(
nsu ln[ς ′(x(v))]
2(2 + ns)
)
.
We have:
G•s (v) =
u
2 + ns
[
−Υb(s)(v + v∞)−Υb(s)(v − v∞) + Υb(s)(−v + v∞) + Υb(s)(−v − v∞)
]
.
Proposition 5.3.3. [BE11, BBD16] Dene G[0,2]s (v1, v2) as the analytic continuation of
x′(v1)x′(v2)W [0,2]s (x(v1), x(v2)) +
∂
∂v1
∂
∂v2
(
2 ln
î
x(v1)− x(v2)
ó
+ ns ln
î
ς(x(v1))− x(v2)
ó
4− n2s2
)
.
We have:
G[0,2]s (v1, v2) =
1
4− n2s2
[
Υ′b(s)(v1 + v2)−Υ′b(s)(v1 − v2)−Υ′b(s)(−v1 + v2) + Υ′b(s)(−v1 − v2)
]
.
Remark 5.3.4. When there is no bending energy, i.e. α= 1, the 4-terms expression of Propositions 5.3.1-
5.3.2 can be reduced to 2 terms using τ − v∞= v∞ mod Z and the pseudo-periodicity of the special
function Υb.
5.4 Topological recursion
eorem 5.2.7 in the special case of the bending energy model shows thatW [g,k](x1, x2, . . . , xk) for
2g − 2 + k > 0 satises the homogeneous linear equation with respect to x1, for xed (xi)ki=2. Fol-
lowing Section 5.3.1, we can thus introduce a meromorphic function G[g,k](v1, . . . , vk) as the analytic
continuation of
W [g,k](x(v1), . . . , x(vk))
k∏
i=1
x′(vi). (5.40)
It is also convenient to introduce a shi for the case of cylinders. We consider:
G[g,k](v1, . . . , vk) = G[g,k](v1, . . . , vk)
+δg,0δk,2
Ç
2− n2
4− n2
x′(v1)x′(v2)
(x(v1)− x(v2))2 −
n
4− n2
ς ′(x(v1))x′(v1)x′(v2)
(x(v1 − τ)− x(v2))2
å
.
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While G[0,2](v1, v2) satised the homogeneous linear equation, G[0,2](v1, v2) satises, with respect to
v1, the inhomogeneous version of equation (5.35) with right-hand side 1/(x(v1)− x(v2))2.
Our starting point is the topological recursion residue formula proved in [BE11] or [BEO15, Section
5]. Let us dene the recursion kernel, for ε∈{0, 1/2}:
Kε(v0, v) =−dv
2
∫ v
2τ−v dv
′ G[0,2](v′, v0)
G(v) + G(2τ − v) . (5.41)
If k> 2, let I = {2, . . . , k}, and if k= 1, I = ∅. If J is a set, we denote vJ = (vj)j∈J .
eorem 5.4.1. For 2g − 2 + k > 0, we have
G[g,k](v1, vI) =
∑
ε∈{0,1/2}
Res
v→τ+εKε(v1, v)
[
G[g−1,k+1](v, 2τ − v, vI)
+
no disks∑
h+h′=g
JunionsqJ ′=I
G[h,1+|J |](v, vJ)G[h
′,1+|J ′|]
(2τ − v, vJ ′)
]
,
where “no disks” means that we exclude the terms containing disk generating series, that is (h, J) or
(h′, J ′) equal to (0, ∅).
We are going to rewrite this recursion without involving residues. We rst need to introduce some
notations. Let us dene the elementary blocks:
ε∈{0, 12}, Bε,l(v) =
∂2l
∂v2l2
G[0,2](v, v2)
∣∣∣∣
v2=τ+ε
. (5.42)
Since x(τ + ε+ w) is an even function of w, formula (5.42) is insensitive to replacing G[0,2] by G[0,2].
From the structure of G[0,2] =G[0,2]s=1 shown in Proposition 5.3.3, we see that
Bε,l(v) = ∂2lv Bε,0(v). (5.43)
Proposition 5.4.2. For 2g − 2 + k > 0, we have a decomposition
G[g,k](v1, . . . , vk) =G[g,k](v1, . . . , vk) =
∑
l1,...,lk>0
ε1,...,εk∈{0, 12}
C[g,k]
î
l1
ε1 · · · lkεk
ó k∏
i=1
Bεi,li(vi),
where the sum contains only nitely many non-zero terms.
We outline now our procedure to arrive to the main result of Chapter 6 (eorem 6.1.8), which is
the main tool necessary to deduce all the nesting properties of Chapter 7:
• Recursion for the coecients C[g,k][lIεI
ó
with two kinds of coecients that we denote K and K˜
given in Proposition 5.4.3, as a consequence of TR (eorem 5.4.1).
• Diagrammatic representation by trivalent vertices ofK, K˜, and the initial cases C(0,3) and C(1,1),
with dierent properties of their incident edges (Denition 5.4.6).
• Expression for C[g,k]’s as a sum over graphs composed by the previous four kinds of pieces in
Proposition 5.4.7.
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• Critical behavior of the four kinds of pieces and of the elementary blocks in Lemma 6.1.4.
• Fixed the coloring of the k legs ε1, . . . , εk, determine which graph and coloring (of the graph)
give the leading contribution to C[g,k] in the critical regime. is is solved Lemma 6.1.7, and
constitutes the most technical step.
• Critical behavior ofW [g,k] and W[g,k], obtained summing all these contributions over the possi-
ble colorings of the legs (eorem 6.1.8).
5.4.0.1 Initial conditions
We denote yε,1 and yε,2 the rst two coecients in the Taylor expansion at w→ 0:
∆εG(w) :=G(w + τ + ε) + G(−w + τ + ε) = yε,1w2 + yε,2
6
w4 +O(w6). (5.44)
We also need the constants
υb,2m+1 = lim
w→0
(
Υ
(2m+1)
b (w) +
(2m+ 1)!
w2m+2
)
, (5.45)
introduced in Appendix A.1. e initial conditions for the recursion concern (g, k) = (0, 3) and (1, 1):
C[0,3]
î
l1
ε1
l2
ε2
l3
ε3
ó
=−2 δl1,l2,l3,0 δε1,ε2,ε3
yε1,1
, C[1,1]
î
l
ε
ó
= δl,0
( yε,2
24y2ε,1
+
υb,1
yε,1
)
− δl,1
24yε,1
.
5.4.0.2 e recursion coecients
We rst dene
K
î
l
ε
m
σ
m′
σ′
ó
= Res
w→0
−w2l+1dw
(2l + 1)! ∆εG(w) Bσ,m(w + τ + ε)Bσ
′,m′(−w + τ + ε). (5.46)
Since ∆εG(w) is even, we have the symmetry
K
î
l
ε
m
σ
m′
σ′
ó
=K
î
l
ε
m′
σ′
m
σ
ó
. (5.47)
By counting the degree of the integrand atw= 0, we nd that there are nitely many indices for which
K does not vanish: ¶
ε=σ=σ′ and l6m+m′ + 2
©
,
or
¶
ε=σ 6=σ′ and l6m+ 1
©
,
or
¶
ε 6=σ=σ′ and l= 0
©
.
We also dene
K˜
î
l
ε
l′
ε′
m
σ
ó
=
−δε,ε′
(2l + 1)! (2l′)!
Res
w→0 dw
w2(l+l
′)+1
∆εG(w) Bσ,m(τ + ε+ w). (5.48)
Again, there are nitely many values of the parameters for which K˜ does not vanish:¶
ε= ε′=σ and l + l′6m+ 1
©
,
or
¶
ε= ε′ 6=σ and (l, l′) = (0, 0)
©
.
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5.4.1 e recursion formula without residues
Proposition 5.4.3. Assume 2g − 2 + k> 2, and denote L= {2, . . . , k}. e coecients of the decom-
position in Proposition 5.4.2 satisfy:
C[g,k]
î
l1
ε1 · · · lkεk
ó
=
∑
m,m′>0
σ,σ′∈{0,1/2}
K
î
l1
ε1
m
σ
m′
σ′
ó
C[g−1,k+1]
î
m
σ
m′
σ′
lL
εL
ó
+
stable∑
h+h′=g
JunionsqJ ′=L
m,m′>0, σ,σ′∈{0,1/2}
K
î
l1
ε1
m
σ
m′
σ′
ó
C[h,|J |+1]
î
m
σ
lJ
εJ
ó
C[h′,1+|J ′|]
î
m′
σ′
lJ′
εJ′
ó
+
∑
i∈L, m>0
σ∈{0,1/2}
2 K˜
î
l1
ε1
li
εi
m
σ
ó
C[g,k−1]
î
m
σ
lL\{i}
εL\{i}
ó
, (5.49)
where “stable” means that we exclude the terms involving disk or cylinder generating series, i.e. for which
(h, |J |+ 1) or (h′, |J ′|+ 1) belongs to {(0, 1), (0, 2)}.
Although this recursion gives a non symmetric role to the rst boundary, the result ensuing from
the initial conditions of § 5.4.0.1 is symmetric. is must be true by consistency, and this is in fact a
general property of the topological recursion, cf. [EO07a, eorem 4.6].
5.4.1.1 Properties of the elementary blocks
We have called elementary blocks the following functions:
Bε,l(v) = ∂
2l
∂v2l2
G[0,2](v, v2)
∣∣∣∣
v2=τ+ε
. (5.50)
Lemma 5.4.4. Bε,l(τ + ε′+w) is regular at w= 0 if ε 6= ε′, and behaves like (2l+ 1)!w−(2l+2) +O(1)
when w→ 0 if ε= ε′.
Proof. We compute using Proposition 5.3.3 and the properties (5.37) of Υb:
Bε,l(τ + ε′ + w) = (e
2ipib − 1)Υ(2l+1)b (ε+ ε′ + w) + (e−2ipib − 1)Υ(2l+1)b (ε+ ε′ − w)
4− n2 . (5.51)
We deduce its behavior when w→ 0. Since Υb is regular at the value 12 , (5.51) is regular at w= 0 when
ε 6= ε′. If ε= ε′, the simple pole of Υb produces the divergent behavior:
Bε,l(τ + ε+ w) = (2l + 1)!
w2l+2
+O(1).

We shall need later in the computation of G[1,1]:
Lemma 5.4.5.
G[0,2](τ + ε+ w, τ + ε− w) =
w→0
1
4w2
− υb,1 + o(1), (5.52)
where υb,1 is the constant computed in (A.6).
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Proof. We compute with (5.41):
G[0,2](τ + ε+ w, τ + ε− w) (5.53)
= −2− n
2
4− n2
Ç
υb,1 +
Sx(τ + ε+ w)
6
å
+
n
4− n2
x′(ε+ w)x′(τ + ε+ w)
(x(ε+ w)− x(τ + ε+ w))2 −
Υ′b(2w) + Υ
′
b(−2w)
4− n2 ,
where we introduced the Schwarzian derivative:
Sx(v) =
x′′′(v)
x′(v)
− 3
2
(x′′(v)
x′(v)
)2
. (5.54)
Since x′(τ + ε + w) is an odd function of w, the second term in (5.53) is o(1) when w→ 0. We also
compute:
1
6
Sx(τ + ε+ w) =
1
6
[
x′′′′(τ + ε)
x′′(τ + ε)
− 3
2w2
(
1 + x
′′′′(τ+ε)
2x′′(τ+ε) w
2
1 + x
′′′′(τ+ε)
6x′′(τ+ε) w
2
)2
+O(w2)
]
= − 1
4w2
+O(w2)
and
Υ′b(2w) + Υ
′
b(−2w) = 2
(
− 1
4w2
+ υb
)
+ o(w2).
Collecting all terms in (5.53) we nd (5.52). 
5.4.1.2 Computing the residues
Now we are ready to examine the formula of eorem 5.4.1. In order to compute the residues at
v→ τ + ε, we should rst compute the expansion of the recursion kernel near those points. If we set
v= (τ + ε) + w and ∆εG(w) =G(τ + ε+ w) + G(τ + ε− w), we nd around w→ 0:
Kε(v0, τ + ε+ w) =
−1
2∆εG(w)
∫ w
−w
dz
(∑
l>0
Bε,l(v0) z
2l
(2l)!
+ (odd terms)
)
= −
∑
l>0
w2l+1
(2l + 1)!∆εG(w) Bε,l(v0), (5.55)
in terms of the elementary blocks (5.50). Since we consider a model with o-critical weights, ∆εG(w)
has exactly a double zero at w→ 0. Subsequently, Kε(v0, τ + ε + w) has a simple pole at w= 0, and
the term indexed by l in the sum has a simple pole if l= 0, and has a zero of order (2l − 1) if l> 1.
We prove Propositions 5.4.2-5.4.3 by induction on χ= 2g − 2 + k > 0. e rst case to consider is
χ= 1, i.e. (g, k) = (0, 3) or (1, 1). For (g, k) = (0, 3), eorem 5.4.1 yields
G[0,3](v1, v2, v3)
=
∑
ε∈{0,1/2}
Res
w→0 Kε(v1, τ + ε+ w)
[
G[0,2](τ + ε+ w, v2)G[0,2](τ + ε− w, v3)
+G[0,2](τ + ε+ w, v3)G[0,2](τ + ε− w, v2)
]
.
As one can check from Proposition 5.3.3, G[0,2](τ + ε + w, v′) is regular when w→ 0. erefore, the
residue picks up the term l= 0 in the expansion of the recursion kernel, and evaluates the function
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between brackets to w= 0. e result is thus of the form announced in Proposition 5.4.2, with only
non-zero coecients:
C[0,3]
î
0
ε
0
ε
0
ε
ó
=− 2
yε,1
, ε∈{0, 12}, (5.56)
computed using also the expansion (5.44) of ∆εG(w).
For (g, k) = (1, 1), eorem 5.4.1 yields
G[1,1](v1) =
∑
ε∈{0,1/2}
Res
w→0 Kε(v1, τ + ε+ w) · G
[0,2]
(τ + ε+ w, τ + ε− w).
We have seen in Lemma 5.4.5 that the last factor has a double pole when w→ 0, with no simple pole
and constant term −υb,1 dened in (A.6). en, we have to expand the recursion kernel up to O(w2)
in order to obtain the nal answer for G[1,1]. In other words, we only need to include the terms l= 0
and l= 1, and use the expansion (5.44) of the denominator to perform the computation:
Kε(v1, τ + ε+ w) =−Bε,0(v1)
yε,1
1
w
+
(yε,2Bε,0(v1)
y2ε,1
− Bε,1(v1)
yε,1
) w
6
+ o(w).
We nd eventually
G[1,1](v1) =
∑
ε∈{0,1/2}
( yε,2
24y2ε,1
+
υb,1
yε,1
)
Bε,0(v1)− Bε,1(v1)
24yε,1
.
e answer is of the form of Proposition 5.4.2, with only non-zero coecients:
C[1,1]
î
0
ε
ó
=
yε,2
24y2ε,1
+
υb
yε,1
, C[1,1]
î
1
ε
ó
=− 1
24yε,1
. (5.57)
Now, take χ> 2, and assume the result is true for all G[g′,k′] =G[g′,k′], with 0< 2g′ − 2 + k′<χ.
We would like to compute G[g,k] for a topology such that 2g − 2 + k=χ. e residue formula of
eorem 5.4.1 involves G[g′,k′] for 0< 2g′ − 2 + k′<χ, which we replace by the decomposition of
Proposition 5.4.2, as well as G[0,2].
e terms which do not contain G[0,2] give a contribution which is the sum over indices (lj , εj)j∈I
and indices (m,σ), (m′, σ′) of terms containing the factor:[∏
j∈I
Bεj ,lj (vj)
]
Res
w→0 Kε(v0, τ + ε+ w)Bσ,m(τ + ε+ w)Bσ′,m′(τ + ε− w)
=
∑
l>0
[∏
j∈I
Bεj ,lj (vj) · Bε,l(v0)
]
K
î
l
ε
m
σ
m′
σ′
ó
.
We computed the residue thanks to the expansion of Kε given in (5.55), and we introduced the coe-
cient (5.46):
K
î
l
ε
m
σ
m′
σ′
ó
= Res
w→0
−dww2l+1
(2l + 1)!∆εG(w) Bσ,m(τ + ε+ w)Bσ
′,m′(τ + ε− w).
ese terms thus form a linear combination of products of elementary blocks in the variables v0, (vj)j∈I ,
which contribute to C[g,k]
î
l
ε
lI
εI
ó
by the two rst lines in (5.49).
Since 2g − 2 + k> 2, the contribution to G[g,k](v0, vI) containing G[0,2] is precisely the sum over
ε∈{0, 1/2} and i∈ I = {2, . . . , k} of
Res
w→0 Kε(v0, τ + ε+ w)
[
G[0,2](τ + ε+ w, vi)G[g,k−1](τ + ε− w, vI\{i}) + (w→−w)
]
. (5.58)
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e quantity in brackets can be decomposed using odd and even parts:
2
[
G[0,2]even(τ + ε+ w, vi)G[g,k−1]even (τ + ε+ w, vI\{i})
−G[0,2]odd (τ + ε+ w, vi)G[g,k−1]odd (τ + ε+ w, vI\{i})
]
.
When we insert in this expression the decomposition of Proposition 5.4.2 for G[g,k−1], we have to deal
with the sum over indices (lj , εj)j 6=i and (m,σ) of terms of the form
2C[g,k−1]
î
m
σ
lI\{i}
εI\{i}
ó ∏
j∈I\{i}
Bεj ,lj (vj) ·
[
G[0,2]even(τ + ε+ w, vi)Bevenσ,m (τ + ε+ w)
− G[0,2]odd (τ + ε+ w, vi)Boddσ,m(τ + ε+ w)
]
. (5.59)
According to Lemma 5.4.4, Boddσ,m(τ + ε+w)∈O(w) when w→ 0. Since G[0,2](τ + ε+w, vi) is regular
when w→ 0, this implies that the product of the odd parts does not contribute to the residue (5.58).
Besides, the expansion at w→ 0 of the product of even parts in (5.59) can be expressed in terms of the
elementary blocks. We thus obtain a contribution
∑
l,li>0
2 C[g,k−1]
î
m
ε
lI\{i}
εI\{i}
ó[ ∏
j∈I\{i}
Bεj ,lj (vj) · Bε,l(v0)Bε,li(vi)
]
K˜
î
l
ε
l′
ε′
m
σ
ó
(5.60)
and we have dened
K˜
î
l
ε
l′
ε′
m
σ
ó
= δε,ε′ Res
w→0
−dww2l+1
(2l + 1)!∆εG(w) ·
w2l
′
(2l′)!
· Bσ,m(w + τ + ε),
which is the coecient announced in (5.48). Since the prefactor of B in the residue is an odd 1-form in
w, the residue picks up the even part of B, so it did not change the result to replace Beven by B. Let us
examine the cases for which K˜ does not vanish. If ε=σ, we take into account the behavior at w→ 0
of Bε,m(τ + ε+ w) given by Lemma 5.4.4, and nd
K˜
î
l
ε
l′
ε′
m
σ
ó
= δε,ε′
1
(2l + 1)!(2l′)!
Res
w→0
−dww2(l+l′)
∆εG(w)
Ç
(2m+ 1)!w−2m
w
+ w υb,2m+1
å
, (5.61)
where υb,2m+1 are the constants introduced in (A.5). Since ∆εG(w) has a double zero at w= 0, (5.61)
vanishes if l+ l′>m+2. If ε 6=σ, Lemma 5.4.4 tells us that Bσ,m(τ +ε+w) is regular at w= 0, hence
K˜ vanish unless (l, l′) = (0, 0), and we have
K˜
î
0
ε
0
ε
m
σ
ó
=−Bσ,m(τ + ε)
yε,1
=
Υ
(2m+1)
b (
1
2)
yε,1
.
e last equality follows from (5.51) and the properties of Υb described in Appendix A.1. We can study
in a similar way the cases for which K does not vanish.
Collecting all the terms from (5.58) and (5.60), we arrive to Formula (5.49) and conclude the recur-
sive proof. 
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5.4.2 Diagrammatic representation
Unfolding the recursion yields a formula for G[g,k] with 2g − 2 + k > 0 as a sum over the set S [g,k]
of graphs G with rst Bei number g, trivalent vertices equipped with a cyclic order of their incident
edges, and legs (univalent vertices) labeled {1, . . . , k}. With this denition, if there is an edge from a
trivalent vertex to itself (a loop), the cyclic order is just the transposition of the two distinct incident
edges. e weight given to a graph actually depends on the choice of an initial leg i0, but the sum over
graphs is independent of those choices [EO09].
Before stating the formula, we need a preliminary construction. If G ∈S [g,k], we denote V (G ) the
set of trivalent vertices and a E(G ) the set of edges. We also denote Vo(G ) the set of trivalent vertices
with a loop. If v is a vertex, we denote e[v] its set of incident edges. A simple counting gives:
|E(G )|= 3g − 3 + 2k, |V (G )|= 2g − 2 + k. (5.62)
5.4.2.1 Exploration of a cyclically ordered graph
e choice of an initial leg and the data of the cyclic order determines a way to explore G , i.e. two
bijections
ϕ : {1, . . . , |E(G )|}→E(G ), η : {1, . . . , |V (G )|+ k}→V (G ) ∪ {1, . . . , k}
which record in which order the edges, and the vertices or legs, are visited. Let us describe how ϕ and
η are constructed.
We declare that η(1) is the initial leg, and φ(1) is the edge incident to the initial leg i0. Since
2g−2 +k > 0, G must have at least a trivalent vertex, so φ(1) is also incident to a trivalent vertex that
we declare to be η(2). We dene a seed with initial value (φ(1), η(2)). en, we apply the following
algorithm. Let (e=φ(j1), v= η(j2)) be the seed. If v is not a leg, let e+ (resp. e−) be the edge following
(resp. preceding) e in the cyclic order around v.
• First cases: either v is a leg or, otherwise, e+ and e− have already been explored (i.e. are equal to
φ(i+) andφ(i−) for some i±<j1). If actually all vertices have already been explored (i.e. j2 = |V (G )|+
k), the algorithm terminates; otherwise, we consider the maximal j′2<j2 such that η(j′2) is not a leg,
and the maximal j′16 j1 such that φ(j′1) is incident to η(j′2), and reset the seed to (φ(j′1), η(j′2)).
• Second case: e+ has not been explored. We dene φ(j1 + 1) = e+ = {v, v+} and η(j2 + 1) = v+,
and reset the seed to (e+, v+).
• ird case: e+ has already been explored, but not e−. We dene φ(j1 + 1) = e−= {v, v−} and
η(j′ + 1) = v−, and reset the seed to (e−, v−).
Now, at any trivalent vertex v which does not have a loop, we can label the incident edges e0v, e1v, e2v ,
starting from the edge such that φ−1(e0v) is minimal among e[v], and following the cyclic order. If a
trivalent vertex v has a loop, we can just label e0v the incident edge which is not a loop, and e1v the other
one; this denition also agrees with the order of exploration at v.
Denition 5.4.6. A trivalent vertex v is bi-terminal if e1v and e2v are incident to legs. It is terminal if e1v
xor e2v is incident to a leg. We denote Vt(G ) (resp. Vtt(G )) the set of (bi-)terminal vertices, and V ′(G )
the set of trivalent vertices which are neither terminal, neither bi-terminal, nor have a loop.
We stress that, for a given graph, all these notions depend on the choice of an initial leg.
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5.4.2.2 e unfolded formula
Let Col(G ; (l, ε)) be the set of colorings of edges by labels in N× {0, 12} such that
• the coloring of edges incident to legs agrees with the xed coloring (l, ε) of the legs;
• the color of a loop is identical to the color of the other edge incident to the vertex where the
loop is aached.
If (m,σ) is such a coloring, and v is a trivalent vertex which does not have a loop, we denem[v] to
be the sequence (m(e0v),m(e1v),m(e2v)), and similarly for the sequence σ[v]. One proves by induction:
Proposition 5.4.7. For 2g − 2 + k > 0, we have
C[g,k]
î
l1
ε1 · · · lkεk
ó
=
∑
G∈S[g,k]
(m,σ)
∈Col(G ;(l,ε))
∏
v∈V ′(G )
K
î
m[v]
σ[v]
ó ∏
v∈Vt(G )
K˜
î
m[v]
σ[v]
ó ∏
v∈Vtt(G )
C[0,3]
î
m[v]
σ[v]
ó ∏
v∈Vo(G )
C[1,1]
î
m(e0v )
σ(e0v )
ó
.

5.4.3 Usual maps with renormalized face weights
W [g,k]|n=0 is the generating series of usual triangulations, with weight t3 per triangle. is is dierent
from W[g,k], which is by denition the generating series of usual maps with renormalized face weights
(5.2), i.e. the generating series of congurations with only non-separating loops, and still depends on
n.
Recall thatW [g,k] depends on n in two ways. Firstly, n appears as a proportionality coecient in
A(x, y) – see (5.23) – in the linear functional relation of eorem (5.2.7). Secondly, the linear equation
forW(x) gives two equations determining γ± as functions of n, and this data gives the interval x∈
(γ−, γ+) on which the linear equation for W [g,k] holds. For (g, k) 6= (0, 1), we can disentangle the
two dependences in n: let us call n1 the variable appearing linearly in the linear equation, and n2 the
variable on which γ± depends. We denote momentarilyW [g,k]n1,n2 the corresponding generating series.
Note that the parametrization x(v) only depends on n2.
e previous remarks show that the generating series of maps in the O(n) model is
W [g,k] =W [g,k]n1=n,n2=n,
while the generating series of usual maps with renormalized face weights is
W[g,k] =W [g,k]n1=0,n2=n.
Note however that W(x) =W(x), since disks do not contain separating loops.
Let us use non-curly leers to denote the analogue, in the context of usual maps with renormalized
face weights, of all quantities dened in the context of maps of the O(n) model. We have
G
[0,2]
(v1, v2) =
1
4
ñ
Υ′1/2(v1 + v2)−Υ′1/2(v1 − v2)−Υ′1/2(−v1 + v2) + Υ′1/2(−v1 − v2)
ô
+
x′(v1)x′(v2)
2(x(v1)− x(v2))2 ,
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where Υ1/2 is a function of the elliptic modulus τ , thus a function of n2. e modied building block
is dened as:
Bε,l(v) = ∂
2l
v Bε,0(v), Bε,0(v) =G
[0,2]
(v, τ + ε). (5.63)
As the generating series of disks areW(x) =W(x) and the parametrization x(v) only depends on n2,
we have
∆εG(v) = ∆εG(v).
e modied recursion coecients (compare with (5.46)-(5.48)) are
K
î
l
ε
m
σ
m′
σ′
ó
= Res
w→0
−w2l+1dw
(2l + 1)!∆εG(w) Bσ,m(w + τ + ε)Bσ
′,m′(−w + τ + ε),
K˜
î
l
ε
l′
ε′
m
σ
ó
=
−δε,ε′
(2l − 1)! (2l′)! Resw→0
dw
w
w2(l+l
′)
∆εG(w) Bm,σ(τ + ε+ w).
Following the proof of Proposition 5.4.3, the non-zero modied initial data read:
C[0,3]
î
l1
ε1
l2
ε2
l3
ε3
ó
=−2 δl1,l2,l3,0 δε1,ε2,ε3
yε1,1
, C[1,1]
î
l
ε
ó
= δl,0
( yε,2
24y2ε,1
+
υ1/2,1
yε,1
)
− δl,1
24yε,1
.
Compared to the initial conditions for C’s, the only dierence is the replacement of υb,1 by υ1/2,1 (see
(5.45) for their denition) in C[1,1]
î
0
ε
ó
. en, the analogue of Propositions 5.4.2-5.4.7 is:
Proposition 5.4.8. For 2g − 2 + k > 0, we have a decomposition into a nite sum:
G[g,k](v1, . . . , vk) =
∑
l1,...,lk>0
ε1,...,εk∈{0, 12}
C[g,k]
î
l1
ε1 · · · lkεk
ó k∏
i=1
Bεi,li(vi) .
e coecients are given by the unfolded formula:
C[g,k]
î
l1
ε1 · · · lkεk
ó
=
∑
G∈S[g,k]
(m,σ)
∈Col(G ;(l,ε))
∏
v∈V ′(G )
K
î
m[v]
σ[v]
ó ∏
v∈Vt(G )
K˜
î
m[v]
σ[v]
ó ∏
v∈Vtt(G )
C[0,3]
î
m[v]
σ[v]
ó ∏
v∈Vo(G )
C[1,1]
î
m(e0v )
σ(e0v )
ó
.

Chapter 6
Critical behavior for large maps
6.1 In the bending energy model (disregarding nesting)
e denition of criticality, the dierent universality classes of the O(n) loop model and the phase
diagram for the bending energy model can be reviewed in Section 1.4. We start by recalling the most
important denitions. For xed values (n, α, g, h), we introduced
uc = sup{u> 0 : F•` <∞}
in terms of the generating series of pointed disks dened in (5.7). If uc = 1 (resp. uc< 1, uc> 1), we
say that the model is at a critical (resp. subcritical, supercritical) point. At a critical point, the gener-
ating series W(x) =W(x) has a singularity when u→ 1−, and the nature (universality class) of this
singularity is characterized by some critical exponents. e phase diagram of the model with bending
energy was rigorously determined in [BBG12b, BBD16], and is ploed qualitatively in Figure 1.12. We
now review the precise results obtained in [BBG12b, BBD16].
In the model with bending energy, we nd the same three universality classes characteristic of
the general O(n) model: generic, non-generic dilute and non-generic dense. For n> 0, we nd a dense
critical line, which ends with a dilute critical point, and continues as a generic critical line. For n= 0,
only the generic critical line remains. e generic universality class, called pure gravity, is already
present in maps without loops. On the contrary, the non-generic universality class is specic to the
loop model, and it corresponds to a regime where macroscopic loops continue to exist in maps of
volume V →∞ [Kos89, Eyn95]. In order to explore the nesting statistics of the O(n) loop model, we
will describe our various generating series on the non-generic critical line.
A non-generic critical point occurs when γ+ approaches the xed point of ς :
γ∗+ = ς(γ
∗
+) =
1
h(α+ 1)
.
In this limit, the two cuts γ and ς(γ) merge at γ∗+, and one can justify on the basis of combinatorial
arguments [BBG12b, Section 6] that γ−→ γ∗− with
|γ∗−|< |γ∗+| and ς(γ∗−) 6= γ∗−.
In terms of the parametrization x(v), it amounts to leing T → 0, and this is conveniently measured
in terms of the parameter
q= e−
pi
T → 0.
Aer establishing the behavior of x(v) and the special function Υb(v) in this regime (see Appendix A.1
for a summary), one can prove:
eorem 6.1.1. [BBG12b] Assume α= 1, and introduce the parameter
ρ= 1− 2hγ∗−= 1−
γ∗−
γ∗+
.
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ere is a non-generic critical line, parametrized by ρ∈ (ρmin, ρmax]:
g
h
=
4(ρb
√
2 + n−√2− n)
ρ2(b2 − 1)√2− n + 4ρb√2 + n− 2√2− n ,
h2 =
ρ2b
24
√
4− n2
ρ2 b(1− b2)√2 + n− 4ρ√2− n + 6b√2 + n
−ρ2(1− b2)√2− n + 4ρb√2 + n− 2√2− n .
It realizes the dense phase of the model. e endpoint
ρmax =
1
b
 
2− n
2 + n
corresponds to the fully packed model g= 0, with the critical value h= 1
2
√
2
√
2+n
. e endpoint
ρmin =
√
6 + n−√2− n
(1− b)√2 + n
is a non-generic critical point realizing the dilute phase, and it has coordinates:
g
h
= 1 +
 
2− n
6 + n
,
h2 =
b(2− b)
3(1− b2)(2 + n)
(
1− 1
4
»
(2− n)(6 + n)
)
.
e fact that the non-generic critical line ends at ρmax< 2 is in agreement with |γ∗−|< |γ∗+|.
eorem 6.1.2. [BBD16] ere exists αc(n)> 1 such that, in the model with bending energy α<αc(n),
the qualitatitive conclusions of the previous theorem still hold. For α=αc(n), only a non-generic critical
point in the dilute phase exist, and for α>αc(n), non-generic critical points do not exist.
eorem 6.1.3. [BBD16] Assume (g, h) are chosen such that the model has a non-generic critical point
for vertex weight u= 1. When u< 1 tends to 1, we have
q∼
(1− u
q∗
)c
,
with the universal exponent
c=

1
1−b dense,
1 dilute.
e non-universal constant reads, for α= 1:
q∗=

6(n+2)
b
ρ2(1−b)2√2+n+2ρ(1−b)√2−n−2√2+n
ρ2b(1−b2)√2+n−4ρ(1−b2)√2−n+6b√2+n dense,
24
b(1−b)(2−b) dilute.
For α 6= 1, its expression is much more involved, see [BBD16, Appendix E].
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6.1.0.1 Small and large boundaries
e generating series of connected maps of genus g in the O(n) model with xed volume V and xed
boundary lengths `1, . . . , `k reads
[uV ]F [g,k]`1,...,`k =
∮
du
2ipi uV+1
∮ k∏
i=1
dxi x
`i
i
2ipi
W [g,k](x1, . . . , xk).
e contour for integration of xi is originally around∞with negative orientation, but we can move it
to surround γ. At a critical point, the asymptotics when V →∞ are dominated by the behavior of the
generating series at u= 1. If we want to keep `i nite, we can leave the contour integral over xi in a
neighborhood of∞, and by seing xi =x(12 + τwi) we trade it for a contour surrounding wi =w∗∞.
If we want to let `i→∞ at a rate controlled by V →∞, the asymptotics will be dominated by the
behavior of the generating series for xi near the singularity γ+→ γ∗+, i.e. for xi =x(τwi) with wi of
order 1. e same principle holds for any of the unrened generating series W and WΓ.
If Hs(x1 . . . , xk) is a rened generating series of maps with k boundaries (with s a Boltzmann
weight for certain separating loops), we can compute the number of such maps having xed volume
V , xed number P of such separating loops, and xed boundary perimeters, by
[
sPuV
∏
i
x
−(`i+1)
i
]
Hs(x1, . . . , xk) =
∮
ds
2ipi
∮
du
2ipi
∮ [ k∏
i=1
x`ii dxi
2ipi
]Hs(x1, . . . , xk)
sP+1uV+1
.
In the regime P, V →∞, the contour integral over s will be determined by the behavior of the gener-
ating series near the dominant singularity in the variable s, and u→ 1.
To summarize, we need to study the behavior of generating series approaching criticality, i.e. q=
e−
pi
T with τ = iT → 0, while x=x(v) with v= ε + τw and w is in a xed compact. With ε= 12 we
have access to the regime of nite (also called “small”) boundaries, and with ε= 0 to the regime of
large boundaries.
6.1.0.2 Organization of the computations
In the present Section 6.1, we will study maps without marked points. e modications arising to
include a number k′> 0 of marked points will be discussed in Section 6.1.4. We will nd, as can be
expected, that marked points behave – as far as critical exponents are concerned – as small boundaries.
Our rst goal is to determine the behavior of the generating series of maps W [g,k] and of usual
maps with renormalized face weights W[g,k]. To obtain it, we rst determine the behavior of the
building blocks of Propositions 5.4.7-5.4.8 in the next paragraph, and then study the behavior of the
sum over colorings and graphs to derive the behavior of C[g,k] and C[g,k] (Lemma 6.1.7). is step is
rather technical, and the result for the critical exponent for C’s and C’s is not particularly simple. Yet,
the nal result for the critical behavior of the generating series of maps themselves turns out to be
much simpler (eorem 6.1.8). We recall that the C’s do not have a combinatorial interpretation in
terms of maps, so this technical part should only be seen as a (necessary) intermediate step to arrive
to theW ’s and W’s.
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6.1.1 Critical behavior of the building blocks
We rst examine the behavior at criticality, i.e. q= e−
pi
T → 0, of the various bricks appearing in Propo-
sition 5.4.7. Let us dene
ε, ε′ ∈{0, 12}, ε⊕ ε′ :=
 0 if ε= ε
′,
1
2 if ε 6= ε′,
and for ε, σ, σ′ ∈{0, 12}
f(ε, σ, σ′|B) :=B
î
(ε⊕ σ) + (ε⊕ σ′)
ó
+
Ä
d b2 − 1
ä
(1− 2ε), (6.1)
with d= 1 in the dense phase, and d=−1 in the dilute phase. We give its table of values (dense on the
le, dilute on the right) for B= b:
σ + σ′ 0 1
2
1
ε=0 b2 − 1 b− 1 3b2 − 1
ε= 1
2
b b2 0
σ + σ′ 0 1
2
1
ε=0 − b2 − 1 −1 b2 − 1
ε= 1
2
b b2 0
Lemma 6.1.4. In the critical regime τ = iT with T → 0+, we have for the building blocks of the gener-
ating series of maps in the bending energy model
K
î
l
ε
m
σ
m′
σ′
ó
=
(pi
T
)2(m+m′−l)+1
qf(ε,σ,σ
′|b){K∗îlε mσ m′σ′ ó+O(qb)},
K˜
î
l
ε
l′
ε
m
σ
ó
=
(pi
T
)2(m−l−l′)−1
qf(ε,ε,σ|b)
{
K˜∗
î
l
ε
m
σ
m′
σ′
ó
+O(qb)
}
,
C[0,3]
î
0
ε
0
ε
0
ε
ó
=
(pi
T
)−3
qf(ε,ε,ε|b)
{
C[0,3]∗
î
0
ε
0
ε
0
ε
ó
+O(qb)
}
,
C[1,1]
î
l
ε
ó
=
(pi
T
)−(2l+1)
qf(ε,ε,ε|b)
{
C[1,1]∗
î
l
ε
ó
+O(qb)
}
,
Bε,l(τφ+ ε′) =
(pi
T
)2l+2
qb(ε⊕ε
′)
{
B∗,(2l+1)ε⊕ε′,l (piφ) +O(qb)
}
.
And, for the building blocks of the generating series of usual maps with renormalized face weights
K
î
l
ε
m
σ
m′
σ′
ó
=
(pi
T
)2(m+m′−l)+1
qf(ε,σ,σ
′| 1
2)
{
K∗
î
l
ε
m
σ
m′
σ′
ó
+O(qb)
}
,
K˜
î
l
ε
l′
ε
m
σ
ó
=
(pi
T
)2(m−l−l′)−1
qf(ε,ε,σ|
1
2)
{
K˜∗
î
l
ε
m
σ
m′
σ′
ó
+O(qb)
}
,
C[0,3]
î
0
ε
0
ε
0
ε
ó
=
(pi
T
)−3
qf(ε,ε,ε|
1
2)
{
C
[0,3]
∗
î
0
ε
0
ε
0
ε
ó
+O(qb)
}
,
C[1,1]
î
l
ε
ó
=
(pi
T
)−(2l+1)
qf(ε,ε,ε|
1
2)
{
C
[1,1]
∗
î
l
ε
ó
+O(qb)
}
,
Bε,l(τφ+ ε
′) =
(pi
T
)2l+2
q
1
2
(ε⊕ε′){B∗,(2l+1)ε⊕ε′,l (piφ) +O(q 12 )}.
We will do many computations just for the C[g,k]’s, but they will work analogously for the C[g,k]’s
specifying the exponent of B to b= 12 and B=
1
2 in the rest of the exponents given by f .
e expressions for the leading order coecients – here denoted with ∗ – are provided in Ap-
pendix A.5, where we provide a proof of the lemma. ey are non-zero and satisfy the same selection
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rules as the unstarred quantities on the le-hand side. An interesting feature of the result is that, in
the formula of Proposition 5.4.7 (resp. Proposition 5.4.8), the contribution to C[g,k] (resp. C[g,k]) of a
colored graph (G ;σ) has order of magnitude qf(G ;σ) with
f(G ;σ) =
∑
v∈V (G )
f(σ[v] |B), with B= b (resp. B= 1/2).
We remark that f(σ[v] |B) does not depend on the vertex being terminal, bi-terminal, having a loop
or not. Since q= e−
pi
T → 0 when T → 0+, the leading term in C[g,k] and C[g,k] are given by the colored
graphs minimizing f(G ;σ). We will study the minimizing graphs and their exponent in Section 6.1.2.
6.1.1.1 Minimization over colorings
Lemma 6.1.5. For a given graph G of genus g with k legs, the coloring assigning 0 to each edge realizes
the minimum of f(G ;σ), which is
(2g − 2 + k)
Ä
d b2 − 1
ä
.
Proof. Every f(ε, σ, σ′) realizes its minimum
Ä
d b2 − 1
ä
at (ε, σ, σ′) = (0, 0, 0), and the coloring with
σ[v] = (0, 0, 0) for all v∈V (G ) receives a non-zero contribution at this order. 
6.1.2 Study of the critical exponents of the coecients C and C
Let bxc denote the unique integer such that bxc6x< bxc+ 1. Let us dene
β1(i1/2) := b i1/22 c+ 2δi1/2,1,
β2(g, k, i0) := 2g − 2 + bk2c+ b i0+(kmod 2)2 c.
We then dene a function of three integers g, i0, i1/2 such that 2g − 2 + i0 + i1/2> 1:
β(g, i0, i1/2|B) =
 β1(i1/2)
B
2 + β2(g, i0 + i1/2, i0)(d
b
2 − 1) if β2(g, i0 + i1/2, i0)> 0,
0 otherwise.
(6.2)
It will be useful later to know what happens when we decrement i0 and increment i1/2.
Lemma 6.1.6. For i0> 0, we have β(g, i0, i1/2|B) + ∆ =β(g, i0 − 1, i1/2 + 1|B), where
∆ =

2B2 −
Ä
d b2 − 1
ä
, if i1/2 = 0,
−B2 , if i1/2 = 1,
−
Ä
d b2 − 1
ä
, if i1/2> 0 even,
B
2 , if i1/2> 1 odd,
except for the exceptional cases (g, k) = (0, 3), (0, 4) and (g, k, i0) = (1, 1, 1), (0, 5, 1). In the last cases,
we obtain
∆ =
 −
Ä
d b2 − 1
ä
, if (g, k) = (1, 1), i0 = 1,
−2B2 −
Ä
d b2 − 1
ä
, if (g, k) = (0, 5), i0 = 1,
and, in the other exceptional cases, where some congurations (i0, i1/2) give C[g,k] = 0, we only record the
variations between congurations giving non-zero C’s:
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• β(0, 3, 0)−
Ä
d b2 − 1
ä
=β(0, 0, 3) = 0,
• β(0, 4, 0) + B2 −
Ä
d b2 − 1
ä
=β(0, 2, 2),
• β(0, 2, 2)− B2 −
Ä
d b2 − 1
ä
=β(0, 0, 4) = 0.
Proof. e exceptional cases can be easily checked with the expression for β. For the general situation,
we separate cases according to the parity of i0 and k, and we check rst how β2(g, i0 + i1/2, i0) varies
depending on the parity of i1/2:
• If i1/2 is even, then β2(g, k, i0 − 1) =β2(g, k, i0)− 1.
• If i1/2 is odd, then β2(g, k, i0 − 1) =β2(g, k, i0).
For the variation of β1(i1/2), we distinguish four cases:
• β1(1) =β1(0) + 2 = 2.
• β1(2) =β1(1)− 1 = 1.
• If i1/2> 0 is even, then β1(i1/2 + 1) =β1(i1/2).
• If i1/2> 1 is odd, then β1(i1/2 + 1) =β1(i1/2) + 1.

Lemma 6.1.7. Let g> 0 and k> 1 such that 2g−2+k > 0. Let ε1, . . . , εk ∈{0, 12} be xed, and denote
i0 (resp. i1/2) be the number of εi = 0 (resp. = 12 ). en, in the critical regime τ = iT with T → 0+ we
obtain
C[g,k]
î
l1
ε1 · · · lkεk
ó
=
(pi
T
)−∑k
i=1
(2li+1)
qβ(g,i0,i1/2|b)
(
C[g,k]∗
î
l1
ε1 · · · lkεk
ó
+O(q
b
2 )
)
,
C[g,k]
î
l1
ε1 · · · lkεk
ó
=
(pi
T
)−∑k
i=1
(2li+1)
qβ(g,i0,i1/2|
1
2)
(
C
[g,k]
∗
î
l1
ε1 · · · lkεk
ó
+O(q
b
2 )
)
,
where the leading coecients indicated with ∗ are non-zero.
Proof. We shall do the reasoning for C[g,k], i.e. for B= b, but all the comparisons we do will work
also for the special case of B= 12 , so the nal scaling exponent will be the same for C
[g,k] specifying
B= 12 , instead of B= b. For simplicity, we will write β(g, i0, i1/2)≡β(g, i0, i1/2|b) in this proof. e
determination of the exponent of piT will be addressed in the third part of the proof. For the moment,
we only focus on the powers of q. Since we know C[g,k]
î
l1
ε1 · · · lkεk
ó
is invariant by permutation of the
pairs (li, εi)ki=1, the scaling exponent will only depend on g, i0 and i1/2. In the case i1/2 = 0, we have:
β(g, k, 0) =
(
2g − 2 + bk2c+ bk+(kmod 2)2 c
) Ä
d b2 − 1
ä
= (2g − 2 + k)
Ä
d b2 − 1
ä
,
so the claim is correct according to Lemma 6.1.5.
We prove all the other cases by induction on 2g − 2 + k, starting by the two base cases with
2g − 2 + k= 1. In both base cases there is only one graph with a single vertex.
• (g, k) = (0, 3). Remember C[0,3]
î
l1
ε1
l2
ε2
l3
ε3
ó
= 0 in case we do not have ε1 = ε2 = ε3. So the only case to
consider is i1/2 = 3 and we have f(12 ,
1
2 ,
1
2) = 0, which is equal to β(0, 0, 3) since β2(0, 3, 0) =−1< 0.
• (g, k) = (1, 1). Remember the color of a loop should be identical to the color of the other edge. So in
the case i1/2 = 1, we get f(12 ,
1
2 ,
1
2) = 0, which is equal to β(1, 0, 1) since β2(1, 1, 0) = 0.
Now we will prove the result for cases with 2g − 2 + k, supposing it is true for all cases (g, k)
with 2g − 2 + k < 2g − 2 + k. We can decompose graphs G ∈S(g,k) in terms of a graph P which
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consists of only one trivalent vertex v0 without loops, and either one graph G˜ ∈S(g−1,k+1), or two
graphs G ′ ∈S(g′,k′+1) and G ′′ ∈S(g′′,k′′+1), with g′ + g′′= g and k′ + k′′= k − 1, excluding the cases
(g′, k′) = (0, 0) and (g′′, k′′) = (0, 0).
e two last legs of P are shared either with two legs of G˜ , or with one in G ′ and one in G ′′.
Consider the following decompositions k˜= i˜0+ i˜1/2, k′= i′0+i′1/2 and k
′′= i′′0 +i′′1/2, with k˜+2 = k+1
and (k′ + 1) + (k′′ + 1) = k + 1, where k˜, k′ and k′′ correspond to the number of legs which are not
shared with P in the respective subgraphs G˜ , G ′ and G′′.
In order to extend a coloring for the corresponding subgraph G˜ , or G ′ and G ′′ to a coloring of
the whole G , we will pick σ[v0] = (σ0, σ1, σ2) in a compatible way, i.e. the colorings σ1 and σ2 of
the two legs of P which are shared with the corresponding subgraphs will coincide with the given
ones for these legs on the subgraphs. We will make these choices to minimize f(G ;σ), which will be
f(σ[v0]) +
∑
v∈V (G˜ ) f(σ˜[v]) or f(σ[v0]) +
∑
v∈V (G ′) f(σ′[v]) +
∑
v∈V (G ′′) f(σ′′[v]).
For every conguration i0 + i1/2 = k, we will rst build a graph G ∈S(g,k) with a coloring which
is compatible with the xed colorings of the legs σ ∈Col(G ; (l, ε)) from the ones from previous in-
duction steps such that f(G ;σ) =β(g, i0, i1/2), i.e. a graph realizing the desired value. Secondly, we
will have to prove that for every other graph G ∈S(g,k) there is no other coloring σ ∈Col(G ; (l, ε))
such that f(G ;σ)<β(g, i0, i1/2), i.e. that β(g, i0, i1/2) is actually the minimum.
Remember that the cases with i0 = k and i1/2 = 0 were already checked, so we do not consider
them in the following.
First part: special cases
We will deal rst with the two special cases (g, k) = (0, 4), (0, 5).
• (g, k) = (0, 4). e graphs in S(0,4) have only two vertices, one terminal and one bi-terminal. is
implies that the only options with C[0,4]
î
l1
ε1 · · · l4ε4
ó
6= 0 are i0 = 0, 2, 4. We show in Figure 6.1 the graphs
with a suitable coloring which realize the desired value in every remaining case. Observe that G ′′ is the
0
0
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
(i0, i1/2) = (2, 2) (i0, i1/2) = (0, 4)
Figure 6.1: (g, k) = (0, 4)
only graph in S(0,3). Since i′′1/2 = 2 and the only vertex is biterminal, we have to set σ2 = 12 here. We
already checked that f(G ′′;σ′′) =β(0, 0, 3) = 0. erefore, for (i0, i1/2) = (2, 2) we obtain f(G ;σ) =
f(0, 0, 12) = d
b
2 −1 + b2 =β(0, 2, 2) and for (i0, i1/2) = (0, 4), f(G ;σ) = f(12 , 12 , 12) = 0 =β(0, 0, 4), as
we wanted.
• (g, k) = (0, 5). For every possible (i0, i1/2) we choose the graph with the corresponding coloring
shown in Figure 6.2: Observe that G ′′ ∈S(0,4), which also makes the choice of σ2 special.
 If i0 = 4 and i1/2 = 1, with the chosen graph we can only set σ2 = 12 . By induction hypothesis, we
have f(G ′′;σ′′) =β(0, 2, 2) = b2 + d
b
2 − 1. erefore
f(G ;σ) = f(0, 0, 12) + β(0, 2, 2) = (d + 1)
b
2 − 1 + (d + 1) b2 − 1 = 2 b2 + 2
Ä
d b2 − 1
ä
=β(0, 4, 1).
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0
0
0
1
2
1
2
1
2
0
(i0, i1/2) = (3, 2)
0
0
1
2
1
2
1
2
1
2
1
2
(i0, i1/2) = (2, 3)
1
2
1
2
0
1
2
1
2
1
2
0
(i0, i1/2) = (1, 4)
1
2
1
2
1
2
1
2
1
2
1
2
1
2
(i0, i1/2) = (0, 5)
0
0
1
2
0
0
0
1
2
(i0, i1/2) = (4, 1)
Figure 6.2: (g, k) = (0, 5)
 If i0 = 3 and i1/2 = 2, we can chooseσ2 = 0. By induction hypothesis, we have f(G ′′;σ′′) =β(0, 2, 2) =
d b2 − 1 + b2 . erefore
f(G ;σ) = f(0, 0, 0) + β(0, 2, 2) = d b2 − 1 + b2 + d b2 − 1 =β(0, 3, 2).
 If i0 = 2 and i1/2 = 3, we can only choose σ2 = 12 . By induction hypothesis, we have f(G ′′;σ′′) =
β(0, 0, 4) = 0. erefore
f(G ;σ) = f(0, 0, 12) = (d + 1)
b
2 − 1 =β(0, 2, 3).
 If i0 = 1 and i1/2 = 4, we can only choose σ2 = 0. erefore f(G ;σ) = f(12 , 12 , 0) + β(0, 2, 2) =
b
2 +
b
2 + d
b
2 − 1 =β(0, 1, 4).
 If i0 = 0 and i1/2 = 5, we can only choose σ2 = 12 . us f(G ;σ) = f(12 , 12 , 12) + β(0, 0, 4) = 0 =
β(0, 0, 5).
First part: general cases
For the general cases with (g, k) 6= (0, 4), (0, 5) we will consider four cases. If k > 2, we will be
automatically in one of the rst two cases.
Case I: i0>2. We will choose the graph G constructed from G ′ and G ′′, with k′= i′0 = 1 and g= 0.
Observe that G ′ has 2 legs, both with coloring 0. In this case, v0 is a terminal vertex, so for the
contribution to be non-zero, we have σ0 =σ1 and we know that σ1 = 0 because the leg is shared with
G ′. Note that i0 = i′′0 + 2 and i1/2 = i′′1/2. In the general case, we can always choose σ2 = 0. By the
induction hypothesis, we can choose (G ′′,σ′′) such that f(G′′;σ′′) =β(g, i′′0 + 1, i′′1/2). erefore
f(G ;σ) = d b2 − 1 + β1(i′′1/2) b2 + β2(g, k′′ + 1, i′′0 + 1)
Ä
d b2 − 1
ä
= β1(i1/2)
b
2 + (β2(g, k − 1, i0 − 1) + 1)
Ä
d b2 − 1
ä
=β(g, i0, i1/2).
e last step is a simple computation separating the cases where k − 1 is even and odd.
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0
0
σ2
...
}
k′′ = k − 2g
Figure 6.3: i0> 2
Case II: i1/2>2. Again we choose the graphG constructed fromG ′ andG ′′, with k′= 1 and g= 0, but
with i′1/2 = 1 because in this case we have no assumption on i0. And again v0 is a terminal vertex, so for
the contribution to be non-zero, we have σ0 =σ1, but here σ1 = 12 . Note that i0 = i
′′
0 and i1/2 = i′′1/2+2.
It will minimize to choose σ2 = 12 , if i
′′
1/2 = 1, and σ2 = 0, otherwise. If i
′′
1/2 = 1, we have
σ2
...
}
k′′ = k − 2
1
2
1
2
g
Figure 6.4: i1/2> 2
f(G ;σ) = 0 + β1(2)
b
2 + β2(g, k
′′ + 1, i′′0)
Ä
d b2 − 1
ä
= β1(i1/2)
b
2 + β2(g, k − 1, i0)
Ä
d b2 − 1
ä
=β(g, i0, i1/2).
In the last step we separate the cases where k − 1 is even and odd, and we use i0 + 3 = k to deduce
the parity of i0 in every case. If i′′1/2 6= 1, we have:
f(G ;σ) = b2 + β1(i
′′
1/2)
b
2 + β2(g, k
′′ + 1, i′′0 + 1)
Ä
d b2 − 1
ä
= β1(i
′′
1/2 + 2)
b
2 + β2(g, k − 1, i0 + 1)
Ä
d b2 − 1
ä
=β(g, i0, i1/2).
e last step is again a simple computation separating cases according to the parity of k − 1.
Case III: i0 =1, i1/2 =1. is is the remaining case of k= 2. Observe that here g > 0 so that 2g −
2 + 2> 0. We distinguish two cases:
• g= 1. We choose the graph G constructed from G˜ with i˜= i˜1/2 = 1. Since the vertex of G˜ is terminal
in G , at least σ1 or σ2 should be 12 for the contribution of the graph to be non-zero. Actually if we set
σ1 =σ2 =
1
2 , we get f(G ;σ) = f(0,
1
2 ,
1
2) + f
Ä
1
2 ,
1
2 ,
1
2
ä
= d b2 − 1 + b=β(1, 1, 1).
0 12
1
2
1
2
Figure 6.5: (g, i0, i1/2) = (1, 1, 1)
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• g > 1. We build G from G ′ and G ′′ with k′= i′1/2 = 1, g′> 0, k′′= 0 and g′′> 0, which we can choose
because g > 1. Observe that if g > 0, then 2g − 2 + 1> 0 and hence in our cases we will have β2> 0.
Since i′0, i′′0 = 0 and i0 = 1, σ0 = 0 and we can choose σ1 =σ2 = 0. erefore
0
0
0
1
2
g′
g′′
Figure 6.6: g > 1, (i0, i1/2) = (1, 1)
f(G ;σ) = d b2 − 1 + β1(1) b2 + β2(g′, 2, 1)
Ä
d b2 − 1
ä
+ β1(0)
b
2 + β2(g
′′, 1, 1)
Ä
d b2 − 1
ä
= b+ (2g − 2 + 1)
Ä
d b2 − 1
ä
=β(g, 1, 1).
Case IV: k=1. e case (1, 1) was already a base one, so here we suppose g > 1. We consider the
case k= i1/2 = 1. So σ0 = ε1 = 12 and we construct G from G
′ and G ′′ with k′= k′′= 0 and g′, g′′> 0.
We can choose σ1 =σ2 = 0. erefore
1
2
0
0
g′
g′′
Figure 6.7: k= 1
f(G ;σ) = b+ β1(0)
b
2 + β2(g
′, 1, 1)
Ä
d b2 − 1
ä
+ β1(0)
b
2 + β2(g
′′, 1, 1)
Ä
d b2 − 1
ä
= b+ (2g − 2)
Ä
d b2 − 1
ä
=β(g, 0, 1).
Second part: disconnected cases
For the second part of the proof, we will check that all other possible graphs and colorings for
every case do not give a smaller exponent. We rst discuss the disconnected case, i.e. the case where
G is constructed from G ′ and G ′′ so that G ′,G ′′ 6∈ S(0,2). e cases with G ′ or G ′′ in S(0,3) or S(0,4)
will be considered apart because they will have some extra restrictions to choose σ1 and σ2 and will
be called the exceptional cases in this part.
σ0
σ1
σ2
...
...
}
k′}
k′′
g′
g′′
Figure 6.8: G from G ′ and G ′′
Moreover, remember that a graph in S(0,5) and with i0 = 0, i1/2 = 5 was also giving the special
value of β2(0, 5, 0) = 0 and hence β(0, 0, 5) = 0 automatically. However, observe that when one of the
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pieces G ′ or G ′′ is in S(0,5), we will not have any exceptional situation here because a graph in S(0,5)
with i′1/2 = 4 and σ1 =
1
2 , or i
′′
1/2 = 4 and σ2 =
1
2 will never be chosen to minimize; it will always be
beer to choose σ1 or σ2 to be 0, which in this case is possible.
Caseσ0 =0. Let us check that choosingσ1 = 0, if possible, always minimizes. Observe that f(0, 0, σ2) =
f
Ä
0, 12 , σ2
ä
− b2 . en, making use of Lemma 6.1.6, we get
f(0, 0, σ2) + β(g
′, i′0 + 1, i
′
1/2)6 f(0, 12 , σ2) + β(g
′, i′0, i
′
1/2 + 1).
Indeed, it is clear if i′1/2 6= 1, and if i′1/2 = 1, we always have an equality because
f(0, 0, σ2) + β(g
′, i′0 + 1, 1) = f(0,
1
2 , σ2)− b2 + β(g′, i′0, 2) + b2 .
e same argument works for σ2. Now, we should check that the exceptional cases, where we cannot
choose σ1 =σ2 = 0, do not minimize further.
• If σ1 = 12 , σ2 = 0, (g′, k′ + 1) = (0, 3), i′1/2 = 2, we have
f(G ;σ) =
Ä
(d + 1) b2 − 1
ä
+ 0 + β(g, i0, i1/2 − 1) = δi1/2,3 b+ β(g, i0, i1/2),
where we have used that here i1/2> 2.
• If σ1 = 12 , σ2 = 0, (g′, k′ + 1) = (0, 4), i′1/2 = 1, we have
f(G ;σ) = (d + 1) b2 − 1 + b2 +
Ä
d b2 − 1
ä
+ β1(i1/2 − 1) b2 + β2(g, k − 4, i0 − 2)
Ä
d b2 − 1
ä
= (β1(i1/2 − 1) + 2) b2 + (β2(g, k − 4, i0 − 2) + 2)
Ä
d b2 − 1
ä
= (β1(i1/2 − 1) + 2) b2 + (β2(g, k, i0)− 1)
Ä
d b2 − 1
ä
>β(g, i0, i1/2).
In the last step we have used that β1(i1/2 − 1) + 2>β(i1/2).
• If σ1 = 12 , σ2 = 0, (g′, k′ + 1) = (0, 4), i′1/2 = 3, we have
f(G ;σ) =
Ä
d b2 − 1 + b2
ä
+ 0 + β1(i1/2 − 3) b2 + β2(g, k − 4, i0)
Ä
d b2 − 1
ä
= (β1(i1/2 − 3) + 1) b2 + (β2(g, k − 4, i0) + 1)
Ä
d b2 − 1
ä
= (β1(i1/2 − 3) + 1) b2 + (β2(g, k, i0)− 1)
Ä
d b2 − 1
ä
> (β1(i1/2)− 1) b2 + (β2(g, k, i0)− 1)
Ä
d b2 − 1
ä
= β(g, i0, i1/2)−
Ä
d b2 − 1 + b2
ä
>β(g, i0, i1/2).
•e remaining cases with σ1 = 12 , σ2 = 12 consist of G ′,G ′′ ∈S(0,4); G ′ ∈S(0,3) and G ′ ∈S(0,4), and
symmetric ones by exchanging the role of σ1 and σ2. ey can be checked easily from the results for
the base cases (0, 3) and (0, 4).
Choosing σ1 =σ2 = 0 for the non-exceptional cases, we obtain:
f(G ;σ) =
Ä
d b2 − 1
ä
+ β(g′, i′0 + 1, i
′
1/2) + β(g − g′, i′′0 + 1, i′′1/2)
= (β1(i
′
1/2) + β1(i
′′
1/2))
b
2
+
Ä
β2(g
′, k′ + 1, i′0 + 1) + β2(g
′′, k′′ + 1, i′′0 + 1) + 1
ä Ä
d b2 − 1
ä
.
On the one hand, separating cases according to the parity of k′ and k′′, and the parity of i′0 and i′′0 , we
check that
β2(g
′, k′ + 1, i′0 + 1) + β2(g
′′, k′′ + 1, i′′0 + 1) + 1
6β2(g′ + g′′, k′ + k′′ + 1, i′0 + i′′0 + 1) =β2(g, k, i0) (6.3)
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and hence with this part we cannot minimize further.
On the other hand, distinguishing cases according to the parity of i′1/2, i
′′
1/2 and i1/2 = i
′
1/2 + i
′′
1/2,
and considering the special cases with some of them equal to 1, we see that β1(i′1/2) + β1(i
′′
1/2) =
β1(i1/2)− 1, if both i′1/2 and i′′1/2 are odd and > 1, and β1(i′1/2) + β1(i′′1/2)>β1(i1/2), otherwise.
Finally, we check easily that in the case of odd i′1/2, i
′′
1/2> 1, where we have minimized β1 by 1,
we lie in the cases with β2(g′, k′ + 1, k′0 + 1) + β2(g′′, k′′ + 1, k′′0 + 1) + 1<β2(g, k, i0). erefore,
we also do not minimize globally, i.e.
f(G ;σ)>β(g, i0, i1/2),
because − b2 > d b2 − 1 and thus, with a minimizing purpose, we prefer β2 + 1 to β1 − 1.
Caseσ0 = 12 . As in the previous cases, it can be checked rst that the exceptional cases do not minimize
further. Let us check now which σ1 we should choose to minimize, making use of Lemma 6.1.6.
f(12 , 0, σ2) + β1(g
′, i′0 + 1, i
′
1/2) = f(
1
2 ,
1
2 , σ2) +
b
2 + β1(g
′, i′0, i
′
1/2 + 1)−∆.
If i′1/2 6= 1, ∆> b2 and hence σ1 = 0 minimizes. But, if i′1/2 = 1, ∆ =− b2 and hence σ1 = 12 is the min-
imizing choice. By the symmetry of the situation, the same argument works for the choice of σ2
depending on i′′1/2.
• i′1/2 = i′′1/2 = 1. Using the inequality (6.3), we have
f(G ;σ) = 0 + β(g′, i′0, i
′
1/2 + 1) + β(g
′′, i′0, i
′
1/2 + 1)
= β1(2)b+ (β2(g
′, k′ + 1, i′0) + β2(g
′′, k′′ + 1, i′′0))
Ä
d b2 − 1
ä
> β1(3) b2 + (β2(g, k, i
′
0 + i
′′
0 − 1)− 1)
Ä
d b2 − 1
ä
> β1(3) b2 + β2(g, k, i
′
0 + i
′′
0)
Ä
d b2 − 1
ä
=β(g, i0, i1/2).
• i′1/2 = 1, i′′1/2 6= 1 (and the analogous case i′1/2 6= 1, i′′1/2 = 1). Again using (6.3), we obtain
f(G ;σ) = b2 + β(g
′, i′0, i
′
1/2 + 1) + β(g
′′, i′′0 + 1, i
′′
1/2)
= b2 + (β1(2) + β1(i
′′
1/2))
b
2 + (β2(g
′, k′ + 1, i′0) + β2(g
′′, k′′ + 1, i′′0 + 1))
Ä
d b2 − 1
ä
> b2 + β1(i
′′
1/2 + 2)
b
2 + (β2(g, k, i
′
0 + i
′′
0)− 1)
Ä
d b2 − 1
ä
> β1(i1/2) b2 + β2(g, k, i
′
0 + i
′′
0)
Ä
d b2 − 1
ä
=β(g, i0, i1/2).
• i′1/2 6= 1, i′′1/2 6= 1.
f(G ;σ) = b+ β(g′, i′0 + 1, i
′
1/2) + β(g
′′, i′′0 + 1, i
′′
1/2)
= b+ (β1(i
′
1/2) + β1(i
′′
1/2))
b
2
+(β2(g
′, k′ + 1, i′0 + 1) + β2(g
′′, k′′ + 1, i′′0 + 1))
Ä
d b2 − 1
ä
> (2 + β1(i′1/2) + β1(i′′1/2)) b2 + (β2(g, k, i
′
0 + i
′′
0 + 1)− 1)
Ä
d b2 − 1
ä
> β1(i′1/2 + i′′1/2 + 1) b2 + (β2(g, k, i
′
0 + i
′′
0) + 1− 1)
Ä
d b2 − 1
ä
=β(g, i0, i1/2).
Second part: connected case
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σ0
σ1
σ2
g − 1 ...
}
k˜
Figure 6.9: G from G˜
Now let us examine the case in which G is constructed from G˜ . Firstly it can be easily checked
apart that special cases with G˜ ∈S(0,3),S(0,4) do not minimize further.
Case σ0 =0. When we are not in the exceptional cases, we can always choose σ1 =σ2 = 0 to minimize.
f(G ;σ) =
Ä
d b2 − 1
ä
+ β1(˜i1/2)
b
2 + β2(g˜, k˜ + 2, i˜0 + 2)
Ä
d b2 − 1
ä
=
Ä
d b2 − 1
ä
+ β1(i1/2)
b
2 + β2(g − 1, k + 1, i0 + 1)
Ä
d b2 − 1
ä
= β1(i1/2)
b
2 + (β2(g, k + 1, i0 + 1)− 1)
Ä
d b2 − 1
ä
=β(g, i0, i1/2),
where for the last computation we distinguish cases according to the parity of k.
Case σ0 = 12 . By the symmetry argument at the beginning of the proof, the only case remaining to
be checked is the one corresponding to i0 = 0 and i1/2 = k. By a computation similar to the one in
the previous case with σ0 = 12 , we get that if i˜1/2 = 1, (σ1, σ2) = (
1
2 , 0) or (σ1, σ2) = (0,
1
2) are the
minimizing choices and if if i˜1/2 6= 1, then we choose (σ1, σ2) = (0, 0) to minimize.
• i˜1/2 = 1 (k= i1/2 = 2).
f(G ;σ) = b2 + β1(2)
b
2 + β2(g − 1, 3, 1)
Ä
d b2 − 1
ä
= b2 + β1(2)
b
2 + (β2(g, 2, 0)− 1)
Ä
d b2 − 1
ä
> β1(2) b2 + β2(g, 2, 0)
Ä
d b2 − 1
ä
=β(g, 0, 2).
• i˜1/2 6= 1.
f(G ;σ) = b+ β1(˜i1/2)
b
2 + β2(g − 1, k + 1, 2)
Ä
d b2 − 1
ä
= b+ β1(i1/2 − 1) b2 + β2(g − 1, k + 1, 2)
Ä
d b2 − 1
ä Ä
d b2 − 1
ä
> β1(i1/2) b2 + β2(g, k, 0)
Ä
d b2 − 1
ä
=β(g, 0, i1/2),
where the last inequality is simple to check distinguishing the usual cases.
is exhausts all possible graphs and shows that the colored graphs constructed in the rst part for
each (g, i0, i1/2) achieve the minimal value for the exponent, and this value is given by β(g, i0, i1/2)
of (6.2).
ird part
We show by induction onχ= 2g−2+k> 1 that C[g,k]
î
l1
ε1 · · · lkεk
ó
receives a power ( piT )
−∑k
i=1
(2`i+1)
as prefactor. It is already correct for (g, k) = (0, 3) and (1, 1) according to Lemma 6.1.4. If it is true for
all (g, k) such that 2g−2+k <χ, then one easily checks with the recursive formula of Proposition 5.4.3,
the behavior of K and K˜ , and the induction hypothesis that it continues to holds for all (g, k) such
that 2g − 2 + k=χ.
Together with the identication of the leading power of q in the previous steps, this concludes the
proof for the critical behavior of C[g,k]. e arguments are identical for C[g,k].

164 Chapter 6. Critical behavior for large maps
6.1.3 Generating series of congurations
We arrive to the nal result for the generating series of maps in the O(n) model.
eorem 6.1.8. Let k= k0 + k1/2> 1 and g> 0 such that 2g − 2 + k > 0. Let xj =x(12 + τφj) for
j ∈{1, . . . , k1/2}, i.e. xj remains away from [γ∗−, γ∗+]. Let yj =x(τψj) for j ∈{1, . . . , k0}, i.e. yj scales
with q→ 0 such that yj − γ+ ∈O(q 12 ). en, we have in the critical regime q→ 0:
W [g,k](x1, . . . , xk1/2 , y1, . . . , yk0)
=
(pi
T
)k
q(2g−2+k)(d
b
2
−1)− k
2
+ b+1
2
k1/2
(
W [g,k]∗ (φ1, . . . , φk1/2 , ψ1, . . . , ψk0) +O(q
b
2 )
)
,
and for the generating series of usual maps with renormalized face weights:
W[g,k](x1, . . . , xk1/2 , y1, . . . , yk0)
=
(pi
T
)k
qβ˜(g,k,k1/2)
(
W
[g,k]
∗ (φ1, . . . , φk1/2 , ψ1, . . . , ψk0) +O(q
b
2 )
)
,
with β˜(g, k, k1/2) = (2g− 2 + k)(d b2 − 1)− k2 + 34k1/2. Recall that d= 1 in the dense phase and d=−1
in the dilute phase. In both cases, the errors are uniform for φj , ψj in any compact.
e result for (g, k) = (0, 2) is much easier to derive: this is done in Corollary 7.1.2 below, and the
outcome is that eorem 6.1.8 is still valid for (g, k) = (0, 2). Remark that in this case, the rst term
in the critical exponent vanishes so the result is the same in the dense and dilute phase – only the
relation between u and q dier, according to eorem 6.1.3.
Proof. First, we study the critical behavior of G[g,k](v1, . . . , vk). From the decomposition of Proposi-
tion 5.4.2, the critical behavior for its coecients C[g,k] from Lemma 6.1.7 and the asymptotic behavior
for Bε,l(v) in the two regimes v= ε′ + τφ with ε′= 0, 12 given in Lemma 6.1.4, it follows that each
summand with ε1, . . . , εk xed behaves like qβ¯(g,i0,i1/2,j0,j1/2|b), with
β¯(g, i0, i1/2, j0, j1/2|b) =β(g, i0, i1/2|b) + (j0 + j1/2) b2 , (6.4)
where j0 + j1/2 = |{j ∈{1, . . . , k} : εj 6= ε′j}| and, more concretely,
j1/2 := |{j ∈{1, . . . , k1/2} : 0 = εj 6= ε′j = 12}|,
j0 := |{j ∈{k1/2 + 1, . . . , k1/2 + k0} : 12 = εj 6= ε′j = 0}|.
Since we are interested in the dominant behavior of G[g,k]
Ä
(vi)
k
i=1
ä
with xed k0 and k1/2, we need
to decide which 06 j06 k0 and 06 j1/26 k1/2 minimize β¯(g, i0, i1/2, j0, j1/2|b). Observe that i0 =
k0 − j0 + j1/2 and i1/2 = k1/2 − j1/2 + j0. We have to take into account the already known behavior
of β(g, i0, i1/2|b) varying i0 and i1/2 to nd in the end the quadruple (i0, i1/2, j0, j1/2) minimizing
β¯(g, i0, i1/2, j0, j1/2|b) for xed g, k0 and k1/2. We will consider rst the special base cases, where
some congurations (i0, i1/2) give vanishing C’s.
• (g, k) = (0, 3). Since the only congurations with C[g,k] 6= 0 are (i0, i1/2) = (3, 0) and (i0, i1/2) =
(0, 3), we automatically have (j0, j1/2) = (0, k1/2) and (j0, j1/2) = (k0, 0), respectively.
β¯(0, 3, 0, 0, k1/2|b) =β(0, 3, 0|b) + k1/2 b2 6 06β(0, 0, 3|b) + k0 b2 = β¯(0, 0, 3, k0, 0|b).
• (g, k) = (0, 4). First, similarly to the previous case, we have
β¯(0, 4, 0, 0, k1/2|b) =β(0, 4, 0|b) + k1/2 b2 6 06β(0, 0, 4|b) + k0 b2 = β¯(0, 0, 4, k0, 0|b).
e only possibility remaining to compare is (i0, i1/2) = (2, 2). Here we use β(0, 2, 2|b) =β(0, 4, 0|b)+
1 + (1− d) b2 from Lemma 6.1.6.
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 β¯(0, 2, 2, 2, k1/2|b) =β(0, 4, 0|b) + 1 + (1− d) b2 + (2 + k1/2) b2 > β¯(0, 4, 0, 0, k1/2|b).
 β¯(0, 2, 2, 1, k1/2 − 1|b) =β(0, 4, 0|b) + 1 + (1− d) b2 + k1/2 b2 > β¯(0, 4, 0, 0, k1/2|b).
 β¯(0, 2, 2, 0, k1/2 − 2|b) =β(0, 4, 0|b) + 1 + (1− d) b2 + (k1/2 − 2) b2 > β¯(0, 4, 0, 0, k1/2|b).
Using again Lemma 6.1.6, observe that in all the remaining cases, for i0> 0, we have
β(g, i0, i1/2|b) + ∆ =β(g, i0 − 1, i1/2 + 1|b),
with ∆> b2 , except for i1/2 = 1.
•We now justify that it is always beer to decrease j0. If i1/2 6= 1,
β¯(g, i0 − 1, i1/2 + 1, j0, j1/2|b) = β(g, i0 − 1, i1/2 + 1|b) + (j0 + j1/2) b2
= β(g, i0, i1/2|b) + ∆ + (j0 + j1/2) b2
> β(g, i0, i1/2|b) + (j0 + j1/2 − 1) b2
= β¯(g, i0, i1/2, j0 − 1, j1/2|b).
e equality still holds for i1/2 = 1, more concretely
β¯(g, i0 − 1, 2, j0, j1/2|b) =β(g, i0, 1|b)− b2 + (j0 + j1/2) b2 = β¯(g, i0, 1, j0 − 1, j1/2|b).
• Now, if i1/2 6= 1, it is also beer to increase j1/2:
β¯(g, i0 − 1, i1/2 + 1, j0, j1/2|b) = β(g, i0, i1/2|b) + ∆ + (j0 + j1/2) b2
> β(g, i0, i1/2) + (j0 + j1/2 + 1|b) b2
= β¯(g, i0, i1/2, j0, j1/2 + 1|b).
And if i1/2 = 1, it is beer to increase j1/2 by 2:
β¯(g, k − 2, 2, j0, j1/2|b) = β(g, k, 0|b)− b2 −
Ä
d b2 − 1
ä
+ (j0 + j1/2)
b
2
> β(g, k, 0) + b+ (j0 + j1/2|b) b2
= β¯(g, k, 0, j0, j1/2 + 2|b).
Observe that in the key case i1/2 = 1, if we have j1/2 = k1/2 − 1, i.e. not the maximum but with no
possibility of being increased by 2, we will always have j0 = 1 (i1/2 + 1 = 2) and if we decrease that
before we will not lie in the case i1/2 = 1 anymore. So this pathological case is not a real problem.
erefore, the minimal exponent corresponds to the minimum j0 and the maximum j1/2, i.e. j0 = 0
and j1/2 = k1/2, and i0 = k and i1/2 = 0:
β¯(g, k, 0, 0, k1/2|b) =β(g, k, 0|b) + k1/2 b2 = (2g − 2 + k)
Ä
d b2 − 1
ä
+ k1/2
b
2 .
e nal result follows from
W [g,k](x(v1), . . . , x(vk))
[ k∏
i=1
x′(vi)
]
=G[g,k](v1, . . . , vk),
the critical behavior we just found for G[g,k](v1, . . . , vk) and the asymptotic behavior for x(v) in the
two regimes v= τφ and v= 12 + τφ given in Appendix A.2. e resulting power of q is
(2g − 2 + k)
Ä
d b2 − 1
ä
+ k1/2
b
2 − 12k0
= (2g − 2 + k0 + k1/2)
Ä
d b2 − 1
ä
− k0+k1/22 + k1/2 b+12 .
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For theW’s, the only dierences compared to (6.4) are the factor 14 instead of
b
2 in the total exponent
for xed j0, j1/2 and B= 12 instead of b in β:
β¯(g, i0, i1/2, j0, j1/2|12) =β(g, i0, i1/2|12) + (j0 + j1/2)14 .
is is a particular case of the previous analysis, so the minimum of this exponent is again reached
when j0 = 0 and j1/2 = k1/2, and i0 = k and i1/2 = 0, and this entails the claim. Since in this case,
β(g, k, 0|b) =β(g, k, 0|12), in the end only the rst dierence maers. 
6.1.4 Generating series of congurations with marked points
We now generalize eorem 6.1.8 to allow marked points.
Lemma 6.1.9. Let k= k0 + k1/2> 1 and g> 0 such that (g, k) 6= (0, 1). Let xj =x(12 + τφj) for j ∈
{1, . . . , k1/2}, i.e. xj remains nite and away from [γ∗−, γ∗+]. Let yj =x(τψj) for j ∈{1, . . . , k0}, i.e. yj
scales with q→ 0 such that yj − γ+ ∈O(q 12 ). We have in the critical regime q→ 0
W[g,k,•k
′](x1, . . . , xk1/2 , y1, . . . , yk0)
=
(pi
T
)k+k′
qβ˜(g,k+k
′,k1/2+k′)
¶
W
[g,k,•k′]
∗ (φ1, . . . , φk1/2 , ψ1, . . . , ψk0) +O(q
b
2 )
©
.
is is also true for (g, k) = (0, 1).
e outcome is that marked points behave as small boundaries. Subsequently, the asymptotics
of the generating series W [g,k]Γ,?,s given by Proposition 5.2.10 in presence of k′ marked points are the
same as obtained in eorem 7.1.4, provided one replaces k1/2 with k1/2 + k′, and likewise for eo-
rem 7.2.1 concerning xed volume asymptotics, and eorem 7.2.3 concerning xed volume and xed
arm lengths asymptotics.
Proof. First assume (g, k) 6= (0, 1). We proceed by recursion, starting from the base case k′= 0 ob-
tained in eorem 6.1.8:
W[g,k](x,y) = qβ˜(g,k,k1/2) Φ
[
u; (xi)
k1/2
i=1 ;
(yi − γ∗+
q
1
2
)k0
i=1
]
,
where Φ is a function which has a uniform limit when u→ 1 and its other variables remain in a
compact, and
β˜(g, k, k1/2) = (2g − 2 + k)(d b2 − 1)− k2 + 34k1/2. (6.5)
We shall use (5.22) to decrease the value of k′. Assume the claim holds for k′′ marked points with
k′′<k′. Equation (5.22) gives us
W[g,k,•k
′](x,y) =
(
2− 2g − k −
k1/2∑
i=1
1
2 ∂xixi −
k0∑
i=1
1
2 ∂yiyi
)
W[g,k,•(k
′−1)](x,y)
−
∮
γ
dz
2ipi
Ä
z
2 V˜
′(z)− V˜ (z)
ä
W[g,k+1,•(k
′−1)](z,x,y), (6.6)
with
V˜ ′(x) = V ′(x)−
∮
γ
A(x, z)W(z)
= V ′(x) + nς ′(x)W(ς(x))− nuς
′′(x)
2ς ′(x)
.
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We can substitute in this expression the function G introduced in (5.38):
V˜ ′(x) =V ′(x)− nG(τ − v)
x′(v)
+
n
Ä
2ς ′(x)V ′(ς(x)) + nV ′(x)
ä
4− n2 −
nuς ′′(x)
ς ′(x)
.
e critical behavior of G(v) when v= ε + τw with ε∈{0, 12}, and q= eipiτ→ 0 is obtained from
substituting its expression from Proposition 5.3.1, using the asymptotics of the function Υb in A.1.2,
and the identities (A.20)-(A.21). e result takes the form
G(τ − v) = q(1−2ε)(1−d b2 )
¶
G˜∗ε (φ) +O(q
b
2 )
©
.
Besides, the induction hypothesis tells us that the order of magnitude of
W[g,k+1,•(k
′−1)](x(v),x,y)
receives an extra factor of q
3
4 when v= 12 + τφ with φ in a compact. As b∈ (0, 12), in any case we
have 34 < 1 − d b2 and therefore the contribution of the vicinity (at scale q
1
2 ) of γ∗+ in the contour
integral over γ in the second line of (6.6) remains negligible compared to the contribution of the bulk
of the contour (given by the regime ε= 12 ). And, by induction hypothesis, this contribution is of order
qβ˜(g,(k+k
′−1)+1,(k1/2+k′−1)+1), where the +1 come from the variable z ∈ γ. On the other hand, the rst
line in (6.6) has a contribution of order qβ˜(g,k+k′−1,k1/2+k′−1). As
β˜(g, k + k′ − 1, k1/2 + k′ − 1)− β˜(g, k + k′, k1/2 + k′) = 12 − d b2 > 0
the rst line is always negligible compared to the second line, and this gives the claim for k′ marked
points. We conclude for all (g, k) 6= (0, 1) by induction.
Now consider (g, k) = (0, 1). For k′= 1, we have from (5.17):
W•(x) =
1»
(x− γ+)(x− γ−)
,
erefore with x=x(τφ) = γ∗+ + q
1
2x∗0(φ) in the critical regime
W•(x)∼ q− 14 W•∗(φ),
whose exponent agrees with β˜(g, k + k′= 2, k1/2 + k′= 1). On the other hand, for x=x(12 + τφ) in
the critical regime, we have
W•(x) =
1»
(x− γ∗+)(x− γ∗−)
+ q
1
2 W˜•∗(φ) +O(q)
coming from the behavior of γ+ when q→ 0 as given by Corollary A.2.5. is exponent 12 agrees with
β˜(g= 0, k+ k′= 2, k1/2 + k′= 2). With these two cases as initial conditions and the previous results,
we can repeat the previous steps to show from (6.6) that the claim holds for (g, k) = (0, 1) for any
k′> 0. 
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6.2 Critical behavior of the TR invariants
Our analysis of the critical behavior of the topological recursion amplitudes for the bending energy
model is in fact more general than theO(n) loop model and it may be used to study the critical behavior
of other problems in enumerative geometry. Here we summarize the initial conditions we need and
give the result in general. is generalization is not present in the article in which this part of the
thesis is based on [BGF16].
Let us consider a spectral curve that has two types of branchpoints: dominant singularities and
non singular ones. For simplicity, we can assume it has one branchpoint of each type: a1 will be the
dominant singularity and a2 the regular branchpoint. If the branchpoints are only of one type, the
analysis also holds, but it is much simpler. e really complicated case which will use the technical
analysis we performed in the particular case of the bending energy model corresponds only to the
case with both kinds of branchpoints. Moreover, having more than one dominant singularity or non
singular branchpoint only modies the constant prefactor. In any case, here we focus on the critical
exponent, which will be the same.
e seing is a family of regular spectral curves parametrized by a complex parameter u, which
remains always regular around a2, in the sense we explained in Section 1.5. We remind the reader
that a regular spectral curve looks locally like a square root around the critical points. Our family of
spectral curves will become singular around the dominant singularity a1, when the parameters are
tuned to the critical values.
In order to study large size asymptotics we always have to study the generating series around
a singularity. We assume here the system is at a critical point, i.e. a certain parameter uc above
which the spectral curve y(x) is singular is equal to 1. So the spectral curve y(x) has a singularity at
u= 1. We will consider a parameter δ on the spectral curve that will control the distance to criticality
(when it becomes small) in order to study the critical behavior of the TR amplitudes ω[g]n , where every
variable will be either in a small region of size δ around the singularity a1 of ω[0]1 or away from a1. Let
xˆ1 :=x(a1) and yˆ1 := y(a1). We expand x(z) and y(z) around a1, considering z= a1 + δφ, and nd:x(z) = xˆ1 + δqx∗(φ) +O(δq+1), with q> 2y(z) = yˆ1 + δpy∗(φ) +O(δp+1).
e curve (x∗, y∗) is called the blow up of the curve (x, y). Since we assumed that xˆ1 was a dominant
singularity of y(x), we have
y(x)|sing ·∼ (x− xˆ1)
p
q ,
with pq /∈Z and pq > 12 . We remark that pq is not necessarily a rational number. On the other hand,
for the non singular branchpoint, we would have the behavior y(x)|sing ·∼ (x− xˆ1) 12 . We control the
distance to the singularity by nding the critical behavior of delta near the singularity: δ ·∼ (1 − u)θ
with θ > 0 for delta the zooming variable around the singularity and δ ·∼ 1 for delta the zooming size
around any other point. We remark that adding a holomorphic function of x to y does not change the
result of TR, and that is the reason why we present the general seing in this way1.
We consider two possible regimes for the variable z:
1. It scales with (1− u)→ 0 such that z − a1 ∈O((1− u)θ), i.e. it approaches the singularity.
2. It remains away from the singularity a1.
1Sometimes for the enumerative problem to have the correct meaning in lower topologies, such a function may be
necessary.
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Our goal is to nd the critical exponent of the TR amplitudesω[g]n (z1, . . . , zk) with kL = kL(z1, . . . , zk)
being the number of z’s in the rst regime and kS = kS(z1, . . . , zk) the number of z’s in the second
regime. We always have kL + kS = k.
We need the critical behavior of the following initial data:
dx(z) ·∼ (1− u)α[kL(z)]x ,
ω
[0]
1 (z) = y(z)dx(z)
·∼ (1− u)α[0,1,kL(z)] ,
B(z1, z2)
·∼ (1− u)α[0,2,kL(z1,z2)] ,
where kL is here the number of z’s in the rst regime for every initial piece.
With the scaling exponents we introduced, the initial critical exponents for this general TR problem
are, when u→ 1:
α[kL(z)]x =
q θ , if kL = 1,0 , if kL = 0,
α[0,1,kL(z)] =
(p + q)θ , if kL = 1,0 , if kL = 0,
α[0,2,kL(z1,z2)] =
θ , if kL = 1,0 , if kL = 0, 2.
(6.7)
Now we can generalize the function f we introduced in (6.1), which will determine the critical be-
havior of all the building pieces of the recursion formula we found, which is equivalent to the classical
recursion formula of TR using residue computations, as in Lemma 6.1.4:
f(z1, z2, z3) :=α
[0,2,kL(z1,z2)] + α[0,2,kL(z1,z3)] − α[0,1,kL(z1)].
We illustrate its table of values:
kL(z2) + kL(z3) 2 1 0
kL(z1)= 1 −(p + q)θ (1− (p + q))θ (2− (p + q))θ
kL(z1)= 0 2θ θ 0
Observe that we always have 2− (p+q)6 0 and α[0,2,1] = θ > 0. So the 6 possible values compare
in the same way as for the bending energy model and all our arguments in the proofs of the technical
Lemma 6.1.7 and the nal eorem 6.1.8 work for this general case as well.
erefore, we are ready to give the critical exponent of the TR amplitudes ω[g]n (z1, . . . , zk) with kL
z’s in the rst regime and kS z’s with the second type of behavior. Let k= kL+kS > 1 and g> 0 such
that 2g − 2 + k > 0. en, we have in the critical regime u→ 1:
ω
[g]
n (z1, . . . , zk)
dx(z1) · · · dx(zk)
·∼ (1− u)β[g,k,kL] , (6.8)
with β[g,k,kL] = (2− 2g − k)α[0,1,1] − kLα[1]x + kSα[0,2,1] = (2− 2g − k)(p + q)θ − kLq θ + kSθ. We
remark that this general critical exponent still shows an ane dependence on the Euler characteristic
associated to the corresponding correlator: χ= 2− 2g − k.
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6.2.1 Ordinary, usual maps (pure gravity)
Now we are going to apply this general result to the case of usual maps, and more concretely to
the universality class of pure gravity. Here we refer the reader to [Eyn16, Chapter 5], where the
critical behavior for usual maps with k= kL, i.e., with all the variables close to the singularity, which
in this seing we know corresponds to the lengths of the boundaries going to innity, is already
given and one can nd the initial conditions we will need now. Here we generalize the result from
[Eyn16, Chapter 5] that gives the critical behavior for maps with all boundaries in the large regime
(kL, kS) = (k, 0) to the critical behavior of maps with large and small boundaries, i.e. to all possible
intermediate congurations (kL, kS). We remark that in this seing the spectral curve is rational and
comes with a natural uniformizing coordinate z.
In the case of pure gravity, considering for example triangulations, one has q= 2, p= 3 and θ= 14 .
erefore, for this case we obtain the following critical behavior for the generating series of usual
maps when u→ 1:
W
[g]
k (x(z1), . . . , x(zk))
·∼ (1− u)β[g,k,kL] , (6.9)
with
β[g,k,kL] = (2− 2g − k)5
4
− kL
2
+
kS
4
. (6.10)
Note that this critical exponent coincides with the one we found for the bending energy model spe-
cialized to b= 12 (which corresponds to n= 0) in the dilute phase (d=−1), i.e. when we consider the
generic phase of the O(n) loop model, which coincides with pure gravity.
e case of general usual maps with large boundaries is treated in [Eyn16, Chapter 5] in a context
a bit dierent from ours in which the Boltzmann weights are allowed to take negative values. In
that context, one cannot dene a probability measure to rigorously dene random maps, as we did
in (1.36), and more pairs (p, q) are possible. Actually, in the space of the parameters tl’s, there exist
critical submanifolds which contain the various singular behaviors of the spectral curves (x, y) such
that y ·∼ (x−xˆ1) pq , with q= 2 and p= 2m+1 form∈Z>1. e case pq > 32 corresponds to multicritical
points for which more than one tl is set to criticality and more derivatives of y vanish (in the critical
non-multicritical case, we had just y′(a1) = 0 and y′′(a1)→∞). Moreover, it is computed that
θ=
1
p + q− 1 .
In this case, the critical exponent when u→ 1 reads:
β[g,k,kL] = (2− 2g − k) p + q
p + q− 1 −
kLq
p + q− 1 +
kS
p + q− 1 . (6.11)
In the seing we considered in Section 1.4, maps decorated by an Ising model allow to reach any
rational pq singularity.
6.2.2 Fully simple maps
Let (S, x, y) be the spectral curve of a TR problem. Now we briey study the critical behavior of the
TR amplitudes for the exchanged spectral curve (S, y, x), assuming that dominant singularities for
the exchanged curve approach the ones of the original curve. We know this happens in the case of
usual maps, which is the seing we are interested in illustrating here. For a general argument on any
family of exchanged curves, one would certainly need a further analysis which may require further
assumptions on the family. More concretely, if our Conjecture 2.2.1 is true, we nd the critical behavior
for fully simple maps with large and small boundaries.
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e spectral curve had the following general behavior around a singularity xˆ1:
y(x) = yˆ1 +K1(x− xˆ1) +K2(x− xˆ1)
p
q +O((x− xˆ1)
p
q ).
erefore, the exchanged spectral curve will behave as
x(y)|sing ·∼ (y − yˆ1)r, with r=

q
p , if 0<
p
q < 1,
p
q , if 1<
p
q < 2.
en, the critical exponent of TR amplitudes for the exchanged spectral curve (S, y, x) when u→ 1
remains as before (6.8) for 1< pq < 2 and reads:
β[g,k,kL] = (2− 2g − k)(p + q)θ − kLp θ + kSθ, for 0< p
q
< 1. (6.12)
us, assuming the Conjecture 2.2.1 where y≡w, we obtain the critical exponent for fully simple
maps when u→ 1:
X
[g]
k (w(z1), . . . , w(zk))
·∼ (1− u)β[g,k,kL] , (6.13)
with
β[g,k,kL] = (2− 2g − k) p + q
p + q− 1 −
kLq
p + q− 1 +
kS
p + q− 1 . (6.14)
And more concretely, for the “exchanged pure gravity”, for example for triangulations, we obtain
that the critical behavior of the generating series of fully simple disks X(w) (identifying y≡w and
x(y)≡X(w)) remarkably remains unchanged in comparison to ordinary disks:
x(y) = xˆ1 +
Å
y − yˆ1
K1
ã 3
2
+O((y − yˆ1) 32 ),
and, equally, for higher topologies:
β[g,k,kL] = (2− 2g − k)5
4
− kL
2
+
kS
4
. (6.15)
It would be interesting to perform a more rened study of the critical behavior of fully simple maps
in the future.

Chapter 7
Application: Loop nesting
7.1 Critical behavior of nestings in the bending energy model
Our rst main goal here is to determine the behavior of the generating series W of maps realizing a
given nesting graph Γ, without remembering the arm lengths – i.e. seing s(e) = 1 – and in absence
of marked points. For this purpose, we perform a saddle point analysis of the expression of Propo-
sition 5.2.10 using the previous results on the behavior of W, and of the generating series of cued
cylinders Wˆ [0,2]s and W˜ [0,2]s in Section 7.1.1. e nal result is eorem 7.1.4 below. e second goal is
to extend these computations to the rened generating seriesW [g,k]Γ,?,s of maps realizing a given nesting
graph. Here, we just need to repeat the computations of our rst goal in presence of the variable s,
which roughly amounts to replacing b by b(s) when necessary. e only important dierence is that
we wish to extract the leading contribution containing the dominant singularity in the variable s, and
this sometimes brings some modication to the hierarchy of dominant terms. e result is described
in Section 7.1.2.
In Section 7.2.1 we convert the critical behavior of all those generating series into asymptotics for
xed large volume V and xed boundary perimeters (Li)i in the regime of small or large boundaries.
In Section 7.2.2, we also examine the critical behavior in this seing of the probability of having xed
arm lengths P (e) tending to∞ at rate lnV – which naturally appears from the analysis. In particular,
we compute the large deviation function for the arm lengths.
Finally, in Section 6.1.4, we show that all these results continue to be valid in presence of marked
points, provided one treats each marked point as a small boundary.
7.1.1 Cylinders and cued cylinders
In order to derive the critical behavior of W [g,k]Γ,?,s , we need one more ingredient, namely the critical
behaviors of W˜ [0,2]s (x1, x2) and Wˆ [0,2]s (x1, x2).
For this purpose, we rst derive the critical behavior of G[0,2]s in the various regimes, which can
be straightforwardly obtained using the expression in Proposition 5.3.3 together with the asymptotic
behavior of the special function Υb in Lemma A.1.2 in Appendix.
Lemma 7.1.1. Set vi = εi + τwi for εi ∈{0, 12}. In the limit q→ 0, we have
G[0,2]s (v1, v2) =
( piT )
2
4− n2s2
q(ε1⊕ε2)b(s)
1− qb(s)
×
 Hb(s),0(w1, w2)− q
b(s)Hb(s)+2,0(w1, w2) +O(q
2−b(s)) if ε1 = ε2,
Hb(s), 1
2
(w1, w2)− q1−b(s)Hb(s)−2, 1
2
(w1, w2) +O(q) if ε1 6= ε2,
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where
Hb,0(w1, w2) = (b− 1)
(sinpi(b− 1)(w1 + w2)
sinpi(w1 + w2)
− sinpi(b− 1)(w1 − w2)
sinpi(w1 − w2)
)
+
cospi(w1 + w2) cospi(b− 1)(w1 + w2)
sin2 pi(w1 + w2)
−cospi(w1 − w2) cospi(b− 1)(w1 − w2)
sin2 pi(w1 − w2)
,
Hb, 1
2
(w1, w2) = 8b sinpibw1 sinpibw2.
e errors are uniform for w1, w2 in any compact and stable under dierentiation.
e rst consequence of this Lemma is the critical behavior of the “singular part” ofW [0,2]s (x1, x2)
with respect to the variables u and (x1, x2), which will be used in eorem 7.2.2 to obtain the asymp-
totics of the cylinder generating series for xed large volumes and xed boundary perimeters. We
warn the reader about two subtleties in this analysis regarding what we mean by this “singular part”.
W [0,2]s is directly expressed in terms of G[0,2]s in Proposition 5.3.3 up to a shi term. is shi term can
actually be dropped as far as xing boundary perimeter is concerned, as it gives a zero contribution
when performing contour integrations of the form
∮ dx1 xL11
2ipi
dx2 x
L2
2
2ipi W
[0,2]
s (x1, x2). Powers q0 should
also be dropped from this “singular term” as they disappear in contour integrals
∮
du
2ipiuV+1
W [0,2]s used
to x the volume; in such a case, the next-to-leading order will play the leading role in the computa-
tions for xed volume. Taking these subtleties into account, the result for this “singular part” ofW [0,2]s
straightforwardly follows from Lemma 7.1.1 and the behavior of x(v) given in Lemma A.2.3 from the
Appendix:
Corollary 7.1.2. Set xi =x(εi + τφi) for εi ∈{0, 12}. In the limit q→ 0, the singular parts (for this we
use the sign ≡) with respect to the variables u, x1, x2 of the cylinder generating series are
W [0,2]s (x1, x2) ≡
( piT )
2
4− n2s2
qβ˜
(0,2)(s,ε1,ε2)
1− qb(s)
¶
W [0,2]s ∗ (φ1, φ2) + qb(s)W [0,2]s ∗∗ (φ1, φ2) +O(q2b(s))
©
,
W[0,2](x1, x2) ≡
Å
pi
2T
ã2 qβ˜(0,2)(1,ε1,ε2)
1− q 12
¶
W [0,2]s=0 ∗(φ1, φ2) + q
1
2 W [0,2]s=0 ∗∗(φ1, φ2) +O(q)
©
,
where
β˜(0,2)(s, ε1, ε2) =

−1 if ε1 = ε2 = 0,
b(s)−1
2 if ε1 6= ε2,
b(s) if ε1 = ε2 =
1
2 ,
(7.1)
W [0,2]s ∗ =
Hb(s),ε1⊕ε2(φ1, φ2)
(x∗ε1)
′(φ1)(x∗ε2)
′(φ2)
,
and for ε1 = ε2:
W [0,2]s ∗∗ (φ1, φ2) =
−Hb(s)+2,0(φ1, φ2)
(x∗ε1)
′(φ1)(x∗ε2)
′(φ2)
.
e value ofW [0,2]s ∗∗ for ε1 6= ε2 will be irrelevant.
e second consequence of Lemma 7.1.1 is the critical behavior of the generating series of cued
cylinders Wˆ [0,2]s and W˜ [0,2]s which appear in the evaluation of W via Proposition 5.2.10.
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Lemma 7.1.3. Let xj =x(εj + τφj) for j= 1, 2, and consider the critical regime q→ 0. LetH(x) be
a generating series which is holomorphic for x∈C \ [γ−, γ+] such thatH(x)∈O(1/x2) when x→∞,
and when x=x(ε+ τφ) admits the critical behavior
H(x) =
(pi
T
)C
q
3
2
ε
¶
Hε,∗(φ) +O(qb)
©
,
where C stands for an arbitrary real number. When computing the integral∮
γ
dx1
2ipi
H(x1)Wˆ [0,2]s (x1, x2), (7.2)
the relevant singular part (for this we use the sign ≡) of Wˆ [0,2]s is
Wˆ [0,2]s (x1, x2)≡ qκˆ(ε2)
¶
Wˆ [0,2]s;ε2,∗(φ1, φ2) +O(qb(s))
©
, (7.3)
with ε1 = 0 and the exponent
κˆ(ε2) =
 −
1
2 if ε2 = 0,
b(s)
2 if ε2 =
1
2 .
Likewise, let H˜(x1, x2) be a generating series which is holomorphic for (x1, x2)∈ (C \ [γ−, γ+])2 and
such that H˜(x1, x2)∈O(x−21 x−22 ) when xi→∞, and admiing the following critical behavior when
xj =x(εj + τφj):
H˜(x1, x2) =
(pi
T
)C
q
3
2
(ε1+ε2)
¶
H˜ε1,ε2,∗(φ1, φ2) +O(qb)
©
,
where C is an arbitrary number. When computing the contour integral∮
γ
dx1
2ipi
∮
γ
dx2
2ipi
H˜(x1, x2) W˜ [0,2]s (x1, x2), (7.4)
the singular part of W˜ [0,2]s is
W˜ [0,2]s (x1, x2)≡W˜ [0,2]s ∗ (φ1, φ2) +O(qb(s)), (7.5)
with ε1 = ε2 = 0. e non-zero constant prefactors are given in (7.9)-(7.10) in the course of the proof.
Proof. We shall estimate the contour integrals (7.2) and (7.4) in the regime q→ 0 by the steepest
descent method. In particular, we will have to determine which region of the complex plane gives the
dominant contribution of the integral, and the proof will show that it is always the vicinity of γ∗+. It
is however convenient to rst transform the expressions of Wˆ [0,2]s and W˜ [0,2]s .
Using ∂xR(x, y) =A(x, y), the evaluation (5.25) of the contour integral of a function against
A(x, y) and the denition of G[0,2]s (v1, v2) in Proposition 5.3.3, seing xi =x(vi) and analytically
continuing in (v1, v2), we obtain
Wˆ [0,2]s (x1, x2) = s
∮
γ
dy
2ipi
R(x1, y)W [0,2]s (y, x2)
= s
∫ x1
dx˜1
∮
γ
dy
2ipi
A(x˜1, y)W [0,2]s (y, x2) + C(x2)
= −
∫ x1
dx˜1 ns ς
′(x˜1)W [0,2]s (ς(x˜1), x2) + C(x2)
= ns
∫ v(x1)
dv˜1
G[0,2]s (τ − v˜1, v2)
x′(v2)
+
ns
4− n2s2
Ç
2
x2 − ς(x1) +
ns ς ′(x2)
ς(x2)− ς(x1)
å
+ C(x2), (7.6)
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where we stress thatC(x2) does not depend on x1, and for this reason will disappear when performing
contour integration againstH(x1) asH(x1)∈O(x−21 ). We can then do a partial fraction expansion
with respect to x1:
1
x2 − ς(x1) =
−ς ′(x2)
x1 − ς(x2) +
1
x2 − ς(∞) ,
ς ′(x2)
ς(x2)− ς(x1) = −
1
x1 − x2 +
ς ′(x2)
ς(x2)− ς(∞) .
erefore:
∮
γ
dx1
2ipi
H(x1) Wˆ [0,2]s (x1, x2) = ns
∮
γ
dx1
2ipi
H(x1)
∫ v(x1) dv˜1 G[0,2]s (τ − v˜1, v2)
x′(v2)
+
ns
4− n2s2
Ä
2ς ′(x2)H(ς(x2)) + nsH(x2)
ä
. (7.7)
e second term is of order of magnitude q
3
2
ε2 . To examine the behavior of the rst term, we
x the value of ε2 ∈{0, 12}. When the variable x1 is in the regime x1 =x(ε1 + τφ1), the integrand
(including dx1) is of order of magnitude
q
3
2
ε1+(
1
2
−ε1)−( 12−ε2)+b(s)(ε1⊕ε2). (7.8)
If ε2 = 0, this is for ε1 = 0 equal to q0, while for ε1 = 12 it is equal to q
1
4
+
b(s)
2 – which is negligible
compared to the former. If ε2 = 12 , (7.8) is equal for ε1 = 0 to q
b(s)+1
2 , while for ε1 = 12 it is equal to
q
3
4 – which is negligible compared to the former. So, independently of the value of ε2, we move the
contour for x1 to pass close to γ∗+ and the integral will be dominated by the regime x1 =x(ε1 + τφ1)
with ε1 = 0. And, the rst term in (7.7) is of order q0 when ε2 = 0, and of order q
b(s)+1
2 when ε2 = 12 .
Since b(s)∈ (0, 12), we deduce that (7.7) is of order q0 if ε2 = 0, and of order q
b(s)+1
2 if ε2 = 12 .
Combining everything, the singular part of Wˆ [0,2]s which is relevant to extract the leading term in
(7.7) is
Wˆ [0,2]s (x1, x2)≡ qκˆ(ε2)
¶
Wˆ [0,2]s;ε2,∗(φ1, φ2) +O(qb(s))
©
,
with ε1 = 0, the exponent
κˆ(ε2) =
 −
1
2 if ε2 = 0,
b(s)
2 if ε2 =
1
2 ,
and the prefactors:
Wˆ [0,2]s;0,∗(φ1, φ2) =
ns
4− n2s2
® ∫ φ1
dφ˜1
Hb(s),0(1− φ˜1, φ2)
(x∗0)′(φ2)
(7.9)
+
(x∗0)′(1− φ2)
(x∗0)′(φ2)
2
x∗0(φ1)− x∗0(1− φ2)
− ns
x∗0(φ1)− x∗0(φ2)
´
,
Wˆ [0,2]
s; 1
2
,∗(φ1, φ2) = −
8b(s)ns cospib(s)φ1 sinpib(s)φ2
4− n2s2 . (7.10)
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Let us now turn to W˜ [0,2]s . We compute from the denition (5.20):
W˜ [0,2]s (x1, x2)
= sR(x1, x2) + s
2
∮
γ2
dy1
2ipi
dy2
2ipi
R(x1, y1)R(x2, y2)W [0,2]s (y1, y2)
= sR(x1, x2) + s
2
∫ x1
dx˜1
∫ x2
dx˜2
∮
γ
dy1
2ipi
dy2
2ipi
A(x˜1, y1)A(x˜2, y2)W [0,2]s (y1, y2)
+C1(x1) + C2(x2)
= sR(x1, x2) + n
2s2
∫ x1
dx˜1
∫ x2
dx˜2 ς
′(x˜1)ς ′(x˜2)W [0,2]s (ς(x˜1), ς(x˜2))dx˜1dx˜2
+C1(x1) + C2(x2)
= sR(x1, x2) + n
2s2
Ç ∫ v(x1)
dv˜1
∫ v(x2)
dv˜2 G[0,2]s (τ − v˜1, τ − v˜2)
−2 ln
î
ς(x1)− ς(x2)
ó
+ ns ln
î
x1 − ς(x2)
ó
4− n2s2 + C˜1(x1) + C˜2(x2)
å
. (7.11)
e functionsC1(x1), C˜1(x1),C2(x2) and C˜2(x2) do not depend simultaneously on x1 and x2 and will
thus disappear when we perform the contour integral against H˜(x1, x2) as it behaves likeO(x−21 x−22 )
when xi→∞. Given the expression (5.23) for R, the term sR(x1, x2) in the rst line combines with
the ratio in the second line, up to an extra term which only depends on x2 and will also disappear:
W˜ [0,2]s (x1, x2) = n2s2
∫ v(x1) ∫ v(x2)
dv˜1 dv˜2 G[0,2]s (τ − v˜1, τ − v˜2)
−2ns(ns ln[x1 − x2] + 2 ln[x1 − ς(x2)])
4− n2s2 + Cˆ1(x1) + Cˆ2(x2),
where again Cˆi(xi) does not depend simultaneously on both x1 and x2 so that they will disappear in
the next step. Now, we can compute∮
γ
dx1
2ipi
∮
γ
dx2
2ipi
H˜(x1, x2) W˜ [0,2]s (x1, x2)
= n2s2
∮
γ
dx1
2ipi
∮
γ
dx2
2ipi
H˜(x1, x2)
∫ v(x1) ®
dv˜1
∫ v(x2)
dv˜2 G[0,2]s (τ − v˜1, τ − v˜2)
− 2ns dx˜1
4− n2s2
( 2
x˜1 − ς(x2) +
nsς ′(x˜1)
ς(x˜1)− ς(x2)
)´
= n2s2
® ∮
γ
dx1
2ipi
∮
γ
dx2
2ipi
H˜(x1, x2)
∫ v(x1) ∫ v(x2)
dv˜1dv˜2 G[0,2]s (τ − v˜1, τ − v˜2)
− 2ns
4− n2s2
∮
γ
dx1
2ipi
Ç
2
∫ x1
dx˜1 H˜(x˜1, ς(x1)) ς ′(x1) + ns
∫ x1
dx˜1 H˜(x˜1, x1)
å´
.
e same arguments we used for Wˆ [0,2]s show that the dominant contribution to the integrals always
comes from the part of the integration where xj =x(τφj) with φj of order 1. So, the singular part of
W˜ [0,2]s which allows us to extract the dominant contribution of (7.12) is:
W˜ [0,2]s (x1, x2)≡W˜ [0,2]s ∗ (φ1, φ2) +O(qb(s)),
where xj =x(εj + τφj) with ε1 = ε2 = 0 and:
W˜ [0,2]s ∗ = n
2s2
4− n2s2
∫ φ1 ∫ φ2
dφ˜1dφ˜2Hb(s),0(1− φ˜1, 1− φ˜2) (7.12)
− 2ns
4− n2s2
(
2 ln[x∗0(φ1)− x∗0(1− φ2)] + ns ln[x∗0(1− φ1)− x∗0(1− φ2)]
)
.
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
7.1.2 Fixed nesting graph
Now we can deduce the critical behavior of the generating series of maps with a xed nesting graph Γ.
Recall that we denoted V0,2(Γ) the set of univalent vertices of genus 0 carrying exactly one boundary.
Let us introduce the notations V 00,2(Γ) (resp. V
1/2
0,2 (Γ)) for the vertices for which we keep the boundary
large (resp. small). Let k(0,2), k(0,2)0 and k
(0,2)
1/2 denote the cardinalities of V0,2(Γ), V
0
0,2(Γ) and V
1/2
0,2 (Γ),
respectively.
eorem 7.1.4. Let xj =x(εj + τφj) for j= 1, . . . , k, and k0 and k1/2 denote the number of εj = 0
(large boundaries) and of εj = 1/2 (small boundaries). When q→ 0, we have for the singular part with
respect to u and xi’s:
W
[g,k]
Γ,?,s=1(x1, . . . , xk) =
(pi
T
)k
q
κ(g,k,k1/2,k
(0,2)
1/2
)¶
[W
[g,k]
Γ,?,s=1]∗(φ1, . . . , φk) +O(q
b
2 )
©
,
where κ(g, k, k1/2, k
(0,2)
1/2 ) = (2g− 2 + k)(d b2 − 1)− k2 + 34 k1/2 + ( b2 − 14)k
(0,2)
1/2 . e errors are uniform
for φj in any compact.
Remarkably, the result does not depend on the details of Γ, but only on its genus g, and number
of boundaries of dierent types. For a xed topology (g, k), the graphs minimizing the number of
small boundaries have the biggest contribution and if we also x a conguration (k0, k1/2), the graphs
maximizing k(0,2)1/2 contribute the most.
Proof. We want to estimate the expression of Proposition 5.2.10 forW [g,k]Γ,?,s in the regime q→ 0. Given
that the vertex weights are W’s whose leading term according to eorem 6.1.8 has the property to
receive an extra factor q
3
4 whenever a boundary variable xi is not close to γ∗+ at scale q
1
2 , we are in
the conditions of Lemma 7.1.3. We can apply the steepest descent method to approximate the integral,
and we have argued in the proof of Lemma 7.1.3 that the contour should be moved to pass close
to γ∗+ because the dominant contribution comes from the regime where each ye − γ∗+ ∈O(q
1
2 ), i.e.
ye =x(τφe) for φe of order 1. erefore, combining eorem 6.1.8 for W’s and Lemma 7.1.3 for Wˆ [0,2]s
and W˜ [0,2]s , we arrive to:
W
[g,k]
Γ,?,1(x1, . . . , xk)
=
∮
γ
Eglue(Γ)
∏
e∈Eglue(Γ)
dye
2ipi
∏
v∈V˜ (Γ)
W[h(v),k(v)+d(v)](x∂(v), ye(v))
d(v)!
×
∏
e∈E˜(Γ)
W˜ [0,2]s=1 (ye+ , ye−)
∏
v∈V0,2(Γ)
Wˆ [0,2]s=1 (ye+(v), x∂(v))
=
∏
e∈Eglue(Γ)
q
1
2
∏
v∈V˜ (Γ)
q[2h(v)−2+k(v)+d(v)](d
b
2
−1)− k(v)+d(v)
2
+ 3
4
k1/2(v)
∏
v∈V 00,2
q−
1
2
∏
v∈V 1/20,2
q
b
2
×
¶
[W
[g,k]
Γ,?,1]∗(φ1, . . . , φk) +O(q
b
2 )
©
, (7.13)
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with
[W
[g,k]
Γ,?,1]∗(φ1, . . . , φk) =
∮
CEglue(Γ)
∏
e∈Eglue(Γ)
dx∗0(φ˜e)
2ipi
∏
v∈V˜ (Γ)
W
[h(v),k(v)+d(v)]
∗ (φ∂(v), φ˜e(v))
d(v)!
×
∏
e∈E˜(Γ)
W˜ [0,2]s=1 ∗(φ˜e+ , φ˜e−)
∏
v∈V0,2(Γ)
Wˆ [0,2]s=1 ∗(φ˜e+(v), φ∂(v)).
Since we refer all the time to a xed nesting graph Γ, we omit it in the notations for simplicity. Let
us now simplify the total exponent. e rst Bei number of the graph is
1− |V |+ |E|= g −
∑
v∈V˜
h(v),
and we recall that |V |= |V˜ |+ k(0,2) and |E|= |E˜|+ k(0,2). en, we observe that∑
v∈V˜
k(v) = k − k(0,2) and
∑
v∈V˜
k1/2(v) = k1/2 − k(0,2)1/2 .
By counting inner half-edges we also nd∑
v∈V˜
d(v) = 2|E| − |Eun|= 2|E˜|+ k(0,2) = |Eglue| .
Moreover, we obviously have k(0,2) = k(0,2)0 + k
(0,2)
1/2 . Substituting these relations in (7.13) gives a total
exponent
κ = 12 |Eglue|+
Ä
2(g − |E|+ |V | − 1)− 2|V˜ |+ k − k(0,2) + 2|E| − k(0,2)
ä Ä
d b2 − 1
ä
−12(k − k(0,2))− 12 |Eglue|+ 34(k1/2 − k
(0,2)
1/2 )− 12 k
(0,2)
0 +
b
2 k
(0,2)
1/2
= (2g − 2 + k)
Ä
d b2 − 1
ä
− k2 + 34k1/2 + ( b2 − 14)k
(0,2)
1/2 .

7.2 Large volume asymptotics
Recall from eorem 6.1.3 the scaling of q with respect to the variable u coupled to the volume
q∼
(1− u
q∗
)c
, c=
1
1− b2 − d b2
,
with d= 1 in dense phase, d=−1 in dilute phase.
7.2.1 Relative amplitude of nesting graphs
We now extract from eorem 7.1.4 the leading asymptotics of the generating series of maps of given
volume V , given boundary perimeters, and given nesting graph Γ, not keeping track of the number of
separating loops on each arm – i.e. for s(e) = 1, in the regime V →∞, while we impose either small
or large boundaries.
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eorem 7.2.1. Take (g, h) on the non-generic critical line. Assume 2g − 2 + k > 0. e generating
series of connected maps of volume V , of genus g, with k1/2 boundaries of nite perimeter Li = `i, among
which k(0,2)1/2 are carried by a genus 0 leaf as only mark, and k0 boundaries of perimeters Li = `iV
c/2 –
for xed positive `= (`i)ki=1 – and realizing the nesting graph (Γ, ?), behaves when V →∞ as
[
uV
k∏
i=1
x
−(Li+1)
i
]
W
[g,k]
Γ,?,1∼A [g,k]Γ,?,1(`)V [−1+c((2g−2+k)(1−d
b
2
)− 1
4
k1/2+(
1
4
− b
2
)k
(0,2)
1/2
)]
, (7.14)
where k= k0 + k1/2 is the total number of boundaries, and an expression for the non-zero prefactor is
given in (7.22).
Several remarkable conclusions can be drawn from this result. Firstly, if we keep all boundaries
large, we have
W
[g,k]
Γ,?,1
·∼V −1+c(2g−2+k)(1−d b2 )
and the order of magnitude only depends on the global topology of Γ, i.e. on the genus g and the num-
ber of boundaries k. In other words, for given g and k, all nesting graphs have comparable probabilities
to be realized.
Secondly, if we keep a certain number k1/2> 0 of small boundaries, the nesting graphs most likely
to be realized whenV →∞ at criticality are the ones with k(0,2)1/2 = k1/2, i.e., where each small boundary
belongs as the only marked element to a connected component with the topology of a cylinder on the
complement of all loops (see Figure 7.1). And, all nesting graphs with this property have comparable
probabilities. For completeness, we also study the case of cylinders (g, k) = (0, 2) – for which the
Figure 7.1: A typical map of theO(n) model with small boundaries. ese are most likely to be incident
to distinct long arms (containing O(lnV ) separating loops). We have only drawn in green the loops
which are separating.
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computations already appeared in [BBD16]. ere are only two possible nesting graphs:
(Γ1, ?) = •1,2 (Γ2, ?) = 1•−−•2 (7.15)
Before conditioning on the volume and the boundary perimeters, the generating series for (Γ1, ?) is
W[0,2](x1, x2), while the generating series for the (Γ2, ?) is (W [0,2]s=1 −W[0,2])(x1, x2). We derive from
Corollary 7.1.2:
eorem 7.2.2. Take (g, h) on the non-generic critical line. Fix `i positive independent of V , and εi ∈
{0, 12}. If εi = 0, we choose Li = `iV c/2, and if εi = 12 , we rather choose Li = `i. We have when V →∞:[
uV x
−(L1+1)
1 x
−(L2+1)
2
]
W
[0,2]
Γ1,?,s=0
(x1, x2) ∼ W [0,2]Γ1,?,s=0(`1, `2)V −1−
c
2
(1−(ε1⊕ε2)), (7.16)[
uV x
−(L1+1)
1 x
−(L2+1)
2
]
W
[0,2]
Γ2,?,s=1
(x1, x2) ∼ W [0,2]Γ2,?,s=1(`1, `2)V −1−cb(1−(ε1⊕ε2)), (7.17)
with a non-zero prefactor.
e constant prefactors A are computed in the course of the proofs. Although their structure
is combinatorially clear – we essentially have to replace in the formula of Proposition 5.2.10 all the
factors by their eective leading asymptotics derived throughout the previous Section, and perform
the extra contour integrations in u˜ and x˜ whose eect is simply displayed in (7.22) – it is however a
formidable task to obtain explicit formulas (as functions of `i) for a given nesting graph Γ. For us, the
formula serves as showing that this prefactor is non trivial.
We remark that the formula for the exponent in eorem 7.2.2 does not agree with the one in
eorem 7.2.1 taking (g, k) = (0, 2).
Proofs. We briey sketch the proof as the details of the saddle point analysis are essentially the same
as in [BBD16, Section 6.4 and 6.5]. Let ∂0(Γ) denote the set of boundaries for which we want to impose
perimeter Li = `i V c/2 (i.e. we declare εi = 0), and ∂1/2(Γ) the set of boundaries for which we rather
impose Li = `i (i.e. we declare εi = 12 ). e analysis reveals that this scaling V
c/2 for large boundaries
is the one for which a non-trivial behavior will be obtained.
Conditioning on boundary perimeters
We rst study integrals of the form
I(u) =
∏
i∈∂0(Γ)
∮
γ
x`iV
c/2
i dxi
2ipi
∏
i∈∂1/2(Γ)
∮
γ
x`ii dxi
2ipi
Φ
ñ
u; (xi)i∈∂1/2(Γ);
(xi − γ+
q
1
2
)
i∈∂0(Γ)
ô
, (7.18)
where Φ is a function which has a non-zero limit when u→ 1, and the convergence is uniform when
its variables belong to any compact. We also take from Corollary A.2.7 in Appendix that
γ∗+ − γ+ =O(q).
We use the change of variables
xi =

γ∗+ + q
1
2 x∗0(φi) if i∈ ∂0(Γ),
γ∗+ + x∗1
2
(φi) if i∈ ∂1/2(Γ),
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R− C0
Figure 7.2: e contour C.
and deform the contour in
Ä
x˜i = q
− 1
2 (xi−γ∗+)
ä
i∈∂0(Γ) so that it passes close to the cut (see Figure 7.2).
In the limit u→ 1, the properties of the integrand on those steepest descent contours ensure that we
can use the monotone convergence theorem to nd
I(u) ∼ q 12k0
∏
i∈∂0(Γ)
∮
dx∗0(φi) e
x∗0(φi)`i/γ
∗
+
2ipi
∏
i∈∂1/2(Γ)
∮ (x∗1
2
(φi))
`i dx∗1
2
(φi)
2ipi
×Φ
[
1;
Ä
x∗1
2
(φi)
ä
i∈∂1/2(Γ)
;
Ä
x∗0(φi)
ä
i∈∂0(Γ)
]
.
Conditioning on volume V
Next, we would like to estimate integrals of the form
I =
∮
du
2ipi uV+1
I(u)qη
for some exponent η. We recall q is a function of u for which eorem 6.1.3 gives
q∼
(1− u
q∗
)c
, u→ 1.
We perform the change of variables
u= 1− u˜
V
and deform the contour in u to the one shown in Figure 7.3. Now assume
η + 12k0 6= 0.
In the limit V →∞, by the properties of the integrand on this steepest descent contour, we can com-
plete the integral to a contour which is again C shown in Figure 7.2 and nd
I ∼ V −1−c(η+ 12k0)
∮
C
−du˜ eu˜
2ipi
( u˜
q∗
)c(η+ 1
2
k0) ∏
i∈∂0(Γ)
∮
(x∗0)−1(C)
dx∗0(φi) e
x∗0(φi)`i/γ
∗
+
2ipi
∏
i∈∂1/2(Γ)
∮
(x∗1
2
)−1(γ)
(x∗1
2
(φi))
`i dx∗1
2
(φi)
2ipi
Φ
[
1; (x∗1
2
(φi))i∈∂1/2(Γ);
Ä
x∗0(φi)
ä
i∈∂0(Γ)
]
.
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e integral over u˜ factors out and yields a Gamma function
I = V
−1−c(η+ 1
2
k0)
−Γ
î
− c
Ä
η + 12k0
äó ∏
i∈∂0(Γ)
∮
(x∗0)−1(C)
dx∗0(φi) e
x∗0(φi)`i/γ
∗
+
2ipi
∏
i∈∂1/2(Γ)
∮
(x∗1
2
)−1(γ)
(x∗1
2
(φi))
`i dx∗1
2
(φi)
2ipi
Φ
[
1; (x∗1
2
(φi))i∈∂1/2(Γ);
Ä
x∗0(φi)
ä
i∈∂0(Γ)
]
. (7.19)
10
Figure 7.3: e contour of integration for u˜.
Specialization to eorem 7.2.1
We obtain eorem 7.2.1 forW [g,k]Γ,?,1 with 2g− 2 + k > 0 by taking from the proof of eorem 7.1.4 the
exponent
η := (2g − 2 + k)(d b2 − 1)− k2 + 34 k1/2 + ( b2 − 14)k
(0,2)
1/2 (7.20)
and
Φ
[
1; (x∗1
2
(φi))i∈∂1/2(Γ);
Ä
x∗0(φi)
ä
i∈∂0(Γ)
]
= [W
[g,k]
Γ,?,1]∗(φ1, . . . , φk). (7.21)
Since k= k0 + k1/2, we remark that
η + 12k0 = (2g − 2 + k)(d b2 − 1) + 14 k1/2 + ( b2 − 14)k
(0,2)
1/2
is non-zero. e constant prefactor is thus
A
[g,k]
Γ,?,1(`) = −Γ−1
î
− c
Ä
η +
1
2
k0
äó ∏
i∈∂0
∮
(x∗0)−1(C)
dx∗0(φi) e
x∗0(φi)`i/γ
∗
+
2ipi
∏
i∈∂1/2
∮
(x∗1
2
)−1(γ)
(x∗1
2
(φi))
`i dx∗1
2
(φi)
2ipi
[W
[g,k]
Γ,?,1]∗(φ1, . . . , φk). (7.22)
Specialization to eorem 7.2.2
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We rst considerW [0,2]Γ,?,s=1. From Corollary 7.1.2, the rst term leads us to the previous seing with
η + 12k0 = β˜
(0,2)(s, ε1, ε2) +
1
2k0 =

0 if ε1 = ε2 = 0,
b(s)
2 if ε1 6= ε2,
b(s) if ε1 = ε2 =
1
2 ,
(7.23)
with s= 0 for (Γ1, ?) and s= 1 for (Γ2, ?). However, in the case of two large boundaries (ε1 = ε2 = 0),
we see that this rst term contains no power of q, so is regular in u. e leading contribution in this
case comes from the second term, hence corresponds to an exponent
η + 12k0 = b(s), if ε1 = ε2 = 0. (7.24)
So, we obtain the desired result by specializing (7.19) to the exponent (7.23) corrected by (7.24) and
Φ
[
1; (x∗1
2
(φi))i∈∂1/2(Γ);
Ä
x∗0(φi)
ä
i∈∂0(Γ)
]
=
 W
[0,2]
s=1 ∗∗(φ1, φ2) if ε1 = ε2 = 0,
W [0,2]s=1 ∗(φ1, φ2) otherwise,
(7.25)
with again s= 0 for (Γ1, ?) and s= 1 for (Γ2, ?). If we dene [W [0,2]Γ,?,1]∗(φ1, φ2) to be the right-hand
side of (7.25), the prefactors in (7.16)-(7.17) are then also given by (7.22) with the exponents η we just
saw.

7.2.2 Large deviation for arm lengths in a xed nesting graph
Next, we also determine the asymptotics of the probability
P[g,k]
î
P|Γ, ?, V,L
ó
:=
[
uV
∏
e∈E(Γ) s(e)P (e)
∏k
i=1 x
−(Li+1)
i
]
W
[g,k]
Γ,?,s (x1, . . . , xk)[
uV
∏k
i=1 x
−(Li+1)
i
]
W
[g,k]
Γ,?,1(x1, . . . , xk)
(7.26)
that a connected map of genus g, of xed volume V , with k boundaries of xed perimetersL= (Li)ki=1,
xed nesting graph (Γ, ?), has a number P (e) of separating loops on every arm e∈E(Γ). We assume
that Γ has at least one arm for this to make sense.
Consider congurations which are of topology higher than (0, 1) or (0, 2). We argued in the last
section that large lengths for gluing annuli carrying loops give eectively dominant contributions.
erefore, given a nesting graph Γ, we dene the following subsets of edges, which will be the only
relevant ones in this section:
• ES0,2(Γ) := {e+(v) | v∈V 1/20,2 (Γ)} the edges incident to a genus 0 univalent vertex v carrying as
only mark one microscopic boundary. is type of edges correspond to arms whose ends are a
small boundary and an annulus (carrying a loop).
• EL,L0,2 (Γ) :=E(Γ) \ ES0,2(Γ) = E˜(Γ) ∪ {e+(v) | v∈V 00,2(Γ)} the rest of the edges, which corre-
spond to inner arms (whose ends are two annuli) and an arm whose end is a large boundary and
an annulus.
We introduce
J(p) = sup
s∈[0,2/n]
¶
p ln(s) + arccos(ns/2)− arccos(n/2)
©
= p ln
(2
n
p√
1 + p2
)
+ arccot(p)− arccos(n/2). (7.27)
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1 2 3 4
p
0.5
1.0
1.5
J(p)
Figure 7.4: e function J(p): blue for n= 1, green for n=
√
2 (Ising), and orange for n=
√
3 (3-Pos).
is function is ploed in Figure 7.4.
eorem 7.2.3. Take (g, h) on the non-generic critical line and x Γ a nesting graph. Assume 2g −
2 + k > 0, x positive variables `= (`i)ki=1 independent of V, and positive p=
Ä
p(e)
ä
e∈E(Γ) such that
p(e) lnV. We consider the regime where k0 boundaries have perimeter Li = `iV c/2, k1/2 boundaries
have perimeter Li = `i, and
P (e) =
c lnV p(e)
(e)pi
, with (e) =
 2, if e∈E
S
0,2(Γ),
1, otherwise.
(7.28)
In the limit V →∞, we have
P[g,k]
î
P|Γ, ?, V,L
ó
∼P [g,k]
î
p|Γ, ?, `
ó ∏
e∈EL,L0,2 (Γ)
V −
c
pi
p(e) ln 2
n
∏
e∈ES0,2(Γ)
V −
c
2pi
J [p(e)]
√
lnV
, (7.29)
whereP [g,k]
î
p|Γ, ?, `
ó
is a non-zero prefactor.
For completeness we recall the result for (g, k) = (0, 2) from [BBD16, eorem 7.1].
eorem 7.2.4. Take (g, h) on the non-generic critical line. Fix positive variables (`1, `2) independent
of V, and p positive such that p lnV. We have when V →∞
P[0,2]
[
P =
c lnV
pi
p
∣∣∣∣V , L1 = `1 , L2 = `2] ∼ P [0,2]1 (p, `1, `2) V − cpi J(p)√
lnV
, (7.30)
P[0,2]
[
P =
c lnV
2pi
p
∣∣∣∣V , L1 = `1 , L2 = `2V c/2] ∼ P [0,2]2 (p, `1, `2) V − c2pi J(p)√
lnV
,
P[0,2]
[
P =
c lnV
pi
p
∣∣∣∣V , L1 = `1V c/2 , L2 = `2V c/2] ∼ P [0,2]3 (p, `1, `2)V − cpi p(e) ln 2n .
From eorem 7.2.3 one concludes that, for a given nesting graph Γ, the arm lengths for congu-
rations of higher topology behave like independent random variables. Recall that the analysis of the
generating series of congurations with a xed nesting graph showed that large lengths for the gluing
annuli, which contain the inner boundaries of the arms, give eectively dominant contributions.
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e arms that correspond to an edge in EL,L0,2 (Γ), i.e., the arms with both boundaries large (either
both interior, or one interior and one exterior), will typically contain nitely many separating loops,
with exactly the same behavior of separate cylinders with both boundaries large from eorem 7.2.4.
On the other hand, the arms that correspond to an edge e in ES0,2(Γ) have a depth of order lnV , with
large deviation function proportional to J(p). is is exactly the same behavior as for separate arms
conditioned to have innite volume with at least one small boundary.
Focusing around the point
popt =
n√
4− n2 ,
where J reaches its minimum value 0, we obtain:
Corollary 7.2.5. Consider the ensemble of connected maps of genus g with k boundaries of perimetersL,
with volume V, realizing a xed nesting graph (Γ, ?). Under the assumptions and the regime described in
eorem 7.2.3, the vector of random variables
(
P (e)− c popt lnV2pi√
lnV
)
e∈ES0,2(Γ)
converges in law when V →∞ to the random Gaussian vector
Ä
N (0, σ2)
ä
e∈ES0,2(Γ)
with variances
σ2 =
2 n c
pi(4− n2) 32
.
Proof of eorem 7.2.3. e asymptotic behavior for the denominator in (7.26) when V →∞ was
already obtained in eorem 7.2.1:
I ·∼V −1−c
Ä
κ(g,k,k1/2,k
(0,2)
1/2
)+ 1
2
k0
ä
.
In order to study the asymptotic behavior of the numerator we need to determine the behavior of the
the singular part of the generating series of congurations with a xed nesting graph Γ, this time with
respect to s, u and xi’s:
W
(g,k)
Γ,?,s (x1, . . . , xk) =
[ ∏
e∈E
1
4− n2s2
]
q
κ(g,k,k1/2,k
(0,2)
1/2
)+
∑
e∈ES
0,2
1
2
(b[s(e)]−b)® ∑
τ :EL,L0,2 →{0,1}
[ ∏
e∈EL,L0,2
qτ(e) b[s(e)]
]
·
Ç
[W
(g,k)
Γ,?,s ]∗,τ +O
( ∑
e∈E(Γ)
q
b[s(e)]
2
)å´
.
(7.31)
We denote I(τ)s the contribution aached to τ : EL,L0,2 →{0, 1} in the above sum and get an expression
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of the form
J (τ) =
∮ ∏
e∈E
ds(e)
2pii s(e)P (e)+1
k∏
i=1
dxi
2pii
xLii
du
2piiuV+1
I(τ)s
∼ V −1−c(κ+ 12k0)
∮ ∏
e∈E
1
4− n2s2
∏
e∈E
ds(e)
2pii s(e)P (e)+1
· V
−cητ (s)
−Γ
î
− c(κ + 12k0 + ητ (s))
ó
·
∏
i∈∂0(Γ)
∮
(x∗0)−1(C)
dx∗0(φi) e
x∗0(φi)`i/γ
∗
+
2pii
∏
i∈∂1/2(Γ)
∮
(x∗
1/2
)−1(γ)
(x∗1/2(φi))
`i dx∗1/2(φi)
2pii
·Φ(τ)s
[
1 ;
Ä
x1/2(φi)
ä
i∈∂1/2(Γ)
;
Ä
x∗0(φi)
ä
i∈∂0(Γ)
]
,
with
ητ (s) =
∑
e∈ES0,2(Γ)
1
2(b[s(e)]− b) +
∑
e∈EL,L0,2 (Γ)
τ(e) b[s(e)].
We study the regime
P (e) =
cp(e) lnV
(e)pi
for p(e)> 0 independent of V . If we extend the map τ : EL,L0,2 →{0, 1} to a map τ : E(Γ)→{0, 1}
by declaring τ(e) = 1 for e∈ES0,2(Γ), the singular part of the integrand is of the form∏
e∈E
s(e)−P (e)
∏
e∈τ−1(1)
V
−c b(s(e))
(e)
∏
e∈τ−1(0)
1
4− n2s(e)2 = (7.32)
∏
e∈τ−1(1)
exp
(
(e)−1 lnV Sp(e)[s(e)]
) ∏
e∈τ−1(0)
s(e)−
cp
pi
lnV
4− n2s(e)2 , (7.33)
with
Sp(s) =−cp ln s
pi
− cb(s).
We rst compute the saddle point s(p) of Sp, i.e., the point such that S ′p(s(p)) = 0. We nd
s(p) =
2
n
p√
1 + p2
.
We also compute in terms of the function J introduced in (7.27)
Sp(s(p)) = −c(pib+ J(p))
pi
.
For e∈ τ−1(1) we perform the change of variables
s(e) = s[p(e)] +
s˜(e)√
lnV
and nd by Taylor expansion of Sp at order 2 around s= s(p):
ds(e)
2pii s(e)P+1
V −cb(s)/(e)∼ ds˜(e)
2pii s(p(e))
(lnV )−
1
2 V
Sp(e)(s(p(e)))
(e) exp
(cn2(p(e)2 + 1)2
8(e)pip(e)
s˜(e)2
)
,
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which remains valid when p(e) is allowed to depend on V such that p(e) lnV and P (e) 1. We
then deform the contour in s˜(e) to a steepest descent contour iR, and the properties of the integrand
imply we can apply the monotone convergence theorem and computation of the Gaussian integral in
s˜ yields when V →∞:
J (τ) ∼˙ V
−1−c(κ+ 1
2
k0)
−Γ
î
− c
Ä
κ + 12k0 + ητ (sτ (p))
äó ∏
e∈τ−1(1)
V −cb/(e)−cJ(p(e))/(e)pi»
2j(e)−1cp(e)(p2(e) + 1) lnV
∏
e∈ES0,2
V −
b
2
·
∏
e∈τ−1(0)
V −
c
pi
p(e) ln(2/n), (7.34)
where
sτ (p) =
(Ä
s[p(e)]
ä
e∈τ−1(1) ,
Ä
2
n
ä
e∈τ−1(0)
)
.
e contour integral over s(e) for τ(e) = 0 was easy to calculate and just produces (n/2)P (e) and
appears in an equivalent form in the second line of (7.34). Here we had to separate cases for P (e) even
or odd, and check they both give the same contribution, taking into account the prefactors Wˆ [0,2]s;0,∗ (7.9)
and W˜ [0,2]s;∗ (7.12).
As we need to sum over τ as in (7.31), we have to compare for e∈EL,L0,2 (Γ) the factor coming from
τ(e) = 0
V −
c
pi
p(e) ln(2/n)
to the factor coming from τ(e) = 1
V −c(
J(p(e)
pi
+b).
Since
c
Ç
J(p)
pi
+ b
å
> ln
Å
2
n
ã
cp
pi
, for all p> 0,
the term with τ(e) = 0, for all e∈EL,L0,2 (Γ), dominates. We conclude by dividing by the asymptotic
exponent of the numerator which has been previously obtained. 
Appendix A
Appendix
A.1 e special function Υb
Let τ be a complex number in the upper-half plane. e Jacobi theta function is the entire function
of v ∈C dened by
ϑ1(v|τ) =−
∑
m∈Z
eipiτ(m+
1
2
)2+ipi(w+ 1
2
)(2m+1). (A.1)
Its main properties are
ϑ1(−v|τ) =ϑ1(v + 1|τ) =−ϑ1(v|τ), ϑ1(v + τ |τ) =−e−2ipi(v+ τ2 ) ϑ1(v|τ) (A.2)
and the eect of the modular transformation:
ϑ1(v|τ) = e
− ipiv2
τ√−iτ ϑ1(
v
τ | − 1τ ). (A.3)
Denition A.1.1. We dene Υb(v) as the unique meromorphic function with a simple pole at v= 0
with residue 1, and the pseudo-periodicity properties:
Υb(v + 1) = Υb(v), Υb(v + τ) = e
ipibΥb(v).
We have several expressions:
Υb(v) =
∑
m∈Z
e−ipibm cotanpi(v +mτ)
=
ϑ′1(0|τ)
ϑ1(− b2 |τ)
ϑ1(v − b2 |τ)
ϑ1(v|τ)
=
e
ipibv
τ
iT
ϑ′1
Ä
0| − 1τ
ä
ϑ1
Ä
− b2τ
∣∣∣− 1τ ä ϑ1Äv− b2τ ∣∣∣− 1τ äϑ1Ä vτ | − 1τ ä . (A.4)
We have the expansion:
Υb(w) =
1
w
+
∑
j>0
υb,jw
j , w→ 0, (A.5)
with
υb,1 =
1
2
ϑ′′1(
b
2 |τ)
ϑ1(
b
2 |τ)
− 1
6
ϑ′′′1 (0|τ)
ϑ′1(0|τ)
(A.6)
=
1
(iT )2
(1
2
ϑ′′1(
bτ˜
2 |τ˜)
ϑ1(
bτ˜
2 |τ˜)
− 1
6
ϑ′′′1 (0|τ˜)
ϑ′1(0|τ˜)
+ ipib
ϑ′1(
bτ˜
2 |τ˜)
ϑ1(
bτ˜
2 |τ˜)
− pi
2b2
2
)
,
where τ˜ =−1/τ and τ = iT . e value of the constant term vb,0 is irrelevant for our purposes. e
expressions involving τ˜ or
q= eipiτ˜ = e−
pi
T
are convenient to study the regime T → 0, i.e. q→ 0.
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Lemma A.1.2. Let v= ε+ τw. We have, for b∈ (0, 1):
Υb(v) =
2piqεb
T (1− qb) ·
 Υ∗b,0(w)− qbΥ∗b+2,0(w) +O(q2−b) if ε= 0,Υ∗
b, 12
(w)− (q1−b − q)Υ∗
b−2, 12
(w) + qΥ∗
b+2, 12
(w) +O(q1+b) if ε= 12 .
e errors are uniform for w in any compact independent of τ→ 0, stable under dierentiation, and the
expressions for the limit functions are
Υ∗b,0(w) =
eipi(b−1)w
2i sin(piw)
, (A.7)
Υ∗
b, 1
2
(w) = −eipibw. (A.8)
We also have
υb,1 =
(pi
T
)2{1
3
+ b+
b2
2
+O(qb)
}
. (A.9)

A.2 e parametrization x↔ v
Consider given values of γ± and ς(γ±) such that
γ−<γ+<ς(γ+)<ς(γ−). (A.10)
We set
v= iC
∫ x
ς(γ+)
dy»
(y − ς(γ−))(y − ς(γ+))(y − γ+)(y − γ−)
. (A.11)
e normalizing constant is chosen such that, for x moving from the origin ς(γ+) to ς(γ−) with a
small negative imaginary part, v is moving from 0 to 12 . When x moves on the real axis from ς(γ+)
to γ+, v moves from 0 to a purely imaginary value denoted τ = iT . en, the function v 7→x(v) has
the properties:
x(v + 2τ) =x(v + 1) =x(−v) =x(v), ς(x(v)) =x(v − τ),
and is depicted in Figure 5.4. x′(v) has zeroes when v ∈ 12Z+τZ, and double poles at v= v∞+Z+2τZ.
From (A.11), paying aention to the determination of the squareroot at innity obtained by analytic
continuation, we can read in particular:
x′(v)∼ iC
(v − v∞)2 , v→ v∞. (A.12)
From (A.10), we know that v∞= 12 + τw∞, where w∞ ∈ (0, 1) is determined as a function of γ±
and ς(γ±).
ere is an alternative expression for (A.11) in terms of Jacobi functions:
v=
2iC arcsn−1
[√
ς(γ+)−γ−
ς(γ−)−γ−
x−ς(γ+)
x−ς(γ−) ; k
]»
(ς(γ+)− γ−)(ς(γ−)− γ+)
,
with
k=
√
(ς(γ−)− γ−)(ς(γ+)− γ+)
(ς(γ−)− γ+)(ς(γ+)− γ−) .
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By specialization at x= γ− and x= ς(γ−), we deduce the expressions:
C =
»
(ς(γ+)− γ−)(ς(γ−)− γ+)
4K ′(k)
, (A.13)
T =
K(k)
2K ′(k)
, (A.14)
in terms of the complete elliptic integrals. By matching poles and zeroes, we can infer an expression
for x(v)− γ+ in terms of Jacobi theta functions:
x(v)− γ+ =−iC ϑ
′
1(0|2τ)ϑ1(2v∞|2τ)
ϑ1(v∞ − τ |2τ)ϑ1(v∞ + τ |2τ)
ϑ1(v − τ |2τ)ϑ1(v + τ |2τ)
ϑ1(v − v∞|2τ)ϑ1(v + v∞|2τ) . (A.15)
From (A.11), one can derive the expansion of x(v) when v→ v∞.
Lemma A.2.1. When v→ v∞, we have the expansion
x(v) =
−iC
v − v∞ +
E1
4
+
i
C
3E21 − 8E2
48
(v − v∞) + −E
3
1 + 4E1E2 − 8E3
64C2
(v − v∞)2 +O(v − v∞)3,
where we introduced the symmetric polynomials in the endpoints:
E1 = γ− + γ+ + ς(γ+) + ς(γ−), (A.16)
E2 = γ−
¶
γ+ + ς(γ+) + ς(γ−)
©
+ γ+
¶
ς(γ+) + ς(γ−)
©
+ ς(γ+)ς(γ−), (A.17)
E3 = γ−γ+ς(γ+) + γ−γ+ς(γ−) + γ−ς(γ−)ς(γ+) + γ+ς(γ+)ς(γ−). (A.18)
More generally, the coecient of (v− v∞)k in this expansion is a homogeneous symmetric polynomial of
degree (k + 1) with respect to the endpoints, with rational coecients up to an overall factor (iC)−k. 
In the study of non-generic critical points, we want to take the limit where γ+ and ς(γ+) collide
to the xed point of the involution:
γ∗+ =
1
(α+ 1)h
,
while γ−→ γ∗− remains distinct from ς(γ∗−). is implies T → 0, or equivalently k→ 0. is limit
is easily studied using the modular transformation (A.3) in (A.15), or the properties of the elliptic
integrals. If we set
q= e−
pi
T ,
we arrive to:
Lemma A.2.2.
q =
(k
4
)4{
1 +O(k2)
}
,
w∞ = w∗∞
¶
1 +O(q
1
2 )
©
.

We can then derive the critical behavior of the parametrization x(v) in the two regimes of interest:
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Lemma A.2.3. Let v= ε+ τw for ε∈{0, 12}. We have
x(v)− γ+ = q 12−ε
¶
x∗ε(w) +O(q
1
2 )
©
.
e error is uniform for w in any compact independent of τ→ 0, and this is stable under dierentiation
with respect to v. It is actually an asymptotic series in q
1
2 . e limit functions are
x∗0(w) = 8
»
(ς(γ∗−)− γ∗+)(γ∗+ − γ∗−) sin(piw∗∞) cos2
(piw
2
)
,
x∗1
2
(w) =
»
(ς(γ∗−)− γ∗+)(γ∗+ − γ∗−)
sin(piw∗∞)
cos(piw)− cos(piw∗∞)
.

If we specialize the second equation to v= 12 + τ , use the expression (5.24) of ς(x) and perform
elementary trigonometric manipulations, we nd:
Corollary A.2.4.
cos(piw∗∞) =
1− α
1 + α
· 1− h(1 + α)γ
∗−
1 + h(1− α)γ∗−
.

We may considerw∗∞ as a parameter for the non-generic critical line. Specializing again Lemma A.2.3
to v= ε+ τ and using Corollary A.2.4 yields:
Corollary A.2.5. ere exists a constant ρ1 such that:
2h(γ∗+ − γ+) =
16 cos(piw∗∞)
(1− α2) q
1
2 +O(q),
2h(γ∗− − γ−) = ρ1q
1
2 +O(q),
and
E1 =
1− α sin2(piw∗∞)
(1− α2)h sin2(piw∗∞)
+
2ρ1 cos(piw
∗∞)
h(1− cos(piw∗∞))2
q
1
2 +O(q),
E2 =
2
Ä
(3α2 − 1) sin2(piw∗∞)− 2(3α− 2)
ä
(α2 − 1)2h2 sin2(piw∗∞)
+
2ρ1(3α− 2)
h2(1− α2)(1− cos(piw∗∞))2
q
1
2 +O(q),
E3 =
4
Ä
α2 sin2(piw∗∞)− α(2 + cos2(piw∗∞) + 1)
ä
(1− α)2(1 + α)3 sin2(piw∗∞)h3
+O(q
1
2 ).
e rst four lines are used in [BBD16] to describe the phase diagram and the critical exponents
of the model. Straightforward computations with (A.13)-(A.14) yield:
Corollary A.2.6.
piC
T
=
»
(ς(γ−)− γ∗+)(γ∗+ − γ−) +O(q),
=
2 cot(piw∗∞)
(1− α2)h +
(1 + cos(piw∗∞))ρ1
2(1− cos(piw∗∞)) sin(piw∗∞)
q
1
2 +O(q).

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ere are some simplications in absence of bending energy, i.e., α= 1. We then have w∗∞= 12
which is in agreement with Corollary A.2.4. e non-generic critical line is then parametrized by
ρ= 1− 2hγ∗−, which is related to the former parametrization by leing α→ 1 and w∗∞→ 12 in such a
way that (1
2
− w∗∞
)
∼ (1− α)
2pi
ρ. (A.19)
Corollary A.2.5 specializes to:
Corollary A.2.7. For α= 1, we have:
2h(γ∗+ − γ+) = O(q),
E1 =
2
h
+O(q),
E2 =
6− ρ2
4h2
− ρρ1
2h2
q
1
2 +O(q),
E3 =
2− ρ2
4h3
+O(q
1
2 ),
piC
T
=
ρ
2h
+
ρ1
2h
q
1
2 +O(q).

e fact that ς(x) = 1h − x and γ∗+ = 12h gives the exact relation E1 = 2h , in agreement with the
second line.
A.3 e coecients g˜k
In the loop model with bending energy where all faces are triangles, the parameters are: g (resp. h)
the weight per face not visited (resp. visited) by a loop, α the bending energy, and n the weight per
loop. We can compute g˜k from their denition (5.3.1.1) if we insert the expansion of Lemma A.2.1. We
recall that C is the constant in (A.11), and E’s are symmetric polynomials in the endpoints dened in
Lemma (A.2.1). If we introduce
g˜k = (iC)
k ĝk,
we nd
ĝ3 =
2g
4− n2 ,
ĝ2 =
2− gE1
4− n2 ,
ĝ1 =
g(3E21 − 4E2)− 6E1
12(4− n2) ,
ĝ0 = − 2u
2 + n
.
We remark that ĝ3 and ĝ0 depend on the parameters of the model in a very simple way, whereas ĝ1
and ĝ2 have a non-trivial behavior in the non-generic critical regime, which can be deduced up toO(q)
from Corollary A.2.5, either in terms of the parameter w∗∞, or the parameter ρ if α= 1.
194 Appendix A. Appendix
Corollary A.3.1. We have:
ĝ2 =
1
4− n2
[
1 +
2g
h
(
α− 1
sin2(piw∗∞)
)]
−g
h
ρ1 cos(piw
∗∞)
(1− cos(piw∗∞))2(4− n2)
q
1
2 +O(q),
ĝ1 =
2g
î
(3α2 + 1) sin4(piw∗∞) + 2(3α− 2) sin2(piw∗∞) + 6
ó
3(1− α2)2h2(4− n2) sin4(piw∗∞)
+
3h sin2(piw∗∞)(1− α2)(α sin2(piw∗∞) + 1)
3(1− α2)2h2(4− n2) sin4(piw∗∞)
+
ρ1 cos(w)
¶
2g
î
4− 3α sin2(piw∗∞) + 2 cos2(piw∗∞)
ó
− 3h sin2(piw∗∞)(1− α2)
©
(1− cos(piw∗∞))2 sin2(piw∗∞)(1− α2)h2(4− n2)
q
1
2
+O(q).

ere are some simplications for α= 1. Owing to the exact relation E1 = 2h , only ĝ1 has a non-
trivial dependence in the non-critical regime:
Corollary A.3.2. For α= 1, we have:
ĝ2 =
2
4− n2
(
1− g
h
)
,
ĝ1 =
1
h(4− n2)
(
− 1 + g
h
(ρ2 + 6)
)
+
gρρ1
h2(4− n2) q
1
2 +O(q).

A.4 Determination of the endpoints and phase diagram
In this section, we recall the elements leading to the proofs of the theorems of the beginning of Sec-
tion 6.1, see [BBD16] for more details. e equations ∆εG•(0) = 0 for ε∈{0, 12} determine γ± in terms
of the weights of the model. We compute from Proposition 5.3.1 and the behavior of Υb(τφ + 1/2)
given in Lemma A.1.2:
DYb,0(piw∞)− q1−bDYb−2,0(piw∞) +O(q) = 0, (A.20)
DYb, 1
2
(piw∞)− qbY (k)b+2, 1
2
(piw∞) +O(q) = 0, (A.21)
where
Yb,0(w) = cos(bw), Yb, 1
2
(w) =
sin[(1− b)w]
sinw
, D=
3∑
l=0
(−1)lĝl
l!
(piC
T
)l
∂lpiw∞ . (A.22)
Exactly at criticality, we must have u= 1 and q= 0, thus using Corollary A.2.6:
− 2
2 + n
+
3∑
k=1
(−1)kĝ∗k
k!
(2cot(piw∗∞)
(1− α2)h
)k Y (k)b,ε (piw∗∞)
Yb,ε(piw∗∞)
= 0, ε∈{0, 12}.
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We note that the critical values ĝ∗k obtained in Section A.3 are such that (A.20)-(A.21) give a system of
two linear equations determining gh and h
2 in terms of the parameter w∗∞. For α= 1, we rather use ρ
as parameter, and the solution is
g
h
=
4(ρb
√
2 + n−√2− n)
ρ2(b2 − 1)√2− n + 4ρb√2 + n− 2√2− n , (A.23)
h2 =
ρ2b
24
√
4− n2
ρ2 b(1− b2)√2 + n− 4ρ√2− n + 6b√2 + n
−ρ2(1− b2)√2− n + 4ρb√2 + n− 2√2− n . (A.24)
Since gh and h
2 must be nonnegative, we must have ρ∈ [ρ′min, ρmax] with
ρ′min =
2
√
1− b2√2− n−√2
»
(10 + n)b2 − 4 + 2n
b
√
1− b2√2− n , (A.25)
ρmax =
1
b
 
2− n
2 + n
. (A.26)
However, we will see later that the non-generic critical line only exists until some value ρmin>ρ′min,
so (A.25) will become irrelevant. For α 6= 1, see [BBD16, Appendix D].
Now, let us examine the approach of criticality. We x (g, h) on the non-generic critical line for
u= 1, and we now study the behavior when u 6= 1 but u→ 1 of the endpoints γ±. In particular, since
the behavior of the elliptic functions is conveniently expressed in this regime in terms of q= e−
pi
T , our
rst task is to relate (1−u) to q→ 0. For this purpose, we look at (A.20), and note that u only appears
in ĝ0. ere could be a term of order q
1
2 stemming from near-criticality corrections to w∞, ĝk and piCT ,
but computation reveals that it is absent. erefore, we obtain:
1− u= n + 2
2
Ç 3∑
l=0
(−1)lĝ∗l
l!
(2 cot(piw∗∞)
(1− α2)h
)l Y (l)b−2,0(piw∗∞)
Yb,0(piw∗∞)
å
q1−b +O(q),
where ĝ∗0 =− 22+n and (ĝ∗k)k>1 should be replaced by their values in terms of (g, h, w∗∞) from Sec-
tion A.3, and (g, h) by their parametrization (A.23)-(A.24) on the critical line.
We examine the case α= 1. Using the parametrization (A.23)-(A.24), the resulting formula is:
1− u= q∗ q1−b + (q∗,1 + c′ρ1)q + o(q). (A.27)
with:
q∗ =
12
b
ρ2(1− b)2√2 + n + 2ρ(1− b)√2− n− 2√2 + n
−ρ2b(1− b2)√2 + n + 4ρ(1− b2)√2− n− 6b√2 + n ,
q∗,1 =
24
b
−ρ2(b2 + 1)√2 + n + 2ρb√2− n + 2√2 + n
−ρ2b(1− b2)√2 + n + 4ρ(1− b2)√2− n− 6b√2 + n .
e value of c′ is irrelevant because we will soon show that ρ1 = 0. As (1− u) should be nonnegative
for q > 0, we must have q∗> 0, which demands ρ∈ [ρmin, ρmax] with:
ρmin =
√
6 + n−√2− n
(1− b)√2 + n . (A.28)
We observe that this lower bound is larger than ρ′min given by (A.25) for any n∈ [0, 2], therefore
the non-generic critical line can only exist in the range ρ∈ [ρmin, ρmax] provided by (A.28)-(A.26).
ese necessary conditions were also obtained in [BBG12b] – where the lower bound arose from the
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constraint of positivity of the spectral density associated with the generating series of disksW(x) –
and it was checked that these conditions are sucient.
We now turn to the second equation (A.21). We have checked that the term in qb vanishes, as we
expect by consistency with (A.27). en, the term of order q
1
2 is proportional to ρ1, therefore we must
have, in both dense and dilute phase:
ρ1 = 0,
which means that γ− − γ∗− ∈O(q).
We see that for ρ∈ (ρmin, ρmax]:
q∼ q∗ (1− u)
1
1−b .
for some constant q∗> 0. is corresponds, by denition, to the dense phase. For ρ= ρmin (i.e. the
dilute phase) we have q∗= 0, and (A.27) specializes to:
1− u= 24
b(1− b)(2− b) q + o(q).
For generalα not too large (see the statement of eorem 6.1.2), the result is qualitatively the same,
only the non-zero constant prefactor diers – see [BBD16, Appendix D].
A.5 Proof of Lemma 6.1.4
e goal in this appendix is to obtain the critical behavior of the building blocks. We give expressions
valid for both universality classes using
d=
 1 dense,−1 dilute.
From the expression (5.42)-(5.43) and the behavior of the special function Υb from Lemma A.1.2 we
nd:
Lemma A.5.1. We have in the regime T → 0:
Bε,l(ε′ + τφ) = 2(−1)
l+1
√
4− n2
(pi
T
)2l+2
qb(ε⊕ε
′)
¶
B
∗,(2l+1)
ε⊕ε′,b (piφ) +O(q
b)
©
,
Bε,l(ε
′ + τφ) = (−1)l+1
(pi
T
)2l+2
q
1
2
(ε⊕ε′)¶B∗,(2l+1)
ε⊕ε′, 1
2
(piφ) +O(q
1
2 )
©
,
where
B∗0,b(φ) =
sin(1− b)φ
sinφ
, B∗1
2
,b
(φ) = 2 cos bφ.
e error is uniform for φ in any compact, and stable by dierentiation.
We next focus on the denominator of the recursion kernel.
Lemma A.5.2. We have in the regime T → 0
(∆εG)(τφ) =
(pi
T
)
q(1−d
b
2
)(1−2ε) ¶G∗ε(φ) +O(qb)©.
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We have
G∗0(φ) =
 −D
∗
b−2 sinpiφ sinpi(1− b)φ in dense phase,
D∗b+2 sinpiφ sinpi(1 + b)φ in dilute phase,
with D∗b given in (A.31) below. In each phase, T ∗0 (φ) 6= 0. We have
T ∗1/2(φ) = i
√
4− n2D∗
Ç
2
sinpi(1− b)w∗∞
sinpiw∗∞
− sinpi(1− b)(w
∗∞ − φ)
sinpi(w∗∞ − φ)
− sinpi(1− b)(w
∗∞ + φ)
sinpi(w∗∞ + φ)
å
,
where D∗ is a dierential operator given in (A.30) below.
Proof. From Proposition 5.3.1 and the behavior of Υb(τφ+ 12) given in Lemma A.1.2, we repeat in a
ner way the computation of the beginning of Section 6.1.:
(∆0G)(τφ) (A.29)
=
√
4− n2 8ipi
T
qb/2
1− qb
{
− cospibφDYb,0(piw∞) + q1−b cospi(b− 2)φDYb−2,0(piw∞)
−q
Ä
cospi(b− 2)φDYb−2,0(piw∞) + cospi(b+ 2)φDYb+2,0(piw∞)
ä
+O(q1+b)
}
,
where Yb,0 are D were introduced in (A.22). One of the exact condition determining the endpoint was
∆0G(0) = 0, i.e.
DYb,0(piw∞) = q1−bDYb−2,0(piw∞)− qD(Yb−2,0 + Yb+2,0)(piw∞) +O(q1+b) = 0,
which we can substitute in (A.29) to obtain
(∆0G)(τφ)
=
√
4− n2 16ipi
T
qb/2
1− qb
®
q1−b sinpiφ sinpi(1− b)φDYb−2,0(piw∞)
+q sinpiφ
(
sinpi(1− b)φDYb−2,0(piw∞) + sinpi(1 + b)φDYb+2,0(piw∞)
)
+O(q1+b)
´
.
e dense phase was characterized by
D∗Yb−2,0(piw∗∞) 6= 0, D∗=
∑
l>0
(−1)lĝ∗l
l!
∂lpiw∗∞ . (A.30)
erefore, the rst term, of order q1−b, is indeed the leading term. e dilute phase is characterized by
D∗Yb−2(piw∗∞) = 0 and then one can check thatD∗Yb+2(piw∗∞) 6= 0. So, in the dilute phase the leading
term is of order O(q). is gives the announced results with
D∗b = 16i
√
4− n2D∗Yb(piw∗∞). (A.31)
For (∆ 1
2
G)(τφ), we easily arrive to the result using the behavior of Υb(τφ) from Lemma A.1.2, and
exploiting the freedom to subtract ∆ 1
2
G(0) = 0. 
Corollary A.5.3. We have when T → 0, for r= 1, 2 and ε∈{0, 12}:
yε,r =
(pi
T
)2r+1
q(1−2ε)(1−db/2)
¶
y∗ε,r +O(q
b)
©
,
with y∗ε,r 6= 0 computable from Lemma A.5.2, and y∗0,2/y∗0,1 =−2 + 2b− b2.
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Inserting the previous results into the expressions (5.56)-(5.57) for the initial conditions, we nd:
Corollary A.5.4. When T → 0, we have
C[0,3]
î
0
ε
0
ε
0
ε
ó
=
(pi
T
)−3
q(1−2ε)(db/2−1)
{
C[0,3]∗
î
0
ε
0
ε
0
ε
ó
+O(qb)
}
,
C[1,1]
î
0
ε
ó
=
(pi
T
)−1
q(1−2ε)(db/2−1)
{
C[1,1]∗
î
0
ε
ó
+O(qb)
}
,
C[1,1]
î
1
ε
ó
=
(pi
T
)−3
q(1−2ε)(db/2−1)
{
C[1,1]∗
î
1
ε
ó
+O(qb)
}
,
(A.32)
and likewise for the C’s, with:
C[0,3]∗
î
0
ε
0
ε
0
ε
ó
= − 2
y∗ε,1
, C
[0,3]
∗
î
0
ε
0
ε
0
ε
ó
= − 2
y∗ε,1
,
C[1,1]∗
î
0
0
ó
=
6 + 26b+ 11b2
24y∗0,1
, C
[1,1]
∗
î
0
0
ó
=
29 + 26b+ 11b2
24y∗0,1
,
C[1,1]∗
î
0
1
2
ó
=
y∗1
2
,2
24(y∗1
2
,1
)2
+
2 + 6b+ 3b2
6y∗1
2
,1
, C
[1,1]
∗
î
0
1
2
ó
=
y∗1
2
,2
24(y∗1
2
,1
)2
+
23
24y∗1
2
,1
,
C[1,1]∗
î
1
ε
ó
= − 1
24y∗ε,1
, C
[1,1]
∗
î
1
ε
ó
= − 1
24y∗ε,1
.
From Corollary A.5.3 we can then deduce the critical behavior of K’s and K˜’s.
Corollary A.5.5. For ε, σ, σ′ ∈{0, 12}, we denote:
f(ε, σ, σ′|B) :=B
î
(ε⊕ σ) + (ε⊕ σ′)
ó
+ (d b2 − 1)(1− 2ε).
When T → 0, we have
K
î
l
ε
m
σ
m′
σ′
ó
=
(pi
T
)2(m+m′−l)+1
qf(ε,σ,σ
′|b){K∗îlε mσ m′σ′ ó+O(qb)},
K˜
î
l
ε
l′
ε
m
σ
ó
=
(pi
T
)2(m−l−l′)−1
qf(ε,ε,σ|b)
{
K˜∗
î
l
ε
l′
ε
m
σ
ó
+O(qb)
}
,
and
K
î
l
ε
m
σ
m′
σ′
ó
=
(pi
T
)2(m+m′−l)+1
qf(ε,σ,σ
′| 1
2)
{
K∗
î
l
ε
m
σ
m′
σ′
ó
+O(qb)
}
,
K˜
î
l
ε
l′
ε
m
σ
ó
=
(pi
T
)2(m−l−l′)−1
qf(ε,ε,σ|
1
2)
{
K˜∗
î
l
ε
l′
ε
m
σ
ó
+O(qb)
}
,
with
K∗
î
l
ε
m
σ
m′
σ′
ó
=
4(−1)l+m+m′
4− n2 Resφ→0
dφφ2l+1
(2l + 1)!G∗ε(φ)
B
∗,(2m+1)
ε⊕σ [pi(φ+ 1)]B
∗,(2m′+1)
ε⊕σ′ [pi(φ− 1)],
K˜∗
î
l
ε
l′
ε
m
σ
ó
=
2(−1)m+l+l′+1√
4− n2 Resφ→0
dφφ2(l+l
′)+1
(2l + 1)!(2l′)!G∗ε(φ)
B
∗,(2m+1)
ε⊕σ [pi(φ+ 1)],
and likewise for the K∗ and K˜∗.
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Proof. is is a direct computation from Lemma A.5.1-A.5.2. We note that for K˜ (and resp. K˜), we nd
an exponent qf˜(ε,σ|B), with f˜(ε, σ|B) =B(ε⊕ σ) + (d b2 − 1)(1− 2ε), with B= b (and resp. B= 12 ).
But since ε⊕ ε= 0, this is also equal to f(ε, ε, σ|B). 
We also remark that the order of magnitude of C[0,3]
î
0
ε
0
ε
0
ε
ó
and C[1,1]
î
l
ε], and of C[0,3]
î
0
ε
0
ε
0
ε
ó
and
C[1,1]
î
l
ε], is qf(ε,ε,ε|b) = qf(ε,ε,ε|
1
2). erefore, for a given graph G and coloring σ of its edges appearing
in the sum of Proposition 5.4.7, and any vertex v∈V (G ), the factor associated to v – eitherK, K˜, C[0,3]
or C[1,1] – is of order of magnitude qfv(b) with
fv(b) = f
Ä
σ(e0v), σ(e
1
v), σ(e
2
v)|b
ä
.
Similarly, any factor K, K˜, C[0,3] or C[1,1] associated to a vertex v∈V (G ) scales like qfv( 12).
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