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 ABSTRACT 
Purpose: This paper outlines the intrinsic differences between SMEs and large companies and 
develops bankruptcy prediction models using machine learning techniques to showcase the 
most important variables and the superior technique at predicting bankruptcies. 
Methodology: Financial data pertaining to companies listed on the ASX were extracted and 
subsequently segregated using established metrics to distinguish SMEs from large companies. 
To overcome the class imbalance problem, Synthetic Minority Oversampling Technique 
(SMOTE) was used. After this, several machine learning techniques, including: decision trees, 
random forests, and stochastic gradient boosting, were applied to the datasets. 
Findings: The models using SMOTE outperformed the original data across all machine 
learning models. Stochastic gradient boosting was found to be the superior model at classifying 
successful versus unsuccessful companies. The three most important variables for predicting 
bankruptcies of SMEs were: return on capital, cash divided by total assets, and return on equity. 
The large companies’ three most important variables were: the natural logarithm of employee 
numbers, gross margin, and current assets divided by current liabilities. 
Research Implications: The findings of the study confirmed the superiority of using SMOTE 
versus original data when there is a class imbalance problem. Both visual and empirical 
findings were used to showcase the most accurate classifying technique. Lastly, the study 
showcased that the most important variables pertaining to bankruptcy prediction differ amongst 
SMEs and large companies. 
Practical Implications: This paper presents stakeholders, in general, and managers, in 
particular, with valuable information pertaining to the variable differences affecting financial 
health between SMEs and large companies. These can be used to aid decision-making 
processes to when determining the financial status of companies, thus can lead to the 
implementation of preemptive measures to prevent potential bankruptcies. 
Originality: The SMOTE-machine learning approach used in this study is novel. No studies – 
to the best of the authors’ knowledge – applied the aforementioned methodology to ASX 
companies. 
Keywords: SMEs; Large Companies; Decision Trees; Random Forests; Stochastic Gradient 
Boosting; SMOTE; Class Imbalance 
