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Abstract
We propose a uniform framework, based on the Ordered Structural Operational Semantics (OSOS)
approach of Ulidowski and Phillips [Information and Computation 178 (1) (2002) 180], for process
languages with discrete relative time. Our framework allows the user to select favourite process
operators, whether they are standard operators or new application-specific operators, provided that
they are OSOS definable and their OSOS rules satisfy several simple conditions. The obtained timed
process languages preserve a timed version of rooted eager bisimulation preorder and the time deter-
minacy property. We also propose several additional conditions on the type of OSOS definitions for
the operators so that several other properties which reflect the nature of time passage, such as the
maximal progress, patience and time persistence properties, are also satisfied.
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1. Introduction
Process languages, for example CCS [33], CSP [28] and ACP [11], are well-known
formalisms for specification and reasoning about concurrent systems. They are particu-
larly successful in describing the functional behaviour of systems, represented by actions,
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but they lack the ability to express the temporal aspect of the behaviour. This inadequacy
has been addressed and a large number of extensions of process languages with time, or
simply timed process languages, have been proposed. These can be broadly divided into
process languages with discrete time, for example [7,26,27,29,34,37,39], and process lan-
guages with real (dense) time, for example [6,29–31,42,44,59]. Also, there are process lan-
guages that allow a user-specified time domain such as timed µCRL [23,24] and Enhanced
Timed-LOTOS (ET-LOTOS) [30,31].
We are convinced that in order to increase the usefulness of process languages in soft-
ware design and analysis we need to develop a theoretically sound framework for extending
process languages with various user-friendly and application-specific features. ET-LOTOS
is an excellent example of a successful specification formalism which is based on a pro-
cess language extended with time as well as with data types, and timed µCRL is another
good example. Our ultimate aim is to develop a framework, as general and practicable as
possible, for extending traditional process languages, like CCS and CSP, with user-defined
and application-specific operators and with the notion of discrete time. The framework is
to be based on a general format of SOS rules for the chosen weak semantics. The analysis
of the SOS definitions of the existing process languages with time suggests that the format
should support features such as negative information and predicates in SOS rules and, to
small extend, complex terms in the premises of SOS rules, with negative information being
the most crucial and commonly used. However, at present there is no single format for
weak semantics that possesses all these features: the subformats of the GSOS format of
Bloom [13,15] do not permit any of these features, the format of Fokkink [18] based on the
panth format [56] allows only a restricted use of negative information, and the formats in
[47,48,52,53,55] allow negative information but do not include the other two features. As
a result this paper presents the outcome of the initial phase of research, where we consider
the formats that support negative information most fully, namely the subformats of OSOS
rules for the divergence sensitive version of weak bisimulation [52,53,55]. In future it is our
intention to extend the OSOS format with predicates and other features, to find subformats
for major weak semantics, and to generalise the present work on process languages with
discrete relative time.
The ability to use negative information in SOS rules is important because there are many
standard process operators which are best defined by such rules, for example sequential
composition and priority operators (see Example 8) and action refinement operator. More
importantly, rules with negative information are used widely in the majority of process lan-
guages with time, either in the definitions of new timed operators or in the additional timed
rules for the standard operators. Such rules are essential in expressing important timed
properties of processes. For example the maximal progress property in Fig. 2 requires that
if a process passes time, then it is stable (cannot perform any τ actions). In Hennessy and
Regan’s TPL [27] the parallel composition operator of CCS is extended with the following
single timed rule (see Example 17), where σ a timed action representing the passage of
one time unit.
X
σ→ X′ Y σ→ Y ′ X ‖ Y τ
X ‖ Y σ→ X′ ‖ Y ′
.
According to the rule, process p ‖ q can pass time if both p and q can pass time and if
p and q cannot communicate and cannot evolve silently. The last condition is conveniently
represented by the negative premise X ‖ Y τ.
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Instead of rules with negative premises, we will use equally expressive Ordered SOS
rules [53], an extension of the original SOS rules of Plotkin [41], as our method for defining
process languages. This choice is motivated carefully in Section 2.4. We feel that it is
easier to express how silent and visible actions, negative information and copying can be
combined safely in transition rules using the OSOS approach (via global conditions for
which we have independent motivation) rather than using the traditional GSOS approach.
We shall consider a divergence sensitive version of weak bisimulation relation, called
eager bisimulation [1,19,32,48,52,53,55,57], as our preorder on processes. For reasons of
compositionality and modularity, we insist that all the considered operators preserve this
preorder. Further motivation is given in Sections 2.1 and 2.4.
After [27,39], we assume that timed concurrent systems function as collections of com-
ponents which can either perform actions or let time pass. Actions of the components
are instantaneous and they can be either synchronous or independent. The passage of
time, which shall be represented by timed actions, is synchronous in all active compo-
nents that are able to pass time. We will also consider several properties of processes
which reflect the nature of time passage. These properties are henceforth called the timed
properties.
Timed process languages which can be defined within our framework have two impor-
tant features. Firstly, they preserve a timed version of rooted eager bisimulation. Sec-
ondly, they satisfy the time determinacy property. Informally, a timed process language has
this property if no process can evolve to two different processes by performing a timed
action. We also investigate other timed properties, which we formally define in Section
4, including urgency, weak timelock freeness, maximal progress, patience and time per-
sistence, and discuss circumstances under which timed process languages satisfy these
properties.
Our work provides a flexible specification formalism for timed concurrent systems. It
subsumes our preliminary paper [54]. Given a system to specify, the user is free to choose a
timed process language that is suitable for the description of the system, by selecting both
standard and new application-specific process operators. Compositionality of specifica-
tions is guaranteed by our congruence results. Moreover, the axiomatisation algorithms for
GSOS and de Simone process languages [2,49,50] can be used, in conjunction with other
techniques, to generate sound and complete axiom systems for the chosen timed process
language. This may assist the verification stage of system’s development.
1.1. Outline
In Section 2 we recall the definitions of labelled transition system and the eager bisimu-
lation relation. We also define the rooted eager bisimulation relation. Also in Section 2, we
recall the definitions of the OSOS and GSOS formats and process languages, and compare
them. Moreover, we define a very general class of process languages, called rebo process
languages, which preserve rooted eager bisimulation. Section 3 presents a uniform method
for defining process languages with discrete relative time. We also show that the defined
process languages satisfy the time determinacy property and preserve a timed version of
rooted eager bisimulation. In Section 4 we discuss several other timed properties and estab-
lish conditions under which these properties are satisfied. In Section 5 we examine several
existing timed process languages to see how they fit into our framework. The last section
contains conclusions and discusses directions for future research.
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2. Preliminaries
In this section we recall several basic notions which together constitute the founda-
tion for the results in this paper. As semantics we choose divergence sensitive, timed and
rooted version of eager bisimulation. We work with SOS rules in the rebo format [53,55],
a subformat of the Ordered SOS [53] format which preserves rooted eager bisimulation.
Both of these formats are motivated, defined and illustrated by many examples.
Following the results in [53,55], we could have equally considered formats and timed
process languages for rooted branching bisimulation preorder. However, as this work is
intended to subsume [54] we continue here with eager bisimulation.
2.1. Rooted eager bisimulation
We model timed concurrent systems by means of processes which are states in a labelled
transition system:
Definition 1. A labelled transition system (or LTS, for short) is a structure (P , A,→),
where P is the set of processes, A is the set of actions and →⊆ P × A × P is a transition
relation.
The behaviour of such systems is represented by transitions between processes, where
the functional behaviour is modelled by transitions labelled with standard visible or silent
actions and the temporal behaviour, or the passage of time, is represented by transitions
labelled with a special timed action.
The next two paragraphs introduce some standard notation. P is the set of processes
and it is ranged over by p, q, r, s, . . .. Vis is a finite set of visible actions and it is ranged
over by a, b, c. Symbol τ denotes the silent action and σ is the timed action which rep-
resents the passage of one time unit; τ, σ /∈ Vis. Act = Vis ∪ {τ } is ranged over by α, β
and Actσ = Act ∪ {σ } is ranged over by χ . No distinction is made between σ and visible
actions in this section. Only in Section 3 and afterwards action σ plays its appointed rôle.
We will use the following abbreviations. We write p χ→ q for (p, χ, q) ∈→ and read
it as “process p performs χ and in doing so becomes process q”. Expressions of the
form p χ→ q will be called transitions. We write p χ→ when there is q such that p χ→ q,
and p χ otherwise. Expressions p τ⇒ q and p χ⇒ q, where χ /= τ , denote p( τ→)∗q and
p(
τ→)∗p′ χ→ q, for some p′, respectively. Here, ( τ→)∗ is the transitive reflexive closure of
τ→. Note that for technical reasons that we explain shortly our notation χ⇒ has a differ-
ent meaning from that originally given by Milner in, for example, [33] where it denotes
(
τ→)∗ χ→ ( τ→)∗. Given a sequence of actions s = χ1 . . . χn, where χi ∈ Actσ and 1  i 
n, we say that q is an s-derivative of p if p χ1⇒ · · · χn⇒ q. The expression p⇑, read as “p
is divergent”, means p( τ→)ω. We say p is convergent, written as p⇓, if p is not divergent.
We assume that, if χ = τ then p χ̂→ p′ means p τ→ p′ or p ≡ p′, else it is simply p χ→ p′.
Definition 2. Given (P ,Actσ ,→), a relation R ⊆ P × P is an eager bisimulation if, for
all (p, q) ∈ R, the following properties hold.
(E.a) ∀χ. (p χ→ p′ implies ∃q ′, q ′′. (q τ⇒ q ′ χ̂→ q ′′ and p′Rq ′′))
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(E.b) p⇓ implies q⇓
(E.c) p⇓ implies ∀χ. (q χ→ q ′ implies ∃p′, p′′. (p τ⇒ p′ χ̂→ p′′ and p′′Rq ′)).
We write p ∼ q if there exists an eager bisimulation R such that pRq.
Example 3. Consider processes p and q defined as follows: p a→ 0, q a→ 0 and q τ→ q.
Process p can perform action a and evolve to the deadlocked process 0. Process q can per-
form a after any number of silent actions, but it can also compute internally by performing
silent actions forever. Thus, q ∼ p but p ∼ q. Moreover, consider CCS-like processes r ≡
a.(b + τ.c) and s ≡ a.(b + τ.c) + a.c. Processes r and s are equivalent according to the
weak bisimulation relation of Milner [33] (s = r is an instance of the third τ -law), but
r ∼ s since after s a→ c there are no r ′ and r ′′ such that r τ⇒ r ′ a→ r ′′ and r ′′ ∼ c.
It is clear that ∼ is a preorder. ∼ is the version of weak bisimulation studied in
[1,19,32,48,52,53,57], where testing, modal logic and axiomatic characterisations were
proposed and congruence results with respect to the ISOS, eb and ebo formats were proved.
∼ coincides with delay bisimulation [20,60] for processes with no divergence. We have
chosen this finer version of weak bisimulation in preference to the standard weak bisimu-
lation [33] because formats for eager bisimulation [47,48,52,53] are simpler than those for
the standard weak bisimulation [13]. Moreover, since the formats for eager bisimulation
allow rules with negative premises [47,48] or rules with orderings [52,53], which have the
effect of negative premises, they are more general than the formats for weak bisimulation
[13]. Another reason for choosing eager bisimulation is that, unlike eager bisimulation,
weak bisimulation is not preserved by some simple and useful operators (and the problem
is not due to the initial silent actions). For example, the action refinement operator [53]
preserves eager bisimulation but not weak bisimulation. Having said that, we agree that
both bisimulation relations are equally suitable for all those process languages which are
defined by rules with no negative premises and where the divergence is not considered.
We say that an n-ary process operator f preserves a preorder  if pi  qi , for 1 
i  n, implies f (p1, . . . , pn)  f (q1, . . . , qn) for all processes pi and qi . A process lan-
guage preserves  if all its operators preserve . It is well known that eager bisimulation
and many other weak process relations are not preserved by some popular process oper-
ators, for example the CCS +. We have a ∼ τ.a but not a + b ∼ τ.a + b. The standard
solution to this problem is to use the rooted version of the preferred relation instead the
relation itself: [33] and Definition 5.8.1 in [11]. In our case we will use the rooted eager
bisimulation relation.
Definition 4. Given (P ,Actσ ,→), a relation R ⊆ P × P is a rooted eager bisimulation
if, for all (p, q) ∈ R, the following properties hold.
(R.a) ∀χ. (p χ→ p′ implies ∃q ′, q ′′. (q τ⇒ q ′ χ→ q ′′ and p′ ∼ q ′′))
(R.c) p⇓ implies ∀χ. (q χ→ q ′ implies ∃p′, p′′. (p τ⇒ p′ χ→ p′′ and p′′ ∼ q ′))
p ∼r q if there exists a rooted eager bisimulation R such that pRq.
It is easy to show that ∼r is a preorder. One may wonder why in the above definition we
did not include a property corresponding to (b) of Definition 2. It is because when p ∼r q
then p⇓ implies q⇓.
In Section 3 and afterwards we shall use action σ solely to represent a synchronous
passage of time. We will extend the definitions of process operators by specifying how the
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timed behaviour of processes depends on the timed behaviour of their components. Conse-
quently, ∼r will not be totally appropriate for timed processes: there are timed versions of
standard operators, for example the timed version of the choice operator + of CCS, which
do not preserve ∼r . Thus, we will use a slight alteration of ∼r , called timed rooted eager
bisimulation, as our preferred preorder on timed processes.
2.2. GSOS and Ordered SOS formats, and OSOS process languages
Definition 5. A format is a SOS rule-based method for assigning operational meaning to
process operators.
The first format was proposed by de Simone [46]. de Simone rules are GSOS rules (see
Definition 6) without negative premises and copying. The GSOS [14,15] format is due
to Bloom et al. [14,15]. The first author developed the ISOS format [47,48], a subformat
of GSOS, which treats silent actions τ as unobservable and permits explicit copying and
refusals (expressions of the form X τ a) in the premises of rules. There are several more
general formats of rules, for example the tyft/tyxt and ntyft/ntyxt formats [25,22] and the
panth format [56].
One of the main motivations for the development of Ordered SOS format [52,53] was
to assist the search for formats of SOS rules that treat different groups of actions according
to their intended meaning. So far, we have considered
• visible and silent actions and proposed formats [53,55] for several weak process seman-
tics ranging from testing preorder [36], through refusal simulation preorder [47] to eager
and branching bisimulation preorders,
• untimed and timed actions as well as visible and silent actions [54]: the present paper is
the continuation of this research.
We rejected the lookahead feature (process variables on the right-hand side of some
transitions coincide with process variables on the left-hand side of other transitions in the
premises of rules) as it is unsafe for weak semantics [13,18,47]. As can be seen in the work
of Bloom [13] and in [47,48], it is not straightforward to accommodate safely visible and
silent actions in SOS rules with negative premises. In order to understand this problem
better and derive a solution the OSOS format was developed as an alternative to GSOS.
Instead of negative premises OSOS employs orderings on rules that specify the order of
their application when deriving transitions of process terms. This new feature allowed us
to formulate how negative information can be used safely in rules with visible and silent
actions. We achieved this with three simple global conditions on the rule orderings, namely
conditions (5)–(7) in Fig. 1, as opposed to seemingly arbitrary restrictions on the form of
negative premises as in [47,48]. The conditions are quite intuitive, and they explain the
syntactic restrictions on negative premises arrived at in [47,48]; further details can found
in Section 2.4 and in [53]. With regard to the present work, we find the use of orderings on
rules and global conditions on orderings a convenient and intuitive method to ensure that
our process languages with discrete relative time preserve certain timed properties such as
maximal progress.
Before we recall the definitions of the formats we introduce several notions and nota-
tions.
Var is a countable set of variables ranged over by X,Xi, Y, Yi, . . .. n is a set of opera-
tors with arity n. A signature  is a collection of all n and it is ranged over by f, g, . . ..
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The members of 0 are called constants; “0” (∈ 0) is the deadlocked process operator.
The set of open terms over  with variables in V ⊆ Var, denoted by T(, V ), is ranged
over by t, t ′, . . .. Var(t) ⊆ Var is the set of variables in a term t . The set of closed terms,
written as T (), is ranged over by p, q, u, v, . . .. In the setting of process languages these
terms will often be called process terms. A  context with n holes C[X1, . . . , Xn] is a
member of T(, {X1, . . . , Xn}), where all Xi are distinct. If t1, . . . , tn are  terms, then
C[t1, . . . , tn] is the term obtained by substituting ti for Xi for 1  i  n.
We will use bold italic font to abbreviate the notation for sequences. For example, a
sequence of process terms p1, . . . , pn, for any n ∈ N, will often be written as p when
the length is understood from the context. Given any binary relation R on closed terms
and p and q of length n, we will write pRq to mean piRqi for all 1  i  n. Moreover,
instead of f (X1, . . . , Xn) we will often write f (X) when the arity of f is understood. An
equivalence relation ≈ for a process language over  is a congruence if p ≈ q implies
C[p] ≈ C[q] for all p and q of length n and all  contexts C[X] with n holes.
A closed substitution is a mapping Var → T (). Closed substitutions are ranged over
by ρ, ρ′ and σ ; they extend to T(, Var) → T () mappings in a standard way. For t with
Var(t) ⊆ {X1, . . . , Xn} we write t[p1/X1, . . . , pn/Xn] or t[p/X] to mean t with each Xi
replaced by pi , where 1  i  n.
Definition 6 [15]. A GSOS rule is an expression of the form
{ Xi χij→ Yij }i∈I,j∈Ji { Xk χkl }k∈K,l∈Lk
f (X)
χ→ C[X,Y ]
,
where X is the sequence X1, . . . , Xn and Y is the sequence of all Yij , and all process
variables in X and Y are distinct, and they may appear zero, once or more than once
in C[X,Y ]. Variables in X are the arguments of f . Moreover, I and K are subsets of
{1, . . . , n} and all Ji and Lk , for i ∈ I and k ∈ K , are finite subsets of N, and C[X,Y ] is
a context.
The GSOS format consists of GSOS rules.
Next, we define several notions naming the components of GSOS rules, and SOS rules
in general.
Definition 7. Let r be the above GSOS rule. Operator f is the operator of r and rules(f )
is the set of all rules with the operator f . Expressions t
χij→ t ′ and t χkl, where
t, t ′ ∈ T(, V ), are called transitions and negative transitions respectively. Transitions are
ranged over by T and T ′. If transition T is X a→ X′, we will sometime write ¬T to denote
X
a
. A (negative) transition which involves only closed terms is called a closed (negative)
transition. The set of transitions and negative transitions above the horizontal bar in r is
called the premises of r , and is written as pre(r). The transition below the bar in r is the
conclusion, written as con(r). Action χ in the conclusion of r is the action of r , written as
act(r), and f (X) and C[X,Y ] are the source and target of r , respectively.
The set of all actions χij in the premises of r is denoted by actions(r), and actions(r, i)
is the set {χij | j ∈ Ji}. If act(r) = σ and actions(r) ⊆ {σ }, then r is a timed rule. If
act(r) = τ and actions(r) = {τ }, then r is a silent rule. A rule is a visible action rule,
or simply action rule, if τ, σ /∈ actions(r) and act(r) /= σ .
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The ith argument Xi is active in r if r has a positive or a negative premise for Xi . The
set of all i such that Xi is active in r is denoted by active(r). The ith argument of f is
active if i ∈ active(r ′) for some rule r ′ for f .
Example 8. The two most popular operators that are usually defined by rules with neg-
ative premises are the ACP priority operator θ [8] and the Bloom’s version of sequential
composition operator “;” [15]. For a given irreflexive partial order  on actions process
θ(P ) is a restriction of P such that, in any state of P , action a can happen only if no action
b with a  b is possible in that state. For each action a we calculate Ba = {b | a  b},
and define θ by the following GSOS rules, one for each action a and set Ba .
X
a→ X′ {X b}b∈Ba
θ(X)
a→ θ(X′)
.
The sequential composition operator is defined by two GSOS rule schemas, for any
visible a and c:
X
a→ X′
X;Y a→ X′;Y
r ′a,
Y
c→ Y ′ {X a | all a}
X;Y c→ Y ′
r ′c.
In general, the behaviour of a process derived by a rule r with a negative premise Xi
a

depends on the inability of the ith component to perform a. What does happen when the
component is able to perform a, and indeed performs a, when tested for the refusal of a?
Typically, for all (known to us) popular process operators that are defined by rules with
negative premises, there are other rules with the premise Xi
a→ X′i . Informally, these rules
have in some sense higher priority than r: when the ith component can perform a such
rules are potentially applicable, and r is certainly not applicable. This suggests that SOS
rules may be applied in a certain order when deriving transitions of process terms, so r is
applicable when no rules higher according to the order are applicable. Hence, a rule r with
the negative premise Xi
a
 is equivalent, in some sense, to r with Xi
a
 removed being
placed below a rule with the premise Xi
a→ X′i . So, it should be possible to remove all
negative premises from rules and mimic them by an ordering on the resulting rules. This
simple approach works for all popular operators, but in general some encoding is required.
The definitions of rules with orderings, the resulting formats and process languages are
given below, as well as many illustrating examples.
Definition 9. A positive GSOS rule (OSOS rule, or simply a transition rule) is a GSOS
rule with K = ∅. With the notation as in Definition 6, it has the form
{ Xi aij→ Yij }i∈I,j∈Ji
f (X)
a→ C[X,Y ]
.
Next, we recall the notion of ordering on rules [53]. This new feature allows the user to
control the order of application of OSOS rules when deriving transitions of process terms.
An ordering on OSOS rules for operator f , <f , is a binary relation over the rules for
f . In a large majority of cases the ordering relations are irreflexive (i.e. r < r never holds)
and transitive. In general, however, there are operators, which are described and motivated
in [53], which use non-transitive or not irreflexive orderings on rules: see example 16
below. Expression r ′ <f r is interpreted as r having higher priority than r ′ when deriving
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transitions of terms with f as the outermost operator. Given , the relation <, or simply
< if  is known from the context, is defined as
⋃
f∈ <f . We will denote {r ′ | r < r ′} as
higher(r).
Definition 10. The OSOS format consists of OSOS rules equipped with orderings on
rules.
Now, we define the notion of a process language. A process language is given by speci-
fying its operators and by a “method” for defining the operational meaning of the operators.
Often, such method is just a set of SOS rules but, in our case, it can also be a set of SOS
rules equipped with an ordering. Hence, the following informal definition.
Definition 11. A process language is a tuple (, A,M), where  is a finite set of opera-
tors, A ⊆ Actσ and M is a method for giving operational meaning of the elements
in .
For the ease of use we shall state explicitly the method M for each process language
that we consider. This will require a slight overloading of the notion of a process language:
it will be either a triple or quadruple depending whether method M is just a set of SOS
rules or a set of rules equipped with an ordering.
Definition 12. A GSOS process language is a tuple (, A,R), where  is a finite set of
operators, A ⊆ Actσ , R is a finite set of GSOS rules for operators in  such that all actions
mentioned in the rules belong to A. An operator is GSOS if its meaning is given by rules
in the GSOS format.
An Ordered SOS (or OSOS, for short) process language is a tuple (, A,R,<), where
 is a finite set of operators, A ⊆ Actσ , R is a finite set of rules for operators in , written
as rules(), such that all actions mentioned in the rules belong to A, and < is an ordering
on rules(). An operator is OSOS if its meaning is given by rules in the OSOS format.
Given an OSOS process language G = (, A,R,<), we associate a unique transi-
tion relation → with G. Full details are given in [53]; we only recall the basics. Let
d : T () → N be a function which specifies the depth of ground terms over . Function
d is defined inductively as follows: d(p) = 0 if p is a constant, and d(f (p1, . . . , pn))
= 1 + max{d(pi) | 1  i  n} otherwise.
Definition 13. Given an OSOS process language (, A,R,<), we associate with it a tran-
sition relation, →⊆ T () × A × T (), which is defined as →=⋃l<ω →l , where transi-
tion relations →l⊆ T () × A × T () are
p
χ→ p′ ∈→l iff d(p) = l and
∃r ∈ R, ∃ρ. (ρ(con(r)) = p χ→ p′ and
ρ(pre(r)) ⊆⋃k<l →k and
∀r ′ ∈ higher(r). ρ(pre(r ′)) ⊆⋃k<l →k).
The definition states that a rule r can be used to derive a transition p χ→ p′ if r is
enabled at p, i.e. p χ→ p′ coincides with the conclusion of r under some substitution ρ, all
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premises of r are valid under ρ and no rule in higher(r) is applicable. The last means that
each rule in higher(r) has a premise which is not valid under ρ:
Definition 14. Let r ∈ rules(f ) and pre(r) = {Xi χij→ Yij | i ∈ I, j ∈ Ji}. Rule r applies
to f (u) if and only if ui
χij→ for all relevant i and j . Rule r is enabled at term f (u) if and
only if r applies to f (u) and all rules in higher(r) do not apply.
Having defined the transition relation for G, the LTS for G is (T (), A,→). Thus,
eager bisimulation, its rooted and timed rooted versions are defined over this LTS as in
Definitions 2, 4 and 32 (Section 3.4), respectively.
Example 15. Operational definitions in terms of OSOS rules with orderings can be given
alternatively in terms of GSOS rules with negative premises. Consider the sequential com-
position operator ; from Example 8. It can be defined by simple OSOS rules
X
a→ X′
X;Y a→ X′;Y
ra∗,
Y
c→ Y ′
X;Y c→ Y ′
r∗c
together with the ordering < on rules defined by r∗c < ra∗ for all a and c. Note that by
the GSOS rules p; q can perform an initial action of q if p a for all a. Using the OSOS
rules, p; q can perform an initial action of q if rule r∗c is enabled at p; q. This is when
r∗c applies to p; q, and all rules ra∗ (i.e. rules higher than r∗c) do not apply. The second
condition means that p a for all a.
The priority operator θ from Example 8 can be defined equivalently by OSOS rules
equipped with an ordering to represent the priority order on actions. The rules for the
OSOS version of θ are, one for each a,
X
a→ X′
θ(X)
a→ θ(X′)
ra
and the ordering < is ra < rb for all a and b ∈ Ba , i.e. for all b such that a  b. The
ordering prescribes that rule ra can be applied to derive a transition of θ(P ) if no rule with
higher priority, e.g. rb, can be applied to θ(P ).
2.3. GSOS = OSOS
The expressiveness results in [53] show that in general OSOS rules with orderings have
the same effect as GSOS rules with negative premises. For the illustration we recall two
methods for reformulating arbitrary GSOS process languages as OSOS process languages.
Also, we explain briefly how arbitrary OSOS process languages can be redefined as GSOS
process languages. We give an example of a popular operator whose OSOS formulation
is superior to its GSOS formulation.
When we say that a process language can be reformulated, or equivalently expressed,
as another process language, we mean that the two process languages determine the same
LTS. Often it is more convenient to discuss individual operators or groups of operators
rather than whole process languages, for example in Section 5 or in Example 15. In the
latter, we consider the GSOS and OSOS versions of ; and θ . In such cases we implicitly
assume that each version of the operator is a part of a simple process language that also
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contains the CCS prefixing, + and 0 (or their time preserving extensions). Note that these
operators are both GSOS and OSOS. Hence, the GSOS ;, the prefixing, + and 0 form a
GSOS process language, the OSOS version of ; together with the last three operators form
an OSOS process language, and LTSs for these process languages can be computed and
compared.
Most of the popular process operators that are defined (or may be defined) by rules with
negative premises (GSOS rules or ntyft/ntyxt rules [16,22]) have OSOS formulations which
are as natural and efficient as those of the sequential composition and the priority operators
discussed above. To mention just few such operators we have the priority choice in [51],
action refinement operator [53], hide operator of ET-LOTOS [31], several delay operators
[5,9,27,39], and several timed extensions of traditional operators: parallel composition of
TPL (Example 17), and hiding and sequential composition of CSP with time [43,45].
Not all OSOS formulations of general GSOS operators (although we cannot think of a
widely used such operator) are so neat, where a GSOS operator is equivalently expressed
as an OSOS operator. Some contrived GSOS operators cannot be expressed as OSOS oper-
ators but only as simple OSOS terms. For completeness the following example illustrates
two methods, introduced in [53], for reformulating GSOS operators in the OSOS format:
the first uses orderings which are arbitrary relations, for example not irreflexive, and the
second uses irreflexive and transitive orderings. Hence, the second method shows that arbi-
trary GSOS operators, no matter how unusual, have pleasant and in intuitive formulations
in terms of OSOS simple terms.
Example 16. Let a GSOS operator g be defined by a single rule r below.
X
a→ X′ Y b
g(X, Y )
a→ 0
.
As g has no rule with the premise Y b→ Y ′, we see no other way to redefine g but to use
auxiliary rules and appropriate orderings. We give two different definitions of g within the
OSOS format. Firstly, consider the rules
X
a→ X′
g(X, Y )
a→ 0
ra∗,
Y
b→ Y ′
g(X, Y )
b→ 0
r∗b,
which are ordered by ra∗ < r∗b. If q
b
 and p a→, then it is clear that g(p, q) a→ by rule
ra∗. But, when q
b→, we obtain g(p, q) b→ by r∗b. This transition cannot be derived using
the GSOS definition. To stop this, we impose r∗b < r∗b which makes r∗b never enabled at
g(p, q). Notice that the ordering is not irreflexive.
Secondly, we shall use an auxiliary restriction operator instead of the auxiliary rules
that are above themselves and thus never enabled. Operator g is defined by ra∗ above and
the rule r∗error below. The rules for the restriction operator “\error”, one for each a in Act,
are given below, where error is a new action not in Act.
Y
b→ Y ′
g(X, Y )
error−→ 0
r∗error,
X
a→ Y
X \ error a→ Y \ error
.
The ordering on rules for g is ra∗ < r∗error. Moreover, the ordering is irreflexive and
transitive. If q b→, we obtain g(p, q) error−→ by r∗error. To prevent this, we apply \error at
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the outermost level. Hence, g(X, Y ) is translated to g(X, Y ) \ error. It can be checked that
the process g(p, q) \ error has the same behaviour as the original GSOS process g(p, q).
Next, we recall a method from [53] for reformulating OSOS operators in terms of GSOS
rules. Suppose that f is an n-ary OSOS operator with set of ordered rules Rf . For each
r ∈ Rf we show how to construct the set R′f (r) of GSOS rules for f which has the
same effect as {r} ∪ higher(r). Then, the set R′f of GSOS rules for f is
⋃
r∈Rf R
′
f (r). If
higher(r) = ∅, then clearly R′f (r) = {r}. Otherwise, assume higher(r) = {rk | 1 
k  m}. If one of the rules in higher(r), say r ′, has no premises, then rule r is never
enabled because r ′ is always applicable. Thus, R′f (r) = ∅. If none of the rules in higher(r)
has empty premises, then R′f (r) consists of GSOS rules of the following form.
pre(r) ∪ {¬Tk | k ∈ {1, . . . , m} ∧ Tk ∈ pre(rk)}
con(r)
.
The set of negative premises in any rule in R′f (r) consists of m negative transitions ¬Tk ,
where each Tk is one of the (positive) premises in rk ∈ higher(r). We easily calculate that
R′f (r) has
∏m
k=1 nk rules, where nk  1 is the number premises in rk ∈ higher(r). Thus,
when m and some ki are greater than 1 it is clear that the fragment of the definition for f
consisting of r and higher(r) is more concise than the corresponding fragment R′f (r).
Example 17. Consider Hennessy and Regan’s Temporal Process Language (TPL) [27]. It
has a delay operator “ ( )” defined by the following GSOS rules, where a is any visible
action and the action σ denotes the passage of one time unit.
X
a→ X′
X(Y ) a→ X′
,
X
τ→ X′
X(Y ) τ→ X′
,
X
τ

X(Y ) σ→ Y
.
The OSOS formulation of  ( ) is straightforward. The OSOS rules are
X
a→ X′
X(Y ) a→ X′
,
X
τ→ X′
X(Y ) τ→ X′
τ 1, X(Y ) σ→ Y σ∅
and the ordering is σ∅ < τ 1. The parallel composition operator “‖” of TPL is an extension
of the CCS parallel with the following (non-GSOS) ntyft rule.
X
σ→ X′ Y σ→ Y ′ X ‖ Y τ
X ‖ Y σ→ X′ ‖ Y ′
.
We claim that the OSOS formulation of the operator is neater that the GSOS formu-
lation. The above rule requires that p ‖ q can pass time if both p and q can pass time,
are stable and cannot communicate. The operator has the following OSOS formulation.
Its rules are precisely the CCS rules (we only display communication rules raa) together
with the following timed rule rσ ,
X
a→ X′ Y a→ Y ′
X ‖ Y τ→ X′ ‖ Y ′
raa,
X
σ→ X′ Y σ→ Y ′
X ‖ Y σ→ X′ ‖ Y ′
rσ ,
which is placed below all the rules for ‖ with the action τ , namely the two τ -rules and
all the communications rules raa . The GSOS formulation of the operator, following the
method described above, consists of the standard CCS rules together with the rules of the
form
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X
σ→ X′ Y σ→ Y ′ X τ Y τ {¬Ta | a ∈ Act \ {τ } ∧ Ta ∈ pre(raa)}
X ‖ Y σ→ X′ ‖ Y ′
,
where the premise ¬Ta for a fixed a is either X a or Y a. Comparing the two definitions,
we note that the OSOS formulation uses one timed rule rσ and the ordering which places
rσ below all the rules for ‖ with the action τ , whereas the GSOS formulation uses 2k timed
rules, where k =| Act \ {τ, σ } |.
2.4. OSOS process languages for rooted eager bisimulation
Finally, we recall the definition of a subclass of OSOS process languages whose oper-
ators preserve ∼r . We define several conditions that restrict the structure of OSOS rules
and the orderings on such rules, and show that if OSOS operators satisfy these conditions,
then they preserve ∼r . We shall need the following notions.
Among the transition rules we shall be particularly interested in rules which describe
the unobservable behaviour of processes in terms of the unobservable behaviour of their
components. We shall call such rules the silent rules: a rule r is a silent rule if act(r) = τ
and actions(r) = {τ }. The most widely used silent rules are τ -rules, also called patience
rules, [12]. The τ -rule for the ith argument of f , denoted by τfi or simply by τi if f is
clear from the context, has the form
Xi
τ→ X′i
f (X1, . . . , Xi, . . . , Xn)
τ→ f (X1, . . . , X′i , . . . , Xn)
.
The set of τ -rules for a rule r for f (or for f itself) consists of all τi such that i ∈ active(r)
(or i ∈ active(f )).
The second form of silent rules we shall consider are the silent choice rules. The silent
choice rule for the ith argument of f , denoted by τf,i , simply by τ i if f is clear from the
context, has the form
Xi
τ→ X′i
f (X1, . . . , Xi, . . . , Xn)
τ→ X′i
.
Notation. We shall write tauf (i), or simply tau(i) if f is clear from the context, to
denote either τfi or τf,i . Also, in several conditions in Section 4 where f is clear from the
context, we shall write silent(r) to mean that rule r is either a τ -rule or a silent choice rule
for one of the active arguments of f .
A silent choice rule is an instance of a more general form of rules called choice rules.
Given n-ary operator f , a rule is a choice rule for f and i (its ith argument) if it has the
following form, where α is any action:
Xi
α→ X′i
f (X1, . . . , Xi, . . . , Xn)
α→ X′i
.
Examples of choice rules are the rules for + of CCS, the rule for the second argument
of; and the first two rules for the delay operator in Example 17. An example of operator
with silent rules that we do not cover in this paper is the ACP left-merge.
Certain occurrences of process variables in rules are called copies. They can be divided
into explicit and implicit copies [48,53]:
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Definition 18. Given a rule r as in Definition 9, the explicit copies are the multiple occur-
rences of variables Yij in C[X,Y ] and the multiple occurrences of variables Xi , for i /∈ I ,
in C[X,Y ]. The implicit copies are the multiple occurrences of Xi in the premises of r , i.e.
when | Ji |> 1, and the occurrences, not necessarily multiple, of variables Xi in C[X,Y ]
when i ∈ I . The set of all implicit copies of process variables in a rule r for a given operator
f is denoted by implicit-copies(r).
Consider the following rule rh:
X1
a11→ Y11 X1 a12→ Y12 X2 a21→ Y21
h(X1, X2, X3, X4)
a→ g(X2, X3, X3, X4, Y11, Y11)
.
This rule is a recipe for working out all the a-derivatives of process terms of the form
h(p1, p2, p3, p4). In order to derive the a transition of h(p1, p2, p3, p4), the arguments
p1, p2, p3 and p4 must have transitions described in the premises. For example, p1 (as
substituted for X1) must be able to perform both a11 and a12. In order to verify this we need
two copies of p1. Since we start with only one copy of each argument in h(p1, p2, p3, p4)
the rule implicitly assumes that there are further copies of the first argument. Moreover,
the rule implicitly assumes that there are two copies of the second argument: one of them
is used to verify that p2 can perform a21 and another one is needed as the first argument of
g. Therefore, copies of variables X1 and X2 are implicit.
There are also multiple occurrences of variables X3, X4 and Y11 in rh. We notice that
X4 is not used in verifying the premises and that it is simply passed to g. Therefore, only
one instance of it is needed and so we do not count multiple occurrences of variables
like X4 as copies. As for X3 and Y11, we explicitly make copies of these variables as
we apply the rule. Copies of variables X3 and Y11 are explicit. The transition a is the
cost of making these copies, whereas copies of X1 and X2 are there for ‘free’. It can
be seen in [48,53] that some operators with rules with implicit copies do not preserve
branching and eager bisimulations, but operators with rules with explicit copies preserve
these relations.
We are ready to recall the definition of a general class of OSOS process languages
whose operators preserve ∼r . The class is called rooted eager bisimulation ordered or rebo
for short. Consider conditions in Fig. 1. The conditions are for an arbitrary OSOS operator
f , < is the ordering on the rules for f , r and r ′ range over rules(f ). τ(i) stands for either
τi or τ
i
, which are the τ -rule and silent choice rule for the ith argument of f , respec-
tively. All the conditions are (implicitly) universally quantified over i, and r and r ′ where
appropriate. The conditions are a slight modification of those that appeared in [55].
Definition 19. Let f be an OSOS with active(f ) /= ∅. The operator f is τ -preserving if
the set of its rules and the ordering on the rules satisfy (1)–(8). The operator f is τ -sensitive
if it has a silent choice rule for one of its active arguments and the set of its rules and the
ordering on the rules satisfy (1)–(2) and (4)–(8).
An OSOS process language is rooted eager bisimulation ordered (rebo) if its signa-
ture can be partitioned into three groups: operators with no active arguments, τ -preserv-
ing operators and τ -sensitive operators, and the targets of all rules, except for the τ -rules
of τ -sensitive operators, do not contain τ -sensitive operators. Operators of rebo process
languages are called rebo operators.
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if τ ∈ actions(r, i) then r = tau(i) (1)
if i ∈ active(f ) then tau(i) ∈ rules(f ) and
(either tau(i) = τi or tau(i) = τ i) (2)
if i ∈ active(f ) then tau(i) = τi (3)
if i ∈ active(r) and tau(i) = τ i then r is a choice rule (4)
not (tau(i) < tau(i)) (5)
if r ′ < r and i ∈ active(r) then r ′ < tau(i) (6)
if tau(i) < r and i ∈ active(r ′) ∪ active(higher(r ′)) then r ′ < r (7)
if i ∈ implicit-copies(r) then r < tau(i) (8)
Fig. 1. Conditions for τ -preserving operators and τ -sensitive operators.
The τ -rules for any operator f that are guaranteed by conditions (2)–(3) shall be hence-
forth called the τ -rules associated with f . Correspondingly, given any rule r for f , all
τ -rules τi for f such that i ∈ active(r) shall be called the τ -rules associated with r . More
generally, using condition (2), we define the silent rules associated with f and the silent
rules associated with r for f in the corresponding fashion.
The conditions in Fig. 1 can be grouped into the conditions on the structure of rules:
(1)–(4), and the conditions on the orderings on rules: (5)–(8). Condition (1) requires that
τ -rules or silent choice rules are the only rules with actions τ in the premises. Condition (2)
insists that for each active argument of an operator there is a silent rule for that argument
among its rules, and that silent rule is either a silent choice rules or a τ -rules. If the silent
rule for active ith argument of a rule is a silent choice rule, then (4) insists that the rule itself
must be a choice rule. We group operators into τ -preserving and τ -sensitive operators. We
require that silent rules associated with τ -preserving operators are purely τ -rules (condition
(3)), and silent rules associated with τ -sensitive operators could be either τ -rules or silent
choice rules: (2).
Remark 20. In the rest of the paper, when we say silent rules we shall mean, due to the
above conditions, either τ -rules or silent choice rules.
Condition (5) insists that silent rules are always enabled: putting a silent rule below
itself will disable it forever, thus is disallowed. The intuition for (6) is that before we apply
r ′ we must check that all rules with higher priority, and thus their associated silent rules,
are not applicable. Condition (7) requires that if a rule disables a silent rule for argument
i, then it also disables all rules with active i (call this set R), and all other rules with active
i that are below the rules in R. Finally, (8) allows only implicit copies of stable arguments.
Conditions in Fig. 1 were introduced in [53,55] to help to define subclasses of OSOS
process languages that preserve divergence sensitive versions of eager bisimulation and
branching bisimulation, and their rooted versions. Examples were also given in the above
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references that demonstrate that the conditions could not be relaxed without compromising
the relevant congruence results, except perhaps for allowing some other types of silent
rules. Because of the importance of (5)–(7) we present several examples, based on the
examples in [53], which show that these conditions cannot be dropped or relaxed.
A careless ordering on rules may change the unobservable and the independent of the
environment character of silent actions. Consider a version of the interleaved parallel com-
position operator “‖” defined by the rule schemas below, where a is any action in Vis,
together with τ -rules τ1 and τ2 which are not shown.
X
a→ X′
X ‖ Y a→ X′ ‖ Y
ra∗,
Y
a→ Y ′
X ‖ Y a→ X ‖ Y ′
r∗a.
The ordering is defined by τ2 < ra∗ for all actions a. Consider rooted eager bisimulation
(or rooted branching bisimulation) equivalent processes a.b.0 and a.τ.b.0. It is easy to see
that these processes can be distinguished by ‖: we have c.0 ‖ a.b.0 ab→ but c.0 ‖ a.τ.b.0 a→
c.0 ‖ τ.b.0 τ since τ2 < rc∗. In order to prevent such orderings we might require
if r is a τ -rule then higher(r) = ∅.
The intuition here is that τ -rules should not have lower priority. But, although the con-
dition is intuitive it is also quite restrictive. Consider a binary operator f such that the
behaviour of f (p, q) initially depends on the behaviour of the first subprocess only, as in
the case of the sequential composition operator. This may be defined by placing some rules
with the first argument in the premises above τ2. We allow such orderings provided that all
rules which are above τ2 are also above all the rules with active second argument. A better
candidate for the condition might be as follows:
if τi < r and i ∈ active(r ′) then r ′ < r.
When orderings are transitive relations, the above condition is what is needed. In gen-
eral, however, the condition is too weak. This is best illustrated by the following example:
Consider operators g and f defined by the following rules, where a and c are particular
actions in Vis,
Y
a→ Y ′
g(X, Y )
a→ f (X, Y ′)
,
Y
τ→ Y ′
g(X, Y )
c→ g(X, Y ′)
,
X
a→ X′
f (X, Y )
a→ 0
ra.
Y
c→ Y ′
f (X, Y )
c→ 0
rc
together with the associated τ -rules for f which we denote by τ1 and τ2. There is no
ordering on the rules for g, and the ordering on the rules for f is as follows. Note that the
ordering is not transitive.
rc < ra, τ1,
τ2 < ra, τ1,
ra < rc, τ2.
We easily check that < satisfies the above condition. Now consider rooted eager bisim-
ilar processes a.0 and a.τ.0, and the processes g(a.0, a.0) and g(a.0, a.τ.0). We have
g(a.0, a.0) a→ f (a.0, 0) and f (a.0, 0) a→ by ra since rc and τ2 are not applicable as
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0 τ c. But, after g(a.0, a.τ.0) a→ f (a.0, τ.0) we have f (a.0, τ.0) a since ra < τ2 and
τ2 is applicable. Also, f (a.0, τ.0)
τ
 since τ2 < ra and ra is applicable. Hence, although
a.0 and a.τ.0 are equivalent the processes g(a.0, a.0) and g(a.0, a.τ.0) are not.
Since τ2 < ra we expect, by the above condition, ra to be above all rules with active
second argument. In order to cover for the lack of transitivity, it is also reasonable to expect
ra to be above all rules which are below some rules with active second argument. Since
ra < τ2, this would mean ra < ra , and thus making f (a.0, 0) and f (a.0, τ.0) equivalent.
The above condition guarantees this when the ordering is transitive. However, we do not
assume transitivity in general, and so we strengthen the condition as follows, and thus
obtain condition (7), where tau(i) is either τi or τ i :
if tau(i) < r and i ∈ active(r ′) ∪ active(higher(r ′)) then r ′ < r.
Notice that (7) implies the following limited form of transitivity:
if r ′ < tau(i) < r then r ′ < r.
Returning to the operator f above, since τ2 < ra and 2 ∈ active(higher(ra)) we deduce
ra < ra by (7). Thus, f (a.0, 0) a, and the pairs of processes f (a.0, 0) and f (a.0, τ.0),
and g(a.0, a.0) and g(a.0, a.τ.0) are equivalent.
Unlike our first attempt, condition (7) does not prohibit a τ -rule to be above itself. In or-
der to see that this is problematic, consider the CCS-like renaming operator “[R]” which re-
names a by b. The ordering on its rules satisfies τ1 < τ1 and condition (7). Thus, τ1 is above
all action rules for [R]. As a result, although a.a.0 and a.τ.a.0 are rooted eager bisimula-
tion equivalent the processes (a.0)[R] and (τ.a.0)[R] are not: (a.a.0)[R] b→ (a.0)[R] b→
but (a.τ.a.0)[R] b→ (τ.a.0)[R] τ since τ1 is never applicable and so (τ.a.0)[R] b. In
order to stop this, we impose the following condition (5) which requires that τ -rules and
silent choice rules are never disabled.
not (tau(i) < tau(i)).
There are operators which are definable by ordered rules satisfying conditions (7) and
(5) but which are not well behaved. Consider the priority operator θ from Example 15
which gives b priority over a, i.e. a  b, hence ra < rb. Let p = a.0 ‖ b.τ.b.0 and
q = a.0 ‖ b.b.0, where ‖ is the CCS parallel. Clearly, p and q are rooted eager bisimula-
tion equivalent. However, we have θ(p) b→ θ(a.0 ‖ τ.b.0) a→ θ(0 ‖ τ.b.0) since ra is not
disabled by τ1, and θ(q)
b→ θ(a.0 ‖ b.0) a. In order to repair this it is enough to require
ra < τ1, i.e. that silent rules for active arguments of rules higher than a rule (ra) must also
be above the rule. This is condition (6):
if r ′ < r and i ∈ active(r) then r ′ < tau(i).
The intuition here is that before we apply r ′ we need to make sure that no other rule
with higher priority, including silent rules, can be applied. In order to see that they are not
applicable notice that their active arguments need to be stable.
Example 21. In the setting with silent actions the rebo definition of the sequential com-
position ; is obtained by adding to the OSOS definition from Example 15 two silent rules
below and ordering them appropriately.
X
τ→ X′
X;Y τ→ X′;Y
τ1,
Y
τ→ Y ′
X;Y τ→ Y ′
τ 2.
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The first rule is a τ -rule and the second is a silent choice rule. The ordering is extended
to include τ 2 < τ1. Also, it must satisfy the conditions of Definition 19: τ 2 < ra∗ for all a
by (7), and r∗c < τ1 for all c by (6).
rebo process languages are descendants of process languages for eager bisimulation
preorder introduced in [52,53]. The idea of partitioning process operators into two groups,
where one of the groups contains τ -sensitive operators, i.e. operators which have no τ -
rules, and using the rooted versions of weak equivalences for process languages with such
operators is due to Bloom [13]. It was employed by Fokkink in [18], and was used in [53].
Most of the popular process operators are rebo: most of the operators are τ -preserving but
some are τ -sensitive. The second group contains the CCS +, our version of ;, the Kleene
star [4,3], delay operator in Example 31, Milner’s interrupt operators [33] and others. Two
exceptions of popular operators which are not rebo are the ACP left-merge operator and
the version of the Kleene star operator in [18]. We claim that the notion of rebo pro-
cess operators can be slightly generalised by employing the wild/tame argument technique
due to Bloom and Fokkink, with a result that the two exceptions are in the generalised
rebo.
Finally, we present the main result of this section. It permits compositionality of spec-
ifications and modularity of verification of systems modelled in rebo process languages.
The proof is given in Appendix A.
Theorem 22. All rebo process languages preserve rooted eager bisimulation.
3. Adding discrete relative time to process languages
In this section we propose a uniform method for extending an arbitrary rebo process
language with the notion of discrete relative time so that the resulting process language
is time deterministic and it preserves a timed version of rooted eager bisimulation. The
extension is achieved in several steps as follows:
1. The basis of a process language with discrete relative time is a rebo process language.
The rebo process language contains no actions σ and no timed rules. It consists of a
chosen standard process operators and a number of additional new operators that are
selected to introduce, alter or stop the passage of time after they are extended with
timed rules.
2. We augment the definitions of the standard operators by adding special timed rules and
by extending the orderings, if necessary, so that the operators preserve the passage of
time. The operators extended in such way shall be called time preserving operators.
3. We augment the definitions of the additional operators which are meant to introduce,
alter or stop the passage of time by adding general timed rules and extending the order-
ings if necessary. Such operators shall be called time altering operators.
The notion of priority level will be used to define the forms of rules for time preserving
and time altering operators, hence is introduced below. Then, we define timed process
languages and timed rooted eager bisimulation relation. Finally, we prove that all timed
process languages preserve timed rooted eager bisimulation and that their processes are
time deterministic.
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3.1. Priority levels
We motivate our method for extending the definitions of rebo operators with discrete
relative time as follows: Following [42,38,59], one may expect that, given a rebo operator
f , it is sufficient to extend the set of rules for f with the following timed rule, where
J = active(f ) and Yi = Xi for i /∈ active(f ).
{Xj σ→ Yj }j∈J
f (X1, . . . , Xn)
σ→ f (Y1, . . . , Yn)
.
Notation. A timed rule of the above form, where J is not necessarily the set of active
arguments of the operator f , will be called a σ -rule and denoted thereafter by σfJ . The set
J indicates which arguments appear in the premises. We will simply write σJ when the
operator is obvious from the context, and when J = {j}, for some j ∈ N, then we simply
write σj for σJ . A timed rule which is not a σ -rule may have an arbitrary term in the target
of the conclusion.
This extension method works for the + and the parallel composition operators of CCS,
and for many other process operators: it guarantees that the time synchrony property holds.
But, the method is not suitable for some operators which are defined by ordered rules or,
alternatively, by rules with negative premises. For example, the sequential composition
operator, which we have defined in Example 15, is given the following rule.
X
σ→ X′ Y σ→ Y ′
X;Y σ→ X′;Y ′
σ{1,2}.
The rule requires X and Y to synchronise on σ contrary to the intention that Y should
only act when X is deadlocked and cannot pass time. Applying the rule, we deduce that
p; q cannot pass time if q cannot pass time, even though p may be able to pass time. This
fails time synchrony.
Another reason why rule σ{1,2} is not suitable is that, when combined with other rules
for the sequential composition, it produces a peculiar ordering on the rules. By conditions
(7) and (6) we obtain σ{1,2} < ra and σ{1,2} < τ1, respectively. As a result, X;Y can only
pass time when X cannot perform any visible or silent actions. Our solution will be to
use two separate σ -rules, one for each argument of ;, instead of σ{1,2}, and to order them
accordingly. In general, an operator will have a timed rule for each of its priority levels.
Condition (2) for an operator f requires that there must be either a τ -rule, τi , or a silent
choice rule, τ i , for each active argument Xi of f .
Definition 23. We say that two active arguments Xi and Xj of f have the same pri-
ority if and only if the silent rules for the arguments are unordered, i.e. tau(i) < tau(j)
and tau(j) < tau(i). If active(f ) /= ∅, then let Levels(f ) be the set of all non-empty sub-
sets K of active(f ) such that, for all K , all members of K have the same priority. When
active(f ) = ∅, then we set Levels(f ) to {∅}. Members of Levels(f ) are called the priority
levels for f .
For example, the two arguments of the CCS choice and parallel composition operators
have the same priority as their τ -rules are unordered with respect to each other. However,
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the arguments of ; do not have the same priority since the τ -rule for the first argument
is above the silent choice rule for the second argument, i.e. τ 2 < τ1.
Note that if K ∈ Levels(f ), then L ∈ Levels(f ) for every non-empty subset L of K .
Also, if K,L ∈ Levels(f ) and K ∩ L /= ∅, then K ∪ L ∈ Levels(f ).
Example 24. We have Levels(+) = Levels(‖) = {{1}, {2}, {1, 2}} as the orderings on the
silent rules for both operators are empty. Since for the sequential composition operator; we
have τ 2 < τ1, we get Levels(;) = {{1}, {2}}.
If L is a priority level, then all its non-empty subsets are also priority levels. A priority
level L for f is maximal if it is not a proper subset of another priority level for f . For
example, {1, 2} is a maximal priority level for the CCS + and ‖ operators. Priority levels
{1} and {2} are not maximal since they are contained in {1, 2}. However, priority levels {1}
and {2} for the sequential composition operator ; are both maximal.
Next, we define a relation ≺f : Levels(f ) × Levels(f ) as follows: for all K,L ∈
Levels(f )
K ≺f L if K /= L and ∀k ∈ K, ∃l ∈ L. ( tau(k) < tau(l) or k = l).
When f is clear from the context, we abbreviate ≺f by ≺. So, K ≺ L holds if, infor-
mally, the elements of K have lower priority than, or are, the elements of L. For example,
consider the priority levels of ;. We have {2} ≺ {1} since τ 2 < τ1. For the priority levels
of + we have {2} ≺ {1, 2} since {2} ⊂ {1, 2}. The most crucial use of the relation will be
in the definition of σ -rules for time altering operators. If f is such an operator and K and
L are its priority levels with K ≺f L, then we will insist that σK < σL. This requirement
will be crucial for the time determinacy property.
We define a few more new notions and notations. Although they are only used later on
in Section 4 we introduce them here because they are defined in terms of priority levels.
Let K ↓ L = {k | k ∈ K ∧ ∀l ∈ L. tau(k) < tau(l)}. In other words, K ↓ L is the set of
all k in K which do not have lower priority than any members of L. Note that when K and
L are priority levels and K ⊆ L, we have K ↓ L = K and L ↓ K = L since all members
of L, and thus of K , have the same priority. We have the following straightforward result.
Lemma 25. If K and L are priority levels, then M = K ↓ L ∪ L ↓ K is also a priority
level.
Proof. Assume for contradiction that there exist k and l in M such that tau(k) < tau(l).
Clearly, both k and l are not members of K , and they are not members of L. Without loss
of generality assume that k ∈ K and l ∈ L. Since tau(k) < tau(l) we deduce k /∈ K ↓ L.
Hence, k /∈ M: contradiction. 
Given priority levels K and L, the set K ↓ L ∪ L ↓ K will be called the least
upper priority level of K and L, and will be denoted by lupl(K,L). Clearly, lupl(K,L) =
lupl(L,K). When K and L are priority levels and K ⊆ L, we have lupl(K,L) = L. If
K ⊂ L, then K ≺ lupl(K,L) but not L ≺ lupl(K,L). This is because lupl(L,K) = L and
L ≺ L.
Lemma 26. If K and L are non-empty priority levels and K ∩L = ∅, then K ≺ lupl(K,L)
and L ≺ lupl(L,K).
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Proof. Assume for contradiction that K ≺ lupl(K,L). This means that there is k ∈ K such
that k /∈ lupl(K,L), and there is l ∈ L such that tau(k) < tau(l) and l /∈ lupl(K,L). The
last statement is only valid when tau(l) < tau(k′) for some k′ ∈ K . By (7), tau(l) < tau(k′)
and l ∈ active(higher(tau(k))) implies tau(k) < tau(k′), which contradicts the fact that
k, k′ ∈ K , i.e. k and k′ have the same priority. 
One of the consequences of the above lemmas is that for every rebo operator f there is
the top priority level for f , i.e. a priority level L such that L ≺ K for every priority level K
for f . We denote L as top(Levels(f )) and we shall use it in the conditions for the urgency,
patience and timelock freeness properties in Section 4.
3.2. Time preserving operators
In this subsection we specify how to extend an arbitrary rebo process operator into a
time preserving operator.
Definition 27. Given a rebo operator f and an OSOS operator f ′, with the sets of rules R
and R′ and the orderings < and <′, respectively, and with no σ actions in R, the operator
f ′ is the time preserving extension of f if
1. R′ = R ∪ Rσ , where Rσ = {σJ | J ∈ Levels(f ) ∧ J is maximal}.
2. <′ is the least ordering that contains < ∪ <σ,σ ∪ <τ,σ and satisfies conditions (6) and
(7), where <σ,σ and <τ,σ are
(2.a) <σ,σ= {(r, r ′) | r, r ′ ∈ Rσ ∧ active(r) ≺ active(r ′)},
(2.b) <τ,σ= {(tau(k), r) | r ∈ Rσ ∧ ∀l ∈ active(r). tau(k) < tau(l)}.
An operator is time preserving if it is the time preserving extension of some rebo operator.
Note that since timed rules of time preserving operators are σ -rules the orderings in
(2.a) and (2.b) above can be defined more specifically as
<σ,σ= {(σK, σL) | K,L ∈ Levels(f ) ∧ K ≺ L}
<τ,σ= {(tau(k), σL) | ∀l ∈ L. tau(k) < tau(l)}.
However, because Definition 30 below employs corresponding orderings, we keep the
more general form of definitions. Moreover, we shall argue that time preserving opera-
tors are a special form of time altering operators that we define in the next subsection.
This argument will be easier and more clear with the adopted more general form of these
definitions.
Example 28. Time preserving extensions of popular process operators are obtained sim-
ply by adding the σ -rules for all maximal priority levels for the operators. For example,
for the + and parallel composition operators of CCS we add the following σ -rules for the
maximal priority level {1, 2}.
X
σ→ X′ Y σ→ Y ′
X ‖ Y σ→ X′ ‖ Y ′
σ
||
{1,2},
X
σ→ X′ Y σ→ Y ′
X + Y σ→ X′ + Y ′
σ+{1,2}.
Notice that the rules guarantee that composite processes constructed with + and ‖ can
pass time provided that both argument components can pass time. Moreover, the passage
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of time does not change the availability of actions. Thus, time synchrony holds: time passes
in the composite process if all components with the same priority pass time.
The sequential composition operator ; has two maximal priority levels, namely {1} and
{2}, so to achieve its time preserving extension we add two σ -rules:
X
σ→ X′
X;Y σ→ X′;Y
σ1,
Y
σ→ Y ′
X;Y σ→ X;Y ′
σ2.
Since {2} ≺ {1} the new ordering on the rules for the time preserving version of ; con-
tains σ2 < σ1 by (2.a). As ; is τ -preserving, condition (7) requires σ2 < ra∗ since τ2 < ra∗.
Also, (6) requires σ2 < τ1 since σ2 < ra∗. Moreover, we also need τ2 < σ1 by (2.b), and
r∗a < σ1 by condition (7). The ordering is thus as follows:
r∗a < ra∗, τ1, σ1,
τ 2 < ra∗, τ1, σ1,
σ2 < ra∗, τ1, σ1.
The prefixing operators have no active arguments, so their time preserving versions are
obtained by adding rules σα.∅ : α.X
σ→ α.X for each α ∈ Act. Correspondingly, the time
preserving version of the deadlocked process operator 0 has one rule σ0∅ : 0
σ→ 0.
Notice that time preserving versions of rebo operators are not necessarily rebo operators
themselves. Time preserving extension of + is not a rebo operator because, although it is
τ -sensitive, + appears in the target of the conclusion of its σ -rules: this is not allowed by
Definition 19.
Not all existing process languages with time have the standard operators extended with
time in the above way.
Example 29. In ACP with discrete relative timing and without immediate deadlock [9,10],
the passage of time can resolve the choice. If instead of m time units, for m ∈ N, we use
σ , the rules for + become
X
σ→ X′ Y σ
X + Y σ→ X′
,
X
σ
 Y
σ→ Y ′
X + Y σ→ Y ′
,
X
σ→ X′ Y σ→ Y ′
X + Y σ→ X′ + Y ′
.
We call this form of time synchrony maximal time synchrony: time passes in the com-
posite process if all components that can pass time do pass time. Using the OSOS approach
the above rules can be equivalently given as
X
σ→ X′
X + Y σ→ X′
σ{1},
Y
σ→ Y ′
X + Y σ→ Y ′
σ{2},
X
σ→ X′ Y σ→ Y ′
X + Y σ→ X′ + Y ′
σ{1,2},
with σ{1}, σ{2} < σ{1,2}. This version of + is not time preserving according to our definition
but, as will be seen in the next subsection, it is time altering.
3.3. Time altering operators
In this subsection we propose a uniform method for defining time altering operators. We
require that time altering operators preserve timed rooted eager bisimulation and the time
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determinacy property. These requirements restrict considerably the structure of timed rules
and the orderings on rules for such operators. We motivate and derive these restrictions
below.
The simplest operator that introduces the passage of time is a delay operator σ.X
[7,27,39,59] defined as follows:
σ.X
σ→ X.
Clearly, σ. is rebo. There are many other operators that introduce or alter the passage of
time [6,7,26,27,39,42,44,59]. We shall discuss most of these operators in the later sections
of this paper.
In general, when defining time altering operators, we will not use rules which change
ordinary actions into timed actions, and vice versa. Such rules, if used, can distort the
intended difference between timed and ordinary actions, and as a result can fail some
desirable timed properties. We illustrate this with an example. Consider operator g which
renames every action a of its only argument to σ and leaves other actions intact. The
defining rules are as follows:
X
a→ X′
g(X)
σ→ g(X′)
,
X
χ→ X′
g(X)
χ→ g(X′)
χ /= a.
Operator g is unsafe because it does not preserve time determinacy. For, g(a.b + a.c)
can perform σ actions to several syntactically different processes, for example, g(b) and
g(c). Overall, we require that only actions σ can appear in the timed rules of time altering
operators.
Next, we propose further restrictions on timed rules and on orderings on such rules so
that operators preserve time determinacy. Let an operator h be defined by the following
rules.
X
σ→ X′
h(X, Y )
σ→ t1
r1,
Y
σ→ Y ′
h(X, Y )
σ→ t2
r2.
Consider h(p, q) with p σ→ p′, q σ→ q ′ and p′ = q ′. Clearly, if neither r1 < r2 nor
r2 < r1, then h(p, q) is not time deterministic if t1 and t2 are different open terms. One
can think of two restrictions to deal with operators such as h: either demand a timed rule
r{1,2} for f in addition to the rules above with r1, r2 < r{1,2}, or require t1 = t2 up to a
change of process variables. In our view the second option is not so useful, so we shall
only adopt the first. A general formulation of the first alternative will require the usage of
the predicate lupl introduced in the previous subsection.
The discussion so far suggests that a given process f (p) is time deterministic if, in the
presence of general timed rules and non-trivial orderings on rules, there is only one timed
rule enabled at f (p). This is precisely the motivation for condition (9) in Definition 30: it
adjusts the number and the form of timed rules, and the orderings on timed rules for time
altering operators.
In general, rules for time altering operators can differ in two ways from rules for time
preserving operators. Firstly, time altering operators may use timed rules of general form
(including rules with implicit copies) whereas time preserving operators must use σ -rules
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which have a very restrictive form. Secondly, the ordering on timed rules for time altering
operators are less restrictive than those for time preserving operators.
Definition 30. Given a rebo operator f and an OSOS operator f ′, with the sets of rules R
and R′ and the orderings < and <′, respectively, and with no σ actions in R, the operator
f ′ is the time altering extension of f if
1. R′ = R ∪ Rσ , where Rσ = {r | r is a timed rule ∧ (active(r) ∈ Levels(f ) ∨ active(r)
= ∅)}.
2. <′ contains < ∪ <σ,σ ∪ <τ,σ and satisfies conditions (6), (7) and (8), where <σ,σ and
<τ,σ are
(2.a) <σ,σ= {(r, r ′) | r, r ′ ∈ Rσ ∧ active(r) ≺ active(r ′)},
(2.b) <τ,σ= {(tau(k), r) | r ∈ Rσ ∧ ∀l ∈ active(r). tau(k) < tau(l)},
and if f ′ satisfied the following additional condition (9). For all r and r ′ in Rσ
if r <′ r ′ and r ′ <′ r then ∃r ′′ ∈ Rσ . (r, r ′ <′ r ′′ and
active(r ′′) = lupl(active(r), active(r ′))). (9)
An operator is time altering if it is the time altering extension of some rebo operator.
Condition (9) has been motivated by the example of the operator h above. It is needed
because there are timed operators which do not satisfy it, and thus fail time determinacy.
The examples are the timed version of the ACP + [21] and the operator ⊕ in [34]. The
timed rules for the first operator are very similar to the rules for the operator h above, of
course with X + Y replacing h(X, Y ), and with X′ and Y ′ replacing t1 and t2, respectively.
The two timed rules are not ordered. However, there is no third time rule, with the active
arguments X and Y , which is above the first two rules as required by (9).
Note that time preserving operators are a special form of time altering operators in the
following sense:
• Set Rσ in Definition 30 contains all the maximal σ -rules for f and all its priority levels,
and no other timed rules.
• The ordering <′ is the least ordering that contains < ∪ <σ,σ ∪ <τ,σ and satisfies the
conditions stated in part 2 of Definition 27.
Moreover, since we have limited the form of timed rules to σ -rules, thus removing the
(remote in practice) possibility of implicit copies in the timed rules, the above ordering <′
satisfies additionally condition (8) as required in part 2 of Definition 30. Also, it is easy to
verify that the above rules and the ordering satisfy condition (9). Hence, time preserving
operators are also time altering. Clearly, the converse is not valid.
Example 31. For all timed operators discussed in [6,7,26,27,39,42,44,59] we can easily
find their time altering versions. This is with a small proviso: the operators’ definitions are
slightly changed by including the associated τ -rules or silent choice rules, and by using σ
in transitions instead of t units of time.
As an example, we give an alternative definition of the delay operator “ ( )” of Tem-
poral Process Language (TPL) of Hennessy and Regan [27]. The original rules for the
operator are as follows:
X
a→ X′
X(Y ) a→ X′
,
X
τ→ X′
X(Y ) τ→ X′
,
X
τ

X(Y ) σ→ Y
.
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Here, we do not need to add any silent rules and we can reuse σ . We redefine  ( ) with
ordered rules instead of rules with negative premises:
X
a→ X′
X(Y ) a→ X′
,
X
τ→ X′
X(Y ) τ→ X′
τ 1, X(Y ) σ→ Y σ∅
and the ordering is σ∅ <′ τ 1. We can easily check that  ( ) is a τ -sensitive operator. The
operator is also time altering:  ( ) is obtained by extending the operator defined by the
first two rules above. Note, the first two rules are unordered. We add rule σ∅, and extend
the ordering. Rule σ∅ is a timed rule with no active arguments. Note that it is not a σ -rule:
firstly, since the first argument of  ( ) is active the rule should have the premise X σ→ X′,
and, secondly, the operator  ( ) does not appear in its target.
As for the ordering <′ required by Definition 30, we have the following. The original
ordering < is empty. The components <σ,σ and <τ,σ are also empty since there is only
one timed rule and  ( ) has only one active argument. The ordering σ∅ <′ τ 1 is the extra
component of <′ permitted by the “contains” phrase in part 2 of Definition 30. Finally,
we easily check that both the rules and the ordering satisfy condition (9).
Notice that  ( ) does not preserve eager bisimulation ∼. But, since  ( ) is a rebo
operator it preserves ∼r .
There are only few timed versions of traditional process operators in the concurrency
literature which are neither time preserving nor time altering. The examples are the + in
[21] and ⊕ in [34]; and the resulting LTSs for these time process languages are not time
deterministic.
3.4. Timed process languages
In this subsection we define a general class of timed process languages and show that
member languages satisfy time determinacy and preserve a timed version of rooted eager
bisimulation.
We begin with the definition of the timed rooted eager bisimulation relation.
Definition 32. Given (P ,Actσ ,→), a relation R ⊆ P × P is a timed rooted eager bi-
simulation if, for all (p, q) ∈ R, the following properties hold.
(Rσ .a1) ∀α. (p α→ p′ implies ∃q ′, q ′′. (q τ⇒ q ′ α→ q ′′ and p′ ∼ q ′′))
(Rσ .a2) p
σ→ p′ implies ∃q ′. (q σ→ q ′ and p′Rq ′)
(Rσ .c1) p⇓ implies ∀α. (q α→ q ′ implies ∃p′, p′′. (p τ⇒ p′ α→ p′′ and p′′ ∼ q ′))
(Rσ .c2) p⇓ implies (q σ→ q ′ implies ∃p′. (p σ→ p′ and p′Rq ′))
We write p ∼tr q if there exists a timed rooted eager bisimulation R such that pRq.
If the LTS we are considering has no actions σ , then ∼tr coincides with ∼r . Otherwise,
∼tr is a proper subset of ∼r : although σ.a ∼r σ.τ.a but σ.a ∼tr σ.τ.a. The root condition not
only applies to the initial states of the two related processes but also to any states that are
reachable from the initial states by performing time transitions.
Definition 33. A process language is called timed rebo, or simply timed process language,
if its operators can be partitioned into time preserving operators and time altering operators,
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and the targets of all timed rules for time altering operators do not contain τ -sensitive
operators.
A typical timed process language consists of two groups of operators. The first group
contains time preserving versions of operators of popular process languages, for example
CCS or CSP or ACP, provided that the operators are rebo. One may also employ new
task specific operators as long as they are the time preserving versions of rebo definable
operators. All these operators pass time in the deterministic fashion, and observe a form of
time synchrony. The passage of time is introduced by operators from the second group,
namely the time altering operators. Only together with operators from the first group,
they create a useful process language with discrete relative time.
The difference between rebo and timed rebo operators is that timed rebo operators
may have rules with targets containing τ -sensitive operators—such rules are forbidden
for rebo operators. These rules are the σ -rules for time preserving operators which are
also τ -sensitive as, for example, the CCS time preserving +. Thus, in general, timed rebo
operators do not preserve rooted eager bisimulation. Consider the mentioned +. We have
σ.a ∼r σ.τ.a but p = σ.a + σ.b ∼r σ.τ.a + σ.b = q since p σ→ a + b and q σ→ τ.a + b,
and clearly a + b ∼ τ.a + b. However, because of the form of σ -rules for time preserving
operators (Definition 27) and a suitably defined timed rooted eager bisimulation, we have
the promised congruence result. However, first, we prove that timed process languages
preserve the time determinacy property.
Theorem 34. Let L be any timed process language and T be its LTS. Then, T satisfies
the time determinacy property.
Proof. We show, by induction on the operator depth of process terms, that given a process
p over T , p
σ→ p′ and p σ→ p′′ imply p′ = p′′. In fact, it is sufficient to show that there
cannot be two different timed rules enabled at p.
If p is a constant, say f , then its SOS rules have no premises and thus no active argu-
ments. When f is time preserving, it has precisely one timed rule: σf∅ : f
σ→ f ; and time
determinacy holds. When f is time altering, it may have several timed rules, possibly
ordered, according to Definition 30. Assume for contradiction that f σ→ f ′ and f σ→ f ′′
are derivable by different timed rules r and r ′, respectively, with active(r) = active(r ′)
= ∅. This means that r and r ′ are enabled at f , and r < r ′ and r ′ < r . Now, we make use
of condition (9). Since lupl(∅, ∅) = ∅, the condition requires a timed rule r ′′ for f with no
active arguments which is above r and r ′. Hence, r ′′ itself or a timed rule higher than r ′′ is
enabled at f (u): contradiction. Hence, f has a unique σ -derivative.
Let p = f (u) where f is an n-ary operator. By the inductive hypothesis, each compo-
nent ui of u which is able to pass time has a unique σ -derivative, say u′i . We show that there
cannot be two timed rules enabled at f (u). Suppose for contradiction that f (u) σ→ p′ is
derived by a timed rule r and f (u) σ→ p′′ by a timed rule r ′, and r and r ′ are different.
Since both r, r ′ are enabled at f (u), we deduce r < r ′ and r ′ < r . We consider active
arguments of r and r ′.
Assume without loss of generality that active(r) = ∅. If f is time preserving, then, by
Definition 27, r is the only timed rule for f with active(r) = ∅. Hence, r = r ′:
contradiction. If f is time altering, then either active(r ′) /= emptyset or active(r ′) = ∅.
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In the first case active(r) ⊂ active(r ′), hence active(r) ≺ active(r ′). By condition (2.a) of
Definition 30 we have r < r ′: contradiction. In the second case we use condition (9). Since
lupl(∅, ∅) = ∅, the condition requires a timed rule r ′′ with no active arguments which is
above r and r ′. As r ′′ has no arguments, r ′′ itself or a timed rule higher than r ′′ is enabled
at f (u): contradiction.
Next, let active(r) /= ∅ and active(r ′) /= ∅. Clearly, active(r) and active(r ′) are priority
levels. By Lemma 25, lupl(active(r), active(r ′)) is also a priority level for f . Hence, by
Lemma 26, active(r) ≺ lupl(active(r), active(r ′)) and active(r ′) ≺ lupl(active(r),
active(r ′)).
If f is time preserving, then it has the σ -rule, say r ′′, for the priority level lupl(active(r),
active(r ′)). If f is time altering, then since r < r ′ and r ′ < r , by condition (9), there must
exist a timed rule, say r ′′, with active arguments lupl(active(r), active(r ′)) which is above r
and r ′. It is clear that in both cases r ′′ is applicable to f (u) to derive a σ transition. Hence,
r ′′ itself or a timed rule higher than r ′′ is enabled at f (u): contradiction.
Thus, we have shown that there is at most one timed rule enabled at f (u). By the
inductive hypothesis, the subterms ui are time deterministic. Hence, f (u) has a unique
σ -derivative. 
Next, we have the congruence theorem for the timed process languages. The proof
is similar to that of Theorem 22 and is given in Appendix B.
Theorem 35. All timed process languages preserve timed rooted eager bisimulation.
4. Properties of timed process languages
Apart from time determinacy, there are several other important timed properties which
are often discussed in the concurrency literature [26,29,38,44,59]. Fig. 2 lists the proper-
ties that we shall consider in this paper. For brevity, we leave out in Fig. 2 the outermost
universal quantifies binding processes p and action a where appropriate. There are other
timed properties which are not considered here. Firstly, there is the time additivity property:
if p s→ p′ and p′ t→ p′′, for some p′ and p′′, then p s+t→ p′′, and vice versa, where s and
t indicate the passage of s and t time units respectively. Since we consider the passage of
time determinacy if p σ→ p′ and p σ→ p′′ then p′ = p′′
timelock freeness p σ→
weak timelock freeness if p⇓ then p σ⇒
maximal progress if p τ→ then p σ
patience if p τ then p σ→
constancy of offers if p σ→ p′ then (p a→ iff p′ a→)
time persistence if p σ→ p′ and p a→ then p′ a→
urgency q τ and q σ, for some q
Fig. 2. Timed properties.
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time in terms of time units, the additivity is trivially satisfied. Secondly, these are finite and
bounded variability properties [38,42].
There are dependencies between some of the properties in Fig. 2.
Lemma 36. The negation of the urgency property is equivalent to the patience property,
and the patience property implies the weak timelock freeness property. Constancy of offers
implies time persistence.
In the following subsections and later on we shall often say that an operator satisfies a
timed property. In most cases this means that, given an n-ary operator f and a property P ,
if a vector of processes p satisfies P , then f (p) also satisfies P . If there is a difference
from this definition, we shall state it clearly.
4.1. Maximal progress
A process satisfies maximal progress if whenever it is able to perform a τ , then it must
not be able to pass time. Recall, that an n-ary operator f satisfies maximal progress if, for
some n-ary vector of processes p that satisfy maximal progress, f (p) τ→ implies f (p) σ.
Let L be any timed process language and T be its LTS. We claim that if all operators f
in L satisfy the following condition, then T satisfies the maximal progress property.
For all rules r and r ′ for f , and all J ∈ Levels(f )
if act(r) = σ and act(r ′) = τ and active(r) ∪ active(r ′) ⊆ J then r < r ′.
Informally, the condition says that for each operator all timed rules must be below all
the rules with the action τ . Although quite intuitive, the condition is too strong and can be
weakened. We illustrate this by analysing two operators, namely the parallel composition
of CCS and the mixed choice operator “” from [48], in the setting of a time preserving
extension of CCS with the delay operator “	” defined below. We begin with the mixed
choice. Informally, p  q is a process which behaves like p or like q, but the choice of q
can only be made internally and independently of the environment. The rules for  are
X
a→ X′
X  Y a→ X′
,
X
τ→ X′
X  Y τ→ X′  Y
τ1,
X  Y τ→ Y
r∅,
X
σ→ X′
X  Y σ→ X′  Y
σ1.
The operator  has the single priority level {1}, hence σ -rule σ1. It has the empty
ordering on its rules. For the maximal progress property to be valid, we need to order the
above rules (as well as rules for other operators of the process language) according to the
condition. The required ordering is σ1 < τ1 and σ1 < r∅. When p and q satisfy maximal
progress, the ordering σ1 < τ1 is spurious. This is because if p
τ→, then p σ by the
maximal progress property. Hence, τ1 is applicable and enabled, but σ1 is not applicable.
Consequently, p  q τ→ and p  q σ. On the other hand, σ1 < r∅ is essential to guarantee
maximal progress. Note that  is time altering.
The situation is somewhat different with a timed version of parallel composition opera-
tor of CCS. Its rules are
X
α→ X′
X ‖ Y α→ X′ ‖ Y
rα∗,
Y
α→ Y ′
X ‖ Y α→ X ‖ Y ′
r∗α,
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X
a→ X′ Y a¯→ Y ′
X ‖ Y τ→ X′ ‖ Y ′
raa¯,
X
τ→ X′
X ‖ Y τ→ X′ ‖ Y
τ1,
Y
τ→ Y ′
X ‖ Y τ→ X ‖ Y ′
τ2,
X
σ→ X′ Y σ→ Y ′
X ‖ Y σ→ X′ ‖ Y ′
σ{1,2},
X
σ→ X′
X ‖ Y σ→ X′ ‖ Y
σ1,
Y
σ→ Y ′
X ‖ Y σ→ X ‖ Y ′
σ2
and the ordering required by (2.a) of Definition 27 is σ1, σ2 < σ{1,2}. According to the
condition, we need to extend the ordering to include σ{1,2} < raa¯, τ1, τ2 and σ1, σ2 <
raa¯, τ1, τ2. Note that this would make the operator time altering. The constraint σ{1,2} < raa¯
is mandatory. For the same reasons as for  above, we do not need the ordering to satisfy
σ{1,2}, σ1, σ2 < τ1, τ2 when p and q satisfy maximal progress. However, unlike for ,
the ordering defined so far satisfies these constraints anyway, whether or not they are
imposed by the condition: Since σ1, σ2 < σ{1,2}, we obtain σ1, σ2 < τ1, τ2 by condition
(6). Correspondingly, from σ{1,2} < raa¯ we deduce σ{1,2} < τ1, τ2.
In general, the full strength of the above condition is required for time altering operators.
Consider the rules for 	:
X
a→ X′
	X
a→ 	X′
ra,
X
τ→ X′
	X
τ→ 	X′
τ1,
	X
σ→ X
rσ .
Without the ordering rσ < τ1, we have 	p
τ→ and 	p σ→ for p that satisfies maximal
progress. This is because rule rσ is always enabled. The problem is solved by ordering τ1
and rσ according to the condition: rσ < τ1.
As a result of this discussion, maximal progress holds under weaker conditions:
Theorem 37. Let L be any timed process language and T be its LTS. If every time preserv-
ing operator f of L satisfies (10) below and every time altering operator g of L satisfies
(11) below, then T satisfies the maximal progress property.
For all rules r and r ′ for f, and all priority levels J for f,
if act(r) = σ and act(r ′) = τ and not silent(r ′)
and active(r) ∪ active(r ′) ⊆ J then r < r ′. (10)
For all rules r and r ′ for g, and all priority levels J for g,
if act(r) = σ and act(r ′) = τ and active(r) ∪ active(r ′) ⊆ J then r < r ′. (11)
Proof. We show, by induction on the operator depth of process terms, that given a process
p over T , if p τ→, then p σ. Let f be an operator of L and let J ∈ Levels(f ).
If p is a constant, say f , then Levels(f ) = {∅}. Since all rules for f have no premises,
they are all applicable. Consider the rules for f . If there are no timed rules or rules with
the action τ , then vacuously maximal progress holds for f . Otherwise, let Rτ be the set of
rules for f with the action τ , and let Rσ be the set of timed rules for f . Condition (10) and
(11) require that every rule r ∈ Rσ is below every rule r ′ ∈ Rτ . Since all rules in Rτ are
applicable, we infer that either f τ, or f τ→ and so no rule in Rσ is ever enabled. In both
cases maximal progress holds.
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Suppose that p = f (p) and f (p) τ→ is derivable by a rule with active arguments in J .
By the inductive hypothesis, all active arguments pj , for j ∈ J , satisfy maximal progress.
There are three cases.
1. f is time preserving and f (p) τ→ is derived by a silent rule tau(i), where i ∈ J . By
the inductive hypothesis, σ -rule σi is not applicable to f (p) as pi
σ
. It may hap-
pen that a σ -rule σI , for I ⊆ J \ {i}, is applicable to f (p). But, since σI < σJ we
obtain σI < tau(j), for all j ∈ J , by condition (6). This includes σI < tau(i), so σI
is not enabled at f (p). Hence, f (p) σ. Notice, that this is the reason why a weaker
condition (10) can be used for time preserving operators.
2. f is time altering and f (p) τ→ is derived by a silent rule tau(i), where i ∈ J . By the
inductive hypothesis, any timed rule with active argument i is not applicable to f (p).
There may be timed rules with active arguments in J \ {i} applicable to f (p), but con-
dition (11) demands that they all are below tau(i), thus not enabled. Among these timed
rules, there may be a rule with empty premises, say r∅, as allowed by Definition 30. If
there are no timed rules higher than r∅, then (6) is not sufficient to deduce r∅ < tau(i)
(see 	 operator above). Thus, (11) is required to make this deduction.
3. f (p) τ→ is derived by a non-silent rule rI , with active arguments I ⊆ J . Conditions
(10) and (11) require r < rI for every timed rule r for f with active(r) ⊆ J . Hence,
since rI is enabled at f (p), no rule r is enabled at f (p), so f (p)
σ
. Note that I may
be empty. 
Example 38. Consider a timed process language which is obtained by putting together
 ( ) from Example 31 and the timed extensions of CCS operators. We easily check that
 ( ) satisfies (11) as it is time altering. We order the rules for the prefixing with τ as
follows: τ.X σ→ τ.X < τ.X τ→ X. Since τ.X τ→ X is always applicable it follows that the
σ -rule is never applicable for processes of the form τ.p. As for the parallel composition
operator, in order to satisfy (10) or (11) we need to put its σ -rules below at least its syn-
chronisation rule. This makes the parallel (and the prefixing with τ ) time altering operators
as there is a non-empty ordering between their timed and action rules. Other operators
of CCS, namely the choice, renaming and restriction, are extended in the time preserving
fashion. Hence, there is no ordering between their silent rules and timed rules. Clearly, this
satisfies (10). Thus, the resulting process language, henceforth called TL, satisfies maximal
progress. TL is also time deterministic by Theorem 34.
ET-LOTOS [30,31] does not satisfy the maximal progress property since the process
i{1};P , whose syntax is explained in Section 5.5, can both idle for one time unit and
perform τ immediately. However, ET-LOTOS satisfies a milder property called the max-
imal progress on hidden actions. This property states that any hidden action must occur
as soon as possible and cannot be delayed. We discuss this property in more detail in Sec-
tion 5.5.
4.2. Urgency
A process is urgent if it is able to perform a visible action without any delay or it is
completely deadlocked. A transition system is urgent if it has an urgent process. Typically,
the passage of time in process languages is introduced by time altering operators, and it is
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these operators that may cause urgency. So, we say that an n-ary operator f is urgent if,
for some n-ary vector of non-urgent processes p, we have f (p) τ and f (p) σ.
In the remainder of this section we shall use a new notation which we now motivate.
Consider a simple timed process language with time preserving 0, prefixing and the sequen-
tial composition operator ; from Example 28. Operator ; has two priority levels {1} and {2},
with {1} being the top priority level. All the rules for the second argument are below the
rules for the first argument, including σ1. As a result, process q is never activated in p; q
for all p and q over the language. More formally, no rule for the second argument for ;
is enabled at p; q for any patient p (i.e. p τ→ or p σ→). This is because either σ1 or the
silent rule τ1 are always enabled at p; q for any patient p. In order to construct an urgent
version of ; we need to disable σ1 and τ1. However, we do not need to disable σ2 or τ2.
More generally, consider an operator f with several priority levels and several timed rules
for each level. In order to make f urgent it is sufficient to disable the “maximal” timed
rule among the timed rules for the top priority level and to disable its non-silent rules
with action τ . Since patience is the negation of urgency, in order to guarantee that a timed
process language is patient we must ensure that no operator has its maximal timed rule
for the top priority level disabled and its rules with τ disabled. Hence, the new notation:
A timed rule r for f is maximal for a priority level J if there is no other timed rule r ′
for f with active(r) ⊆ active(r ′) ⊆ J and r < r ′. Because of the form of timed rules for
time preserving operators, and because of condition (9) for time altering operators, if timed
rules exist for f , then there is the unique maximal timed rule for every priority level for f .
We present two intuitive conditions that guarantee urgency.
For all rules r for f , there exists a rule r ′ for f such that
if act(r) = τ and not silent(r) and active(r) ⊆ top(Levels(f ))
then not silent(r ′) and r < r ′. (12)
For all rules r for f , there exists a rule r ′ for f such that
if act(r) = σ and active(r) ⊆ top(Levels(f ))
then not silent(r ′) and r < r ′. (13)
The first condition says that all rules with action τ , which are not silent rules, with
active arguments among the top priority level are below a certain non-silent rule. Clearly,
the active arguments of that rule are members of the top priority level.
The second condition should be considered in conjunction with condition (9) for time
altering operators. Since in Theorem 39 we only consider the top priority level J , (9)
implies that every timed rule for J , except for the maximal timed rule, has a timed rules
above it. Additionally, (13) requires that the maximal timed rule for J has a non-silent rule
above it. We easily deduce that the active arguments of that non-silent rule belong to J .
Theorem 39. Let L be any timed process language that contains time preserving versions
of CCS 0, prefixing and +, and let T be the LTS generated by L. If there is a time altering
operator f in L, which satisfies conditions (12) and (13), then T satisfies the urgency
property.
Urgent prefixing a:X [34,39] is a time altering urgent operator. Its defining rule is
a:X
a→ X. It has a single priority level ∅, and has no σ -rules and no τ -rules, thus satisfying
432 I. Ulidowski, S. Yuen / Journal of Logic and Algebraic Programming 60–61 (2004) 401–460
(12) and (13). A completely deadlocked process operator called timelock [34,39], which
has no defining rules, is also a time altering urgent operator. Such an operator is needed in
timed process languages with sequential composition as discussed in Example 28. Several
forms of urgent prefixing and deadlocked operators appear in the timed versions of ACP
where sequential composition is defined somewhat differently. They are described in detail
in Section 5.6. The notion of urgency also appears in [17].
Proof. Proof of Theorem 39. Let f be a time altering n-ary operator of L, and let f satisfy
(12) and (13). Assume that J is the top priority level of f . We shall construct two urgent
processes depending on the OSOS definition of f .
If J = ∅, then all rules for f have no premises and are applicable to f (0, . . . , 0). We
can show in the corresponding fashion to the argument below for the case J /= ∅, that
f (0, . . . , 0) is urgent.
Let J /= ∅. If there are no timed rules and no rules with action τ for f , then f (0, . . . , 0)
is urgent. Otherwise, let the maximal timed rule for f and J be rσ , and let Rτ and Rσ be the
sets of non-silent rules for f with action τ and timed rules for f , respectively. Condition
(12) guarantees that there is a set R>τ of non-silent rules for f such that each rule in Rτ is
below a rule in R>τ . Note, R>τ may contain timed rules as well as rules with action τ , and
it must contain at least one rule with a non-τ action. Condition (13) requires that there is a
set R>σ of non-silent rules for f such that each rule in Rσ is below a rule in R>σ . Note,
R>σ may contain timed rules as well as rules with action τ , and it must contain at least one
non-timed rule. Let K be the set of all active arguments of the rules in R>τ ∪ R>σ ; clearly
K ⊆ J .
Now, we are ready to construct the urgent process f (p). If i /∈ K or all rules in R>τ ∪
R>σ have premises for the ith argument only with the action σ , i.e. of the form Xi
σ→ X′i ,
then pi = 0. Otherwise, pi =∑i∈K ail .0, where ail .0 is a summand if and only if there is
a rule r ∈ R>τ ∪ R>σ with the premise Xi aik→ Xik (up to a change of variable names) and
ail = aik . We easily verify that each pi is non-urgent: pi σ→ and pi τ. Due to the form
of processes pi , all non-timed rules in R>τ ∪ R>σ are applicable. Also, since pi σ→ for
all i, all timed rules for f and J are applicable. Hence, the rules in R>τ ∪ R>σ disable all
the rules in Rτ ∪ Rσ . Note that some rules from Rτ ∪ Rσ may appear in R>τ ∪ R>σ . For
example, rσ may be disabled by some non-timed rule in R>σ , and all timed rules in Rσ
except for rσ are disabled by rσ itself. Overall, none of the rules in Rτ ∪ Rσ is enabled.
If there are rules higher than those in R>τ ∪ R>σ that are applicable to f (p), they have
visible actions by the two urgency conditions. Note that there may be silent rules that have
the same or higher priority than the rules in Rτ ∪ Rσ , but they are not applicable to f (p)
as all subprocesses pi are stable. Thus, f (p)
τ
 and f (p) σ as required. 
4.3. Patience and weak timelock freeness
In the setting of timed process languages as presented in this paper, and influenced by
the dependencies in Lemma 36, we have the following intuitive conditions on the operators
to guarantee the patience property.
For rσ , the maximal timed rule for f and J , and for all rules r for f
if rσ < r then act(r) = τ. (14)
For rσ , the maximal timed rule for f and J , and for all rules r and r ′ for f
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if rσ < r and r < r ′ then silent(r ′). (15)
The conditions allow only rules with the action τ , whether silent or non-silent rules,
to be above the maximal timed rule for the top priority level for a typical timed operator.
Moreover, if such rules with the action τ exist, then only silent rules can be above them.
Informally, this means that, given process f (p), either the maximal timed rule for f and
its top priority level or a rule with action τ is enabled at f (p), thus giving f (p) σ→ or
f (p)
τ→. The reason why it is sufficient to consider only the top priority levels of timed
operators is that, once (14) and (15) are satisfied by all operators, the behaviour of timed
processes is determined alone by the OSOS rules for the top priority levels of the operators.
Lemma 36 tells us that if a timed process language satisfies patience, then it also satisfies
the weak timelock freeness property. It is easy to verify that time preserving operators
satisfy (14) and (15) as no rule is above the maximal σ -rule. Hence, the patience property
of timed process languages depends on time altering operators satisfying the conditions.
Theorem 40. Let L be any timed process language and T be the LTS generated by L. If
each time altering operator f in L, with J = top(Levels(f )), has a non-empty set of timed
rules which satisfy (14) and (15), then the patience and weak timelock freeness properties
hold in T .
Proof. We show, by induction on the operator depth of process terms, that given a process
p over T , p
τ→ or p σ→, which is equivalent to if p τ, then p σ→. Assume that f is the
outermost operator of p, J is the top priority level for f , and the set of timed rules for f is
not empty. Let all time altering operators f satisfy (14) and (15). Note that time preserving
operators already satisfy both of the conditions.
If p is a constant, then p = f for some f . Also, Levels(f ) = {∅} and rσ is f σ→ f ′ for
some f ′ of L. All rules for f are applicable since they have no premises. As f satisfies
(14), there are no rules with visible actions above rσ . Note, since rules for f have no
premises, silent rules for f that could be above rσ by (14) do not exist. Hence, due to (14),
the only type of rules that could be above rσ are the non-silent rules with action τ . Let
Rτ be the set of such rules. As there are no silent rules for f , (15) requires that no rule is
above any rule in Rτ . If Rτ = ∅, then rσ is enabled and f σ→. Otherwise, every rule in Rτ
is enabled, so f τ→. In both cases f is patient.
Suppose p = f (p). By the inductive hypothesis all arguments pj , for j ∈ J , satisfy
patience, namely pj
τ→ or pj σ→. (14) permits only two types of rules above rσ . Let Rτ be
the set of non-silent rules with action τ which are above rσ , and let Rτ be the set of silent
rules above rσ . Moreover, (15) permits only silent rules above rules in Rτ ; assume that Rττ
is the set of such rules. Note that some rules with visible actions may be above some non-
silent rules with action τ which are not members of Rτ . No rules can be above rules in Rτ
and Rττ , otherwise by (6) we obtain tau(i) < tau(j), for some i, j ∈ J , contradicting the
assumption that J is a priority level. Similarly, we can show that silent rules for J which
are not in Rτ are not below rσ .
Consider subprocesses pj for j ∈ J . By the inductive hypothesis, either pj τ→ for some
j ∈ J , or pj τ and pj σ→ for all j ∈ J . In the first case f (p) τ→ by the silent rule for j .
In the second case if rσ is enabled at f (p), then f (p)
σ→, and we are done. Otherwise,
since all silent rules for J are not applicable, it must be the case that some rules in Rτ are
applicable to f (p), thus disabling rσ at f (p). As there are no rules above the rules in Rτ
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which are applicable, the appropriate rules in Rτ are enabled at f (p). Hence, f (p)
τ→.
In all cases f (p) is patient. 
Example 41. We show that the language TL from Example 38 satisfies (14) and (15), and
thus is patient. TL has three operators that satisfy the conditions in a non-trivial fashion.
Prefixing with τ and parallel composition have non-silent rules with actions τ which are
above the appropriate maximal σ -rules as described in Example 38, and no other rules for
the two operators are above the mentioned non-silent rules with actions τ . Moreover, TL
has the delay operator  ( ) defined in Example 31. Rule σ∅ is its maximal timed rule and
the only rule above σ∅ is its silent rule τ 1. Moreover, no rule for  ( ) is above τ 1, Hence,
(14) and (15) are satisfied.
4.4. Constancy of offers and time persistence
The constancy of offers property means informally that the passage of time does not
disable and enable any visible actions: a process can perform exactly the same visible
actions after any amount of time passage as it was able to perform before any time passed.
Time persistence is implied by constancy of offers. It says that the passage of time does
not disable visible actions: if a process can pass time and perform action a, then after any
amount of time passage it can still perform a.
Theorem 42. Let L be any timed process language and T be the LTS generated by L. If
every time altering operator has only σ -rules as its timed rules or it has no timed rules at
all, then T satisfies the constancy of offers property, and thus the time persistence property.
Proof. We show that if p σ→ p′, then we have p a→ if and only if p′ a→, for all p, p′ and
a, by induction on the structure of process terms.
If p is a constant, say f , then all rules for f have no premises and are applicable. If f
has no timed rules, then constancy of offers holds. Assume f σ→ f ′′ for some f ′′. Suppose
f
a→ f ′ for some f ′ and a. In fact, f a→ f ′ and f σ→ f ′′ are the OSOS rules with which
the respective transitions f a→ f ′ and f σ→ f ′′ are derived. If f is time preserving or it is
time altering and has only σ -rules as its timed rules, then f ′′ = f . Clearly, constancy of
offers holds.
Let p = f (p). Assume that f is time preserving. Let f (p) σ→ f (p′) be derived by a
σ -rule σI , where I ⊆ J and J ∈ Levels(f ). Hence, pi σ→ p′i , for all i ∈ I , and p′i = pi
otherwise. Suppose f (p) a→ is derivable by a rule r . This means that pj ajk→ pjk , for all
j ∈ active(r) and appropriate ajk , and no rule in higher(r) is applicable to f (p). We easily
obtain that p′j
ajk→ holds for all j ∈ active(r): p′j
ajk→ holds by the inductive hypothesis for
j ∈ I ∩ active(r), and (p′j =)pj
ajk→ for j ∈ active(r) \ I . As a result r is applicable to
f (p′). Also, no rule in higher(r) is applicable to f (p′): we easily show using the “if
p′ a→, then p a→” part of the inductive hypothesis that if r ′ ∈ higher(r) is applicable to
f (p′), then r ′ is also applicable to f (p) contradicting the assumption that r is enabled at
f (p). Hence, r is enabled at f (p′), so f (p′) a→. We show that if f (p′) a→, then f (p) a→
in a corresponding way.
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If f is a time altering and has only σ -rules for its timed rules, then the proof goes
correspondingly as above. Finally, if f has no timed rules at all, then f (p) σ, and we are
done. 
General time altering operators do not preserve the two properties. Consider time alter-
ing constants f and f ′ with the defining rules f σ→ f ′ and f ′ a→ f , respectively. f does
not satisfy the requirements of Theorem 42 because its timed rule is not a σ -rule as f ′
appears in the target instead of f . Since f a the consistence of offers does not hold, but
time persistence holds. Consider an additional operator g below.
g(X)
c→ g(X)
rc,
X
a→ X′
g(X)
a→ g(X′)
ra,
X
τ→ X′
g(X)
τ→ g(X′)
τ1,
X
σ→ X′
g(X)
σ→ g(X′)
σ1.
The ordering on rules is rc < ra, τ1. Operator g has only one priority level {1}, and σ1 is
its only σ -rule. Clearly, g is time preserving. We derive g(f ) σ→ g(f ′) and g(f ) c→. The
last is by rc since the higher rule ra is disabled at g(f ) as f
a
. However, g(f ′) a→ and
g(f ′) c since rc is disabled by the higher rule ra as f ′
a→. Hence, time persistence fails.
Several timed process languages satisfy the constancy of offers property, most notably
a timed version of CSP described in Section 5.2.
4.5. Timelock freeness
The following condition guarantees the timelock freeness property in timed process
languages.
For rσ , the maximal timed rule for f and J , and for all rules r for f
if active(r) ⊆ J then rσ < r. (16)
It requires that the maximal timed rule for the top priority level J for any operator f is
not below any rule for f with active arguments in J . It is intuitive that no timed operators
which satisfy (16) can block the passage of time.
Theorem 43. Let L be any timed process language and T be the LTS generated by L. If
all time altering operators have non-empty sets of timed rules, and all operators f of L,
with J = top(Levels(f )), satisfy (16), then T satisfies the timelock freeness property.
Proof. We show timelock freeness by induction on the structure of process terms. Assume
that operators have non-empty sets of defining rules. If f is a constant, then its timed rules
are always applicable. In fact, the maximal time rule is enabled by (16). Hence, f σ→.
Consider f (p). By the inductive hypothesis all its active arguments pi can pass time,
so rσ is applicable. Moreover, condition (16) rules out the existence of any rule for f with
active arguments in J which is above rσ . Hence, rσ is enabled at f (p), and f (p)
σ→. 
The timelock freeness property is not so useful. It does not hold in most timed process
languages that satisfy maximal progress, urgency or patience. From this point of view, a
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less restrictive version, the discussed above weak timelock freeness, is more suitable as
it can coexist with both the maximal progress and patience properties.
5. Representing timed process operators in our framework
In this section we examine several existing process languages with time and investigate
how they fit into our framework. Some languages, for example TPL [27], can be ‘directly’
represented as our timed process languages. Others, such as ACPdrt [9,10], do not have
adequate reformulation due to, for example, the lack of predicates in the OSOS approach.
The main goal of this section is to
• investigate the operational definitions of the standard and new timed operators in the
considered process languages with time, and to see how they fit into our framework,
• examine whether or not the timed properties hold in the considered process languages
by checking the validity of the proposed conditions from Section 4,
• investigate the timed extensions of several process languages which have strong seman-
tics (e.g. strong bisimulation) by applying our approach. This produces timed process
languages with weak semantics.
The process languages with time that we consider can be put into several groups depend-
ing how closely they fit into our framework:
• TPL and the discrete relative time version of CSP: the operational semantics can be
equivalently represented in our framework as informally defined in Section 2.3.
• ATP: the SOS rules for the operators can be expressed in the OSOS format. However,
since ATP uses strong bisimulation as semantics the reformulation of ATP as a timed
process language requires the addition of silent rules, which are not in the original ATP.
• ET-LOTOS and the discrete relative time versions of CCS: these process languages use
a family of relations t→, for t ∈ N, to represent the passage of t time units. We only
consider their versions for t = 1.
• ACPdrt with discrete relative timing does not fit so well within our framework. We do
not allow predicates and negated predicates: these are used widely in ACPdrt . Also, the
specific form of silent rules we use means that auxiliary operators such left merge are
not representable.
5.1. TPL
TPL [27] is a timed extension of CCS with two delay operators. Simple delay σX is
defined by σX σ→ X and is clearly time altering. The mentioned earlier  ( ) (it shares the
notation with an operator of ACP given below) is defined as follows:
X
α→ X′
X(Y ) α→ X′
,
X
τ

X(Y ) σ→ Y
.
In Example 31 we have shown how  ( ) can be redefined as a time altering operator.
Prefixing with visible action is defined by a.X a→ X and the σ -rule a.X σ→ a.X. Prefixing
with τ is defined by the single rule τ.X τ→ X; hence, it is urgent and time altering since
it has no σ -rule. The SOS rules for the deadlocked operator 0 and the choice operator
make them time preserving. The LTS for TPL is time deterministic and maximal progress
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holds because of the prefixing with τ and the following timed rule for the parallel operator
(in addition to the standard CCS rules).
X
σ→ X′ Y σ→ Y ′ X | Y τ
X | Y σ→ X′ | Y ′
.
We have seen in Examples 38 and 41 that TPL can be equivalently expressed as the
timed process language TL. By inspecting the SOS rules for TPL and TL we notice that
the resulting LTSs are the same. We easily check that LTS for TL satisfies the patience
and weak timelock freeness properties in addition to time determinacy and maximal pro-
gress. However, time persistence and consistency of offers do not hold: a(b) a→ but
a(b) σ→ b a.
Our congruence results imply that timed rooted eager bisimulation preorder is a precon-
gruence for TL and, thus, for TPL. This is in addition to barbs semantics [27] which apply
to TPL and to TL.
5.2. CSP with time
The most popular extensions of CSP with time use the dense time domain [42,44,45].
However, we can construct a discrete time version of CSP by altering the operational defi-
nitions of the dense time CSP. A comprehensive exposition of (dense) Timed CSP is given
by Schneider in [45]; it contains operational semantics and a discussion concerning timed
properties of Timed CSP.
There are many ways discrete time can be added to CSP. Our approach is close in spirit
to that taken by Roscoe in [43]. The passage of time can be introduced in the language by
several means. The deadlocked process “STOP” has the single timed rule STOP σ→ STOP
and, hence, is time preserving. The successful termination process “SKIP” has two SOS
rules: SKIP
√
→ STOP and SKIP σ→ SKIP; hence, it is also time preserving. Prefixing is
time preserving and it has the usual σ -rule. We have a family of delay processes WAITd
with d  0. “WAITd” is defined as the process STOP d SKIP, where “d” is a member of a
family of timeout operators defined as follows:
X
a→ X′
X
d Y a→ X′
,
X
τ→ X′
X
d Y τ→ X′ d Y
,
X
σ→ X′
X
d+1 Y σ→ X′ d Y
,
X
0 Y τ→ Y
.
In our terminology the timeout operators are time altering since the timed rules for d+1
are not σ -rules, and since 0 has no timed rules at all. The operators are τ -preserving. The
external choice operator has the usual σ -rule that requires that both arguments synchronise
the passage of time. The internal choice operator has no timed rules thus making it time
altering. Several types of parallel composition operators have the usual σ -rules.
One of the timed properties that Timed CSP satisfies is maximal progress. We show
how our reformulation of the discrete relative version of Timed CSP satisfies maximal
progress. As there is no prefixing with silent actions this property is guaranteed by careful
definitions of three operators that introduce silent actions. They are the internal choice, the
hiding and the sequential composition operators. The internal choice is defined by the two
rules X  Y τ→ X and X  Y τ→ Y . The lack of timed rules for  ensures that it is time
altering and that it preserves maximal progress. The hiding is defined by the usual rules
together with the timed rule
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X
σ→ X′ {X a| a ∈ A}
X \ A σ→ X′ \ A
.
In our framework this rule can be represented as a σ -rule
X
σ→ X′
X \ A σ→ X′ \ A
that is placed below the two standard rules with the action τ for the hiding operator. Note
that we do not place the above σ -rule below the action rules for \ with actions b /∈ A.
Overall, the hiding operator is time altering. The sequential composition can be defined
in our setting by the following rules, where α /= √,
X
α→ X′
X;Y α→ X′;Y
rα,
X
√
→ X′
X;Y τ→ Y
r√, X
σ→ X′
X;Y σ→ X′;Y
σ1
together with the ordering σ1 < r√, rτ . The above three operators are τ -preserving and
time altering. Our definitions of these operators satisfy conditions (10) and (11), so maxi-
mal progress holds by Theorem 37. Also, we easily check that (14) and the conditions in
Theorem 40 are satisfied, so patience and weak timelock freeness both hold. Finally, the
constancy of offers and the persistence properties are satisfied by Theorem 42.
Our congruence results imply that timed rooted eager bisimulation preorder is a pre-
congruence for the presented version of TCSP. This is in addition to a version of (discrete
relative time) semantics that TCSP has.
5.3. Algebra of Timed Processes
The passage of time in Algebra of Timed Processes (ATP) of Nicolin and Sifakis [39]
is introduced by the unit-delay operator  ( ) (not to be confused with the above delay
operator of TPL). The operator is defined in our framework by the following SOS rules:
X
α→ X′
X(Y ) α→ X′
, X(Y ) σ→ Y.
We easily see that unit-delay is time altering. ATP has urgent prefixing and urgent 0
which are both time altering. However, the choice, parallel and encapsulation operators
are time preserving. Furthermore, [39] introduces four families of other timed operators:
the timeout at d , the start delay within d , the unbounded start delay and the execution
delay within d , where d ∈ N. These operators can be expressed in the OSOS framework
by families of operators as follows:
The family of timeout operators “· d ·”, where d > 0, is defined as follows:
X
α→ X′
X d Y α→ X′
,
X
σ→ X′
X d+1 Y σ→ X′ d Y
,
X
σ→ X′
X 1 Y σ→ Y
.
The family of start delay operators “·d ·”, where d > 0, has the the following defining
rules, and the ordering is σd+1∅ < σ
d+1
1 and, by condition (6) as ·d+1· is τ -sensitive,
σd+1∅ < rτ .
X
α→ X′
XdY α→ X′
rα, X1Y σ→ Y
σ,
I. Ulidowski, S. Yuen / Journal of Logic and Algebraic Programming 60–61 (2004) 401–460 439
X
σ→ X′
Xd+1Y σ→ X′dY
σd+11 , Xd+1Y σ→ XdY
σd+1∅ .
The family of unbounded start delay operators “·ω” can be redefined in our setting by
the following rules with the ordering σ∅ < σ1 and σ∅ < rτ .
X
α→ X′
Xω α→ X′
rα,
X
σ→ X′
Xω σ→ X′ω
σ1, Xω σ→ Xω
σ∅.
Finally, the family of execution delay operators “ ·!d ·”, d > 0, is defined by unordered
rules:
X
α→ X′
 X!dY α→  X′!dY
r∗,
X
σ→ X′
 X!1Y σ→ Y
σ,
X
σ→ X′
 X!d+1Y σ→  X′!dY
σ1.
Note that the first three families of operators are not time altering because τ -sensitive
operators appear in the targets of some rules. The last family consists of time altering
operators.
The LTS generated by ATP is time deterministic but not timelock free due to urgent pre-
fixing and 0. Clearly, the urgency property holds. The maximal progress property does not
hold since parallel composition of two processes may pass time even when communication
is possible. Also, time persistence does not hold: a(b) a→ but a(b) σ→ b a.
5.4. CCS with time
One of the first extensions of CCS with time was developed by Wang [58,59]. He used
real time domain and defined operational semantics for the extended language. Based on
this work, we can easily define a simple discrete relative time version Wang’s process
language.
In the mentioned extension of CCS prefixing with visible actions is time preserving but
prefixing with τ is urgent: there is no timed rule for prefixing with τ . In our setting we
define this by putting τ.X σ→ τ.X below the usual rule τ.X τ→ X. Thus, prefixing with τ
is time altering. The passage of time is introduced by a family of delay operators 
(d), for
d  0, with the following defining rules:
X
σ→ X′

(d + 1).X σ→ 
(d + 1).X′
,

(d + 1).X σ→ 
(d).X
,
X
χ→ X′

(0).X χ→ X′
.
Examining the rules above, we notice the delay operators have one priority level {1}.
Since the second and third rules above are not σ -rules, the operators are time altering.
The deadlocked operator has one σ -rule, and the choice operator has also only one σ -
rule, namely σ+{1,2} from Example 28. The two operators are time preserving. The parallel
composition operator ‖ allows time to pass provided that the component processes can pass
time and that communication is not possible. The last requirement is represented by a side
condition that checks the initial actions of the components for possible communication. In
our formalism this is done purely with OSOS rules: we place the communication rule and
the two τ -rules above the sigma rule σ ‖{1,2} as done in Section 4.1. This makes the parallel
a time altering operator. As a result, condition (11) is satisfied and maximal progress is
preserved in the resulting LTS. Also, conditions (14) and (15), and those in Theorem 40, are
satisfied by the prefixing with τ and parallel operators. Hence, patience and weak timelock
freeness hold. Clearly, time determinacy also is satisfied. Although the delay operators
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do not satisfy the conditions from Theorem 42 this timed version of CCS satisfies time
persistence but not constancy of offers: 
(1).a.0 σ→ 
(0).a.0 a→ and 
(1).a.0 a.
Timed rooted eager bisimulation is a precongruence in the above described discrete
relative time version of Wang’s timed CCS.
Moller and Tofts [34] defined another timed extension of CCS called Temporal CCS
(TCCS). Unlike in ATP and TPL that we have described above, they used a family of delay
operators (t): (t).P behaves like P after t time units. These operators are essentially time
altering operators. Similarly as in ATP, there is urgent prefixing and 0 does not let time
pass. TCCS has two choice operators instead of a general delay operator. It has a strong
choice, which is essentially the time preserving + of CCS, and a weak choice ⊕. The latter
resolves the choice either internally or by the argument with a longer initial delay. A similar
operator can be defined in our framework by the usual action rules for ⊕ and the σ -rules
X
σ→ X′
X ⊕ Y σ→ X′
σX,
Y
σ→ Y ′
X ⊕ Y σ→ Y ′
σY ,
X
σ→ X′ Y σ→ Y ′
X ⊕ Y σ→ X′ ⊕ Y ′
σXY ,
with σX, σY < σXY . The LTS for TCCS is time deterministic, but due to urgent prefixing
and ⊕ it fails timelock freeness, maximal progress and constancy of offers: (σ ).a.0 ⊕ 0 σ→
a.0 a→ but (σ ).a.0 ⊕ 0 a.
In [35], a version of TCCS called lTCCS is proposed. Apart from the mentioned delay
operators, lTCCS has only time preserving versions of CCS operators. Hence, its LTS
satisfies time determinacy, patience, weak timelock freeness and timelock freeness by
Theorems 43. Also, time persistence holds.
5.5. ET-LOTOS
ET-LOTOS [30,31] is an extension of LOTOS with data types and an abstract time
domain. We consider a version of ET-LOTOS with discrete relative time, and see how to
reformulate it in our framework.
Since we use σ→ transitions and not d→ transitions as in ET-LOTOS, where d ∈ N rep-
resents a number of time units, we redefine ET-LOTOS operators using σ→. The operator
“stop” is a time preserving operator with the following rule.
stop σ→ stop
.
Operator “block” is a time altering operator as it has no defining rules. Delay prefix-
ing “	d” operators, d ∈ N, can be defined in our framework by a family of operators as
follows:
	dX
σ→ 	d−1X
d > 1,
	1X
σ→ X
.
Prefixing with visible actions operators are essentially timed rebo although we cannot
model directly the satisfaction predicates of ET-LOTOS. The prefixing with silent action,
“i{d}; ·”, where {d} is a life reducer, models a form of urgency of silent actions: τ will
occur within the next d time units, and i{d};p will not idle for more than d time units.
We define i{d}; · as follows:
i{d};X τ→ X
,
i{d};X σ→ i{d − 1};X
d > 0.
The parallel composition, choice and disabling operators of ET-LOTOS are essentially
timed rebo: in fact they are time preserving operators.
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The operator “hide” is important for the maximal progress of hidden actions property,
which states that any hidden action is urgent, i.e. it must happen without a delay. Our
definition of hide employs an ordering on the defining rules instead of negative premises
and lookahead [31]. The two usual rules are give below, where α is any action not in A and
a is any visible action in A.
X
α→ X′
hideA in X α→ hide A in X′
,
X
a→ X′
hide A in X τ→ hide A in X′
ra.
The timed rule is simply the σ -rule for the only argument of hide:
X
σ→ X′
hide A in X σ→ hide A in X′
σ1.
The ordering is σ1 < ra for all a ∈ A. We check that hide {a} in 	3a; stop can idle
for at most 3 units of time before it offers τ , although 	3a; stop can idle forever.
Strictly speaking, the above formulation of the hide operator is not time altering. This
is because the ordering on its rules does not satisfy condition (7) as required in part 2 of
Definition 30. Since σ1 < ra , for all a ∈ A, the definition requires σ1 < τ1 as well. The
lack of this ordering makes the operator unsafe with respect to our timed preorder ∼tr . To
illustrate this consider a timed process language with time preserving versions of the CCS
0 and action prefixing as well as with the above hide operator. We have p = τ.τ.a.0 ∼tr
τ.a.0 = q but hide {a} in p ∼tr hide{a} in q. The reasons for this is as follows: On one
hand, hide{a} in p τ→ hide{a} in τ.a.0 by the τ -rule, i.e. the first rule above with α = τ .
Then, hide{a} in τ.a.0 σ→ by the rule σ since it is not disabled by the τ -rule. On the other
hand, hide{a} in q τ→ hide{a} in a.0, and since ra is enabled at hide{a} in a.0 the rule σ
is disabled, so hide{a} in a.0 σ.
Overall, our reformulation of ET-LOTOS is time deterministic and urgent. However, as
seen above it does not preserve the chosen semantics based on the timed rooted eager bisimu-
lation. Moreover, both our reformulation of ET-LOTOS and ET-LOTOS itself does not
preserve the standard weak bisimulation [31]; an appropriate weak equivalence based on bi-
simulation, which is also a congruence for ET-LOTOS, is still to be found. It would be inter-
esting to investigate if a reformulation of (a large part of) ET-LOTOS in terms of timed rebo
operators would alleviate the problem, and deliver a weak timed congruence for ET-LOTOS.
5.6. ACP with discrete relative time
Out of many extensions of ACP [11] with discrete time that have been proposed over
the years we shall consider ACPdrt , ACP with relative discrete timing, one of the three
different flavours of ACP with discrete time developed by Baeten, Bergstra and Middelburg
in [7,9,10].
The operational rules for some ACP operators do not fit directly into the OSOS format,
they fit into a more general format, called panth [56], that allows predicates and negative
premises. However, with some encoding of ACP operators one can give ACP a satisfac-
tory OSOS semantics. 1 Alternatively, one could extend the OSOS approach to include
1 One would have to encode the predicates for successful termination and immediate catastrophic termination
by the means of special constants and actions. This would have to be followed by a change of several axioms and
the definition of timed (strong) bisimulation to reflect the alterations made to the syntax.
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predicates, and perhaps other features such as lookahead, then find a subformat of the
extended format for eager bisimulation or branching bisimulation, and finally investigate
how ACPdrt fits in. This we shall leave to future research.
In the remainder of this subsection we examine some of the operators of ACPdrt to see if
they can be expressed in our formalism. ACPdrt is an extension of ACP with several timed
and untimed operators. Since in ACPdrt there no distinction between visible and silent
actions (timed strong bisimulation is used as semantics) we pay no attention to silent rules.
ACPdrt has urgent actions cts(a) (or a in [5,9]) that can be defined in our setting by the
single rule cts(a) a→ √, where √ is a constant denoting a successful termination. Thus,
operators cts(a) are time altering. The language has non-urgent actions defined by the
two rules a a→ √ and a σ→ a, hence making action prefixing time preserving operators.
Note that the last form of action prefixing is not present in [9]. There are two deadlock
operators, δ and δ˙, first being time preserving operator with the timed rule δ σ→ δ, and
the second being time altering with no timed rules and representing immediate and cata-
strophic deadlock. The passage of time is introduced with the relative discrete time unit
delay operators σmrel for m ∈ N.
The choice operator + has the timed rules as in Example 29 which make it time altering.
The timed rules for the merge operator “‖” and the communication operator “|”, which
are given below, make them time preserving.
X
σ→ X′ Y σ→ Y ′
X ‖ Y σ→ X′ ‖ Y ′
,
X
σ→ X′ Y σ→ Y ′
X Y
σ→ X′ Y ′
,
X
σ→ X′ Y σ→ Y ′
X | Y σ→ X′ | Y ′
.
In ACP [11], the second argument of left-merge is not active (wild). However, in the con-
sidered timed version of ACP the second argument of is tested in the premises of rules that
define immediate deadlock for . Thus, there is Y σ→ Y ′ in the premises of the σ -rule for the
left-merge above. Overall, ACPdrt is time deterministic and satisfies the urgency property.
6. Conclusion and future work
We have proposed a uniform framework for defining timed process languages which
are compositional with respect to timed rooted eager bisimulation and also satisfy some
common properties of time passage such as time determinacy. As a result many process
operators, both standard and timed, can be represented in our framework. Some process
languages with discrete relative time such as TPL can be reformulated equivalently in
our framework, others such as ACPdrt require more powerful SOS rules. When a process
language can be reformulated in the proposed framework of OSOS rules, we can verify
if it preserves ∼tr and is time deterministic. This is done by checking whether or not the
ordered rules for the language’s operators satisfy several syntactical constraints.
We have also given several other conditions such that maximal progress, urgency,
patience, weak timelock freeness, timelock freeness, and time persistence and constancy
of offers are preserved.
In future we hope to generalise our results to an abstract time domain, which would
cover both discrete and dense time, and to extend the OSOS format with predicates. The
latter result would permit direct representation of SOS rules for ACPdrt , and may lead to
a variant with weak timed semantics. This may also lead to a new syntactical method for
checking whether or not certain timed properties hold in a timed process language.
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Appendix
A. Congruence theorem for rooted eager bisimulation
The proof of Theorem 22 follows the same pattern as the proofs of the congruence
results for branching bisimulation and eager bisimulation and for bbo and ebo process
languages, respectively, in [53], as well as the proof of the congruence result for the rooted
branching bisimulation in [18]. The presented rebo process languages are extensions of
ebo process languages with τ -sensitive operators like the CCS+.
Firstly, we introduce an alternative characterization of an eager bisimulation in Proposi-
tion 46. It says that eager bisimilar processes have matching behaviour represented in terms
of actions as well as action refusals. Recall that action refusal is the inability to perform an
action in a stable state [40]. More precisely, process p refuses action α if p is stable and
p cannot perform α, namely p τ α. We will also use the following notion of a process
variable being emph τ -preserving in a context.
Definition 44. Let G = (,Actσ , R,<) be a rebo process language. A process variable
Xi is τ -preserving in Xi , for every variable Xi ; and Xi is τ -preserving in  context
f (t1, . . . , tn) if, for each j ∈ {1, . . . , n}, whenever Xi ∈ var(tj ) and j ∈ active(f ), then
τ
f
j ∈ rules(f ) and Xi is τ -preserving in tj .
Proposition 45. Let G = (,Actσ , R,<) be a rebo process language. If a context over
G contains only τ -preserving operators, then every variable of the context is τ -preserving
in the context.
Notation. In this section we shall abuse slightly the notation by treating σ as one of the
visible actions. Hence, when we write a, bij , etc. we mean that these actions are either
visible or σ .
Proposition 46. Given (P ,Actσ ,→), a relation E ⊆ P × P is an eager bisimulation if
and only if, for all p and q such that pEq, the following properties hold.
(E.a′) ∀p′, χ. [ p χ→ p′ implies ∃q ′, q ′′. (q τ⇒ q ′ χ̂→ q ′′ and p′Eq ′′)]
(E.b′) p τ implies q⇓
(E.c′) ∀q ′, χ. [ p⇓ and q χ→ q ′ implies ∃p′, p′′. (p τ⇒ p′ χ̂→ p′′ and p′′Eq ′)]
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(E.a′′) p τ implies ∀q ′.[q τ⇒ q ′ implies (pEq ′ and
(E.a) ∀a, p′.(p a→ p′ implies ∃q ′′, q ′′′.(q ′ τ⇒ q ′′ a→ q ′′′ and p′Eq ′′′))
(E.c) ∀a, q ′′.(q ′ a→ q ′′ implies ∃p′.(p a→ p′ and p′Eq ′′)))]
(E.c′′) p⇓ and q τ implies ∀p′.[p τ⇒ p′ implies (p′Eq and
(E.a†) ∀a, p′′.(p′ a→ p′′ implies ∃q ′.(q a→ q ′ and p′′′Eq ′))
(E.c†) ∀a, q ′.(q a→ q ′ implies ∃p′′, p′′′.(p′ τ⇒ p′′ a→ p′′′ and p′′′Eq ′)))].
Proof. For the “if” part we only need to show that p⇓ implies q⇓. Suppose for a con-
tradiction that p⇓ and q⇑. Since q⇑ there exists the following infinite sequence from
q: q
τ→ q1 τ→ q2 τ→ · · ·. As p⇓, q τ→ q1 implies, by (E.c′), p τ⇒ p′ τ̂→ p1 and p1Eq1
for some p′ and p1. Since p1 is a τ -derivative of p, p1⇓. Again, by (E.c′), q1 τ→ q2
implies p1
τ⇒ p′1
τ̂→ p2 with p2Eq2. By repeating this derivation process we can construct
the following sequence: p τ⇒ τ̂→ p1 τ⇒ τ̂→ p2 τ⇒ τ̂→ · · ·, where pnEqn for all n. Since p⇓,
there exists pk such that pl = pk , for all k  l, and pk τ. But we still have qk⇑. This
contradicts (E.b′).
Now we consider the “only if” part. Since p τ implies p⇓, the property (E.b′) holds
by (E.b). Next, consider (E.a′′). By repeatedly applying (E.c) to q and its τ -derivatives
we easily see that ∀q ′. (q τ⇒ q ′ implies pEq ′) holds. Properties (E.a) and (E.c) follow
easily by (E.a) and (E.c). The property (E.c′′) is shown similarly. 
Now, we are ready to prove Theorem 22. Let G = (,Act, R,<) be a rebo process
language and let → be the transition relation generated by G as in Definition 13. We start
by defining relations R and E over T () × T (). R is the least relation that satisfies
• uRv if u ∼r v, and
• C[u]RC[v] if uRv,
where C[X] is any  context and u and v are vectors of the right length of closed 
terms. With the same notation, relation E is the least relation that satisfies
• uEv if u ∼ v, and
• C[u]EC[v] if uiEvi , whenever Xi is τ -preserving in C[X], and uiRvi otherwise, for
each i.
It is easy to show that R is the least congruence relation which contains ∼r . As for
E , we need to be sensitive to non-τ -preserving occurrences of variables in contexts when
defining E . This is to avoid having τ.a.0 + b.0Ea.0 + b.0 due to τ.a.0Ea.0. We have the
following result: for every f ∈  and appropriate vectors of process terms u and v, if
uiEvi , for all i such that τi ∈ rules(f ), and uiRvi otherwise, then f (u)Ef (v). So, since
both arguments of + are not τ -preserving we require uiRvi , for i ∈ {1, 2}, in order to have
u1 + u2 E v1 + v2.
All we need to do now is to show that R is a rooted eager bisimulation relation and that
E is an eager bisimulation relation. We prove in parallel the following two statements by
induction of the depth of process terms.
Statement 1. If pRq, then p, q satisfy (R.a) and (R.c).
Statement 2. If pEq, then p, q satisfy (E.a′), (E.b′), (E.c′), (E.a′′) and (E.c′′).
I. Ulidowski, S. Yuen / Journal of Logic and Algebraic Programming 60–61 (2004) 401–460 445
Note that the properties mentioned in Statement 1 were defined in Definition 4 and the
properties from Statement 2 were defined in Proposition 46.
Statement 1. Assume pRq and that properties (R.a) and (R.c) hold for all subterms of
p and q that are related by R. If p ∼r q, then we are done. Else, p and q can be repre-
sented as f (u) and f (v) respectively for some f , u and v with uRv. Instead of showing
that properties (R.a) and (R.c) hold for f (u) and f (v), we prove the following stronger
properties (R.a) and (R.c).
f (u)
χ→ u′ implies ∃C[V ],D[X,Y ],u†,u′, v†, v′, v′′, v′′.(f (v) τ⇒ C[v′] χ→ v′′
and v′′ = D[v†, v′′] and u′ = D[u†,u′] and u′Ev′′)
f (v)
χ→ v′ and f (u)⇓ implies ∃C[V ],D[X,Y ], v†, v′,u†,u′,u′′, u′′.
(f (u)
τ⇒ C[u′] χ→ u′′ and u′′ = D[u†,u′′]
and v′ = D[v†, v′] and u′′Ev′)
Property (R.a): Assume f (u) χ→ u′. This means that there is an action rule (the actions
in the premises may be σ ) or a τ -rule or a silent choice rule that is enabled at f (u) and
f (u)
χ→ u′ is derivable by the rule. Regardless whether f is τ -preserving or τ -sensitive,
due to condition (4), there are three cases:
(1) f (u) χ→ u′ is derived by an action rule, where the τ -rules associated with the action
rule exist.
(2) f (u) χ→ u′ is derived by a choice rule which has no associated τ -rule.
(3) f (u) χ→ u′ is derived by a τ -rule.
The proofs of these cases follow below.
(1) Let f (u) χ→ u′ be derived by a rule r below
{Xi aij→ Yij }i∈I,j∈Ji
f (X)
χ→ E[X,Y ]
using a ground substitution ρ defined by ρ(X) = u and ρ(Yij ) = uij for all i and j . Thus,
f (u)
χ→ ρ(E[X,Y ]). Let u′ denote the vector of all uij , so ρ(Y ) = u′. The premises of
r are valid under ρ in →, i.e. ui aij→ uij for all appropriate i and j . Note that arguments
Xi , for i ∈ I , are active in r and, by Definition 19, E[X,Y ] contains only τ -preserving
operators.
According to Definition 19, rebo rules may have implicit copies provided that the rules
are below the relevant τ -rules. For the above rule r we assume that there are implicit
copies in the premises of arguments Xi , where i ∈ K for some ∅ /= K ⊆ I . In other words,
K = {i | |Ji |> 1} and |Ji |= 1 for each i ∈ I \ K . For simplicity we assume Ji = {1} for
all i ∈ I \ K . We also assume that there are implicit copies in the target of arguments Xi ,
where i ∈ L for some ∅ /= L ⊆ {1, . . . , n}. Hence, only Xi , where i ∈ L or i /∈ I , appear
in E[X,Y ]. Let X† be the sequence of all such Xi , and let u† = ρ(X†). Moreover, the
required context D[U ,V ] is simply E[X†,Y ] = E[X,Y ] and u′ = E[u†,u′].
Condition (8) requires that {τk | k ∈ K} ∪ {τl | l ∈ L} ⊆ higher(r), and hence K ∪ L ⊆
active(higher(r)).
Definition 14 tells us that since r is enabled none of the rules in higher(r) is applicable.
Depending on whether f is τ -preserving or τ -sensitive, (6) ensures that all silent rules
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that are associated with the rules in higher(r) are members of higher(r). This implies
ρ(Xj )
τ
, thus uj
τ
 for all j ∈ active(higher(r)).
Now, we can use the inductive hypothesis for the pairs of relevant elements in u and
v related by R. ui
τ
, for all i ∈ active(higher(r)), implies vi τ. This is because if we
assume vi
τ→, we would get, by (R.c) with uiRvi , ui τ→: this contradicts the earlier
assumption. For each i ∈ K and j ∈ Ji we have ui aij→ uij . This implies, by property (R.a),
vi
aij→ vij and uijEvij .
For each i ∈ I \ K transition ui ai1→ ui1 implies, by property (R.a),
vi
τ⇒ v′i
ai1→ vi1 and ui1Evi1.
Let v′ stand for the sequence v′1, . . . , v′n such that v′k = vk when k /∈ I \ K . Let v†
stand for the sequence of only those v′i where i ∈ L or i /∈ I . The elements in v† are in the
order of the corresponding elements of u† defined above. We have u†Rv† as (u†i =) uiEvi
(= v†i ), for all relevant i, hence u†Ev†. Moreover, by letting v′′ to be the vector of all vij ,
where v′′ is constructed in the corresponding way to u′, we obtain u′Ev′′. Since E[X†,Y ]
contains only τ -preserving operators Proposition 45 tells us that every component of X†
and Y is τ -preserving in E[X†,Y ]. Hence, E[u†,u′]EE[v†, v′′].
Finally, we only need to show f (v) τ⇒ C[v′] χ→ v′′ for some C[V ] and v′′. In fact we
claim that C[V ] = f (X) and so C[v′] = f (v′). We shall write v τ⇒ v to mean vi τ⇒
vi for all components vi of v. Hence, v
τ⇒ v′. With the notation as above, we have the
following claim. A corresponding result, Claim 37, appears in [53].
Claim 47. If v τ⇒ v τ⇒ v′ and r ′ ∈ higher(r) is not a τ -rule, then r ′ does not apply to
f (v).
Proof. Assume that r ′ ∈ higher(r) is not a τ -rule and that r ′ applies to f (v). Since uk τ
for all k ∈ active(higher(r)), we deduce vk τ for all appropriate k by (R.c). So, vj = vj ,
for all j ∈ active(r ′), and ujRvj . Since the premises of r ′ are valid for v they are also
valid for u, thus making r ′ applicable to f (u). This contradicts the assumption that r is
enabled at f (u). 
f (v)
τ⇒ f (v′) follows from v τ⇒ v′ by the appropriate τ -rules. Since vi τ, for
i ∈ active(higher(r)), the τ -rules which may need to be applied belong to the set
T = {τi | i ∈ I \ active(higher(r))}. Note that Claim 47 guarantees that these rules are not
disabled by non-τ -rules in higher(r). Also, they are not disabled by τ -rules in higher(r)
as these are not applicable to f (u), and thus to any f (v), where f (v) τ⇒ f (v). Our
task is to show that at each stage in the derivation of f (v) τ⇒ f (v′) some of the τ -rules in
T are enabled. Suppose that having reached f (v) we wish to use one of the transitions
vm
τ→ v′m , for m ∈ M ⊆ I \ active(higher(r)), to derive the next τ transition of f (v).
Clearly, all rules τm, for m ∈ M , apply to f (v). We use any of them that is enabled. The
only problem is when none of rules in T is enabled. Suppose for a contradiction that this
is the case. Let m1 ∈ M . Since τm1 is disabled there must be r ′ such that τm1 < r ′ and r ′
applies to f (v). Thus, r < r ′ by (7). So by the above claim rule r ′ is in fact a τ -rule, say
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τm2 , so r < τm2 . Hence, m2 ∈ active(higher(r)) and τm2 is applicable: this contradicts the
earlier statement that none of the rules in higher(r) is applicable to f (v).
Finally, f (v′) χ→ v′′ is obtained by rule r with the substitution ρ′ defined by ρ′(X) = v′
and ρ′(Yij ) = vij for all relevant i and j . This is possible because the premises of r are
valid under ρ′ in →, namely v′i
aij→ vij for all i and j . Furthermore, as explained above,
none of the rules in higher(r) can be applied to derive transitions of f (v′). Lastly, v′′ =
E[v†, v′′], and so u′Ev′′.
(2) Assume that f (u) χ→ u′ is derived by a choice rule r
Xi
χ→ Yi
f (X)
χ→ Yi
using a ground substitution ρ defined by ρ(X) = u and ρ(Yj ) = u′i . Thus, f (u)
χ→ u′i .
Hence, the required context D[X,Y ] is simply Yi , u′ = u′ = u′i and u† is the empty
sequence. Moreover, the premise of r is valid under ρ in →, i.e. ui χ→ u′i .
Conditions (2) and (4) require that f is τ -sensitive and the silent choice rule for f and
i, namely τ i , is among the rules for f . Definition 14 tells us that since r is enabled at
f (u) none of the rules in higher(r) is applicable to f (u). Condition (6) tells us that all
silent rules which are associated with the rules in higher(r) are members of higher(r).
This implies ρ(Xk)
τ
, thus uk
τ
 for all k ∈ active(higher(r)).
By induction hypothesis, ui
χ→ u′i implies vi τ⇒ v′i
χ→ v′′i and u′iEv′′i for some v′i and
v′′i . As in the previous case we show uk
τ
 implies vk
τ
 for each k ∈ active(higher(r)).
Finally, we derive f (v) τ⇒ C[v′] χ→ v′′, for some C[V ], v′ and v′′, from vi τ⇒ v′i . If
vi
τ⇒ stands for one or more τ transitions, then τ i is used. Conditions (5) and (7) guarantee
that τ i is applicable to f (v). We derive f (v) τ→ v, where v is such that vi τ→ v τ⇒ v′i , and
so C[V ] is simply a variable. Moreover, v′i
χ→ v′′i so v′′ = v′′i and u′Ev′′. If vi τ, then
C[V ] is f (X), f (v) χ→ v′′, with v′′ = v′′i , and u′Ev′′.
(3) Let f (u) χ→ u′ be derived by a τ -rule r below
Xi
τ→ Yi
f (X)
τ→ f (X′)
,
where X′j = Xj , for j /= i, and X′i = Yi . We use a ground substitution ρ defined by ρ(X) =
u and ρ(Yi) = u′i . Thus, f (u)
τ→ f (u′), where u′ = ρ(X′). The proof of this case is very
similar to the proof of case 1 above.
This completes the proof of property (R.a).
Property (R.c): The proof of (R.a) above. The main difference is that we need the fol-
lowing result in order to use the inductive hypothesis.
Claim 48. Given f (u) and f (v) with f (u)Rf (v) and f (u)⇓, if a rule r is enabled at
f (v), then ui⇓ for all i ∈ active(r).
Proof. Assume f (u)⇓ and let r be enabled at f (v). We assume ui⇑, for some i ∈
active(r), and show that it leads to a contradiction. Either f has the ith τ -rule τi or it
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has not, in which case condition (8) requires that f has the ith silent choice rule τ i . In each
case we consider if the relevant silent rule is enabled at f (u) or not.
Suppose f has τi . Assume τi is enabled at f (u). Since ui⇑ there exists an infinite
τ -derivation ui
τ→ ui1 τ→ ui2 τ→ . . .. For this derivation we can construct an infinite deri-
vation from f (u) as follows: Since τi is enabled at f (u) we obtain f (u)
τ→ f (u′) where
u′i = ui1 and u′j = uj for j = i. Now, we show that τi is enabled at f (u′). If there exists
some r∗ such that τi < r∗ and r∗ is enabled at f (u′), then i /∈ active(r∗) by condition (6).
If r∗ applies to f (u′), then r∗ applies also to f (u) since u′ differs from u only in the ith
component and i /∈ active(r∗). So, r∗ being applicable to f (u) contradicts the fact that τi
is enabled at f (u). Thus, τi is enabled at f (u′). Repeating this argument, we derive an
infinite τ -derivation from f (u), hence f (u)⇑.
Next, suppose τi is not enabled at f (u). There exists a rule r∗ such that τi < r∗ and r∗
is enabled at f (u). By condition (4) or (11), r < r∗ since i ∈ active(r). Applying r < r∗
to condition (3) or (10), we also have r < τj for j ∈ active(r∗). It follows that vj τ, for
j ∈ active(r∗), since r is enabled at f (v). Let R the set of all rules such as r∗ above. We
deduce vj
τ
 for j ∈ active(R). Depending on the form of rules in R, there are three easy
cases.
1. There is an action rule, say r ′, among the rules in R. The premises r ′ are valid for f (u),
i.e. uj
ajk→ ujk for all appropriate j and k. Since vj τ, for all j ∈ active(r ′), we obtain
vj
ajk→ vjk by property (R.a). Hence, r ′ also applies to f (v). This contradicts the facts
that r is enabled at f (v) and that r < r∗.
2. There are no action rules in R but there is a silent choice rule τ j . As τ j is enabled
at f (u) we deduce f (u) τ→ u′j and uj
τ→ u′j . Since ujRvj we obtain vj
τ→ v′j by
(R.a). This contradicts the earlier vj
τ
.
3. None of the rules in R is an action rule or a silent choice rule, but R contains a τ -rule
τj . Since τj is enabled at f (u) we get uj
τ→ u′j . As ujRvj we get vj
τ→ v′j by (R.a).
This contradicts vj
τ
.
So far in the proof of Claim 48 we have shown that f cannot have the rule τi .
Thus, f has the ith silent choice rule τ i by condition (7). If τ i is enabled at f (u), then
we clearly have f (u)⇑. Otherwise, there is a rule r∗ such that τ i < r∗ and r∗ is en-
abled at f (u). By condition (11), r < r∗ since i ∈ active(r). Similarly as in case 1 of
this proof, we can show that r∗ applies to f (v): this contradicts the fact that r is enabled
at f (v). 
Now, we return to the proof of property (R.c). The property is proved by consid-
ering the three cases as for (R.a). In each case the above claim is used to show that,
since ui⇓, vi χij→ vij implies ui τ⇒ u′i
χij→ uij , for all χij and some u′i and uij , and
uijEvij .
Statement 2. We prove that E is an eager bisimulation by showing that it satisfies the
properties of Proposition 46. Assume pEq and that properties (E.a′), (E.b′), (E.c′), and
(E.a′′) and (E.c′′) hold for all subterms of p and q that are related by E . Also, assume that
that properties (R.a) and (R.c) hold for all subterms of p and q that are related by R. If
p ∼ q, then we are done. Else, p and q can be represented as f (u) and f (v) respectively,
for some f and appropriate u and v such that uiEvi , for each i where τi for f exists,
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and uiRvi otherwise. We prove the following stronger three properties (E .a′), (E .b′) and
(E .c′) that originate from (E.a′), (E.b′) and (E.c′), respectively.
f (u)
χ→ u′ implies ∃C[V ],D[X,Y ],u†,u′, v†, v′, v′′, v′′.(f (v) τ⇒ C[v′] χ̂→ v′′
and v′′ = D[v†, v′′] and u′ = D[u†,u′] and u′Ev′′)
f (u)
τ
 implies f (v)⇓
f (v)
χ→ v′ and f (u)⇓ implies ∃C[V ],D[X,Y ], v†, v′,u†,u′,u′′, u′′.
(f (u)
τ⇒ C[u′] χ̂→ u′′ and u′′ = D[u†,u′′]
and v′ = D[v†, v′] and u′′Ev′)
as well as the two properties (E .a′′) and (E .c′′) below that arise from (E.a′′) and (E.c′′),
respectively. Recall, that any a below stands either for a visible action or σ .
f (u)
τ
 implies ∀v′.[f (v) τ⇒ v′ implies ∃v′. (v′ = f (v′) and v τ⇒ v′
and f (u)Ef (v′) and
(E .a) ∀a, u′. [f (u) a→ u′ implies ∃D[X,Y ],u†,u′, v†, v′′, v′′′, v′′′.
(f (v′) τ⇒ f (v′′) a→ v′′′ and v′ τ⇒ v′′ and u′ = D[u†,u′]
and v′′′ = D[v†, v′′′] and u′Ev′′′)] and
(E .c) ∀a, v′′. [f (v′) a→ v′′ implies ∃D[X,Y ],u†,u′, v†, v′′, u′.
(f (u)
a→ u′ and v′′ = D[v†, v′′] and u′ = D[u†,u′] and u′Ev′′)])]
f (v)
τ
 and f (u)⇓ implies ∀u′.[f (u) τ⇒ u′ implies ∃u′. (u′ = f (u′)
and u τ⇒ u′ and f (u′)Ef (v) and
(E .c†) ∀a, v′. [f (v) a→ v′ implies ∃D[X,Y ], v†, v′,u†,u′′,u′′′, u′′′.
(f (u′) τ⇒ f (u′′) a→ u′′′ and u′ τ⇒ u′′′ and v′ = D[v†, v′]
and u′′′ = D[u†,u′′′] and u′′′Ev′)] and
(E .a†) ∀a, u′′. [f (u′) a→ u′′ implies ∃D[X,Y ], v†, v′,u†,u′′, v′.
(f (v)
a→ v′ and u′′ = D[u†,u′′] and v′ = D[v†, v′] and u′′Ev′)])]
Property (E.a′): Assume f (u) χ→ u′. This means that there is an action rule or a τ -rule
or a silent choice rule that is enabled at f (u) such that f (u) χ→ u′ is derived by the rule.
There are three cases which are exactly the same as for (R.a). We prove each of them in
turn.
(1) Let f (u) χ→ u′ be derived by a rule r below:
{ Xi aij→ Yij }i∈I,j∈Ji
f (X)
χ→ E[X,Y ]
using ρ defined by ρ(X) = u and ρ(Yij ) = uij for all i and j .
The proof begins in the same manner as the proof of case 1 for property (R.a) of
Statement 1. If i ∈ K , where K = {i | |Ji | > 1}, condition (8) requires r < τi . Since r is
enabled at f (u) we deduce ui
τ
 for all i ∈ K . Thus, by (E.b′) and (E.a′′) of the inductive
hypothesis, there exists v′i such that vi
τ⇒ v′i τ and uiEv′i for all i ∈ K . For each of these
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v′i property (E.a) tells us that ui
aij→ uij (in the premises of r) implies v′i
aij→ v′ij and
uijEv
′
ij . Hence,
vi
τ⇒ v′i
aij→ v′ij and uijEv′ij . (A.1)
Remark 49. Note that (A.1) cannot be derived using an inductive hypothesis based only
on the properties from Definition 2. We require the more revealing properties (E.a′′) and
(E.c′′) of Proposition 46.
Similarly as in case 1 for (R.a), for every i ∈ I\K , transition ui ai1→ ui1 implies, by prop-
erty (E.a′),
vi
τ⇒ v′i
ai1→ v′i1 and ui1Ev′i1 (A.2)
Let v′ stand for the sequence v′1, . . . , v′n such that:
v′i =


v′i as in (A.1) and (A.2) for i ∈ I
v′i such that vi
τ⇒ v′i τ for i ∈ active(higher(r))\I
vi otherwise
Clearly, r applies to f (v′). Using a similar argument as in the proof for Claim 50 below,
we easily show that if r ′ is enabled at f (v′) and r < r ′, then r ′ also applies to f (u).
This would contradict the assumption that r is enabled at f (u). Therefore, r is enabled
at f (v′). Moreover, similarly as in case 1 for (R.a), u′ = E[u†,u′] and v′′ = E[v†, v′′]
where u†Ev† and u′Ev′′.
In order to show f (v) τ⇒ C[v′] χ→ v′′ and C[X] = f (X), we need a result correspond-
ing to Claim 47.
Claim 50. If v τ⇒ v τ⇒ v′ and r ′ ∈ higher(r) is not a τ -rule, then r ′ does not apply to
f (v).
Proof. Assume r ′ ∈ higher(r) is not a τ -rule and r ′ applies to f (v). This means that
the premises of r ′ are valid for f (v), namely vk
akl→ vkl for appropriate k and l. Below,
we show that r ′ applies to f (u), which contradicts the earlier assumption that r is enabled
at f (u).
(a) r ′ is an action rule with all the associated τ -rules. We have uk
τ
 for k ∈ active(r ′).
Since ukEvk and vk
τ⇒ vk we deduce uk
akl→ ukl by (E.c). Thus, r ′ applies to f (u).
(b) r ′ is a choice rule. Assume that the premise of r ′ for f (v) is vi
ai→ vi1(= ρ(Xi
ai→
Xi1)). Since Xi is not τ -preserving in f (X), by the definition of E , we have uiRvi .
Hence, since ui
τ
, we obtain vi
τ
 and vi(= vi )
ai→. By (R.c), ui ai→, hence r ′
applies to f (u).
(c) r ′ is a silent choice τ i . As in case (b) above, uiRvi . Because vi
τ→, we deduce vi τ→.
Hence, ui
τ→ by (R.c), and so τ i applies to f (u). 
Returning to case 1 of property (E .a′), we only need to derive f (v) τ⇒ f (v′). Unlike
before, namely in case 1 of property (R.a), we use the τ -rules from a possibly larger set
{τk | k ∈ I ∪ active(higher(r))}. This is because now (A.1) holds for vk . It is easy to show
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that no other τ -rules can be enabled during the derivation f (v) τ⇒ f (v′). We prove that
at each stage in the derivation of f (v) τ⇒ f (v′) some of the τ -rules described above are
enabled. Suppose that having reached f (v), i.e. f (v) τ⇒ f (v), we wish to use one of the
transitions vm
τ→ v′m , for m ∈ M ⊆ I ∪ active(higher(r)), to derive the next τ transition
of f (v). Clearly, all rules τm, for m ∈ M , apply to f (v). We use any of them that is
enabled. The only problem is if none of these rules is enabled. Suppose for a contradiction
that this is the case. Let m1 ∈ M . Since τm1 is disabled there must be r ′ such that τm1 < r ′
and r ′ applies. But r < r ′ by (7) depending whether f is τ -preserving of τ -sensitive. So by
Claim 50 rule r ′ is in fact a τ -rule, say τm2 , so r < τm2 . Hence, m2 ∈ active(higher(r)) and
since τm2 applies we obtain m2 ∈ M . By iterating this procedure we generate a sequence
τm1 < τm2 < . . . with mn ∈ M . Since M is finite the sequence must contain repeated ele-
ments. Namely, the sequence is . . . τmk < . . . < τmk . . .. By repeatedly applying (7) we
obtain τmk < τmk . This contradicts (5).
(2) The proof is very similar to the proof of case 2 for (R.a) since, by the definition of
E , the corresponding subterms in f (u) and f (v) that are active in a choice rule for f are
related by R.
(3) The proof of this case differs somewhat from the one for case 3 for (R.a). It may
happen that some vj have τ transitions, where j ∈ active(higher(r)). But, since uj τ, for
all those j , we obtain vj
	 by the inductive hypothesis. Moreover, if vj τ⇒ v′j τ, then
ujEv
′
j by (E.a′′). Thus, we obtain v′ such that f (u′)Ef (v′), and we have f (v)
τ⇒ f (v′)
in a similar manner as in case 3 of (R.a).
Property (E.c′): The proof is similar to the above proof of (E .a′). It uses property (E.c′′),
with its subproperties (E.a†) and (E.c†), instead of (E.a′′) and its respective subproper-
ties. Of course, we need a claim corresponding to Claim 50 that deals with the τ -derivatives
of u instead of the τ -derivatives of v. In addition, in order to use the (E.c′) part of the
inductive hypothesis we need an appropriate version of Claim 48 for E .
It is worth noting that case 3 of this claim requires more work than case 3 of Claim 48.
For a contradiction we assume ui⇑, for all i ∈ I ⊆ active(r), and ui⇓ for i ∈ active(r) \
I . In case 3 we assume that none of the τ -rules τi , for i ∈ I , is enabled at f (u) because
there is a set of rules R disabling them, and R contains only τ -rules. If τj ∈ R for some
j ∈ I , then f (u)⇑ and we are done. Otherwise, since rules in R are enabled at f (u)
we apply them to derive τ -transitions of f (u) and its τ -derivatives. If after any such τ -
transitions τi is enabled, for some i ∈ I , then clearly f (u)⇑. Such situation must occur
after a finite number of τ -moves as ui⇓ for all i ∈ active(r) \ I .
Next, we move to the proofs of properties (E .b′) and (E .a′′). The following result will
be useful. A corresponding result, Claim 38, appears in [53].
Claim 51. If f (u)Ef (v), f (u) τ and f (v) = q0 τ→ q1 τ→ · · · τ→ qn, for n  1, then
qi
τ→ qi+1 is derived by a τ -rule for 0  i < n.
Proof. Assume f (u)Ef (v), f (u) τ and f (v) = q0 τ→ q1 τ→ · · · τ→ qn for some n  1.
The proof is by course of values induction.
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Firstly, we argue that f (v) τ→ q1 is derived by a τ -rule. Assume for a contradiction
that a non-τ -rule r with the action τ is enabled at f (v). This means that the premises of
r are valid for f (v). Using the following claim, we obtain uk
τ
, and hence uk⇓, for all
k ∈ active(r). There are two types of such rules, namely an action rule with the action τ
and the silent choice rule. Before we consider these rules, we first show a useful result.
Claim 52. If f (u)Ef (v), f (u) τ, f (v) τ⇒ f (v′) is derivable by τ -rules, and a rule r is
enabled at f (v′), then uk
τ
 for all k ∈ active(r).
Proof. Assume for a contradiction that uk
τ→ for some k. If τk or τ k is enabled at f (u),
then f (u) τ→: contradiction. Otherwise, there exists a rule r† such that act(r†) = τ , τk <
r† or τ k < r†, and r† is enabled at f (u). Since k ∈ active(r ′), r ′ < r† by condition (7).
Hence, r ′ < τi or r ′ < τi for i ∈ active(r†). This implies v′i τ, for all such i, since r ′ is
enabled at f (v′). If r† is an action rule, then the facts f (u) τ and r† is enabled at f (u)
imply that ui
τ
 for all i ∈ active(r†). Moreover, since f (u)Ef (v) we deduce uiEvi by
the definition of E for all i ∈ active(r†). Now, we shall use properties (E.a′′) and (E.a)
of the theorem’s inductive hypothesis. By (E.a′′), we obtain uiEv′i for all i ∈ active(r†)
noting that each v′i is stable as shown above. Since r† applies to f (u), it also applies to
f (v′) by (E.a). If r† is a choice rule with the ith argument, then uiRvi with ui
τ
.
Similarly as for the action rule, we deduce, by (R.c), that r† applies to f (v′). In both cases
we have shown that r† applies to f (v′). This contradicts the earlier assumption that r ′ is
enabled at f (v′), and r < r†. 
We continue with the proof of Claim 51. We have two cases.
(a) An action rule r with act (r) = τ is enabled at f (v). Hence, vk akl→ vkl for all k ∈
active(r) and appropriate l. Having shown uk
τ
, for all k ∈ active(r), we apply (E.c′)
to ukEvk . From vk
akl→ vkl we obtain uk akl→ ukl , which implies that r also applies to f (u).
If r is enabled at f (u), then it contradicts the assumption that f (u) τ. Else, there must
exist r ′ such that r < r ′, act(r ′) /= τ and r ′ is enabled at f (u). This implies r < τj or
r < τj , and hence vj
τ
, for j ∈ active(r ′), since r is enabled at f (v′). By (E.a′), since
the premises of r ′ are valid for f (u) they are also valid for f (v), making r ′ applicable to
f (v): contradiction.
(b) A silent choice rule τ k is enabled at f (v). Hence, vk τ→. Since the kth argument of
f is not τ -preserving in f (X), by the definition of E , we have ukRvk . Using (R.c), since
uk⇓ we obtain uk τ→ from vk τ→. This contradicts the earlier deduction that uk τ.
This shows that f (v) τ→ q1 is by a τ -rule.
Next, we assume that each qi
τ→ qi+1 is derived by a τ -rule for 0  i < k, where k < n,
and prove that qk
τ→ qk+1 is derived by a τ -rule. Our assumption means that q0 τ⇒ qk and
qk = f (v′) for some v′ such that v τ⇒ v′. In order to show that f (v′) τ→ qk+1 is derived
by a τ -rule, we assume for a contradiction, similarly as in the base case, that an action rule
r ′ with act(r ′) = τ is enabled at f (v′). r ′ is either an action rule with the action τ or the
silent choice rule. The premises of r ′ are valid for f (v′): v′k
akl→ v′kl for all k ∈ active(r ′)
and appropriate l. By Claim 52, we have uk
τ
 and uk⇓, for all k ∈ active(r ′). Hence,
uEv′ by (E.c′).
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Remark 53. Notice that at this point, although we have uEv′, we cannot use (E.c′) and
(E.a′) for the pairs of related processes from u and v′ to proceed with the proof. The
inductive hypothesis guarantees that only those components of u and v that are related by
E satisfy properties (E.a′) and (E.c′). Their τ -derivatives, which may have grown in size,
are not assumed to have these properties. Their behaviour, however, can be deduced from
the properties (E.c′′) and (E.a′′) of the inductive hypothesis. This is the main reason for
including these two more revealing properties in the characterisation of eager bisimulation.
Returning to the proof of Claim 51, we consider two cases.
(a) An action rule r ′ is enabled at f (v′). Since v′k
akl→ v′kl for all k ∈ active(r ′) and appro-
priate l, and uk
τ
, for all k ∈ active(r ′), we apply (E.c) to ukEv′k . From v′k
akl→ v′kl we
obtain uk
akl→ ukl , which implies that r ′ also applies to f (u). If r ′ is enabled at f (u), then
it contradicts the assumption that f (u) τ. Else, there must exist r ′′ such that r ′ < r ′′,
act(r ′′) /= τ and r ′′ is enabled at f (u). This implies r ′ < τj or r ′ < τj , and hence v′j τ,
for j ∈ active(r ′′), as r ′ is enabled at f (v′). By (E.a), since the premises of r ′′ are valid
for f (u) they are also valid for f (v′), making r ′′ applicable to f (v′): contradiction.
(b) A silent choice rule τ k is enabled at f (v′). This case is proved in the same fashion
as case (b) above.
By Claim 51 all τ -derivatives of f (v) have the form f (v′), where v τ⇒ v′. 
Property (E.b′): Suppose for a contradiction that f (v)⇑. Claim 51 tells us that only
τ -rules can be used to produce τ transitions of f (v) and of all its τ -derivatives. Let
M ⊆ active(f ) be the set of τ -rules that can be used to produce any τ transition of any
τ -derivative of f (v). Since active(f ) is finite f (v)⇑ implies vm⇑ for some m ∈ M . If
um
τ
, then vm⇑ contradicts the (E.b′) part of the inductive hypothesis. If um τ→, then
since f (u) τ the set of rules other than τm that are enabled at f (u), R, is not empty,
and τm is below a rule r ′ in R. Let f (v†) be the first τ -derivative of f (v) at which τm
is enabled. Then, v†k
τ
 for all k ∈ active(R). Since r ′ applies to f (u) it also applies to
f (v†) by the fact that, for all appropriate k, v†k
τ
 and by the (E.a′′) part of the inductive
hypothesis. This contradicts the assumption that τm is enabled at f (v†). Therefore, f (v)⇓
as required.
Property (E.a′′): The above claim tells us that all τ -derivatives of f (v) have the form
f (v′), where v τ⇒ v′. We show f (u)Ef (v′) as follows: Assume that in the process of
deriving f (v) τ⇒ f (v′) we only used τ -rules from the set {τm | m ∈ M}. We easily see, by
Claim 52, that um
τ
 for all m ∈ M . This gives us umEv′m, for m ∈ M , by property (E.a′′).
For i /∈ M we have v′i = vi , so uiEv′i or uiRv′i . Therefore, f (u)Ef (v′) by the definition
of E .
Subproperty (E.a): There are two types of rules that f (u) a→ u′ can be derived by.
Firstly, we have an action rule with all the associated τ -rules. Let this rule be r as in case 1
of property (E .a′), Statement 2. The proof follows along the same lines as in the mentioned
case. Secondly, we consider a choice rule. The proof here is a simpler version of the proof
for case 2 for (E .a′).
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Subproperty (E.c): Assume that f (v′) a→ v′′ is derived by r as in case 1 of (E .a′).
The premises of r are valid for f (v′), namely v′i
aij→ v′ij for all appropriate i and j . By
(E.c) of the inductive hypothesis, for all relevant pairs of ui and vi , we obtain ui
aij→ uij .
Hence, r applies to f (u). We need to show that no rule higher than r applies to f (u). If
we assume that there exists r ′ such that r < r ′ and r ′ applies to f (u), we easily find, using
the inductive hypothesis, that r ′ also applies to f (v). Here, we use the fact that uk
τ
 and
vk
τ
 for all k ∈ active(r) ∪ active(r ′). Hence, r is enabled at f (u), and by applying r
to f (u) we get the required u′ where f (u) a→ u′. We show u′Ev′′ as before by using the
definition of E .
Property (E.c′′): Since it is very similar to (E .a′′), with f (u) and f (v) “almost′′ swapping
places, its proof follows closely the above proof of (E .a′′). Naturally, we need
a version of Claim 51 which states that if f (v) is stable and f (u) is convergent, then
τ -derivatives of f (u) can only be produced by τ -rules.
B. Congruence theorem for timed rooted eager bisimulation
Let G = (,Act, R,<) be a timed process language and let → be the transition rela-
tion generated by G as in Definition 13. We start by defining relations Rσ and Eσ over
T () × T () as in the proof of Theorem 22. Rσ is the least relation over T () × T ()
satisfying the following two conditions:
• uRσ v if u ∼tr v, and
• C[u]RσC[v] if uRσ v,
where C[X] is any  context and u and v are vectors of the right length of closed 
terms. Eσ is the least relation satisfying the following two conditions:
• uEσ v if u ∼ v and,
• C[u]EσC[v] if uiEσ vi , whenever Xi is τ -preserving in C[X], and uiRσ vi , otherwise,
for each i.
As before we need to show that Rσ is a timed rooted eager bisimulation relation and
that Eσ is an eager bisimulation relation. We prove in parallel the following two statements
by induction of the depth of process terms.
Statement 1. If pRσ q, then p and q satisfy (Rσ .a1), (Rσ .a2), (Rσ .c1) and (Rσ .c2) in
Definition 32.
Statement 2. If pEσ q, then p and q satisfy (E.a′), (E.b′), (E.c′), (E.a′′) and (E.c′′) in
Proposition 46.
Statement 1. Assume pRq and that (Rσ .a1), (Rσ .a2), (Rσ .c1) and (Rσ .c2) hold for
all subterms of p and q that are related by Rσ . If p ∼tr q, then we are done. Else, p
and q can be represented as f (u) and f (v) respectively for some f , u and v with uRv.
Correspondingly as before, we show that the following stronger properties, denoted by
(Rσ .a1), (Rσ .a2), (Rσ .c1) and (Rσ .c2) respectively, hold.
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f (u)
α→ u′ implies ∃C[V ],D[X,Y ],u†,u′, v†, v′, v′′, v′′.
(f (v)
τ⇒ C[v′] α→ v′′ and v′′ = D[v†, v′′]
and u′ = D[u†,u′] and u′Eσ v′′)
f (u)
σ→ u′ implies ∃D[X,Y ],u′, v′, v′.(f (v) σ→ v′
and v′ = D[v, v′] and u′ = D[u,u′] and u′Rσ v′)
f (v)
α→ v′ and f (u)⇓ implies ∃C[V ],D[X,Y ], v†, v′,u†,u′,u′′, u′′.
(f (u)
τ⇒ C[u′] α→ u′′ and u′′ = D[u†,u′′]
and v′ = D[v†, v′] and u′′Eσ v′)
f (v)
σ→ v′ and f (u)⇓ implies ∃D[X,Y ],u′, v′, u′.(f (u) σ→ u′
and v′ = D[v, v′] and u′ = D[u,u′] and u′Rσ v′)
Properties (Rσ .a1) and (Rσ .c1) are proved in a similar way as the corresponding prop-
erties (R.a) and (R.c) in the previous section.
Property (R.a2): f is either time altering or time preserving. Firstly, we consider a
simpler case, namely f is time preserving. Then, f (u) σ→ u′ is by a σ -rule σI . Hence, u′ =
f (u′) and D[X,Y ] = f (Y ) where ui σ→ u′i , for i ∈ I , and ui = u′i for i /∈ I . By (R.a2)
of the inductive hypothesis since uRσ v we obtain vi
σ→ v′i , for all i ∈ I , and u′Rσ v′. So,
σI also applies to f (v). If σI is enabled at f (v), then f (v)
σ→ f (v′), and f (u′)Rσ f (v′)
as u′Rσ v′.
If σI is not enabled at f (v), then there is a rule r ∈ higher(σI ) that applies to f (v).
Since no rules other than σ -rules can be above any timed rules for time preserving f ,
r = σJ . Since σI < σJ we deduce σI < τ(j) for all j ∈ J , by condition (6). As σI is
enabled at f (u) we get uj
τ
, for all j ∈ J , hence uj
	 for all appropriate j . By (R.c2) of
the inductive hypothesis since σJ applies to f (v) we deduce that σJ applies also to f (u):
this contradicts to the assumption that σI is enabled at f (u). Hence, σI is enabled at f (v),
and we are done.
Secondly, assume that f is time altering, and f (u) σ→ E[u,u′] by a timed rule rσ where
ui
σ→ u′i for i ∈ active(r). Similarly to the previous case, rσ applies to f (v). Assume for
a contradiction that there exists r ∈ higher(rσ ) that applies to f (v). As f is time altering
we have three cases.
1. Let r be a timed rule. By a corresponding argument as above, all the premises of r are
also valid for f (u). This contradicts the assumption that rσ is enabled at f (u).
2. Let r be an action rule. All the premises of r are valid for f (v). Since rσ < r we deduce
rσ < τ(j) for all j ∈ active(r) by condition (6). As rσ is enabled at f (u) we get uj τ
and, hence, uj
	 for all appropriate j . Now, by (Rσ .c1), we deduce that the premises
of r are also valid for f (u), hence r applies to f (u): contradiction.
3. Let r be tau(k). Since tau(k) applies to f (v) we get vk
τ→. As in case 2 above we
deduce uk
τ
. This contradicts the inductive assumption that (Rσ .a1) holds for uk and
vk .
Hence, rσ is enabled at f (v) and f (v)
σ→ E[v, v′], with u′Rσ v′. Finally,
E[u,u′]RσE[v, v′] as uRσ v and u′Rσ v′.
456 I. Ulidowski, S. Yuen / Journal of Logic and Algebraic Programming 60–61 (2004) 401–460
Property (R.c2): It is proved using an auxiliary result corresponding to Claim 48 when
r is a timed rule. We consider two cases when f is time preserving and then f is time
altering, and argue as for property (Rσ .a2) above.
Statement 2. Next, we prove Eσ is an eager bisimulation by showing that the properties of
Proposition 46 hold. Assume pEσ q and that properties (E.a′), (E.b′), (E.c′), and (E.a′′)
and (E.c′′) hold for all subterms of p and q that are related by Eσ . Also, assume that
properties (Rσ .a1), (Rσ .a2), (Rσ .c1) and (Rσ .c2) hold for all subterms of p and q that
are related by Rσ . If p ∼ q, then we are done. Else, p and q can be represented as f (u)
and f (v) respectively, for some f and appropriate u and v such that uiEσ vi , for each
i ∈ active(f ) where τi for f exists, and uiRσ vi otherwise (i.e. when τ i exists by (2)).
As in the congruence proof in the previous section we show five stronger properties
instead of the properties in Proposition 46. The proofs of the five properties for visible
and silent actions are simpler versions of the corresponding proofs in Statement 2 in the
previous section, and thus omitted. This is because the rules with visible and silent actions
and orderings on such rules in timed rebo process languages satisfy stricter constraints than
the corresponding rules and orderings in rebo process languages. For example, we cannot
have rules with visible and σ actions in timed rebo process languages but they are allowed
in rebo process languages. The corresponding statement does not hold for timed rules in
general: we can have τ -sensitive operators in the targets on timed rules (for time preserving
operators) and rules τ -sensitive operators in the targets are not permitted in rebo process
languages. Thus, we only prove the following four properties with action σ . We denote
them by (Eσ .a′σ ), (Eσ .c′σ ), (Eσ .a′′σ ) and (Eσ .c′′σ ), respectively.
f (u)
σ→ u′ implies ∃D[X,Y ],u†,u′, v†, v′, v′′, v′′.(f (v) τ⇒ f (v′) σ→ v′′
and v′′ = D[v†, v′′] and u′ = D[u†,u′] and u′Eσ v′′)
f (v)
σ→ v′ and f (u)⇓ implies ∃D[X,Y ], v†, v′,u†,u′,u′′, u′′.
(f (u)
τ⇒ f (u′) σ→ u′′ and u′′ = D[u†,u′′]
and v′ = D[v†, v′] and u′′Eσ v′)
f (u)
τ
 implies ∀q ′.[f (v) τ⇒ q ′ implies ∃v′. (q ′ = f (v′) and v τ⇒ v′
and f (u)Eσ f (v′) and
(Eσ .a

σ ) ∀u′.[f (u) σ→ u′ implies ∃D[X,Y ],u†,u′, v†, v′′, v′′′, v′′′.
(f (v′) τ⇒ f (v′′) σ→ v′′ and v′ τ⇒ v′′ and u′ = D[u†,u′]
and v′′ = D[v†, v′′] and u′Eσ v′′)] and
(Eσ .c

σ ) ∀v′′. [f (v′) σ→ v′′ implies ∃D[X,Y ],u†,u′, v†, v′′, u′.
(f (u)
σ→ u′ and v′′ = D[v†, v′′] and u′ = D[u†,u′] and u′Eσ v′′)])]
f (v)
τ
 and f (u)⇓ implies ∀p′.[f (u) τ⇒ p′ implies ∃u′. (p′ = f (u′)
and u τ⇒ u′ and f (u′)Eσ f (v) and
(E .c†σ ) ∀v′. [f (v) σ→ v′ implies ∃D[X,Y ], v†, v′,u†,u′′,u′′′, u′′′.
(f (u′) τ⇒ f (u′′) σ→ u′′and u′ τ⇒ u′′ and v′ = D[v†, v′]
and u′′′ = D[u†,u′′′] and u′′Eσ v′)] and
(E .a†σ ) ∀u′′. [f (u′) σ→ u′′ implies ∃D[X,Y ], v†, v′,u†,u′′, v′.
(f (u)
σ→ u′ and u′ = D[v†,u′] and v′ = D[u†, v′] and u′′Eσ v′)])].
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Property (E.a): There are three cases:
(1) f is time preserving and τ -preserving and f (u) σ→ u′ is derived by σI .
(2) f is time preserving and τ -sensitive and f (u) σ→ u′ is derived by σI .
(3) f is time altering and f (u) σ→ u′ is derived by a timed rule rσ .
We show that the property holds for each of these cases.
(1) The form of σI implies that u′ = f (u′) and ui σ→ u′i for i ∈ I and ui = u′i for i /∈ I .
As σI has no implicit copies the proof of this case is a simpler version of the proof for case
1 of property (E .a′) for Theorem 22.
(2) The proof is similar to a large extend to that of case 1 of (E .a′). However, since f
is τ -sensitive it may happen that some of the active arguments in σI are not τ -preserving
in f (X) since f may have silent choice rules (and not the τ -rules) for those arguments.
An example of such f is the time preserving version of CCS +. Hence, the proof of the
statement u′Eσ v′′ is similar to the proofs of cases 2 for (E .a′) and (R.a). Note that Claim
50 is valid for r = σI , so only τ -rules are used in the derivation of f (v) τ⇒ f (v′). Then,
f (v′) σ→ v′′ by rule σI . Because of the form of σI , we deduce u′ = f (u′) and v′′ = f (v′′)
for the appropriate vectors u′ and v′′. By the inductive hypothesis we have u′iEσ v′′i for all i
such that Xi is τ -preserving in f (X), and u′iRσ v′′i otherwise. This implies f (u′)Eσ f (v′′)
by the definition of Eσ .
(3) Let rσ be the following rule. As in case 1 of property (E .a′) we use rσ to show that
(Eσ .aσ ) holds.
{Xi σ→ X′i}i∈I
f (X)
σ→ D[X,X′]
.
Although D[X,X′], the target of rσ , may be more complex than the target of a typical
σ -rule such as σI above, it contains only τ -preserving operators by Definition 33. Prop-
osition 45 says that all variables in D[X,X′] are τ -preserving. Hence, we do not need
to be concerned, as in case 2, that some processes related by Eσ may end up in non-τ -
preserving places in D[X,X′]. So, D[u,u′]EσD[v, v′′] holds because the pairs of vectors
of relevant processes, for example u′ and v′′, are related by either Eσ or Rσ , and we can
apply properties (E.a′) and (R.a) of the inductive hypothesis.
Property (E.c′σ ): The proof of this property relates to the proof of (Eσ .a′σ ) in the same
way as the proof of (E .c′) related to (E .a′) are related. Of course the cases that need to be
considered are somewhat different but the approach and the proof ‘tricks’ are very similar. We
use property (E.c′′)with actiona beingσ , and its subproperties (E.a†) and (E.c†), instead of
(E.a′′)and its respective subproperties. In order to use the (E.c′)part of the inductive hypoth-
esis, where the action a is σ , we need an appropriate version of Claim 48 for Eσ .
Property (E.a′′): A claim corresponding to Claim 51 tells us that all τ -derivatives of
f (v) have the form f (v′), where v τ⇒ v′. We show f (u)Ef (v′) in the same manner as for
(E .a′′) in the previous section.
Next, we consider (Eσ .aσ ) and (Eσ .cσ ). The structure of the proofs is similar to that of
the proofs for (E .a) and (E .c) in the previous section. We use the same three cases as
for (Eσ .a′σ ) above.
Property (E.c′′): is proved in a corresponding fashion to (Eσ .a′′σ ).
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