Introduction
In the last years Genetic Programming (GP) has been applied to a range of complex problems in a variety of fields. Most of these applications can be seen as evolutionary optimization or evolutionary learning. For dealing with these complex tasks, GP evolves a population composed by symbolic expressions built from a set of functionals and a set of terminals. In this paper we want to exploit the following intuitive idea: once the shape of the symbolic expression representing some optimal solution has been found, we try to determine the best values of the constants appearing in the symbolic expression. This point of view constitutes the underlying idea of many successful methods in Machine Learning that combine a space of hypotheses with least square methods. Previous work in which constants of a symbolic expression have been effectively optimized has also dealt with memetic algorithms, in which classical local * The First two authors are supported by spanish grant TIN2007-67466-C02-02 † Supported by FPU program and MTM2004-01167 optimization techniques such as gradient descent or linear scaling were used (see [8] , [3] ).
We have tested the performance of our strategy on symbolic regression problem instances. The problem of symbolic regression consists of finding -in symbolic form-a function f that fits a given finite sample set of data points.
The paper is organized as follows: in section 2 we describe the components that constitute the evolution strategy for obtaining good values for the constants. Section 3 provides the definition of the structure that will represent the programs and also includes the details of the designed GP algorithm. Section 4 presents some numerical experiments. Finally, section 5 draws some conclusions and addresses future research directions.
The algorithm and its convergence
In this section we describe an evolution strategy (ES) that provides good values for the numeric terminal symbols C = {c 1 , . . . , c q } used by a population of symbolic expressions that evolves during a GP process. We assume a population P = {Γ 1 , . . . , Γ N } constituted by N symbolic expressions over a set of numeric functionals F and a set of numeric terminals T = V ∪C. Let [a, b] ⊂ IR be the search space for the constants c i , 1 ≤ i ≤ q. In this situation, each individual c is represented by a vector of floating point numbers in
be a sample defining a symbolic regression instance. Given a vector of values containing the constants c = (c 1 , . . . , c q ), we define the fitness of c by the following expression:
where Γ 0 is the best symbolic expression of the population P, obtained by the execution of a previous GP algorithm. The details of this GP algorithm will be described in the
. It represents the fitness of the symbolic expression Γ 0 after making the substitution of the references to the constants in C, by the numeric values of c.
Similar to many other evolutionary algorithms, the ES always maintains a population of constants vectors {c 1 , . . . , c M }. The initial vector of constants comes from the GP algorithm evolving symbolic expressions. Different vectors of constants can be generated at random from the uniform distribution in the search space. Recombination in the ES involves all individuals in the population through linear combination and mutation is achieved by performing an affine transformation: 
where B i is an q × q matrix and g i is a q-vector. 
This means essentially that the recombination procedure does not make population X I worse than population X. In order to justify the proposed mutation procedure, the reader can realized, using a similar argument as above, that if there exists a selection of matrices B i , with ||B i || < 1, and vectors g i for which the optimal set of constants c is a fixed point, that is, c t = B i c t + g i t , then the evolution strategy ES converges to its optimum when the number of generations goes to infinity. Obviously, finding such matrices B i and vectors g i could be very difficult in practice or it may even happen that they do not exist.
Evolving straight-line programs representing symbolic expressions
In the GP paradigm, the symbolic expressions are usually represented by LISP S-expressions or by directed trees with ordered branches (see [4] ). Recently, a new structure named straight-line program (slp) has been introduced with considerable success, as an alternative for representing symbolic expressions ( [1] ). A slp consists of a finite sequence of computational assignments where each assignment is obtained by applying some functional to a set of arguments that can be variables, constants or pre-computed results.
. . , f p } be a set of functions, where each f i has arity a i , 1 ≤ i ≤ p, and let T = {t 1 , . . . , t m } be a set of terminals. A straight-line program (slp) over F and T is a finite sequence of computational instructions Γ = {I 1 , . . . , I l }, where for each k ∈ {1, . . . , l},
In our case, the set of terminals T satisfies T = V ∪ C where V = {x 1 , . . . , x n } is a finite set of variables and C = {c 1 , . . . , c q } is a finite set of references to constants. The number of instructions l is the length of Γ.
As each instruction I i is identified with variable u i , we can denote the slp Γ by Γ = {u 1 , . . . , u l }.
Let Γ = {u 1 , . . . , u l } be a slp over F and T. The symbolic expression represented by Γ is u l considered as an expression over the set of terminals T constructed by a sequence of recursive compositions from the set of functions F. Provided that V = {x 1 , . . . , x n } ⊂ T is the set of terminal variables and C = {c 1 , . . . , c q } ⊂ T is the set of references to the constants, for each specialization c ∈ [a, b] q ⊂ IR q of the set of constants to fixed values, a specific symbolic expression Γ c is obtained, whose semantic function
. . , a n ) = b, where b stands for the value of the expression over V of the nonterminal variable u l when we substitute the variable x k by a k ; 1 ≤ k ≤ n.
Consider now a symbolic regression problem instance represented by a sample set z = (x i , y i ) ∈ IR n × IR, 1 ≤ i ≤ m, and let Γ c be a specific slp over F and T obtained by giving values to the constant references. In this situation, the empirical error of Γ c w.r.t the sample set of data points z is defined by the following expression:
For a class of structures H with finite complexity, representing the symbolic expressions, the proposed model can be chosen minimizing the empirical error. The problem of model selection -also called complexity control-arises when the class H consists of structures of varying complexity. Then the problem of regression estimation requires optimal selection of model complexity in addition to model estimation via minimization of empirical error. This is the case of our class of slp's. Then, we use in this paper the number of non-scalar operations of the slp, that is, operations which are not in {+, −}. This is a measure of the nonlinearity of the model considered. This notion is related with the Vapnik-Chervonenkis (VC) dimension of the set of symbolic expressions given by slp's using a bounded number of non-scalar operators. The exact relationship between non-scalar size of a slp and its VC dimension is showed in [6] . Thus, given a slp Γ c , we will define the fitness of Γ c w.r.t. the sample set of data points z as
where p = h m and h is the number of non-scalar operations of Γ c . Equation 3 is also know as the Structural Risk (SR) of Γ c (see [9] ). Then the goal is the minimization of the SR. A good starting point for our optimization method is a symbolic expression with a promising shape with respect to the sample set. This symbolic expression is obtained by means of the evolution of a random initial population of slp's within a GP algorithm. The GP process begins with a random selection of a vector c of values for the constants. This vector of constant values is used for the computation of the fitness of each slp applying the equation 3. When the GP process finishes, the slp with the best fitness value is selected and c is included in the initial population of the ES for constants optimization.
For the purpose of defining suitable recombination operators for slp's we will work with homogeneous populations of equal length individuals. In this sense, observe that given a slp Γ = {u 1 , . . . , u l } and L ≥ l, we can construct the slp
is any instruction satisfying the conditions in the slp's definition. In this situation is easy to see that Γ and Γ represent the same symbolic expression.
The recombination operators used are those described in [1] and reproduced below.
. . , u jm } the set of instructions of Γ involved in the evaluation of u k with the assumption that j 1 < . . . < j m . Next we randomly select a position t in Γ with m ≤ t ≤ L and we modify Γ by making the substitution of the subset of instructions {u t−m+1 , . . . , u t } in Γ , by the instructions of Γ in S u k suitably renamed. After this process we obtain the first offspring from Γ and Γ . For the second offspring we symmetrically repeat this strategy, but now we begin by randomly selecting a position k in Γ .
When the mutation operator is applied to a slp Γ, the first step consists of selecting an instruction u i ∈ Γ at random. Then a new random selection is made within the arguments of the function f ∈ F that constitutes the instruction u i . Finally the selected argument is replaced with another one in T ∪ {u 1 , . . . , u i−1 } randomly chosen. 
Reproduction operation of an individual Γ consists of performing an identical copy of Γ. We use generational replacement between populations (see [1] for details).
Experimentation

Experimental setting
The proposed strategy implies the division of the total computational effort between the two described algorithms. We define the computational effort (CE) as the total number of basic operations that have been computed up to that moment. In our case we consider the following three possible divisions: 25% of the CE for the GP and 75% for the ES; 50% of the CE for each algorithm and 75% for the GP, 25% for the ES. We also compare the results with a purely GP strategy, without optimization of constants. The total CE was fixed in all the executions to 10 7 basic operations. We have executed our algorithms in order to solve instances of the symbolic regression problem, associated to a set of target functions displayed in table 1.
For every execution the corresponding sample set z = (x i , y i ) 1≤i≤m is constituted by 30 points. In real-world problems, the sample points are obtained by means of some measurement tasks that usually contain errors or noise. Let f be the unknown target function. The real sample set z satisfies the following relationship: y i = f (x i ) + i ; where i is the error associated to the measure corresponding to point z i = (x i , y i ). In our experiments the x-values follow from uniform distribution in the input domain and for the computation of y-values the above equation is used in order to corrupt the values with noise. The noise variance was fixed to 0.1. The structures that represent the symbolic expressions are slp's over the set of functionals F = {+, −, * , //}, incremented with the sign operator for the target function f 5 and with the sin function in the case of target function f 6 . In the set F, "//" indicates the protected division, i.e. x//y returns x/y if y = 0 and 1 otherwise. The terminal set T consists of the variables of the corresponding target function and includes a set of references to constants: {c 1 , . . . , c q }, where each constant takes values in [0,1]. We will show results for q = 3 and q = 6. The particular settings for the parameters of the GP algorithm with slp's are the following: population size: 200, crossover rate: 0.9, mutation rate: 0.05, reproduction rate: 0.05 and length of slp's: 32.
For the case of the ES that provides values for the constants, the following fact must be considered. Although we have described in section 2 general recombination and mutation operators involving the whole population {c 1 , . . . , c M } in the first case, and all the genes of c i in the case of the mutation of c i , in this work we have considered the following particular cases: An arithmetic crossover (c.f. [7] ) and a non-uniform mutation operator adapted to our search space [a, b] q which is convex ( 
Experimental results
In order to give an appropriate measure of the quality of this model, it makes sense to consider a new set of points generated without noise from the target function. This new set of examples is known as the test set or validation set. So, let (x i , y i ) 1≤i≤n test a validation set for the target function f (x) (i.e. y i = f (x i )) and let g(x) be the model estimated from the sample set. Then the prediction risk ε n test is defined by the mean square error (MSE) between the values of g and the true values of the target function f over the validation set:
In this experimentation the size n test of the validation set is 200. In table 2 we display the absolute best prediction risk value for each target function. The different variants of the proposed strategy are denoted by the amount of CE assigned to the ES. GP denotes the standard genetic programming approach based on straight-line programs and does not include optimization of constants. From the results presented 2 4.2E+00 1.3E+01 1.7E-01 2.9E+00 f 3 3.7E-07 3.5E-07 2.7E-07 2.3E-07 f 4 3.9E-01 2.8E-01 2.9E-01 4.2E-01 f 5 1.8E-02 1.7E-02 1.1E-02 1.3E-02 f 6 3.8E-02 4.2E-02 3.7E-02 4.0E-02
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in the above table, we can see that the purely GP strategy is almost always outperformed by some of the other GP-ES combined methods. In terms of the best prediction risk value, the combination 75% for the GP algorithm and 25% for the ES produces better results than the other combinations. For function f 3 purely GP obtains the best results because f 3 is a very simple function with "easy" coefficients that can be estimated without using the constants optimization evolution strategy. Then we can state that the described cooperative coevolution strategy outperforms the known GP methods for solving the studied symbolic regression problem instances. Regarding parameter q, its suitable value depends on the unknown target function. In our case, q = 3 is better than q = 6 for the most part of the studied target functions. However, for functions f 2 and f 4 the GP-ES strategy performs better with q = 6.
As complementary information to the above table, figures 1 and 2 show the empirical distribution of the 100 executions in terms of the prediction risk, for each strategy and model selection. This information is displayed by means of standard box plot notation with marks at 25%, 50% and 75% of that empirical distribution. The first and last mark in each case stands for the prediction risk of the best and the worst execution respectively. 5 Conclusive remarks and future research
We have designed a cooperative strategy between a genetic program and an evolutionary algorithm. The genetic program evolves straight-line programs that represent symbolic expressions, whereas the evolutionary algorithm optimizes the values of the references to the constants used by those symbolic expressions. Experimentation has been performed on a group of target functions and we have compared the performance between some variants of the described strategy and the standard slp-GP approach. Experimental results have showed that our cooperative architecture outperforms the purely GP algorithm.
Future work can be addressed to several research directions. We could construct other cooperative strategies adapted to our slp structure, as those described in [2] for trees. Also we could include some local search procedure into the ES that adjusts the constants, or define new methods for the construction of matrix A and B i , corresponding to the recombination step and mutation step respectively.
