Abstract. This paper provides the first provable O(N log N) algorithms for the linear system arising from the direct finite element discretization of the fourth-order equation with different boundary conditions on unstructured grids of size N on an arbitrary polygoanl domain. Several preconditioners are presented, and the conjugate gradient methods applied with these preconditioners are proven to converge uniformly with respect to the size of the preconditioned linear system. One main ingredient of the optimal preconditioners is a mixed-form discretization of the fourth-order problem. Such a mixed-form discretization leads to a non-desirable -either non-optimal or nonconvergent-approximation of the original solution, but it provides optimal preconditioners for the direct finite element problem. It is further shown that the implementation of the preconditioners can be reduced to the solution of several discrete Poisson equations. Therefore, any existing optimal or nearly optimal solver, such as geometric or algebraic multigrid methods, for Poisson equations would lead to a nearly optimal solver for the discrete fourth-order system. A number of nonstandard Sobolev spaces and their discretizations defined on the boundary of polygonal domains are carefully studied and used for the analysis of those preconditioners.
Introduction
In this paper, we study numerical methods for solving finite element systems for boundary value problems for fourth-order elliptic partial differential equations on unstructured grids of an arbitrary polygonal domain. The fourth-order partial differential equation has applications in, for example, solid and fluid mechanics and material sciences. Many different finite element methods, including conforming and nonconforming, have been developed in the literature for discretizing the boundary value problems. All these discretizations lead to very ill-conditioned linear systems with condition numbers of order O(h −4 ) that are difficult to solve.
Multigrid methods are among the most efficient techniques for solving these systems. In particular, geometric multigrid methods based on a nested sequence of multilevel geometric grids have been extensively studied in the literature for fourth-order problems, c.f. [4, 7, 8, 18, 28, 33, 45, 46, 48] and references therein. The efficiency of these methods, however, depends crucially on appropriate underlying multilevel structures. Because such multilevel structures are not naturally available in most unstructured grids in practice, multigrid methods of this type are generally quite difficult to use. More user-friendly methods such as algebraic multigrid methods (that can be applied to unstructured grids) have also been studied in the literature, see [5, 6, 23, 30, 34] . But the efficiency of these methods applied on the fourth-order finite element problem is limited. Further, there is still no theory to support the methods of these types. In any event, to the authors' knowledge, no mathematically optimal solvers for fourth-order finite element problems discretized on unstructured grids are presented in the literature.
In this paper, we develop a class of methods that fall in between geometric and algebraic multigrid methods. We use the final geometric grid only which has no hierarchy and can be entirely unstructured. We circumvent the obstacles inhering in a lack of natural hierachical structure by exploring the deep virtue of multilevel methodology in the framework of the Fast Auxiliary Space Preconditiong (FASP) method that exists in the literature [40, 41] . These methods combine the practical advantage of algebraic multigrid methods in that they are easy to use with the solid theoretical foundation associated with geometric multigrid methods.
To cope with the conforming and nonconforming finite element discretizations for the fourthorder problem with different boundary conditions, we present several preconditioners and then use the conjugate gradient method on the preconditioned linear systems. One main ingredient in the construction of these preconditioners is an auxiliary discretization of a mixed form of the fourthorder problem whereby piecewise linear finite elements are used for both the original variable and the auxiliary variable. Such simple mixed finite element discretizations often lead to non-desirable (either non-optimal or non-convergent) approximations of the original solution; however, a proper combination of the solution and some elementary point relaxation iterative methods for the original system, such as the Jacobi and symmetric Gauss-Seidel methods, produces a preconditioner that can capture the spectrum of the original linear systems well. And, as a result, the conjugate gradient method applied to the preconditoned system converges uniformly with respect to the size of the systems. The solution of the linear mixed system will be reduced to the solution of several discrete Poisson equations. Thus, any existing optimal or nearly optimal Poisson solver, such as geometric or algebraic multigrid methods, would lead to a nearly optimal solver for the discrete fourth-order system. These solvers work for a relatively large class of finite element systems.
In order to analyze the optimality and complexity of the preconditioners, a number of technical results associated with the Sobolev space H 2 ∩ H 1 0 (Ω) on the polygonal domain are developed in the paper. That is, the finite element discretizations and the continuous and discrete traces on the boundary are studied, as the generalization of some existing results for the smooth domain. Based on the properties of the newly developed trace spaces and the trace and extension operators defined on the trace spaces, the optimality of each solver is shown rigorously on both convex and nonconvex domains.
With various numerical examples also reported to support the theoretical results, this paper appears to be the first to present provable O(N log N) algorithms for the fourth-order equation discretized on unstructured grids.
The rest of the paper is organized as follows. In the next section, we introduce the model problem and basic definitions and notations of finite element methods. In Section 3, we introduce some preliminaries of the paper, namely a concise introduction to preconditioned conjugate gradient (PCG) method and FASP. In Section 4, we discuss several discrete second-order operators defined on finite element spaces, and in Section 5, we develop some trace spaces of specific Sobolev spaces and discuss their discretization. Sections 6 and 7 are devoted to the optimal solver for the finite element problem of the fourth-order problems. Both theoretical results and numerical examples are provided to verify the optimality of the solvers. Finally in Section 8, conclusions and remarks are given.
2. Model problems and finite element discretizations 2.1. Model problems. Let Ω ⊂ R 2 be a bounded polygon, with Γ = ∂Ω its boundary, and Γ i and
We consider the model biharmonic equation
on Ω equipped with boundary value conditions of the first and second kind, and its variational formulation. In doing so, we find u ∈ M k , such that
where M k is a Hilbert space with a certain boundary value condition; namely, M 1 = H 2 0 (Ω) when the Dirichlet boundary condition of the first kind is considered, and
(Ω), when the Dirichlet boundary condition of the second kind is considered. In terms of elasticity, the first is in accordance with the clamped plate and the second is in accordance with the simply supported plate, and they will be referred to thereafter as the first and second biharmonic problem,
The well-posedness of the boundary value problem is obvious by the Lax-Milgram Lemma. An equivalent weak form of the boundary value problem is to seek u ∈ M k , such that
2.2.
Finite element problems for model problems.
Triangulation and finite element.
Let T h be a quasi-uniform triangular triangulation of domain Ω, Ω = ∪ T ∈T h T . We denote h T as the mesh size of T , and h as the meshsize.
For a given triangulation, the finite element space is defined by the elementwise shape function space and the continuity of the nodal parameters. In this paper, we study the finite elements whose nodal parameters are of the type 
When deg(α) = 1, there is only one direction involved for the derivative, and the direction is denoted by t α . Let K be a subsimplex of the triangulation. Define the neighboring patch of
denote the polynomials on T with a degree not higher than k, and P k (T h ) the set of piecewise polynomials that belong to P k (T ) at each element T . For a given finite element space, the nodal basis is defined to be the set of all the dual basis functions with respect to the nodal parameters. Let ϕ α be the nodal basis function with respect to N α . Define ω α := {T :T supp(ϕ α ) ∅}, #ω α := #{T :T supp(ϕ α ) ∅}, and h α = max T ⊂ω α h T . Any ω α can be written as ω α = T 1 · · · T #ω α , such that T j and T j+1 share a common edge.
We make use of the following notations. Let N h denote the set of all the vertices, N h = N A1: the quadratic polynomials are contained in the elementwise shape function space;
A2: each w h ∈ M h is weakly continuous and ∇w h is weakly continuous on each e ∈ E i h in the following sense, where n is the normal vector of e and τ is the tangential normal vector of e: w h is continuous on at least one point on e, ∂ n w h is continuous on at least one point on e, and ∂ τ w h is continuous on at least one point on e;
Here and after, we make use of , and = ∼ to denote , and = up to a constant. The hidden constants depend on the domain. And, when the triangulation is involved, they also depend on the shape-regularity of the triangulation, but they do not depend on h or any other mesh parameter.
Remark 1.
The Assumptions A1-A3 are mild, and they hold for most finite elements for fourthorder problems, including the Morley element, the modified-Zienkiewicz element [36] , the NilssenTai-Winther element [26] , the Morley-Zienkiewicz element [31] , the Bell element, and the Argyris element.
We define a piecewise H 2 function space as 
And the finite element space M h,2 that is associated with
The finite element discretization of (2) is to find
We introduce the operator
Then the linear system to solve is
3. Preliminaries: PCG and FASP 3.1. Preconditioned conjugate gradient (PCG) method. The PCG method is the basis of all the preconditioning techniques studied in this paper. For a linear system Au = f in which A is a symmetric positive definite (SPD) operator, the PCG method can be viewed as a conjugate gradient method applied to the preconditioned system BAu = B f . Here, B is an SPD operator, and BA is symmetric with respect to the inner product (·, ·) B −1 := (B −1 ·, ·).
Let u k , k = 0, 1, 2, · · · be the solution sequence of the PCG algorithm. It is well known that
which implies that generally the smaller the condition number κ(BA), the faster the PCG method will converge. However, though it is sufficient for many applications, the estimate given in (6) is not sharp. An improved estimate can be obtained in terms of the eigenvalue distribution of BA [1, 17, 38] . More specifically, we focus on the case in which we can divide σ(BA), the spectrum of BA, into two subsets, σ 0 (BA) and σ 1 (BA), where the eigenvalues in σ 1 are bounded from above and from below and σ 0 consists of all the "bad" eigenvalues remaining. The lemma below can be found in many references, e.g. [1] .
Lemma 2.
Suppose that σ(BA) = σ 0 (BA) ∪ σ 1 (BA) such that there are m elements in σ 0 (BA) and λ ∈ [a, b] for each λ ∈ σ 1 (BA). Then
If the eigenvalues of BA are ordered as 0
, then the convergence rate estimate (7) becomes
In this case, (8), given a tolerance ε < 1, the number of iterations of the PCG algorithm needed for
To estimate the effective condition numbers, a basic tool is the Courant minimax principle (see e.g., [14] ), which leads to the following lemma: Then the fast auxiliary space preconditioner (see [40, 41] ) is defined by
Theorem 4. [20, 40] Assume that (1) There are constants c j > 0, such that In applications, V and all W j are usually finite element spaces with bases consisting of locally supported functions. Plugging basis functions into the bilinear forms would lead to the algebraic representation of the preconditioner.
Discrete Second-order operators
The Laplacian operator and the Hessian operator are second-order operators of fundamental importance. In this section, we study their discretization on finite element spaces.
For a linear space M and its subspace
By definition, we can obtain the following lemma directly.
Lemma 5. Assume a linear space M and a linear operator L on M. For any subspace M
where m 0 is the number of reentrant corners on Γ throughout this paper, and by a "reentrant corner" we refer to the corner whose interior angle is bigger than π. When the domain Ω is convex, m 0 = 0. 
Discrete Laplacians on linear finite element spaces for H
1 (Ω). Given a triangulation T h , denote by V h ⊂ H 1 (Ω)
Definition 6. Define the discrete Laplacian operators of first and second kind on V h0 as
where V h,1 = V h , and V h,2 = V h0 .
Each of the two Laplacian operators has a second-order equivalent description in terms of normal derivative jumps on element edges. Let E h,1 = E h , and E h,2 = E i h .
Lemma 7.
The Laplacian operators can be described by
which holds for all p h ∈ V h0 and k = 1, 2, with this exception: when k = 2, the right inequality above only holds for p h ∈ V h0 .
Proof. Let p h ∈ V h0 and k = 1, 2, then
Now we turn to the right inequality of (13) . We first consider the case k = 2. Let p ∈ H 1 0 (Ω) be the unique solution of
The right inequality of (13) is proved for k = 2, and we turn to the case k = 1. As
we will find some r h ∈ V h \ {0}, such that
If Ω is convex, then by the same argument as for k = 2 with the homogeneous Dirichlet problem replaced by the homogeneous Neumann problem, we obtain that
Then (15) holds for r h :
If Ω is not convex, letΩ be the convex hull of all the corner points of Ω, and letT h be a quasiuniform triangulation onΩ such that T h is a subtriangulation ofT h . Similarly, the set of edgeŝ 
Therefore, (15) holds for this r h . The right inequality of (13) is proved for k = 1, and this finishes the proof of the lemma.
Discrete Hessions on finite element spaces for H 2 (Ω).
Let M h be a finite element space for H 2 (Ω) as described in Section 2.2.2. Define interpolation operators on finite element spaces as
Theorem 8. We have a stable decomposition of M h,k :
which holds for all w h ∈ M h,k and k = 1, 2, with this exception: when k = 2, the left inequality above only holds for w h ∈ M h,2 .
Proof. The theorem follows from Lemma 7 and Lemma 12 below.
Lemma 9. Let m 1 be an integer. The following equivalence for γ, β 1 , . . . , β m ∈ R depends on m only:
The proof of Lemma 9 is straightforward; therefore it is omitted.
Lemma 10. [37] It holds for all w h
Lemma 11. For all p h ∈ V h0 , it holds for k = 1, 2 that
Proof. By Assumptions A1 and A3, we have
Let N α be a nodal parameter with deg(α) = 1, and we rewrite the element patch ω α as ω α =
and by the continuity of the piecewise linear function p h , we obtain further that
Otherwise, by definition, we have
And, by the continuity of p h again, we obtain that
Summing all the inequalities above leads to (18) for k = 1, 2.
Lemma 12.
It holds for k = 1, 2 that
Proof. Denote w
By inverse inequality, we have that
Thus, by Lemma 10 and Assumption A3,
It is straightforward to obtain that, for any α, any w h ∈ M h,k and any
Then by Assumption A3 again, given any w h ∈ M h,k ,
On the other hand, as 
Combining these two points, we obtain (27).
Trace spaces on the boundary and their discretizations

Trace spaces related to H 1 (Ω). As the trace space of H
is a Hilbert space with respect to the norm λ 1/2,Γ = inf
This defines a harmonic extension operator by Eλ = u λ . Then, 
where χ i is the characteristic function on Γ i , with the norm
Proposition 13. For any λ ∈ L 2 (Γ), the sufficient and necessary condition of 
More specifically, λ 1/2,c,
Proof. To begin, we prove the first identity in (32) .
Now let λ ∈ L 2 (Γ) be such that λn ∈ (H 1/2 (Γ)) 2 . It can be easily verified for j = i − 1 and i + 1
Namely, λχ i can be expressed as a linear combination of function 0 and functions λn ·
with the coefficients in C ∞ (Γ). Therefore, λχ i itself belongs to H 1/2 (Γ).
It is easy to verify that λn 1/2,Γ is a norm on λ ∈ H Define a space of biharmonic functions To prove the second part, we consider an auxiliary Stokes problem for any λ ∈ H 1/2 c Γ :
This problem, thanks to the trivial fact of τ · n = 0 on Γ, obviously admits a unique solution, 
Further, ∂u ∂τ = ∇u · τ = ψ · n = 0 along Γ; therefore, u is a constant along Γ, and thus we may choose
The uniqueness of such a u is straightforward. This finishes the proof of the theorem.
By Theorem 15, given λ ∈ H 
Lemma 16. T d r is an isomorphism from
(∇( H 2 (Ω)), · div ) onto H 1/2 c (Γ), E d is an isomorphism from H 1/2 c (Γ) onto (∇ H 2 (Ω), · div ), and T d r • E d = Id H 1/2 c (Γ) and E d • T d r = Id ∇( H 2 (Ω)) .
Remark 17. It is easy to verify that for u ∈ H
To prove the second part of the theorem, let By means of the inverse generalized Poincaré-Steklov operator S c , the first biharmonic problem can be decomposed to two second biharmonic problems, as in the proposition below. 
It is easy to verify that if
λ ∈ H 1/2 (Γ), then (Eλ, ∆v) = (E c λ, ∆v), ∀ v ∈ H 2 (Ω) ∩ H 1 0 (Ω); that is, E c λ is indeed the L 2 -projection of Eλ in R(∆). In particular, when R(∆) = L 2 (Ω),
Proof. Firstly we show that T c is a bijection. It is straightforward to verify that
Proposition 21. Let u ∈ H
2 0 (Ω) solve (∆u, ∆v) = ( f, v) ∀ v ∈ H 2 0 (Ω), then u can be obtained by seeking (ũ, ζ, u) ∈ (H 2 (Ω) ∩ H 1 0 (Ω)) × H −1/2 c (Γ) × (H 2 (Ω) ∩ H 1 0 (Ω)), such that (∆ũ, ∆p) = ( f, p), ∀ p ∈ H 2 (Ω) ∩ H 1 0 (Ω), (37) ζ, S c γ = −(∆ũ, E c γ), ∀ γ ∈ H −1/2 c (Γ),(38)(∆u, ∆v) = (∆ũ + E c ζ, ∆v), ∀ v ∈ H 2 (Ω) ∩ H 1 0 (Ω).
Lemma 22. [44] Let F be a vertex on ∂Ω or an edge of ∂Ω, then I
0 F λ h 1/2,Γ (1+| log h|) λ h 1/2,Γ .
Lemma 23. It holds for
The last item is proved, and the proof of the lemma is finished. 
Proof. Firstly, it can be proved that (42) . This finishes the proof.
For λ h ∈ B h , denote its decomposition by λ h =λ h + λ 
Lemma 28. It holds for λ h ∈ B h that
The left inequality is then proved. For the right one, we only have to note that λ (45) is proved.
Lemma 29. It holds for λ h ∈B h that
(45) λ h 1/2,Γ λ h 1/2,c,Γ (1 + | log h|) λ h 1/2,Γ and (46) λ h −1/2,Γ (1 + | log h|) 2 λ h −1/2,c,Γ .
Proof. For any λ
We now turn to (46) . For any µ h ∈ B h , by Lemma 23 and (45) 
This finishes the proof.
Discrete harmonic extension operator and the discrete inverse generalized Poincaré-Steklov operator. For
Define the discrete harmonic operator E h :
. The stability properties of E and E c can be inherited by E h . The lemma below can be referred to [13] .
, and by Lemma 5,
Lemma 31. The following stability results hold: (1) it holds for
The lemma is proved.
Define the discrete inverse generalized Poincaré-Steklov operator S h :
The decomposition of the first biharmonic problem can be inherited in the discrete level.
and
Lemma 33. F h is an isomorphism from
Some equivalent description of S h can be established by means of D h and F h .
Theorem 34. For any λ h ∈ B h , it holds that
and for any λ h ∈ B h ,
Proof. The theorem follows from Lemmas 31, 27, and 33 directly.
Theorem 35. For any λ h ∈ B h , it holds that
Proof. The theorem follows from Lemmas 29, 27, and 33 directly.
Theorem 36. For any λ h ∈ B h , it holds that
and for any λ h ∈ B h , it holds that
Proof. The theorem follows from Theorem 35 and Lemma 28.
A modified stable decomposition of
Lemma 37. Let v h ∈ V h0 . Let ∆ h,1 and ∆ h,2 be Laplacian operators defined on V h0 . It holds that
The first result follows then.
Now let H h be the
and thus
Lemma 38. The modified stable decomposition holds:
(1) For w h ∈ M h,1 , it holds that
(2) For w h ∈ M h,1 , it holds that
Proof. Combining Theorem 8 and Lemma 37 leads to the lemma directly.
Optimal solvers for fourth-order finite element problems
In this section, we will present several effective solvers for both the first and the second biharmonic problems. We will provide detailed theoretical analysis for these solvers as well as numerical experiments that support our theories.
In the presentation below,
represents any symmetric smoother (such as the Jacobi and the symmetric Gauss-Seidel smoother) for the discrete biharmonic operators, and Π h,k follows from the definition as in Section 4.2.
Second biharmonic finite element problem
For the second biharmonic finite element problem, the discrete Laplacian operator of second kind provides an optimal preconditioner. By Theorem 8, Lemma 3, and the FASP theory, we obtain the following theorem. 
Theorem 41. When PCG is applied on B h,2 A h,2 u h = B h,2 f h , the total complexity is O(N h,2 log N h,2 ).
Proof. The theorem follows from (9), Theorem 39 and Lemma 40.
First biharmonic finite element problem
A h,1 u h = f h on M h,1 .
Preconditioning effect of the discrete Laplacian operator of the second kind.
The discrete Laplacian operator of second kind induces a simple preconditioner for first biharmonic finite element problem.
Theorem 42. Define
then the m 0 -th effective condition number κ
Proof. The theorem follows from Lemma 3 and Lemma 38.
The computational cost is dominantly contained in Poisson solvers. Let N h,1 be the number of the degree of freedoms of
Theorem 43. The complexity of PCG applied on B
h,1 log N h,1 ).
An optimal preconditioner.
Theorem 44. Define
The condition number of B h,1 A h,1 is bounded uniformly.
Proof. The theorem follows from the FASP theory and the stable decomposition (16) .
The main work of the preconditioner B h,1 is in the inversion of ∆ * 1,h ∆ 1,h : namely, given f h ∈ V h0 , we find u h ∈ V h0 such that
Strategy of solving (59). Let u h be the solution of (59), and w h := ∆ h,1 u h , then (u h , w h ) is the unique solution of the equation
Namely, (59) is equivalent to (60), whereas the latter is the discretization of the mixed formulation of the first biharmonic problem given in [10] , which finds (u,
The coupled system (61) can be decoupled as demonstrated in the following lemma.
Lemma 45. Let (u, w) be the solution of (61), then they can be obtained by seeking (u, w, λ) ∈
And, (u, w) = (u, w + Eλ).
Proof. Let λ = w| Γ , then w = w + Eλ, with w ∈ H 1 0 (Ω) uniquely determined by (62). Since (w, Eγ) = −(∇u, ∇Eγ) = 0 for γ ∈ H 1/2 (Γ), (Eλ, Eγ) = −(w, Eγ). Thus, λ can be solved from (63). Further, u can be solved from (64). The proof is finished.
Analogously, the decoupling of (59) can be carried out by means of E h . Similar to Lemma 45, we can prove the lemma below.
Lemma 46. Let u h be the solution of (59), then it can be obtained by seeking
According to Lemma 40, (65) and (67) can both be solved optimally. The difficulty lies in solving (68) in optimal complexity with respect to the size of (59). The problem (66) is equivalent to finding λ h ∈ B h , such that
Optimal and nearly optimal preconditioners for S h . Based on the equivalent description of S h in Section 5.5, we present three preconditioners for S h . They are
Here, I is the inclusion operator fromB h to B h , J is the inclusion operator from B 
Proof. The theorem follows directly from the FASP theory, Lemma 3, and Theorems 34, 35, and 36, respectively.
Let N S be the number of the degree of freedoms of (66). Then N h,1 = ∼ N 2 S , and N h,1 is equivalently the number of the degree of freedom of (59). The theorem below follows from Theorem 47, Lemma 40, and (9).
Theorem 48.
( (N h,1 log N h,1 ).
Numerical examples
In this section, we present several numerical examples to illustrate the effects of the preconditioners given in last section. We will compute and record the extremal eigenvalues of the preconditioned operators. We will also test the performance of PCG method with given preconditioners on some modal problems. We run the various PCG computations with the starting guess 0, and with a stop criteria whereby the relative residual ( residual l 2 / rhs l 2 ) is smaller than 10 −8 .
We test the preconditioner on both convex and nonconvex domains, as shown in Figure 1 . We divide each computational domain by successively refined quasi-uniform meshes, and we carry out numerical experiments on the multiple meshes to test the performance of each preconditioner. In the tables below, we use λ for an eigenvalue, κ for a condition number, and DOF for the number of the degree of freedom. Tables 5, 6 , and 7, we observe that for both convex and nonconvex cases the number of PCG iterations remains nearly constant as the number of DOF grows. Moreover, when the computational domain is convex, the eigenvalues of the preconditioned operator are bounded uniformly. However, when the computational domain is not convex, the eigenvalues of the preconditioned operator are bounded uniformly from below. In addition, when the domain is not convex, the eigenvalues are bounded uniformly from above with no more than m 0 exceptions. Table 8 and Table   9 . We observe that, the eigenvalues of T h,1 S h are uniformly bounded from below. In addition, they are bounded from above with no more than m 0 exceptions. Figure 2 . We observe in Figure 2 that, T h,2 performs better than T h,3 at capturing the extremely low-frequency part, and is as good as T h,3 at capturing the high-frequency part.
Concluding remarks
This paper is aimed at developing efficient iterative methods for solving the algebraic systems arising from direct finite element discretization of the boundary value problems of fourth-order equations on an unstructured grid. The Table 10 . Extremal eigenvalues of T h,2 S h : convex domains. Table 13 . Extremal eigenvalues of and T h,3 S h : nonconvex domains.
-A class of nearly optimal iterative methods are developed for discrete fourth-order problem with both the first and second kinds boundary value conditions in two dimensions. -A complete and rigorous analysis is provided for all the algorithms proposed in the paper.
-Numerical experiments are carried out to confirm all the theoretical results in the paper.
The algorithms and theories in this paper are valid for general unstructured grids in general polygonal domains which can be both convex and nonconvex. The iterative algorithms developed are the first and the only known methods in the literature for fourth-order problems that are provably (nearly) optimal.
To accomplish the objectives, the Fast Auxiliary Space Preconditioning (FASP) method ( [40, 41] ) is used as the technical framework for designing the preconditioners, and the solution of a fourth-order problem is reduced to several second-order problems on the discrete level together (Ω)) defined on the boundary of a polygonal domains are carefully studied and thereafter used in the analysis of preconditioners. A special observation can be made that a straightforward mixed finite element discretization is used as the major component in the proposed preconditioners. Indeed, the aforementioned mixed method is either non-optimal or non-convergent method as a discretization method ( [16, 21, 25, 32, 47] ) for the original fourthorder problem, and it is interesting to notice that the mixed method provides a nearly optimal preconditioner when it is used in conjuncture with additional local smoothers and preconditioned conjugate gradient methods.
Finally, the algorithms and theories in the paper need to be extended to the following cases in the future works: -General shape regular unstructured grids that are not assumed to be quasi-uniform. -Three dimensional case. -More complicated fourth-order equations such as Cahn-Hilliard equations.
Bibliographic comments. The analysis in this paper consists of numerous technical results. Here we give a brief description of how some of these results are related to existing results in the literature.
The right inequality of (13) for first biharmonic problem was first studied in Babuška, Osborn, and Pitkäranta [2] for convex domain in their analysis for some mixed methods, and Hanisch [19] for nonconvex domain also for analysis of mixed methods. In the present paper, we establish (13) for both first and second biharmonic problems on both convex and nonconvex domains.
Theorem 15 can also be found in different form in Peisker [27] , who gave a proof assuming the domain is convex. In the present paper, we establish Theorem 15 and prove it by means of an auxiliary Stokes problem on both convex and nonconvex domains. Lemma 20 presents the isomorphisms between the normal derivative trace space and the Laplacian trace space of biharmonic functions on polygonal domains. When Ω is smooth, similar result was given by Glowinski and Pironneau [13] .
Peisker [27] studied Lemma 31 and Braess and Peisker [3] proved Lemma 37 both in a special case that Ω is convex and by analyzing the property of the discrete extension operator E h associated with the harmonic extension operator E. In the present paper, we study the property of E h associated with the generalized harmonic extension operator E c , which does not coincide with E in H −1/2 c (Γ) \ H 1/2 (Γ) or in nonconvex domains, and establish Lemmas 31 and 37 for both convex and nonconvex domains. A disguised form of Lemma 46 can also be found in Glowinski and Pironneau [13] , but our formulation and proof are quite different. Our preconditioner (58) for the first biharmonic problem was motivated by an algorithm proposed in Peisker and Braess [28] , where an algebraic preconditioner for Morley element problem was presented for the special case that the domain is convex and the triangulation T h consists of triangles that are similar to each other. Peisker [27] also noticed the role of S h and presented a preconditioner for S h in matrix form when Ω is convex. Her preconditioner can be realized by fast Fourier transform (FFT) on a graded bisection mesh of ∂Ω. The technique of analyzing an interface operator by Fourier analysis was also used in, e.g., [9, 11] . In the present paper, we design preconditioners in a unified framework for both first and second biharmonic problems discretized by various finite element methods on general triangulation for both convex and nonconvex domains. And, we establish preconditioners for S h in a more analytic approach, for general polygonal domain Ω that are triangulated by general meshes.
