The generalized theta graph s 1 ;:::;s k consists of a pair of endvertices joined by k internally disjoint paths of lengths s 1 ; : : :; s k 1. We prove that the roots of the chromatic polynomial ( s 1 ;:::;s k ; z) of a k-ary generalized theta graph all lie in the disc jz ? 1j 1 + o(1)] k= logk, uniformly in the path lengths s i . Moreover, we prove that 2;:::;2 ' K 2;k indeed has a chromatic root of modulus 1 + o(1)] k= logk. Finally, for k 8 we prove that the generalized theta graph with a chromatic root that maximizes jz ? 1j is the one with all path lengths equal to 2; we conjecture that this holds for all k.
Introduction
The chromatic polynomial (G; z) of a ( nite undirected) graph G = (V; E) is the number of proper z-colorings of the vertices of G, i.e., of functions f: V ! f1; 2; : : : ; zg such that uv 2 E implies f(u) 6 = f(v). As chromatic polynomials are indeed polynomials 14, 15] , their roots (called chromatic roots) have been intensively studied by combinatorialists 15] . Chromatic polynomials also arise in statistical physics as zero-temperature limits of the partition function of the z-state Potts antiferromagnet on G (see e.g. 21]); and since the complex zeros of the partition function are closely linked to phase transitions 24], physicists (or at least a few of them) have likewise been much interested in locating chromatic roots 19, 16] .
Very recently, one of us proved the following, which con rms a 1972 conjecture of Biggs, Damerell, and Sands 5]: Theorem 1.1 (Sokal 20] ) If G is a graph of maximum degree k, then every chromatic root z of G lies in the disc jzj < 7:963907 k.
While the constant 7:963907 found in 20] can likely be improved, the linearity of the bound is best possible, since the complete graph K k+1 (which has maximum degree k) has a chromatic root at z = k. 1 Nevertheless, suitably restricted subclasses of graphs might well satisfy a sublinear bound. For example, we conjecture that a sublinear bound in terms of maximum degree holds for all series-parallel graphs, and conceivably even for all planar graphs.
A complementary approach is to bound the chromatic roots in terms of the corank (or cyclomatic number) of the graph. Recall that a connected graph with n vertices and m edges has corank m ? n + 1. One of us has recently proven: Theorem 1.2 (Brown 6] ) If G is a graph of corank k 1, then every chromatic root z of G lies in the disc jz ? 1j k.
Unlike the bound in terms of maximum degree, however, it is not known whether linear growth with corank is best possible. Indeed, we suspect that it is not (see Section 6) .
Note also that Theorem 1.1 is in some sense radically \more powerful" than Theorem 1.2, in that maximum degree is a \local" quantity (i.e. a max over vertices), while 1 Surprisingly, the complete graph K k+1 is not the extremal graph for this problem. A nonrigorous (but probably rigorizable) asymptotic analysis, con rmed by numerical calculations, shows 17] that the complete bipartite graph K k;k has a chromatic root k + o(k), where = ?2=W(?2=e) 0:678345+ 1:447937i; here W denotes the principal branch of the Lambert W function (the inverse function of w 7 ! we w ) 10]. So the constant in Theorem 1.1 cannot be better than j j 1:598960.
Gordon Royle (private communication) has conjectured that among all graphs of maximum degree k (k 4), the graph with the largest modulus of a chromatic root is K k;k . We conjecture that this holds also when jzj is replaced by jz ? 1j, as is done in the present paper. corank is a \global" quantity (i.e. a sum over vertices). Thus, if G is (for example) a regular graph of degree 3 with n vertices, then the maximum degree is always (independent of n), while the corank is n( ? 2)=2 + 1 (hence grows linearly with n).
More generally, for any 2-connected loopless graph we have cr(G) (G) ? 1, where cr(G) is the corank and (G) is the maximum degree. 2 Nevertheless, for some graphs Theorem 1.2 will give a sharper bound than Theorem 1.1, because of its prefactor 1 in place of 7.963907.
In this paper, we shall examine a subclass of series-parallel graphs for which we are able to prove a sublinear bound on the chromatic roots in terms of both corank and maximum degree. The graphs in question are the generalized theta graphs s 1 ;:::;s k , which are formed by taking a pair of vertices u; v (called the endvertices) and joining them by k internally disjoint paths of lengths s 1 ; : : : ; s k 1. (A generalized theta graph with three paths is traditionally called a theta graph without adjectives. However, the rationale for singling out the case k = 3 seems more philological than 2 Proof. Let G be a 2-connected loopless (multi)graph with n 1 vertices and m edges. The proof is by induction on m. If m = 0, then G = K 1 and cr(G) = (G) = 0. If m = 1, then G = K 2 and cr(G) = (G) ? 1 = 0. So suppose m 2. Then, by 2-connectedness, G cannot have any degree-1 vertices. If G has a degree-2 vertex where the two edges connect to distinct vertices, then by contracting that vertex we obtain a loopless graph G 0 that is homeomorphic to G (hence 2-connected) and satis es m(G 0 ) = m(G) ? 1, cr(G 0 ) = cr(G) and (G 0 ) = (G); so we can apply the inductive hypothesis. Likewise, if G has somewhere k 2 parallel edges between the same pair of distinct vertices, then by replacing those parallel edges by a single edge we obtain a graph G 0 that is 2-connected and satis es m(G 0 ) = m(G) ? (k ? 1), cr(G 0 ) = cr(G) ? (k ? 1) and (G 0 ) (G) ? (k ? 1); so again we can apply the inductive hypothesis. Finally, if G is a simple graph of minimum degree 3 and maximum degree , then n ? 1 and m + 3(n ? 1)]=2; this implies cr(G) = m ? n + 1 + (n ? 1)]=2 , which is even stronger than what we want to prove. The same proof shows that if G is 2-connected and not series-parallel, then cr(G) (G): it su ces to observe that the two reductions (contraction of a degree-2 vertex and replacement of parallel edges by a single edge) preserve the property of being non-series-parallel, and that K 2 is series-parallel; therefore, after all the reductions we must be left with a simple graph of minimum degree 3. Remark: The smallest non-series-parallel graph, K 4 , has cr(K 4 ) = (K 4 ) = 3.] mathematical, so we shall often drop the adjective \generalized" when referring to k-ary theta graphs.) For brevity, we denote by (s;k) the k-ary theta graph whose path lengths are all equal to s. A k-ary theta graph clearly has maximum degree k and corank k ? 1 (except for the trivial case k = 1 with s 1 2, which has maximum degree 2). The main result of the present paper is the following: Theorem 1.3 The chromatic roots of any k-ary generalized theta graph lie in the disc jz ? 1j 1 + o(1)] k= log k, where o(1) denotes a constant C(k) that tends to zero as k ! 1. (The precise bound is given in Theorem 3.2 and Proposition 3.4.)
Moreover, we shall prove that this bound is asymptotically saturated by the graph (2;k) with all path lengths equal to 2 (which is isomorphic to the complete bipartite graph K 2;k ). Finally, we shall prove that for k 8, the k-ary generalized theta graph that maximizes jz?1j over its chromatic roots z is the one with all path lengths equal to 2; we conjecture that this holds for all k.
More generally, for any nite graph G let us de ne (G) = maxfjz ? 1j: (G; z) = 0g ; Broadly speaking, this paper will be concerned with nding upper and lower bounds on (s 1 ; : : :; s k ). This paper is concerned, therefore, with the behavior of the chromatic roots of s 1 ;:::;s k when k is xed (albeit large). A very di erent situation arises when k is unbounded: indeed, one of us has shown elsewhere 22] that the chromatic roots of the graphs (s;k) (s; k 2), taken together, are dense in the whole complex plane except possibly for the disc jz ? 1j < 1! The plan of this paper is as follows: In Section 2 we compute the chromatic polynomial of s 1 ;:::;s k . In Section 3 we prove Theorem 1.3. In Section 4 we use a di erent method to obtain sharper (at least for small k) upper bounds on the chromatic roots of s 1 ;:::;s k ; as a corollary, we show that for k 8 the graph that maximizes (s 1 ; : : :; s k ) is the one with all path lengths equal to 2. In Section 5 we prove that (2;k) ' K 2;k indeed has a chromatic root of magnitude 1 + o(1)] k= log k, so that Theorem 1.3 is asymptotically sharp. Finally, in Section 6 we discuss our results and make some conjectures.
Chromatic Polynomial of Generalized Theta Graphs
It is well known that the chromatic polynomial of a cycle of length n is given by (C n ; z) = (z ? 1) all lie on the circle jz ? 1j = 1. We shall therefore assume henceforth that k 3.
If one or more of the path lengths s i equals 1, then the second product in (2.7) vanishes, and all the chromatic roots (other than z = 1) again lie on the circle jyj = 1, i.e. jz ? 1j = 1. This can also be seen immediately from (2.1) for any series-parallel graph, along with an explicit formula for generalized theta graphs.
Bounding the Chromatic Roots of Generalized Theta Graphs
We proceed now to prove Theorem 1. Therefore, to show that a given number y 2 C is not a root, it su ces to show that the left-hand side of (3.1) is strictly smaller in modulus than the right-hand side. We shall do this in the crudest possible way, taking account only of the magnitude of y, Remarks. 
The asymptotic behavior as k ! 1 of the solution to (3.5){(3.7) is surprisingly intricate and involves the Lambert W function 10], i.e. the inverse function to w 7 ! we w . Here we shall limit ourselves to proving some elementary inequalities, without deriving the full asymptotics. For further details, see Section 5 below and 23].
The sum of the rst two terms has maximum modulus when e i is an (s ? 1) st root of ?1, i.e. when = (2k + 1) =(s ? 1) with 0 k s ? 2; and among these, the third term has maximum real part when k = (s?1)=2 and (s?3)=2, i.e. when = =(s?1). As R # 1, the denominator dominates, so we want e i to be an s th root of unity, i.e. = 2 k=s with 0 k s ? 1; and among these, the numerator has maximum modulus when y s?1 has the largest negative real part, which occurs when k = (s 1)=2, i.e. when = =s. x=W(x) = +1.
(c) For all x > e, log x ? log log x < W(x) < log x :
Proof. (a) follows immediately from the fact that we w is a real-analytic function of w 0 with everywhere strictly positive derivative, which runs from 0 to +1 as w runs from 0 to +1. (b) follows from (a) and the de ning equation W(x)e W(x) = x. To prove (c), note that W(e) = 1, so that for x > e we have W(x) > 1 by (a); it follows that W(x) = log x?log W(x) < log x and hence also that W(x) = log x?log W(x) > log x ? log log x. In particular, for k 3 we have k log k < R (2;k) < k ? 1 log(k ? 1) ? log log(k ? 1) + 1 : (3.10) It su ces to prove (3.9), as (3.10) then follows from Lemma 3.3.
Proof of lower bound. Since the left (resp. right) side of (3.5) is a strictly decreasing (resp. strictly increasing) function of R, it su ces to prove that the left side is larger than the right side when R = k=W(k). Working with reciprocals, we have
R : (3.11) (In the inequality step we used 0 < W(k)=k < 1.)
Proof of upper bound. Since the left (resp. right) side of (3.6) is a strictly decreasing (resp. strictly increasing) function of R, it su ces to prove that the left side is smaller than the right side when R = (k ? 1)=W(k ? k! (log log x) k (log x) n (3.13a)
= log x ? log log x + log log x log x + (log log x) 2 2(log x) 2 ? log log x (log x) 2 + O (log log x) 3 (log x) 3 (3.13b) where the s(n; m) are the Stirling numbers of the rst kind. Surprisingly, this series is convergent for su ciently large x 7, 10].
2. The precise large-k asymptotics of R
Again, this is a convergent series for su ciently large k; it can be obtained from equations ( a j y j be a polynomial of degree n (so that a n 6 = 0), and let R be the unique nonnegative real solution of ja n jR n ?
n?1 X j=0 ja j jR j = 0 :
Then all the roots of P lie in the disc jyj R. Moreover, in (4.1) the numbers ja j j for 0 j n?1 can be replaced by any numbers b j ja j j; this only makes the bound weaker.
At rst sight it is surprising that such a crude estimation method | which throws away all the sign or phase information in the coe cients of P | could yield reasonably sharp results. And indeed, we do not entirely understand why it works so well in our application | but it does! Here is the key trick: since the polynomial f s Table 1 and Remark 2 below). We therefore throw away a bit more, by disregarding all sign cancellations among the subleading terms of (4.4) What may be surprising is how well the roots of h and e h bound the roots of f for small k (see Table 1 ). In particular, they are considerably better than the bound R(s 1 ; : : :; s k ) from Theorem 3.2, and they are good enough to prove: Theorem 4.4 For 3 k 8, we have (s 1 ; : : :; s k ) (2;k) , with equality only when s 1 = = s k = 2. In other words, among all k-ary theta graphs, the graph with a chromatic root that maximizes jz ? 1j is the one with all path lengths equal to 2.
Proof. By direct calculation (see Table 1 ) we have e r(2; 2; 3) < (2; 2; 2), e r(2; 2; 2; 3) < (2; 2; 2; 2) and e r(2; 2; 2; 2; 3) < (2; 2; 2; 2; 2). The result for 3 k 5 then follows immediately from Propositions 4.2 and 4.3. For k = 6; 7, a bit more work is needed: the calculations show that (2; : : :; 2; 2; 3), e r(2; : : : ; 2; 2; 4) and e r(2; : : : ; 2; 3; 3) are all bounded above by (2; : : : ; 2; 2; 2), so that the result again follows from Propositions 4.2 and 4.3. Finally, for k = 8, the calculations show that (2; : : : ; 2; 2; 3), (2; : : : ; 2; 2; 4), e r(2; : : : ; 2; 2; 5) and e r(2; : : : ; 2; 3; 3) are all bounded above by (2; : : :; 2; 2; 2), which is again su cient. . So a genuinely new method will be required to prove Theorem 4.4 for k 9.
2. Contrary to what one might expect, neither the true value (s 1 ; : : :; s k ) nor the upper bound r(s 1 ; : : :; s k ) is monotone decreasing in s 1 ; : : : ; s k (see Table 1 ). Nor does this arise merely from even-odd oscillations: the weaker conjecture that (s 1 ; : : :; s k?1 ; s k + 2) (s 1 ; : : :; s k?1 ; s k ) for even s 1 ; : : :; s k 2 is also false, as is the corresponding conjecture for r: this is illustrated by the case (s 1 ; : : : ; s 5 ) = (2; 2; 2; 2; 4) among many others. 5 The Chromatic Roots of (2;k) ' K 2;k
The results of the previous sections suggest that (2;k) , which is isomorphic to the complete bipartite graph K 2;k , may very well contain a root that maximizes jz ? 1j over all k-ary theta graphs. It is therefore of interest to study in detail the chromatic roots of K 2;k and in particular their behavior as k ! 1. In this section we shall show that the bound (s 1 ; : : : ; s k ) R (2;k) 1 + o(1)] k= log k found in Theorem 3.2 and Proposition 3.4 is indeed asymptotically attained by K 2;k . To do so, we shall need to carry out a rather in-depth study of the roots of certain trinomials.
From ( Re z = 3=2, and only there. We were therefore somewhat surprised to compute numerically the solutions of (5.2) and nd that a few of the roots lie far to the right of the line Re z = 3=2: see e.g. the open-circled points in Figure 2 (a) for k = 10. In retrospect, however, one realizes that this behavior is perfectly consistent with the Beraha{Kahane{Weiss theorem: the limiting curve Re z = 3=2 contains the point at in nity, and roots can tend to in nity in the topology of the Riemann sphere (which turns out to be the relevant sense) in many di erent ways; in particular, their real parts need not tend to 3/2. In fact, as we shall see, the rightmost root has z = k log k ? log log k 1 i log k + O log log k log 2 k ; (5.3) so that its real and imaginary parts both tend to in nity as k ! 1, with jzj having exactly the magnitude 1+o(1)] k= log k predicted by Theorem 3.2 and Proposition 3.4.
The asymptotic behavior as k ! 1 of the solutions to (5.2) is surprisingly subtle, and involves the Lambert W function 10]. Here we shall give a brief treatment that leads as directly as possible to the main result (5.3), deferring a full analysis to a later paper 23] (see also 11, 12] for related work). It is useful to study, in place of (5.2), the more general equation When k ! 1 at xed 6 = 0, all the roots of (5.6) tend to the unit circle j j = 1, as just noted; but the rate at which they do so is rather subtle, most notably for those roots near = 1. To investigate the large-k asymptotics of the roots of (5.6) near = 1, let us begin by writing = e w=k with jw=kj 1 and inserting this in We intend to prove that, whenever j j A and jvj B, the equation (5.17) has a unique solution = (v; ) lying in the disc j j R, provided that A; B; R satisfy suitable inequalities. To prove this, we shall apply Rouch e's theorem to (5.17) , taking the left-hand side as the \large" function f( ) and the right-hand side as the \small" function g( ). Trivially f( ) = is analytic in the entire -plane, and its only zero is a simple zero at = 0. The right-hand side g( ) is analytic in the disc j j < R and continuous in j j R, provided that A < 2 and R < min(1; 2 =A ? 1 (a) a sublinear bound in terms of maximumdegree for larger classes of series-parallel (or perhaps even planar) graphs, and (b) a sublinear bound in terms of corank for larger classes of graphs, and possibly even for arbitrary graphs. We discuss these conjectures in turn:
6.1 Bounds in terms of maximum degree Theorem 1.1 provides a linear bound in terms of maximum degree for the chromatic roots of arbitrary graphs. For general graphs, such a bound is best possible except for the numerical value of the prefactor, since the complete graph K k+1 has a chromatic root at z = k. On the other hand, suitably restricted subclasses of graphs might well satisfy a sublinear bound, as we have shown in Theorem 1.3 for generalized theta graphs, whose chromatic roots are bounded by 1 + o(1)] k= log k. We conjecture that the techniques of Section 3 can be extended to handle arbitrary series-parallel graphs: Conjecture 6.1 There exists a universal constant C < 1 such that the chromatic roots of any series-parallel graph of maximum degree k lie in the disc jz ? 1j Ck= log k.
More strongly, we conjecture that the chromatic roots lie in the same disc jz ? 1j R (2;k) that we have established in Theorem 3.2 for generalized theta graphs. Indeed, it is quite possible that among series-parallel graphs the worst case is always the generalized theta graph (2;k) ' K 2;k , so that the roots lie in the disc jz ? 1j (2;k) ; this generalizes the conjectured extension of Theorem 4.4 to k 9.
Series-parallel graphs are a subset of planar graphs, so it is conceivable that a sublinear bound in terms of maximum degree holds even for all planar graphs. But we have no idea how to prove such a result, nor do we have any compelling reason to believe it is true.
Another direction in which Theorems 1.1 and 1.3 could be extended is by nding a criterion weaker than bounded maximum degree under which the chromatic roots could be shown to be bounded (whether linearly or sublinearly). Indeed, already in 20] it was shown \maximum degree" in Theorem 1.1 can be replaced by \second-largest degree", provided that the bound 7:963907 k is replaced by 7:963907 k + 1. 5 And it was conjectured there (inspired by 18]) that \second-largest degree" can be further weakened to \maxmax ow", de ned as (G) = max x6 =y (x; y) (6.1) where (x; y) = max # of edge-disjoint paths from x to y (6.2a) = min # of edges separating x from y (6. Indeed, it is natural to expect that C(k) can be taken to be linear in k. We do not have, at present, any good idea how to prove this conjecture for arbitrary graphs, but we suspect that the methods of Section 3 can be extended to prove it for series-parallel graphs.
Bounds in terms of corank
Recalling the de nition (G) = maxfjz ? 1j: (G; z) = 0g, let us now de ne the numbers k = maxf (G): graphs G of corank kg : (6. 3) Obviously 0 = 1 = 1. Note also that k+1 k : for if G is any graph of corank k, then the disjoint union of G and a cycle C n has corank k + 1 (and its chromatic roots are those of G and the cycle). Note, nally, that in the de nition of k we can restrict attention to 2-connected graphs: for we can separate G into its 2-connected components and then glue these components back together along a common edge to form a graph G 0 of the same corank as G; and by the l = 0; 1; 2 cases of (2.3), the chromatic roots of G 0 are exactly those of G (except that the multiplicities of the roots at 0 and 1 may be reduced). 5 This result cannot be extended further to \third-largest degree": for as soon as G has two vertices of large degree, the chromatic roots can become unbounded. Indeed, the chromatic roots of the generalized theta graphs Let us begin by examining small values of k. As noted above, 0 = 1 = 1. The only 2-connected graphs of corank 2 are 3-ary theta graphs, so Theorem 4.4 implies that 2 = (2; 2; 2) 1:5247. We initially conjectured that an analogous result might hold for all k, i.e. that the corank-k graph with the largest value of (G) would be the (k + 1)-ary theta graph (2;k+1) , so that k would equal (2; : : : ; 2) = (2;k+1) . Sadly, this is not the case, as 3 2 (since z = 3 is a chromatic root of K 4 ), while (2; 2; 2; 2) 1:9636 (see Table 1 ). However, this is the only counterexample we have found, so we pose the following conjecture: Conjecture 6.3 Let G be a a graph of corank k 1. Then, if G 6 = K 4 , we have (G) (2;k+1) . In particular, for k 4 we have k = (2;k+1) .
In particular, we expect: Note that asymptotically, complete graphs will lag far behind generalized theta graphs, as (K n ) = n ? 2, and the corank of K n is (n 2 ? 3n + 2)=2; the corresponding generalized theta graph with the same corank, (2;1+(n 2 ?3n+2)=2) ' K 2;1+(n 2 ?3n+2)=2 , has, from Corollary 5.2, a chromatic root z such that jz ?1j is approximately n 2 =(4 log n), which is much larger than n ? 2.
