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We present a simple analytic bound on the quantum value of general correlation type Bell inequalities, similar
to Tsirelson’s bound. It is based on the maximal singular value of the coefficient matrix associated with the
inequality. We provide a criterion for tightness of the bound and show that the class of inequalities where our
bound is tight covers many famous examples from the literature. We describe how this bound helps to construct
Bell inequalities, in particular inequalities that witness the dimension of the measured observables.
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An interesting feature of quantum theory are correlations be-
tween outcomes of spatially separated measurements that con-
tradict predictions of all theories based on common-sense as-
sumptions called Locality, Reality and Free Will [1, 2]. This
contradiction is shown by the violation of Bell inequalities.
A famous version of them was derived by Clauser, Horne,
Shimony and Holt (CHSH) [3] and many generalizations fol-
lowed [4–10]. In addition to ruling out local hidden variable
theories, several other applications of Bell-type inequalities
are known [11–15].
Regarding such applications one is interested in the maxi-
mal value of the Bell expression predicted by quantum the-
ory and the corresponding measurements to achieve this op-
timum. Bounds on this quantum value were first derived by
B. Tsirelson [16, 17]. For general CHSH-type Bell inequal-
ities (which will be defined later on), similar bounds can be
derived. To this aim, approaches based on different physi-
cal principles have been developed, under them information
causality [18–20], macroscopic reality [21], uncertainty prin-
ciples [22] and exclusivity [23]. Furthermore methods based
on semidefinite programming are known [24–27]. In contrast
here we present an analytical method to find a quantum bound,
which makes use of standard tools of linear algebra only.
Our bound is related to the optimization of Ref. [24] with
relaxed boundary conditions, which implies that our bound
is not necessarily reachable. However, the class of Bell in-
equalities reaching our bound contains most examples from
the literature. We introduce a constructive method to deter-
mine whether the bound is tight, which provides a geomet-
ric picture that allows to construct new Bell inequalities. We
exemplify this by constructing dimension witnessing Bell in-
equalities, analogous to the ones discussed in [7, 28–31]. Dif-
ferent techniques to witness the dimension of a quantum sys-
tem are described in [32, 33]. Our construction of new Bell
Inequalities differs from known methods based on the corre-
lation polytope [34, 35] and variable elimination [36, 37].
We start with considering general bipartite correlation type
inequalities, where the two parties i = 1, 2 measure Mi dif-
ferent two-outcome observables Ai(xi), with xi = 1, 2, ...,Mi,
on their part of the shared quantum state ρ (see [35] for an
overview). The principal setup of an experiment associated
with such an inequality is visualized in Fig. 1.The expectation
∗ epping@thphy.uni-duesseldorf.de
FIG. 1. Illustration of a bipartite Bell experiment. The source
prepares the state ρ and distributes one subsystem to each party.
Each party i can choose between Mi different measurement settings
(Ai(xi), xi = 1, ...Mi). Multiplying the two results of both parties,
which are +1 or −1, and repeating the experiment many times gives
the expectation value E(x1, x2). Bounds on linear combinations of
E(x1, x2) for different x1 and x2 are discussed in the text.
value of the product of the measurement results of both parties
in setting x1 of party 1 and setting x2 of party 2 is denoted by
E(x1, x2). In any local and realistic theory the inequality
M1∑
x1=1
M2∑
x2=1
gx1,x2 Elr(x1, x2) ≤ B, (1)
holds, where gx1,x2 are real coefficients of a matrix g and B is
the corresponding local hidden variable bound. It can be ob-
tained by maximizing over all possible local realistic expecta-
tion values Elr(x1, x2) = a1(x1)a2(x2), where ai(xi) = ±1 is the
measurement result in setting xi of party i. Throughout this
paper we are interested in similar bounds T on the quantum
value Q,
Q := max
ρ,A1,A2
M1∑
x1=1
M2∑
x2=1
gx1,x2 E(x1, x2) ≤ T, (2)
where E(x1, x2) = tr (ρA1(x1) ⊗ A2(x2)) is the expectation
value predicted by quantum theory. If the quantum value Q
violates Ineq. (1), i.e. Q > B, we call Ineq. (1) a Bell inequal-
ity.
We now derive an upper bound T on the quantum value Q us-
ing the singular value decomposition of the coefficient matrix
g (see Eq. (1)). For any real M1 × M2-matrix g we define an
orthogonal M1 × M1-matrix V, a diagonal M1 × M2-matrix S ,
containing the singular values, and an orthogonal M2 × M2-
matrix W, such that
g = VS WT . (3)
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2FIG. 2. The dimensions of the matrices V , S and W. The shaded
parts belong to the truncated singular value decomposition (Vd, S d
and Wd) for the maximal singular value.
We use the convention of nonincreasing order on the diag-
onal of S . The matrices V and W are uniquely defined up
to unitary operations on spaces associated with degenerate
singular values. The maximal singular value S 11 will be
written as ||g||2, the spectral norm of g, which is defined as
||g||2 = max~x,|~x|=1 |g~x|. The multiplicity of ||g||2, i.e. the di-
mension of the corresponding space, is denoted by d. We will
also use the truncated singular value decomposition associated
with the maximal singular value only. In this case the matrices
are denoted Vd, S d and Wd. See Fig. 2 for an illustration of
the dimensions of the involved matrices.
With these definitions we can formulate the quantum bound
for inequality (1).
Theorem 1. Let there be two parties, labeled with i = 1, 2,
sharing a state given by a density matrix ρ, i.e. a positive
semidefinite D×D-matrix, D ∈ N, with tr ρ = 1. Let {Ai(xi) :
1 ≤ xi ≤ Mi} be a set of observables with all eigenvalues in
[−1, 1] on the subsystem of party i. The expectation value in
setting (x1, x2) is
E(x1, x2) = tr (A1(x1) ⊗A2(x2)ρ) . (4)
For real coefficients gx1,x2 the bound
M1∑
x1=1
M2∑
x2=1
gx1,x2 E(x1, x2) ≤
√
M1M2||g||2 =: T (5)
holds, where ||g||2 is the maximal singular value of g.
Proof. As the maximal value of the Bell inequality is achieved
by a pure state, it is sufficient to focus on these. The basic
idea is to use a well-known result of Tsirelson [16] to map
physical observables to real vectors and bound the resulting
expression using their length and the maximal singular value
of g. In order to prevent confusion, the notation of Tsirelson’s
theorem is adopted to the one used here.
Theorem (Tsirelson [16]). Given sets of observables
A1(1), ...,A1(M1) and A2(1), ...,A2(M2), whose eigenvalues
lie in [−1, 1], and an arbitrary bipartite state |ψ〉 ∈ H1 ⊗ H2,
there exist real unit vectors ~v1, ...,~vM1 , ~w1, ..., ~wM2 ∈ RM1+M2
such that for all settings x1 ∈ {1, ...,M1} and x2 ∈ {1, ...,M2}
the expectation value can be written as
E(x1, x2) = 〈ψ|A1(x1) ⊗A2(x2)|ψ〉 = ~vTx1 ~wx2 . (6)
This theorem ensures one can write
M1∑
x1=1
M2∑
x2=1
gx1,x2 E(x1, x2) =~V
T (g ⊗ 1M1+M2 ) ~W , (7)
where we introduced the vectors
~V =

~v1
...
~vM1
 and ~W =

~w1
...
~wM2
 . (8)
The relation between these vectors and the matrices V and W
from the singular value decomposition of g will become clear
in Theorem 2. From Eq. (7) we see, that Q can be bounded
by use of the maximal singular value of (g ⊗ 1M1+M2 ), which
is the same as the maximal singular value of g, and the length
of ~V and ~W. Because the ~vi and ~w j are normalized vectors,
the lengths of ~V and ~W are
√
M1 and
√
M2, respectively. This
finishes the proof. 
The bound in Theorem 1 holds for any inequality given by an
arbitrary real matrix g. But so far we did not discuss the qual-
ity of the bound and indeed not for all matrices g the bound is
achievable (see example 6 in Appendix C). In the next theo-
rem we give a necessary and sufficient condition for tightness
of our bound.
Theorem 2. For a given real M1×M2-matrix g and the corre-
sponding matrices Vd and Wd (see Fig. 2), the bound (5) can
be reached with observables, which are linked via Eq. (6) to
d′ ≤ d-dimensional real vectors ~vi and ~w j given by
~vi =αT Vdi,∗, (9)
~w j =
√
M2
M1
αT Wdj,∗, (10)
if and only if the system of equations
||αT Vdi,∗||2 =1 ∀i ∈ {1, 2, ...,M1} (11)
||αT Wdj,∗||2 =
M1
M2
∀ j ∈ {1, 2, ...,M2} (12)
is solvable. Here the d × d′-matrix α is the unknown and Vdi,∗
and Wdj,∗ denote column vectors containing the elements of the
i-th row of Vd and the j-th row of Wd, respectively.
The proof is given in Appendix A. The main idea of the
proof is, that the bound is reachable, if and only if there exist
singular vectors to the maximal singular value of g ⊗ 1M1+M2 ,
~V and ~W (see Eq. (8)), where the vectors ~vi and ~w j are unit
vectors (see Tsirelson’s theorem in Eq. (6)).
Note, that all vectors that fulfill Eq. (11) lie on the surface
of a d-dimensional origin-centered ellipsoid (see Fig. 3). If
the vectors Vdi,∗ and W
d
j,∗ permit to find an ellipsoid such that
they all lie on it’s surface, then the bound is tight. If semiaxes
are infinite, e.g. if the ellipsoid is not uniquely defined, then
d′ < d and the corresponding α does not have full rank. In par-
ticular d′ = 1 implies, that one-dimensional vectors reach the
3(a) (b)
FIG. 3. The vectors Vdi,∗, i = 1, 2, ...,M1 (black) can be normalized
by applying the matrix αT , if they lie on an origin-centered ellipsoid
(red), i.e. the vectors ~vi = αT Vdi,∗ lie on the unit sphere (dashed). An
analogous picture could be drawn for ~w j, j = 1, 2, ...,M2. (a) In this
example d = 2 and M1 = 4. The four vectors uniquely define an
ellipse. (b) In this example d = 2 and M1 = 2. This ellipse is not
uniquely defined by the vectors Vdi,∗. The one shown has one infinite
semi-axis.
bound, the inequality (1) cannot be violated and thus it is no
Bell inequality (see Fig. 3(b)). An algorithm solving Eqs. (11)
and (12) in O((M1 + M2)3) is described in Appendix B. From
the real vectors ~vi and ~w j the observables can be obtained us-
ing representants of a Clifford algebra, see [17].
In the following we provide two sufficient criteria for Ineq. (5)
being tight.
Corollary 1. If
||Vdi,∗|| =
√
d
M1
∀i ∈ {1, 2, ...,M1} (13)
and ||Wdj,∗|| =
√
d
M2
, ∀ j ∈ {1, 2, ...,M2} (14)
then the bound is tight.
Proof. The matrix α = M1d 1
d solves the system of equations
(11) and (12). 
A second corollary treats the special case when g is a square
matrix and all singular values are the same.
Corollary 2. If d = M1 = M2, then Ineq. (5) is tight.
Proof. Due to the orthogonality of V and W, α = 1d solves
the system of equations (11) and (12). 
An application of this corollary is illustrated in the follow-
ing example.
Example 1. Inequalities with coefficients
g =
(
1 1
1 −1
)⊗k
(15)
are considered in [38], where for k = 2 an upper bound of
4
√
10 for the quantum value is given. Ineq. (5) improves this
bound to T = 8, which coincides with the local realistic bound
B. Note that Corollary 2 states, that the bound T (k) = 23k/2
is tight for all k. It can be easily seen, that for all even k, the
classical value coincides with the quantum bound, i.e. the in-
equality is no Bell inequality. For odd k numerical evidence
indicates, that the violation vanishes. Therefore we do not ex-
pect the violation to reach Q/B =
√
3 in the limit of large k,
different to the conjecture in [38]. A value of Q/B =
√
3
would be near the maximal violation (Grothendieck’s con-
stant) for any bipartite full correlation Bell experiment [39].
Please note that the well-known CHSH inequality is incorpo-
rated as the special case with k = 1.
Several more examples are given in Appendix C, amongst
them the famous CHSH inequality [3] (example 5) and in-
equalities by Braunstein and Caves [5] (example 8), Vertesi
and Pa´l [7] (example 7), Gisin [9] (example 9) and Fishburn
and Reeds [39] (example 10).
The presented method can be generalized to more than two
parties. All n-party Bell inequalities considered here are of
the form
M1,...,Mn∑
x1,...,xn=1
g(x1, ..., xn)Elr(x1, ..., xn) ≤ B. (16)
Each party i receives a subsystem from the source and mea-
sures it in a setting xi ∈ {1, 2, ...,Mi}. Suppose a time order
such that all but the first two parties do this before party one
and two. Then the setup is exactly the same as considered be-
fore, where the bipartite state is obtained by tracing out parties
three to n. Formalizing this one sees that
M1,...,Mn∑
x1,...,xn=1
g(x1, ..., xn)E(x1, ..., xn) ≤ T (17)
with
T =
√
M1M2
M3,...,Mn∑
x3,...,xn
||g∗,∗,x3,...,xn ||2. (18)
Here g∗,∗,x3,...,xn denotes the matrix found in the nth-order ten-
sor g by fixing all but the first two indices. In general label-
ing different parties as 1 and 2 leads to different values of the
bound.
Example 2 (Mermin-Inequality). The Mermin-Inequality is
given by coefficients
g(x1, ..., xn) = cos
(
pi
2
(x1 + x2 + ... + xn)
)
. (19)
Eq. (18) gives the bound
T = 2
∑
x3,...,xn
||g∗,∗,x3,...,xn ||2︸         ︷︷         ︸
=1
= 2n−1, (20)
which is achievable with a GHZ-state [4]. Thus the bound is
tight for this family of inequalities.
The insights on the mathematical structure gained above
help to construct new Bell inequalities. We focus on the min-
imal dimension of the involved observables required for the
4maximal violation. The dimension d of the real vectors ~vi and
~w j is linked to the dimension of the corresponding observables
D. Due to the explicit construction of observables in Ref. [17],
we know that
D ≤ 2bd/2c (21)
is possible, while it is also known [28], that
D ≥
⌈
d + 1
2
⌉
(22)
is necessary. We construct g such that Eqs. (11) and (12) are
fulfilled for some matrix α with rank d. This implies that the
maximal violation can be achieved using d-dimensional real
vectors ~vi and ~w j. If in some experiment only qubits (D = 2)
are available, then one can construct Bell inequalities with d ≤
3, assuring that the maximal violation is within the scope of
this experiment. This can be done by explicitly constructing
the singular value decomposition of g, e.g.
g = Vdiag {2, 2, 2, 1, ..., 1}WT , (23)
where V and W are unitary matrices, such that the conditions
of Theorem 2, Corollary 1 or Corollary 2 are fulfilled.
Example 3 (Inequality for qubits). Consider the Bell inequal-
ity corresponding to a matrix g given by Eq. (23) for
V =
 1√2 1√21√
2
− 1√
2
⊗2 (24)
and W =
(
1 0
0 −1
)
⊗
 1√2 1√21√
2
− 1√
2
 . (25)
By construction, the maximal quantum value is Q = 8, while
B = 4
√
2 is the maximum achievable value within local hid-
den variable theories. From Eq. (23) we know that d = 3 and
the maximal violation is achievable with qubits. Note that the
singular value S 44 = 1 needs only to be smaller than ||g||2 = 2,
i.e. it can also be chosen to be 0.
Furthermore one might be interested in constructing Bell
inequalities that cannot be violated by systems with dimension
smaller than some chosen dimension. Such Bell inequalities
are a recent development called dimension witnesses [7, 28–
33]. Here the unitary matrices V and W are constructed such
that a rank d solution α exists, but not a rank d − 1 solution.
We can assume α to be a symmetric d × d-matrix (see Ap-
pendix B), i.e. α contains d(d + 1)/2 degrees of freedom.
Therefore d(d+1)/2 vectors, that lie on a d-dimensional ellip-
soid with finite semi-axes and lead to independent equations
(11) or (12), determine α and thus also it’s rank to be d. Note
that the rows of both Vd and Wd form this set of vectors. The
following simple construction illustrates this method.
Example 4 (Random Dimension Witness). Given d ∈ N
greater or equal two, let k = b(d−1)/2c+1 and Ui, i ∈ {1, .., k},
be random unitary d × d matrices. The inequality with coeffi-
cients given by the following kd × d-matrix
g =

U1
U2
...
Uk
 (26)
corresponds to a Bell inequality. Note that the truncated sin-
gular value decomposition of g can be read from Eq. (26) as
Vd = 1√
k
g, S d =
√
k1d, Wd = 1d. The maximal quantum
value Q = kd is achievable (Cor. 1). With probability one, the
kd measurement directions of party one and the d measure-
ment directions of party two uniquely define a d-dimensional
ellipsoid. Note that due to the orthogonality of Ui, more than
d(d + 1)/2 measurement directions are used. Observables cor-
responding to real vectors spanning a space with dimension
smaller than d do not suffice to observe a maximal violation of
such a Bell inequality and therefore it can be used as a dimen-
sion witness. The number of measurement settings needed to
witness dimension d with this method is only O(d2), while
it is O(2d) for the witness proposed in [7], see example 7 in
Appendix C.
In conclusion we introduced an approach for calculating
upper bounds on the quantum value of correlation type Bell
inequalities. Computing the bound only requires the prin-
cipal singular value of the coefficient matrix. We described
how the tightness of the bound can be tested. If the bound is
reachable, which we find in several important examples, this
method leads to optimal observables in a natural way. Re-
versely, we showed how understanding the optimality condi-
tions for our bound allows to construct Bell inequalities with
chosen properties, in particular properties of optimal observ-
ables, including their dimension.
The tools developed here may be useful to construct Bell in-
equalities with stronger violations than the known inequalities
for this scenario. Amongst other advantages, this may help to
close the detection loophole in Bell test experiments. Further-
more, an improved generalization of the bound for three and
more parties is possibly of avail.
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Appendix A: Proof of Theorem 2
From the proof of Theorem 1 we know that
M1∑
x1=1
M2∑
x2=1
gx1,x2 E(x1, x2) = ~V
T (g ⊗ 1M1+M2 ) ~W (A1)
where the real vectors ~V and ~W are defined in Eq. (8). From
this we see, that the bound is reached, if and only if ~V and
~W are “matching” singular vectors to the maximal singular
value, i.e. (g⊗1M1+M2 ) ~W = √M2/M1||g||2~V , while at the same
time the respective vectors ~vi and ~w j are unit vectors. The
normalization of ~vi and ~w j is required by Tsirelson’s theorem.
General singular vectors to the maximal singular value can be
written as
~V =
d∑
l1=1
M1+M2∑
l2=1
αl1,l2 V∗,l1 ⊗ 1M1+M2∗,l2 , (A2)
~W =
d∑
l1=1
M1+M2∑
l2=1
βl1,l2 W∗,l1 ⊗ 1M1+M2∗,l2 , (A3)
where V∗,l1 denotes the l1-th row of the matrix V as a column
vector and 1M1+M2∗,l2 denotes the l2-th canonical basis vector.
The fact that ~V matches ~W becomes manifest in
αl1,l2 =
√
M1
M2
βl1,l2 . (A4)
We are interested in the components αl1,l2 introduced in
Eqs. (A2) and (A3). They are restricted by the norm condi-
tions for ~vi and ~w j, which read
1 =||~vi||2 = ||αT Vdi,∗||2 (A5)
and 1 =||~wi||2 =
√
M2
M1
||αT Wdi,∗||2. (A6)
Therefore the bound is tight, if and only if this system of equa-
tions is solvable. We conclude by showing, how the number
of columns of α is related to the dimension of the measure-
ment vectors. If and only if the bound is reachable with d′-
dimensional vectors ~vi, ~w j, the system of equations is solvable
by a d × d′-matrix α, where d′ ≤ d.
“⇐”: If α is a d × d′-matrix that solves the system of equa-
tions, then
d′ ≥ rankα ≥ dim span{vi,w j}, (A7)
where the last ≥-sign holds because ~vi = αT Vdi∗ and
~wi =
√
M2
M1
αT Wdi∗, i.e. ~vi and ~w j lie in the image of α
T .
The result dim span{vi,w j} ≤ d′ implies, that after some
appropriate rotation, (~vi)k = 0 and (~w j)l = 0 for k, l > d′
and all i, j. Therefore ~vi and ~w j can be considered to
be elements of Rd
′
. Observables associated with these
d′-dimensional vectors permit maximal violation.
6“⇒”: If the bound is reachable with d′-dimensional vectors
~vi, ~w j, then all vectors ~vi and ~w j lie on a d′-dimensional
unit sphere. Without affecting the mapping of the ~vi and
~w j, the image of α can be chosen to coincide with the d′
dimensional subspace spanned by ~vi and ~w j, so the rank
of α can be chosen to be d′. The rank is equal to the
number of nonzero singular values. The truncated sin-
gular value decomposition associated with all nonzero
singular values equals α. Let us call it α = V˜S˜ W˜T , so
ααT = V˜S˜ W˜T W˜S˜ V˜T = V˜S˜ S˜ V˜T , therefore α′ = V˜S˜ is
a d × d′-matrix solving the system of equations.
Appendix B: Algorithm to find α
We want to find the solution α to the system of equations
||αT Vdi,∗||2 =1 ∀i ∈ {1, 2, ...,M1} (B1)
||αT Wdj,∗||2 =
M1
M2
∀ j ∈ {1, 2, ...,M2}. (B2)
It is convenient to rewrite these equations as
ATi,∗XAi,∗ =1 ∀i ∈ {1, 2, ...,M1 + M2} (B3)
where X = ααT is unknown and
A =
 Vd√ M2
M1
Wd
 (B4)
is a (M1 + M2) × d matrix containing all the vectors Ai,∗
which will be normalized after application of αT (if possi-
ble). Eq. (B3) restricts X on the space spanned by these vec-
tors. Unaffected by their linear dependence, the unknown X
in Eq. (B3) can be defined via it’s action on these vectors,
XAi,∗ =
∑
k
c˜i,kAk,∗, (B5)
where c˜i,k is real. If Ai,∗ and Ak,∗ are perpendicular, then we
can choose c˜i,k = 0. Thus we use the form
c˜i,k = ATk,∗Ai,∗ci,k (B6)
and Eq. (B5) becomes
XAi,∗ =
∑
k
ci,kATk,∗Ai,∗Ak,∗ (B7)
=
∑
k
ci,kAk,∗ATk,∗︸           ︷︷           ︸
X
Ai,∗, (B8)
from which we can read X. This has to be the same X for
every equation in the system of equations (B3), i.e. ci,k = ck.
We have
X =
M1+M2∑
k=1
ckAk,∗ATk,∗ (B9)
=AT diag (c1, ..., cM1+M2 )A. (B10)
Inserting this into Eq. (B3) gives for all i
1 =(AXAT )ii (B11)
=(P diag (c1, ..., cM1+M2 )P)ii (B12)
=
M1+M2∑
k=1
ckP2ik. (B13)
Here we introduced the projector P = AAT . We also introduce
the matrix Q, which is P componentwise squared, i.e. Qi j =
P2i j, and the vector ~1, where every component is one. Then
Eq. (B13) can be written as
Q~c = ~1 (B14)
This equation is solvable if and only if
~1 = QQ−~1, (B15)
where Q− is the pseudoinverse of Q. Then all solutions to this
equation are given by
~c = Q−~1︸︷︷︸
~c0
+ (1 − Q−Q)~y︸        ︷︷        ︸
~cy
, (B16)
with ~y ∈ RM1+M2 . Here we marked the y-independent and
y-dependent part of ~c. Inserting into Eq. (B10) gives a y-
independent part and a y-dependent part of X, i.e.
X = X0 + Xy. (B17)
The vector ~cy = (1−Q−Q)~y lies in the kernel of Q. Therefore
for all i ≤ M1 + M2
0 =
M1+M2∑
k=1
Qik(cy)k (B18)
=
d∑
l1,l2=1
Ail1 Ail2
M1+M2∑
k=1
Akl1 Akl2 (cy)k︸                 ︷︷                 ︸
(Xy)l1 ,l2
(B19)
= ATi,∗XyAi,∗. (B20)
This implies that Xy = 0 and thus X = X0 is uniquely defined
by Eq. (B3) and Eq. (B6). We obtain a solution α with ααT =
X via
α =
√
X. (B21)
It is possible, that X is not semipositive, in which case there is
no real solution α.
The described algorithm contains a singular value decompo-
sition, the calculation of a pseudoinverse and a square root
of a matrix, as well as several matrix multiplications. The
runtime complexities of all of these operations are asymptoti-
cally upper bounded by the matrix dimension to the power of
three [40]. Therefore the runtime complexity of this algorithm
is O((M1 + M2)3).
A summarized pseudo code version of the described algorithm
follows.
71: procedure AlphaMatrix(g)
2: (V, S ,W)← SVD(g) . singular value decomposition
of g
3: d ← maxi:S ii=S 11 i . degeneracy of maximal singular
value
4: Vd ← V with columns d + 1 to M1 dropped .
truncated SVD
5: Wd ← W with columns d + 1 to M2 dropped
6: A←
 Vd√ M2
M1
Wd
 . the set of vectors on ellipsoid
7: P← AAT
8: for all i, j ∈ {1, 2, ...,M1 + M2} do
9: Qi, j ← P2i, j
10: end for
11: ~c← Q−~1 . apply pseudoinverse
12: if Q~c = ~1 then . solution exists
13: X ← AT diag (~c)A
14: α← √X
15: if Im(α)=0 then
16: return α
17: else . X is not semipositive
18: return 0 . only complex solutions
19: end if
20: else
21: return 0 . equation not solvable
22: end if
23: end procedure
Appendix C: A collection of instructive examples
This section contains more examples.
Example 5 (CHSH inequality). The original Clauser-Horne-
Shimony-Holt(CHSH) inequality [3] is given by
g =
(
1 1
1 −1
)
. (C1)
As g is symmetric, the singular values are given by the ab-
solute values of it’s eigenvalues, which is
√
2. Since all sin-
gular values are equal, the bound in Ineq. (5) is tight (Corol-
lary 2, see also Fig. 4(a)). It is the well-known upper bound of
T = Q = 2
√
2 for the quantum value of the CHSH-inequality
derived by Tsirelson [16].
Example 6. Consider the coefficients
g =
(
1 1
1 0
)
, (C2)
where the bound gives T = 1 +
√
5, but obviously only 3 can
be reached in any theory. Therefore the bound is not tight for
this instance of g.
Example 7 (Binary digits). In Ref. [7] a bipartite Bell in-
equality given by coefficients
gx1,x2 = 1 − 2(b21−x2 (x1 − 1)c mod 2) (C3)
(a)CHSH Inequality
(Ex. 5)
(b)BC Inequality
(Ex. 8)
(c)Gisin’s Inequality
(Ex. 9)
FIG. 4. If and only if the bound is tight, the vectors Vdi,∗ (blue) and√
M2
M1
Wdj,∗ (red) lie on the surface of an origin-centered Ellipsoid.
is discussed, which resembles a list of binary numbers. The
number of measurement settings is given by M1 = 2M2−1. It
can be used to witness observables referring to d = M2 dimen-
sional real vectors. Thus the number of measurement settings
M1 + M2 is O(2d). Bounds on the value of the Bell inequality
are given in the reference.
It can be shown, that all singular values of g are equal to√
M1 =
√
2M2−1. A singular value decomposition of g then
is
g =
1√
M1
g︸  ︷︷  ︸
V
√
M11M2︸     ︷︷     ︸
S
1M2︸︷︷︸
WT
. (C4)
From this the diagonal solution αi =
√
M1M2 can be read.
This implies, that the bound T = M1
√
M2 is tight.
Example 8 (Braunstein-Caves inequalities). The Braunstein-
Caves inequalities [5] are given by
gx1,x2 =

1 if 0 ≤ x1 − x2 ≤ 1
−1 if x1 = 1 and x2 = M
0 else
, (C5)
where M = M1 = M2. It can be shown that the maximal
singular value of g is 2 cos(pi/(2M)) and twofold degener-
ate. The bound reads T = 2M cos(pi/(2M)), which is achiev-
able [5, 41]. See also Fig. 4(b).
Example 9 (Greater Equal Function). The greater-equal-
function is related to a Bell inequality with coefficients
gx1,x2 =
{
1 if x1 ≥ x2
−1 else , (C6)
where 1 ≤ x1, x2 ≤ M1 = M2 = M [9]. The maximal sin-
gular value of g, csc(pi/(2M)), is twofold degenerate. The
quantum bound T = M csc(pi/(2M) is tight (Corollary 1, see
also Fig. 4(c)) and strictly larger than the local hidden variable
bound B = dM2/2e. The violation Q/B in the limit of large M
is 4/pi [9].
Example 10 (Fishburn-Reeds). The highest violation of an
explicit bipartite correlation type Bell inequality known to the
authors is given by Fishburn and Reeds in [39]. They de-
scribe a series of Bell inequalities, which is constructed as
8follows. Construct a k(k−1)×k-matrix Fk, which rows consti-
tute all vectors of the form (0, ..., 0,−1, 0, ..., 0, 1, 0, ..., 0) and
(0, ..., 0, 1, 0, ..., 0, 1, 0, ..., 0). The Bell inequality is given by
coefficients
g = FkFTk −
4
3
1. (C7)
By construction, g′ = FkFTk fulfills the conditions of Corol-
lary 1. The diagonal modification changes the singular val-
ues, without changing their order. Therefore also g fulfills
the conditions of Corollary 1. Because the maximal singu-
lar value is 2(k − 1) − 4/3, the maximal quantum value is
Q = T = (2(k − 1) − 4/3)k(k − 1), which is the value de-
rived in the reference. The first k for which Q/B >
√
2 is
k = 5, where Q/B = 107 ≈ 1.42857. For k = 5, the explicit
form of g is
g =

2
3 1 1 1 1 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0
1 23 1 1 1 0 0 1 1 0 1 0 1 1 −1 0 0 1 1 0
1 1 23 1 0 1 0 1 0 1 1 1 0 1 0 −1 0 −1 0 1
1 1 1 23 0 0 1 0 1 1 1 1 1 0 0 0 −1 0 −1 −1
1 1 0 0 23 1 1 1 1 0 −1 −1 0 0 0 1 1 1 1 0
1 0 1 0 1 23 1 1 0 1 −1 0 −1 0 1 0 1 −1 0 1
1 0 0 1 1 1 23 0 1 1 −1 0 0 −1 1 1 0 0 −1 −1
0 1 1 0 1 1 0 23 1 1 0 −1 −1 0 −1 −1 0 0 1 1
0 1 0 1 1 0 1 1 23 1 0 −1 0 −1 −1 0 −1 1 0 −1
0 0 1 1 0 1 1 1 1 23 0 0 −1 −1 0 −1 −1 −1 −1 0
0 1 1 1 −1 −1 −1 0 0 0 23 1 1 1 −1 −1 −1 0 0 0
1 0 1 1 −1 0 0 −1 −1 0 1 23 1 1 1 0 0 −1 −1 0
1 1 0 1 0 −1 0 −1 0 −1 1 1 23 1 0 1 0 1 0 −1
1 1 1 0 0 0 −1 0 −1 −1 1 1 1 23 0 0 1 0 1 1
1 −1 0 0 0 1 1 −1 −1 0 −1 1 0 0 23 1 1 −1 −1 0
1 0 −1 0 1 0 1 −1 0 −1 −1 0 1 0 1 23 1 1 0 −1
1 0 0 −1 1 1 0 0 −1 −1 −1 0 0 1 1 1 23 0 1 1
0 1 −1 0 1 −1 0 0 1 −1 0 −1 1 0 −1 1 0 23 1 −1
0 1 0 −1 1 0 −1 1 0 −1 0 −1 0 1 −1 0 1 1 23 1
0 0 1 −1 0 1 −1 1 −1 0 0 0 −1 1 0 −1 1 −1 1 23

. (C8)
