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Abstract.  Este documento propone un nuevo enfoque al tema de encaminamiento inter-domino con Calidad de Ser-
vicio (QoS). Nuestro enfoque consiste en proporcionar una arquitectura overlay completamente distribuida así como 
una nueva capa de encaminamiento para el aprovisionamiento dinámico de QoS, pero haciendo uso de las extensiones 
de QoS y las capacidades de Ingeniería de Tráfico (TE) de la subyacente capa BGP para el aprovisionamiento estático 
de QoS. Nuestro objetivo radica principalmente en influenciar como se intercambia el tráfico entre Sistemas Autó-
nomos (Ases) remotos y con múltiples conexiones a Internet, basados en parámetros específicos y preestablecidos de 
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1. Introducción 
Actualmente,  casi el 80% de los más de 15000 Sis-
temas Autónomos (ASes) que componen Internet son 
ASes que no proveen tránsito a otros ASes (denomi-
nados stub ASes) [1], donde la mayoría de esta frac-
ción cuenta típicamente con múltiples conexiones a 
Internet. A esta práctica de los ASes stub de conectar-
se a múltiples proveedores de servicio se le denomina 
multihoming. Para estos ASes, el tema de Encamina-
miento con Calidad de Servicio (QoSR) a nivel de 
inter-dominio aparece como una necesidad imperiosa, 
sobre todo para poder soportar los nuevos servicios y 
aplicaciones emergentes sobre Internet [2].  
Mientras algunos grupos de investigación proponen 
extensiones de QoS e Ingeniería de Tráfico (TE) sobre 
BGP [3, 4], otros tienden a evitar nuevas extensiones 
que puedan sobrecargar el protocolo y proponen abor-
dar el tema usando redes overlay [5, 6]. El primer 
enfoque mencionado proporciona mejoras significati-
vas en redes que presentan escasa dinámica de cambio 
en el encaminamiento, mientras que el segundo, resul-
ta más efectivo cuando los cambios en el encamina-
miento se producen con una mayor frecuencia. La idea 
primordial detrás de una propuesta overlay es desaco-
plar parte de las políticas de control del propio proce-
so de encaminamiento en los enrutadores BGP. 
En este sentido, ambos enfoques se diferencian en la 
forma en que se señalizan y controlan las políticas. 
Las mejoras y extensiones a BGP tienden a proveer 
señalización en banda, mientras que el enfoque over-
lay proporciona señalización fuera de banda.  
La arquitectura overlay resulta particularmente apro-
piada cuando los dominios (ASes) involucrados son 
multihomed, los cuales necesitan por ende algún me-
canismo que les permita rápidamente cambiar el com-
portamiento de su tráfico dependiendo de las condi-
ciones en la red. De hecho, esta es la tendencia que 
actualmente exhiben la mayoría de los ASes stub en 
Internet, ya que a través de la opción del multihoming 
buscan una conexión a la red que les permita balan-
cear la carga, además de disponer de un acceso tole-
rante a fallos [5].  
Las características actuales del tráfico inter-domino 
en Internet revelan que a pesar de que un AS stub y 
multihomed intercambiará tráfico con la mayoría de la 
Internet, sólo un pequeño número de ASes resulta 
responsable de una gran fracción del tráfico existente 
en este AS. Más aún, este tráfico se intercambia ma-
yoritariamente con ASes que no se encuentran direc-
tamente conectados, sino que por el contrario se en-
cuentran típicamente a 2, 3 y 4 hops de distancia [4]. 
La combinación de todas estas características es lo 
que nos ha hecho centrar en QoSR entre ASes mul-
tihomed remotos estratégicamente seleccionados.  
Ciertamente la propuesta no se encuentra limitada a 
este caso y puede ser aplicada aún en el caso en que 
los ASes compartan enlaces BGP. La propuesta de 
QoSR que formulamos en este artículo consiste en la 
provisión de una arquitectura overlay completamente 
distribuida, así como una capa de encaminamiento 
para el aprovisionamiento dinámico de QoS, pero 
aprovechando las extensiones de QoS y las capaci-
dades de TE de la subyacente capa BGP para el apro-
visionamiento estático de QoS.  
Dentro de la estructura de encaminamiento overlay  
residen unas entidades especiales denominadas “Over-
lay Entities” (OEs), cuyas principales funcionalidades 
son las de intercambio de Acuerdos de Nivel de Ser-
vicio (SLAs), monitorización de parámetros de QoS 
extremo a extremo, y análisis del cumplimiento con 
los SLAs preestablecidos. Estas funcionalidades per-
miten que la OEs influencien el comportamiento de la 
subyacente capa de encaminamiento BGP, de forma 
de poder tomar decisiones rápidas y precisas, y así 
evitar problemas en la red tales como fallos de enlaces 
o la degradación del servicio para una Clase de Servi-
cio (CoS) dada. La naturaleza reactiva de esta estruc-
tura overlay actúa como una capa complementaria 
concebida para mejorar el rendimiento de la subyacen-
te capa BGP compuesta tanto por enrutadores que 
poseen facultades QoS (a los cuales denominaremos 
enrutadores QBGP) y por enrutadores que no las po-
seen (a los que llamaremos simplemente enrutadores 
BGP). 
El resto del artículo se encuentra organizado de la 
siguiente manera. La Sección 2 presenta, en términos 
generales, nuestra propuesta overlay. En la Sección 3 
se analizan las principales funcionalidades requeridas 
de las capas overlay y BGP, mientras que la Sección 4 
presenta el escenario de simulación así como los re-
sultados obtenidos. Por último, la Sección 5 concluye 
el artículo. 
2. Análisis general de la propuesta overlay 
Como indicamos en la Sección anterior, en este do-
cumento proponemos una arquitectura overlay combi-
nada con QBGP para poder brindar encaminamiento 
inter-dominio con QoS. Las ideas centrales detrás de 
la arquitectura overlay son:       
− Las OEs deben responder aproximadamente un 
orden de magnitud más rápido que la capa BGP en 
caso de fallos en la red.  
− Las OEs deben reaccionar e intentar reacomodar el 
tráfico cuando se detecten situaciones de violación 
de alguno de los parámetros de QoS enmarcados 
dentro de los acuerdos previamente pactados en los 
SLAs  para cualquier CoS. 
− La estructura subyacente BGP no necesita modifi-
cación alguna en esta etapa de nuestra investiga-
ción, y permanece por lo tanto sin conocimiento de 
la existencia de la capa superior overlay.  
La siguiente figura esquematiza un posible escenario 
en el cual nuestra propuesta podría ser aplicada. En 
este modelo, dos OEs pertenecientes a ASes diferentes 
separados por varios hops de ASes son capaces de 
intercambiar SLAs y pactar acerca de ciertos paráme-
tros de QoS concerniente al tráfico entre ambos ASes. 
Los ASes intermedios no necesitan participar en abso-
luto en la arquitectura overlay y por lo tanto no resul-




Fig. 1. Escenario de Encaminamiento inter-dominio con QoS 
donde las OEs son utilizadas para el aprovisionamiento dinámico de 
QoS entre ASes multihomed remotos. 
 
Desde nuestra perspectiva el verdadero desafío es 
poder desarrollar un sistema overlay completamente 
distribuido, donde cada OE se comporte de un modo 
reflectivo. En este sentido nuestra propuesta overlay 
opera similarmente a un espejo. En lugar de proponer 
esquemas complejos para intentar manejar en forma 
precisa y dinámica como el tráfico debería de entrar al 
AS de destino, nos centramos en el problema de cómo 
debería de haber salido el tráfico desde el AS de ori-
gen. Por ende lo que buscamos es que la OE dentro 
del AS de origen se comporte como la imagen en un 
espejo de la OE dentro del AS de destino. Este es-
quema espejado permite que la OE dentro del AS de 
origen maneje dinámicamente el tráfico saliente del 
AS  y dirigido hacia el AS de destino, dependiendo 
del cumplimiento o no con los SLAs preestablecidos 
para las distintas CoSs que operen entre estos ASes.  
Luego, bajo condiciones normales de red, y basadas 
en el aprovisionamiento estático de QoS, cada OE 
medirá extremo a extremo el estado de ciertos paráme-
tros de QoS y será capaz de detectar violaciones en los 
acuerdos para cada CoS. Dentro de cada AS, la OE 
provee herramientas para realizar estas medidas a lo 
largo de cada enlace que conecte al AS multihomed 
con Internet. De aquí en adelante asumiremos que la 
topología es tal que existen al menos dos paths (cami-
nos) distintos extremo a extremo, aunque no necesa-
riamente disjuntos, que permiten conectar a un par de 
ASes cualesquiera participando de nuestro modelo de 
QoSR inter-dominio. Cuando una violación es detec-
tada, la OE dentro del AS de origen es capaz de recon-
figurar rápidamente su patrón de tráfico hacia el AS 
de destino para la CoS afectada. En este caso la escala 
de tiempo necesaria para detectar y reaccionar a un 
cierto problema es muy pequeña cuando comparamos 
con las escalas de tiempos que necesita BGP [7].  
Las medidas extremo a extremo están basadas en el 
medidas activas (active probing) entre pares de OEs, a 
través de los distintos paths  que conectan los ASes de 
interés. Por lo tanto, cada OE generará paquetes de 
prueba, a los que denominaremos probes, destinados 
al AS remoto a través de cada enlace disponible que 















esta práctica de AS-AS probing no resulta demandan-
te ni en términos de tráfico, ni en términos de proce-
samiento, siempre que el número de ASes remotos en 
el esquema overlay así como el número de CoS per-
manezcan limitadas. De hecho, el tráfico de probes 
generado entre las OEs es despreciablemente pequeño 
y una provisión acertada de recursos a través de 
QBGP implica que las OEs prácticamente no realiza-
rán trabajo alguno.  
Vale la pena destacar que una violación en un SLA 
podría ocurrir únicamente en una dirección del tráfico 
entre los ASes, lo cual significa que el cuello de bote-
lla se encuentra simplemente en el flujo de datos de 
subida ó en el de bajada. Por ejemplo, en la Fig. 1 las 
OEs en AS1 y AS2 miden los mismos parámetros, 
como ser el retardo en un sentido, denominado “One-
Way Delay” (OWD) [8] o las pérdidas en un sentido, 
denominadas “One-Way Losses” (OWL) [9], y son 
capaces de reaccionar de la misma manera debido a su 
comportamiento reflectivo. De esta forma, cualquiera 
de las dos OEs es capaz de reaccionar independiente-
mente y decidir si debe reacomodar o no el tráfico 
saliente desde su AS. Esta es la premisa fundamental 
de la arquitectura overlay distribuida, es decir lograr el 
objetivo de que cada OE actúe independientemente de 
acuerdo a su percepción del estado de QoS en la red.     
Una ventaja sustancial es que este enfoque permite 
evitar completamente los “updates” de BGP ya que, 
como lo único que debe reacomodarse es tráfico sa-
liente, resulta posible emplear por ejemplo la LOCAL 
PREFERENCE (LOCAL_PREF) de BGP.  
Agarwal et al proponen en [5] un mecanismo over-
lay interesante para reducir los tiempos de fallos en la 
red y para conseguir balanceo de carga en el tráfico 
entrante a un AS. Sin embargo, la propuesta no reuti-
liza ningún esquema de QoS o de TE de la capa BGP. 
Más aún, introduce un complejo servidor centralizado 
que permite que un AS en la estructura overlay infie-
ra, por medio de heurísticas, la topología así como las 
relaciones cliente/vecino entre los múltiples ASes que 
conforman todos los paths tentativos entre los AS 
afectados en caso de un fallo. La propuesta requiere 
que todos los ASes intermedios participen de la es-
tructura overlay. La complejidad introducida se debe 
principalmente al hecho de que controlar en forma 
precisa como el tráfico ingresa a un AS es una tarea 
intrincada, particularmente, cuando esto debe hacerse 
bajo condiciones dinámicas. Como alternativa, nuestra 
propuesta trata acerca de cómo acomodar el tráfico en 
el AS de origen, ya que estamos absolutamente con-
vencidos de que propuestas efectivas pero más senci-
llas como esta resultarán más atractivas para ser des-
plegadas y adoptadas en redes en operación.   
3. Principales Funcionalidades de las distintas 
capas de Encaminamiento 
En esta Sección describimos en detalle las funciona-
lidades de las dos capas de encaminamiento en nuestra 
propuesta.  
3.1 Capa Superior: Funcionalidades de la capa 
overlay 
Esta capa está compuesta por un conjunto de OEs: 
3.1.1  Conjunto básico de componentes: 
− Al menos una OE existe por dominio QoS. 
− Una OE contará con total acceso a los enrutadores 
de borde dentro de un AS. 
− Una OE cuenta tanto con algoritmos para detectar 
condiciones de incumplimiento con el SLA para 
una CoS dada, así como para decidir cuando y de 
que forma debe reacomodar el tráfico de manera de 
cumplir con dicho SLA. 
3.1.2 Componentes Principales: 
Un protocolo overlay: Se requiere un protocolo de 
comunicación entre OEs remotas. Este protocolo per-
mite que las OEs intercambien SLAs entre sí, así 
como información sustancial para la arquitectura over-
lay.  
Selección de una métrica: Para poder validar nuestra 
propuesta elegimos un parámetro simple de QoS para 
la porción dinámica de nuestro modelo de QoSR. El 
parámetro que hemos seleccionado es un filtrado o 
alisado del OWD, al que denominaremos SOWD 
(“Smooth” OWD), el cual define la siguiente métrica: 









nmOWD         (1) 
Donde m y n corresponden al nésimo probe generado 
por la OE del AS origen y enviado a lo largo del mésimo 
enlace externo del AS. Este SOWD esencialmente 
corresponde al promedio de un conjunto de muestras 
de OWD a través de una ventana deslizante de tamaño 
N. En lugar de utilizar valores instantáneos de OWD, 
proponemos usar este filtro pasabajos que alisa el 
OWD y evita que se produzcan cambios frecuentes en 
nuestra métrica. Resulta claro que existe un compro-
miso en términos del tamaño de la ventana N. Un 
valor grande de N implica que la reacción será lenta 
cuando las condiciones de la red cambien y tal vez 
resulte necesario reubicar parte del tráfico. Por otra 
parte, valores pequeños de N pueden generar reubica-
ciones frecuentes de tráfico ya que las situaciones de 
incumplimiento con los SLAs se producirán proba-
blemente con más frecuencia. En este escenario, el 
SLA intercambiado entre OEs será simplemente el 
máximo SOWD Dj tolerado para cada CoS diferente 
Cj. 
Asumimos que cada OE usa una dirección lógica 
diferente para cada CoS, y que además se han aplica-
do políticas locales específicas en iBGP (internal 
BGP). Bajo estas hipótesis, una OE puede enviar sus 
probes hacia una OE remota para cualquier CoS, en 
un esquema round-robin, a través de todos los enlaces 
externos disponibles en el AS local. Entonces, las OEs 
computan para cada clase de servicio el costo de al-
canzar el AS remoto a través de cada uno de sus enla-
ces externos m basados en la métrica anterior. Ade-
más, los paquetes de probe para una CoS dada, perte-
necen a esa CoS. Por ejemplo, en un marco QBGP 
basado en Servicios Diferenciados (DiffServ), cuando 
se prueba una CoS en particular, la cual se encuentra 
localmente asignada a una clase Assured Forwarding 
(AF) en cada AS intermedio, los probes serán marca-
dos bajo la misma clase AF [10]. Asumimos además 
que las OEs se encuentran adecuadamente sincroniza-
das (por ejemplo mediante GPS) y los detalles con-
cernientes al proceso de sincronización están fuera del 
alcance del presente trabajo.   
Un mecanismo de piggy-backing: Un punto impor-
tante es que una técnica de probing activa desarrollada 
para medir el OWD requiere de realimentación de la 
OE remota. Sin embargo, el esquema espejado implica 
que la OE remota se encuentra generando probes 
hacia la OE local y espera a su vez el mismo tipo de 
realimentación. Entonces, para evitar cargar innecesa-
riamente la red con estos mensajes proponemos dotar 
al protocolo de comunicaciones entre las OEs de un 
mecanismo de piggy-backing. De esta forma, la reali-
mentación del OWD se acarrea dentro de los propios 
probes. 
Estabilidad: Otro punto central en nuestra propuesta 
es que el proceso de reubicación de tráfico nunca debe 
introducir inestabilidad en la red. A modo de evitar 
que esto ocurra, pero manteniendo la premisa de que 
buscamos diseñar una arquitectura completamente 
distribuida donde cada OE cuenta únicamente consigo 
misma para manejar estos problemas, imponemos la 
siguiente restricción:     
“Tráfico destinado a cierta CoS Cj nunca debe 
ser reubicado sobre un enlace s, si y solo si el 
enlace primario para alcanzar Cj era s en  
[t - Th, t] o Cj ha excedido su máximo número 
de reubicaciones posibles ⇒ Rj(t) ≥ RjMAX  ” 
De esta forma el parámetro Th evita las oscilaciones 
de alta frecuencia, mientras que el parámetro RjMAX 
evita aquellas que se producen a más bajas frecuen-
cias. Cada vez que un proceso de reubicación de tráfi-
co tiene lugar para una CoS Cj, la variable Rj(t) se ve 
incrementada. Nuestra propuesta consiste en proveer 
de una clase de penalización similar al damping en 
BGP [11], donde la penalidad se incrementa por un 
valor fijo P con cada nueva reubicación, pero decae 
exponencialmente con el tiempo cuando no existe 
ninguna reubicación de tráfico de acuerdo a: 
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Donde Th, RjMAX, P y τ son parámetros configurables, 
cuyos valores dependen de los grados de libertad en el 
número de reubicaciones a corto y largo plazo  que 
permitimos para cada CoS dada Cj. 
Un desafío adicional en términos de estabilidad sur-
ge cuando un path pasa a estar altamente ocupado, ya 
que varias CoSs dentro del path pueden experimentar 
simultáneamente violaciones con sus respectivos 
SLAs. Para prevenir la reubicación simultánea de 
todas las CoSs afectadas, dotamos a las OEs con un 
mecanismo de contención, el cual prioriza la relevan-
cia de las distintas CoSs. De este modo, las CoSs de 
mayor prioridad serán reubicadas antes que aquellas 
de menor prioridad. El algoritmo de contención opera 
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Claramente, nuestro mecanismo de contención per-
mite que una OE reubique iterativamente tráfico del 
path cargado, mientras analiza dinámicamente si las 
clases que aún permanecen sin ser movidas continúan 
bajo condiciones de incumplimiento con sus respecti-
vos SLAs. A medida que una OE comienza a extraer 
tráfico del path, es de esperar que las clases que aún 
permanecen ahí, comiencen a experimentar una mejo-
ra en sus parámetros de QoS extremo a extremo. Sin 
embargo, una situación muy distinta se produce cuan-
do un enlace falla. En este caso, una OE debe reaccio-
nar lo más rápido posible para reubicar todo el tráfico 
afectado. Entonces, existe un compromiso entre el 
mecanismo de contención y la habilidad de poder 
redistribuir rápidamente todo el tráfico en un enlace 
dado.  
En lugar de sintonizar eficientemente el algoritmo 
de contención de forma de abordar ambos problemas 
en simultáneo, nos apoyamos en el mecanismo de 
probing ya que el fallo de un enlace causará la pérdida 
de todos los probes para todas las CoS que utilizaban 
dicho enlace. Nuestra propuesta consiste en incremen-
tar la frecuencia de los probes para cada CoS ni bien 
se comienzan a detectar las pérdidas. Sostenemos que 
este incremento en la frecuencia no exacerba la carga 
en la red, ya que en primer lugar la fracción de tráfico 
que genera la OE que detecta el problema es despre-
ciable al comparar con el tráfico total que intercam-
bian ambos ASes. En segundo lugar, esto se hace por 
un período muy breve de tiempo y con el único obje-
tivo de acelerar el proceso de reubicación de tráfico. 
Una vez que una CoS es trasladada, la frecuencia de 
los probes retorna a su valor original.       
3.2 Capa Inferior: Funcionalidades de la capa BGP 
Las rutas que serán analizadas por las OEs usando la 
técnica de probing descrita en la sub-sección anterior, 
fueron predeterminadas por la subyacente capa BGP. 
En esta capa dos tipos de dispositivos pueden operar; 
enrutadores BGP tradicionales y enrutadores QBGP. 
Un enrutador QBGP puede distribuir información de 
QoS y por ende tomar decisiones de encaminamiento 
basado en  esta información. En nuestro modelo los 
enrutadores QBGP pueden ser vistos como la herra-
mienta práctica para establecer la infraestructura glo-
bal de QoSR inter-dominio para cada CoS, la cual 
puede a su vez ser influenciada dinámicamente por la 
capa overlay. Propuestas interesantes de QBGP, así 
como información  adicional en el área puede encon-
trase en [3, 12]. 
3.3 Algoritmo Combinado de QoSR 
El siguiente esquema (Fig.2) esquematiza nuestro 
algoritmo combinado de QoSR. Sea m el enlace exter-
no que de momento aloja tráfico de clase Cj. Resulta 
importante remarcar que en nuestra propuesta el pro-
ceso de reubicación de tráfico solo puede ocurrir 
cuando existe un incumplimiento con un SLA. En este 
sentido, a pesar de que un path alternativo pueda mos-
trar mejor costo en términos de SOWD, evitamos 
reubicar el tráfico de clase Cj desde el enlace m hasta 
que una violación con el SLA sea detectada. Dos 
líneas separadas de eventos ocurren cuando se recibe 
un probe para una clase Cj. Inicialmente, el probe (k,l) 
es separado de la realimentación del OWD(m,n), la 
cual llega piggy-backed en el propio mensaje. Lo 
primero que debe ser procesado es el OWD(k,l) de 
forma de responder en forma precisa a la OE que ha 
enviado el mensaje, lo cual se indica como  (I) en la 
Fig. 2. Por otro lado, se procesa el OWD(m,n) piggy-
backed, indicado como (II) en la figura.  
Una vez que se computa el SOWD, el algoritmo 
analiza si existe una violación con respecto al máximo 
SOWD tolerable Dj. Si no ha ocurrido una violación, 
el algoritmo simplemente queda a la espera de la lle-
gada del próximo probe. Sin embargo, si una viola-
ción es detectada en el enlace m el algoritmo examina 
si el máximo número de reubicaciones RjMAX ha sido 
alcanzado. Si este es el caso, la OE local compone un 
mensaje de realimentación para advertir a la OE remo-




Fig. 2. Algoritmo Combinado de QoSR. 
 
La idea central detrás de este procedimiento de aviso 
es que la realimentación provea de información a la OE 
remota, de forma tal que esta última pueda intentar 
manejar el problema reacomodando su aprovisiona-
miento estático de QoS usando ya sea QBGP o TE-
BGP. Si RjMAX no ha sido excedido, la OE debe exami-
nar dentro de todos los enlaces externos p disponibles, 
exceptuando a m, si existe al menos uno cuyo costo Mi 
satisfaga las restricciones que impone la clase Cj. Ade-
más, se debe analizar si el enlace dispone de suficiente 
espacio como para aceptar la reubicación del tráfico. 
Luego, y con el objetivo de evitar cualquier oscilación 
de alta frecuencia, la OE excluye del grupo de enlaces 
capaces de aceptar la reubicación a aquellos que hayan 
ubicado tráfico para la clase Cj en [t - Th, t]. Una vez 
realizado esto, nos apoyamos en el tiebreak (desempate) 
de QBGP si se da el caso de que dos o más enlaces 
muestren el mismo costo en términos de SOWD. En 
este punto ha quedado un único enlace como destino de 
la reubicación del tráfico de la clase Cj. Luego, el algo-
ritmo de contención es ejecutado y Tj segundos después 
la OE examina si la clase aún continúa en una condición 
de incumplimiento. Si este es el caso, la OE incrementa 
Rj(t) en P y reubica el tráfico de la clase Cj. 
4. Resultados de las Simulaciones  
La arquitectura overlay propuesta en este documento 
está siendo valorada y validada mediante simulación. 
En esta sección presentamos algunos resultados preli-
minares a modo de realizar una primera evaluación de la 
arquitectura y de su capacidad para soportar distintas 
clases de tráfico con QoS en forma dinámica. Estamos 
utilizando el simulador J-Sim [13] con el paquete BGP 
Infonet [14] el cual cumple con las especificaciones de 
la RFC 1771 de BGP [15]. Se desarrollaron un conjunto 
de componentes Java con  las funcionalidades de la 
capa overlay. A modo de permitir que las OEs tuvieran 
total acceso a las bases Adj-RIBs-In y Loc-RIB de un 
dispositivo BGP, y para tener control sobre el proceso 
de decisión de BGP, fue necesario agregar algunas 
extensiones al paquete Infonet. Una definición precisa 
de los términos Adj-RIBs-In y Loc-RIB puede ser en-
contrada en [15]. Además, hemos incluido dentro del 
paquete Infonet las siguientes extensiones de QoS en 
BGP:   
 
− Un atributo opcional y transitivo para distribuir las 
identificaciones (IDs) de las distintas CoSs, así como 
un conjunto de modificaciones a las tablas de BGP 
para permitir el almacenamiento de esta información 
adicional, siguiendo una línea similar a la descrita 
[3]. 
 
− Un conjunto de mecanismos para: i) permitir que los 
dispositivos BGP puedan cargar las CoS localmente 
soportadas; ii) permitir que cada prefijo IP local sea 
anunciado dentro de una CoS dada; iii) permitir que 
dispositivos BGP puedan fijar la permisión de rutas 
mediante el uso de filtros para permitir/denegar una 
ruta dada basado en políticas locales y las capacida-
des soportadas de QoS. 
Para nuestras simulaciones, hemos utilizado la to-
pología presentada en la Fig. 3. La topología está 
basa- da en el backbone de la red Académica Euro-
pea GÈANT [16] con algunas simplificaciones para 
reducir la complejidad del modelo a simular.   
En esta topología hemos considerado como ASes 
remotos multihomed, a AS1 y AS2. Asumimos todos 
los enlaces como bidireccionales, con la misma 
capacidad C (C = 2Mbps) y con retardo de propaga-
ción Pd (Pd = 10ms), a excepción de los enlaces de 
AS2, donde con el objetivo de contar con algunos 
cuellos de botella, la capacidad elegida fue C/2. De 
acuerdo con esto y solo por razones de complejidad, 
optamos por modelar cada AS como un único enru-
tador QBGP con capacidades DiffServ, configurado 
para soportar cuatro clases distintas de tratamiento 
de paquetes IP (EF, AF11, AF21 y Best-Effort) 
permitiendo entonces cuatro clases diferentes de 
tráfico, denominadas CoS1, CoS2, CoS3 y CoS4 
respectivamente.  
Para completar el escenario, en el dominio donde 
el tráfico es inyectado hemos utilizado  la capacidad 
de DiffServ de marcar paquetes con un DSCP (Diff-
Serv Code Point) específico dependiendo de su 
correspondiente CoS. Este marcado fue aplicado 
tanto a los paquetes IP del tráfico de las fuentes así 
como a los probes generados por las OE. Las condi-
ciones de las simulaciones están resumidas en la 
Tabla 1. Los resultados obtenidos son presentados 
en las Fig. 4 a Fig. 7. El máximo SOWD tolerado 
por CoS (Dj) fue heurísticamente elegido de forma 
que las OEs pudieran aprovechar los paths alternati-
vos. El SWOD computado cuando se producían 
pérdidas de probes fue también elegido heurística-
mente. El criterio seleccionado fue que 3 pérdidas 
consecutivas implicaran un aumento de un 25% 
aproximadamente en el SWOD. Para los experimen-
tos presentados en esta etapa hemos fijado RjMAX = ∞ 
∀ j. Además, no fueron generados probes para el 
tráfico Best-Effort, el cual figura como NA (Not 
Available) en la tabla, y una ventana deslizante de 3 
segundos fue utilizada en todos los casos, lo cual 
aparece como Mov. Average en la Tabla 1.  
El primer objetivo de la simulación consistió en 
validar la premisa inicial de que nuestra propuesta, 
basada en una capa de encaminamiento complemen-
taria, mejora la reacción de la infraestructura global 
de encaminamiento. De este modo, hemos elegido 
como indicador de performance, comparar el tiempo 
de respuesta frente a un fallo en un enlace. La Fig. 4 
esquematiza un conjunto de gráficas para tráfico de 
CoS1 mostrando el throughput medido en el destino, 
el SOWD experimentado por los probes a través de 
todos los paths disponibles, y los cambios de path 
determinados por los cambios en el next-hop para el 
AS de origen AS1. De estas gráficas podemos ob-
servar que en un marco puramente QBGP (sin OEs 
operando en AS1 y AS2) se necesitan unos 80 se-
gundos para recuperar un fallo en un enlace, pero 
menos de 10 segundos son necesarios cuando las 
OEs están funcionando. Este resultado valida el 
haber logrado uno de nuestros principales objetivos. 
Cabe destacar que este último valor incluye no solamen-
te el tiempo para la detección implícita del fallo, basada 
en la violación del máximo SOWD tolerado, sino que 
también incluye un rango de contención aleatorio de 
3 segundos antes de proceder a reubicar el tráfico. 
  
Tabla 1. Condiciones de las Simulaciones 
CoS CBR (Mbps)     Tamaño de   
  paquete (KB) 
    PHB Máx. SOWD  






    Average 
CoS1        0,4      1 EF          85  1 s, 1KB        3 & 8    3 s 
CoS2        0,8      1     AF11         100  1 s, 1KB        6 & 12    3 s 
CoS3        1,0      1     AF21         120  1 s, 1KB        9 & 20    3 s 
CoS4        1,6    N.A BE         N.A      N.A          N.A    N.A 
 
 














































Fig. 6. OWD en todos los paths disponibles para CoS1-CoS4, con y sin OE. 
 
 
En segundo término examinamos el comporta-
miento de nuestra infraestructura global QoSR inter-
dominio. Utilizamos como indicadores de perfor-
mance para cada clase de tráfico tanto el throughput 
en el destino, así como el SOWD experimentado por 
los probes a lo largo de todos los paths disponibles. 
De las figuras 5 y 6, podemos observar que sin OEs 
existen claras violaciones a los SLAs establecidos 
entre ambos dominios. Sin embargo, con la presen-
cia de las OEs, se ve claramente que la red es capaz 
de reaccionar a estas violaciones en los SLAs, y 
encontrar los mejores paths para reubicar el tráfico 
de las clases afectadas. Consecuentemente, luego de 
un transitorio de aproximadamente 13 segundos, 
necesarios para acomodar el tráfico para cada CoS, 
resulta visible que se alcanza un estado estable don-
de los SLAs son respetados para todas las clases de 
tráfico de acuerdo  
Por último, y con el objetivo de evaluar la utiliza-
ción general de enlaces, hemos medido el through-
put en todos los enlaces disponibles en el AS de 
destino (AS2). La Fig. 7 muestra que cuando las OEs 
están operativas, además de respetarse los SLAs 
preestablecidos, se consigue una mejor distribución 
del tráfico inter-dominio, y por tanto, los recursos 















Fig. 7. ASes: utilización de enlaces remotos 
 
En contraste, sin las OEs, la distribución de tráfico 
depende de la exactitud y eficiencia del aprovisio-
namiento estático, el cual no tiene en cuenta la di-
námica real de la red. El costo extra en todos estos 
casos fue apenas un incremento de 8 Kbps, por CoS, 
sobre cada enlace en el tráfico entre ambos ASes, 
cuando exigimos al sistema con probes sobredimen-
sionados de 1 KB generados cada 1 segundo.  
5. Conclusiones 
Este documento presenta el marco general de un 
paradigma combinado de encaminamiento inter 
dominio con calidad de servicio, basado en una 
arquitectura overlay completamente distribuida y 
acoplada con una capa de encaminamiento con fun-
cionalidades QBGP o TE-BGP. Como primer paso 
en nuestra investigación, y con el objetivo de validar 
nuestro enfoque nos hemos centrado en el acopla-
miento de la capa overlay con una capa subyacente 
DiffServ QBGP.  
Los resultados obtenidos muestran  que nuestra 
arquitectura overlay distribuida mejora sustancial-
mente la calidad de servicio extremo a extremo 
cuando comparamos con un modelo QBGP puro. 
Creemos que si bien varias mejoras, así como signi-
ficativas extensiones se seguirán planteando para 
BGP (soluciones en banda), la estructura overlay se 
posiciona como un candidato firme para poder pro-
porcionar un modelo de encaminamiento con QoS 
fuera de banda, flexible y de valor agregado. Este 
modelo resulta particularmente aplicable cuando el 
tráfico inter-dominio debe adaptarse dinámicamente 
a condiciones de red cambiantes con frecuencias 
medias y altas, exigiendo gran capacidad de reac-
ción, lo cual resulta impracticable utilizando solu-
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