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Abstract. Arnoldi method and conjugate gradient method are important classical iteration methods in solving
linear systems and estimating eigenvalues. Their efficiency often affected by the high dimension of the space,
where quantum computer can play a role in. In this work, we establish their corresponding quantum algorithms.
To achieve high efficiency, a new method about linear combination of quantum states will be proposed. The
final complexity of quantum Arnoldi iteration method is O(m3+log(m/)(logn)2/4) and the final complexity of
quantum conjugate gradient iteration method is O(m1+logm/(logn)2κ/), where  is precision parameter, m
is the iteration steps, n is the dimension of space and κ is the condition number of the coefficient matrix of the
linear system the conjugate gradient method works on. Compared with the classical methods, whose complexity
are O(mn2 +m2n) and O(mn2) respectively, these two quantum algorithms provide us more efficient methods
to solve linear systems and to compute eigenvalues and eigenvectors of general matrices. Different from the
work [24], the complexity here is almost polynomial in the iteration steps. Also this work is more general than
the iteration method considered in [20].
Key words: quantum algorithm, Arnoldi iteration, conjugate gradient method, linear system.
1 Introduction
Quantum computer outperforms the classical computer due to its quantum property [23], like parallelism, super-
position, entanglement and so on. Correspondingly, quantum algorithm performs much better than the classical
algorithm in many problems, like factoring [26], searching [16], linear system solving [18], to name a few. At the
same time, these already discovered quantum algorithms provide us some techniques to design new quantum al-
gorithms. For instance, from Shor’s factoring algorithm, we have the quantum phase estimation method; From
Grover’s searching algorithm, we have amplitude amplification and quantum walk; The linear system solving algo-
rithm given by Harrow, Hassidim and Lloyd [18] provide us a method to study quantum machine learning. Until
now, many quantum algorithms were obtained based on these techniques with great performance [2], [6], [11], [12],
[17], [21], [22], [27], etc..
Many good quantum algorithms or techniques applies one or two “things” belongs to quantum computer itself.
And we believe that to achieve high efficiency, any quantum algorithm should follow some quantum properties.
For instance, the swap test considered in [8], which can be used to estimate the inner product of two quantum
states. Different from the classical inner product estimation method, swap test is a byproduct of quantum phase
estimation and Grover’s searching algorithm. Also the HHL algorithm to solve linear system Ax = b, it applies
Hamiltonian simulation technique and quantum phase estimation to estimation the eigenvalues and eigenvectors of
A from e−iAt. The classical method will never do this, since the exponential e−iAt is not easy to obtain. The singular
value estimation proposed by Kerenidis and Prakash in [19] was obtained by a totally different unitary matrix from
the idea of quantum walk. There are also many other similar quantum algorithms that uses one or two quantum
properties. So in order to find more efficient quantum algorithms from the inspiration of classical algorithms, we
should make sure that the obtained quantum algorithms have followed some rules of quantum computer.
There are at least two ways to generalize classical algorithms into quantum algorithms. The first one is based on
oracle, that is the unitary operator Uf : |x, y〉 7→ |x, y⊕f(x)〉. Such a generalization provides no improvement on the
efficiency, however, it tells us that quantum computer can do anything the classical computer does. Another method
applies the quantum algorithms or techniques in each step of classical algorithms. For instance, the iteration methods
considered in [20], [24]. The algorithms are classical, however, quantum algorithms and techniques can make each
step more efficient than apply the classical methods directly. And finally this improves the efficiency of the whole
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2 Changpeng Shao
algorithm. The quantum algorithms constructed in this way also have its own drawbacks, such as the complexity
of obtained quantum algorithm is exponentially depending on the iteration step, however, the complexity of the
classical iteration algorithm is polynomial in iteration steps. Although iteration step is quite small in many cases,
it is still hard to say that the corresponding quantum algorithm is better than the classical algorithm in its most
general case.
Iterative method is an important numerical computing method that can solve many problems in mathematics
efficiently. In the past two years, people start to pay attention to generalize classical iterative methods to the
corresponding quantum algorithms. In [24], Rebentrost et al considered the quantum gradient descent and Newton’s
method for polynomial optimization problem in the high dimensional sphere. The final complexity is exponential in
the iteration steps, but polynomial in the dimension of space. This is due to the No-Clone theorem, so exponential
many copies of the initial states are required. In [20], Kerenidis et al studied some types of stationary linear iteration
in the form x 7→ Ax + b for some fixed matrix A and vector b. Such iteration method is very simple, but it plays
important role in solving linear systems. The good point of this quantum algorithm is that it is polynomial in the
iteration steps and the dimension of space. However, as we know, in most cases, the iteration method (such as in
optimization, programming) are not stationary, it renews some information in each iteration. So the exponential
dependence on the iteration steps seems unavoidable in quantum computer if we generalize the classical iteration
method directly. Notice that one specific goal of quantum iteration method is to reduce the dependence on the
space dimension, which can achieved by the quantum linear algebraic technique, since most matrix operations in
quantum computer are polynomial in the space dimension.
In this paper, we consider the quantum version of Arnoldi iteration and conjugate gradient method. The classical
Arnoldi iteration method [3], [25] in one of the most important iteration method of the Krylov method or projection
method. It can be used to solve large sparse linear system and also can be used to estimate eigenvalues of non
symmetric matrices. In the special case when the matrix is symmetric, the Arnoldi iteration reduces to Lanczos
iteration. As a simplification of the Lanczos iteration to solve linear system, the conjugate gradient algorithm is one
elegant variant. It is one of the best known iterative techniques for solving numerical solution of particular sparse
linear systems Ax = b, that is A is symmetric and positive-definite. Conjugate gradient algorithm can also used to
estimate the eigenvalues information of A, such as the largest and smallest eigenvalue of A. This could be used to
compute an estimate of the condition number of A. Although, there exists exponential speedup quantum algorithm
[1] to estimate the eigenvalues of symmetric matrices, it may not so efficient to estimate the largest or the smallest
eigenvalue, since the quantum algorithm in [1] treat all the eigenvalues equally.
As we know, Krylov method aims at approximating A−1 by a polynomial of A. When we obtain the information
about the coefficients of this polynomial, then it reduces to the problem of calculating the power of matrix, which
can actually be calculated efficiently in quantum computer. Just like the stationary iteration method, we also need
to compute the linear combination of these matrix powers. The linear combination methods of quantum states
(or unitaries) has been considered such as in [4], [5], [10] to study Hamiltonian simulations, considered in [11] to
study solving linear systems and also considered in [13] to study the preparation of quantum states. Their methods
about linear combination methods of quantum states are similar to classical methods, that is try to get the linear
combination of quantum states, then normalize it be measuring. The complexity depends on the linear coefficients
and the 2-norm of the linear combined vector the desired quantum state proportional to. This idea works well
in some cases, and these methods can also play certain roles in our study about quantum Arnoldi iteration and
conjugate gradient method. In this work, however, we will propose another method to achieve linear combination
of quantum states, which is more suitable in solving our problem, under the assumption that Ur can be efficiently
implemented for any 0 ≤ r ≤ 1 if U does. The basic idea is simple. Since quantum states are normalized, and so
they all lie in the unit sphere. We can actually perform some rotations on the given quantum states to get the
desired quantum states. The complexity of such a method is independent of the linear coefficients and the norm of
the desired quantum state.
As shown in section 4, the complexity of the directly generalized quantum algorithm of classical Arnoldi iteration
method is exponential on the iteration steps. But the good point of this quantum algorithm is that it is independent
of the condition number of the given matrix. So to solve the linear system Ax = b, if the iteration step m is a small
constant, which happens in many cases, then the complexity is O((log n)2m−2/δm−1m−1), where δ,  are some fixed
parameters and n is the dimension of matrix. On the other hand, an improved quantum version still exists due to
the property of the Krylov method. The complexity can be improved into O((m+ 6)!(log n)2/δ2) based on the old
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method to achieve linear combination of quantum states, and can further improved into O(m3+log(m/)(log n)2/4)
based on our new method to achieve linear combination of quantum states. As for the conjugate gradient method
studied in section 5, the complexity isO(m2(log n)2κ/δ3m) based on the old method and is O(m1+logm/(log n)2κ/)
based on our new method to achieve linear combination of quantum states.
The structure of this paper is as follows. In section 2, we introduce some preliminary knowledge required in this
work and the new method to achieve linear combination of quantum states. Some new applications like triangle
finding problem, power iteration method will be discussed as applications of HHL algorithm. Section 3 is denoted to
study the stationary iteration method. In section 4 and section 5, we aim at study the quantum version of Arnoldi
and conjugate gradient method. Finally, section 6 is a conclusion. In this work, the norm ‖ · ‖ always refers to
2-norm of vectors and i refers to the imaginary unit
√−1.
2 Preliminary techniques
In this section, we provide some preliminary techniques that will be used in this whole work. The first one is swap
test, which can be used to evaluate the inner product of quantum states. This is quite useful in matrix-vector
operations. The second one is about the quantum linear algebraic technique arises from HHL algorithm. It can
achieve exponential speedup to perform simple matrix vector operation, like multiplication and inversion. Three
new applications of this technique will be discussed then. The last technique will be used in this work is the linear
combination of quantum states, which has been used in Hamiltonian simulation and linear systems solving. A new
method with much better performance will be proposed.
2.1 Swap test
The following lemma is a direct corollary of quantum phase estimation and Grover iteration.
Lemma 1. Let |φ〉 = sin θ|0〉|u〉 + cos θ|1〉|v〉 be a unknown quantum state that can be prepared in time O(Tin),
where |u〉, |v〉 are normalized quantum states. Then there is a quantum algorithm that can compute sin θ, cos θ in
time O(Tin/δ) with accuracy  and with success probability at least 1− δ.
Proof. Let Y be the 2-dimensional unitary transformation that maps |0〉 to −|0〉 and |1〉 to |1〉. Denote G =
(2|φ〉〈φ| − I)(Y ⊗ I) which is the rotation matrix used in Grover’s searching algorithm. Then
G =
(
cos 2θ sin 2θ
− sin 2θ cos 2θ
)
in the basis {|0〉|u〉, |1〉|v〉}. The eigenvalues of G are
ei2θ = cos 2θ + i sin 2θ, e−i2θ = cos 2θ − i sin 2θ
and the corresponding eigenvectors are
|w1〉 = 1√
2
(
|0〉|u〉+ i|1〉|v〉
)
, |w2〉 = 1√
2
(
|0〉|u〉 − i|1〉|v〉
)
respectively. Note that
|φ〉 = sin θ√
2
(
|w1〉+ |w2〉
)
− i cos θ√
2
(
|w1〉 − |w2〉
)
= − i√
2
(
eiθ|w1〉 − e−iθ|w2〉
)
.
So performing quantum phase estimation algorithm on G with initial state |0〉n|φ〉, for some n = O(log 1/δ), can
help us find an approximation θ˜ of θ with failure probability δ, such that |θ˜ − θ| ≤ . Then it is easy to check
| sin θ − sin θ˜| ≤ .
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Quantum counting [7] also share the same essence. Actually, the quantum phase estimation algorithm on G in
the above proof returns a state in the form
− i√
2
(
eiθ|y〉|w1〉 − e−iθ| − y〉|w2〉
)
, (2.1)
where y ∈ Z2n satisfies |θ−ypi/2n| ≤ . Let f(y) = g(θ) be some functions such that f(y) = f(−y), then from (2.1),
we can get
|g(θ)〉|φ〉. (2.2)
Generally, the failure probability δ can be ignored. A directly corollary of lemma 1 is the following result, and it is
usually called the swap test [8].
Corollary 1. Let |x〉, |y〉 be two real quantum states, which can be prepared in time O(Tin), then 〈x|y〉 can be
estimated with accuracy  in time O(Tin/).
Proof. Consider the state |φ〉 = 1√
2
(|+〉|x〉 + |−〉|y〉). Then the probability of the first qubit is |0〉 (resp. |1〉) is
(1 + 〈x|y〉)/2 (resp. (1− 〈x|y〉)/2). By lemma 1, these two values can be evaluated in time O(Tin/) with accuracy
. Then so is 〈x|y〉.
Moreover, from (2.2), we actually can obtain the following quantum state
1√
2
(
|0〉|x〉+ |1〉|y〉
)∣∣∣g(〈x|y〉)〉, (2.3)
for any function g, because cos θ is an even function. Therefore, we have
Proposition 1. Let |x〉, |y〉 be two real quantum states, except a global phase, which can be prepared in time O(Tin).
Let f be any function. Then there is a quantum algorithm within time O(Tin/) to achieve
1√
2
(|0〉|x〉+ |1〉|y〉) 7→ 1√
2
(|0〉|x〉+ |1〉|y〉)|f(s)〉, (2.4)
where |〈x|y〉 − s| ≤ .
This result tells us that, we can put the inner product of |x〉 and |y〉 into quantum state as quantum information.
This is important in the case when we need to parallelly deal with the inner product of quantum states in quantum
computing, such as matrix multiplication. If |x〉, |y〉 are complex quantum states, then the probability of |0〉 (resp.
|1〉) is (1 + Re〈x|y〉)/2 (resp. (1 − Re〈x|y〉)/2). So, we can only get the value of Re〈x|y〉. The image part of 〈x|y〉
can be computed by considering the inner product of |x〉 with i|y〉.
2.2 Quantum matrix-vector multiplication
Let A be a n× n Hermitian matrix and |y〉 a given quantum state. Assume that f is a map in one variable. Then
we can obtain the quantum state proportional to f(A)|y〉 efficiently by a similar procedure as HHL algorithm [18].
Due to the requirements appeared in HHL algorithm, here we make the following assumptions.
Assumption 1 The Hamiltonian simulation e−iAt can be implemented efficiently in time O˜(t).
The Hamiltonian simulation can be solved efficiently in some cases [10]. Assumption 1 is not so necessary when
considering HHL algorithm to solve linear systems, since in [19], Kerenidis et al proposed a new version of singular
value estimation (SVE) method, which is independent of Hamiltonian simulation. However, in this work, we choose
to follow the way of HHL algorithm, since the SVE studied in [19] also contain other assumptions. Suppose the
singular value decomposition of A =
∑n
j=1 λj |uj〉〈uj | and |y〉 =
∑n
j=1 βj |uj〉, then f(A)|y〉 =
∑n
j=1 f(λj)βj |uj〉.
Assumption 2 The singular values of A lie between 1/κ and 1, where κ is the condition number of A.
Quantum Arnoldi and conjugate gradient iteration algorithm 5
This assumption is not so necessary too, since when we have some better upper bound information about the
singular values of A, on one hand, we can perform a scaling in advance; and on the other hand, such a scaling can
be performed in the quantum phase estimation algorithm.
Assumption 3 If f(λj) = 0 then βj = 0.
This assumption is quite important, which relates to the success probability. It is equivalent to assume that |y〉
lies in the non-zero (well-conditioned) components of f(A). When A is invertible and f is a simple function like
f(x) = xl, then assumption 3 is unnecessary.
The following procedures are similar to HHL algorithm. So we just briefly review it. In the quantum phase
estimation algorithm, we choose the initial state as |0〉|y〉, then it yields an approximates state ∑nj=1 βj |λ˜j〉|uj〉 in
time O˜(1/), where  is the accuracy to estimate the singular values, that is |λj − λ˜j | ≤ . Add an ancilla register
to the obtained state and apply a control rotation based on the register stores singular value, undo the quantum
phase estimation algorithm, we have
n∑
j=1
βj |uj〉
(
f(λ˜j)C|0〉+
√
1− f(λ˜j)2C2|1〉
)
, (2.5)
where C is a constant such that |f(λ˜j)C| ≤ 1, for instance we can choose C = 1/maxj |f(λ˜j)|. Because of assumption
3, the probability to obtain the quantum state of f(A)|y〉 is
n∑
j=1
∣∣∣βjf(λ˜j)C∣∣∣2 ≥ minj:f(λ˜j)6=0 |f(λ˜j)|2
maxj |f(λ˜j)|2
, (2.6)
Finally, the complexity to get the quantum state of f(A)|y〉 should be multiplied by
max
j
|f(λ˜j)|/ min
j:f(λ˜j)6=0
|f(λ˜j)| (2.7)
due to amplitude amplification technique. Note that in the analysis above, assumption 3 is very important. If
assumption 3 fails, then the success probability estimation given in formula (2.6) will be affected.
In the following, we consider a special case of f that will be used in the paper. Note that, if we only interested in
the vector f(A)|y〉 before normalization, then sometimes (2.5) is enough for our analysis, which is not too expensive
to get it.
Assume that f(x) = xl for some l ∈ N∗. At this time, we can just choose C = 1. Because of assumption 2, we
have |λlj − λ˜lj | ≤ l. Denote
|ψ〉 = 1√
Z
n∑
j=1
λljβj |uj〉, |ψ˜〉 =
1√
Z˜
n∑
j=1
λ˜ljβj |uj〉, (2.8)
where Z =
∑n
j=1 |λljβj |2 and Z˜ =
∑n
j=1 |λ˜ljβj |2. This means |ψ˜〉 is the post measurement state by getting |0〉 in
(2.5), and |ψ〉 is the normalized target state of Al|y〉. Then
∣∣∣Z − Z˜∣∣∣ ≤ n∑
j=1
∣∣∣βj∣∣∣2∣∣∣λ2lj − λ˜2lj ∣∣∣ ≤ 2l. (2.9)
And ∣∣∣√Z −√Z˜∣∣∣ =
∣∣∣Z − Z˜∣∣∣∣∣∣√Z +√Z˜∣∣∣ ≤ l√Z˜ . (2.10)
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In the estimation of the above inequality, we simply assume that Z˜ ≤ Z, this does not affect the analysis below if
the contrary holds. Note that 1 ≥ Z, Z˜ ≥ κ−2l, so
∥∥∥|ψ〉 − |ψ˜〉∥∥∥2 = 1
ZZ˜
n∑
j=1
∣∣∣βj∣∣∣2∣∣∣√Z˜λlj −√Zλ˜lj∣∣∣2
≤ 1
ZZ˜
n∑
j=1
∣∣∣βj∣∣∣2∣∣∣√Z˜∣∣∣λlj − λ˜lj∣∣∣+ λ˜lj∣∣∣√Z˜ −√Z∣∣∣∣∣∣2
≤ l
22
ZZ˜
∣∣∣√Z˜ + 1√
Z˜
∣∣∣2 = l22( 1
Z
+
2
ZZ˜
+
1
ZZ˜2
)
≤ l22(κ2l + 2κ4l + κ6l) = O(l2κ6l2).
(2.11)
To make sure that the measured state |ψ˜〉 is a good approximate of |ψ〉, the error  should be chosen as /lκ3l.
Together with the amplitude amplification complexity (2.6), the total complexity to get a good approximate of |ψ〉
is O˜(lκ4l/).
Note that if |x〉 is another quantum state, and we want to estimate 〈x|Al|y〉 to some accuracy , we actually do
not need to perform a measurement in (2.5). Instead, we can apply swap test [8] (also see corollary 1) to estimate
the inner product of |x, 0〉 with the state (2.5). Note that before normalization, from formula (2.8), we have∥∥∥Al|y〉 −√Z˜|ψ˜〉∥∥∥ ≤ l. (2.12)
So the complexity to estimate 〈x|Al|y〉 equals O˜(l/2), which is independent of the condition number.
When A is not Hermitian, then all the results discussed above can be obtained similarly by considering the
extended matrix A˜ =
(
0 A
A† 0
)
. Concluding above analysis, we have
Proposition 2. Let A be a matrix such that A˜ satisfies assumption 1-3. Let |x〉 and |y〉 be two given quantum
states. Assume that l ∈ N∗. Then
(1). The quantum state of Al|y〉 can be obtained in time O˜(lκ4l/) to accuracy .
(2). The inner product 〈x|Al|y〉 can be estimated in time O˜(l/2) to accuracy .
Where κ is the condition number of A and  is the accuracy. Moreover, if the quantum state |x〉 and |y〉 are
prepared in time O(Tin), then the complexity should be multiplied by O(Tin).
There may exist some other better ways to do the complexity analysis above, however, the influence of condition
number cannot removed. Note that in the classical case, the complexity to compute Al|y〉 is polynomial in l, but
exponential in quantum computer. As we can see in the above analysis, the influence of condition number comes
from the estimation of the norm of ‖Al|y〉‖. We choose using the low bound κ−l. It may happen that the norm
‖Al|y〉‖ ia not small in that size in some specific problems. Such a worst case estimation makes the complexity of
quantum algorithm looks “very bad”. In the following, we show three applications of the above result:
Application 1: triangle finding
First, we provide a simple application of the above result in the triangle finding problem in graph theory. This
problem has been studied a lot based on quantum walk and many improvements were obtained in the past. It can
be viewed as the simplest case of the clique problem. In the following, we will show that it can be solved by quantum
linear algebra based algorithm with optimal complexity in sparse case.
Given a undirected weightless graph G = (V,E) with n = #(V ), the triangle finding problem aims at deciding
and finding three vertices i, j, k ∈ V such that (i, j), (j, k), (k, i) ∈ E. The quantum algorithm to this problem has
been considered in a lot of works. The current best quantum algorithm to this problem is obtained by Le Gall et
al. [14], which has complexity O˜(n1.25). The low bound of quantum algorithm to this problem is Ω(n). Moreover,
when the graph is sparse in size O˜(n), then the result of Le Gall et al. [14] can achieve the low bound O(n).
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This problem can be reduced to consider the diagonal entries of the cubic power of the adjacent matrix of the
graph. The adjacent matrix A = (aij)n×n of G is defined as aij = 1 if (i, j) ∈ E and aij = 0 if (i, j) 6∈ E. Then
deciding whether or not there is a triangle in the graph is equivalent to deciding whether or not there is a nonzero
diagonal entry of B = A3 = (bij)n×n. If bii is nonzero, then there exist j, k ∈ V such that i, j, k form a triangle.
By Grover’s searching algorithm, j and k can be found in time O(n). By the result in proposition 2, each diagonal
entry of B can be evaluated in time O˜(1/2). So in quantum computer, we can first find a nonzero diagonal entry
of B, which will cost at most O˜(n/2). When obtaining such a nonzero diagonal entry, we stop and apply Grover’s
searching algorithm to find the triangle in time O(n). Therefore, the total complexity of the triangle finding problem
is O˜(n/2). In this algorithm, we only need to assume that A is sparse or the Hamilton simulation of A can be
efficiently implemented. Therefore, this quantum algorithm also achieves the low bound when the graph is sparse.
Note that this quantum algorithm also works to find l polygon, not just triangle. Deciding the existence of this
polygon takes time O˜(l2n/2). It is also not hard to find such a polygon. Since we spend O˜(ln/2) to find a vertex
i of the polygon. Then we can consider the subgraph generated by neighbors of i. In this subgraph, we can find
another vertex j 6= i of the polygon. This also takes time O˜(ln/2). Continue this procedure, after l steps, we can
find the polygon. The total complexity is O(l2n/2). Also since the (i, j)-th entry of Al gives the number of walks
of length l from vertex i to vertex j. This can be decided in time O˜(l/2) in quantum computer when the graph is
sparse.
Corollary 2. Let G be a graph with n vertex such that the Hamiltonian simulation of its adjacent matrix can be
efficiently implemented, then there exist quantum algorithms
(1). to find one l polygon in time O(l2n(log n)2/2),
(2). to find the number of walks of length l among two given vertexes in time O(l(log n)2/2).
Application 2: classical matrix multiplication
Next, we give a brief note about the quantum linear algebra method to achieve matrix multiplication. Given
two n×n matrices A,B. Suppose that A,B satisfy assumptions 1-2, then the (i, j)-th entry of AB equals 〈i|AB|j〉,
that is the inner product of A|i〉 and B|j〉. This value can be obtained directly by applying swap test to two types
of quantum state in the form (2.5). The complexity will be O˜(1/2). And so the total complexity to achieve matrix
multiplication in this way is O˜(n2/2).
Corollary 3. The multiplication of two sparse matrices that satisfy assumptions 1 and 2 can be achieved in time
O˜(n2/2) to accuracy  in quantum computer.
Application 3: power iteration method
In numerical computing, power iteration [9] is an algorithm that can approximate the greatest (in absolute value)
eigenvalue (also called dominant eigenvalue) of a diagonalizable sparse matrix A. At the same time, it returns the
corresponding eigenvector (called dominant eigenvector). The power iteration algorithm starts with an initial unit
vector |b0〉, which may be an approximate of the dominant eigenvector. The algorithm is described by the following
iterative relation
|bk+1〉 = A|bk〉‖A|bk〉‖ =
Ak+1|b0〉
‖Ak+1|b0〉‖ . (2.13)
This algorithm works under the following assumption.
Assumptions 4 The matrix A has only one dominant eigenvalue and the initial state |b0〉 has a nonzero component
in the dominant eigenvector.
Under the above assumption, it can be proved that the sequence {|bk〉 : k = 0, 1, . . .} converges to the dominant
eigenvector. Assume that A is a n× n sparse matrix with eigenvalues λ1, λ2, . . . , λn, where 1 ≥ |λ1| ≥ |λ2| ≥ . . . ≥
|λn|. The iteration step of power iteration algorithm is η ≤ (log )/ log(|λ2/λ1|), where  is the estimating error of
dominant eigenvector. So the classical algorithm needs O(ηn2) arithmetic operations. If considering A directly in
the power iteration algorithm, then the quantum algorithm takes O˜(ηκ4η/). This is not good when the condition
number of A is large. In the following, we provide a method to decrease the dependence on condition number.
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For simplicity, we assume that A is Hermitian, and the dominant eigenvalue is positive. Denote B = A+ µI for
some µ > 0 decided later. Then it has the same dominant eigenvector as A, since we have assumed that λ1 > 0, if
it is negative, we can choose µ < 0. The condition number of B is
κ˜ =
∣∣∣∣λ1 + µλi + µ
∣∣∣∣ ≤ µ+ 1µ− 1 = 1 + 2µ− 1 . (2.14)
The iteration step of power iteration algorithm on B is η˜ = (log )/ log(|(λj + µ)/(λ1 + µ)|) for some j. For
simplicity, in the analysis of the relationship between η˜ and η, we assume that λ1 = 1. And we consider the
relationship between η and η˜ in the worst case. Denote |λ2| = 1− δ2, then the worst case is δ2  1 and so
η =
log 
log(1− δ2) ≈
− log 
δ2
. (2.15)
If λj = 1− δj > 0, then δ2 ≤ δj and in the the worst case δj  1, we have
η˜ =
log 
log(1− δj/(µ+ 1)) ≈
−(µ+ 1) log 
δj
≤ (µ+ 1)η. (2.16)
In this case, the complexity is
O˜((µ+ 1)η(1 + 2/(µ− 1))(µ+1)η/). (2.17)
If λj = −1 + δj < 0, then in the worst case δ2 ≤ δj  1,
η˜ =
log 
log((µ− 1 + δj)/(µ+ 1)) ≈
− log 
log(1 + 1/µ)
≈ δ2
log(1 + 1/µ)
η. (2.18)
In this case, the complexity is
O˜
( δ2η
 log(1 + 1/µ)
(
1 +
2
µ− 1
) δ2
log(1+1/µ)
η)
. (2.19)
In each case, the iteration step is changed into a scalar of the original iteration step. If we choose µ as a small
integer, then the complexity can be simply rewritten as O˜(ηcη1/) for some small constant c1. From (2.17) and (2.19),
we see that c1 ≈ e2 ≈ 7.389. Compared with the original quantum power iteration algorithm with A, the condition
number now is changed into a constant.
As for the dominant eigenvalue, the complexity can be better. Since |bη〉 is a good approximate of the domi-
nant eigenvector, then we have A|bη〉 ≈ λ1|bη〉, which means λ1 ≈ 〈0|A|bη〉/〈0|bη〉 = 〈0|Aη+1|b0〉/〈0|Aη|b0〉. From
proposition 2, this can be evaluated in time O˜(η/2).
Corollary 4. The power iteration method, if convergent, works in time O˜(ηcη1/) to find the dominant eigenvector
and in time O˜(η/2) to find the dominant eigenvalue.
For example, the Laplacian matrix L of a given simple graph. We have λ1 ≥ ns/(n − 1) and λ2 ≤ 2s, where s
is the sparsity of L. So λ1/λ2 ≥ 2n/(n− 1). Assume that n is large, then
η =
− log 
log(λ1/λ2)
≤ − log 
log 2n/(n− 1) ≈
− log 
1 + (n− 1)−1 ≤ log(1/).
So the complexity of the quantum power iteration algorithm to find the dominant eigenvector of L is O˜(ηcη1/) =
O˜((1/)3 log(1/)).
2.3 Linear combination of quantum states
The following result about linear combination of quantum states comes from one step of HHL algorithm.
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Lemma 2. Given l complex numbers αj = rje
iθj and l quantum states |vj〉, where j = 0, 1, . . . , l− 1, then we can
obtain the quantum state proportional to vl =
∑l−1
j=0 αj |vj〉 in time
O((Tin + log l) max
0≤j≤l−1
|αj |l/‖vl‖), (2.20)
where Tin is the maximal complexity to prepare |vj〉 for j = 0, 1, . . . , l − 1.
Proof. The procedure is quite simple as follows
1√
l
l−1∑
j=0
|j〉|0, 0〉 7→ 1√
l
l−1∑
j=0
|j〉|vj〉|0〉
7→ 1√
l
l−1∑
j=0
|j〉|vj〉
(
tαj |0〉+
√
1− t2|αj |2|1〉
)
7→ 1
l
|0〉|vj〉
(
tαj |0〉+
√
1− t2|αj |2|1〉
)
+ |0〉⊥,
(2.21)
where t = 1/maxj |αj |. The success probability is ‖vl‖2/maxj |αj |2l2. The complexity to get the desired state is
O((Tin + log l) maxj |αj |l/‖vl‖).
Another method to solve the problem in lemma 2 is as follows [10]: Denote s =
∑l−1
j=0 |αj |. Define unitary
transformation U as U |0〉 = 1√
s
∑l−1
j=0
√
rj |j〉. Consider the following procedure:
|0〉|0〉 U⊗I−−−→ 1√
s
l−1∑
j=0
√
rj |j〉|0〉
→ 1√
s
l−1∑
j=0
√
rje
iθj |j〉|vj〉
U†⊗I−−−−→ 1
s
|0〉
l−1∑
j=0
αj |vj〉+ |0〉⊥
(2.22)
The probability of the first register is |0〉 equals ‖vl‖2/s2, and so the complexity to obtain the desired quantum
state is O((Tin + CU )s/‖vl‖), where CU is the complexity to implement U in quantum computer.
In the following, we provider another quantum algorithm to achieve the linear combination of quantum states.
Note that the quantum state obtained by the above methods are exact, which means no error between the obtained
quantum state and the desired quantum state. If we allow some error among them, then we can actually make
the quantum algorithm independent of the influence of the norm ‖vl‖. This is quite important, since just like the
analysis in HHL algorithm to solve linear system, the existence of ‖vl‖ increase the dependence on the condition
number to quadratic. Before the introduction of our new method, we consider the following problem first: Let U be
an efficiently implemented unitary operator, then does U t for any 0 ≤ t ≤ 1 still efficiently implemented?
Assume that the eigenvalue decomposition of U as U =
∑
eiθj |uj〉〈uj |, and let |v〉 =
∑
βj |uj〉 be any given
quantum state, then U t|v〉 = ∑ eiθjtβj |uj〉. By quantum phase estimation, this state can be obtained in time
O(CU/), where CU is the complexity to implement U . Therefore, we have
Lemma 3. Let U be an unitary operator that can be implemented in time O(CU ), then U
t for any 0 ≤ t ≤ 1 can
be implemented in time O(CU/) to accuracy .
Note that there may exist better ways to implement U t, the above method is the most obvious one. Actually,
it can be shown that the above result is optimal. Consider the Grover searching problem f : Z2n → Z2 with one
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target x0, and f(x) = 0 if and only if x = x0. Now we denote
|a〉 = 1√
2n
2n−1∑
x=0
|x〉 = 1√
2n
|x0〉+ 1√
2n
∑
x6=x0
|x〉,
|b〉 = 1√
2n
2n−1∑
x=0
(−1)f(x)|x〉 = 1√
2n
|x0〉 − 1√
2n
∑
x6=x0
|x〉.
The state proportional to |a〉+ |b〉 is |x0〉, which can be obtained in time O(n/) by lemma 3. The angle θ between
|a〉 and |b〉 is about pi − 1/√2n. Simple analysis about the error shows that, we should choose  = √2n. This is the
same result as Grover’s algorithm.
With the above result in lemma 3, now we can study the problem of linear combination of quantum states. First,
we consider a simple case: the construction of |c〉 proportional to |a〉 + |b〉. Denote θ as the angle between |a〉 and
|c〉 (see (1)), the anti-clockwise rotation with angle θ in the plane spanned by |a〉, |b〉 as Rθ. Note that the angle
between |a〉 and |b〉 equals 2θ and the rotation
R4θ = (I − 2|b〉〈b|)(I − 2|a〉〈a|) (2.23)
can be implemented in time O(Tin), so Rθ = R
1/4
4θ can be implemented in time O(Tin/) too by lemma 3. Finally,
|c〉 = Rθ|a〉 can be obtained in time O(Tin/).
Fig. 1. Linear combination of two quantum states
We can actually compute the angle θ from
cos θ =
〈a|(|a〉+ |b〉)
‖|a〉+ |b〉‖ =
1 + 〈a|b〉√
2 + 2〈a|b〉 . (2.24)
By swap test, this value and so θ can be estimated to accuracy  in time O(Tin/). From θ, we can construct the
rotation Rθ easily. Therefore, |c〉 can be obtained in time O(Tin/) to accuracy .
Next, we consider a little more general case: To obtain |c〉 proportional to α|a〉+ β|b〉. Similarly, we denote the
angle between |a〉 and |c〉 as θ, the angle between |a〉 and |b〉 as φ. Note that at this time φ may not equals 2θ.
From a similar formula as (2.24), we can estimate θ, φ in time O(Tin/) to accuracy . Now we can set θ = rφ. The
rotation Rφ has the expression (2.23). From the assumption, Rθ = R
r
φ and so |c〉 can be obtained in time O(Tin/).
Finally, we can consider the general case, that is obtaining |y〉 proportional to ∑l−1j=0 αj |vj〉. For simplicity,
we suppose l = 2m. In order to obtain |y〉, first we can calculate the quantum states proportional to α2i|v2i〉 +
α2i+1|v2i+1〉 for all i = 0, 1, . . . , l/2 − 1 in time O(Tin/). The corresponding norm can be estimated at the same
time. Now we can continue the above study about the linear summation of new obtained 2m−1 quantum states.
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This will takes m steps. So the final complexity is
∑m−1
i=0 2
iTin/
m−i ≈ Tin/m = Tin/log l = Tinllog 1/. Note that
after m steps, the error is enlarged into l. So we can choose l = 0, that is 1/ = l/0. Combining the above
analysis, the complexity to obtain |y〉 to accuracy 0 is O(Tinllog l/0). This above result is almost polynomial in l.
Therefore, we have
Lemma 4. Given l complex numbers αj = rje
iθj and l quantum states |vj〉, where j = 0, 1, . . . , l− 1, then we can
obtain the quantum state proportional to
∑l−1
j=0 αj |vj〉 in time O(Tinllog l/) to accuracy , where Tin is the maximal
complexity to prepare |vj〉 for j = 0, 1, . . . , l − 1.
Lemma 5. Given 2l quantum states |φ±j 〉 = αj |0〉|uj〉 ± βj |0〉|vj〉, which can prepared in time O(Tin). Then the
quantum state proportional to
∑
j αj |uj〉 can be obtained in time O(Tinllog(l/)/) to precision .
Proof. First, we apply swap test to estimate all αj . Then we obtain |uj〉, which is proportional to |φ+j 〉 + |φ−j 〉 by
LCU given in lemma 4 in time O(Tin/). Finally, we again apply the LCU given in lemma 4 to prepare the quantum
state proportional to
∑
j αj |uj〉. uunionsq
Note that in the HHL algorithm to solve linear system Ax = b, before measurement, we have a state in the
form |0〉A−1|b〉+ |0〉⊥, which is obtained in time O(κ(log n)2/). Similarly to the above method, we can get the the
solution |x〉 = A−1|b〉/‖A−1|b〉‖ in time O(κ(log n)2/2), which is linear in the condition number. This idea is much
simpler to reduce the condition number into linear than [2,11].
3 Quantum stationary iteration
Before the study of quantum Arnoldi and conjugate gradient iteration method, in this section, we consider the
following simple iteration method:
x 7→ Ax+ b (3.1)
with a given matrix A and a given vector b. Such iteration method is one of the basic iteration method to solve
linear systems, such as Jacobi iteration, Gauss-Seidel iteration and SOR [15], [25], [28]. After η iterations with initial
vector x(0), we will obtain a target vector
y = Aηx(0) +Aη−1b+ · · ·+Ab+ b. (3.2)
The question is do we have better method to get the quantum state |y〉?
Note that the iteration method converges if and only if the spectral radius of A is strictly less than 1. So we
assume that the quantum state |x(0)〉, |b〉 can prepared efficiently and A is Hermitian with singular values lie between
[1/κ, 1). We also assume that ‖x(0)‖ = ‖b‖ = 1 for simplicity. This problem was first considered in [20]. Because of
the expression (3.2) of y, more generalization like the quantum state of p(A)b, for some given polynomial p, can be
obtained similarly, which forms the basic idea of Krylov method.
3.1 Quantum iteration method: I
Denote the initial vector as x(0), then the classical iteration method can be described as:
x(0) 7→ x(1) = Ax(0) + b 7→ · · · 7→ x(η) = Ax(η−1) + b. (3.3)
In each step, we can check whether or not x(k) is already good enough. If x(k) is already satisfying the desired
condition, then the iteration method stops, otherwise it continues with initial vector x(k). Due to the No-Cloning
Theorem, in quantum computer, if we performing a checking on the state |x(k)〉 and if it does not satisfy the desired
condition, then we should restart the iteration method with initial vector x(0). Because of this, the complexity
of iteration method in quantum computer is exponentially depending on the number of iteration step η. In this
iteration method, we actually do not need to consider the procedure (3.3) directly, however, in many more complicate
iteration methods such as gradient descent method and Newton’s method considered in [24], A is depending on
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the result x(k) in the k-th iteration. Therefore, in order to do further generalizations, it also worth to study the
iteration method (3.3) clearly.
In formula (2.5) with initial state |0, x〉 and f(x) = x, we can get the following state
|0〉A|x(0)〉+ |1〉|g〉, (3.4)
for some unwanted state |g〉. Then applying quantum state linear combination method (see lemma 2), we can get
the following state
1√
2
(
|0〉
(
|0〉A|x(0)〉+ |1〉|g〉
)
+ |1, 0〉|b〉
)
7→ 1
2
|0, 0〉(A|x(0)〉+ |b〉) + 1
2
|1, 0〉(A|x(0)〉 − |b〉) + 1√
2
|0, 1〉|g〉.
(3.5)
Combining (3.4) and (3.5), we have a quantum procedure to achieve
|x〉 7→ 1
2
|0〉(A|x(0)〉+ |b〉) + |1〉|g1〉, (3.6)
with some garbage state |g1〉. Generalize this, we have
Lemma 6. For any given quantum state α|0〉|u〉 + |1〉|v〉 and |w〉, we have a quantum algorithm to achieve the
quantum state
α√
2(1 + α2)
|0〉(|u〉+ |w〉) + |1〉|v′〉. (3.7)
Lemma 7. A sequence with the iteration relation αn 7→ αn√
2(1+α2n)
with initial value α0 = 1 has the formula
αn = 1/
√
2n+1 + 2n − 2.
Proof. Denote βn = α
−2
n , then we have the relation βn+1 = 2βn + 2 = 2
n+1β0 + 2
n+1 + · · ·+ 2 = 2n+2 + 2n+1 − 2.
And so αn = 1/
√
2n+1 + 2n − 2. 
After η steps of iteration, we finally obtain the quantum state
‖x(η)‖√
2η+1 + 2η − 2 |0〉|x
(η)〉+ |1〉|gη〉. (3.8)
The probability to obtain |x(η)〉 is
‖x(η)‖2
2η+1 + 2η − 2 . (3.9)
Before estimate the complexity of obtaining |x(η)〉, we should estimate the error in each step. Denote the obtained
vector in the k-th step as x˜(k). If ‖x(k)− x˜(k)‖ ≤ δ, then ‖Ax(k)−Ax˜(k)‖ ≤ ‖A‖δ ≤ δ. In the (k+ 1)-th step, we will
obtain an approximate x˜(k+1) of Ax˜(k) such that ‖x˜(k+1)−Ax˜(k)‖ ≤ , then ‖x(k+1)− x˜(k+1)‖ ≤ ‖Ax(k)−Ax˜(k)‖+
‖Ax˜(k) − x˜(k+1)‖ ≤ δ + . Therefore, the final error between x(η) and the quantum state x˜(η) obtained in (3.8) is
bounded by η. After normalization, ‖|x(η)〉− |x˜(η)〉‖ ≤ η/‖x(η)‖. Hence, we should choose  as ‖x(η)‖/η. And the
complexity is O˜(η2
√
2η/‖x(η)‖2), here O˜(η/) is the complexity of matrix multiplication from |x(0)〉 to |x(η)〉 (see
the analysis in proposition 2).
3.2 Quantum iteration method: II
The exponential dependence on the number of iteration step η is due to the linear combination procedure (3.3) of
quantum states. Actually, we have a better method to overcome this problem. Since x(1) = Ax(0)+b = [A, I]
(
x(0)
b
)
,
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here I is identity matrix of suitable dimension. So from x(0) to x(1), we can apply the matrix multiplication of [A, I]
and
(
x(0)
b
)
. Just the same way as (3.4), we have
|(x(0), b)〉 7→ |0〉(A|x(0)〉+ |b〉) + |1〉|g〉
= ‖x(1)‖|0〉|x(1)〉+ |1〉|g〉.
(3.10)
Then we also need to obtain |(x(1), b)〉 by adding |b〉 into the obtained quantum state in (3.10), which induces the
same thing happened in the above method. Instead, we can choose the initial state as
|(x(0), b, b, . . . , b︸ ︷︷ ︸
η
)〉 =: |(x(0), bη)〉. (3.11)
And in each iteration step, we can choose use the matrix
(
[A, I] 0
0 I
)
. So we will have the following procedure
|(x(0), bη)〉 7→ |(x(1), bη−1)〉 7→ · · · 7→ |x(η)〉. (3.12)
The error estimation is the same as above, so the complexity will be O˜(η2/‖x(η)‖2).
3.3 Quantum iteration method: III
The method introduced above by extending the given matrix may appear some other problems, such that the
extended matrix may not satisfy the assumptions as A did. This can be solved in the following way within the same
complexity. In formula (2.5) with initial state |0, x(0)〉, |0, b〉 respectively, we will have
|ψη〉 = Aη|x(0)〉|0〉+ |Gη〉|1〉,
|ψk〉 = Ak|b〉|0〉+ |Gk〉|1〉, (0 ≤ k ≤ η − 1),
(3.13)
for some garbage states |Gk〉 (0 ≤ k ≤ η). Similarly, we can get the summation of them:
1
η + 1
|0〉
(
Aη|x(0)〉+
η−1∑
k=0
Ak|b〉
)
+ |others〉. (3.14)
Note that the error between Aη|x(0)〉 can the obtained quantum state is bounded by η because of (2.12). The error
between Ak|b〉 and the obtained quantum state is bounded by k. Finally, the error between x(η) and the obtained
quantum state is bounded by η2. The error between the normalized vectors is bounded by η2/‖x(η)‖. Therefore,
the complexity to get |x(η)〉 is O˜(η3/‖x(η)‖2). The method considered in [20] belongs to this category.
The following table is a conclusion of the complexity of the above three quantum iteration methods to the
iteration method (3.1).
Table 1. Comparison of the complexity of different quantum iteration methods
Method Complexity
I O˜(η2
√
2η/‖x(η)‖2)
II O˜(η2/‖x(η)‖2)
III O˜(η3/‖x(η)‖2)
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4 Quantum Arnoldi iteration
In numerical linear algebra, the Arnoldi iteration [3], [25] is an important iterative method to approximate eigen-
values of large sparse matrices. It can also applied to approximate the solution of large sparse linear systems in a
low dimension. In this section, we are denoting to extend it into a quantum algorithm with better efficiency.
Recall that, Hamiltonian simulation together with quantum phase estimation can be used to estimate the
eigenvalues of Hermitian matrices [1], however, they cannot tell any information about the eigenvalues for non
Hermitian matrices. So quantum Arnoldi iteration, if contains a high efficiency, will be a good quantum algorithm
to estimate eigenvalues of non Hermitian matrices.
In the following, first, we will review the classical Arnoldi iteration method; then we will give two versions
of quantum Arnoldi iteration method. The first one is a direct generalization, whose complexity is exponentially
depends on the iteration steps. The modified one applies the property of Krylov and the new method of linear
combination of quantum states, which is polynomial in the iteration steps.
4.1 Classical Arnoldi iteration
Let A be a n× n matrix, Arnoldi iteration is a mean to find a unitary matrix X such that X†AX is a Hessenberg
matrix. The basic algorithm is as follows
Algorithm 1 Arnoldi iteration [25]
1: Choose a vector |x0〉
2: For k = 0, 1, 2, . . . ,m− 1 do
3: Compute hik = 〈xi|A|xk〉 for i = 0, 1, . . . , k
4: Compute wk+1 = A|xk〉 −
∑k
i=0 hik|xi〉
5: Compute hk+1,k = ‖wj+1‖2
6: If hk+1,k = 0 then stop, else |xk+1〉 = wk+1/hk+1,k
7: End do
The vectors {|x0〉, |x1〉, . . . , |xm−1〉} is an orthogonal basis of the Krylov subspace spanned by |x0〉, A|x0〉,
. . . , Am−1|x0〉. Moreover, it is the result of Gram-Schmidt orthogonalization. Denote Xm = [|x0〉, |x1〉, . . . , |xm−1〉]
=
∑m−1
k=0 |xk〉〈j| which is a n×m matrix whose columns are generated by |xk〉. Let H˜ = (hij)(m+1)×m be the matrix
generated by all hij . And set Hm as the m×m matrix obtained by deleting the last row of H˜. The last row of H˜
is hm,m−1(0, 0, . . . , 0, 1) = hm,m−1〈m|. Then in algorithm 1 after m steps, we have
A|xk〉 =
k+1∑
i=0
hik|xi〉.
That is
AXm =
(
Xm |xm〉
)( H
hm,m−1〈m|
)
= XmH + hm,m−1|xm〉〈m|. (4.15)
So X†mAXm = Hm.
Remark 1. (1). If λ is an eigenvalue of H with eigenvector |u〉, then
AXm|u〉 = XmH|u〉+ hm,m−1〈m|u〉|xm〉 = λXm|u〉+ hm,m−1〈m|u〉|xm〉. (4.16)
When hm,m−1 is small, then λ can be viewed as an approximate of the eigenvalue of A with eigenvector Xm|u〉. So
(λ,Xm|u〉) is a Ritz pair of A (see [15]).
(2). Consider the linear system Ax = b. Assume that x = Xmy, then we will get Hy = X
†
mAXmy = X
†b. So we
can first solve the linear system Hy = X†mb, then recover the original solution from x = Xmy. Note that, generally
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x = Xmy may not hold exactly, however, we can expect there is a y such that Xmy is a good approximate of x as
m grows. This means, we want to find an approximate solution of Ax = b in a low dimensional subspace. When
considering solve the linear system, the initial vector is often choose as proportional to |b〉 − A|x′0〉 for some guess
|x′0〉 of the solution.
About Xk, we can only get the quantum state of |xk〉. Reading out will takes at leats O(n) steps. However, as
for H, all the entries are given in the inner product form, so we can get the classical information of H directly by
swap test. Assume that we already get |x0〉, . . . , |xm−1〉 in time O(C0), . . . , O(Cm−1) respectively, and get H in time
O(CH). Generally m is small, so the eigenvalues of H can be computed efficiently. As for solving the linear system
Hy = X†b. The quantum state of X†b is proportional to X†m|b〉 =
∑m−1
k=0 〈b|xj〉|j〉. As shown in corollary 1, 〈b|xj〉
can be computed in time O(Cj/). And so the quantum state X
†
m|b〉 can be obtained efficiently when m is small.
Therefore, the solution y and so |y〉 of Hy = X†b can be obtained in time
O
CH + m−1∑
j=0
Cj/
 . (4.17)
Since x = Xmy, we have |x〉 =
∑
j〈j|y〉|xj〉 =
∑
j yj |xj〉. Lemma 2 shows that this can be obtained in time
O
 max
0≤j≤m−1
Cjm max
0≤j≤m−1
|yj |
∥∥∥∥∥∥
m−1∑
j=0
yj |xj〉
∥∥∥∥∥∥
−1
2
 = O( max
0≤j≤m−1
Cjm‖|y〉‖−12
)
= O
(
max
0≤j≤m−1
Cjm
)
,
(4.18)
due to the orthogonality of |xj〉. Therefore, in the following, we just need to focus on the estimation of Cj and CH .
4.2 Quantum Arnoldi iteration: direct generalization
Since in the numerical case, we cannot expect that hk+1,k = 0 exactly. We give a bound δ about the norm and
assume that the algorithm stops when hk+1,k ≤ δ. Assume that we already have |x0〉, . . . , |xk〉 which obtained
in time O(C0), . . . , O(Ck) respectively. Then in order to estimate hik = 〈xi|A|xk〉, we assume that the singular
values of A lie between 1/κ and 1, the Hamiltonian simulation of
(
0 A
A† 0
)
can be implemented efficiently. Then
|0〉A|xk〉 + |0〉⊥ can be prepared in time O(Ck(log n)2/) by proposition 2. By corollary 1, the inner product of
|0〉|xi〉 and |0〉A|xk〉, which equals hik, can be estimated in time
O(max{Ci, Ck(log n)2/}/) = O(Ck(log n)2/2), (4.19)
since the preparation of |xk〉 relies on |xi〉 for k ≥ i, which implies Ck ≥ Ci. Whence we obtain hik, it belongs to
classical information and so can be used as many times as we want.
Assume that the singular value decomposition of A =
∑
l σl|ul〉〈vl|. Set |xj〉 =
∑
l xjl|vl〉, then |hij | ≤ |A|xj〉| ≤
1. Before the algorithm stops, we always have hk+1,k ≥ δ. To construct |xk+1〉, by lemma 2 with l = k + 1,
|v0〉 = |0〉A|xk〉+ |0〉⊥ and |vi〉 = |0〉|xi〉. The coefficient α0 = 1 and αi = −hik. Then we can obtain |xk+1〉 in time
O(Ck+1) = O(Ck(log n)
2(k + 1)/δ). (4.20)
By induction and C0 = 1,
O(Ck+1) = O((k + 1)!(log n)
2(k+1)/δk+1k+1). (4.21)
Proposition 3. The quantum state |xk〉 can be prepared in time O(k!(log n)2k/δkk).
Proposition 4. The matrix H can be obtained in time O((m+ 1)!(log n)2m/δm−1m+1).
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Proof. By (4.19) and (4.21), the entry hik ofH can be obtained in timeO(Ck(log n)
2/2) = O(k!(log n)2(k+1)/δkk+2).
For any fixed k, each i ranges from 0 to k. Totally, the complexity to obtained H is
O
(
m−1∑
k=0
(k + 1)!(log n)2(k+1)/δkk+2
)
= O((m+ 1)!(log n)2m/δm−1m+1).
Now we assume that m is a small constant. As analyzed in the final part of subsection 4.1, we have
Proposition 5. Let A be a n× n matrix. Assume that the singular values of A lie between 1/κ and 1, the Hamil-
tonian simulation of
(
0 A
A† 0
)
can be implemented efficiently. Then
(1). m eigenvalues and eigenvectors of A can be computed in time O((log n)2m/δm−1m+1).
(2). The quantum state of the solution of Ax = b can be obtained in time O((log n)2(m−1)/δm−1m−1).
Proof. By applying any classical algorithm (like QR algorithm) to H, we can compute all the eigenvalues of H in
time O(m3). So the m approximate eigenvalues of A can be obtained in time O(m3+(m+1)!(log n)2m/δm−1m+1) =
O((log n)2m/δm−1m+1) if we assume that m is a constant. From the analysis in (4.18), the solution of Ax = b can
be obtained in O(m!(log n)2(m−1)/δm−1m−1) = O((log n)2(m−1)/δm−1m−1) when m is a constant.
The quantum Arnoldi method obtained by direct generalization is not so good, the complexity not only ex-
ponentially depends on the iteration step, but also contains a factorial term about the iteration step. In the next
subsection, we will improve this algorithm.
4.3 Quantum Arnoldi iteration: improved algorithm
The exponential dependence on m in proposition 3, 4, 5 comes from the preparation of |xk〉 which instead needs
many copies of |x0〉, . . . , |xk−1〉 and exponentially many copies of |x0〉. Since |xk〉 = qk(A)|x0〉 for some polynomial
qk, if we can construct this polynomial in each step, then we can prepare |xk〉 more efficiently. In this subsection,
we will show an improved quantum version of Arnoldi iteration.
As for the Arnoldi iteration, we can set |xk〉 = Tk|x0〉, where
Tk =
k∑
l=0
αklA
l, (4.22)
for some parameter αkl depends on H.
Since
wk+1 = A|xk〉 −
k∑
i=0
hik|xi〉 = ATk|x0〉 −
k∑
i=0
hikTi|x0〉 =
(
ATk −
k∑
i=0
hikTi
)
|x0〉
and hk+1,k = ‖wk+1‖2, we have
Tk+1 =
1
hk+1,k
(
ATk −
k∑
i=0
hikTi
)
. (4.23)
Note that T0 is identity. By formula (4.22) and (4.23), we have
Tk+1 =
1
hk+1,k
(
k∑
l=0
αklA
l+1 −
k∑
i=0
hik
i∑
l=0
αilA
l
)
=
1
hk+1,k
(
k+1∑
l=1
αk,l−1Al −
k∑
l=0
( k∑
i=l
hikαil
)
Al
)
=
1
hk+1,k
(
−
( k∑
i=0
hikαi0
)
+
k∑
l=1
(
αk,l−1 −
k∑
i=l
hikαil
)
Al + αk,kA
k+1
)
.
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Finally, we get
αk+1,l =
1
hk+1,k
(
αk,l−1 −
k∑
i=l
hikαil
)
, (0 ≤ l ≤ k + 1). (4.24)
For simplicity, we set βk+1,l = αk+1,lhk+1,k = αk,l−1−
∑k
i=l hikαil. Until now, we have obtain a recursive formula
(4.24) about the coefficients of the polynomial qk(A).
Assume that we already have T0, . . . , Tk, which means we already have αij , hij for 0 ≤ i, j ≤ k, which are classical
data. Note that it may take a lot to calculate αij , hij , however, whence we obtain them, the complexity to compute
βk+1,l is just O(k + 1). Now set Sk+1 =
∑k+1
l=0 βk+1,lA
l. Then Sk+1 can be obtained in time O((k + 1)(k + 2)),
since there are k + 2 coefficients we should compute. Also |xk+1〉 is proportional to Sk+1|x0〉. The quantum state
|0〉Al|x0〉 + |0〉⊥ can be obtained in time O(l(log n)2/) due to proposition 2. By lemma 2, the quantum state of
|xk+1〉 can be obtained in time
O((k + 1)(k + 2) + (k + 1)(log n)2 max
0≤l≤k+1
|βk+1,l|/δ). (4.25)
By induction on (4.24) and note that hij ≤ 1, we have |βk+1,l| ≤ (k + 1)!/δk+1. Therefore, (4.25) can be changed
into
O((k + 2)!(log n)2/δk+2). (4.26)
Since the preparation of |xk+1〉 depends on αij , hij , which further depend on the preparation of |x0〉, . . . , |xk〉, which
means the actually required time to prepare |xk+1〉 is
O
(
k+1∑
l=0
(l + 1)!(log n)2/δl+1
)
= O((k + 3)!(log n)2/δk+2). (4.27)
Then the complexity to calculate hk+1,l is O((k+ 3)!(log n)
2/2δk+2). So the matrix H can be obtained in time
O
(
m−1∑
k=0
(k + 1)(k + 3)!(log n)2/2δk+2
)
= O((m+ 5)!(log n)2/2δm+1). (4.28)
Summarize the above analysis, we have
Proposition 6. The quantum state |xk〉 for all 0 ≤ k ≤ m− 1 can be obtained in time O((k + 3)!(log n)2/2δk+2)
and the matrix H can be obtained in time O((m+ 5)!(log n)2/2δm+1). Moreover, the linear system Ax = b can be
solved in time O((m+ 6)!(log n)2/2δm+1).
Compared with proposition 3 and 4, the above results are much better, although it contains a factor (m + 6)!
and 1/δm+1. These two factors come from the estimation of max0≤l≤k+1 |βk+1,l|. Note that in formula (4.25) and
(4.26), we replace max0≤l≤k+1 |βk+1,l| by (k+ 1)!/δk+1. However, in the way to prepare |xk+1〉, we should compute
all the values of βk+1,l, so the maximum of |βk+1,l| may not achieve (k + 1)! in practice. Considering about this
influence, the linear combination method about quantum states proposed in lemma 5 will play an important role
now, since it is independent of the coefficients.
By lemma 5 and similar to the analysis of (4.27), the quantum state |xk+1〉 can actually obtained in time
O(k1+log(k/)(log n)2/2). Since hik = 〈xi|A|xk〉, by applying swap test on |0〉|xi〉 and |0〉A|xk〉+|0〉⊥ (see proposition
2), we can estimate hik in time O(k
1+log(k/)(log n)2/4) to precision , here one  comes from proposition 2 and
another one comes from swap test. Therefore, all the entries (about O(m2) entries) of the matrix H can be computed
in time O(m3+log(m/)(log n)2/4). Conclude this, we have
Theorem 1. The quantum state |xk〉 can be prepared in time O(k1+log(k/)(log n)2/2) and the matrix H can be
obtained in time O(m3+log(m/)(log n)2/4). Moreover, some extreme eigenvalues of A and the solution of the linear
system Ax = b can be obtained in time O(m3+log(m/)(log n)2/4).
Proof. Some extreme eigenvalues of A can be obtained from the eigenvalues of H. By any classical algorithm, such
as QR algorithm which costs O(m3), to compute the the eigenvalues of H, we will see that extreme eigenvalues of A
can be obtained in the same time as computing H. From the analysis in (4.17) and (4.18), we see that the solution
of Ax = b can be solved in time O(mCm−1/+ CH) = O(CH). uunionsq
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5 Quantum conjugate gradient algorithm
In mathematics, the conjugate gradient (CG) algorithm [15], [25], [28] is one of the best known iterative techniques
for solving symmetric positive-definite large sparse linear system Ax = b. It is a simplified and elegant variant of
the symmetric Arnoldi method, i.e., Lanczos method. Just like Arnoldi method, conjugate gradient algorithm can
also used to estimate the eigenvalues information of A, such as the largest and smallest eigenvalue of A.
Algorithm 2 Conjugate gradient algorithm [25]
1: Choose a vector x0, set r0 = b−Ax0 and p0 = r0
2: For k = 0, 1, 2, . . . do
3: If rTk rk = 0 or p
T
kApk = 0 then stops, else compute
4: αk = r
T
k rk/p
T
kApk
5: xk+1 = xk + αkpk
6: rk+1 = rk − αkApk
7: βk = r
T
k+1rk+1/r
T
k rk
8: pk+1 = rk+1 + βkpk
9: End do
As we can guess, if we generalize the above algorithm into a quantum algorithm directly, the complexity will be
exponentially depends on the iteration step. So we intend to use a similar idea of quantum Arnoldi algorithm to
amend this disadvantage.
For simplicity, we just choose x0 = 0 and r0 = p0 = |b〉 are unit vectors. Also we set
rk =
k∑
l=0
rklA
l|b〉, xk =
k∑
l=0
xklA
l|b〉, pk =
k∑
l=0
pklA
l|b〉. (5.29)
We further assume that rk,−1 = xk,−1 = pk,−1 = rk,k+1 = xk,k+1 = pk,k+1 = 0. Then from the definition of CG
algorithm (line 5, 6, 8), we have
xk+1 = xk + αkpk =
k+1∑
l=0
(xkl + αkpkl)A
l|b〉,
rk+1 = rk − αkApk =
k+1∑
l=0
(rkl − αkpk,l−1)Al|b〉,
pk+1 = rk+1 + βkpk =
k+1∑
l=0
(rkl − αkpk,l−1 + βkpkl)Al|b〉.
(5.30)
This means
xk+1,l = xkl + αkpkl, rk+1,l = rkl − αkpk,l−1, pk+1,l = rkl − αkpk,l−1 + βkpkl. (5.31)
The initial values are x00 = 0, r00 = p00 = 1. Denote maxl |xkl| = Xk,maxl |rkl| = Rk and maxl |pkl| = Pk. By
lemma 2, the quantum states |xk〉, |rk〉, |pk〉 can be prepared in time
O((log n)2kXk/‖xk‖), O((log n)2kRk/δ), O((log n)2kPk/δ) (5.32)
respectively.
Before CG algorithm stops, αk = r
T
k rk/p
T
kApk ≤ 1/δ3, since as residue rTk rk decreases when k grows. By (5.31),
we have |xk+1,l| ≤ |xkl|+ αk|pkl|, so
Xk+1 = Xk + Pk/δ
3 = δ−3
k∑
l=0
Pl. (5.33)
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Also from |rk+1,l| ≤ |rkl|+ αk|pk,l−1|, we have
Rk+1 = Rk + Pk/δ
3. (5.34)
From |pk+1,l| ≤ |rkl|+ αk|pk,l−1|+ βk|pkl|, we have
Pk+1 = Rk+1 + Pk =
k+1∑
l=0
Rl. (5.35)
The initial values are X0 = 0, R0 = P0 = 1. From (5.34) and (5.35), we have Rk+1 = Rk + δ
−3∑k
l=0Rl. Then
Rk+1 = (2 + δ
−3)Rk −Rk−1. So Rk = λ1zk1 + λ2zk2 , where
z1 =
2 + δ−3 +
√
4δ−3 + δ−6
2
, λ1 =
1 + δ−3 − z2
z1 − z2 ,
z2 =
2 + δ−3 −√4δ−3 + δ−6
2
, λ2 =
1 + δ−3 − z1
z2 − z1 .
(5.36)
Hence
Pk =
k∑
l=0
(λ1z
l
1 + λ2z
l
2) = λ1
zk+11 − 1
z1 − 1 + λ2
zk+12 − 1
z2 − 1 , (5.37)
and
Xk = δ
−3
k−1∑
l=0
Pl = δ
−3
k−1∑
l=0
(
λ1
zl+11 − 1
z1 − 1 + λ2
zl+12 − 1
z2 − 1
)
=
δ−3λ1
z1 − 1
(zk+11 − 1
z1 − 1 − k − 1
)
+
δ−3λ2
z2 − 1
(zk+12 − 1
z2 − 1 − k − 1
)
.
(5.38)
Note that the upper bounds Xk, Rk, Pk may not achieve in specific examples. The above analysis are just in
theory, and they show the worst cases. From formula (5.36), it is easy to see that z1 = O(δ
−3), z2, λ1, λ2 = O(1).
So Rk, Pk, Xk = O(δ
−3k).
Proposition 7. The quantum state |xk〉 of conjugate gradient algorithm and so the solution of the linear system
Ax = b can be obtained in time O((log n)2m2/‖xm‖δ3m), where m is the iteration steps of CG method.
The appearance of m2 in the complexity is the same reason as (4.27), that is the preparation of |xk〉 depends
on |x0〉, . . . , |xk−1〉, so the complexity obtained in (5.32) should added up as the complexity to prepare |xk〉. Just
like HHL algorithm, we can substitute 1/‖xm‖ by κ, the condition number of A, so the complexity becomes
O(κ(log n)2m2/δ3m).
The conjugate gradient algorithm can also used to approximate the eigenvalues of A by considering the following
traditional matrix [25], whose eigenvalues can be computed efficiently by any classical eigenvalue algorithm when
m is small. The Hessenberg matrix obtained in Arnoldi method now reduces to the following tridiagonal matrix:
Tm =

1/α0
√
β0/α0√
β0/α0 1/α1 + β0/α0
√
β1/α1
. . .
. . .
. . .
1/αm−2 + βm−3/αm−3
√
βm−2/αm−2√
βm−2/αm−2 1/αm−1 + βm−2/αm−2

. (5.39)
Each αl, βl can be computed in time O((log n)
2l/δ3l+1). Therefore, the matrix Tm can be constructed in time
O
(
m−1∑
l=0
(log n)2l2/δ3l+1
)
= O((log n)2m3/δ3m−2).
20 Changpeng Shao
Proposition 8. In quantum computer, the largest and smallest eigenvalue of A and so the condition number of A
can be computed in time O((log n)2m3/δ3m−2).
Note that by lemma 4, the quantum states |xk〉, |rk〉, |pk〉 can prepared in time O(k1+log k/(log n)2/‖xk‖),
O(k1+log k/(log n)2/δ) and O(k1+log k/(log n)2/δ) respectively. So,
Theorem 2. Assume that CG algorithm stops at m steps, then the solution of Ax = b can be computed in
time O(m1+logm/(log n)2/‖xm‖). Moreover, the largest and smallest eigenvalue of A can be obtained in time
O(m2+logm/(log n)2/2δ).
6 Conclusions
In this paper, we have proposed the quantum versions of Arnoldi and CG iteration method. Under certain assump-
tions about quantum linear algebraic technique, these two methods contain a high performance than the classical
methods. One important technique used in this paper is the linear combination of quantum states. It reduces the
dependence of on iteration steps into almost polynomials. However, in this work, we did not concerns too much
about the numerical stability. Since the classical numerical stable Arnoldi iteration, such as based on modified
Gram-Schmidt or the Householder transformation are not easy to find their pretty good quantum versions. As an
extension of this work, many Krylov methods such as the Lanczos method, preconditioned CG method can be
studied similarly.
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