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Abstract 
The purpose of this paper is to introducé a conceptual framework that 
explains why progress in the Information systems field does not 
improve the maintainability of application software. Based on the 
premise that this software crisis is a flexibility crisis, rather then 
a productivity crisis, the causes of Information systems rigidity are 
examined. Subsequently, arguments are supplied for the position that 
the directions in current information systems research offer no 
prospect for solving today's maintenance problems. Finally, two 
approaches for solving the software crisis, suggested by the 
conceptual framework that explains the crisis' persistence, are 
examined and found to be useful to some extent. 
1. Introduction 
Almost 25 years ago the term 'software crisis' was first used for the 
phenomenon that a large part of EDP-budgets is spent on maintaining 
existing business information systems (ISs), at the expense of 
fulfilling the demand for new ones covering new application areas. 
During this quarter century much has changed for the better, but the 
software crisis is still here. Recent estimations by Hager (1991) and 
by Sharpe et al (1991) indicate that 50 to 70 percent of EDP-budgets 
is spent on maintenance. Martin and McClure (1983) claim that 80 
percent of this maintenance expense is normally associated with 
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I^S^fc^/changing requirements, that the application backlog is typically 3 to 
4 years, that schedule and cost overrun for software projects is often 
as high as 200 percent and 300 percent respectively and that the total 
yearly cost of maintaining information systems exceeds $30 billion 
worldwide (1983 figure). It is very hard to find activities outside 
the EDP domain in which management can produce the kind of cost 
overruns described and still remain in charge. 
Of course there is a fine line between maintaining existing ISs and 
creating new ones. For instance, the conversion of a batch-oriented IS 
to an on-line equivalent will be regarded as (adaptive) maintenance, 
while rebuilding a modernized vers ion of the IS with some new 
functionality added will probably not be reported as such. For another 
thing, it may be the case that maintenance, backlog and overrun 
figures are biased by devious practice of IS users and/or IS 
professionals. The authors know of organizations in which IS users 
record requests for new functionality under the heading of maintenance 
and of organizations in which the need for new applications is 
deliberately exaggerated and development costs are deliberately 
underestimated. Because maintenance is often assigned a generally 
higher priority and EDP-budgets are limited this type of behavior 
often pays. 
Although the figures may be overestimated, the general feeling of IS 
users and professionals alike is that the maintenance percentage is 
indeed far too high and quite immune to the technological changes that 
have occurred over the last two decades. Moreover, if the figures 
above were biased considerably, the conclusion would still be that 
EDP-budgets are very hard to manage. 
Although there seems to be agreement on the existence of the software 
crisis phenomenon, IS researchers do not seem to regard it as an 
interesting subject for research. Considering that IS maintenance is 
an economically very significant activity this is hard to explain. Of 
course the software crisis is frequently mentioned in scientific 
literature, but generally indirectly. Usually, research interest 
focuses on the beneficial effects on the software crisis of proposed 
IS development methodologies, data models, programming concepts and 
the like. Moreover, claimed beneficial effects are often credited to 
either increased labor productivity of IS professionals or to 
increased control over the process of IS development and maintenance. 
The authors take the position that the software crisis is basically a 
flexibility crisis rather than a management crisis or a productivity 
crisis. The present paper intends show that this hypothesis is a 
useful one in the sense that (1) it provides an explanation for the 
persistent software crisis phenomenon and that (2) it makes it 
possible to assess the effects of the outcomes of IS research and 
development on the software crisis. 
As we shall see, the flexibility approach of the software crisis 
leads to a pessimistic view on its future, because the software 
architecture underlying ISs is inherently inflexible. To prove our 
point, it is necessary to examine the nature of flexibility and 
compare information systems with systems that display higher levels of 
flexibility, like human beings and organizations. We shall find that 
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even if it is as yet impossible to achieve the kind of flexibility 
displayed by humans or organizations, it is still possible to compare 
what makes these systems flexible to what makes our information 
systems inflexible and to guide our research and IS implementations by 
the outcomes of this comparison. 
The paper is organized as follows. Section 2 takes a fundamental view 
of ISs by considering them together with human beings and 
organizations as representation systems, i.e., systems organized in 
such a way to reflect the state and development of some outside world. 
The objective of the discussion is to obtain an understanding of the 
nature of flexibility and to create a basis for comparing human 
systems with information systems. Section 3 discusses the inflexible 
nature of software architectures in relation to the flexibility 
concept. Sections 4 and 5 focus on the question whether the software 
crisis can be successfully resolved by the traditional approaches of 
IS research. In section 5 the idea that increases in labor 
productivity can solve the software crisis is refuted. Section 6 does 
the same for the idea that IS maintenance overruns can be eliminated 
by documentation and CASE strategies. Sections 6 and 7 discuss two 
approaches directed at increasing IS flexibility that may offer a 
partial solution to the software crisis. Section 6 discusses the idea 
of enhancing flexibility by introducing multiple abstraction levels in 
programming languages. Section 7 discusses a different approach 
directed at increasing the level of self-knowledge of ISs. Finally, 
section 8 contains a number of concluding remarks about our position 
presented in this paper. 
2. Information Systems, Representation Systems and Flexibility 
We ourselves are the most impressive examples of flexible information 
processing systems. Therefore, if flexibility is the starting point 
for assessing the software crisis, the sophisticated and flexible 
mental models of human beings provide an interesting field of study 
for IS researchers. Unfortunately, the human mind seems to be the 
monopoly of artificial intelligence (AI) researchers, who are usually 
more interested in emulating the process of reasoning than at finding 
the roots of human flexibility (see, e.g., Barr and Feigenbaum 1981). 
Another problem lies in the fact that the human mind is so much more 
flexible than our present ISs that it quickly becomes too abstract a 
metaphor for ISs, rather than something IS research can learn from. 
In order to focus on useful similarities between human beings and 
ISs we need a point of view that applies to humans and ISs alike. With 
respect to flexibility the concept of 'representation system' provides 
such a unifying view. Hofstadter and Dennett (1981, p.192) define a 
representation system as "an active, self-updating collection of 
structures, organized to 'mirror' the world as it evolves". These 
authors apply the concept to the human mind, but it can also be 
applied to many human artifacts (like clocks and ISs) and to systems 
of which humans are a part (like organizations). Representation 
systems are models that mirror a part of their environment. They fail 
in whatever purposes they serve or goals they seek if the extent to 
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which their model represents reality falls below a certain level. 
The representation system that is the human mind has the ability to 
collect information within an established framework (like: "John is an 
airplane pilot") as well as altering the framework itself (like: "for 
every airplane pilot the number of flight hours must be known"). Of 
course we can distinguish the two pieces of information as changes in 
the representation system's contents and in its structure 
respectively, but from a representation system's point of view this 
division is irrelevant. Both pieces of information are just changes to 
the representation system needed to retain its correspondence with 
reality. The representation system concept thus directs us to a 
fundamental question: if a representation system must reflect some 
part of a changing reality over time, what then constitutes the 
difference between updating the information content of a 
representation system and changing its structure. If we look at the 
mental models in our minds, we fail to find a sharp distinction or 
even a distinction at all. 
If we turn our attention to ISs we find that these representation 
systems fail to offer this kind of flexibility. If the two pieces of 
information about "John being a pilot" and "the number of flight hours 
being relevant for the class of pilots" are submitted to an IS, the 
former normally amounts to a simple update, while the latter requires 
a change to a database schema and a number of application programs. 
Hofstadter and Dennett ascribe the flexibility of the human 
representation system mainly to the fact that this system not only 
represents the outside world, but also itself and its relationships 
with the outside world. Moreover, they stress the importance of 
multiple abstraction levels that can be mapped in some way to each 
other. They argue that flexibility is basically derived from self-
knowledge on a high level of abstraction (Hofstadter and Dennett, 
1981, p.200). Self-knowledge is essential if a representation system 
must be able to change itself. Multiple levels of abstraction are 
necessary because rigidity cannot be wholly avoided. In order to be as 
flexible as possible, those parts of the representation system that 
cannot be changed by the system should at least be generalized as much 
as possible. 
The important question is whether this abstract view of 
representation systems can be meaningfully applied to ISs, given the 
limitations of our knowledge about human representation systems and 
the enormous difference in sophistication between human and human-made 
representation systems. In the following sections we shall demonstrate 
that this is to some extent possible. 
3. Information Systems Flexibility and Software Architecture 
The discussion of the previous section suggests that ISs have some 
property that explains their limited flexibility. The observation in 
the introduction that the software crisis is immune to increases in 
productivity suggests that this property is part of an architecture 
underlying all IS software. This suggestion is supported by the fact 
that the computer was originally believed to be a very flexible 
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apparatus. The root of this flexibility was supposed to be the stored 
program principle stipulating that there is no fundamental distinction 
between program and data (see Wilkes 1991). Data can be treated as 
program and vice versa. The utilization of this property was 
considered to be very promising. To quote Alan Turing (1950): "... a 
machine can undoubtedly be its own subject matter. It may be used to 
help in making up its own programs, or to predict the effect of 
alterations in its own structure. By observing the outcome of its own 
behaviour it can modify its own programs so as to achieve some purpose 
more effectively. These are possibilities of the near future, rather 
than Utopian dreams.". 
This quotation contains the key elements of flexibility ascribed by 
Hofstadter and Dennett to the human representation system. If Turing 
is right a comparison between the human mind and a computerized IS is 
meaningful. However, we must find out first why Turing's ideas have 
not been realized during the past four decades. 
The question why Turing's prediction in 1950 has not come true can 
of course be answered by adopting the weak AI view that the human mind 
(including its flexibility) cannot be emulated by Turing machines. 
However, an alternative answer to this question would be that IS 
research and development have not taken Turing's direction. Instead 
the approach has been to segregate everything that can be 
distinguished, starting with programs and data. Programs and data 
structures are presupposed to be stable. The distinguishing aspect of 
all representation systems, i.e. mirroring change, has been confined 
to the domain of instance data. Only this part of ISs is presupposed 
to be subject to change within the fixed framework of programs and 
data structures (see figure 1). Whenever this assumption does not hold 
true, human interference is unavoidable. Flexibility would require 
program maintenance requires to be executed automatically. Since this 
requires programs to be treated as data, the idea of segregation would 
be violated. Because changes occur constantly in these 'stable' parts 
of ISs this architecture can be called ' i n h e r e n t l y inflexible'. 
Information 
Systems 
-*• World of Programs (STABLE/IS MAINTENANCE) 
-*• World of Data 
-*• Data Structures (STABLE/IS MAINTENANCE) 
or Meta Data 
-*- Data Values (UNSTABLE/IS USAGE) 
or Instance Data 
Figure 1: Information Systems Software Architecture 
Obviously there i s a very good reason to create t h i s dichotomy between 
fixed and f lex ib le par ts of ISs: i t i s very hard to imagine an 
a l t e rna t ive software archi tec ture that conforms to Turing's ideas on 
the one hand and i s manageable by normally ta lented people on the 
other . This l a t t e r condition must be sa t i s f i ed as long as changes can 
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occur in the 'stable' parts of the IS1. 
If the preceding analysis holds true, the IS community is found to 
be in a very contradictory situation: the inherently inflexible 
software architecture leads to ISs that are relatively easy to 
comprehend, but are very vulnerable to maintenance. It remains 
possible to view ISs as representation systems, but only if we include 
a human component, the maintenance programmer, as part of the system. 
Thus, the strive for control over IS development and maintenance leads 
to a loss of control, ultimately leading to a negation of the goal of 
automation: replacing human labor by computer labor. 
At this point we have developed a framework with which we can make 
predictions about the future of the software crisis and on the merits 
of IS research and development on the software crisis. We shall do 
both in the following two sections. 
4. The Software Crisis and Increased Maintenance Productivity 
As we have noted in the introduction, optimism about solving the 
software crisis is often based on the fact that developments in IS 
research lead to a continuous increases in labor productivity. 
Although productivity has gone up considerably since the days of 
assembly languages and flat files, and will probably increase further, 
the software architecture introduced in the preceding section has 
never been abandoned. What has occurred is the replacement of the 
'stable' parts of ISs (programs and data structures) by higher level 
equivalents, but within the framework of figure 1. Machine languages 
have been replaced by procedural languages and these by non-procedural 
languages. Flat file data structures have accordingly been replaced by 
file management systems and relational table structures. 
Even if the productivity gains have not resulted in diminished 
maintenance figures, it is still possible to remain optimistic in the 
long run because the cost of creating and maintaining ISs may be 
reduced to insignificance. Specifically, if IS maintenance 
productivity were to equal the productivity of IS usage, the previous 
section's discussion of the distinction between IS maintenance and 
usage would become of philosophical interest only. 
Considering the persistence of the software crisis, one could 
respond to this long term optimism by adopting Keynes' motto that "in 
the long run, we shall all be dead". However, we feel that even in the 
very long run, increases in productivity will not solve the 
maintenance problem. There are at least three reasons for this 
pessimism. 
Most important, IS maintenance always requires insight in the 
structure and the workings of the IS as a whole. Errors are always 
possible if people have less than perfect knowledge about the IS's 
structure, or are less than perfect in executing the changes to the 
IS. Whatever its productivity, IS maintenance will remain a tedious 
If such changes leading to maintenance would never occur the 
ideal of strong AI would be realized. 
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process of analyzing the IS's current structure, executing the changes 
needed, and testing and debugging the altered IS. 
Another effect that explains the continuing importance of 
maintenance is that increased productivity generally leads to larger 
or more tightly integrated ISs, as has been noted by Nolan (1979) and 
has been affirmed by the recent interest in Electronic Data 
Interchange. Such ISs are more difficult to comprehend and are thus 
harder to ma in ta in than ISs that are a product of ' isolated 
automation'. Since the demand for further integration of ISs will 
persist indefinitely, productivity increases will be compensated by 
increased IS complexity. 
As third and final effect that counters the beneficial effects of 
productivity increases is that these lead to an enlargement of the 
area's in which ISs are applied. Examples are executive ISs and 
decision support ISs. Because these new areas are commonly 
characterized by their relative instability, new maintenance effort 
will remain the same of may even increase. 
The key problem behind our claim that productivity increases within 
the software architecture of figure 1 do not alleviate the software 
crisis is that programs and data structures are by their nature opaque 
to the IS itself. Changes in these black boxes requires the outside 
intervention of human representation systems. Since these cannot have 
a perfect representation of the IS's structure and are not perfect as 
agents of change, IS maintenance remains problematic. 
5. The Software Crisis and Increased Control over Information Systems 
Apart from increased labor productivity, optimism about resolving the 
software crisis is often based on perceived progress in managing the 
process of IS development and maintenance. The idea is that IS 
development and maintenance can be managed by methodical work methods 
resulting in ISs that are thoroughly standardized and documented and 
thus maintainable. Even if maintaining ISs remains time and money 
consuming, much would be gained if the process would be under human 
control. The project overrun figures in the introduction clearly show 
that this is not the case as yet. 
Once again the representation systems view suggests that this 
optimism is not warranted. The idea behind the documenting approach is 
that a representation system can be managed by storing its description 
in another representation system that reflects the IS structure at a 
higher level of abstraction. If this description is much more easily 
accessible to maintenance programmers or IS management, it becomes 
possible to avoid unpleasant surprises in the process of IS 
development and maintenance. 
According to the representation systems view the standardization and 
documentation approach can only offer a partial solution to managing 
ISs. This is because the representation system called 'documentation' 
must continuously match the IS it represents or else become useless. 
If updating the documentation is a manual process, so is certifying 
the correspondence between the IS and its high level representation, 
and maintaining the adherence to standards. 
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However, there is a difference between maintaining the 
correspondence between the IS's instance data and the outside world on 
the one hand and the IS's structure and its documentation on the 
other. The distinction is that the maintenance programmer always has 
something more reliable (if less accessible) than IS documentation at 
hand, namely the IS's source program listings. The maintenance 
programmer has to consult these program sources anyway, not only to 
execute the desired changes to the IS, but also to inquire about low 
level details not included in the IS's documentation. As a 
consequence, high level documentation is often of little value to the 
maintenance programmer, especially if he or she has detailed knowledge 
about the structure of the IS. All this results in an strong incentive 
to update the documentation in a sloppy manner or not at all. Of 
course, documentation that is not totally reliable is not likely to be 
used in subsequent IS maintenance activities. Thus, a vicious circle 
develops, leading to less and less useful documentation. Finally, 
because the cost of re-document ing an IS manually is high and the 
beneficial effects of documentation are hard to grasp for the IS's 
users, investments in re-document ing ISs are rare. Like politics, IS 
maintenance is often an art of 'muddling through'. 
The aim of getting better control over IS development and maintenance 
has been revived by the advent of Computer Aided Software Engineering 
(CASE) technology, specifically by forward engineering, reverse-
engineering and re-engineering software tools. Partly, these 
developments result in increased labor productivity, the effects of 
which were discussed in the previous section. But for another part, 
CASE technology aims at enhancing management control over IS 
development and maintenance activities. 
Again the representation systems view does not support the more 
ambitious claims of the effects of CASE technology on the software 
crisis. Reverse engineering and forward engineering only cover a part 
of the IS development and maintenance process. If CASE technology were 
to cover the entire process, CASE would just be the next step in the 
quest to develop ever more high level software languages. It seems 
safe to conclude that if third generation and fourth generation 
languages were unable to solve the software crisis, so wil.1 an 
approach that is at best equivalent to an incomplete fifth generation 
language. The same line of reasoning can be applied to less ambitious 
approaches that limit themselves to checking the correspondence 
between IS structure and IS documentation. 
To summarize: the key problem behind our claim that approaches aimed 
at improving the manageability of IS maintenance within the 
architecture of figure 1 cannot alleviate the software crisis is that 
these approaches offer nothing but a higher level description of the 
same inflexible ISs. Maintaining a higher level IS description instead 
of a lower level description enhances productivity, but it offers no 
more flexibility. The documentation approach is no different from the 
CASE approach, but has the extra disadvantage that manually generated 
IS documentation is inherently unstable. 
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6. Flexibility and Multiple Levels of Abstraction 
The representation systems approach we have adopted in section 2 has 
provided a framework with which to assess the software crisis 
phenomenon. Applying this framework to historical IS research and 
practice has lead to a pessimistic long term view of IS 
maintainability. Although we believe this view to be generally 
correct, it should still be possible to apply the representation 
systems view of ISs in a positive manner. We shall do so in this 
section and the following. 
As has been noted in section 2, flexibility requires multiple levels 
of abstraction that are in some way formally mapped to one another. 
Rigidity should only be allowed at the highest level and the 
specification of lower levels should be drawn from higher level 
specifications. 
Whatever criticism one may have with respect to historical trends in 
the IS domain, it cannot be denied that the level of abstraction of 
programming tools has gone up. In the previous section we have been 
rather negative about the impact of this evolution on IS flexibility, 
but this position must be somewhat modified. If a higher level 
programming language does nothing more than obscure lower level 
details, we adhere to our position of the previous section that such a 
language may improve labor productivity, but not IS flexibility. 
Examples are procedural languages or most program generators. If, on 
the other hand, a higher level language obscures low level details 
without eliminating freedom in specifying these details, flexibility 
is indeed enhanced. Examples of this approach exist in the form of the 
physical data independence (PDI) feature of relational DBMSs and the 
information hiding feature advocated by the object-oriented approach. 
In order to appreciate the potential value of the approach we shall 
take a closer look at the PDI feature of RDBMS products. These 
products only allow database access through the SQL language, which is 
the highest level interface available to the database. SQL lacks a lot 
of 'technical' information about file structures, access paths, user 
authorization, etcetera. Yet, sophisticated RDBMS products allow these 
low level details to be specified, by means of Data Definition 
Language (DDL) or Data Control Language (DCL) statements that are part 
of the SQL language. If at any time the low level specif ications need 
to be altered, programs do not have to be changed. IS maintenance has 
been changed into IS update. 
It is interesting to note that using the PDI feature of RDBMS 
products is generally considered by IS professionals to be IS 
maintenance (or IS tuning at best) . This can be largely explained by 
the observation in section 3 that IS field has a strong propensity to 
segregate everything that can be conceptually distinguished. In the 
case of PDI DDL or DCL statements are simply updates operations of a 
special relational database, the catalog, disguised as programs. 
Indeed, DDL and DCL are completely unnecessary (see Buitendijk and 
Lek, 1991). 
As it is, the level of flexibility of RDBMS products is only 
partially utilized, because updating the catalog database with DDL or 
DCL the IS professional's job. In fact, if either the instance 
database or the catalog database were to contain information about 
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application program priorities and IS performance, the task of IS 
professionals to specify database implementation details like indexes 
and file structures would have become obsolete. The f act that it has 
not is evidence that even simple forms of flexibility are not high on 
the agenda. 
To recapitulate: flexibility can be erihanced by higher level 
languages, provided the details that are eliminated at the highest 
level can still be designated on a lower level by updating a meta 
database or catalog. The potential of flexibility is truly realized in 
the spirit of Hofstadter and Dennett's idea of representation systems 
if these updates are executed on the basis of higher level information 
that makes sense to the users of the IS. 
Applying the idea of multiple abstraction levels to ISs depends 
heavily on fundamental research and its application in programming 
tools. With respect to relational theory and its implementation, 
flexibility is limited to technical aspects, despite claims that the 
relational model also offers flexibility at an even higher abstraction 
level. Although these claims are doubtful (Graaff, 1992), the 
preceding discussion advocates the idea of directing IS research 
towards developing data models on top of other data models. 
7. Flexibility and Self-Reference 
Next to multiple abstraction levels, the other important feature of 
advanced representation systems was considered to be self-reference. 
Self-reference was described in section 2 to be a systems 
representation of its own structure in its own model. Applied to ISs 
within the software architecture of section 3, this idea amounts to 
transferring the IS's specifications from its programs and data 
structures to the contents of its database. 
Up to now, the decision about what kind of changes can be brought 
about by IS usage and what kind of changes require IS maintenance has 
been largely based on convention. The transfer of IS specifications to 
the instance data accessible by its programs has been limited to 
trivial cases. An example of such a trivial change can be found in the 
way in which for instance tax percentages are treated. In the past, it 
was not uncustomary to hard-code such a percentage in the application 
programs. Nowadays, the tax percentage would be derived from a table 
in the database and a program would be supplied to update this 
percentage if needed. 
It is quite possible to pursue this strategy much further. In the 
case of the tax-percentage it could also occur that its database and 
screen formats need to be changed due to a change in its value from 30 
percent to 33.33 percent. If the principle that was applied to data 
values is also applied to data formats and the like, we are really 
creating an IS with a great deal of information about its own 
structure. Because this information can be updated a part of IS 
maintenance becomes IS usage, thereby enhancing labor productivity 
through increased flexibility and reducing not only the amount of IS 
maintenance but also its character. Another beneficial spin off is 
that programs become much more generalized and thus reusable. 
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If this strategy is pursued consistently, we find ourselves creating 
and maintaining ISs that are structured around a more or less fixed 
framework of highly reusable software. In popular terms: ISs should 
consist of user-written software tightly integrated with a stable 
'tooi' with which to maintain the ISs self description. Integration is 
achieved by defining the database containing information about the 
IS's environment with the 'tooi' database containing information about 
the IS itself. An example of an implemented IS that displays this 
self-referential architecture can be found in Boogaard, Veldwijk and 
Spoor (1992). 
Of course the self-referential strategy takes us back to the subject 
of case tools. However the self-referential approach differs from the 
traditional CASE-approach in the sense that all application programs, 
whether provided by a tooi vendor or by the application developers, 
operate on one integrated database. This requires that what can be 
called the the CASE database is completely transparent to the IS 
developers and that these write their application programs in order to 
prevent that information about the IS is redundantly coded in their 
application programs. 
The approach described in this section has two distinct disadvantages. 
Conceptually least important is that blurring the distinction between 
package software and user-written software leads to a serious 
marketing and legal problems. Of more importance is the f act that 
highly generalized programs are conceptually very hard to comprehend 
whenever IS maintenance becomes necessary. Thus, although we have 
remained within the software architecture described in section 3, we 
can apply it in such a way that we are confronted with the same 
problems of comprehension that led us to introducé the architecture in 
the first place. The conclusion must be that introducing self-
referential aspects in ISs by storing information about the IS into 
its database can provide a partial solution to IS maintenance 
problems. Like the approach described in the previous section, it 
promises the abolition of certain kinds of IS maintenance, thereby 
enhancing labor productivity and IS manageability through increased IS 
flexibility. 
8. Concluding Remarks 
In this paper we have attempted to develop a point of view that sheds 
light on the persistence of the software crisis in the midst of what 
seems to be rapid technical progress. Although our argument has been 
that traditional approaches directed at enhancing labor productivity 
or IS manageability cannot provide a solution, this should not be 
interpreted in the sense that these enhancements are worthless. 
Indeed, if we would still be building and maintaining the simple, 
isolated and batch oriented systems of the sixties, the problem of 
organizations applying information technology would not be IS 
maintenance. The software crisis persists because ISs remain as 
complex and rigid as before to the people who have to maintain them. 
Although a fundamental solution to the flexibility problem that 
causes the software crisis is not in sight, there exist at least the 
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two partial solutions we have described in the previous two sections. 
What is more, IS developing organizations are neither totally 
dependent on the outcome of further research, nor on implementations 
of this research by DBMS and CASE tooi vendors. To the extent that 
rigidity in ISs is caused by rigid design approaches there exists a 
cure for today's maintenance problems. 
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The MESDAG Research Group 
INTRODUCTiON 
The MESDAG project is a joint project endorsed by three organizations in the Netherlands: 
the N.V. Nederlandse Spoorwegen (The Netherlands Railways Company), RAET N.V. and 
the Vrije Universiteit of Amsterdam. The MESDAG project originated at RAET N.V. during 
the second half of 1989 as an outgrowth of research done in the field of active data 
dictionary models. This research and a prototype of an active data dictionary form the 
basis for the mission of the MESDAG project that officially started its activities in September 
1990. 
MESDAG is an abbreviation of: 
MEta Systems Design And Generation 
MISSION AND OBJECTIVES 
The mission of the MESDAG project is to prove the feasibility of developing inherently 
flexible information systems by introducing higher levels of logical data independence. 
Derived from this mission following are the two main objectives: 
1. Examine the feasibility and initiate the development of an active, self-referential data 
dictionary model in which both a description of the database data and a description of 
all specifiable application design data can be stored. This data dictionary model should 
contain sufficiënt semantic aspects (like domains, constraints and time aspects) to 
assure the integrity, consistency and validity of the stored (meta) data, to avoid 
maintenance and to support query-formulation independent of current database 
structure. 
2. Examine the feasibility and initiate the development of the possibilities of data 
dictionaries in general and the described data dictionary in specific. This analysis of 
possibilities is directed at the embedding in and developing methods, techniques, 
methodologie guidelines and automated toois for the design, implementation and 
maintenance of flexible information systems. 
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