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) D   F = F  D
( n)n are eigenfunctions of the Schro¨dinger operator
[D n](x) =  00n(x)  x2 n(x) =  (2n+ 1) n(x)
and the Fourier transform





ixtdt = (i)n n(x)
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(x) is the matrix of the homomorphism f 7! xf in L2(R)
with respect to the basis ( n)n (three-term recurrence relation).
This also means that transitions occur only between adjacent
energy level of the quantum harmonic oscillator.
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Hn+1(x)  2xHn(x) + 2nHn 1(x) = 0
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Additionally, using the Laplace and the Fourier transform on the di↵er-
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describes the statistical properties of the eigenvalues of a random matrixM
in the space of (n⇥ n) Hermitian matrices with the measure
µ(M) = e Tr(M2)dM (GUE, Mehta).
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in the space of (n⇥ n) Hermitian matrices with the measure
µ(M) = e Tr(M2)dM (GUE, Mehta).
The last particle distribution is given by the Fredholm determinant
F (s) = P [ max  s] = det(I    sKn)
where  s is the indicator function of the interval [s,1) and




Kn(x, y)f(y)dy 8 f 2 L2(R)
THEOREM (Tracy-Widom, 1994)
The log derivative of the Fredholm determinant
R(s) = @s log(det(I    sKn)) solves the sigma-form of the PIV equation
(R00)2 + 4(R0)2(R0 + 2n)  4(sR0  R)2 = 0
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with respect to W is a sequence satisfying
degPn = n, hPn,PmiW = IN nm
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A sequence (Pn)n of matrix orthonormal polynomials (MOP)
with respect to W is a sequence satisfying
degPn = n, hPn,PmiW = IN nm
They were studied for the first time by M. G. Krein (1949)
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Let us consider L2W (R,CN⇥N ) with the weight matrix
W (x) = e x
2
eAxeA
⇤x, x 2 R
and the family of MOP (Pn)n satisfying
P 00n (x) + P
0
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That means that the second-order di↵erential operator




F (x)  F (x)(x2I + 2J)
and the integral operator F : L2(R,CN⇥N )! L2(R,CN⇥N )







commute in L2(R,CN⇥N ), i.e. D   F = F  D
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kn(x, t) = cos(xt) if n is even and kn(x, t) = sin(xt) if n is odd
We have the following real integral equations
e x
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where the contour   encloses the origin, closes at  1
and it is traversed in a counterclockwise direction
Similarly, applying the Fourier transform
to the di↵erential equation satisfied by the family
e x2Pn(x)eAx there exists a suitable constant
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The normalized family is
 n(x) =





 n 1(x)  n(x)/
p
 n
1A ,  n = 1 + n
2
⌫21
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where  n(x) = e x
2/2kPnk 1WPn(x)eAx can be written as







where  n(x) = e x
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+ · · · ,  !1
G( ) depends on  J2Bn  J2
 ( )!  ( )
(constant jumps)
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@  = A 




u0 =  u2 + 2su+ 4z   2nI2 + VA
z00 = 2u0z + 2uz0   2sz0
where VA = 2[J2,y]y 1 ([x,y] = xy   yx) and
z =  ( 1)011, y =  2( 1)12, u = ( 1)012( 1) 112 + 2sI2
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Non-commutative version of the derived Painleve´ IV equation
17sábado 23 de febrero de 13
NON-COMMUTATIVE PAINLEVÉ IV
u000+ [u00,u]  4(n+ 1 + s2)u0  2  {u0,u2}+ uu0u 
+6s{u0,u}+ 4u(u  sI2) + (V 0A   2(uVA))0 + 2sV 0A=0
Non-commutative version of the derived Painleve´ IV equation
If we assume that all the variables commute, we get the equation
u000   4u0   6u2u0 + 12u0u  4nu0 + 4u2   4su  4s2u0 = 0







u3   4su2 + 2(s2 + 1 + n)u  2n
2
u
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