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Abstract 
The limited knowledge on the Arctic environment and ecology leads to uncertainties in 
case of oil spills resulting from shipping and oil and gas activities enabled by a more 
accessible Arctic, as ice retreats due to climate changes. The behavior of oil in ice-covered 
waters is also not fully understood and, although models have been developed and adapted 
to ice conditions, gaps in knowledge still exist. The present work aims at the definition of 
the ecological risk posed by an oil spill in the Arctic by the implementation of two 
methodologies, introduced on Chapters 3 and 4. On the first part, the fate of surface oil 
slicks formed after an oil spill in ice-infested waters is examined and improvements are 
suggested to existing transport and weathering algorithms in order to represent all 
processes as a function of ice coverage. In addition, a new algorithm is proposed to model 
the phenomenon of oil entrainment in ice, a process so far neglected in current models. On 
the second part, a fugacity-based food-web bioaccumulation model is proposed to 
determine the ecological risk introduced by oil spills to a hypothetical Arctic food web 
consisting of three species’ representative of the Arctic ecosystem characterizing three 
trophic levels linearly related. This is done in three steps: first, the model estimates the 
distribution of a toxic component of oil – namely naphthalene – in the multimedia 
environment; then, the transfer of contaminant throughout the food web is predicted; lastly, 
the bioaccumulation potential and the ecological risk profile are defined as a function of 
respectively the Bioconcentration Potential (BCF) and the Risk Quotient (RQ). The present 
thesis thus provides a complete picture of an oil spill scenario in ice-covered waters, and 
emphasis is given in the implications of such events to the unspoiled Arctic ecosystem. 
iii 
 
Acknowledgements 
I would like to express my gratitude to my supervisors Dr. Faisal Khan and Dr. Lesley 
James for all support and availability during my research, guiding and directing my work. 
Also, for the extraordinary opportunity given to participate on the 2017 NTNU-MUN 
INTPART, an experience that was very meaningful to me and of great importance to my 
academic and professional development. 
I also would like to thank all members of C-RISE who somehow contributed to this thesis 
with their knowledge and expertise, friendly helping me whenever I needed. 
Finally, I thank my parents José Antonio and Maria Cristina, as well as my brother Fellipe, 
who have always been supportive to all my decisions and provided me with all resources I 
ever needed in my studies and in my life.    
 
 
 
 
 
 
 
 
 
 
 
 
iv 
 
Table of Contents 
 
Abstract .............................................................................................................................. ii 
Acknowledgements .......................................................................................................... iii 
Table of Contents ............................................................................................................. iv 
List of Tables ................................................................................................................... vii 
List of Figures ................................................................................................................. viii 
List of Abbreviations and Symbols ................................................................................. x 
Chapter 1: Introduction and Overview .......................................................................... 1 
 Background ......................................................................................................................... 1 
 Objectives ........................................................................................................................... 5 
 Thesis Outline ..................................................................................................................... 6 
Chapter 2: Literature Review .......................................................................................... 7 
 Surface Oil Transport and Weathering in Ice-Infested Waters ........................................... 8 
 Advection ................................................................................................................ 11 
 Spreading ................................................................................................................ 12 
 Natural Dispersion .................................................................................................. 15 
 Entrainment in Ice ................................................................................................... 18 
 Evaporation ............................................................................................................. 22 
 Emulsification ......................................................................................................... 27 
 Fugacity-Based Multimedia Fate Modeling ..................................................................... 29 
 Level I ..................................................................................................................... 31 
 Level II .................................................................................................................... 32 
 Level III ................................................................................................................... 34 
v 
 
 Level IV .................................................................................................................. 37 
 Food-Web Bioaccumulation Models ....................................................................... 39 
Chapter 3: The Influence of Different Ice Conditions on the Fate and Transport of 
Surface Oil Slicks ............................................................................................................ 47 
 Introduction ...................................................................................................................... 47 
 Methodology ..................................................................................................................... 50 
 Collection of Relevant Information ......................................................................... 52 
 Model Development ................................................................................................ 55 
 Output – Representation of Time-Dependent Processes as a Function of Ice 
Concentration………………………………………………………………………………………… 67 
 Model Application and Validation.................................................................................... 68 
 Outputs of the Model and Comparison with Experimental Results ........................ 69 
 Other Results ........................................................................................................... 77 
 Concluding Remarks ........................................................................................................ 83 
Chapter 4: Estimation of Ecological Risk of Oil Spills in Ice-Infested Waters: A 
Food-Web Bioaccumulation Model ............................................................................... 86 
 Introduction ...................................................................................................................... 87 
 Methodology ..................................................................................................................... 92 
 Characterization of Evaluative Environment .......................................................... 93 
 Identification of Emission Sources .......................................................................... 97 
 Development of Fugacity Model ........................................................................... 100 
 Solution of System of Equations ........................................................................... 106 
 Outputs of the Model............................................................................................. 106 
 Case Study ...................................................................................................................... 109 
 Results and Discussion .......................................................................................... 111 
 Concluding Remarks ...................................................................................................... 123 
vi 
 
Chapter 5: Conclusions and Recommendations ........................................................ 126 
Chapter 6: References .................................................................................................. 130 
Appendix I – Model’s Algorithms and Calculations ................................................. 141 
 
 
 
 
 
 
 
 
 
 
 
 
vii 
 
List of Tables 
Table 2-1: Definition of Z values for various phases. ...................................................... 31 
Table 2-2: Intermedia transfer D values for an evaluative environment consisting of air, 
water and sediment.. ......................................................................................................... 36 
Table 2-3: D values for chemical uptake and clearance processes in aquatic organisms.. 41 
Table 3-1: Properties of Troll B crude oil. ........................................................................ 69 
Table 3-2: Environmental parameters used as input for the model. ................................. 69 
Table 4-1: Volume fractions of sub-compartments in each bulk compartment................ 94 
Table 4-2: Dimensions and characteristics of bulk compartments. .................................. 94 
Table 4-3: Definition of Z values for the proposed model. ............................................ 101 
Table 4-4: Definition of D values for intermedia transport, bulk compartment loss and 
biotic uptake and loss processes. .................................................................................... 102 
Table 4-5: Estimated transport parameters for the model. .............................................. 103 
Table 4-6: Statfjord crude oil properties. ........................................................................ 109 
Table 4-7: Naphthalene properties.. ................................................................................ 109 
Table 4-8: Properties of organisms comprising the food web. ....................................... 110 
 
 
 
 
viii 
 
List of Figures 
Figure 2-1: Linear food chain structure.. .......................................................................... 44 
Figure 3-1: Proposed methodology for oil spill fate modeling in ice-infested waters. ..... 51 
Figure 3-2: Spreading area in the present model. ............................................................. 58 
Figure 3-3: Modeled and experimental results for oil spreading. ..................................... 71 
Figure 3-4: Modeled decrease in slick thickness. ............................................................. 72 
Figure 3-5: Modeled and experimental results for evaporative loss. ................................ 73 
Figure 3-6: Modeled and experimental water content profiles. ........................................ 75 
Figure 3-7: Modeled and experimental viscosity increase profiles. ................................. 76 
Figure 3-8: Modeled volume of oil naturally dispersed. ................................................... 78 
Figure 3-9: Modeled oil entrained in ice. .......................................................................... 80 
Figure 3-10: Oil volume balance. ..................................................................................... 82 
Figure 4-1: Proposed methodology for fugacity-based food-web modeling in ice infested 
waters. ............................................................................................................................... 93 
Figure 4-2: Proposed food-web structure for the present model. ..................................... 97 
Figure 4-3: Concentrations of naphthalene in air. .......................................................... 116 
Figure 4-4: Concentrations of naphthalene in ice. .......................................................... 117 
Figure 4-5: Concentrations of naphthalene in water. ...................................................... 117 
Figure 4-6: Concentrations of naphthalene in sediment. ................................................ 118 
Figure 4-7: Concentrations of naphthalene in fish. ......................................................... 118 
Figure 4-8: Concentrations of naphthalene in zooplankton. ........................................... 119 
Figure 4-9: Concentrations of naphthalene in phytoplankton......................................... 119 
ix 
 
Figure 4-10: Concentrations in different media at 90% ice coverage. ........................... 120 
Figure 4-11: Risk Quotients for water. ........................................................................... 121 
Figure 4-12: Bioconcentration factor for fish. ................................................................ 122 
 
  
x 
 
List of Abbreviations and Symbols 
AMAP Arctic Monitoring Assessment Programme 
BCF Bioconcentration Factor 
DAMSA Danish Maritime Safety Administration 
OSCAR Oil Spill Contingency and Response  
PAH Polycyclic Aromatic Hydrocarbons 
PEC Predicted Exposure Concentration 
PISCES 2 Potential Incident Simulation, Control and Evaluation System 
PNEC Predicted No Effect Concentration 
RQ Risk Quotient 
SINTEF Stiftelsen for industriell og teknisk forskning (Norwegian) – The 
Foundation for Scientific and Industrial Research 
SMHI Swedish Meteorological and Hydrological Institute 
 
1 
 
Chapter 1: Introduction and Overview 
 Background 
The behavior of oil when spilled in the sea has long been investigated by 
researchers seeking a better understanding of its fate after an accident occurs. Research in 
this area is of great importance for companies and governmental agencies that need reliable 
information on where the oil is travelling to and how environmental pressures such as wind 
and ocean currents will affect its fate. This information will subsidize emergency response 
actions and the accuracy of this information is highly dependent on adequate prediction 
models, which must consider the particularities of different spill scenarios.  
Despite the extensive understanding of transport and fate of oil when spilled in open 
waters, the behavior of oil in ice-infested waters and the consequences of an oil spill in 
those environments are still not well understood. Predicting the interaction of oil with ice 
remains as a challenge for modelers due to the lack of data for validation of existing 
algorithms and models, as well as to the incipient state of knowledge of the Arctic 
environment.  
As climate change makes parts of Arctic regions ice-free for longer periods and 
therefore more accessible to ships throughout the year (Yang et al., 2015), the Arctic Ocean 
and its marginal seas become important routes for marine traffic, increasing the risk of oil 
spills as a result of accidents. Also, it is estimated that up to 30% of undiscovered gas and 
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13% of undiscovered oil reserves are in the Arctic (Kjær, 2014), making it the next frontier 
for the oil and gas industry.  
Accidents may occur in the form of collision between vessels, between vessels and 
icebergs or sea ice, well blowouts in drilling or production operations, leakage on risers 
and subsea pipelines or structures, fueling operations, loading and offloading of oil tankers, 
amongst a variety of other possible scenarios that represent great potential for oil pollution 
in the pristine Arctic environment (Arctic Council, 2015).  
Due to the harsh nature of the Arctic environment, the likelihood of accidents is 
expected to be higher than in temperate and tropical regions, given factors such as (Arctic 
Council, 2015): 
• Presence of ice in various forms (first-year, multi-year, icebergs, etc.)  
• Extremely cold temperatures, leading to icing of structures and hazardous wind 
chills; 
• Severe weather events such as polar lows; 
• Low visibility due to constant fog and snow; 
• Darkness during the winter. 
From the consequence’s perspective, an oil spill in the Arctic also introduces some 
complicating aspects when compared to spills in other locations. From an ecological 
standpoint, the Arctic is a very sensitive region due to its simple trophic structure, low 
ecological diversity and highly seasonal ecosystems (Yang et al., 2015). As a result, it 
displays a low resilience to external disturbances, hence oil pollution can impact severely 
its fragile ecological equilibrium. In addition, the remoteness imposes great challenges in 
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terms of spill response logistics, which may lead to delayed emergency response actions 
resulting in larger contaminated areas. The harsh nature of the Arctic environment also 
represents a barrier for oil spill response in terms of deployment of recovery equipment in 
severe weather or in high ice concentrations, meaning that emergency response actions are 
not feasible in many cases. Lastly, oil spilled in cold ice-covered waters may persist longer 
than in temperate climates (Yang et al., 2015) as weathering processes such as evaporation, 
dispersion and biodegradation occur at slower rates. 
A framework of algorithms adapted for ice conditions and in their original forms 
have been proposed by some authors to model oil fate in the Arctic (Afenyo et al., 2015; 
Yang et al., 2015; Arneborg et al., 2017; Fingas & Hollebone, 2015), but no emphasis has 
been put on the different possible outcomes of an oil spill given different ice conditions. 
Another aspect that has been neglected is the influence of encapsulation and entrainment 
of oil in ice on the overall fate of the oil slick. The uptake of oil by the ice sheets above it 
can be a major source of oil removal from the water column and the ice floes can act as 
real reservoirs, storing a considerable part of the spilled oil inventory and taking it to 
locations far from the original spill site. This mode of transport cannot be predicted by 
conventional models designed for spills in open waters.  
Fugacity-based models have been explored by Yang et al. (2015) and Afenyo et. 
al. (2016) to estimate the fate of oil in ice-infested waters, and the applicability of the 
methodology for predicting the mass balance of more soluble oil components, namely, 
polycyclic aromatic hydrocarbons (PAH) in the environment has been demonstrated. The 
fugacity approach is a methodology that enables the calculation of transport and 
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transformation rates, tendency for accumulation and concentration profiles of contaminants 
in the environment (Mackay, 1979). It translates the escaping tendency of chemicals from 
a phase into a framework of mathematical relationships that can be used to describe in a 
simple fashion the partitioning of contaminants in a multi-phase environment. Every 
relevant environmental process can be described mathematically and accounted for in the 
calculations and one can include as many environmental media as required for the analysis.  
As an extension of the fugacity approach, food-web bioaccumulation models can 
be defined using its concepts to investigate the uptake of chemicals from water or sediment 
by organisms and its transfer throughout trophic levels in a given food web. Here, fish and 
other organisms are regarded as additional bulk phases in the multimedia evaluative 
environment and processes like uptake from water though gills, uptake from food, 
metabolism and growth dilution are included in the calculations. Bioaccumulation is 
described in terms of bioconcentration and biomagnification, which are the uptake by 
respiration from water and by food, respectively (Mackay, 2001). Models can be developed 
to simulate chemical uptake by organisms from any food web, from simple and linear to 
more complex branched structures, and species can be included as many as deemed 
relevant for the study. 
The fugacity concept is not new and has been extensively applied to study the 
distribution of chemicals in the environment, yet to date only a few works have made use 
of this approach to model oil fate in ice covered waters and to access environmental risk of 
oil-in-ice events. Moreover, the application of food-web bioaccumulation models using 
fish and other organisms as bulk phases for multimedia oil spill modeling in ice covered 
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waters has been little explored in literature, although represents a valuable tool for 
ecological risk assessment.   
 Objectives  
The present work aims at demonstrating the environmental outcome of oil spills in 
ice-infested waters as a function of sea ice coverage. This is done through the integration 
of two different modeling approaches: First, the surface oil slick fate is modeled using a 
set of modified transport and weathering algorithms adapted for the conditions under 
investigation, that is, oil in ice. On the second part, a multimedia fugacity model is 
integrated in the context to simulate the mass balance of low-concentration and more 
soluble oil components in the selected environmental compartments. A food-web model is 
then applied to define how the oil will be transferred throughout three trophic levels, having 
fish representing the highest level and therefore the target of the analysis. Given the 
partition of oil in the evaluative environment, the risk profile is deducted as a function of 
concentration in water and bioaccumulation in fish. In summary, the objectives of this 
thesis are: 
• Improve oil-in-ice models and study the influence of different ice coverages 
in oil transport and weathering processes; 
• Determine the level of risk posed by oil spills in ice-covered waters to the 
Arctic ecosystem. 
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 Thesis Outline 
This thesis is written in a manuscript format and is structured in five chapters as 
described below: 
Chapter 1 introduces the research done and describes the concepts of oil spill fate 
modeling to be developed in the thesis, as well as the main objectives of the work. 
Chapter 2 provides a literature review on the key elements of the thesis, including 
the state of knowledge of oil spill transport and weathering modeling in ice-infested waters 
and the algorithms applied, an overview of multimedia fugacity models and of food-web 
bioaccumulation models. 
Chapter 3 presents the methodology for the surface oil transport and weathering 
model in ice-infested waters and demonstrates the application of the developed model to a 
real spill, providing a discussion emphasizing the different outcomes given different ice 
conditions, along with the conclusions from this part of the work. 
Chapter 4 presents the multimedia fugacity model proposed to accomplish the main 
goal of the thesis: determine the partition of oil components in the environment and the 
transfer of the contaminant in the food web, as well as define the environmental risk 
associated with the oil release for different ice conditions. In this Chapter it is also 
described how this part integrates the first part of the work (Chapter 3) in the broader 
picture of the thesis. 
Chapter 5 summarizes the overall results accomplished by the research, including 
concluding remarks and recommendations for future works. 
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 Chapter 2: Literature Review 
Several models have been developed to simulate changing oil properties and the 
transport of slicks after oil is released in the sea. Some models are focused on weathering 
properties of oil in the environment, others on slick transport, whereas some would give a 
more complete picture of oil fate, encompassing both weathering and transport aspects, 
thus providing a more realistic simulation. Also, some models include a module for 
simulating environmental outcomes of oil spills in selected valued ecosystem (Johnsen et. 
al., 2012). 
For ice-covered waters, different approaches have been developed to incorporate 
ice dynamics and cold-water characteristics into the models, both by adding an ice drift 
model to the calculations and by adapting existing algorithms to ice conditions. The 
presence of ice alters all transport and weathering processes, most of which will occur at 
lower rates than in ice-free and warmer waters. Many authors have focused in the spreading 
of oil in and under ice (Brandvik et al., 2006), although important processes such as natural 
dispersion, evaporation, emulsification and entrainment in ice have received less attention 
and are therefore not well understood in ice conditions.  
In order to produce realistic outputs, oil spill models are often combined with 
hydrodynamic and meteorological models, which provide information on wind, ocean 
currents and waves used as input for the oil transport and weathering model (French-
McCay et al., 2017). In ice-infested waters, these models are also integrated by an ice drift 
model, employed to simulate ice drift rates, ice coverage and thickness (French-McCay et 
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al., 2017). The accuracy of the integrated oil-in-ice model will be highly dependent on the 
quality of data generated by the ice model, as the oil will be mainly transported with ice 
for medium to high ice concentrations. However, predicting ice movement is challenging 
due to the highly dynamic nature of sea ice. According to Brandvik et al., 2006, our limited 
ability to model the behavior of ice represents a key problem in oil modeling in ice-covered 
waters. 
Furthermore, the oil transport and weathering algorithms used in open-waters 
models need calibration and modifications to be able to represent the behavior of oil in the 
presence of ice. Consequently, the importance of each process in the context of ice-infested 
waters will differ from that in temperate and tropical waters, as well as the partition of 
contaminants in the different environmental compartments. 
Fugacity-based models in ice infested waters have been explored by Yang et al. 
(2015) and Afenyo et al. (2016a) to predict the partition of oil’s toxic components in 
evaluative environments including ice cover as a compartment in the analysis. The 
applicability of this methodology for Arctic environments has been demonstrated and it 
represents a promising approach for environmental assessment in ice-covered waters.  
The next sub-chapters will explore the existing knowledge on surface oil slick 
transport and weathering and on fugacity-based models for multimedia oil-in-ice modeling. 
 Surface Oil Transport and Weathering in Ice-Infested Waters 
Afenyo et al. (2015) carried out an extensive review on fate and transport of oil 
spills in ice-infested waters, highlighting key factors for each process and identifying the 
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available algorithms for oil-in-ice modeling. According to the authors, not many models 
are available for ice-covered waters to date, as an example of the Oil Spill Contingency 
and Response (OSCAR) model, from SINTEF. Developed by the Swedish Meteorological 
and Hydrological Institute (SMHI) and the Danish Maritime Safety Administration 
(DAMSA), the Seatrack Web model can also simulate oil spills in ice-infested waters, 
using a set of modified oil transport and weathering algorithms. 
When oil is spilled in the sea, it quickly forms a slick on the surface, which increases 
in size and undergoes a series of processes that will result in change in its position and in 
physicochemical properties, the former regarded as transport and the latter as weathering. 
All processes occur simultaneously and are inter-dependent, that is, changes in one process 
will influence all other processes involved. For example, the evaporation of oil will result 
in increase in viscosity. This increase in viscosity will reduce both the spreading and the 
natural dispersion rate.   
The presence of ice retards the rate in which weathering processes occur and 
spreading of oil is limited by the ice floes, which act as natural barriers against the gravity-
viscous spreading forces. The ice concentration, the type of ice present and the water 
temperature will play a major role on the prediction of oil fate and, along with information 
on oil properties and spill scenario, will determine how the oil slick will behave in the 
ocean. Venkatesh et al. (1990) suggested three classes of ice concentration for modeling 
purposes: C<30% for low concentrations; 30%≤C≤80% for medium concentrations; and 
C>80% for high concentrations. In general, the following set of information is required as 
input for modeling oil spills in ice-infested waters: 
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• Type of ice present: first year ice, multi-year ice, land fast ice, pack ice, brash 
ice, slush ice; 
• Concentration of ice in water; 
• Oil properties: density, viscosity, boiling point, oil/water interfacial tension. 
Additional parameters may be required depending on the type of analysis 
performed; 
• Spill scenario: spill volume (for instantaneous release), spill flow rate and 
duration (for continuous release), spill source (subsea, water surface, on or 
under ice, on leads or polynyas); 
• Meteorological and oceanographic conditions: wind and current speed and 
direction, wave heights, water and ambient temperature.  
When developing a model, one can select as many processes as deemed appropriate 
for the conditions under analysis. Depending on the context and the objectives of the 
model, some processes will be more important whereas some will not be relevant, and 
specialized judgement should be made when selecting the processes to be included in the 
analysis.  
Overall, the processes that oil undergoes when spilled in the sea can be classified 
in two categories: transport and weathering. Transport processes are those that will result 
in change in the oil slick position defining its trajectory in the ocean after the release but 
won’t affect its physicochemical properties. Oil is transported by ocean currents, winds 
and waves as well as under gravitational spreading forces, and transport processes include 
advection, spreading, sedimentation, natural dispersion and, for ice-covered waters, 
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encapsulation and entrainment in ice. Weathering processes are regarded as those 
responsible for the change in physicochemical properties of oil under the action of 
temperature, wind, waves and degradation driven by bacterial and sunlight activity. It 
encompasses the processes of evaporation, emulsification, dissolution, biodegradation and 
photo-oxidation.  
The next sub-sections will explore in more details the processes relevant for oil 
slick transport and weathering in ice-infested waters: advection, spreading, natural 
dispersion, entrainment in ice, evaporation and emulsification. The processes of 
sedimentation, dissolution, biodegradation and photo-oxidation are not relevant for the fate 
of surface oil but are considered under the context of the fugacity modeling, explored in 
section 2.2. 
 Advection 
Advection is the process in which oil is transported by winds and ocean currents 
and can be expressed as the combination of velocities, as Eq. (2.1) below. 
𝑑𝑥
𝑑𝑡
= 𝑈𝑐𝑢𝑟𝑟𝑒𝑛𝑡 + 0.035 𝑈𝑤𝑖𝑛𝑑                                                                                                  (2.1) 
Where x is the coordinate of the center of mass of the oil, Ucurrent is the depth-
averaged current velocity and Uwind is the wind velocity 10 m above water surface. A 
component accounting for turbulent diffusion can be added to the equation, although its 
effect can be neglected in most cases. In order to account for advective transport of oil, 
some models include a hydrodynamic module  that produces forecasts used as input for the 
oil spill modeling (Afenyo et al., 2015). 
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In ice-infested waters, oil will mainly move with ice for ice concentrations above 
30% and will move freely as if in open waters for concentrations below that. If the velocity 
difference between ice and water exceeds a threshold, typically of magnitude of 0.2 m/s, 
oil will move with the water current instead (Arneborg et al., 2017). Experimental results 
from Buist et al. (1987) indicated that oil in pack ice does not drift relative to the 
surrounding ice floes and that ice floes drift at approximately 3% of the wind speed at 10 
m above the sea level. 
 Spreading 
Spreading is a self-driven transport process by which oil slicks increase in area 
under the action of gravitational, viscous and surface tension forces. According to Fay 
(1969), oil spreads progressively according to three phases: gravity-inertia, gravity-viscous 
and viscous-surface tension. On the first phase, when the slick is thick, it spreads as a result 
of competing forces of gravity (stronger, acting outwards) and inertia (acting against the 
gravity to prevent the slick from spreading). The slick area continues to increase, and this 
phase progresses up until the point in which inertia forces are no longer important and the 
oil viscosity becomes relevant to the process. Then, the gravity-viscous phase, which is the 
most important spreading regime and the one that lasts the longest, begins. Here, the gravity 
spreading force is counteracted by the viscosity of oil, which continues to regulate the 
spreading rate until the slick thickness is small enough for the interfacial tension between 
oil and water to become important and begin to affect the spreading. Subsequently, the 
viscous-surface tension is the last spreading phase, when gravity no longer controls the 
spreading rate. The interfacial tension between oil and water becomes the driver of 
13 
 
spreading until, after a certain time, the oil ceases to spread due to a balance between 
buoyancy (gravitational) and net interfacial tension forces (Yapa & Chowdhury, 1991). 
Fay (1969) proposed a set of three equations to model spreading for each phase: 
𝐴 = 4.1 (𝑉𝑔′𝑡2)0.5                       →         𝐺𝑟𝑎𝑣𝑖𝑡𝑦 − 𝐼𝑛𝑒𝑟𝑡𝑖𝑎                                              (2.2) 
𝐴 = 6.6 (
𝑉2𝑔′
√𝜇/𝜌
)
1/3
𝑡0.5             →         𝐺𝑟𝑎𝑣𝑖𝑡𝑦 − 𝑉𝑖𝑠𝑐𝑜𝑢𝑠                                             (2.3) 
𝐴 = 16.6 (
𝜎2𝑡3
𝜌𝜇
)
1/2
                  →         𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝑡𝑒𝑛𝑠𝑖𝑜𝑛 − 𝑉𝑖𝑠𝑐𝑜𝑢𝑠                            (2.4) 
Where A is the spill area (m2); V is the spill volume (m3); ρ is the water density 
(kg/m3); ρ0 is the oil density (kg/m3); g is the acceleration of gravity (m/s2); μ is the dynamic 
viscosity of water (Pas); σ is the oil/water interfacial tension (N/m); t is the elapsed time 
(s); and: 
𝑔′ =  𝑔
(𝜌 − 𝜌𝑜)
𝜌
                      
It is interesting to note that each of the equations explicitly includes a term for the 
dominant force acting at a given phase, e.g., the gravity-inertia equation is written as a 
function only of the density differential between water and oil; the gravity-viscous is a 
function of both the density differential and the water viscosity; and the surface-tension 
phase is a function of water viscosity and the interfacial tension between oil and water. 
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Most models describe the oil spreading in terms of the gravity-viscous phase only, 
as this is the predominant regime and in many cases the gravity-inertia and the surface 
tension-viscous phases are not relevant for modeling purposes.  
When ice is present, the rate of oil spreading is determined by a combination of 
factors, including oil viscosity, oil-ice interfacial tension and under-ice topography 
(Wilkinson et al., 2007), as well as ice concentration. The gravity-inertia phase only lasts 
for a very short time and surface tension-viscous phase is not present (Yapa & Belaskas, 
2010). Experiments conducted by Ross & Energetex (1985) identified a correction factor 
to be applied to Eq. (2.3) to account for oil viscosity. After some algebra, it can be 
demonstrated that the inclusion of the correction factor is equivalent to the replacement of 
the water viscosity, μ, for the oil viscosity, μoil in the equation. Later, Buist et al. (1987) 
suggested another correction factor to account for ice concentration. The resulting adjusted 
equation is then: 
𝐴 = (1 − 𝑐) 6.6 (
𝑉2𝑔′
√𝜇𝑜𝑖𝑙/𝜌
)
1/3
𝑡0.5                                                                                         (2.5) 
Where c is the ice concentration (%) and μoil is the dynamic viscosity of oil (Pas). 
Several algorithms have been developed for modeling oil spread in different ice 
environments and the work from Afenyo et al. (2015) offers a description of some of the 
most scientifically accepted and used in current available models. As the majority of 
spreading models are empirical formulations derived from lab experiments, limitations 
exist and validation has still not been fully performed in real field conditions. 
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Gravitational spreading is assumed to cease when the slick thickness reaches a 
given terminal thickness, at which buoyancy forces acting outwards are in equilibrium with 
surface tension forces, acting inwards. As the slick area grows, it becomes progressively 
thinner up until it reaches a minimum value, resulting in the termination of the spreading. 
It is believed that this final thickness will be a function of oil viscosity, but studies on oil 
spreading are not conclusive on that matter. In ice-covered waters, terminal thickness will 
be also a function of ice thickness and coverage, and some studies indicate that the final 
slick thickness will be greater the higher the ice coverage. Yapa & Chowdhury (1990) 
obtained an equation to define the minimum slick radius under ice by equating the acting 
buoyancy force to the net interfacial tension, assuming that the termination of spreading 
occurs due to a balance between these two forces. Further, Venkatesh et al. (1990) 
developed a set of four equations to model oil slick thickness. The first and second 
formulations defined the slick thickness for oil in cold waters and in particle ice, 
respectively, and both were written as a function of oil viscosity. The third formulation 
described the slick thickness under ice, and it was defined as a function of the overlying 
ice thickness only. Finally, the fourth equation was intended to model the slick thickness 
in high ice concentrations in terms of ice thickness and of a ratio between oil and seawater 
densities. Nazir et al. (2007) used a final value of 0.01 cm in his work for the open water 
case.  
 Natural Dispersion 
If waves or other turbulence sources are present on the sea surface, natural 
dispersion of oil – also known as entrainment in water – may occur. In natural dispersion, 
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oil droplets are driven permanently or temporarily into the water column by the action of 
turbulence in the sea surface generated by tidal sea currents, wind-drift currents and waves, 
being the latter two caused by winds (Delvigne & Sweeney, 1988). If small enough, usually 
less than 0.02 mm, droplets remain in suspension whereas if greater than approximately 
0.05 mm they quickly rise back to the surface, returning to the slick or spreading out as a 
film (Afenyo et al., 2015). Although any turbulence in the sea may potentially lead to oil 
dispersion, according to Liungman & Mattsson (2011), turbulent mixing generated by wind 
shear is unlikely to break up oil slicks, thus the main mechanism that enables natural 
dispersion in the sea is breaking waves. 
Natural dispersion is, along with evaporation, the most important mechanism in the 
prediction of the lifetime of an oil slick on the sea surface (Reed et al., 2009) and is 
controlled by several factors including oil slick thickness, oil viscosity, oil-water interfacial 
tension and wave height, which is a function of wind speed. The degree in which each of 
these factors influence the rate of natural dispersion is still not fully understood, yet a 
number of formulations have been proposed to model the entrainment of oil particles into 
the water column. A review of natural dispersion models was carried out by Fingas (2015), 
who pointed out several issues about all models available. One important note is that none 
of the dispersion models include considerations regarding droplet resurfacing.    
Delvigne & Sweeney (1988) developed an algorithm that is extensively used in 
transport and weathering models, where entrainment rate is a function of breaking wave 
energy and oil droplet diameter: 
𝑄 = 𝐶  𝐷0.57 𝑆  𝐹  𝑑0.7 𝛥𝑑                                                                                                          (2.6) 
17 
 
Where C is an empirical constant dependent on oil type and weathering state; D is 
the dissipated breaking wave energy per unit surface area (J/m2); S is the fraction of sea 
surface covered by oil; F is the fraction of sea surface hit by breaking waves; d is the oil 
droplet diameter (m); and Δd is the droplet diameter interval (m). 
The above equation explicitly considers the influence of droplet diameter in the 
entrainment rate, although this formulation is only valid for a limited range of oil viscosities 
and does not address the droplet vertical displacement. Also, ocean surface turbulence is 
not addressed in the calculations. 
Recent studies (Reed et al., 2009; Li et al., 2017; Li, 2017; Johansen et al., 2015) 
have correlated the permanent entrainment to the droplet rise velocity after the oil has been 
driven down to subsurface by each breaking wave. When waves break over oil slicks, oil 
droplets are formed and forced downwards, separating from the slick to a depth determined 
by the breaking wave energy. The submerged droplets will tend to move upwards back to 
the surface due to buoyancy forces, with a rise velocity dependent on each droplet’s 
diameter. According to Li (2017), when rise velocity of droplets is less than a certain 
vertical turbulence velocity – which is a function of wind speed – the droplets will not 
resurface and therefore will remain permanently entrained in the water column.  
A simpler approach proposed by Mackay et. al. (1980) accounts for the changing 
oil viscosity, the oil-water interfacial tension, the oil slick thickness and the wind speed: 
𝐷 = 𝐷𝑎  𝐷𝑏  =  
0.11 (𝑊 + 1)2
1 + 50𝜇0.5ℎ 𝑆𝑡
                                                                                                (2.7) 
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Where Da is the fraction of sea dispersed per hour; Db is the fraction of dispersed 
oil not returning to the slick; W is the wind speed (m/s); μ is the oil viscosity (cP); h is the 
slick thickness (m); and St is the oil-water interfacial tension (dyne/m). 
In Mackay’s equation, all the calculated dispersed oil is assumed to entrain 
permanently and the mechanism of oil droplet formation is not addressed. 
In ice-covered waters, the presence of ice in its various forms damps the action of 
breaking waves (Afenyo et al., 2015), hindering the natural dispersion process and reducing 
its rate. Liungman & Mattsson (2011) proposed a correction factor to account for ice 
concentration in dispersion models, as follows. 
𝑟𝑖𝑐𝑒 = {
0,                        𝑐 ≥ 0.8                      
(0.8 − 𝑐) 0.5⁄ ,        0.3 ≤ 𝑐 < 0.8           
1,                        𝑐 < 0.3
                                                                  (2.8) 
Considering the damping effect of ice, the above correction factor results in no 
dispersion for high concentration and reduced dispersion for medium ice concentration. 
For low ice concentrations, dispersion rates remain the same as in open waters.   
 Entrainment in Ice 
Before examining the mechanism of oil entrainment in ice, it is convenient to 
elucidate some aspects of sea ice formation, evolution and composition. When ice crystals 
are formed in the ocean, salt collects in ice pores in the form of small droplets known as 
brine, which remains as a liquid and may be expelled back to the underlying water or 
become trapped in pore spaces between ice crystals (National Snow & Ice Data Center). 
The salinity of ice will highly depend on its temperature profile during ice growth, such 
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that warmer temperatures will normally result in formation of lower salinity ice (Petrich et 
al., 2013). After ice is formed though, as temperature increases over time towards summer, 
the trapped brine drains down to the sea, creating brine channels in the ice structure and 
reducing its salinity. These brine channels, that can be up to 10 mm wide (Martin, 1979), 
will be important pathways for oil migration through the ice, from the bottom ice/water 
interface up to the ice surface. 
At high ice concentrations, oil will collect into pools or lenses in under-ice 
roughness elements. During ice growth season, ice may form a lip around the edge of the 
oil lens and encapsulate it. Given the cold temperatures over winter, brine channels are not 
sufficiently developed and therefore oil migration, when present, is limited to the very 
bottom of the ice (Maus et al., 2015). As ice warms, brine channels increase in number and 
size enabling upward migration of oil due to its lower density compared to brine. The rate 
of entrainment in ice will depend on the ice characteristics, as discussed above, as well as 
the thickness of oil pooled in the under-ice depressions. Thicker oil lenses in contact with 
overlying ice will exert greater hydrostatic pressure in the ice bottom and, if a developed 
drainage network is present, will migrate faster and more efficiently than thin oil lenses. 
Thus, pooling capacity of under-ice roughness is a critical parameter for predicting oil 
entrainment in ice.  
The age of the ice plays an important role when determining the oil movement 
through it. Multi-year ice is less saline than first year ice, therefore brine channels won’t 
be as abundant and will generally have smaller diameters. Consequently, the available 
volume for oil to migrate will be limited, meaning that entrainment in multi-year ice is 
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expected to occur at slower rates than in first-year ice. Also, multi-year ice is thicker than 
first year ice, thus a longer time is required for oil to surface on the top of the ice. However,  
storage capacity of under-ice roughness in multi-year ice is greater than in first year ice, 
consequently oil will generally collect with greater thickness (Afenyo et al., 2015) which 
will translate into greater entrainment potential. In fact, Maus et al. (2015) pointed out that 
buoyancy forcing in oil pools under first year ice is insufficient to describe upward 
migration, and convective mass transfer might be the predominant mechanism of 
entrainment for that type of ice. 
Studies to try quantify oil entrainment in ice have been performed (Martin, 1979; 
Karlsson et al., 2011; Petrich et al., 2013; Maus et al., 2015) yielding interesting results, 
although an algorithm that describes the process in terms of its variables is still pending, 
hence modeling is still not feasible. Some authors claim that there is a porosity threshold 
for oil to be able to migrate through the drainage network (Karlsson et al., 2011; Petrich et 
al., 2013), varying from 8 to 15% depending on the type and age of ice. However,  Maus 
et al. (2015) could not determine a porosity threshold in their study. Instead, the authors 
found other factors such as ice age, pore volume, oil lens thickness and convection more 
likely to control the process. The work from Petrich et al. (2013) determined an average 
entrainment capacity of less than 2 L/m2 in winter and of 5 to 10 L/m2 in spring. Karlsson 
et al. (2011) found an entrainment potential of about 1 L/m2 in cold sea ice. In agreement 
with Petrich et al. (2013), Wilkinson et al. (2007) estimated a most probable pooling 
capacity for first year ice of 2 L/m2. The latter work also found that only about 5% of the 
total contaminated area under ice is expected to be oil-covered at any single moment. Oil 
entrainment in ice is dependent on the highly variable pooling capacity of under ice 
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topography – which is inherently heterogeneous – thus description of this process by simple 
parameters might not be realistic (Wilkinson et al., 2007). 
While the above experiments provided estimative on entrainment capacity of ice 
covers, oil encapsulation mechanism is still poorly understood and has never been 
quantified. As connected to the phenomenon of entrainment in ice, a better understanding 
of encapsulation process is of paramount importance.  
The interface between ice and water provides a sheltered environment in constant 
fluid exchange (Petrich et al., 2013), making it a viable habitat for ecological entities such 
as algae and plankton that will be associated with brine channels. Moreover, entrainment 
in ice will be an important route of oil transportation, removing it temporarily from the 
water surface and releasing it back to the ocean in distances away from the spill site upon 
ice melt on spring and summer, as well as bringing oil from below the ice to its surface 
where it becomes accessible to marine birds and mammals. On an experiment performed 
in the pack ice of Svalbard, Boccadoro et al. (2018) found that oil previously entrained in 
the ice remained practically unchanged over the 5 months of monitoring, confirming that 
ice would act as a reservoir, storing the entrained oil and transporting it nearly fresh to 
other locations, posing an environmental risk for regions that wouldn’t be affected by the 
slick otherwise. In that sense, the quantification of entrainment process is crucial to 
enhance oil-in-ice models and environmental risk assessment of oil spills in ice-infested 
waters. 
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 Evaporation 
Evaporation is the most important weathering process that oil undergoes when 
spilled in the sea and is the main process in most oil spill models. In open waters, it accounts 
for removal of up to 40% of the oil mass, whereas in ice-covered waters it can be drastically 
reduced due to cold temperatures, increased oil slick thickness (Afenyo et al., 2015) as well 
as less oil surface area available, since ice floes will be present and part of the oil will be 
submerged underneath the ice. In the Arctic, prolonged periods of darkness over winter 
also lead to reduced evaporation rates. 
Extensive research has been carried out over the past decades to investigate and 
properly model evaporative loss from surface oil slicks, though scientists still diverge 
regarding the complete physicochemical process involved in evaporation. Oil is composed 
of hundreds of compounds (M. Fingas, 1995) that will show different evaporative loss 
profiles and will have different mass transfer coefficients, hence measuring evaporation for 
oil as one single substance is challenging. Fingas (1995) conducted an in-depth review on 
evaporation models and stressed that most evaporation models are based on water 
evaporation process, which is air-boundary layer regulated, although oil is not and 
therefore the mechanism in which it evaporates may differ greatly from that of water. 
Boundary layer is the interface between the air and a liquid, with a thickness generally of 
the order of less than 1 mm, which regulates the evaporation of a pure liquid. The saturation 
of this boundary layer will control the evaporation rate, that is, the liquid will quickly 
evaporate until the air immediately above it becomes saturated, after which the evaporation 
slows down. If no wind is present to move the saturated boundary layer away, the 
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evaporation halts. If a source of turbulence is present, the moisture in the boundary layer 
will be constantly pushed away and the evaporation will be constant.   
Measuring evaporation in water pools is relatively straight-forward but for crude 
oil evaporation mechanism is complex, since many factors are acting together and a 
different process may be playing out. Some liquids are not regulated by a boundary layer 
as they evaporate too slowly to saturate the air immediately above it (Fingas, 2015b). The 
evaporation of such liquids is likely to be associated with the diffusive movement of 
molecules inside the liquid towards its surface. In this case, area of the pool and wind speed 
won’t influence evaporation.  
In general, two approaches are adopted to model evaporation: the pseudo-
component method and the analytical method, the former being a complex and 
computationally-intensive but more accurate method (Afenyo et al., 2015) in which oil is 
fractionated in groups of components of same molecular weight and boiling point, resulting 
in different evaporative rates for each fraction (Nazir et al., 2007). The second approach is 
more widely used in oil spill models as it provides a simpler method to describe analytically 
the evaporation process as a function of vapor pressure using distillation data, which are 
readily available.  
The analytical method proposed by Stiver & Mackay (1984) is the most popular 
and expresses the volume fraction evaporated as: 
𝐹𝐸 = 𝑙𝑛 [1 + 𝐵 (
𝑇𝐺
𝑇
) 𝜃 𝑒𝑥𝑝 (𝐴 − 𝐵
𝑇0
𝑇
)] [
𝑇
𝐵𝑇𝐺
]                                                                  (2.9) 
Where, 
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𝜃 =   
𝐾2𝐴𝑆 𝑡
𝑉0
                         𝑎𝑛𝑑                         𝐾2 = 2.5 𝑥 10
−3 𝑊0.78                                        
And: FE = volume fraction evaporated (%); θ = evaporative coefficient; K2 = mass 
transfer coefficient for evaporation (m/s); W = wind speed (m/s); V0 = initial volume of 
spilled oil (m3); T0 = initial boiling point at FE of zero (K); TG = gradient of the boiling 
point; T = ambient temperature (K); A and B are dimensionless constants derived from 
distillation data; AS = spill area (m
2); and t = time (s). 
Fingas (1995) pointed out that the above formulation only works well until 8 hours 
after the spill occurred, but after that it overpredicts the evaporation as much as 10%. 
Furthermore, the proposed equation assumes oil evaporation as boundary layer-regulated 
and uses constant vapor pressure and boiling point, which does not seem to be the case for 
complex mixtures of components such as oil. 
A simpler approach was proposed by Fingas (2004) in an effort to improve models 
for liquids in which evaporation is not regulated by a boundary layer. The author conducted 
a series of experiments to investigate the evaporative behavior of complex mixtures, testing 
the real influence of parameters used in the equation by Stiver & Mackay (1984) in the rate 
of evaporation. His findings were that, for those liquids wind speed, area and thickness of 
the pooled liquid do not control the evaporation process and therefore should not be 
included in the model. Instead, it appears that a simplistic approach suffices to describe 
diffusion-regulated evaporation as a function of distillation data, temperature and elapsed 
time only. 
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For this new empirical approach, distillation data is used to develop a unique 
equation for each type of oil, given that each oil is unique in its composition and thus distills 
at different rates, so different treatment is required. In his experiments, the author found 
that the distillation percentage at 180o C has good correlation with the parameters in the 
newly developed equation. One of his findings is that oils and fuels evaporate at two 
different regimes, because some lighter fuels such as diesel and kerosene have a narrower 
range of compounds than the majority of more complex oils. For those oils, evaporation is 
a function of the square root of time. For all the others, the evaporation takes place as the 
logarithm of time. From the experiments, the following equations were proposed (Fingas, 
2004, 2015): 
For oils that display a logarithmic behavior: 
% 𝐸𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑒𝑑 =  [0.165(%𝐷) + 0.045(𝑇 − 15)] ln(𝑡)                                             (2.10) 
For oils that display a square root behavior: 
% 𝐸𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑒𝑑 =  [0.0254(%𝐷) + 0.01(𝑇 − 15)] √𝑡                                                  (2.11) 
Where %D is the percentage distilled at 180o C; T is temperature (oC); and t is the 
elapsed time (minutes). 
With these equations, Fingas (2004, 2015) described the phenomenon of oil 
evaporation in terms of simple and readily available parameters. Equations can be 
developed for any type of oil, as long as distillation data is obtainable. Based on that, the 
author developed a series of equations for the most common types of oils which can be 
found in Fingas (2015) and be readily used. The equations describe in a very simple manner 
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the evaporation in terms of temperature and time only. As an example, the evaporation 
equation for the Statfjord crude is: 
% 𝐸𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑒𝑑 = (2.67 + 0.06𝑇) ln(𝑡)                                                                            (2.12) 
Toz & Koseoglu (2018) found good correlation between the equations proposed by 
Fingas (2015) and the evaporation rates predicted by the oil spill model PISCES 2 for two 
different spill scenarios simulated at the Bay of Izmir, in Turkey, showing its reliability 
when compared to existing models. 
Evaporation causes an increase in oil viscosity as volatile fractions of oil are lost to 
the atmosphere. Light oils can change drastically from fluid to viscous and heavy oils can 
become practically solid (Fingas, 2015). After enough time, some types of oil will form tar 
balls or tar matts on the sea surface. Sebastiao & Guedes (1995) proposed the following 
equation to model increase in viscosity due to evaporation: 
𝜇 = 𝜇0 exp (𝐶4𝐹𝐸)                                                                                                                    (2.13) 
Where μ is the new viscosity (cP), μ0 is the initial viscosity, C4 is a constant 
dependent on the oil type, taken as 10 for crude oil, and FE is the percent evaporated at a 
given time. 
Currently there is no specific algorithm for modeling oil evaporation in ice 
conditions, although the algorithm by Fingas (2004, 2015) include the temperature as a 
dominant parameter, hence reduced evaporation rate in cold environments can still be 
modeled. Liungman & Mattsson (2011) included an ice correction factor in their equation 
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for evaporation to account for ice concentration, assuming that only oil on the water surface 
between floes will experience evaporative loss.  
 Emulsification 
Water-in-oil emulsions are formed after oil is spilled in the ocean as water droplets 
are absorbed into the oil matrix, creating a “mousse” like patch. According to Fingas (2015) 
emulsification depends on percentage of resins and asphaltenes, which act as natural 
surfactants and stabilize the water droplets within the oil slick.   
Fingas (2015) found four types of water-in-oil emulsions can be formed: stable and 
meso-stable emulsions, entrained water-in-oil, and unstable types. The four types have 
unique properties and differ basically in stability of emulsion and water content. Once one 
type is formed, it is believed that it won’t convert to any other type. A thorough description 
of all types is given in Fingas (2015). 
Understanding the mechanism by which water is incorporated by oil slicks and 
form emulsions entails quantifying energy levels at sea (Afenyo et al., 2015). Also, the 
physicochemical processes that control the stability of emulsions need to be considered, 
thus modeling oil emulsification is challenging. Most oil spill models use the formulation 
from Mackay et al. (1980) to determine the rate of incorporation of water into oil, given 
by: 
𝑌 = 𝐶𝑓 [1 − 𝑒𝑥𝑝 (
−2𝑥10−6
𝐶𝑓
(1 + 𝑊)2𝑡)]                                                                         (2.14) 
Where Y is the water content (%); Cf is the final water content; W is the wind speed 
(m/s) and t is time (s). The final water content for crude oils and heavy fuel oil is 0.7 for 
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the open water case. Mackay’s equation describes the water uptake in terms of wind speed 
and time only besides the final water content constant, which represents a simplification of 
the complexity involved in the process. The stability of the emulsion is not addressed and 
therefore the model does not represent the whole physicochemical mechanism by which 
emulsification occurs. 
Currently, there is no specific algorithm to represent mathematically the mousse 
formation in ice-infested waters. Emulsification may be considerably reduced in high ice 
concentrations as wind-driven turbulence will be damped by the ice, resulting in limited 
water uptake by the oil slick. Liungman & Mattsson (2011) included an ice correction 
factor in their equation for modeling emulsification in the form of (1-c), where c is the ice 
concentration. Recent experiments from Brandvik et al. (2010a) suggested that the final 
water content decreases with increasing ice concentration to as low as 0.2 for 90% ice 
coverage. Based on those experiments, Yang et al. (2015) came up with a relation to 
represent the emulsification in waters with 90% ice coverage by adapting Eq. (2.14) to this 
condition. The resulting algorithm is: 
𝑌 = 0.34𝐶𝑓 [1 − 𝑒𝑥𝑝 (
−2𝑥10−6
𝐶𝑓
(1 + 𝑊)2𝑡)] − 1.32                                                   (2.15) 
Meso and large-scale experiments carried out by SINTEF (Brandvik et al., 2010a 
and 2010b) showed great variability in the final water content for different ice 
concentrations, which may indicate the need for a correction in the final water content 
constant, Cf, to account for ice coverage. 
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Mousse formation greatly increases the volume of the oil slick and the oil viscosity, 
as well as its density as water is incorporated to the oil matrix. According to Brandvik & 
Faksness (2009), oil viscosity increases as a result of internal friction between water 
droplets and the continuous oil phase as they are stabilized by naturally occurring surface 
active components of oil such as asphaltenes, waxes and resins. Sebastiao & Guedes (1995) 
used the Mooney equation to model the increase in viscosity driven by emulsification: 
𝜇 = 𝜇0 exp [
2.5𝑌
(1 − 𝐶𝑓𝑌)
]                                                                                                          (2.16) 
The work by Yang et al. (2015) presented an adapted version of Eq. (2.16) to 
model the increase in viscosity due to emulsification at 90% ice coverage, based on the 
experiments by Brandvik & Faksness (2009): 
𝜇 = 0.28𝜇0 exp [
2.5𝑌
(1 − 𝐶𝑓𝑌)
] − 150                                                                                     (2.17) 
 Fugacity-Based Multimedia Fate Modeling 
When an organic chemical enters the environment, it will partition between the 
available phases through diffusive or advective processes seeking to reach an equilibrium 
distribution in which the chemical potential in all phases is equal. Also, the chemical might 
undergo transformation as a result of interaction with water, air and other environmental 
pressures such as sunlight. The transformation and migration of the chemical between 
phases will be controlled by several factors, or processes, and quantifying these processes 
is vital to understand the behavior of contaminants in the environment.   
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The concept of fugacity was first presented in 1901 by G.N. Lewis as an equivalent 
for chemical potential and represents the “escaping” tendency of a chemical from a medium 
(Mackay, 2001). Since it correlates linearly to concentration, it consists in a simpler 
approach to model concentration profiles in a multimedia environment when compared to 
the use of chemical potential, which is logarithmically related to concentration.   
An evaluative environment can be conceived to study the distribution of the 
chemical and one can include as many phases – or compartments – as deemed relevant for 
the analysis. In a marine environment, it is convenient to consider water, air, sediment and 
biotic phases. If Arctic waters are under investigation, ice should be also included as a 
compartment. Each bulk compartment encompasses sub-compartments consisting of pure 
and dispersed phases (Yang et al., 2015) that will be included in the calculations by their 
volume fractions in the bulk phase. For instance, water phase is composed by water, biota 
and particulate matter. The sum of the volume fractions of each sub-compartment will then 
constitute the bulk compartment. The chemical will be transferred by diffusive mechanisms 
from phases with lower to those with greater fugacity capacity for that given substance and 
equilibrium will be established when fugacity is equal in all phases. In addition, the 
chemical may be subject to reaction and advective transport between phases, in or out of 
the considered evaluative environment. 
Mackay (1979) introduced a set of models consisting in four levels of increasing 
complexity to predict intermedia transport, transformation rates, buildup tendency and 
overall concentration of organic chemicals in multimedia environments, as detailed in the 
next sub-sections.  
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 Level I 
Level I defines the simple partition of a substance between phases in a closed 
environment assuming equilibrium between phases, a constant amount of chemical and no 
degradative or advective processes. Fugacity is directly and linearly correlated to 
concentration as stated by Mackay & Paterson (1981): 
𝐶 = 𝑓 𝑍                                                                                                                                       (2.18) 
Where C is the concentration (mol/m3); f is the fugacity (Pa) and Z is the fugacity 
capacity of a compartment (mol/m3 Pa). Z values can be defined for all environmental 
compartments, and a summary is provided in Table 2-1 below. 
Table 1-1: Definition of Z values for various phases (Adapted from Mackay, 2001). 
Phase Z Value (mol/m3 Pa) Parameter Definition 
Pure solute 𝑍𝑃 = 1/𝑃
𝑆𝑉 
P S = vapor pressure (Pa) 
V = molar volume (m3/mol) 
Air 𝑍𝐴 = 1/𝑅𝑇 
R = gas constant = 8.314 Pa m3/mol K 
T = temp. (K) 
Water 𝑍𝑊 = 1 𝐻 = 𝐶
𝑆 𝑃𝑆⁄⁄  
C S = aqueous solubility (mol/m3) 
H = Henry’s law constant (Pa m3/mol) 
Solid  
Sorbents 
𝑍𝑆 = 𝐾𝑃𝜌𝑆 𝐻⁄  
KP = soil/water partition coeff. (L/kg) 
ρs = density (kg/L) 
Biota 𝑍𝐵 = 𝐾𝐵𝜌𝑆 𝐻⁄  
KB = bioconcentration factor (L/kg) = LB KOW 
LB = lipid content of organism ≈ 0.048 
KOW = octanol/water partition coefficient   
Wania (1997) suggested a Z value for the ice-air interface to be applied when ice 
cover is included as a compartment, as follows: 
𝑍𝑖𝑎 =  𝐾𝑖𝑎 𝑅𝑇⁄ = 𝐾𝑖𝑎 𝑍𝐴            
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Where Kia is the ice surface-air partition coefficient (m) and all other parameters as 
in Table 2-1. The Z value of each bulk compartment will be given by the sum of Z values 
of all sub-compartments present, considering their volume fractions in the bulk phase. 
Considering an evaluative environment consisting of air, water, sediment, ice and 
biota, for Level I calculations: 
𝑓𝐴 = 𝑓𝑊 = 𝑓𝑆 = 𝑓𝐼 = 𝑓𝐵                                                                                                            (2.19)  
Where fA, fW, fS, fI and fB are fugacities of air, water, sediment, ice and biota, 
respectively, given in units of pressure (Pa). Assuming that a single fugacity f applies to 
all compartments and if M is the total amount of chemical in the environment, in moles, Vi 
is the volume (m3), Zi is the fugacity capacity (mol/m3 Pa) and Ci is the concentration 
(mol/m3) for the compartment i, it can be stated that for a Level I calculation: 
𝑀 =  ∑ 𝑉𝑖 𝐶𝑖 =  ∑ 𝑉𝑖 𝑍𝑖 𝑓𝑖 = 𝑓 ∑ 𝑉𝑖 𝑍𝑖                                                                                  (2.20) 
And therefore: 
𝑓 =  
𝑀
∑ 𝑉𝑖 𝑍𝑖
                                                                                                                                (2.21) 
Given the direct relationship between fugacity and concentration (Eq. (2.18)), the 
concentrations in all phases can be deducted from Eq. (2.21). 
 Level II 
On Level II, an emission source at constant rate is added to the system in addition 
to the loss processes of reaction and advection, although equilibrium is still assumed 
between phases, thus a single fugacity for all media still applies.  
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The chemical might be removed from or enter the evaluative environment by 
advective processes such as ocean currents and wind, but on Level II there is no transport 
between phases, as they are in equilibrium. Advection is expressed by a flow rate G (m3/h) 
and when contaminant is present in the inflow of air or water, it adds up to the emissions 
as chemical inputs to the evaluative environment. The advective residence time for a given 
phase will be given by its volume divided by the outflow rate of contaminant. Net 
accumulation may occur if the inflow of contaminant is greater than the outflow or, if no 
contaminant is present in the inflow of air or water, the advective outflow will result in loss 
of chemical from the evaluative environment. Mackay & Paterson (1981) pointed out that 
information on advective processes is of great regulatory importance, as reduction in local 
contaminant emissions might not be followed by the same level of reduction in 
concentrations if the chemical is being advected with winds and currents into the 
considered environment from unknown emission sources elsewhere. 
Reaction processes are those by which the chemical nature of a solute is changed 
(Mackay, 2001) and they comprise photolysis, hydrolysis, biodegradation and oxidation. 
It is defined in terms of a first-order rate constant k, which is a function of the reaction half-
life τ of the chemical in a given environment and have units of reciprocal time (h-1). 
Transformation and transport processes are described through fugacity rate 
constants, known as D values (mol/Pa h). For the advective transport into and out of a 
compartment i, the D value is defined as: 
𝐷𝐴𝑖 = 𝐺𝑖 𝑍𝑖                                                                                                                                  (2.22) 
The D value for reaction of a chemical contained in the compartment i is given by: 
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𝐷𝑅𝑖 = 𝐾𝑅𝑖 𝑉𝑖 𝑍𝑖                                                                                                                           (2.23) 
The analysis of D values provides awareness on the relevance of a process in the 
context of the environment under study. When multiplied by the fugacity, D values give 
the rates of transport and transformation processes. Fast processes will have large D values, 
thus will have a greater relative importance than processes with lower D values, which can 
often be ignored in the calculations given the long time required for those processes to 
degrade or transport the chemical.  
The emission rate is then given by: 
𝐸 = ∑ 𝐷𝑖𝑓𝑖                                                                                                                                  (2.24) 
Given a single fugacity applies to all compartments, Eq. (2.23) can be re-written in 
the following form: 
𝑓 =  
𝐸
∑ 𝐷𝑖
                                                                                                                                    (2.25) 
 Level III 
The next level accounts for intermedia transport processes such as diffusion, 
deposition and resuspension, hence the equilibrium assumption is relaxed, meaning that a 
common fugacity for all compartments no longer applies. Additionally, on Level III each 
compartment may receive chemical input from phase-specific emission sources, as 
opposed to the assumption on Level II of one single emission source for the entire 
evaluative environment. As in real environments equilibrium between phases is often an 
unrealistic assumption, Level III calculations output more accurate results for the cost of 
increase in complexity. However, the system remains in steady state as in the two previous 
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levels, that is, the fugacity in each compartment does not change over time. Emissions 
maintained constant for a long enough time, for instance, will reach steady state and Level 
III can be applied (Webster et al., 2005). Also, equilibrium is assumed within the 
compartments, implying that the bulk phases are homogeneous spatially and the dispersed 
phases (sub-compartments) within each compartment have the same fugacity. 
At steady state, mass conservation applies and the amount of chemical emitted to 
each compartment should be balanced by the amount transported to another phases and the 
amount lost through reaction and advection. In general lines, (Webster et al., 2005) 
postulated that: entering = advected + degraded + transferred. In that sense, considering 
DTi as the sum of all D values in the phase i (DTi = DAi + DRi + ΣDi-j), being ΣDi-j the sum 
of D values for all intermedia processes from the phase i to j, it can be demonstrated that: 
𝐸𝑖 + ∑ 𝐷𝑗−𝑖 𝑓𝑗 = 𝑓𝑖 𝐷𝑇𝑖                                                                                                              (2.26) 
Isolating the fugacity term for the phase i on Eq. (2.26), it follows that: 
𝑓𝑖 =  
(𝐸𝑖 +  ∑ 𝐷𝑗−𝑖 𝑓𝑗)
 𝐷𝑇𝑖
                                                                                                             (2.27) 
With the formulations above, every process taking place in the environment can be 
accounted for by the inclusion of D values for as many processes as deemed relevant in the 
analysis. D values can be estimated for every process in nature, even though uncertainties 
regarding the rates in which they occur impose limitations to the ability to define these 
transport parameters. D values can be generally defined by the formulation D = A U Z, 
where A (m2) is the surface area between phases, where the exchange of chemical takes 
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place and U is the rate of transport for the process, given in m/h. A summary of some 
relevant intermedia D values for an evaluative environment consisting of air, water and 
sediment is given in Table 2-2.  
Table 1-2: Intermedia transfer D values for an evaluative environment consisting of 
air, water and sediment. (Adapted from Mackay, 2001). 
Phase Process D Value (mol/Pa h) 
Air(1) – Water(2) 
Diffusion DV = 1/(1/KVA A12 ZA + 1/KVW A12 ZW) 
Rain Dissolution DRW2 = A12 UQ ZW 
Wet Deposition DQW2 = A12 UR Q VQ ZQ 
Dry Deposition DQD2 = A12 UQ VQ ZQ 
Total D (1-2) D12 = DV + DRW2 + DQW2 + DQD2 
Total D (2-1) D21 = DV 
Water(2) – Sediment(3) 
Diffusion DY = 1/(1/KSW A23 ZW + Y4/BW4 A23 ZW) 
Deposition DDS = A23 UDP ZP 
Resuspension DRS = A23 URS ZS 
Total D (2-3) D23 = DY + DDS 
Total D (3-2) D32 = DY + DRS 
In Table 2-2, KVA is the air-side mass transfer coefficient (m/h); KVW is the water-
side mass transfer coefficient (m/h); UQ is the dry deposition velocity (m/h); UR is the rain 
rate (m/h); Q is the scavenging ratio (dimensionless); VQ is the volume fraction of aerosols 
in air (dimensionless); ZQ is the fugacity capacity of aerosols (mol/m
3 Pa); KSW is the 
water-side mass transfer coefficient over sediment (m/h); Y4 is the diffusion path length in 
sediment (m); BW4 is the molecular diffusivity in water (m
2/h); UDP is the sediment 
deposition rate (m3/m2 h); URS is the sediment resuspension rate (m
3/m2 h); Aij is the 
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interfacial area between media i and j; and subscripts in Z are A for air, W for water, S for 
sediment and P for particles in water. Mackay (2001) provides a list of order-of-magnitude 
values for those and other parameters used in the calculations of D values. 
As an example, the mas balance for the same evaluative environment is expressed 
by (adapted from Mackay, 2001): 
• Air (1): 
𝐸1 + 𝐺𝐴1𝐶𝐴1 + 𝑓2𝐷21 = 𝑓1(𝐷12 + 𝐷𝑅1 + 𝐷𝐴1) = 𝑓1𝐷𝑇1                                                  (2.28) 
• Water (2): 
𝐸2 + 𝐺𝐴2𝐶𝐴2 + 𝑓1𝐷12 + 𝑓3𝐷32 = 𝑓2(𝐷21 + 𝐷23 + 𝐷𝑅2 + 𝐷𝐴2) = 𝑓2𝐷𝑇2                     (2.29) 
• Sediment (3): 
𝐸3 + 𝑓2𝐷23 = 𝑓3(𝐷32 + 𝐷𝑅3) = 𝑓3𝐷𝑇3                                                                                (2.30) 
Where Ei is the direct emission to the compartment i and the group GAiCAi is the 
advective input, being CAi the concentration of contaminant in the inflow of air or water. 
 Level IV 
The last level is a natural extension of Level III to reflect unsteady-state conditions. 
It provides the most realistic mass balance of contaminant in the environment amongst all 
four levels, as no simplifications are necessary on Level IV. The behavior of the chemical 
can be examined in more details and the effects of changing emissions can be observed 
over time. Level IV calculations are useful when the goal is to determine how 
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concentrations will vary and how environmental media will respond to reduction or 
increase in emissions, as well as to estimate recovery times after the emissions have ceased. 
On Level IV, calculations are similar to those from Level III, but now the fugacity 
is varying with time, thus the equations are written in the differential form. Here, all 
chemical entering each compartment is either transported to another phase (in the same 
evaluative environment), lost from the evaluative environment through reaction or 
advection or accumulate in that given compartment, becoming part of its chemical 
inventory. The mass balance hence dictates that the rate of inventory change should equal 
the difference between the rate of chemical entering and leaving the compartment. The 
mass balance for a compartment i will thus be given by (Mackay, 2001): 
𝑉𝑖𝑍𝑖 𝑑𝑓𝑖 𝑑𝑡⁄ = 𝐼𝑖 + ∑(𝐷𝑗−𝑖𝑓𝑗) − 𝐷𝑇𝑖𝑓𝑖                                                                                   (2.31) 
Where Vi is the volume of the compartment i, Ii is the input rate, which may be a 
function of time, and all other parameters as stated before. The group Di-jfj represents the 
chemical input to the given compartment, whereas the group DTifi represents the total 
output. The left-hand side of Eq. (2.31) represents the rate of change in the inventory of 
chemical in the compartment, given in mol/h, and can be transformed into concentration 
through Eq. (2.18). 
A system of linear differential equations can be assembled with one equation for 
each compartment and be solved either analytically or numerically, although numerical 
methods offer a simpler solution. Mackay (2001) and colleagues developed a series of 
software to compute the mass balance of contaminants in multimedia environments using 
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concepts of Levels I, II and III models, and a description of those applications is available 
in his work. 
 Food-Web Bioaccumulation Models 
The concept of fugacity can be explored to investigate the interaction of organisms 
with organic contaminants present in the environment by the study of uptake and loss 
mechanisms taking place at organs and tissues. By the inclusion of biota as a bulk 
compartment in the fugacity calculations it is possible to analyze the transfer of 
contaminants between the abiotic and biotic media. The long-term effects of chemical 
exposure can then be quantified objectively, subsidizing ecological risk assessment and 
restoration efforts. According to Sharpe & Mackay (2000), food-web bioaccumulation 
models “may help to identify vulnerable species, assess the potential for effects, and guide 
monitoring programs”. 
Hydrophobic organic chemicals are soluble in lipid, thus likely to accumulate in 
lipidic fraction of organisms in concentrations usually many orders of magnitude higher 
than that of the surrounding environment. Moreover, the contaminant might be transferred 
to organisms in upper levels in the food chain by the phenomenon of biomagnification, by 
which a chemical becomes increasingly concentrated in the food chain from lower to higher 
trophic levels (Mackay, 2001). 
Bioaccumulation encompasses two separate phenomena that are described under 
this broader concept. In the context of marine ecosystems, bioconcentration is the 
mechanism whereby chemicals present in the water are absorbed through respiration, and 
the uptake occurs by diffusive exchange via the organism’s gills. It is generally determined 
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by exposing fish to chemicals in a lab environment where food is not administered 
(Mackay, 2001) and is defined by a bioconcentration factor (BCF) which is the ratio 
between the contaminant concentration in the organism and in the water. Biomagnification 
is a consequence of ingestion of contaminated food, leading to an increase in fugacity from 
prey to predator. It is more likely to occur for chemicals with high log KOW (>5) which are 
not readily metabolized (Mackay, 2001), therefore are carried up to higher trophic levels. 
Bioaccumulation is then the total effect of bioconcentration and biomagnification and is 
controlled by a balance between chemical uptake and loss in organisms. 
The dynamics of bioaccumulation depends on two main uptake processes and four 
loss processes. Chemical may be taken up by aquatic organisms through exchange with 
water via gills and food consumption. Gill exchange also results in chemical clearance, 
which adds up to the loss processes of egestion, metabolism and growth dilution. Each 
process can be described in terms of a D value, as in Table 2-3. Metabolism and growth 
dilution are considered as self-elimination processes, as no chemical is exchanged with the 
environment. Metabolism will lead to internal transformation of chemical controlled by a 
metabolic rate constant, kM, determined by the chemical’s half-life in the organism. Loss 
by growth dilution is simply attributed to an increase in the organism’s volume, which will 
result in a lower amount of chemical per body weight, that is, a lower concentration. The 
mechanisms by which metabolic clearance occur are not well understood given the 
difficulties to measure metabolic rates. Likewise, growth dilution depends on growth rates 
which can vary substantially between individuals even from the same species, thus is also 
challenging to be measured and generalized as a model. 
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Table 1-3: D values for chemical uptake and clearance processes in aquatic 
organisms (adapted from Campfens & Mackay, 1997). 
Process D Value (mol/Pa h) Parameter Definition  
Uptake from food 𝐷𝐴 = 𝐸𝐴𝐺𝐴𝑍𝐴 
GA = gross food ingestion rate (m
3/h) 
EA = gut absortion efficiency (%) 
Gill uptake 𝐷𝑊𝐼 = 𝑘1𝑉𝐹𝑍𝑊 
k1 = gill uptake rate constant (h
-1) 
VF = volume of organism (m
3) 
Gill elimination 𝐷𝑊𝐸 = 𝑘2𝑉𝐹𝑍𝑊 k2 = gill elimination rate constant (h
-1) = k1/LBKOW 
Loss by egestion 𝐷𝐸 = 𝐷𝐴 𝑄⁄  
DA = D value for uptake from food (mol/Pa h) 
Q = limiting biomagnification factor ≈ 3 
Metabolism 𝐷𝑀 = 𝑘𝑀𝑉𝐹𝑍𝐹  
kM = metabolic rate constant (h
-1) 
ZF = Fugacity capacity of organism (mol/m
3 Pa) 
Growth dilution 𝐷𝐺 = 𝑍𝐹 (𝑑𝑉𝐹 𝑑𝑡)⁄  dVF/dt = growth rate (m
3/h) 
 
A detailed definition of the parameters from Table 2-3 is available in the work by 
Campfens & Mackay (1997).  Based on the D values presented on Table 2-3, a set of 
equations can be assembled to model uptake and clearance processes in a single organism, 
which can then be extended to linear food chains and finally to complex food webs.  
For a single organism, the steady-state fugacity in a fish is given by: 
𝑓𝑊𝐷𝑊𝐼 + 𝑓𝐴𝐷𝐴   = 𝑓𝐹(𝐷𝑊𝐸 + 𝐷𝐸 + 𝐷𝑀 + 𝐷𝐺)                                                                   (2.32) 
Where fW, fA and fF are the fugacities of water, air and fish, respectively and D 
values as in Table 2-3. Eq. (2.32) can be re-written isolating the fugacity in fish: 
 𝑓𝐹 = (𝑓𝑊𝐷𝑊𝐼 + 𝑓𝐴𝐷𝐴) (𝐷𝑊𝐸 + 𝐷𝐸 + 𝐷𝑀 + 𝐷𝐺)   ⁄                                                           (2.33) 
 By the previous formulations, fugacity in organisms are explicitly expressed in 
terms of chemical uptake and loss processes. The group fWDW1 controls the uptake from 
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water, representing the bioconcentration phenomenon, while the group fADA controls the 
uptake from food, representing biomagnification. In fact, Campfens & Mackay (1997) 
suggested the dimensionless quantities W and A as “fugacity factors” for uptake through 
respiration and food ingestion, respectively, define by: 
𝑊 = 𝐷𝑊𝐼 (𝐷𝑊𝐸 + 𝐷𝐸 + 𝐷𝑀 + 𝐷𝐺)   ⁄                                                                                   (2.34) 
𝐴 = 𝐷𝐴 (𝐷𝑊𝐸 + 𝐷𝐸 + 𝐷𝑀 + 𝐷𝐺)   ⁄                                                                                       (2.35) 
Replacing the fugacity factors in Eq. (2.33), it becomes: 
𝑓𝐹 = 𝑓𝑊𝑊 + 𝑓𝐴𝐴                                                                                                                       (2.36) 
Both processes of bioconcentration and biomagnification are thus objectively 
addressed, and inference can be made on dominant uptake and loss processes as well as on 
the time required for chemical depuration. Highly hydrophobic chemicals of log KOW 
greater than 5, for instance, will display high values for A, meaning that uptake occurs 
mostly by food ingestion and gill uptake will not be significant. If it is desired to follow 
the change in concentrations over time and observe the long-term behavior of the 
contaminant in the biotic media, the unsteady-state version of Eq. (2.33) is given by: 
𝑉𝐹𝑍𝐹 𝑑𝑓𝐹 𝑑𝑡⁄ = 𝑓𝑊𝐷𝑊𝐼 + 𝑓𝐴𝐷𝐴 − 𝑓𝐹(𝐷𝑊E + 𝐷𝐸 + 𝐷𝑀 + 𝐷𝐺)                                       (2.37) 
The same framework of formulations can be further developed to model chemical 
transfer in food webs of increasing complexity. The first case is a linear food chain, 
whereby organisms in each trophic level feed exclusively in organisms at the immediate 
lower level. It is possible thus to treat each organism as a single bulk compartment 
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interacting only with the water and with organisms one trophic level lower. The structure 
of the food chain will be defined according to the ecosystem under investigation, but 
general guidelines can be applied to most cases. The food chain will start with simple 
organisms such as phytoplankton, which are likely to be in equilibrium with water, hence 
food uptake and egestion can be neglected and water fugacity applies (Campfens & 
Mackay, 1997). From more simple organisms, the food chain progressively increases in 
complexity, moving to invertebrates, fish and so on. The model can include as many trophic 
levels as deemed relevant for the analysis without increasing complexity in the 
calculations. The steady-state mass balance for a three-level linear food chain starting from 
an organism in equilibrium with water will be then: 
𝑓1 = 𝑓𝑊𝐷𝑊𝐼1 (𝐷𝑊𝐸1 + 𝐷𝑀1 + 𝐷𝐺1)⁄ = 𝑓𝑊𝑊1                                                                    (2.38) 
𝑓2 = (𝑓𝑊𝐷𝑊𝐼2 + 𝑓1𝐷𝐴2) (𝐷𝑊𝐸2 + 𝐷𝐸2 + 𝐷𝑀2 + 𝐷𝐺2)⁄ = 𝑓𝑊𝑊2 + 𝑓1𝐴2                     (2.39) 
𝑓3 = (𝑓𝑊𝐷𝑊𝐼3 + 𝑓2𝐷𝐴3) (𝐷𝑊𝐸3 + 𝐷𝐸3 + 𝐷𝑀3 + 𝐷𝐺3)⁄ = 𝑓𝑊𝑊3 + 𝑓2𝐴3                     (2.40) 
Where subscripts 1, 2 and 3 represent trophic levels in the food chain, from the 
lowest to the highest. A diagram is showed in Figure 2-1 to visually represent the food 
chain structure. 
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Figure 1-1: Linear food chain structure. Dashed arrows represent uptake by 
respiration and solid arrows represent uptake by food consumption                                                           
(adapted from Campfens & Mackay, 1997). 
The system of equations representing the food chain can then be combined with the 
equations for the abiotic media and be solved by numerical methods. The entire multimedia 
environment can thus be modeled, and concentration profiles can be determined for each 
biotic and abiotic compartment separately, enabling an in-depth analysis of all relevant 
aspects of contaminant distribution in the environment.  
Moving forward, the linear food chain structure can be expanded to represent 
general food webs, where organisms from upper trophic levels may consume organisms 
from any trophic level equal or below its own level, including themselves. This approach 
is the most realistic, as in nature dietary habits rarely consists of only one species.  
A matrix consisting of N equations for N species mutually interacting can be 
obtained based on the following equation, where the organism i respire in water and/or 
sediment: 
𝐷𝑊𝐼𝑖(𝑥𝑊𝑓𝑊 + 𝑥𝑆𝑓𝑆) + ∑(𝐷𝐴𝑗𝑖𝑓𝑗) = 𝑓𝑖(𝐷𝑊𝐸𝑖 + 𝐷𝑀𝑖 + 𝐷𝐺𝑖 + ∑𝐷𝐸𝑖)                            (2.41) 
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 Re-writing Eq. (2.41) as a function of fi and applying the fugacity factors defined 
in Eqs. (2.34) and (2.35), it becomes: 
𝑓𝑖 = ∑(𝐴𝑗𝑖𝑓𝑗) + 𝑊𝑖(𝑥𝑊𝑓𝑊 + 𝑥𝑆𝑓𝑆)                                                                                       (2.42) 
If the three-level linear food chain represented by Eqs. (2.38 – 2.40) is generalized 
to include branched feeding, the following matrix represents the general food web: 
[
(1 − 𝐴11) −𝐴21 −𝐴31
−𝐴12 (1 − 𝐴22) −𝐴32
−𝐴13 −𝐴23 (1 − 𝐴33)
] [
𝑓1
𝑓2
𝑓3
] = [
𝑊1(𝑥1𝑊𝑓𝑊 + 𝑥1𝑆𝑓𝑆) 
𝑊2(𝑥2𝑊𝑓𝑊 + 𝑥2𝑆𝑓𝑆) 
𝑊3(𝑥3𝑊𝑓𝑊 + 𝑥3𝑆𝑓𝑆) 
]                         (2.42) 
Where subscripts in the matrix A represent the consumption of organism j by 
organism i. Campfens & Mackay (1997) pointed out that the matrix can be solved by 
Gaussian elimination subroutine and that it can be shown that the linear food chain 
described by Eqs. (2.38 – 2.40) is a special case of this general matrix in which all Aji 
values are zero, except for A12 and A23. 
Food-web bioaccumulation models represent an invaluable tool to predict biotic 
response to contaminant exposure in an ecosystem level, describing in details important 
processes of chemical exchange between organisms and between organisms and the abiotic 
media. It can be used to define priority species that are more sensitive to contaminants, 
thus more susceptible to impacts, as well as to predict possible human risk potential given 
the consumption of contaminated food. However, the reliability of the analysis is highly 
dependent on the accuracy of the selected parameters, and uncertainties regarding the 
methods of estimation of those parameters should be addressed properly. Many transport 
rates and organism properties such as feeding rates are of difficult quantification, thus care 
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must be taken to ensure that parameters with higher sensitivity to the model outputs are 
estimated with accuracy. Additionally, judgement on which processes to include in the 
calculations must be based on scientific evidence and relevance for the analysis. On one 
hand, the inclusion of processes that are not relevant may lead to unnecessary increase in 
complexity, consequently greater computational capacity is required for the model. On the 
other hand, the absence of a significant process may imply in biased and erroneous 
predictions. 
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 Chapter 3: The Influence of Different Ice 
Conditions on the Fate and Transport of 
Surface Oil Slicks 
Abstract: As some regions of the Arctic become ice-free for extended periods throughout 
the year, its resources become more accessible and its waters turn into routes for marine 
traffic. Due to the lack of knowledge on the Arctic environment, developing this area brings 
about a whole new range of risks and amongst them is the risk of oil spills. Oil spill models 
have been developed and adapted for Arctic conditions, but some of the main transport and 
weathering processes are still poorly understood in ice conditions. The present work 
proposes improvements to existing transport and weathering algorithms in order to describe 
these processes as a function of ice coverage. In addition, a simplistic formulation is 
introduced to model oil entrainment in ice, a process so far neglected in oil-in-ice models. 
The outputs of the model show good agreement with results from field experiments 
conducted by SINTEF at the Barents Sea in 2009. 
 Introduction 
Increased marine traffic and growing interest in Arctic resources from the industry 
and governments pose risks to that environment (Nevalainen et al., 2016). The 
development of tools to understand the interactions between oil and ice is of vital 
importance in the planning of such activities. Risk management and emergency 
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preparedness in Arctic activities will be highly reliant in accurate information on oil 
behavior in those environments (French-McCay et al., 2017). 
Ongoing research seeks understanding of the mechanisms that control the behavior 
of oil when ice is present and algorithms have been developed or adapted to ice conditions, 
but some key processes are still not well understood (Afenyo et al., 2016b). Oil movement 
through the ice, i.e., encapsulation and subsequent entrainment in ice, are currently not 
included in oil spill models due to the lack of algorithms to describe these processes, even 
though experiments have been conducted to investigate it (Martin, 1979; Karlsson et al., 
2011; Petrich et al., 2013; Maus et al., 2015). Knowledge on other important transport and 
weathering processes such as natural dispersion, evaporation and emulsification are also 
limited even for open waters, and the presence of ice complicates even further modeling 
efforts. The access to ice-covered waters is still very restricted and only a few exploration 
developments have been possible in the Arctic, hence case studies of real oil spills in those 
environments are scarce (Nevalainen et al., 2016). In addition, field experiments involving 
oil release face severe regulatory control and, in most cases, environmental agencies do not 
grant a permit for those activities. In this context, oil-in-ice models are highly reliant in 
lab-scale experiments and validation in realistic field conditions represents a challenge 
(Wang et al., 2008). Given the difficulties regarding validation of existing models, it is 
important that research moves forward in this field, bringing new perspectives from 
different works and generating more data to cross-validate previous and newly developed 
models. 
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Oil spill models are frequently referred to as transport and weathering models. 
Transport processes are those responsible for the change in position of an oil slick due to 
winds, ocean currents, waves and to internal forces acting over the slick such as gravity 
and viscous forces. These processes do not alter oil chemical properties (Afenyo et al., 
2015) and included in this category are advection, spreading, natural dispersion and, in ice-
covered waters, entrainment in ice. Weathering processes are those by which oil properties 
such as density and viscosity are changed over time as the surface slick undergoes 
transformations due to evaporation, emulsification, dissolution, biodegradation and photo-
oxidation (Reed et al., 1999; Afenyo et al., 2015). Emulsification is a consequence of the 
incorporation of water droplets into the oil matrix, and leads to increase in volume, density 
and viscosity. Evaporation is the loss of lower-weight fractions of oil to the atmosphere, 
also contributing to the increase in viscosity of oil. Other weathering processes include 
dissolution of soluble fractions of oil, the action of microorganisms that biodegrade the oil 
and photo-oxidation led by direct sunlight over the oil slick. 
When modeling the short-term fate of oil when spilled in the ocean, some processes 
are more important over some others that may be important in a later moment but not in 
the time frame of the analysis, thus the majority of models include only the most relevant 
processes for the scenario under investigation (Nazir et al., 2007). Biodegradation and 
photo-oxidation in the Arctic, for instance, may not play an important role in the fate of oil 
slicks as they occur in very slow rates or may not occur at all. Overall, modeling of 
advection, spreading, natural dispersion, evaporation and emulsification suffice to describe 
the fate of oil slicks in most scenarios, but other processes may be included in the analysis, 
according to its objectives. Biodegradation and dissolution, for instance, may be relevant 
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if the goal is to assess long-term environmental outcomes of oil spills (Afenyo et al., 
2016b).  
In the present work, an analysis of the fate of oil spills in Arctic conditions is carried 
out considering the following processes: spreading, natural dispersion, entrainment in ice, 
evaporation and emulsification. The effects of advection can be introduced by the 
combination of the oil spill model with a hydrodynamic or an ice model, therefore are not 
considered in this analysis. Dissolution, biodegradation and photo-oxidation are not 
dominant processes acting over surface slicks in Arctic waters, thus are also not included 
in the model. The final goal of this study is to express each transport and weathering 
process relevant for Arctic waters as a function of ice coverage and investigate the 
influence of changes in ice conditions in oil fate in the Arctic. The remainder of this work 
is organized as follows. Section 3.2 will provide details on the methodology applied to 
achieve the goals of the research. On Section 3.3, the results are presented, and the most 
relevant aspects are discussed.  Finally, Section 3.4 concludes the study, pointing out future 
research directions and suggesting improvements to bridge the identified gaps in 
knowledge. 
 Methodology 
The proposed methodology is structured in two main parts and corresponding sub-
sections. On the first part, all information relevant for the analysis is collected. That 
encompasses the identification of chemical properties of the oil relevant for the model, spill 
characteristics such as volume spilled and source of release and the definition of the 
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environmental background for the modeling, which involves collecting parameters such as 
wind speed and ambient temperature and ice conditions at the spill site. 
On the second part, details are given on the model development as for the 
assumptions made, the selection of processes and algorithms and how the equations are 
solved to give a final output as a function of ice concentrations. The flowchart on Figure 
3-1 visually presents the proposed methodology. 
 
Figure 3-1: Proposed methodology for oil spill fate modeling in ice-infested waters. 
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 Collection of Relevant Information 
The first stage of any modeling effort is the collection of applicable input 
parameters for the simulation to be performed. The type of information required will 
depend on the scenario under investigation, the algorithms or other tools used in the model 
and, most importantly, the targeted goals of the analysis. Some models may be interested 
solely in the spread behavior of oil in the ocean, for which only a small set of parameters 
may be required. Sometimes however, the objective of the model might be to assess 
environmental risk of a given release, and for those cases much more detailed input is 
needed. For the present model, the required input parameters are separated in two different 
classes: oil properties/spill characteristics and environmental parameters.  
3.2.1.1 Oil properties and spill characteristics  
Oil is characterized by several key parameters that will determine its hydraulic and 
thermodynamic behavior and influence the way it is transported and weathered when 
spilled at the sea. Properties such as oil density, viscosity, solubility and interfacial tension 
carry important information on how oil may interact with water and ice and are used as 
input for the model.  
Spill characteristics are the conditions in which the oil spill took place, that is, if it 
is an instantaneous or continuous release, a subsea leak or blowout or a surface release. If 
it is a continuous release, information on duration and flow rate of the spill are required in 
order to predict its fate. If, instead, an instantaneous release is the object of the analysis, 
information on the total volume of the spill may suffice. 
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The input parameters required for the present model are: 
Oil Properties: 
• Type of oil; 
• Oil density (Kg/m3); 
• Oil viscosity (Pas); 
• Oil/saltwater interfacial tension (N/m). 
Spill Characteristics: 
• Release mode (continuous or instantaneous); 
• If release is continuous: spill duration (hours/days) and release rate (m3/h); 
• If release is instantaneous: total spilled volume (m3); 
• Release source (surface, subsea). 
Some models may require information on the release path (well blowout, subsea 
pipeline leakage, surface release from ships, among others), which may be used for 
underwater plume hydrodynamic calculations, but these aspects are not on the scope of the 
present work. 
3.2.1.2 Environmental Background and Parameters 
The meteorological and oceanographic conditions in which the spill takes place are 
crucial to determine how oil will interact with the surrounding environment. Parameter 
requirements may include ambient and water temperature, wind and ocean current speed 
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and direction, seawater density and viscosity. If ice is present, information on type of ice 
and ice coverage will play a major role in determining oil slick fate. 
If a hydrodynamic or an ice model is coupled with the oil spill model, information 
on currents, winds and ice drift will be constantly updated based on the forecasts generated 
by those models, meaning that the met-oceanographic input to the oil spill model will be 
changing over time, rather than be specified a priori.  
In the current model, hydrodynamic or ice drift models are not used, thus ocean 
currents are not given consideration. Wind speed is considered constant in time and 
therefore specified as a single discrete input parameter. Surface waves are considered wind-
driven phenomena in the model, hence are not directly addressed. Ice concentration is also 
considered constant over each simulation, although this parameter is allowed to vary for 
different simulations in order to study its influence on the oil fate. The environmental input 
parameters required for the model are: 
• Ambient temperature (oC); 
• Wind speed (m/s); 
• Water density (Kg/m3); 
• Water viscosity (Pas); 
• Ice type (first year ice, multi-year ice, land fast ice, pack ice, brash ice, slush 
ice); 
• Ice concentration (%). 
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For the present work, the ice field is assumed to be composed of first year pack ice, 
provided that this is a common type of ice found both static in the Arctic and drifting onto 
sub-arctic regions. 
 Model Development 
The model developed in the present work is structured in three steps: first, the 
assumptions of the model are stated and clarified. Second, appropriate algorithms to 
describe the processes identified as representative of the scenario under study are selected 
and adapted and represented in the differential form. Finally, the system of differential 
equations is solved for a range of ice concentrations. The output of the model is then the 
graphic representation of time-varying transport and weathering processes as a function of 
ice concentration.  
3.2.2.1 Assumptions of the Model 
As most oil transport and weathering processes are not fully understood and are 
described in terms of algorithms derived empirically from lab-scale experiments, oil spill 
models rely in a set of assumptions, or simplifications, in order to predict a given scenario. 
The developed model bases upon the following assumptions: 
1. Oil slick spreads in a radial pattern. Elongation of slick due to wind, currents 
and due to the process of resurfacing of temporarily entrained droplets behind 
the leading edge of oil are not accounted for. 
2. The oil slick area on the spreading model is taken as the contaminated zone and 
slick thickness is assumed to be distributed uniformly over the whole 
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contaminated area. Discontinuities within the oil slick may exist but are not 
accounted for. 
3. Ice concentration is considered constant throughout the whole ice field where 
the oil spill takes place. Discontinuities in ice coverage are also not accounted 
for. 
4. Oil is assumed to be advected with the ice in medium to high ice concentrations, 
that is, the model does not account for relative movement between the oil slick 
and the ice. In low ice concentration, oil is assumed to move as in open waters. 
5. It is assumed that oil pooled underneath the ice will remain there for enough 
time to be encapsulated and migrate up through brine channels. 
6. All the oil that is not between the ice floes is assumed to spread and be retained 
under ice. No spread of oil on top of ice sheets is considered.  
7. The processes of evaporation and emulsification are considered statistically 
independent. 
8. The initial oil slick thickness is assumed to be 0.01 m, as suggested by Afenyo 
et al. (2016b).  
9. The oil spreading is expected to cease when the slick thickness decreases to 
0.01 cm, as suggested by Nazir et al. (2007). 
10. Oil evaporation is not considered as being strictly air-boundary layer regulated. 
11. Wind speed, ambient temperature, oil density and oil/water interfacial tension 
are assumed constant. 
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3.2.2.2 Selection and Adaptation of Algorithms  
In this section, the algorithms selected for the model are explored and a brief 
discussion is carried out on the applicability of each algorithm to the scenario studied, 
adaptations required for the current model and existing limitations.  
As mentioned before, the following processes are deemed representative of the 
scenario modeled in the present work: spreading, natural dispersion, entrainment in ice, 
evaporation and emulsification. 
3.2.2.2.1  Spreading 
Many formulations were suggested by different authors to describe spreading 
mechanism when ice is present. A description of the available algorithms to model oil 
spreading in ice conditions is provided by Afenyo et al. (2015). Most algorithms will be 
applicable for specific ice conditions, e.g., spreading on and under broken ice. In the current 
work, a more generalist approach was implemented, using the adapted version of the 
equation by Fay (1969), proposed by Buist et al. (1987). 
In this algorithm, the implementation of an ice factor means that it can be applied 
for all ice concentrations simply by the adjustment of the factor. In fact, Fingas & 
Hollebone (2003) recommended the use of this equation to model oil spreading in pack ice. 
In high ice concentrations (>80%) the spreading will be substantially retarded and, by the 
inclusion of the ice factor this reduction can be modeled. The algorithm selected to model 
oil spreading in the present work is then: 
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𝐴 = (1 − 𝑐) 6.6 (
𝑉2𝑔′
√𝜇𝑜𝑖𝑙/𝜌
)
1/3
𝑡0.5                                                                                         (3.1) 
Where A is the increasing slick area (m2); c is the ice concentration (%); V is the 
total volume of the oil slick (m3); μoil is the oil viscosity at a given time (Pas); ρ is the water 
density (Kg/m3); t is the elapsed time (s) and g’ is given by: 
𝑔′ =  𝑔
(𝜌 − 𝜌𝑜)
𝜌
                      
Where g is the acceleration of gravity (m/s2), ρ is the water density (Kg/m3) and ρo 
is the oil density (Kg/m3). 
In the proposed spreading model, the area of spreading is considered as the 
contaminated area, as shown in Figure 3-2 below. 
 
Figure 3-2: Spreading area in the present model (Adapted from                     
Arneborg et al., 2017). 
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Eq. (3.1) is expressed in the differential form in the formulation by Arneborg et al. 
(2017): 
𝑑𝐴
𝑑𝑡
=
1
2
 
𝑘2𝑉4 3⁄
𝐴
                                                                                                                           (3.2) 
Where all parameters are as before, and: 
𝑘 = (1 − 𝑐) 6.6  (
𝑔′
√𝜇𝑜𝑖𝑙 𝜌⁄
)
1 3⁄
                                                                                              (3.3) 
As a consequence of oil spreading, slick thickness decreases. The work by 
Arneborg et al. (2017) introduced a differential equation to model the rate of slick thickness 
change due to oil spreading, considering the opposite effect caused by weathering 
processes, as follows: 
𝑑ℎ
𝑑𝑡
=
1
𝐴
 
𝑑𝑉
𝑑𝑡
 −  
ℎ2
𝑉
 
𝑑𝐴
𝑑𝑡
                                                                                                                (3.4) 
Where h is the slick thickness (m) and other parameters as in the previous 
formulation. In the present work, for simplification oil spreading is assumed to cease when 
the slick thickness reaches a terminal value of 0.01 cm, as suggested by Nazir et al. (2007). 
3.2.2.2.2  Natural Dispersion 
In the present work, natural dispersion – or entrainment in water – is modeled using 
the formulation by Mackay et. al. (1980). In order to account for ice concentration, the 
original equation is modified to include an ice correction factor as proposed by Liungman 
& Mattsson (2011). The differential equation including the proposed ice factor is: 
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𝑑𝐷
𝑑𝑡
= 𝑟𝑖𝑐𝑒
0.11 (𝑊 + 1)2
1 + 50𝜇0.5ℎ 𝑆𝑡
                                                                                                          (3.5) 
Where dD/dt is the rate of oil entrainment in water; W is the wind speed (m/s); μ is 
the oil viscosity (cP); h is the slick thickness (m); St is the oil-water interfacial tension 
(dyne/m); and rice is given by: 
𝑟𝑖𝑐𝑒 = {
0,                        𝑐 ≥ 0.8                      
(0.8 − 𝑐) 0.5⁄ ,        0.3 ≤ 𝑐 < 0.8           
1,                        𝑐 < 0.3
                                                                  (3.6) 
With Eqs. (3.4) and (3.5) the presence of ice is addressed in the entrainment model. 
It is expected that for high ice concentrations the natural dispersion will be negligible as 
waves will be dampened by ice, assuming that entrainment in water is a wave-driven 
process. By applying the ice correction factor, the natural dispersion goes to zero for high 
ice concentrations (≥ 80%), is reduced for medium ice concentrations (> 30% and < 80%) 
and remains unchanged for low ice concentrations (≤ 30%). 
3.2.2.2.3  Entrainment in Ice 
To date, only few works were dedicated to the study of oil entrainment in ice 
(Martin, 1979; Karlsson et al., 2011; Petrich et al., 2013; Maus et al., 2015), consequently 
the physical understanding of this process is limited. A mathematical representation of the 
phenomenon has yet to be developed, reason why most models do not include this process 
in their scope. 
In the present study, a simplistic formulation is attempted to account for oil 
entrainment in ice based on the findings from Wilkinson et al. (2007) and Karlsson et al. 
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(2011). According to the first work, oil is expected to be present in about 5% of the 
underside of sea ice within the contaminated area. The latter work estimated an entrainment 
capacity of about 0.001 m3/m2 in cold sea ice, present during winter and fall. The latter 
authors highlighted that higher entrainment volumes can be expected during spring and 
summer in warmer ice, as brine network is more well developed. 
The proposed formulation describes oil entrainment as a function of increasing slick 
area, entrainment capacity per area and expected under-ice oil coverage, taken here as the 
probability of finding oil in a given point within the contaminated area. It follows that: 
𝑉𝐸 = 𝐴 𝐸 𝐶𝑜                                                                                                                                  (3.7) 
Where VE
 is the volume of oil entrained in ice; A is the slick area at any given time; 
E is the entrainment capacity of the under-ice topography, taken here as 0.001 m3/m2; and 
Co is the percent of contaminated area covered by oil under the ice, taken as 0.05. 
Accounting for the slick area growth over time and replacing the parameters by the 
suggested values, the differential form of Eq. (3.6) becomes: 
𝑑𝑉𝐸
𝑑𝑡
=  5𝑥10−5  
𝑑𝐴
𝑑𝑡
                                                                                                                     (3.8) 
The suggested formulation provides an estimative of the amount of oil taken up by 
the ice cover, which might be significant at high ice coverages. Oil entrainment in ice adds 
up to evaporation and natural dispersion as loss processes and may play a major role in oil 
transport at high ice concentrations where both previous processes are severely retarded or 
may not occur. It is important to note though that this is a simplistic approach that seeks a 
better understanding of the overall oil mass balance in ice-infested waters and does not 
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address the complexity of the encapsulation and entrainment mechanism.  Also, no 
consideration is made in regard to the time necessary for the oil pooled underneath the ice 
to migrate up through the brine channels. It is assumed that all the oil that becomes 
eventually trapped at the underside of ice roughness features remains there for enough time 
to become encapsulated and entrain into the ice cover.    
3.2.2.2.4  Evaporation 
In the present work, the evaporation phenomenon is not considered as being strictly 
air-boundary layer regulated, meaning that oil does not evaporate by the same mechanism 
as water. Instead, the model proposed by Fingas (2004, 2015) is used, for which 
temperature and time are the only parameters required. In his work, the author found that 
oils evaporate by two different regimes. Some lighter fuel oils evaporate as a function of 
the square root of time, whereas all other oils will evaporate as a function of the logarithm 
of time. Considering this aspect, the author developed a series of equations to describe the 
evaporative behavior of a range of different types of oils, each formulation exclusive for a 
given oil.  
For the present study, Troll crude is selected as the oil type for the modeling effort. 
Given that only the oil present at the sea surface between ice floes will be subject to 
evaporation, an ice correction factor is added to the equation to account for ice 
concentration. The equation proposed by Fingas (2004, 2015) for Troll crude including the 
ice factor follows: 
%𝐸𝑣 = (1 − 𝑐) (2.26 + 0.045𝑇) ln(𝑡)                                                                                 (3.9) 
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Where %Ev is the percentage of oil evaporated; c is the ice concentration (%); T is 
the ambient temperature (oC); and t is the elapsed time (minutes). Writing Eq. (3.8) in the 
differential form, it becomes: 
𝑑(%𝐸𝑣)
𝑑𝑡
= (1 − 𝑐) (2.26 + 0.045𝑇) 𝑡−1                                                                           (3.10) 
After testing both the presented equation and the algorithm proposed by Stiver & 
Mackay (1984), this study found a more direct correlation with experimental results in 
Arctic conditions through the algorithm by Fingas (2004, 2015), which is therefore used 
for the proposed model. 
As volatile fractions of oil evaporate, the remaining oil experiences an increase in 
viscosity. This viscosity increase can be modeled using the formulation by Sebastiao & 
Guedes (1995): 
𝜇 = 𝜇0 exp[𝐶4(%𝐸𝑣)]                                                                                                             (3.11) 
Where μ is the new viscosity (cP); μ0 is the initial viscosity; C4 is a constant 
dependent on the oil type, taken as 10 for crude oil; and %Ev is the percent evaporated at 
a given time. 
3.2.2.2.5  Emulsification 
The algorithm adopted in the current work to model oil-in-water emulsions is an 
adapted version of the broadly used equation by Mackay et al. (1980). Liungman & 
Mattsson (2011) suggested an ice correction factor to account for ice concentration, given 
the lower rate of emulsification observed in ice-infested waters. Also, in meso-scale 
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experiments carried out by SINTEF (Brandvik et al., 2010a), the final water content of the 
formed emulsions were approximately 0.7, 0.6 and 0.3 for ice concentrations of 30%, 70% 
and 90% respectively.  
The present work makes use of the ice correction factor suggested by Liungman & 
Mattsson (2011), as well as proposes the adjustment of the final water content, Cf, in Eqs. 
(3.12) and (3.13) below to account for ice concentration, according to the final water 
content values reached on the experiment from Brandvik et al. (2010a). It then follows that: 
𝑌 = 𝐶𝑓 [1 − 𝑒𝑥𝑝 (
−2𝑥10−6
𝐶𝑓
((1 − 𝑐) 𝑊 + 1)2𝑡)]                                                          (3.12) 
Where Y is the water content (%); W is the wind speed (m/s); c is the ice 
concentration (%); t is the elapsed time (s); and Cf is the final water content, taken here as 
0.7 for low ice concentrations (≤30%), 0.6 for medium ice concentrations (>30% and 
<80%), and 0.3 for high ice concentrations (≥80%), according to the definition from 
Venkatesh et al. (1990). The differential form of Eq. (3.10) is: 
𝑑𝑌
𝑑𝑡
 =  2𝑥10−6 [(1 − 𝑐) 𝑊 + 1]2  (1 −  
𝑌
𝐶𝑓
)                                                                 (3.13) 
This approach offers an improvement to the conventional emulsification equation 
that does not account for the presence of ice. The use of an ice correction factor in Eqs. 
(3.12) and (3.13) enables the algorithm to model the emulsification process for different 
ice conditions, considering that in higher concentrations the final equilibrium water content 
will take longer to be reached. In addition, the categorization of the final water content 
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constant into three ice concentration ranges (low, medium and high) results in water 
content profiles that agree better with oil-in-ice experiments. 
Analogous to evaporation, emulsification also results in increase in viscosity as 
water droplets are absorbed into the oil slick. Yang et al. (2015) proposed an adapted 
version of the algorithm introduced by Sebastiao & Guedes (1995) to represent this 
increase in viscosity due to emulsification at 90% ice coverage, which is also adopted in 
the present work: 
𝜇 = 0.28𝜇0 exp [
2.5𝑌
(1 − 𝐶𝑓𝑌)
] − 150                                                                                     (3.14) 
Sebastiao & Guedes (1995) suggested that increase in viscosity resulting from 
evaporation and emulsification are additive, hence statistically independent, implying that 
the overall viscosity increase can be modeled simply by the sum of both contributions to 
it. Thus, the algorithm describing the increase in viscosity is given by the combination of 
Eqs. (3.10) and (3.13), in the differential form: 
𝑑𝜇
𝑑𝑡
 =  𝐶4
𝑑(%𝐸𝑣)
𝑑𝑡
+
0.07𝜇
(1 − 𝐶𝑓𝑌)2
 
𝑑𝑌
𝑑𝑡
                                                                                  (3.15) 
Brandvik & Faksness (2009) pointed out that emulsification is the main contributor 
for increase in viscosity. According to the authors, emulsification leads to viscosity 
changes in the order of 103 or 104, whereas evaporation alone only promotes changes in 
the order of 102. 
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3.2.2.2.6  Volume Balance 
Oil will be lost from the slick to the atmosphere, ice cover and water column as a 
result of evaporation, entrainment in ice and natural dispersion, respectively. These loss 
processes progress with time, eventually leading to the complete depletion of oil from the 
sea surface. When ice is present, the slick’s lifetime at sea will increase given that, the 
higher the ice concentration, the slower the loss processes. The oil loss rate, or volume 
variation rate, will be a function of evaporation, natural dispersion and entrainment in ice 
as in Eq. (3.16) below: 
𝑑𝑉
𝑑𝑡
 =  − 𝑉
𝑑𝐷
𝑑𝑡
 −  
𝑑𝑉𝐸
𝑑𝑡
 −  𝑉
𝑑(%𝐸𝑣)
𝑑𝑡
                                                                              (3.16) 
Where V is the volume of oil at a given time and dD/dt, dVE/dt and d(%Ev)/dt are 
given respectively by Eqs. (3.5), (3.8) and (3.10). 
3.2.2.3 Solution of System of Equations for Different Ice Conditions 
After compiling all the algorithms proposed for the model, the system of differential 
equations is solved using the software MATLAB Simulink. In the present Thesis, the 
student version was used. The model consists in five differential equations intended to 
model the five processes included in the scope of the study (Eqs. (3.2), (3.5), (3.8), (3.10) 
and (3.13)) in addition to one equation to model the increase in viscosity due to evaporation 
and emulsification (Eq. (3.15)),  one to represent the oil slick volume loss (Eq. (3.16)), and 
one to compute the slick thickness decrease due to gravitational/viscous spreading (Eq. 
3.4). 
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The system of eight differential equations is solved numerically using the 
MATLAB solver ode45, a built-in function that makes use of fourth and fifth-order Runge-
Kutta methods to solve numerically systems of equations (Nazir et al., 2007). The 
equations are solved simultaneously in order to account for the interdependence between 
the processes. More details on the model’s algorithms and solution of equations are given 
on Appendix I. 
Since all equations are written as a function of ice concentration, it is possible to 
vary this parameter and study the implications of this variation for each process. The 
equations are solved for ice concentrations of 30%, 70% and 90% representing low, 
medium and high ice concentrations respectively. 
 Output – Representation of Time-Dependent Processes as a 
Function of Ice Concentration 
The last part of the work – and the final output of the model – is the representation 
of transport and weathering processes as a function of different ice concentration over a 
time span of 5 days. All processes are plotted against time and different curves are obtained 
for three ranges of ice coverage.  
Each transport and weathering process can then be analyzed in terms of varying ice 
concentrations, and comparison with previous works can be made. The main goal is to 
investigate the different outcomes in oil fate and transport processes given different ice 
conditions.  
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 Model Application and Validation 
The presented model was applied to a real spill scenario to demonstrate the 
applicability of the methodology and to attempt to validate it. On May/2009, SINTEF 
carried out a large-scale experiment – from this point on, referred to as FEX2009 – 
releasing 7 m3 of crude oil on the pack ice at the marginal ice zone in the Barents Sea 
northeast of Hopen Island, where ice concentrations varied between 60% and 70%. After 
the oil was released on May 15th, 2009 the ice coverage increased to approximately 70 – 
90%. The experiment was later reported in the work by Brandvik et al. (2010a), where the 
authors compared its results with those from a previously performed meso-scale 
weathering experiment in different ice conditions at SINTEF SeaLab. In the present work, 
the large-scale experimental results will be compared to the outputs of the proposed model.  
The type of oil released was Troll B crude, a naphthenic oil with properties listed 
in Table 3-1. The oil was released over a period of 30 minutes under temperatures that 
varied between -2oC and -10oC, seawater temperature around -1.8oC, wind speed between 
5 and 10 m/s, peaking at 15-20 m/s during a passing low pressure, and ice drift up to 100 
cm/s. Very limited relative movement of ice floes was observed. The spreading oil slick 
was monitored and weathering profiles were determined for evaporative loss, slick water 
content and increase in viscosity. According to the authors, oil drifted with the ice, which 
is in agreement with conclusions from previous studies at medium to high ice 
concentrations. 
The oil was released over a period of 30 minutes and, since this is less than the time 
step of 1 hour defined for the model, the release is assumed to be instantaneous. The oil 
69 
 
was discharged at the sea surface between ice floes, and as so a surface spill is assumed. 
Also, for modeling purposes, the wind speed is considered constant at 10 m/s and the 
ambient temperature is fixed at -2oC. Table 3-2 summarizes the environmental conditions 
used as input for the model. 
Table 3-1: Properties of Troll B crude oil. 
Property Value 
Density 885 Kg/m3 
Viscosity 0.0235 Pas 
Oil/water interfacial tension 0.0226 N/m 
 
Table 3-2: Environmental parameters used as input for the model. 
Environmental Parameter Value 
Ambient temperature -2oC 
Wind speed 10 m/s 
Water density 1025 Kg/m3 
Water viscosity 0.00188 Pas 
 
As suggested by Afenyo et al. (2016b), the initial oil slick thickness is taken as 0.01 
m and, for a spill of 7 m3, this thickness is equivalent to an initial spill area of 700 m2. The 
initial value of oil entrainment in ice, as connected to the spreading process, is 0.035 m3. 
Initial values of evaporative loss, water content and entrainment in water are taken as zero. 
 Outputs of the Model and Comparison with Experimental Results 
After running the model with the algorithms presented in Section 3.2.1 and input 
parameters defined for the case study, each process was plotted against time with separate 
curves for the three defined ice coverages. 
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3.3.1.1 Spreading 
Regardless of ice concentration, the model predicted a rapid increase in slick area 
on the first hours after the release, as buoyancy forces are more intense when the oil slick 
is thick. After the first day, spreading rate decreased drastically and the slick area moved 
towards a semi-constant equilibrium. Figure 3-3 shows oil spreading profiles for the ice 
concentrations under investigation, as well as a plot of oil spreading results from the 
SINTEF FEX2009 experiment, published in the work from French-McCay et al. (2017). 
The curves show that oil slick area increases with decreasing ice concentration, which was 
a predicted result according to previous studies. The final spreading area varied in about 
one order of magnitude from low to high ice coverages at the end of the simulations. 
The FEX2009 curve displays a more gradual and linear increase and appears to be 
developing towards an equilibrium after the third day, although the increase in area does 
not seem to be ceasing. As the experiment lasted for 5 days only and no monitoring of the 
oil slick was done after that period, no information is available on the spreading progress 
after the fifth day, as well on the termination of the process, that is, the terminal area. 
Comparing the experimental results (FEX2009) with the model outputs, it can be 
observed that the model slightly underpredicted the area at the fifth day, considering that 
the experiment took place in an ice concentration of 70 to 90%. Taken the 70% curve as 
reference though, the model predicted a slick area of the same order of magnitude as the 
area observed in the experiment, which can be considered a satisfactory result. Although 
the 70% curve can be considered a good predictor for the conditions under study, the 30% 
curve compared the best with the FEX2009 curve, reaching a final area very similar to that 
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from the experiment. This may be indication of a need for calibration of the ice correction 
factor, as the low ice concentration model predicted better spreading in medium to high ice 
concentration. In this respect, it is important that as data becomes available from real spills, 
models are validated and updated to provide more realistic and reliable outputs. Another 
difference that stands out between the experimental result and the simulations is that the 
modeled curves are somewhat plateauing after the second day, whereas the FEX2009 curve 
remains increasing, though in a lower rate. This is mainly because the spreading algorithm 
used in the model only accounts for the gravitational spreading, that is, the mechanism by 
which the oil slick increases in area as a result of buoyancy, viscous and surface tension 
forces. It does not account for the effect of ocean currents, waves and winds in the 
increasing area, which will ultimately dictate the fate of the oil slick once the gravitational 
spreading ceases. Therefore, it is expected that these oceanographic forces will result in a 
continued spreading effect on the oil slick that is not predicted by the model.  
 
Figure 3-3: Modeled and experimental results for oil spreading. 
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Figure 3-4 displays the modeled decrease in oil slick thickness due to spreading 
process. The work from Brandvik et al. (2010b) does not include considerations on the 
slick thickness, therefore comparison is not provided. Ice concentration had a high 
influence on the thickness profile over the simulation time. The minimum thickness of 0.01 
cm was reached on the second day of simulation for the low ice concentration case, whereas 
for medium and high ice concentrations this terminal thickness was not reached over the 
time span of the simulation.  
 
Figure 3-4: Modeled decrease in slick thickness.  
Analyzing the plot, it becomes clear that the higher the ice concentration, the slower 
the rate of slick thinning, hence at medium to high ice coverages the final area will take 
longer to be reached, meaning that spreading process will persist for a longer period. 
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3.3.1.2 Evaporative Loss 
On the first hours of the simulation, evaporation rate displayed a rapid increase as 
volatile fractions of oil are quickly lost to the atmosphere. This is in agreement with 
Sebastiao & Guedes (1995), which suggested that over 50% of more volatile oils are 
expected to evaporate in the first 24 hours after a spill in open water. After the first day, 
the oil slick has lost most of more volatile components and, as a result, its total vapor 
pressure dropped (Stiver & Mackay, 1984) and the rate of evaporative loss decreases, 
eventually depleting to zero. 
In the simulations, the evaporative loss response to changing ice concentrations 
displayed a high variability. Figure 3-5 reveals that changing the ice concentration in the 
simulations affected dramatically the evaporation rate. Evaporative loss for the medium ice 
concentration case was found to be over three times greater than for the high ice 
concentration case and almost two times lower than for low ice concentration.  
 
Figure 3-5: Modeled and experimental results for evaporative loss. 
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The model showed good correlation for 70% ice concentration, outputting similar 
evaporative loss to the experiment FEX2009, conducted in 70-90% ice coverage. The much 
higher evaporation rate observed in low ice concentration is expected, since nearly all the 
oil will be on the surface and ice does not represent a barrier to the process. However, the 
model underpredicted the evaporative loss for 90% ice coverage, when compared to 
previous meso-scale lab experiment carried out by  Brandvik et al. (2010a). It can be 
considered that the model’s predictions correlated well with the observations for 
evaporation, as the experiment was conducted in ice coverages that varied from 70 to 90% 
and the model’s 70% curve displayed the best fit to the experimental results.   
3.3.1.3 Emulsification 
The modeled emulsification profiles varied significantly from medium to high ice 
coverages, both in terms of rate of water uptake and final water content. However, final 
water content for low and medium ice concentrations were similar. Brandvik et al. (2010a) 
noted that the Troll B crude has a more balanced blend of natural emulsion stabilizers 
(resins, asphaltenes and waxes), thus forms more stable emulsions, which may explain the 
lower sensitivity to ice variations at lower ice coverage. 
In Figure 3-6 it can be noted that the slope of water content curves decreases with 
increasing ice coverage, implying that the time required for the emulsions to stabilize at its 
final water content is greater for high ice coverages. While for 30% ice concentration the 
final water content was achieved within a few hours after the release, it took over a day in 
70% ice concentration and over two days in 90% ice concentration for the terminal water 
content to be achieved. The final water content for low, medium and high ice concentration 
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was 70%, 60% and 30% respectively, as expected after adjusting the final water content 
constant in Eq. (3.13) for each ice coverage range. 
According to Brandvik et al. (2010b) the ice concentration during the experiment 
FEX2009 varied from 70% to 90% on the days following the oil release. The final water 
content for the FEX2009 curve is reached between the model’s 70% and 90% curves, thus 
the model’s estimations are consistent with the experiment’s result given the variability in 
ice conditions in the field, although did not provide an exact prediction.  
 
Figure 3-6: Modeled and experimental water content profiles. 
The model also compared well with water content profiles from the meso-scale 
experiments conducted by SINTEF (Brandvik et al., 2010a) for medium and high ice 
concentrations. For low ice concentration, the work from Brandvik et al. (2010a) predicted 
lower water uptake than expected, but the authors highlighted that this was likely due to 
the presence of slush ice in the open water experiment.  
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3.3.1.4 Increase in Viscosity 
The change in the emulsion viscosity followed the same trend as evaporative loss 
and water content, as connected to these processes. In the simulations, the rate of viscosity 
change peaked almost immediately after the release, becoming practically negligible only 
a few hours later. As a result, the viscosity quickly reached a more constant state in which 
increase is no longer significative. In higher ice concentrations, viscosity did not increase 
as much as in lower ice concentrations, hence the final value of viscosity was lower. In 
Figure 3-7 it can be seen a substantial variation in viscosity from low to high ice 
concentration. While viscosity increased to only about 650 cP for high ice concentration, 
it was as high as 2000 cP and 4500 cP for medium and low ice coverages, respectively. 
This high variability in viscosity range for different ice conditions was predicted by 
previous works (Brandvik & Faksness, 2009 and Brandvik et al., 2010) and directly 
influences other processes such as spreading and natural dispersion. 
 
Figure 3-7: Modeled and experimental viscosity increase profiles. 
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The experimental curve exhibited a more gradual increase and the viscosity change 
rate only dropped after the first day, as opposed to a drop within the first hours in the 
simulations. Although a steady state was never reached in the experiment, it can be noted 
a decreasing trend in the rate of viscosity change indicating that, given enough time, the 
viscosity may become constant as in the simulations. 
The model correlated well to experimental results as the FEX2009 curve remained 
between the 70% and 90% curves during most of the simulation time, reaching the same 
final viscosity (about 2100 cP) as for the 70% ice concentration case by the end of the 
experiment. 
 Other Results 
The model output also included the representation of the processes of natural 
dispersion and entrainment in ice, as those are critical processes for the long-term oil 
removal from the sea surface. Additionally, the volume balance of oil in the ocean was 
expressed as a function of losses due to evaporation, natural dispersion and entrainment in 
ice. The work from Brandvik et al. (2010a) does not include consideration on these 
processes, thus comparison was not performed. For this analysis a time-span of 20 days 
was selected, in order to investigate the behavior of these processes in a longer term. 
3.3.2.1 Natural Dispersion 
Figure 3-8 shows that the amount of oil dispersed was highly sensitive to the ice 
concentration in the simulations. The plot indicates a significant difference in natural 
dispersion rates from the low to the medium ice concentration cases, which can be 
attributed to the inclusion of an ice correction factor in the entrainment equation (Eq. (3.5)). 
78 
 
The ice factor allowed the model to simulate the high variability in natural dispersion under 
different ice concentrations, representing an improvement to previous models that were not 
capable of simulating the influence of ice coverage in the dispersion rate. The plot only 
shows dispersion curves for 30% and 70% ice concentrations because one of the model 
assumptions is that for concentrations equal to or greater than 80% the ice cover will damp 
wind-driven waves, preventing the process to occur. 
 
Figure 3-8: Modeled volume of oil naturally dispersed. 
Besides the wind speed, oil/water interfacial tension and ice coverage, which are 
assumed constant in each simulation, natural dispersion is a function of decreasing oil slick 
thickness (aiding the process) and increasing oil viscosity (retarding it). Thus, dispersion 
is controlled by a balance between these two main drivers as the surface oil is gradually 
lost to the water column. In the simulation for 30% ice coverage, the dispersion curve’s 
slope is greater than in the 70% case due to the higher spreading rate (Figure 3-3), resulting 
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in a higher rate of oil slick thinning. As oil was lost from the slick, dispersion rate decreased 
progressively until all the oil is consumed and, therefore, dispersion ceased. Cessation of 
natural dispersion occurred when the curve reached a constant value, meaning that oil was 
completely depleted from the slick. At 30% ice coverage, the complete consumption of oil 
occurred at the 10th day, whereas at 70% oil was not completely consumed from the slick 
over the time-span of the simulation, thus dispersion continued to progress although a slight 
decrease in rate is observed after about the 16th day, as volume of oil available for 
dispersion decreased. 
3.3.2.2 Entrainment in Ice 
The inclusion of an algorithm to model oil entrainment in ice represents an 
innovation in the current work, as previous studies on this process did not provide a 
formulation to describe it objectively. As a function of oil spreading, entrainment in ice 
displayed analogous trend to that process, although developed in much slower rate given 
that the two processes are correlated by a factor of 10-5. The entrainment in ice in the 
present model is a function of growing slick area, the entrainment capacity of the underside 
of the ice cover and the probability of oil to be found under the ice in a given point within 
the contaminated area. In lower ice concentrations, less oil is expected to be under the ice, 
even though the contaminated area grows rapidly, reaching its terminal value much faster 
than in higher ice coverages. In the simulation for 30% ice coverage, the ice entrainment 
process ceased 2 days after the release, which coincided with the termination of spreading 
process, and the total entrained oil for that case was about 1m3. At 70% ice coverage, 
entrainment ceased after the 12th day and total loss by entrainment was approximately 1.1 
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m3. At 90% ice coverage, spreading mechanism is greatly retarded and consequently oil 
entrainment in ice lasts longer, thus after the 20 days of simulation the process was still 
ongoing and was responsible for the loss of only about 0.6 m3 of oil from the water surface. 
In order to determine the time required for the termination of entrainment in ice, the time-
span of the model was increased to 300 days. The entrainment process lasted for about 280 
days, and the total entrained volume was 2.1 m3. At these high ice conditions, the process 
took about 75 days to remove the same amount of oil as for the 70% ice case. The extremely 
long time required for the oil to entrain through the ice cover at heavy ice conditions reveals 
the persistency of oil slicks on the water surface under this scenario.   
 
Figure 3-9: Modeled oil entrained in ice. 
Overall, after the 20 days of simulation, entrainment in ice accounted for the 
removal of 14%, 16% and 9% of the total oil released respectively for 30%, 70% and 90% 
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ice coverages. When time-span was increased, entrained volume for the high ice coverage 
case was 30% of the total oil. 
The use of a simplistic formulation to model such a complex process represents a 
limitation of this study as important parameters such as ice salinity, temperature and oil 
pool thickness under ice are not considered. However, in the present analysis this process 
is included as a means of better predicting the overall oil volume balance in ice-covered 
waters, and the model does not aim at a detailed description of the mechanisms by which 
it occurs, thus the simplification is justified. 
3.3.2.3 Volume Balance 
The processes of natural dispersion, evaporation and, when ice is present, 
entrainment in ice, are responsible for oil loss from the surface to the water column, 
atmosphere and ice cover, respectively. Evaporation is the dominant removal process 
within the first hours of a spill, after which it becomes less important. Entrainment in ice 
in the present model is a function of oil slick growth, and as such peaks in the first hours 
and ceases when the slick stops to spread. Natural dispersion is then the ultimate driver of 
oil removal from the surface, and the rate by which it develops eventually dictates the oil 
slick lifetime at the sea surface.  
The oil volume thus decreases over time as a result of the mentioned processes until 
completely depleted from the water surface, and the ice coverage has a high influence on 
the time required for this removal, as illustrated in Figure 3-10. As transport and weathering 
processes are retarded when ice is present, the higher the ice coverages the higher the 
persistency of oil on the water surface.  
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Figure 3-10: Oil volume balance. 
The plot shows the great variance in oil volume balance for different ice conditions. 
While for the low ice coverage case all the oil was depleted in about 10 days, at the end of 
the 20 days of simulation there was still about 10% of the total oil volume remaining at the 
surface for the medium ice coverage case and for high ice coverage the slick volume was 
still 85% of the total release. This significant variation can be explained by the dominant 
process in each case. For lower ice concentrations, evaporation alone is responsible for the 
removal of almost 50% of the oil volume in the first hours after the spill, followed by 
natural dispersion which will drive the remainder of the oil volume to the water column. 
In this case, the loss via entrainment in ice is minor compared to the other processes playing 
out and oil is quickly removed as evaporation and natural dispersion occurs at high rates. 
The higher the ice concentration, the slower the rate of evaporation and dispersion and the 
more important entrainment in ice becomes. At medium ice concentrations, evaporation 
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and natural dispersion, though still present, are less efficient in terms of oil removal. At 
high ice concentrations, natural dispersion does not occur and evaporation is minor, hence 
entrainment in ice is the dominant process. As entrainment in ice is a very slow process, it 
results in a long slick lifetime on the surface, as showed in Figure 3-9. 
The oil volume balance provides valuable information that can be used to assess  
oil spill impacts and assist in contingency planning. Oil slick lifetime can be considered as 
being virtually infinite for modelling purposes in some cases in which removal processes 
are either too slow or inexistent and weathering processes are difficulted by the presence 
of heavy ice, implying that oil will remain unchanged for a long time. In the simulation of 
90% ice concentration for example, even after increasing the time span to 100 days oil was 
still not completely removed from the surface slick. In those cases, oil will be transported 
with the ice drift and will only be subject to weathering and loss processes after ice 
concentration reduces in spring and summer thaw, representing a risk to environments far 
from the original spill site. 
 Concluding Remarks 
Improvements have been suggested to existing oil spill models to describe better 
the oil behavior in ice-covered waters, and a new formulation was proposed to predict oil 
entrainment in ice. The inclusion of ice correction factors of two types in the traditional 
transport and weathering equations yielded results that compared well to experimental 
results from Brandvik et al. (2010a) and allowed the analysis of each process separately 
for three ranges of ice concentrations (low, medium and high). Additionally, by the 
84 
 
adjustment of the final water content constant Cf in the emulsification equation, water 
uptake could be modeled with greater accuracy under varying ice conditions. Likewise, the 
development of a simplistic approach to model entrainment in ice led to more accuracy in 
the oil volume balance at high ice coverages, representing an improvement to existing 
models which do not include this process in their calculations. It was shown that oil mass 
balance in heavy ice conditions can be significantly influenced by the process of oil 
migration through the ice, being responsible for removal of up to 30% of oil inventory on 
the water surface. This can be an important route for oil transportation to locations distant 
from the point of release, as ice is advected with winds and ocean currents and may release 
the entrained oil upon spring and summer thaw long after the spill occurred. 
Overall, all processes displayed a decreasing trend with increasing ice 
concentrations, implying that in ice conditions transport and weathering of oil will be 
significantly slower than in ice-free waters. While some processes such as evaporation, 
dispersion and entrainment in ice showed a more pronounced difference between the three 
ranges of ice concentrations, oil spreading was not very sensitive to changes in ice coverage 
although the timely change in slick thickness due to spreading was considerably sensitive 
to ice variations. Emulsification and increase in viscosity, as connected processes, 
exhibited similar trends. For those processes, a more significant difference was observed 
from medium to high ice concentrations than from low to medium, which might be related 
to chemical properties of the Troll B crude, used as the oil type in the model. 
The adapted and developed algorithms could be potentially used to calibrate and 
update existing models, and as data becomes available, validation can be performed. As 
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field data on oil spills in ice-covered waters is very scarce, tests can be performed with 
existing programs in order to compare outputs, allowing for more meaningful conclusions. 
Some of the findings of the present work can help to fill identified gaps from previous 
models and represent one step further on the search for a better understanding of oil 
interaction with ice, although limitations are still present. The model performed well for 
the specific scenario simulated, however given that it is based in many empirical 
formulations without a solid physical description, care must be taken when applied to other 
scenarios, for which other adaptations may be required. The combination of an ice drift 
model with the proposed surface slick model would represent an outstanding opportunity 
for enhancing the accuracy of the predictions, as the permanent ice variability in real-field 
conditions would be addressed, providing more realistic outputs. Whenever field data 
becomes available, it should be used to calibrate developed models, thus it is crucial that 
research efforts keep on the direction of continuously testing, improving and validating 
newly developed models.  
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 Chapter 4: Estimation of Ecological Risk of 
Oil Spills in Ice-Infested Waters: A Food-Web 
Bioaccumulation Model 
Abstract: The complexity of the Arctic environment and the lack of knowledge on the 
behavior of oil when spilled in ice-infested waters hinder ecological risk assessment efforts 
for oil spill scenarios, and the development of tools to incorporate this complexity in 
models is needed. The present work introduces a fugacity-based food-web 
bioaccumulation model to predict the distribution of toxic components of oil in the 
environment after an oil spill in ice-covered waters and the associated risk level to an Arctic 
food web. A multi-compartment evaluative environment consisting of air, ice, water and 
sediment and a three-levels linear food web composed by phytoplankton, zooplankton and 
fish (Arctic cod) are defined and concentrations in each compartment are calculated. The 
concentration in fish is then used to determine the bioaccumulation potential by the analysis 
of the Bioconcentration Factor (BCF) for Arctic cod, selected as representative species of 
the Arctic ecosystem. Concentration in water is used to define the Risk Quotient (RQ) to 
the marine environment. Overall, the model predicted low bioaccumulation potential for 
fish and the risk quotient to the water compartment did not exceed the criterion for 
naphthalene. 
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 Introduction 
As climate change progresses and sea ice retreats, the Arctic becomes the “next 
frontier” for oil and gas operations and marine transportation (AMAP, 2010; Nevalainen 
et al., 2016). Reserves in the Arctic were estimated in 90 billion barrels of crude oil and 44 
billion barrels of natural gas, accounting for 13% of all undiscovered oil and gas in the 
world (Camus & Smit, 2018) and 22% of the world’s remaining oil and gas reserves, but 
the new opportunities brought about by a more accessible Arctic environment are followed 
by new challenges and risks. Risk is often defined in terms of the level of uncertainty 
associated with activities, and in the case of Arctic operations one major source of 
uncertainty is the lack of knowledge on Arctic environment and ecology. Moreover, the 
behavior of oil when spilled in icy waters is not fully understood, as limited data from real 
spills is available. The fate of oil in ice-covered waters may differ dramatically from spills 
in open waters, and the estimation of environmental damage highly depends on accurate 
information on oil distribution in the marine environment, as well as on ecosystem 
components present in potentially affected areas (Word, 2014). Another complicating 
factor is that, considering the harsh nature of the Arctic, oil spills may be difficult to 
respond due to factors such as fog, hazardously low temperatures, heavy ice conditions and 
extreme meteorological events like polar lows, among other circumstances that hinder 
cleanup efforts, thus conventional oil spill response options may not be feasible in many 
cases. In that scenario, oil will be left to natural attenuation processes, and the estimation 
of environmental risk associated with those spills will be of paramount importance for the 
protection of ecologically sensitive species’ and habitats. 
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In the context of environmental risk assessment, fugacity-based models offer a 
simple and tangible representation of the distribution of contaminants in the environment, 
accounting for complex processes such as advection, degradation and diffusion (Mackay 
& Paterson, 1981). Considering the linear relationship between fugacity and concentration, 
the fugacity framework can be directly applied to study the chemical partition in a 
multimedia environment after a release, and concentrations in each medium can be 
estimated. 
In multimedia fugacity modeling, evaluative environments are defined as units of 
study containing two or more compartments, or phases, containing the chemical of interest. 
There might be direct emissions within the evaluative environment or the chemical may be 
transported into it from sources outside this “unit world” through advection (Mackay & 
Paterson, 1982). Environmental compartments are defined by their physicochemical 
properties and volumes and are composed by the continuous (bulk) phase and dispersed 
sub-compartments. Water, for instance, is composed by the sub-compartments water, 
suspended material and biota which are summed up to form the bulk compartment. 
Mackay (1979) proposed the study of chemical partition, intermedia transport and 
loss processes through models of four levels of increasing complexity. On Level I, all 
phases are in equilibrium in a closed system and have the same fugacity, from which the 
concentrations in each medium are calculated. Level II adds loss processes and a chemical 
emission source to the system, but equilibrium between bulk phases is still assumed, 
meaning that no intermedia transfer of chemical occurs. On Level III, the equilibrium 
assumption is dropped, hence equi-fugacity between phases no longer applies, although 
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equilibrium still exists between sub-compartments within each phase. Chemical is then 
allowed to migrate between phases through various processes including diffusion, 
deposition and advection in steady-state conditions, that is, the system is static and 
concentrations do not change over time. Level IV is a development of Level III to model 
unsteady-state systems, enabling the calculation of concentrations that change over time 
due to, for instance, increasing or decreasing emissions (Mackay, 2001). The chemical 
distribution in the evaluative environment can then be investigated and intermedia 
transport, as well as loss processes, can be described systematically with increased level of 
detail. 
As an extension of the fugacity approach, bioaccumulation models can be 
assembled by considering the biotic media as bulk compartments in the calculations. 
Chemical uptake and loss processes taking place in organisms can be described in a 
trophic-level basis, enabling the estimation of contaminant accumulation in a given trophic 
level, as well as the chemical transfer throughout the food chain. In a marine ecosystem, 
chemical uptake and loss in organisms occur by gill exchange due to respiration, food 
consumption, egestion, metabolic transformation and growth dilution (Sharpe & Mackay, 
2000) . These processes are quantified in each trophic level, and the transfer of contaminant 
to upper levels of the food web occurs by consumption of organisms situated at lower levels 
in the structure. The model thus provides a tool for analyzing the potential for long-term 
accumulation and transfer of contaminant between organisms. 
Level IV fugacity models have been explored to oil spill modeling in ice-infested 
waters (Yang et al., 2015; Afenyo et al., 2016a & 2017b) and the methodology has yielded 
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representative results. Arzaghi et al. (2018) introduced a statistical treatment to the input 
parameters for the fugacity model using Bayesian networks to address uncertainties in the 
model, which represented an improvement to the use of point estimates. 
In Arctic waters, ice cover is included as a bulk compartment in the multimedia 
evaluative environment, and chemical exchange between ice and other phases is 
investigated. Although previous works have made use of the fugacity framework to model 
oil distribution in icy waters, no studies to date included a food-web structure in the 
analysis. Furthermore, direct input to ice cover through brine drainage network has never 
been accounted for in similar works.    
On the Chapter 3 of the present thesis, the fate of the surface oil slick was examined, 
and transport and weathering processes were simulated to obtain time-variant profiles of 
each process contributing to the change in position and in physicochemical properties of 
the oil slick. Two of the modeled processes, namely natural dispersion and oil entrainment 
in ice, are used as input for the fugacity model proposed in the present Chapter.  
In the current Chapter, a Level IV fugacity model is applied to obtain the mass 
balance of oil in an evaluative environment consisting of abiotic and biotic media 
representing an Arctic environment. The abiotic media considered are air, water, sediment 
and ice cover. The biotic media is represented by a linear food chain composed by 
phytoplankton, zooplankton and fish (Arctic cod), in increasing order of complexity. 
According to Vergeynst et al. (2018), the bioavailability of hydrocarbons in the water 
column is determined by dispersion and dissolution, thus the input to the water column in 
the present work is a function of natural dispersion of oil, calculated in the Chapter 3 of the 
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present thesis. The evaluative environment also receives direct input to the ice cover due 
to oil entrainment in ice, also given in Chapter 3. After compiling all input parameters 
required by the model, a system of seven linear differential equations is assembled to 
express the mass balance of contaminant in each of the seven compartments, and the 
concentration profiles are given by the solution of the system of equations.  
In order to examine the ecological risk represented by the distribution of oil in the 
environment, two endpoints are selected: the Bioconcentration Factor (BCF) and the Risk 
Quotient (RQ). The BCF is the ratio of contaminant concentration in fish to that in water 
(Arnot & Gobas, 2006) and expresses the tendency for chemical accumulation in an 
organism through respiration processes, that is, via gill exchange with water. The RQ is a 
quantity used in ecological risk assessment that compares the concentration in a medium 
of interest with a standard quality value for a given contaminant. It is obtained by the ratio 
of the Predicted Exposure Concentration (PEC), outputted by the model, to the Predicted 
No Effect Concentration (PNEC), derived in ecotoxicological studies (Afenyo et al., 
2017b). In the present analysis, concentrations in fish and water are selected for the 
endpoints BCF and RQ, respectively. 
The fugacity approach is only capable of handling calculations involving defined 
substances. As oil is a mixture of several compounds, the analysis requires the selection of 
one or more of oil’s components to be studied separately (Nazir et al., 2007). Given that 
the proposed model is intended to be a tool to support ecological risk assessment, it is 
convenient to select components that are more soluble in water and toxic to marine 
organisms. As suggested by previous works (Nazir et al., 2007; Yang et al., 2015; Afenyo 
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et al., 2016a & 2017b; Arzaghi et al., 2018a & 2018b), naphthalene is used as surrogate for 
oil in the present analysis. 
The following sub-chapters will present the methodology applied in the work and 
a case study will be introduced to demonstrate the applicability of the methodology for the 
scenario under investigation. Finally, the work is concluded with the findings from the case 
study and overall remarks. 
 Methodology 
In order to represent the distribution of oil in an Arctic marine environment 
following an oil spill and estimate the associated environmental risk, the present work 
employs the Level IV fugacity framework applied to a food-web bioaccumulation model. 
Two outputs from the model presented on Chapter 3 are used as input for the model 
developed in the current Chapter: the emission of naphthalene to the water column is given 
by the natural dispersion of the oil slick, and the emission to the ice cover is a function of 
oil entrainment in ice. Emission rates in both compartments change over time, and the 
influence of this in the distribution of contaminant in different media is analyzed. The 
proposed methodology is presented graphically on Figure 4-1 and detailed in the next sub-
chapters. 
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Figure 4-1: Proposed methodology for a fugacity-based food-web modeling in ice 
infested waters. 
 Characterization of Evaluative Environment 
For the present analysis, the evaluative environment consists in biotic and abiotic 
media. Included in the abiotic are air, ice cover, water and sediment. A linear food chain 
comprising 3 levels is selected to represent the biotic media.     
4.2.1.1 Abiotic Media 
The abiotic media was selected to represent a marine environment away from the 
shore. The evaluative environment is enclosed by an ice field consisting of pack ice and is 
composed by four bulk compartments (air, ice, water and sediment). Each compartment 
contains one or more sub-compartments: air contains pure air and aerosols; ice cover 
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contains pure ice and organic matter1; water contains pure water and suspended solids (in 
this work, biota is treated separately as bulk compartments in the food-web model, thus it 
is not included as a sub-compartment); and sediment contains solids and pore water. The 
volume fractions of the sub-compartments in each bulk compartment is presented in Table 
4-1. Other characteristics and dimensions of bulk compartments are given in Table 4-2. 
Table 4-1: Volume fractions of sub-compartments in each bulk compartment. 
 Bulk Compartment 
Sub-Compartment Air Ice Water Sediment 
Air 1 0 0 0 
Water 0 0 1 0.63 
Solids 2x10-11 5x10-6 5x10-6 0.37 
 
Table 4-2: Dimensions and characteristics of bulk compartments. 
Compartment Air Ice Water Sediment 
Organic carbon fraction 0 0.2 0.2 0.04 
Area (m2) 7x105 7x105 7x105 7x105 
Depth (m) 100 0.5 100 0.05 
Volume (m3) 7x107 1.5x105 7x107 3.5x104 
Density (kg/m3) 1.19 916 1000 2500 
 
On Table 4-1, values for fraction of solids in air is taken from Sweetman et al. 
(2002) and in water and sediment are taken from Mackay & Paterson (1981). Fraction of 
solids in ice are assumed equal to the fraction of solids in water. Fraction of water in 
sediment is also taken from Mackay & Paterson (1981). The density of sediment in Table 
 
1In real environments, ice cover contains fractions of liquid water and air in the pore spaces, but due to the 
high variability in volume fractions of those components and lack of sufficient data, these are not included 
in the calculations.  
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4-2 is taken from Sadiq (2001). In the present study, the water surface is assumed to be 
covered by ice in all scenarios. For lower ice concentrations, slush is assumed to be present 
between ice floes, impeding the direct exchange between water and air. The ice field is 
assumed to be composed by first-year ice with an average thickness of 0.5 m, in accordance 
with definition by Lepparanta (2005). 
4.2.1.2 Food-Web Structure 
The Arctic’s harsh environment has a great impact on the development of its 
ecosystems, which are characterized by highly seasonal patterns mostly associated with ice 
melting periods with increased sunlight. Also, convergence zones – boundary regions such 
as shorelines, ice edges, polynyas and ice/water interface – represent important 
environmental compartments which are populated by key Arctic species, considered as 
valuable ecosystem components (Word, 2014). The high seasonality in Arctic biological 
productivity and short periods of time available for species to develop result in short food 
webs and low species diversity, mostly associated with heavy blooms of plankton at spring 
(Word, 2014).  
The selection of representative species is a vital element of a food-web 
bioaccumulation analysis, which should reflect the level of complexity of the ecosystem 
under investigation. According to Word (2014), “certain taxa play a critical role in 
maintaining and supporting the ecosystems and other trophic levels, as well as supporting 
the ecosystem resources and function”. In fact, Gobas (2008) suggested that food-web 
structures should include as few representative species as possible, and selection should be 
based on species of key relevance for analysis for the sake of simplicity and transparency 
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in the calculations. Thus, a simplistic approach considering two or three key species with 
linear relationships may suffice to describe short and limited food webs such as those 
present in the Arctic. In this context, two groups of organisms stand out as crucial to the 
maintenance of Arctic ecosystems. Planktonic species compose the base of the pelagic food 
web, responsible for the primary productivity of ecosystems in the Arctic. Phytoplankton 
are on the very bottom of the pelagic food chain and are the main source of food for 
zooplankton communities, which are critical to the Arctic’s overall productivity and 
compose the dietary base for several species of fish, marine mammals and birds (Arctic 
Council, 2013) . Followed by plankton, the Arctic cod is also of great importance in Arctic 
ecosystems, representing a link between lower (zooplankton) and higher (marine 
mammals) trophic levels. Any reductions or alterations in populations of phytoplankton, 
zooplankton or Arctic cod may lead to damage to the entire Arctic food-web structure, 
impacting the resilience of those ecosystems to external perturbations.  
In the present work, a linear 3-levels food-web structure is selected as 
representative of the Arctic pelagic ecosystem, with phytoplankton situated at the bottom 
of the food chain, followed by zooplankton and Arctic cod, representing the second and 
third trophic levels respectively. Organisms on each level feed exclusively on organisms 
one trophic level lower, which is a reasonable assumption for this scenario given that 
zooplankton species such as copepods and euphausiids are a main component in Arctic 
cod’s diet (Rand et al., 2013) and phytoplankton consists in a critical food source for 
zooplankton communities (Word, 2014). Chemical uptake by marine organisms occurs by 
respiration through gills and by consumption of contaminated food. Clearance processes 
include egestion, exchange through gills as result of respiration and the self-elimination 
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processes of metabolism and growth dilution. Uptake and clearance processes are 
described in terms of D values, which can be compared to determine dominant and 
negligible processes. The food-web structure is represented graphically in Figure 4-2.  
 
Figure 4-2: Proposed food-web structure for the present model. TL stands for 
Trophic Level. (adapted from Campfens & Mackay, 1997). 
In the figure above, each organism takes up contaminant from water through 
respiration (fWW1, fWW2 and fWW3) and functions as a dietary source of contaminant for 
the organisms on the next trophic level (f1A2 and f2A3). The bioaccumulation is then 
expressed by the bioconcentration term (W) and the biomagnification term (A) 
representing contaminant uptake through respiration and food consumption, respectively. 
 Identification of Emission Sources 
Upon dispersion of oil in the sea, oil droplets are transferred from the surface slick 
to the water column, enabling the dissolution and enhancing the bioavailability of water-
soluble oil components. Additionally, in ice-covered waters oil will be pooled in under-ice 
roughness features, from where it will migrate up to the overlying ice cover through pore 
spaces known as brine channels in the process of oil entrainment in ice. These processes 
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can be viewed as emission sources in an evaluative environment limited by the ice field 
and will lead to the partition of oil components in the environmental media, contributing 
to the toxicity in the marine ecosystem. 
In the present study, the water and ice compartments receive direct input of oil as a 
result of the processes of natural dispersion and entrainment in ice, respectively, which are 
considered as the emission sources to the evaluative environment. The emission to the 
water is modeled according to the dispersion algorithm by Mackay et. al. (1980), adapted 
to ice conditions: 
𝑑𝐷
𝑑𝑡
= 𝑟𝑖𝑐𝑒𝑉𝑜𝑖𝑙
0.11 (𝑊 + 1)2
1 + 50𝜇0.5ℎ 𝑆𝑡
                                                                                                   (4.1) 
Where dD/dt is the volumetric rate of oil dispersion in water; Voil is the volume of 
oil remaining in the slick at a given time (m3); W is the wind speed (m/s); μ is the oil 
viscosity (cP); h is the slick thickness (m); St is the oil-water interfacial tension (dyne/m); 
and rice is given by: 
𝑟𝑖𝑐𝑒 = {
0,                        𝑐 ≥ 0.8                      
(0.8 − 𝑐) 0.5⁄ ,        0.3 ≤ 𝑐 < 0.8           
1,                        𝑐 < 0.3
                                                                  (4.2) 
Where c is the ice coverage (%). The emission rate to the water compartment is 
then given by the volumetric dispersion rate multiplied by the initial molar concentration 
of the release, as suggested by Nazir et al. (2007): 
𝐼𝑤(𝑡) =  
𝑑𝐷
𝑑𝑡
 𝐶𝑖                                                                                                                             (4.3) 
99 
 
Where Iw(t) is the emission rate to the water (mol/h) at a given time t (h) and Ci is 
the initial molar concentration (mol/m3). 
A formulation to model oil entrainment in ice is introduced to calculate the emission 
to the ice compartment, as a function of the increasing oil slick area and of the entrainment 
capacity of the under-ice roughness per unit area, as follows: 
𝑑𝑉𝐸
𝑑𝑡
=  5𝑥10−5  
𝑑𝐴
𝑑𝑡
                                                                                                                     (4.4) 
Where dVE/dt is the rate of oil
 entrained in ice (m3/h) and A is the slick area at any 
given time (m2). The above equation assumes an under-ice entrainment capacity of 0.001 
m3/m2 and an expected under-ice oil coverage of 5% within the contaminated area. 
Analogously to the emission to the water, the rate of oil entrainment in ice is multiplied by 
the initial molar concentration to give the emission rate to the ice compartment, as follows: 
𝐼𝑖(𝑡) =  
𝑑𝑉𝐸
𝑑𝑡
 𝐶𝑖                                                                                                                             (4.5) 
Where Ii (t) is the emission rate to the ice (mol/h) at a given time t (h) and other 
parameters as stated before. The above formulation implies that emissions to the ice 
compartment increase as the contaminated area increases, consequently allowing greater 
oil volumes to be in contact with the ice cover thus becoming available for entrainment. 
The emission to the ice cover ceases when the spreading process is terminated and, given 
enough time, the entrainment capacity per unit area is reached.  
The rates of natural dispersion and entrainment in ice will then control the 
distribution of naphthalene – taken here as a surrogate for oil – in the evaluative 
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environment and will define the shape of fugacity curves in each compartment. The 
dispersion formulation includes an ice correction factor, meaning that in medium ice 
concentrations (>30% and <80%) the dispersion will be reduced and, in high ice 
concentrations (≥80%), there will be no dispersion as the ice cover will dampen the effect 
of waves. In this case, entrainment in ice will be the only emission source in the evaluative 
environment. 
 Development of Fugacity Model 
Given the characteristics of the evaluative environment, the food-web structure, the 
oil properties and emission sources, a system of equations can be assembled to represent 
the unsteady-state mass balance of naphthalene in the environment. The system consists in 
one differential equation for each compartment describing the rate of change in fugacity as 
a result of changes in emission rates. Environmental compartments have fugacity capacities 
as defined in Table 4-3 and intermedia transport and loss processes are expressed by D 
values defined in Table 4-4. Intermedia processes included in the calculations are: diffusion 
and deposition, between air and ice cover; melting and icing, between ice cover and water; 
and diffusion, deposition and re-suspension, between water and sediment. Precipitation in 
form of rain or snow are not included in the model. Loss processes included are reaction 
and advection in both air and water, and reaction in sediment. No advection in sediment is 
assumed to occur. For the food web, phytoplankton is assumed to be in equilibrium with 
water, therefore equi-fugacity applies and the only source of contaminant to the organism 
is respiration. As a photosynthetic organism, the phytoplankton does not undergo food 
intake or egestion, although the self-elimination processes of metabolism and growth 
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dilution are present. For the other organisms in the food web (zooplankton and fish), the 
included uptake processes are uptake from food and gill exchange (in) due to respiration. 
Loss processes are egestion, gill exchange (out), metabolism and growth dilution. 
Intermedia processes in the food web thus take place in the form of respiration (between 
organisms and water) and food consumption (between organisms from different trophic 
levels). 
Table 4-3: Definition of Z values for the proposed model. 
Sub-Compartments Z Value (mol/m3 Pa) Parameter Definition 
Air 𝑍1 = 1/𝑅𝑇  
R = gas constant = 8.314 Pa m3/mol K 
T = temp. (K) 
Water 𝑍2 = 1 𝐻 = 𝐶
𝑆 𝑃𝑆⁄⁄  
H = Henry’s law constant (Pa m3/mol) 
CS = aqueous solubility (mol/m3) 
PS = vapor pressure at 25oC (Pa) 
Aerosols 𝑍3 = 6𝑥10
6 𝑃𝐿
𝑠𝑅𝑇⁄  PLS = liquid vapor pressure at 25oC (Pa) 
Ice-air interface 𝑍4 = 𝐾𝑖𝑎/𝑅𝑇 
Kia = ice surface-air partition coefficient (m) 
ln Kia = 0.68 ln KOW  – 19.63 + ln KWA 
KWA = water-air partition coefficient 
Solids in ice 𝑍5𝑖 = 0.41𝐾𝑂𝑊/𝐻 KOW = octanol/water partition coefficient   
Solids in water 𝑍5𝑤 = 𝑥𝑤0.41𝐾𝑂𝑊𝜌𝑆 𝐻⁄  xi = organic carbon fraction in the medium i 
Solids in sediment 𝑍5𝑠 = 𝑥𝑠0.41𝐾𝑂𝑊𝜌𝑆 𝐻⁄  ρs = density of solids (kg/L) 
Bulk Compartments  
Air 𝑍𝑎 = 𝑍1 + 𝜙3𝑎𝑍3 𝝓3a = fraction of aerosols in air 
Ice cover 𝑍𝑖 = 𝐴𝑖𝑎𝑍4 + 𝜙5𝑖𝑍5𝑖 Aia = area of ice-air interface (m
2) 
Water 𝑍𝑤 = 𝑍2 + 𝜙5𝑤𝑍5𝑤 𝝓5i = fraction of solids in ice 
Sediment 𝑍𝑠 = 𝜙2𝑠𝑍2 + 𝜙5𝑠𝑍5𝑠 𝝓5w = fraction of solids in water 
Fish 𝑍𝑓 = 𝐿𝑓𝐾𝑂𝑊𝜌𝑓 𝐻⁄  𝝓2s = fraction of water in sediment 
Zooplankton 𝑍𝑧 = 𝐿𝑧𝐾𝑂𝑊𝜌𝑧 𝐻⁄  𝝓5s = fraction of solids in sediment 
Phytoplankton 𝑍𝑝 = 𝐿𝑝𝐾𝑂𝑊𝜌𝑝 𝐻⁄  Li = lipid fraction of organism i 
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In the present model, air is composed of pure air and aerosols; ice cover consists in 
ice surface and particulate matter; water comprises pure water and suspended particles; 
sediment is composed of water and solids. Organisms in the food web are treated separately 
as single biotic compartments with no sub-compartments.  
Table 4-4: Definition of D values for intermedia transport, bulk compartment loss 
and biotic uptake and loss processes. 
Intermedia Process D Value (mol/Pa h) 
Air (1) – Ice Cover (2) 
Diffusion 𝐷𝑣 = 1 (1 𝐾𝑣𝑎𝐴𝑖𝑎𝑍𝑎⁄ +⁄ 1 𝐾𝑣𝑖𝐴𝑖𝑎𝑍𝑖)⁄  
Deposition 𝐷𝑑𝑖 = 𝐴𝑖𝑎𝑈𝑑𝑖𝜙3𝑎𝑍3 
Total D (1-2) 𝐷12 = 𝐷𝑉 + 𝐷𝑑𝑖 
Total D (2-1) 𝐷21 = 𝐷𝑉 
Ice Cover (2) – Water (3) 
Melting 𝐷𝑖𝑤 = 𝐴𝑖𝑤𝑈𝑖𝑤𝑍𝑖 
Icing 𝐷𝑖𝑖 = 𝐴𝑖𝑤𝑈𝑖𝑖𝑍𝑤 
Total D (2-3) 𝐷23 = 𝐷𝑖𝑤 
Total D (3-2) 𝐷32 = 𝐷𝑖𝑖 
Water (3) – Sediment (4) 
Diffusion 𝐷𝑦 = 1 (1 𝐾𝑦𝑤𝐴𝑤𝑠𝑍𝑤⁄ +⁄ 𝑌4 𝐵𝑤4𝐴𝑤𝑠𝑍𝑤)⁄  
Deposition 𝐷𝑑𝑠 = 𝐴𝑤𝑠𝑈𝑑𝑝𝑍5𝑤 
Re-suspension 𝐷𝑑𝑠 = 𝐴𝑤𝑠𝑈𝑟𝑠𝑍5𝑠 
Total D (3-4) 𝐷34 = 𝐷𝑦 + 𝐷𝑑𝑠 
Total D (4-3) 𝐷43 = 𝐷𝑦 + 𝐷𝑟𝑠 
Bulk Compartments Process D Value (mol/Pa h) 
Air (1) 
Advection 𝐷𝑎1 = 𝐺1𝑍𝑎 
Reaction 𝐷𝑟1 = 𝑘𝑟1𝑉1𝑍𝑎 
Water (3) 
Advection 𝐷𝑎3 = 𝐺3𝑍𝑤 
Reaction 𝐷𝑟3 = 𝑘𝑟3𝑉3𝑍𝑤 
Sediment (4) Reaction 𝐷𝑟4 = 𝑘𝑟4𝑉4𝑍𝑠 
Food Web Process D Value (mol/Pa h) 
Fish (5) 
Zooplankton (6) 
Phytoplankton (7) 
Uptake from food 𝐷𝐹𝑖 = 𝐸𝐴𝑖𝐺𝐴𝑖𝑍𝑎 
Loss by egestion 𝐷𝐸𝑖 = 𝐷𝐴𝑖 𝑄⁄  
Gill uptake 𝐷𝑊𝐼𝑖 = 𝑘1𝑖𝑉𝑖𝑍𝑤 
Gill elimination 𝐷𝑊𝐸𝑖 = 𝑘2𝑖𝑉𝑖𝑍𝑤 
Metabolism 𝐷𝑀𝑖 = 𝑘𝑀𝑖𝑉𝑖𝑍𝑖 
Growth dilution 𝐷𝐺𝑖 = 𝑍𝑖 (𝑑𝑉𝑖 𝑑𝑡)⁄  
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Z-value formulations in Table 4-3 are extracted from: Mackay & Paterson (1991), 
for air, water, aerosol, biota and solids in water and sediment; and Wania (1997), for solids 
in ice and ice-air interface. Formulation for kia was extracted from Wania et al., (1998). 
D-value formulations in Table 4-4 are extracted from: Mackay (2001), for water-
sediment intermedia processes and reaction and advection processes in bulk compartments; 
Wania (1997) for air-ice and ice-water intermedia processes; and Campfens & Mackay 
(1997) for food-web uptake and loss processes. Transport parameters used to calculate the 
D values defined in Table 4-4 are given in Table 4-5. 
Table 4-5: Estimated transport parameters for the model. 
Parameter Description  Suggested Value / Formula 
kva Air-side MTC over ice cover (m/h) 2.0                                                                                            (1)
kvi Ice-side MTC (m/h) 0.01                                                                                        (1)                       
Udi Aerosols deposition velocity (m/h) 10.8                                                                                    (1)                                                  
Uiw Melting rate (m/h) 3.9x10
-5                                                                                                  (1)                                                  
Uii Icing rate (m/h) 2.3x10
-6                                                                                 (1)                                                  
kyw Water-side MTC over sediment (m/h) 0.01                                                                                    (1)                                                  
Y4 Diffusion path length in sediment (m) 0.005                                                                                  (1)                           
Bw4 Molecular diffusivity in water (m
2/h) 4x10-6                                                                                (1)                            
Udp Sediment deposition rate (m
3/m2 h) 4.6x10-8                                                                              (1)                                                  
Urs Sediment re-suspension rate (m
3/m2 h) 1.1x10-8                                                                                (1)                         
Gi Volumetric flow rate (m
3/h) 𝑍𝑖 𝑉𝑖 𝑡𝑖⁄                                           (2)                                                  
ti Residence time (h) -  
kri Reaction rate constant (h
-1) 0.693 𝜏1/2(𝑅)⁄  (2)                                                  
τ1/2(R) Degradation half-life (h) -  
EA Gut absortion efficiency (%) 0.5 (for KOW ≤ 6) (2)                                                  
GA Gross food ingestion rate (m
3/h) 𝑊𝑖 𝐺𝐷𝑖 𝜌𝑖⁄  (2)                                                  
GD Feeding rate (kg/h) 0.022𝑊𝑖
0.85exp (0.06𝑇) (2)                                                  
Wi Organism’s weight (kg) -                                                  
T Ambient temperature (C) -   
ρi Organism’s density (kg/m3) -  
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Q Limiting biomagnification factor 3.0 (2)                                                  
k1 Gill uptake rate constant (h
-1) 1 𝑘1 =⁄  (𝑉𝑖 𝑄𝑊) + (𝑉𝑖 𝑄𝐿)⁄ 𝐾𝑂𝑊⁄⁄  (2)                                                  
QW Water phase conductivity (L/day) 88.3 𝑉𝑖
0.6 (2)                                                  
QL Lipid phase conductivity (L/day) 0.001 𝑄𝑊 (2)                                                  
k2 Gill elimination rate constant (h
-1) 𝑘1 𝐿𝑖⁄ 𝐾𝑂𝑊 (2)                                                  
kM Metabolic rate constant (h
-1) 0.693 𝜏1/2(𝑀)⁄  (2)                                                  
τ1/2(M) Metabolism half-life (h) -  
dVi/dt Growth dilution term (m
3/h) 𝑊𝑖 𝐺𝑖 𝜌𝑖⁄  (2)                                                  
Gi Growth rate (g/g day) -  
(1) Yang et al. (2015) 
(2) (Campfens & Mackay, 1997) 
  
  
 
After compiling Z values for all media and D values for all considered 
environmental processes and, given the emissions identified in Section 4.2.2, it is possible 
to write differential equations representing the unsteady-state mass balance in each 
compartment. The system of differential equation becomes: 
• Air (1): 
𝑉1𝑍1 𝑑𝑓1 𝑑𝑡⁄ = 𝑓2𝐷21 − 𝑓1(𝐷12 𝐷𝑎1 + 𝐷𝑟1)                                                                          (4.6) 
•  Ice Cover (2): 
𝑉2𝑍2 𝑑𝑓2 𝑑𝑡⁄ = 𝐼2 + 𝑓1𝐷12 + 𝑓3𝐷32 − 𝑓2(𝐷21 + 𝐷23)                                                         (4.7) 
• Water (3): 
𝑉3𝑍3 𝑑𝑓3 𝑑𝑡⁄ = 𝐼3 + 𝑓2𝐷23 + 𝑓4𝐷43 + 𝑓5𝐷53 + 𝑓6𝐷63 + 𝑓7𝐷73 − 𝑓3(𝐷32 + 𝐷34 + 𝐷35
+ 𝐷36 + 𝐷37 + 𝐷𝑎3 + 𝐷𝑟3)                                                                            (4.8) 
 
 
105 
 
• Sediment (4): 
𝑉4𝑍4 𝑑𝑓4 𝑑𝑡⁄ = 𝑓3𝐷34 − 𝑓4(𝐷43 + 𝐷𝑟4)                                                                                  (4.9) 
• Fish (5): 
𝑉5𝑍5 𝑑𝑓5 𝑑𝑡⁄ = 𝑓3𝐷𝑊𝐼5 + 𝑓6𝐷𝐹5 − 𝑓5(𝐷𝑊𝐸5 + 𝐷𝐸5 + 𝐷𝑀5 + 𝐷𝐺5)                               (4.10) 
• Zooplankton (6): 
𝑉6𝑍6 𝑑𝑓6 𝑑𝑡⁄ = 𝑓3𝐷𝑊𝐼6 + 𝑓7𝐷𝐹6 − 𝑓6(𝐷𝑊𝐸6 + 𝐷𝐸6 + 𝐷𝑀6 + 𝐷𝐺6)                               (4.11) 
• Phytoplankton (7): 
𝑉7𝑍7 𝑑𝑓7 𝑑𝑡⁄ = 𝑓3𝐷𝑊𝐼7 − 𝑓7(𝐷𝑊𝐸7 + 𝐷𝑀7 + 𝐷𝐺7)                                                            (4.12) 
The system of equations expresses the rate of fugacity variation as a function of the 
environmental processes taking place in each medium. Inter-relations between 
compartments are expressed by the inclusion of multiplying fugacity terms to the D values. 
Chemical entering each compartment carries the fugacity of the medium it comes from, 
which is multiplied by the correspondent D values for the intermedia process involved, 
with positive sign. Negative signs represent chemical loss from the compartment, and D 
values for each process are multiplied by the fugacity of that compartment. The net 
chemical accumulation or loss is then given by the balance between entries and losses in 
each compartment and is represented by the differential term on the left-hand side of the 
equations. The term Ii in the mass balance for water and ice represents the direct input to 
those compartments. The fugacity in the medium i can be converted into concentration by 
Eq. (4.13):  
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𝐶𝑖 = 𝑓𝑖𝑍𝑖                                                                                                                                       (4.13) 
 Solution of System of Equations 
The system of differential equations can be solved by analytical or numerical 
methods. In the present work, a combination of Excel spreadsheets and MATLAB models 
is used. The student version of the software MATLAB Simulink and the Microsoft Office 
365 are used. The MATLAB routine ode45 is used to perform numerical integration of the 
system of equations, which also include the algorithms for natural dispersion and 
entrainment in ice. These processes are dependent on other transport and weathering 
processes such as spreading and increase in viscosity, which are accounted for in the 
calculations. Details on the calculations are given on Appendix I. 
 Outputs of the Model 
4.2.5.1 Representation of Concentrations as a Function of Ice Coverage 
After solving the system of equations, the output of the model is the representation 
of variation in fugacity – or in concentration – over time for each compartment as a result 
of changes in emission rates. The model is ran for three ranges of ice coverages: low (≤ 
30%); medium (> 30% and < 80%); and high (≥ 80%). The outputs are then graphical 
representations of concentration profiles for all compartments as a function of ice coverage. 
In addition, rates of loss and of intermedia transport processes are estimated, allowing 
inference on chemical depuration times for both abiotic and biotic media. 
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4.2.5.2 Representation of Risk Profile and Bioaccumulation Potential 
for Different Ice Coverages 
The fugacity data is used to perform an ecological risk analysis, using 
bioaccumulation potential and risk profile as endpoints. The risk profile is given by the 
Risk Quotient (RQ), which is the ratio between the Predicted Exposure Concentration 
(PEC) in the medium of interest to the Predicted No Effect Concentration (PNEC) for a 
given contaminant. The PNEC is determined in ecotoxicological studies and is often used 
as a quality criterion for water bodies, above which acute effects are expected in exposed 
organisms. In the present work, the PEC is the concentration in water, calculated by the 
model, and is benchmarked against the PNEC for naphthalene, obtained from literature. 
The RQ is given by Eq. (4.14) below:  
𝑅𝑄 =
𝑃𝐸𝐶
𝑃𝑁𝐸𝐶
                                                                                                                              (4.14) 
Afenyo et al. (2017b) defined the PEC as: 
𝑃𝐸𝐶 = 𝑃𝑟 𝐶 𝐵𝐴𝐹                                                                                                                       (4.15) 
Where Pr is the exposure probability, C is the concentration of contaminant in the 
medium of interest and BAF is the bioavailable fraction of contaminant in the medium. In 
the present work, it is assumed that the organisms in the food web will be in direct contact 
with dispersed oil, hence the exposure probability is taken as 1. For chemicals with log 
KOW less than 5, the bioavailable fraction is considered as being 100%, thus BAF is also 1. 
Thus, Eq. 4.14 can be reduced to: 
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𝑅𝑄 =
𝐶𝑤
𝑃𝑁𝐸𝐶
                                                                                                                              (4.16) 
Cw being the concentration of contaminant in the water compartment (mg/L), 
outputted by the model. Anon (2007), as cited by Afenyo et al. (2017b), defined a PNEC 
of 0.002 ppm (mg/L) for naphthalene in marine waters, which is used in the present work. 
According to Afenyo et al. (2017b), the risk is acceptable to the marine ecosystem if RQ ≤ 
1. Otherwise, measures should be taken to mitigate it. 
The bioaccumulation potential is represented by a Bioconcentration Factor (BCF), 
which is the ratio of concentration in a targeted organism to that in water. In the present 
study, fish is selected as object of the analysis of the BCF, as it represents an important 
dietary component for marine mammals, birds and humans. It follows that: 
𝐵𝐶𝐹 =
𝐶𝑓
𝐶𝑤
                                                                                                                                  (4.17) 
Where Cf is the concentration in fish (mg/kg) and Cw is the concentration in water 
(mg/L). Both RQ and BCF are plotted against time for the three ranges of ice coverages, 
enabling the analysis of the influence of ice in the risk level of oil spills in the Arctic, as 
well as the time required for chemical depuration in the various media involved, given the 
ice concentration. The simulation is run for a time of 12000 hours (500 days) in order to 
investigate the long-term evolution of ecological risk imposed by an oil spill in the Arctic. 
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 Case Study 
The proposed methodology is exemplified by a case study involving the scenario 
under investigation. The proposed case study draws upon the work by Yang et al. (2015), 
which introduced a scenario in the Labrador Sea involving the release of 120 m3 of 
Statfjord crude oil in the winter. The model assumes a sea water temperature of -1oC and 
wind speed of 10 m/s. Oil properties are given in Table 4-6 and naphthalene properties in 
Table 4-7. An initial oil slick thickness of 0.02 m is assumed, giving an initial contaminated 
area of 6000 m2. 
Table 4-6: Statfjord crude oil properties (Environment Canada, 2001). 
Property Value Unit 
Density at 15oC 835 Kg/m3 
Viscosity at 0oC 31 cP 
Oil/saltwater interfacial tension at 0oC 2760 dyne/m 
 
Table 4-7: Naphthalene properties (Mackay, 2001). 
Property Value Unit 
Molar mass 128.2 g/mol 
Solubility at 25oC 31 g/m3 
Vapor pressure at 25oC 10.4 Pa 
Henry’s Law Constant 43.01 Pa m3/mol 
Log KOW 3.37 - 
Initial concentration 8 mol/m3 
 
The ice coverage is an adjusting factor in the simulations, changed in each set of 
simulations in order to examine how the environmental compartments respond to varying 
ice conditions. The transport parameters for the case study are as presented in Table 4-5. 
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The characteristics of the evaluative environment are as given in Tables 4-1 and 4-2 and 
the properties of the organisms in the food web are introduced in Table 4-8. Estimation of 
phytoplankton and zooplankton population volumes are based on the works from Borstad 
& Gower (1984) and Hunt et al. (2014) respectively. Fish population estimation is based 
on Yang et al. (2015). Average weight and lipid content of Arctic cod are extracted from 
Crawford & Jorgenson (1996) and Hop et al. (1997), respectively. Metabolism half-lives 
are of difficult measurement and data is scarce on this matter. Meador et al. (1995) 
estimated a half-life of 25 days (600 hours) for phenyl naphthalene in rainbow trout, which 
is used in the present work. Campfens & Mackay (1997) suggested an increase of one 
order-of-magnitude in metabolism half-lives for each subsequent upper level in the food 
chain, therefore half-lives for zooplankton and phytoplankton are assumed as being 6000 
and 60000 hours, respectively. All other parameters in Table 4-8 are extracted from 
Campfens & Mackay (1997) and Sun et al. (2018). 
Table 4-8: Properties of organisms comprising the food web. 
Property Phytoplankton Zooplankton Fish  
Mass (g) 4x10-4   0.1 45 
Lipid fraction (%) 0.015 0.04 0.08 
Water phase conductivity (L/d) 9.04x102 9.12x103 7.13x104 
Lipid phase conductivity (L/d) 0.9 9.2 71.3 
Gill ventilation rate (h-1) 0.547 0.116 0.029 
Gut absorption efficiency  - 0.5 0.5 
Feeding rate (g/g d) - 0.2 0.02 
Gross food ingestion rate (m3/h) - 8.33x10-10 3.75x10-8 
Growth rate (g/g d) 0.025 0.02 0.002 
Growth dilution term (m3/h) 4.17x10-13 8.33x10-11 3.75x10-9 
Metabolism half-life (h) 60000 6000 600 
Organism density (kg/m3) 1000 1000 1000 
Population volume (m3) 0.05 2.31 70 
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 Results and Discussion 
Figures 4-3 to 4-10 show the time-variant concentration profiles for all media under 
investigation in three ranges of ice concentrations. Concentrations in abiotic media are 
given in mg/L and in biotic media in mg/kg. The shape of concentration curves is dependent 
on the combined effect of emissions to water and ice, and the response of each compartment 
to changes in emission rates depends on fugacity capacity and on predominant transport 
processes.  
The emission rate to the water compartment depends on a balance between the 
increase in viscosity and the decrease in oil slick thickness. The increase in viscosity acts 
against the natural dispersion as the breakup of the oil slick into droplets is difficulted for 
viscous oils, which require higher sea energy levels to occur. In contrast, the thinning of 
the oil slick eases oil dispersion given the higher surface are available for breaking waves 
to drive the oil down to the water column. As slick thinning is a dominant process, natural 
dispersion rate increases up until the spreading ceases and a terminal thickness is reached, 
from which point the dispersion rate starts to decrease as a result of viscosity increase, 
eventually ceasing when the oil is completely consumed from the slick. In the simulations, 
a peak in emission to water is observed when the slick reaches its terminal thickness, which 
occurs at 140 h and 720 h for 30% and 70% ice coverages respectively. For 90% ice 
coverage there is no emission to the water as natural dispersion does not occur in heavy ice 
conditions. Emission to the water ceases at 364 h and 1800 h for 30% and 70% ice 
coverages respectively. 
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In the present model, emission to the ice cover is a function of increasing slick area, 
which increases with time towards a terminal value. As a consequence of increasing slick 
area, the emission rate also increases, assuming that oil is pooled underneath the ice for 
long enough to migrate through the brine channels, up until the termination of the spreading 
process, after which emission to the ice cover ceases. The peak in emission rate to ice is 
observed practically immediately after the release, following the same trend of oil 
spreading process. After this peak, which occurs 6 hours after the release, the emission to 
ice displays a decreasing trend and ceases when the oil slick reaches its terminal thickness.  
Upon reaching of oil slick’s terminal thickness, two important changes take place: 
the emission rate to ice ceases and emission to water changes its regime from an increasing 
to a decreasing trend. Each compartment will respond differently to this change, but all 
media will be somewhat sensitive to it.  
The plots show a decreasing trend in concentrations with increasing ice coverage 
for all media, although for the air and ice compartments the concentrations for 70% 
coverage peaked at a higher value than for 30% coverage. This can be explained by the 
greater area of ice cover in contact with oil and therefore available for entrainment. 
Conversely, at high ice coverages the slick spreading is substantially retarded, hence the 
lower oil concentration. In addition, at ice coverages higher than 80% there is no oil input 
to the water, therefore there is a lower overall amount of contaminant in the system, also 
contributing to the observed lower concentration in ice.  
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As the only medium in contact with air is the ice cover, its concentration curves 
display similar trends as of those of ice, though the model outputted negligible 
concentrations in the air compartment (on the order of 10-11).  
Contaminant concentrations for 90% ice coverage in all media but air and ice were 
very low compared to concentrations for 30% and 70% coverages, thus those media are 
treated separately on Figure 4-10. The water compartment responds practically 
immediately to change in emission regimes, peaking when emission rates are higher and 
dropping quickly to reach steady-state conditions. In contrast, sediment and biotic media 
take longer to respond and concentrations in those compartments continue to increase for 
a long time after emissions have ceased or reduced. Air and ice also respond immediately 
to changes in emissions, but the steady state is not reached over the time span of the 
simulations. Overall, the higher the ice coverage the slower the response to changes in 
emissions and the longer the compartments take to reach maximum concentrations. Also, 
peak concentrations are lower the higher the ice coverage for all compartments but air and 
ice, as mentioned previously in this chapter. At low ice coverage (≤ 30%) naphthalene 
concentration in sediment peaks at the highest value amongst the abiotic media (0.032 
mg/L), whereas at medium (>30% and <80%) and high (≥ 80%) ice coverages the ice 
compartment displayed the highest concentration peaks (0.031 mg/L and 0.019 mg/L 
respectively), after which there is a decreasing trend, although it does not drop 
significantly, reaching 0.009 mg/L, 0.011 mg/L and 0.013 mg/L for 90%, 30% and 70% 
ice coverages respectively at the end of the simulation. Steady-state concentrations for 
sediment varied in a range from 3x10-5 mg/L to 9x10-5 mg/L for 90% and 30% ice 
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coverages, respectively, whereas water steady-state concentrations were similar for all ice 
coverages, of about 1.5x10-6 mg/L. 
Chemical depuration in water occurs in about 2000 h for 30%, 3000 h for 70% and 
5000 h for 90% ice coverages and steady-state concentrations are in the order of 1.5x10-6 
mg/L. In sediment, response times are much longer for the three ranges of ice coverages, 
although it can be noted that more constant steady-state concentrations are achieved earlier 
for higher ice coverages. Steady-state concentrations in sediment are in the order of       
3x10-5 mg/L. Steady-state is not reached in air and ice compartments over the simulation’s 
time span. This in turn explains the persistency of oil in ice. 
For 90% ice coverage (Figure 4-10), concentrations in all biotic media, along with 
the sediment compartment, were of the same order-of-magnitude (5x10-5mg/L) apart from 
zooplankton, which displayed concentrations one order-of-magnitude higher. 
Concentration in the ice compartment at 90% coverage (Figure 4-4) was much higher than 
in any other compartment, peaking at 1.9x10-2 after 121 days (2916 h). The ice cover 
displays this higher concentration because at 90% coverage the only emission source in the 
system is entrainment in ice. Emissions peaked much later for all other compartments and 
steady state was achieved after about 416 days (10000 h). Concentration in water 
compartment remained very low (1x10-6mg/L) for the entire timespan of the simulation 
and achieved steady state earlier than in other compartments. This behavior is expected, 
given that for high ice coverages there is no chemical input to the water.  
In the food-web, zooplankton displayed the highest concentrations among the three 
selected organisms. Phytoplankton is assumed to be in equilibrium with water, thus both 
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media have the same fugacity. Given the higher fugacity capacity (Z value) of 
phytoplankton, it shows a higher concentration than water, although the curves display the 
same behavior. Concentrations show a great increase from phytoplankton to zooplankton 
(one order-of-magnitude for medium and high ice coverages and two orders-of-magnitude 
for low ice coverage) given that for the latter, contaminant uptake occurs from both food 
consumption and exchange with water, whereas for the former only exchange with water 
takes place. The same trend is not observed from zooplankton to fish, and the representant 
of the highest trophic level in the food web displays the lowest contaminant concentration. 
This apparent odd behavior can be explained by two aspects. Organic chemicals with log 
KOW less than 6 – and therefore with lower hydrophobicity – are not expected to undergo 
biomagnification in water, hence trophic dilution, in which higher trophic levels display 
lower chemical concentrations, is more likely to occur. More importantly, metabolism is 
the main driver of chemical loss in organisms at higher trophic levels. Chemicals with log 
KOW lower than 4 are readily metabolized by fish, thus metabolic half-lives for those 
chemicals are shorter. The lower the trophic level the slower the metabolism rates, 
therefore loss by metabolism becomes less important, as observed in zooplankton and 
phytoplankton. Naphthalene has a Log KOW of 3.37, hence not likely to magnify in aquatic 
food webs. Metabolism D values for fish, zooplankton and phytoplankton are respectively 
0.35 mol/Pa h, 5.8x10-4 mol/Pa h and 4.5x10-7 mol/Pa h, thus it can be demonstrated that 
whereas metabolism is a major source of chemical depuration for fish, it is not relevant for 
organisms in lower trophic levels. If metabolism was neglected and metabolic rates are not 
included in the calculations, concentrations would display increasing trend from the lowest 
to the highest trophic levels. 
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The groups W and A, representing respectively fugacity factors for respiration and 
food uptake, provide insight on the main source of chemical for each organism and are 
calculated as follows: 
𝑊 = 𝐷𝑊𝐼 (𝐷𝑊𝐸 + 𝐷𝐸 + 𝐷𝑀 + 𝐷𝐺)   ⁄                                                                                   (4.18) 
𝐴 = 𝐷𝐹 (𝐷𝑊𝐸 + 𝐷𝐸 + 𝐷𝑀 + 𝐷𝐺)   ⁄                                                                                      (4.19) 
All parameters as stated before in this Chapter. W and A for fish are respectively 
1.37x10-1 and 1.16x10-7. For zooplankton, W and A are respectively 9.64 and 5.25x10-7. 
For phytoplankton, respiration is the only source of chemical, thus A is zero. It can be 
thereby concluded that uptake from water is dominant for all organisms, which is expected 
for less hydrophobic chemicals of lower KOW. 
 
Figure 4-3: Concentrations of naphthalene in air. 
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Figure 4-4: Concentrations of naphthalene in ice. 
 
Figure 4-5: Concentrations of naphthalene in water. 
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Figure 4-6: Concentrations of naphthalene in sediment. 
 
Figure 4-7: Concentrations of naphthalene in fish. 
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Figure 4-8: Concentrations of naphthalene in zooplankton. 
 
Figure 4-9: Concentrations of naphthalene in phytoplankton. 
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Figure 4-10: Concentrations in different media at 90% ice coverage. 
Figures 4-11 and 4-12 show the Risk Quotient (RQ) and the Bioconcentration 
Factor (BCF), respectively. As expected, the risk quotient follows the same trend as 
concentration profiles in water compartment, peaking on the first days after the release and 
quickly dropping to very low values upon achieving steady state. In low ice coverage, the 
maximum risk quotient of 0.84 is reached 142 h after the release, and the steady-state RQ 
of 0.001 is achieved after about 2000 h. In medium ice coverage, risk quotient peaks 716 
h after the release at 0.25, decreasing to the same steady-state RQ as for low ice 
concentration after about 3000 h. Risk quotient for 90% ice coverage remains negligible 
(about 8x10-4) for the entire simulation time. Consequently, according to the RQ criterion, 
the risk represented by the modeled spill scenario is not significative in the medium to long 
term, although at low ice coverage the risk quotient peaked very close to the unit 142 h 
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after the release, indicating that risk mitigation measures might be required within the first 
days of a spill to prevent the risk to reach the threshold for naphthalene. It also can be noted 
that the RQ decreased as ice coverage increased, thus the presence of ice may represent an 
attenuating factor for the risk quotient in Arctic waters. 
 
Figure 4-11: Risk Quotient for water. 
The potential for accumulation of naphthalene in  upper trophic levels in the food 
web is defined in terms of the Bioconcentration Factor (BCF) for fish. The BCF represents 
the balance between competing uptake and elimination processes in organisms and denotes 
the level in which chemical is accumulated in organism’s body, when compared to water 
concentrations. Environment Canada defined a value of BCF of 5000 over which chemicals 
are deemed bioaccumulative (Anon, 1995). This value is therefore used as benchmark to 
compare the BCF outputted by the model. 
122 
 
Figure 4-12 shows the same decreasing trend for increasing ice coverages as 
observed in concentration profiles, although steady-state BCF values are equal for all ice 
coverages. Maximum BCF of 1460 and 552 are reached in 1900 h and 2470 h for 30% and 
70% ice coverages, respectively. BCF for 90% ice coverage remains stable at about 25 for 
the entire simulation timespan, which coincides with the final steady-state BCF achieved 
for 30% and 70% ice coverages. By the inspection of Figure 4-12 it can be observed that 
the threshold BCF value used as criterion for bioconcentration by Environment Canada is 
not reached at any time over the simulation period. In fact, maximum BCF value achieved 
in the simulations was under one third of the bioaccumulation threshold, hence naphthalene 
is not expected to accumulate in higher trophic levels in the hypothetical Arctic food web 
object of the study under the scenario modeled. 
 
Figure 4-12: Bioconcentration factor for fish. 
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 Concluding Remarks 
The present work explored the fugacity approach to model the distribution in the  
environment of a toxic component of oil, namely naphthalene, as a result of an oil spill in 
ice-infested waters, focusing on the transfer of contaminant throughout an Arctic-specific 
food web. Abiotic compartments selected for the analysis were air, ice cover, water and 
sediment, and the linear food web was defined as consisting of phytoplankton, zooplankton 
and Arctic cod, in increasing order of trophic level. Emission sources to water and ice cover 
were determined as a function of respectively natural dispersion of oil in water due to 
breaking waves and entrainment of oil in ice due to migration through brine channels. 
The outputs of the model showed a decreasing trend in concentration profiles with 
increasing ice coverages for all media, confirming findings from previous works. 
Excluding the air compartment, which displayed negligible concentrations over the entire 
simulation, water displayed the faster chemical depuration, followed by phytoplankton, 
fish, sediment, zooplankton and ice, the latter failing to reach steady-state over the 
simulation timespan. Lower contaminant concentrations in ice-covered waters confirm 
previous works that suggested that transport and weathering processes are retarded in those 
conditions. This can be advantageous in oil spill response planning, as more time is 
available for recovery efforts given that oil will remain un-weathered for longer periods. 
In addition, contaminant release from the oil slick will be reduced, hence risk represented 
by dissolved and dispersed toxic fractions of oil are expected to be lower.  Nonetheless, 
chemical depuration times will be higher in ice conditions, and oil may persist much longer 
in the environment if response measures are not put in place. 
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In the food web, concentrations were the highest for zooplankton, followed by 
phytoplankton and fish for all ice coverages, indicating that biomagnification of 
naphthalene does not occur in the modeled food chain regardless of the ice conditions. 
Instead, it is likely that the opposite effect – trophic dilution – takes place. The 
Bioconcentration Factor (BCF) for fish did not reach the bioaccumulation criterion, thus 
accumulation in fish is not likely to occur. Likewise, the Risk Quotient (RQ) for the water 
compartment did not exceed the unit in any of the simulated ranges of ice coverage, 
meaning that concentrations in water did not represent a significative long-term risk to the 
marine ecosystem for the scenario under investigation, though a peak in risk quotient was 
observed within the first 5 days of simulations, indicating that measures should be in place 
to avoid a potential exceedance of risk level on the first days after a spill. 
Overall, the highest concentrations were found in zooplankton (1 mg/kg) and 
sediment (0.03 mg/L) at low ice coverage and in the ice cover (0.03 mg/L) at medium ice 
coverage. The higher concentration found in the ice compartment is a result of oil migration 
through the ice brine drainage network, which may be a predominant process under heavy 
ice conditions, as other processes are substantially retarded. This may represent a risk factor 
to environments distant from the release point, as ice will be advected with ocean currents 
and winds and oil trapped in ice will be released back to the ocean upon spring and summer 
thaw. Also, high concentration in zooplankton might lead to further impacts to the 
ecosystem if organisms at higher trophic levels feeding on it do not readily metabolize or 
clear the contaminant, although the model suggested low accumulation potential in fish. 
Due to the high concentrations found in sediment, it may be important to consider the 
impacts on benthic food webs, along with the proposed pelagic analysis. 
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The model showed good agreement with previous works from Yang et al. (2015), 
Afenyo et al. (2016a) and Afenyo et al. (2017b), and could be potentially used in ecological 
risk assessments for Arctic oil and gas developments and marine shipping operations. 
However, the large amount of data required for the model implies that uncertainties and 
variability of parameters should be addressed in such studies to assure that outputs do not 
lead to erroneous conclusions. For some parameters only a rough estimative may suffice 
for the analysis whereas for some other, more precise estimations are needed. Transport 
rates and biological parameters such as metabolism and food ingestion rates are of difficult 
measurement and research is needed in these fields in order to create data bases that gather 
this information and are readily accessible to risk managers, thus enabling effective and 
reliable risk analysis. In addition, the use of naphthalene as a surrogate for oil represents a 
limitation in the present work, as oil is a complex mixture of components and a more 
realistic approach may require the assessment of concentration of other substances 
contributing to the toxicity of crude oil. 
It is also important to note that the ecological risk characterization carried out in 
the present work is restricted to the selected risk endpoints – RQ and BCF – representing 
respectively the potential for lethality and bioaccumulation in the food chain. Other sub-
lethal long-term effects such as alterations in growth and feeding, morphological 
deformities and damage to eggs and larvae may be playing out and influence the overall 
risk picture. These aspects are not addressed in the present work, thus represent 
opportunities for future research and improvement of existing models and other ecological 
risk assessment tools.  
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Chapter 5: Conclusions and 
Recommendations 
The present thesis analyzed the aspects of oil spills in ice-infested waters from two 
different perspectives, which were combined to provide a complete picture of oil spill 
processes. The first part focused on transport and weathering processes, and improvements 
were suggested to existing models in order to obtain more accurate outputs when compared 
to experimental observations. The modifications were introduced by the inclusion of ice 
correction factors in all transport and weathering algorithms, thus enabling the 
representation of the influence of ice conditions in each process separately. In addition, a 
simplistic algorithm to model the process of oil entrainment in ice was proposed, resulting 
in a better estimation of oil mass balance at higher ice coverages. The inclusion of an 
algorithm for entrainment in ice addresses a gap in existing oil spill models for ice-infested 
waters, which do not account for oil migration through the ice cover. This process has been 
shown in the present work to be an important way of oil transport in the Arctic and may be 
critical at heavy ice conditions. The timely behavior of transport and weathering processes 
were then analyzed for three ranges of ice coverage: low (≤ 30%); medium (> 30% and < 
80%); and high (≥ 80%). The outputs of the model showed good correlation with 
observations from large-scale experiments carried out in the Barents Sea in ice-covered 
waters, and the improved algorithms displayed more accurate results than previous models. 
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On the second part, the outputs from the first part were used as input for a Level IV 
fugacity-based food-web bioaccumulation model, which aimed at the prediction of the 
distribution in the environment of oil toxic compounds, using naphthalene as a surrogate 
for the analysis. The model included a multimedia evaluative environment consisting in 
air, ice cover, water and sediment, and a linear food web was assembled with 
phytoplankton, zooplankton and Arctic cod as representative species of the Arctic 
ecosystem. The outputs of the model included the timely evolution of contaminant 
concentrations in all involved media, enabling inference on transport rates, times to reach 
peak concentrations, chemical depuration times and predominant uptake and loss processes 
for each medium. Given the predicted concentrations, the associated ecological risk was 
defined in terms of two endpoints: First, the Risk Quotient (RQ) was plotted as the ratio of 
the concentration in the water, calculated by the model, to the Predicted No Effect 
Concentration (PNEC) for naphthalene, taken from literature. Further, the bioaccumulation 
potential was expressed by the Bioconcentration Factor (BCF), defined by the ratio of 
concentrations in the targeted organism (in the present analysis, Arctic cod) to 
concentrations in water. The analysis of the BCF provides insight on the level in which the 
process of respiration is leading to accumulation of a chemical in the organism, when 
compared to the concentration in water. Both RQ in water and BCF in fish displayed values 
below the risk criteria for all ice coverages, indicating that the modeled spill scenario did 
not represent a significant risk to the ecosystem under investigation.  
The present work introduced a tool for estimation of ecological risk both in terms 
of acute effects, through the analysis of the RQ, and of chronic effects, through the BCF. 
The model can be potentially used by companies and environmental protection agencies in 
128 
 
environmental risk assessments for developments in the Arctic and may be extended to 
human health risk assessments if the level of complexity of the food web is increased to 
include humans at the highest trophic level. Although not aimed at the definition of exact 
values, the model provides estimative of peak concentrations and times required for 
environmental compartments to reach these concentrations, thus can be applied in oil spill 
response decision-making to predict when contamination is expected to reach alarming 
levels, subsidizing timely allocation of resources for spill response. The surface slick model 
may be useful to determine the windows of opportunity available for each response option 
given oil properties and position at any given time, which will influence the feasibility and 
efficiency of response techniques such as mechanical recovery and chemical dispersion. In 
addition, rehabilitation times can be predicted for the impacted environmental 
compartments, aiding natural resource damage assessment efforts and enabling the 
quantification of compensations to stakeholders after a spill occurs. Information on 
chemical depuration times is invaluable when response measures are insufficient to recover 
all released oil and a fraction is left to natural attenuation, which is the case in many spill 
scenarios, especially given the complications imposed by the harsh nature of the Arctic. 
Limitations of the present work are mostly due to the lack of knowledge on the 
Arctic environment and ecosystems. The analysis of the RQ is only possible for water 
because there is no data available on PNEC for other Arctic compartments, consequently 
the risk level for habitats in ice and sediment – which may play important roles in the 
ecological equilibrium – are not included in the analysis. Moreover, limited data is 
available on Arctic species and on rates in which processes occur, thus simplifications and 
generalizations are often necessary. A better understanding of the mechanism of oil 
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encapsulation and migration through ice sheets, and the subsequent release back to the 
ocean upon spring and summer thaw, is also of paramount importance to quantify more 
accurately the mass balance of oil at heavy ice conditions. It is also highlighted that, if used 
for regulatory purposes, uncertainties inherent to the model shall be addressed. Even 
though the present work does not offer a statistical treatment of the data, it is highly 
recommended that uncertainties in input data and its propagation throughout the model be 
properly tackled. Bayesian networks represent a useful methodology to handle 
uncertainties, as well as to update model’s predictions as information becomes available, 
being very promising for Arctic applications.  
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Appendix I – Model’s Algorithms and 
Calculations  
1. Algorithms 
The algorithms used on the model were written on MATLAB editor as follows:   
% Evaporative loss: 
dE = (1-c)*(2.67+0.06*T)/(t*60);    
% Emulsification: 
dY = 2e-6*(((1-c)*Ws+1)^2)*(1-Y/C3); 
% Increase in viscosity: 
du = C4*dE+(0.07*u/((1-C3*Y)^2))*dY; 
% Natural dispersion: 
dD = r*0.11*((Ws+1)^2)*(V/3600)/(1+50*s*((u*1000)^0.5)*h); 
% Spreading: 
if h>0.0001 
    dA = (0.5/A)*(V0^1.333)*((1-c)*6.6*(g/((u/Dw)^0.5))^0.333)^2; 
else 
    dA = 0; 
end 
% Entrainment in Ice: 
if h>0.0001 
    dI = 5e-5*dA; 
else 
    dI = 0; 
end 
% Volume loss due to evaporation and entrainment:  
if V>0.001      
    if t<=tf 
        dV = -V*dE-dD-dI; 
    else 
        dV = -Vf*dE-dD-dI; 
    end 
else 
    dV = 0; 
end 
% Slick Thickness: 
if h>0.0001 
    dh = (dV/A)-dA*(h^2)/V; 
else 
    dh = 0; 
end 
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% Fugacity air: 
df1 = (f2*D21-(f1*(D12+Da1)))/(V1*Za); 
% Fugacity ice: 
if h>0.0001 
    df2 = ((dI*Cs)+f1*D12+f3*D32-(f2*(D21+D23)))/(V2*Zi); 
else 
    df2 = (f1*D12+f3*D32-(f2*(D21+D23)))/(V2*Zi); 
end 
% Fugacity water: 
if V>0.001 
    df3 = ((dD*Cs)+f2*D23+f4*D43+f5*D53+f6*D63+f7*D73-
(f3*(D32+D34+D35+D36+D37+Da3+Dr3)))/(V3*Zw); 
else 
    df3 = (f2*D23+f4*D43+f5*D53+f6*D63+f7*D73-
(f3*(D32+D34+D35+D36+D37+Da3+Dr3)))/(V3*Zw); 
end 
% Fugacity sediment: 
df4 = (f3*D34-(f4*(D43+Dr4)))/(V4*Zs); 
% Fugacity fish: 
df5 = (f3*D35+f6*Df5-(f5*(D53+Dm5+Dg5)))/(V5*Zf); 
% Fugacity mysid: 
df6 = (f3*D36+f7*Df6-(f6*(D63+Dm6+Dg6)))/(V6*Zm); 
%Fugacity plankton: 
df7 = (f3*D37-(f7*(D73+Dm7+Dg7)))/(V7*Zp); 
 
Where E, Y, u, D, A, I, V, h, f1, f2, f3, f4, f5, f6 and f7 are the variables of interest 
representing the different physical processes involved and the fugacities in the different 
environmental media. T, c, g, Dw, Do, mi, Ws, C3, C4, V0, s, r, Vf, tf, uw, Cs, MW, D12, 
D21, D23, D32, D34, D43, D35, D53, D36, D63, D37, D73, Da1, Da3, Dr3, Dr4, Df5, 
Dm5, Dg5, Df6, Dm6, Dg6, Dm7, Dg7, Za, Zi, Zw, Zs, Zf, Zm, Zp, V1, V2, V3, V4, V5, V6, 
V7 are the input parameters of the model. 
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2. Numerical Solution of System of Differential Equations 
The system of differential equations was solved numerically using the in-built MATLAB 
solver ode45, which applies the following syntax: [t, y] = ode45 (odefun, tspan, y0). For 
the current model, the solver was written as follows: 
[t,x] = ode45(@Oil,[0.01  43200000], x0, [], T, c, g, Dw, Do, mi, 
Ws, C3, C4, V0, s, r, Vf, tf, uw, Cs, MW, D12, D21, D23, D32, D34, 
D43, D35, D53, D36, D63, D37, D73, Da1, Da3, Dr3, Dr4, Df5, Dm5, 
Dg5, Df6, Dm6, Dg6, Dm7, Dg7, Za, Zi, Zw, Zs, Zf, Zm, Zp, V1, V2, 
V3, V4, V5, V6, V7); 
 
 
 
  
  
 
 
