On the admissibility of stable spherical multivariate tests  by Glimm, Ekkehard & Läuter, Jürgen
Journal of Multivariate Analysis 86 (2003) 254–265
On the admissibility of stable spherical
multivariate tests
Ekkehard Glimma, and Ju¨rgen La¨uterb
aAICOS Technologies, Efringerstrasse 32, CH-4057 Basel, Switzerland
bOtto-von-Guericke-University Magdeburg, Mittelstr. 2/151, 39114 Magdeburg, Germany
Received 21 April 2000
Abstract
This paper deals with correlation tests from the class of spherical tests introduced by La¨uter
(Biometrics 52 (1996) 964). These methods provide an alternative to classical MANOVA
approaches and are particularly useful in small samples. Following a brief introduction of the
spherical tests, it is shown that the so-called principal component correlation test is admissible
in this class. A Bayesian approach is used to prove this result.
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1. Introduction
In 1996, La¨uter and co-workers [10–12] have introduced the so-called spherical
tests. These tests are applicable to samples from multivariate normal distributions.
They are based on univariate or low-dimensional data-dependent scores. As a
characteristic feature, the scores are derived under observance of a construction
principle that establishes a spherical distribution of the scores. Using this property,
complete control of the predeﬁned test level a can be secured by theorems from the
theory of spherical matrix distributions (see Fang and Zhang [4, Section 2.5]).
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Thus, the approach provides a class of exact, parametric multivariate tests. As the
deﬁning construction principle is quite general, the class is fairly rich, and additional
assumptions or conjectures regarding the multivariate covariance structure can be
exploited to construct the test in such a way that it is powerful for particularly
interesting deviations from the null hypothesis. In this respect, spherical tests are
similar to approaches by Kudo [8], Schaafsma and Smid [16], Perlman [15],
Silvapulle [17] and Wang and McDermott [18].
In contrast to classical MANOVA tests (see e.g. Anderson [1, Chapter 8]),
spherical tests are not afﬁne-invariant, reﬂecting that to gain power for certain
parameter structures, one has to sacriﬁce power for others. However, while afﬁne-
invariance seems highly desirable at ﬁrst sight, it has some serious drawbacks. For
instance, it causes the classical approaches to break down if the number of variables
p comes close to the sample size n (La¨uter [9], among others). This problem is called
instability. Spherical tests, in contrast, can be constructed such that this problem
does not arise.
This paper is concerned with the stability of spherical tests. First of all, spherical
tests are introduced and a brief summary of their most important properties is given,
including the construction of special spherical correlation tests with heuristic
descriptions of the underlying conjectured parameter structures. Then, the principal
component test, one of the most important proposals from the class of spherical
tests, is re-examined under a speciﬁc parameter structure which is a special case of a
factor-analytic model. Using a Bayesian prior distribution on the parameters in this
model, it can be shown, that the principal component test is admissible in the class of
spherical tests.
2. Basic properties of spherical tests
Let
X ¼
xð1Þ0
^
xðnÞ0
0
B@
1
CABNnpðM; In#RÞ ð1Þ
be an n  p random matrix with rows made up by n independent sample elements
from p-dimensional, normally distributed populations with (possibly different)
means lð j Þ ð j ¼ 1;y; nÞ; M ¼ ðlð1Þ;y; lðnÞÞ0 and common covariance matrix R:
This is the standard setup of a multivariate linear model. For the sake of convenience
and because it is obvious from the respective context, notation does not distinguish
between random variables and their realizations.
Most commonly, hypotheses in this model are concerned with decisions about the
mean structure. For example, in the simplest case of a sample from just one
population, M ¼ 1nl0 and a standard hypothesis would be H0 : l ¼ 0: Often,
hypotheses about the covariance structure are also of interest. The classical afﬁne-
invariant tests by Wilks, Hotelling and Lawley, Pillai and Bartlett, and Roy
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(cf. Anderson [1]) are available for such MANOVA hypotheses. All of these are
based on Wishart-distributed sums-of-products matrices H and G; say. The
following theorem on the distribution of quadratic forms derived from such
matrices is an important prerequisite for the introduction of spherical tests.
Theorem 2.1. Let
HBWpðR; mÞ and GBWpðR; f Þ
be stochastically independent Wishart matrices with mX1 and fX1: Let the
p-dimensional coefficient vector d be defined as some Borel-measurable function of
HþG; such that d0ðHþGÞda0 with probability 1. Then, the following equivalent
results hold:
F ¼ f
m
d0Hd
d0Gd
BFðm; f Þ; B ¼ d
0Hd
d0ðHþGÞdBB
m
2
;
f
2
 
; ð2Þ
where F and B symbolize an F - and a Beta-distribution, respectively.
A proof of Theorem 2.1 is provided by La¨uter et al. [11] using Theorem 2.5.8 from
Fang and Zhang [4]. Theorem 2.1 can be used to replace classical test statistics (e.g.
Wilks’ L) for linear hypotheses in the multivariate linear model (1) by statistics like
(2). The resulting tests are called spherical (MANOVA) tests.
This is a somewhat limited introduction of spherical tests, as Theorem 2.1 is a
special case of much more general results [12]. However, in this context, these
generalizations are not needed.
In the following, we will focus on spherical tests for stochastic independence
between different variables. Suppose
ðy XÞBNnð1þpÞ 1nðmy lx0Þ; In#
syy rxy0
rxy Rxx
 ! !
: ð3Þ
In this model, independence between y and X corresponds to the hypothesis
H0 : rxy ¼ 0 vs. the alternative A : rxya0: This is usually assessed by investigating the
multiple correlation coefﬁcient rm ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gxy
0G1xx gxy
gyy
r
with r2mBBðp2; np12 Þ under H0; where
%y ¼ 1
n
1n
0y; %x ¼ 1
n
X01n;
Gtot ¼
gyy gxy
0
gxy Gxx
 !
¼ ðy 1n %yÞ
0
ðX 1n %x0Þ0
 !
ðy 1n %y X 1n %x0Þ;
represent the empirical means and sums-of-products matrices of y and X;
respectively.
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To obtain a spherical test for independence, we consider
H ¼ gxygxy
0
gyy
; G ¼ Gxx	y ¼ Gxx 
gxygxy
0
gyy
:
Under H0; H and G are stochastically independent with
HBWpðRxx; 1Þ; GBWpðRxx; n  2Þ
[1]. A so-called summary correlation coefﬁcient
r ¼ gxy
0dﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gyyd0Gxxd
p ð4Þ
is deﬁned using the weight vector d which is a Borel-function of HþG ¼ Gxx: The
summary correlation coefﬁcient r is the ordinary Bravais–Pearson correlation
coefﬁcient between y and Xd: Thus, according to Theorem 2.1,
r2B
H0
B
1
2
;
n  2
2
 
: ð5Þ
The level-a test j is done in the obvious way:
jðrÞ ¼ 1 if jrjX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B1að12; n22 Þ
q
;
0 else:
8<
: ð6Þ
It should be noted that such a spherical test for independence is invariant
to transformations of y and the scores Xd in the sense that ðy;XdÞ and
ðcy1yþ cy21n; cx1Xdþ cx21nÞ yield the same value of jrj for any scalar constants
cx1; cx2; cy1; cy2; where cx1a0; cy1a0: However, the test is not afﬁne-invariant under
any linear transformation of X:
Theorem 2.1 makes a statement about the tests’ a-level only. It provides a general
rule for constructing non-afﬁne-invariant, exact level-a; multivariate tests of linear
hypotheses. To obtain concrete, useful tests, the determination of the coefﬁcient
vector d has to be done in such a way that conjectures about the multivariate
dependencies between the p variables are exploited. Thus, we obtain tests that are
powerful in certain particularly interesting regions of the alternative parameter
space.
It is important to stress that spherical tests are exact level-a tests in general,
unrestricted models like (3), even if speculative assumptions about the parameters in
the model are made to derive the coefﬁcient vector d: Consequently, one may
incorporate heuristic arguments into the choice of a function for d: In contrast, the
tests by Kudo [8], Schaafsma and Smid [16] or Perlman [15] deal with explicitly
speciﬁed alternatives.
The following two subsection present two important spherical tests.
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2.1. Standardized-sum correlation test
This test is obtained by using the coefﬁcients
d ¼ ðDiagðGxxÞÞ1=21p
in (4) and (6). Here, DiagðGxxÞ is the p  p diagonal matrix with diagonal elements
gii of Gxx: As all of the components of d are positive, this choice of d is appropriate if
one is particularly interested in alternatives with all correlations between y and X
having the same sign. The SS test’s power properties are best, if, in addition, the
pairwise correlations between the X-variables represented by the columns of X are all
identical [11]. Of course, the standardized sum test has little or no power if the
correlations of y with several of the columns of X are positive and those with several
others are negative.
2.2. Principal component correlation test
For the so-called principal component test (PC test), d is determined by the
eigenvector corresponding to the largest eigenvalue l of the generalized eigenvalue
problem
Gxxd ¼ DiagðGxxÞdl; d0DiagðGxxÞd ¼ 1: ð7Þ
The choice is motivated by the assumption of a one-factor parameter structure
Rxx ¼ Kþ !!0; where ! is a vector of scale constants and K is a diagonal matrix of
speciﬁc variances. This model arises naturally, if all the variables in X are differently
scaled surrogates of a single unobserved latent factor. If the speciﬁc variances are
relatively small, then the score Xd is an approximation of this underlying latent
factor [10]. This test is more ﬂexible than the standardized-sum test: It is both sign-
and scale-invariant, i.e. multiplication from the right of X with any ﬁxed, non-
singular diagonal p  p-matrix C does not change the test statistic r2:
Several authors (La¨uter et al. [13], Bregenzer and Lehmacher [2], Brosz and
La¨uter [3], Glimm [5]; Kropf [7]) have examined standardized-sum and PC
tests for independence and for comparisons of means in simulation studies. The
results show that these spherical tests are highly superior to conventional tests,
like the test of multiple correlation, under various practically relevant deviations
from the null hypothesis. In particular and in contrast to the classical MANOVA
tests, the power of these spherical tests does not break down when the number of
observations is close to the number of variables. This is the property we refer to as
‘‘stability’’.
3. Admissibility of the PC correlation test
In this section a mathematically more rigid statement is derived to back
conjectures about the power of the PC correlation test suggested by heuristic
considerations and simulations.
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Theorem 3.1. For pX2; nX3; aAð0; 1Þ and the family of normal distributions (3) with
unknown means my; lx and unknown positive semi-definite covariance matrices
syy rxy 0
rxy Rxx
 
; where syy40; rankðRxxÞ ¼ p; consider the class of two-sided correlation
tests defined by (4) and (6) with coefficient vectors d ¼ dðGxxÞ such that d0Gxxda0 with
probability 1. Within this class, the PC correlation test determined by (7) is an
admissible test of the independence hypothesis H0 : rxy ¼ 0; where the loss
function is given by 1 jðrÞ; i.e. the risk is equal to the error of second kind of the
test (6).
The remainder of this section will be used to prove this result. To outline
the general strategy of the proof, ﬁrst a prior distribution of the parameters in
(3) is speciﬁed. It is then shown that the PC correlation test has maximum
power for this Bayes setting among all tests (6) and that it is unique in this
respect. From these facts, we can infer that there is no other test in (6) that has at
least the same power as the PC test everywhere and is superior in terms of power
somewhere.
For the key step in this proof, a result about the probability mass covered by
cone-shaped subsets of a normal distribution’s domain is needed. This result is now
stated and proved ﬁrst as Theorem 3.2. It may be of self-sufﬁcient, independent
interest.
Theorem 3.2. Let A be a positive definite, symmetric p  p matrix with eigenvalues
0ol1ol2p?plp; pX2;
and let k be a number in ð0; 1Þ: Define
IðeÞ ¼
Z
e0vﬃﬃﬃﬃ
v0v
p Xk
exp 1
2
v0Av
 
dv;
where e is any p-dimensional vector with e0e ¼ 1:
Then IðeÞ attains its maximum value if and only if e is an eigenvector to l1:
Proof. The proof is given in two parts. In the ﬁrst part, it is shown that any vector e
that is not an eigenvector of A; does not maximize IðeÞ: The second part shows that
any eigenvector of A not pertaining to l1 does not maximize IðeÞ either. As IðeÞ is
bounded on the compact set fe : e0e ¼ 1g and hence must attain its maximum
somewhere on this unit sphere, only the eigenvector pertaining to l1 remains. This
vector is unique but for its sign.
Suppose that e with e0e ¼ 1 is not an eigenvector of A and that M ¼
fv : e0vﬃﬃﬃﬃ
v0v
p Xk; va0g: Furthermore, the vector q ¼ ProjðAeÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ProjðAeÞ0ProjðAeÞ
p with ProjðxÞ ¼
ðIp  ee0Þx is introduced. This vector is used to deﬁne the two sets
M1 ¼ fvAM : v0q40g and M2 ¼ fvAM : v0qo0g
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with M ¼ M1,M2,T ; where T ¼ fvAM : v0q ¼ 0g is a null set with respect to the
integration over M: It is easy to see that each vAM1 has exactly one counterpart
v ¼ vþ 2e 	 v0eAM2 ð8Þ
and that
v0Avov0Av: ð9Þ
To represent the integral IðeÞ; it is convenient to change the original base of the
p-dimensional space to another orthogonal base
B ¼ ðe q b3 ? bpÞ; B0B ¼ Ip;
with any suitable b3;y; bp: In terms of the new base, we have the representa-
tions w ¼ B0v for v and A0 ¼ B0AB for A: Hence, vAM1 implies that w1ﬃﬃﬃﬃﬃﬃw0wp Xk and
w240; where w ¼ ðw1; w2;y; wpÞ0: From (8), it follows that w ¼ B0v ¼
ðw1;w2;y;wpÞ0AM2: Similarly, (9) translates to
w0A0wow0A0w: ð10Þ
With these transformations, the integral IðeÞ is written as
IðeÞ ¼
Z
w1ﬃﬃﬃﬃﬃﬃ
w0w
p Xk
exp 1
2
w0A0w
 
dw:
Now, the cone-shaped area of integration is rotated towards q by an angle
eAð0; arccos kÞ: The central axis of this rotated area of integration is ee ¼ cos e 	 eþ
sin e 	 q with ee 0Bwﬃﬃﬃﬃﬃﬃ
w0w
p ¼ w1	cos eþw2	sin eﬃﬃﬃﬃﬃﬃ
w0w
p : Thus,
IðeeÞ ¼
Z N
wp¼N
?
Z N
w3¼N
Z N
w2¼0
I1ðeeÞ dw2 dw3?dwp; ð11Þ
where
I1ðeeÞ ¼
Z
w1	cos eþw2	sin eﬃﬃﬃﬃﬃﬃ
w0w
p Xk
exp 1
2
w0A0w
 
dw1
þ
Z
w1	cos ew2	sin eﬃﬃﬃﬃﬃﬃ
w0w
p Xk
exp 1
2
w0A0w
 
dw1: ð12Þ
Let the areas of integration on the right-hand side of (12) be denoted by ½
%
w1;NÞ
and ½
%
w1;NÞ with the corresponding vectors w ¼ ð
%
w1; w2;y; wpÞ0 and w ¼
ð
%
w1;w2;y;wpÞ0: The derivative of (12) with respect to e for ﬁxed w2;y; wp is
@I1ðeeÞ
@e
¼ exp w
0A0w
2
 
	 @ %w1
@e
 exp w
0A0w
2
 
	 @ %w

1
@e
:
Differentiating
%
w1 	 cos eþ w2 	 sin e ¼ k
ﬃﬃﬃﬃﬃﬃﬃﬃ
w0w
p
with respect to e yields
@
%
w1
@e
	 cos e
%
w1 	 sin eþ w2 	 cos e ¼ k 	 %
w1ﬃﬃﬃﬃﬃﬃﬃﬃ
w0w
p @ %w1
@e
;
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and likewise
@
%
w1
@e
	 cos e
%
w1 	 sin e w2 	 cos e ¼ k 	 %
w1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w0w
p @ %w

1
@e
:
At e ¼ 0; we have %w1ﬃﬃﬃﬃﬃﬃ
w0w
p ¼ %w1ﬃﬃﬃﬃﬃﬃﬃﬃ
w0w
p ¼ k; hence @ %w1@e ¼ w21k2 and
@
%
w
1
@e ¼ þw21k2; such that
@I1ðeeÞ
@e
¼ w2
1 k2 	 exp 
1
2
w0A0w
 
 exp 1
2
w0A0w
  
at e ¼ 0: It can be seen from (10) that @I1ðeeÞ@e 40 for w240 at e ¼ 0: Finally, Leibniz’
rule is applied to exchange the order of differentiation and integration in (11),
showing that @IðeeÞ@e 40 at e ¼ 0: Hence, Ið	Þ does not have a maximum in e: This
concludes the ﬁrst part of the proof.
Now, suppose that e is an eigenvector of A not corresponding to l1: This case has
to be considered separately because the vector q introduced in the ﬁrst part, is 0 if e is
an eigenvector of A: Without loss of generality, the following derivations are given in
terms of an eigenbase of A: Hence, we can assume that A ¼ DiagðaiiÞi¼1;y;p with
0oa11oaii for all i ¼ 2;y; p; and e ¼ ð0; 1; 0;y; 0Þ0: Let e1 ¼ ð1; 0;y; 0Þ0: This
yields the integrals
Iðe1Þ ¼
Z N
N
?
Z N
N
Z
v1ﬃﬃﬃﬃ
v0v
p Xk
exp 1
2
v0Av
 
dv1?dvp ð13Þ
and
IðeÞ ¼
Z N
N
?
Z N
N
Z
v2ﬃﬃﬃﬃ
v0v
p Xk
exp 1
2
v0Av
 
dv2 dv1 dv3?dvp: ð14Þ
Applying the transformation w ¼ ð
ﬃﬃﬃﬃﬃ
a11
a22
q
v1;
ﬃﬃﬃﬃﬃ
a22
a11
q
v2; v3;y; vpÞ0 in (13) gives
Iðe1Þ ¼
Z N
N
?
Z N
N
Z N
%
w1
exp 
Pp
i¼3 aiiw
2
i
2
 
 exp a22w
2
1 þ a11w22
2
 
dw1?dwp: ð15Þ
In (15),
%
w1 is determined by the condition
w1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w21 þ a
2
11
a2
22
w22 þ a11a22 w23 þ?þ a11a22 w2p
r Xk:
The comparison of (15) with (14) reveals that Iðe1Þ4IðeÞ; because the only difference
between these two integrals is in the lower limit of the innermost integral, and this is
lower for (15) due to w21 þ w22 þ?þ w2p4w21 þ a
2
11
a2
22
w22 þ a11a22 w23 þ?þ a11a22 w2p for all
ðw2;y; wpÞa0: This concludes the second part of the proof and hence yields the
theorem. &
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We note in passing that due to the symmetry of the problem, the proof remains
exactly the same if we replace the area of integration e
0vﬃﬃﬃﬃ
v0v
p Xk by je
0vjﬃﬃﬃﬃ
v0v
p Xk: It may also
be noted here that in his Proposition 2.1, Neuhaus [14] has used similar arguments to
determine the circle covering maximum probability mass within a bivariate standard
normal distribution’s domain among all circles of ﬁxed diameter and ﬁxed distance
from the origin.
We can now proceed to prove Theorem 3.1.
Proof of Theorem 3.1. Consider (3) with the following prior restrictions:
(i) We impose a non-stochastic relation between y and X:
y ¼ 1nmy þ ðX 1nlx0Þm; ð16Þ
where my and lx are any ﬁxed parameters and m ¼ ðn1;y; npÞ0; ma0 is a
p-dimensional parameter vector with a prior distribution having density
hðmÞpð1 m0K1mÞn12 	
Yp
i¼1
bi
cn2i þ bi
 n1
2
: ð17Þ
Here, K is a diagonal matrix with diagonal elements li ¼ cn2i þ bi ði ¼ 1;y; pÞ
and c and bi are known scalars that fulﬁll the conditions c4p and bi40; but
whose concrete values turn out to be irrelevant apart from that. Because of nX3;
it can be shown that (17) deﬁnes a density function [5, p. 48].
(ii) We assume
Rxx ¼ ðK  mm0Þ1: ð18Þ
This covariance structure arises from a one-factor model.
La¨uter [9, p. 152], uses assumptions similar to these in the context of discriminant
analysis for a one-factor model. In this setup, the p-dimensional vector m with
niAðN;NÞ is the only random parameter.
These assumptions imply a singular normal distribution
ðy XÞBNnð1þpÞ 1nðmy lx0Þ; In#
m0Rxxm m0Rxx
Rxxm Rxx
 ! !
;
leading to
r ¼ d
0Gxxmﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m0Gxxm 	 d0Gxxd
p : ð19Þ
To minimize the loss function 1 jðrÞ; we need to maximize the Bayes power of
the test jðrÞ of type (6). This is given by
EmðEGxxðjðrÞjmÞÞ ¼
Z Z
jðrÞf ðGxxjmÞhðmÞ dGxx dm; ð20Þ
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where f ðGxxjmÞ ¼ ð2pÞ
ðn1Þp
2 	
jKjn12 	 ð1 m0K1mÞn12 jGxxj
np2
2 	 exp tr GxxðK  mm
0Þ
2
  
is the density of GxxjmBWpðRxx; n  1Þ; if n  1Xp: For the sake of simplicity, the
proof will be restricted to this situation, although Theorem 3.1 is also valid under
n  1op [5].
It is easy to show that (20) is bounded and that therefore, it is sufﬁcient to
maximize the posterior expected value EmðjðrÞjGxxÞ ¼
R
jðrÞf ðGxxjmÞhðmÞdm instead
of (20) to obtain the most powerful spherical test of type (6) under the prior
assumptions. Plugging in the test deﬁnition (6) with r from (19), the Wishart-density
f ðGxxjmÞ and the prior density hðmÞ; we obtain
EmðjðrÞjGxxÞp
Z
jd0Gxxmjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d0Gxxd	m0Gxxm
p Xk
Yp
i¼1
exp giiðcn
2
i þ biÞ
2
 
exp
m0Gxxm
2
 
dm
¼
Z
jd0Gxxmjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d0Gxxd	m0Gxxm
p Xk
Yp
i¼1
exp 1
2
giibi
  !
 exp 1
2
m0ðCGxxÞm
 
dm; ð21Þ
where gii are the diagonal elements of Gxx; C ¼ c 	DiagðGxxÞ and k ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B1að12; n22 Þ
q
:
Gxx and CGxx are positive deﬁnite with probability 1. Hence, m can be substituted
by m ¼ G1=2xx m and d by d ¼ G1=2xx d; where G1=2xx is the uniquely determined positive-
deﬁnite symmetric root of Gxx: This gives
EmðjðrÞjGxxÞpjGxxj
1
2
	
Z
jd0mjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d0d	m0m
p Xk
exp 1
2
m0G1=2xx ðCGxxÞG1=2xx m
 
dm: ð22Þ
The matrix A ¼ G1=2xx ðCGxxÞ1G1=2xx has p different eigenvalues with probability
1. Thus, application of Theorem 3.2, yields that (22) is maximized, if d is the
eigenvector pertaining to the smallest eigenvalue l1 of A or, equivalently, to the
largest eigenvalue lp of A1; i.e.
G1=2xx ðCGxxÞ1G1=2xx d ¼ dlp: ð23Þ
Resubstituting d ¼ G1=2xx d; (23) can be rearranged to show that d is the solution
of (7):
ðCGxxÞ1Gxxd ¼ dlp 3 Gxxd ¼ DiagðGxxÞd c 	 lp
1þ lp:
Apart from a negligible multiplicative scalar constant, d is unique w.p. 1. This
concludes the proof. &
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4. Discussion
The result obtained in Section 3 establishes that the PC correlation test is superior
to any other spherical test, at least in a special point of the parameter space.
However, our proof does not yield a comparison of the PC test with all other
correlation tests. In fact, the non-stochastic relation between y and X stipulated in
(16) implies that the usual multiple correlation coefﬁcient rm would become 1,
resulting in a corresponding test of power 1, if n4p þ 1: Within the class of spherical
tests the setting speciﬁed by (16)–(18) does not lead to such a trivial solution. The
general strategy used in Section 3, consisting of ﬁrst specifying a restriction on
the general model and then stipulating a suitable Bayesian prior distribution of the
corresponding parameters, is in line with the approaches by Kiefer and Schwartz [6]
and Anderson [1].
The application of spherical tests is reasonable because of their null-robustness
and their potential to be much more powerful than classical tests in many
applications, especially in cases with relatively small sample sizes. It is noteworthy
that spherical tests can still be applied in case of npp; in contrast to the classical test
of multiple correlation. Theorem 3.1 also holds in this situation [5].
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