A novel multi-objective discrete artificial bee colony-based optimisation algorithm is proposed for the optimal phasor measurement units placement problem. The proposed algorithm is designed to incorporate a binary mutation step for efficient exploration and exploitation of any undiscovered region in the search space. A fuzzy-based mechanism is used to evaluate the best compromised solution from the final Pareto optimal set obtained by non-dominated sorting and crowding distance mechanism. A combination of two diverse objectives, i.e., minimisation of number of phasor measurement units and maximisation of N -1 measurement reliability are taken into consideration with complete system observability. The simulation results are obtained both with and without inclusion of the zero injection effect in the observability analysis on IEEE standard systems and are compared with the recently published papers to demonstrate the effectiveness of the proposed algorithm. All the programmes are implemented in standard MATLAB environment version R2010a.
Introduction
Phasor measurement units (PMUs) are power system devices that provide synchronised measurements of real-time phasor of voltages and currents (Phadke, 1993) . The need of continuous monitoring through large scale implementation of wide area measurement systems (WAMS) using PMUs and phasor data concentrators (PDCs) are increased due to the inefficiency of the existing measurement systems to correctly identify the source and the exact sequence of events which lead to occurrence of major blackouts in the system. Installations of PMUs on all the network buses are not economically feasible for system observability calculation. A strategic decision must be taken to place these devices only on certain buses such that the measured data obtained from these can be utilised to determine all system bus voltage magnitudes and phase angles, called as system states, while ensuring complete system observability. This is referred to as PMU placement problem.
The main purpose of a multi-objective (MO) PMU placement problem is to minimise the number of PMUs to be installed at certain buses taking care of both complete system observability and maximisation of the measurement redundancy (MR) criteria. The concept of MR is generally interpreted in two ways. In the first approach, the best solution is decided on the basis of maximum number of times any system bus becomes observable through that placement set. The second approach, known as measurement reliability choose the best solution on the basis of calculation of the maximum number of buses which remains observable after each and every PMU outage from that placement set. The second approach is taken into consideration for the present study because the information is more often utilised during contingency and security analysis.
Until now in most of the investigations, PMU placement problem is considered as a single objective optimisation problem. Both classical and heuristic algorithms have been applied to this problem Abur, 2004, 2005; Chakrabarti et al., 2009; Enshaee et al., 2012; Momoh and Dekkar, 2001; Marin et al., 2003; Mori and Sone, 1999; Antonio and Torreao, 2001; Ahmadi et al., 2011) . In Ahmadi et al. (2010) , MR has been introduced in the objective function with a weighting factor for getting any desired redundancy at any bus via the placement set under normal operating conditions. The main drawback associated with this approach is that the results become more dependent upon the weighting factors assigned to each objective. In Chakrabarti et al. (2008) , the PMU placement problem has been solved by a weighted sum single objective approach, but the weights which can lead to optimal solutions are not discussed. In Mahaei and TarafdarHagh (2012) , integer linear programming (ILP) approach is used to find the minimum number of PMUs. The observability determination is dependent on the conventional measurements due to their inclusion in the measurement scheme and also the computational burden is very high in this approach.
Until now, two major MO evolutionary algorithms, i.e., MO biogeography-based optimisation (MO-BBO) (Jamuna and Swarup, 2012) and non-dominated sorting differential evolution (NSDE) (Peng et al., 2010) have been used for the MO PMU placement problem without considering and with considering the effect of ZI buses, respectively under normal operating conditions. In case of NSDE, the assumptions of many different algorithm parameters lead to reduction in speed and unstable convergence characteristics. The results of MO-BBO were obtained with the assumption of removing the radial buses from the possible PMU placement locations which provides certain solutions with higher number of PMUs and less MR in the Pareto optimal set.
The objective of this work is to find out the Pareto optimal set which maintains a good degree of satisfaction in both the objectives, i.e., minimisation of number of PMUs and maximisation of measurement reliability criteria. The problem has been attempted both with and without considering the effect of zero injection (ZI). A novel MO non-dominated sorting artificial bee colony (NSABC) optimisation algorithm is proposed which utilises an efficient binary mutation step used in single objective discrete artificial bee colony (DABC) (Kashan et al., 2012) in conjunction with a specific local search technique. It is then applied to various IEEE standard test systems. The results are presented and some of which are found to be better in terms of their MR with the same number of PMUs as compared to those of other published papers for the same problem and test system with similar conditions (Mahaei and TarafdarHagh, 2012; Jamuna and Swarup, 2012) .
Power system observability and MR

Observability analysis
The assessment of any measurement scheme is evaluated from its ability to estimate all the system states. System states refer to all the bus voltage magnitudes and phase angles. Any particular set of measurements are called sufficient for ensuring complete observability, when all the states are uniquely determined. The observability analysis is carried out in two ways. Numerical observability analysis involves calculation of rank of a measurement matrix every time any placement scheme is being examined. The other method topological observability analysis involves utilisation of a set of rules only. In this work, topological observability is utilised because of its simple approach and less computational burden than that of numerical observability. The topological criterions are as follows.
Rule 1 When a PMU is placed on a bus, it measures the voltage phasor of that bus and the current phasor of the entire lines incident to that bus.
Rule 2 For any line, if one of the terminal bus voltage phasor and the current phasor of that line are known, the other terminal bus voltage phasor can be determined.
Rule-3 For any line if both the terminal bus voltage phasor are known, the current phasor of that line can be determined. 
Measurement reliability criterion
In case of N -1 MR, a solution is considered as best with any number of PMUs only if it poses a highest number of observable buses in case of any PMU outage from that placement set. As the name implies, from a set of N PMUs if any one fails to provide measurements, the observable buses through the remaining placement set are identified and only those buses which remains observable after each and every PMU outage occurring one at a time are stored. The total number of those buses are called as the MR index 'r'. A placement set is considered as better than another with the same number of PMUs while satisfying observability criterion only if it poses a higher MR, e.g., r value. Therefore, maximisation of 'r' is considered as one of the primary problem objective.
MO PMU placement problem formulation
MO optimisation problem
A MO problem comprises of a combination of single objective functions which are required to be minimised or maximised simultaneously. The optimal solution for any one objective may not prove itself optimal for other objective functions. This necessitates further trade-off between the solutions based on their objective function values. At the end of optimisation procedure, some vectors of decision variables, after satisfying all the constraints and representing the best acceptable solution suitable for each of the considered objectives, are obtained. The mathematical expression of any MO problem is described as follows.
( )
Subject to
where (f 1 (X), f 2 (X), f 3 (X), ……, f m (X)) are the 'm' number of objective functions, X is the decision vector of dimension D × 1, g j (X) and h k (X) are the inequality and equality constraints respectively. Its solutions are called Pareto optimal and are obtained after a partial ranking operation performed on the solutions according to degree of satisfaction in different objectives. The concept of Pareto optimality can be described as follows. From two feasible solution vectors {X 1 and X 2 } ∈ X, X 2 is said to be dominated by
for at least one objective function ' ', , {1, 2, ..., }
The purpose of any MO optimisation problem is to find the Pareto optimal set. The corresponding objective function values are called non-dominated objective vector. The area formed by all non-dominated objective vectors is called Pareto front. From this Pareto set, the best compromised solution is obtained here by performing fuzzy logic technique.
MO PMU placement model
Minimisation of number of PMUs and maximisation of N -1 MR criteria are the two objectives considered in this work. When the MR is maximised, the expected number of PMUs needed to be installed in the system becomes large, because the measurement system has to anticipate occurrence of any PMU outage. Observability criterion is expressed as the problem constraint. Any PMU placement scheme for a N bus system can be represented by a binary vector X of size 1 × N. The PMU placed bus is represented by the presence of a 1 in the position i, where i = 1, 2, …, N. PMU placement MO optimisation problem can be formulated as follows:
1 2 1 min and max
Subject to 1, for 1, 2, ..., .
where f 1 denotes the number of PMUs and f 2 denotes the MR index obtained from the N -1 reliability test of any placement set X. Obs is a vector which stores the observability information of any bus for any placement scheme X. Obs i is 1 implies that bus 'i' is observable and is obtained through procedure as mentioned in Section 2. In this work, two problem cases have been considered.
Case 1 Without the effect of ZI bus
For carrying out observability analysis, a connection matrix 'C' of size N × N is formed first from the line connectivity information of a N bus test system under consideration.
The elements of C can be defined as 
The observable buses through application of rules 1 and 2 are found by multiplying C with any solution vector X and non-zero positions of the resultant vector indicate observable buses.
( 1 1 ) The elements of R must contain a non-zero value to indicate that the system is completely observable satisfying the observability constraint represented in equation (11). The vector b is an N × 1 identity matrix.
Case 2 With the effect of ZI bus
In this case, the observable buses are determined by applying all the rules mentioned in Section 2 along with the procedure mentioned for Case 1 for determining observable buses.
Optimisation algorithm
Discrete artificial bee colony optimisation algorithm for single objective problems
Artificial bee colony optimisation is a population-based stochastic algorithm which resembles the intelligent foraging behaviour of the honey bees in order to solve complex, nonlinear and non-convex mathematical optimisation problems. All the bees in the swarm organise themselves into three different categories for the pursuit of better food resources. Those are:
1 employed bees 2 onlooker bees 3 scout bees.
The employed bees play part in exploiting the already explored nectar resources and relay the information about their quality to the bees waiting in their hives. Onlooker bees waiting in the hives use this information for further establishment of food resources. The scout bees search in random direction to find any new food resources. In the ABC algorithm each food source locations are considered as a solution vector X of the optimisation problem and their available nectar amount as the fitness of the solution vector. A randomly distributed initial population containing solution vectors is generated as the initial food source locations for the bees (Karaboga and Basturk, 2007; Pan et al., 2011; Basu et al., 2013) . Since the solution vectors are binary, a novel binary mutation technique based on an intuitive measure of dissimilarity between two binary vectors using Jaccard's coefficient of dissimilarity is applied in DABC algorithm. Also to reduce the computational duration it is applied only once on all the vectors of the population for generating a sub population. Selection of feasible solutions satisfying all the constraints is performed by the probability of selection depending on a local search probability factor. The number of times this action is performed depends on the local search operation number.
Non-dominated sorting DABC algorithm for MO optimisation problem
In this section, mathematical formulation of the algorithm is presented and the computational steps are demonstrated by a flow chart as shown in Figure 1 (Tasgetiren et al., 2013; Liu and Liu, 2013) .
Step 1 Initialisation of the optimisation problem and the parameters A binary vector X i denotes a possible solution to the optimisation problem. Initially, a set of NP number of uniformly distributed random binary vectors, each of size N × 1 for a N bus system, is generated and stored in the population of bees X.
The iteration number 't' is set to 1 and the maximum iteration number (T max ) is specified along with the local search probability factor (L p ) and local search operation number (L n ). For each vector t i X of t th iteration, the objective function values are evaluated using equation (7) and (8).
.., , ...,
Step 2 Pareto non-dominated sorting
Each of the individuals is compared with every other individual t i
X of the population in terms of their objective function values and is assigned to a front through the non-dominated sorting operation. A crowding distance-based ranking mechanism is used to add individuals from the population to any Pareto front. This is repeated until the population matrix X for the next iteration is filled with NP number of individuals from the Pareto set. Store the best compromised solution from the population of Pareto optimal solutions
End
Step 3 Mutation operation A binary mutation operation is performed on every individual t i X in the population to generate child population. For every individual in the population a corresponding random individual is chosen from the rest of the population for mutation. Both are considered as parent individuals. The NBSG algorithm (Karaboga and Basturk, 2007) is utilised based on the degree of dissimilarity which in turn depends upon the degree of similarity between two binary vectors and is proposed by Jaccard in Karaboga and Basturk (2007) . The steps are mentioned below. The degree of dissimilarity between two vectors X i and X j is calculated as follows:
where M 01 is the total number of bits with X i having a value of 0 and X j having a value of 1. M 10 is the total number of bits with X i having a value of 1 and X j having a value of 0. M 11 is the total number of bits with both X i and X j having a value of 1. NBSG is used for generating the child population. In the first step after obtaining Dissimilarity between two vectors, 'AD' is calculated using equation (15) with a random scaling factor 'sf' as a fixed decimal number.
In the second step, a mathematical programming model is formulated in order to minimise the degree of dissimilarity of the old vector with the new solution vector to be generated. 
where n 1 and n 0 are the number of 1s and number of 0s, respectively in vector X i . The total enumeration (TE) scheme employed here uses an exhaustive search technique to determine the optimum value of M 01 , M 10 , M 11 for the new solution vector.
In the third step, the new solution V i is generated for X i using the following procedure. V i is first initialised to a vector of zeros. In the inheritance phase, any M 11 number of bits are randomly picked from the positions of X i which contains 1s and those in V i are changed to 1s.
In the disinheritance phase, any M 10 number of zero bits of V i are picked randomly from the positions which contain 0s in X i and are then changed to 1s. At the end of this step, all the newly generated solution vectors are stored in a matrix
which is referred to as the first child population and their corresponding objective function values are evaluated.
Step 4 Local search step Any L n numbers of random vectors from the child population matrix 1 t new X are chosen with a probability L p for swapping. Newly generated vectors are then stored in the sub-child population 2 t new
X
and their corresponding objective function values are evaluated. Step 5 Mixture of parent and child populations and non-dominated sorting.
Local Search Algorithm
Both the child populations 
X
with the current population X t (parent) of the current (t th ) iteration are stored along with their corresponding objective values in a matrix P t called as mixture population. Non-dominated sorting operation is applied on P t by which all the solutions are sorted into different Pareto fronts which is then followed by a ranking based on crowding distance mechanism. Only the best NP numbers of vectors are stored in the updated population P t+1 for the next iteration t = 1. At the end of this step, 't' is incremented by 1.
Step 6 Termination criteria.
Steps 3 to 5 are repeated until 't' reaches the maximum limit T max . The population obtained in the final iteration contains the Pareto optimal set.
Step 7 Best compromised solution.
The best compromised solution is selected by a fuzzy rule which assigns a degree of satisfaction DS i for each objective function to any solution vector present in the Pareto optimal set according the maximum and minimum objective function values obtained in that iteration. 
where i = 1, 2 since two objectives are considered in this work. The total degree of satisfaction of the solution vector for both the objectives is then calculated by After this, the best compromised solution is determined by selecting the solution vector of highest satisfaction degree among the set of Pareto optimal solutions.
Result analysis
The performance of the proposed algorithm is analysed in this section. The algorithm is applied to different IEEE standard test systems, i.e., IEEE 14, 30, 39, 57 bus systems for achieving the Pareto optimal solutions of the MO-PMU placement problem. The population size (NP), maximum number of iterations (T max ), local search probability factor (L p ) and local search operation number (L n ) are taken as 100, 300, 0.8 and 100, respectively. The results are then compared with that of NSGA-II. The parameters for NSGA-II such as population size (NP), maximum number of iterations (T max ), crossover probability and mutation probability are taken as 100, 300, 0.95 and 0.05, respectively. The optimal PMU placement set, both with and without ZI effect are presented for all the test systems. The results obtained using the proposed method are presented in Tables 1 to 7 for Case 1 conditions and for Case 2 conditions in Tables 8 to 13 with their corresponding Pareto fronts in Figures 2 to 9. As the number of PMUs to be placed increases in the system the MR index also increases providing better measurement abilities in case of any PMU outage circumstances. All the results are compared to that obtained from MO-BBO in Jamuna and Swarup (2012) and NSDE in Peng et al. (2010) which has been applied for Case 1 and Case 2 conditions, respectively.
In case of a MO problem, the existence of conflicting objective sometimes leads to multiple Pareto optimal solutions with the same objective values for all the objectives considered. Due to their existence in the final Pareto optimal set, another factor which is the maximum number of measurements is taken for selecting the best solution set among them. The solution vector having same number of PMUs and same MR but providing of higher number of observations is selected. 2, 6, 7, 9, 10, 12, 15, 19, 23, 25, 27 13 21 0.5824 1, 2, 6, 7, 9, 10, 12, 15, 19, 23, 25, 27, 29 14 23 0.5994 2, 3, 5, 6, 9, 10, 12, 15, 17, 19, 23, 25, 27, 29 15 24 0.5852 1, 2, 3, 5, 6, 9, 10, 12, 15, 16, 19, 23, 25, 27, 29 16 25 0.5710 2, 3, 5, 6, 9, 10, 12, 15, 16, 19, 22, 23, 25, 26, 27, 29 17 26 0.5568 1, 2, 5, 6, 8, 9, 10, 12, 15, 16, 18, 19, 22, 23, 25, 27, 29 18 27 0.5426 2, 3, 5, 6, 8, 9, 10, 12, 13, 15, 16, 19, 22, 23, 25, 26, 27, 29 19 28 0.5284 1, 2, 3, 5, 6, 9, 10, 11, 12, 15, 17, 19, 20, 23, 25, 26, 27, 28, 29 20 29 0.5142 1, 2, 5, 6, 9, 10, 11, 12, 13, 15, 17, 19, 20, 23, 24, 25, 26, 27, 28, 29 21 30 0.5000 1, 2, 3, 5, 6, 9, 10, 11, 12, 13, 15, 17, 19, 20, 23, 24, 25, 26, 27, 28 , 29 
Case 1 Without considering the effect of ZI buses
The optimal PMU placement sets without considering ZI effect are determined. As the number of PMUs to be placed increases, the MR index increases providing better measurement abilities. As shown in Table 1 , when the number of PMUs increases from 4 to 5 in case of 14 bus system, the MR index 'r' increases from 4 to 8. This implies more number of buses can stay observable for any PMU outage situation with only one increment in the total number of PMUs. The satisfaction factor for each solution obtained in the Pareto optimal set is calculated. As the number of PMUs increases the satisfaction factor increases and reaches a maximum with a particular MR index. It then decreases with further increase in the number of PMUs until maximum r is obtained. It is because the rate of increase of MR index r decreases from its previous rate. The best compromised solution can be selected using the fuzzy-based rule applied to the solutions which selects the best solution on the basis of highest satisfaction degree. The improvement in MR can also be seen in case of 14, 30, 39 and 57 IEEE test systems as presented in comparison Tables 2 to 7, respectively. In almost every run of the programme, the correct and accurate Pareto optimal set for all the test systems can be achieved using the proposed algorithm. Table 6 Placement sets for 39 bus test system and Case 1 system condition #PMUs r s PMU locations 13 11 0.5000 2, 6, 9, 10, 11, 14, 17, 19, 22, 23, 25, 29, 34 14 16 0.5560 2, 6, 9, 10, 11, 14, 16, 17, 19, 22, 23, 25, 29, 34 15 20 0.5940 2, 6, 8, 9, 10, 11, 14, 16, 17, 19, 22, 23, 25, 29, 34 16 23 0.6143 2, 3, 6, 8, 9, 10, 11, 14, 16, 19, 22, 23, 25, 26, 29, 34 17 26 0.6345 2, 4, 6, 8, 9, 10, 11, 14, 16, 17, 19, 22, 23, 25, 26, 29, 34 18 28 0.6369 1, 2, 3, 6, 8, 9, 10, 11, 14, 16, 17, 19, 22, 23, 25, 26, 29, 34 19 30 0.6393 1, 2, 3, 6, 8, 9, 10, 11, 13, 14, 16, 17, 19, 22, 23, 25, 26, 29, 34 20 31 0.6238 1, 2, 3, 6, 8, 9, 10, 11, 13, 14, 16, 17, 19, 22, 23, 25, 26, 29, 34, 36 21 32 0.6083 1, 2, 3, 6, 8, 9, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23, 25, 26, 29, 34, 37 22 33 0.5929 1, 2, 3, 6, 8, 9, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23, 25, 26, 29, 30, 31, 32 23 34 0.5774 1, 2, 3, 6, 8, 9, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23, 25, 26, 29, 30, 31, 32, 34 24 35 0.5619 1, 2, 3, 6, 8, 9, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23, 25, 26, 29, 30, 31, 32, 34, 35 25 36 0.5464 1, 2, 3, 6, 8, 9, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23, 25, 26, 29, 30, 31, 34, 35, 36, 38 26 37 0.5310 1, 2, 3, 6, 8, 9, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23, 25, 26, 29, 30, 31, 32, 33, 34, 36, 38 27 38 0.5155 1, 2, 3, 6, 8, 9, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23, 25, 26, 29, 30, 31, 32, 33, 34, 36, 37, 38 28 39 0.5000 1, 2, 3, 6, 8, 9, 10, 11, 13, 14, 16, 17, 19, 20, 22, 23, 25, 26, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38 Figures 2 to 5 shows that the Pareto optimal points obtained using NSGA-II are inferior as compared to the proposed algorithm results for 14, 30, 39 and 57 bus IEEE test systems respectively. It could not reach either the exact minimum number of PMUs or the MR 'r' for some number of PMUs even after several runs of the programme. All the results are then compared to that obtained from MO-BBO in Jamuna and Swarup (2012) and the results of the proposed method are found to be better as compared to that of MO-BBO in terms of MR.
Table 7
Placement sets for 57 bus test system and Case 1 system condition #PMUs r S PMU locations 17 14 0.5000 1, 4, 9, 15, 20, 24, 27, 29, 31, 32, 36, 38, 41, 47, 50, 53, 57 18 19 0.5269 1, 4, 9, 12, 15, 20, 24, 27, 29, 31, 32, 36, 38, 41, 47, 50, 53, 57 19 24 0.5538 1, 4, 9, 12, 15, 20, 24, 27, 29, 31, 32, 36, 37, 38, 41, 47, 50, 54, 56 20 29 0.5807 1, 4, 6, 9, 12, 15, 20, 24, 27, 29, 31, 32, 36, 37, 38, 41, 47, 50, 54, 56 21 32 0.5843 1, 4, 6, 9, 12, 15, 19, 22, 24, 25, 28, 29, 32, 36, 37, 38, 41, 46, 50, 53, 56 22 35 0.5879 1, 4, 6, 9, 12, 15, 19, 20, 22, 24, 27, 29, 31, 32, 36, 37, 38, 41, 47, 50, 53, 56 23 38 0.5916 1, 4, 6, 9, 12, 15, 19, 20, 22, 24, 25, 27, 29, 31, 32, 36, 37, 38, 41, 47, 50, 53, 56 24 41 0.5952 1, 4, 6, 9, 12, 15, 19, 20, 22, 24, 25, 27, 29, 31, 32, 36, 37, 38, 41, 46, 47, 50, 53, 56 25 44 0.5988 1, 4, 6, 9, 12, 15, 19, 20, 22, 24, 25, 27, 29, 32, 34, 36, 38, 41, 46, 47, 50, 53, 54, 56, 57 26 47 0.6025 1, 4, 6, 9, 12, 15, 19, 20, 22, 24, 25, 28, 29, 31, 32, 35, 36, 38, 39, 41, 46, 47, 50, 53, 54, 56 27 49 0.5945 1, 4, 6, 9, 12, 15, 19, 20, 22, 24, 25, 28, 29, 31, 32, 35, 36, 38, 39, 41, 46, 47, 50, 51, 53, 54, 56 , 4, 6, 9, 12, 15, 19, 20, 22, 24, 25, 28, 29, 31, 32, 35, 36, 38, 39, 41, 44, 46, 47, 50, 51, 53, 54, 56 29 53 0.5785 1, 4, 6, 9, 12, 15, 19, 20, 22, 24, 25, 27, 28, 29, 31, 32, 35, 36, 38, 39, 41, 44, 46, 47, 50, 51, 53, 54, 56 30 54 0.5589 1, 4, 6, 9, 12, 15, 19, 20, 22, 24, 25, 27, 28, 29, 31, 32, 34, 36, 37, 38, 39, 41, 45, 46, 47, 50, 51, 53, 54, 56 31 55 0.5392 1, 4, 6, 9, 12, 15, 19, 20, 22, 24, 25, 27, 28, 29, 31, 32, 34, 36, 37, 38, 39, 41, 43, 45, 46, 47, 50, 51, 53, 54, 56 32 56 0.5196 1, 3, 4, 6, 9, 11, 12, 15, 19, 20, 22, 24, 25, 27, 28, 29, 31, 32, 34, 36, 37, 38, 39, 41, 45, 46, 47, 50, 51, 53, 54, 56 33 57 0.5000 1, 3, 4, 6, 9, 11, 12, 15, 19, 20, 22, 24, 25, 27, 28, 29, 31, 32, 33, 34, 36, 37, 38, 39, 41, 45, 46, 47, 50, 51, 53, 54, 56 In MO-BBO of Jamuna and Swarup (2012) , all the radial buses are removed from the set of possible locations of PMU placement which results in less MR with the same number of PMUs. For example for a 14 bus system without ZI effect, when radial buses are not excluded from the possible set of locations, the number of PMUs at which maximum MR can be achieved is 9. But removal of those buses which can lead to more number of PMUs, i.e., 10 for achieving the same MR in the measurement system which is 14. In case of 14 bus systems without ZI effect, as shown in Table 2 , with 7 and 8 numbers of PMUs, the maximum MR that can be obtained is 11 and 12, respectively in Jamuna and Swarup (2012) . But in this work a better placement set in terms of 'r', i.e., 12 and 13, respectively is obtained for the same number of PMUs. 
Case 2 With considering the effect of ZI buses
The effect of ZI buses is to further reduce the total number of required PMUs. The minimum number of PMUs is 3 for 14, 7 for 30, 8 for 39, 11for 57 bus system. The comparison of all the IEEE bus systems in terms of their Pareto optimal solutions are presented in Tables 8 to 13 , respectively. In Table 11 which is for 39 bus system, when the number of PMUs is 10 and 11, the MR index obtained with the proposed algorithm are 19 and 25 as compared to 18 and 24 in Peng et al. (2010) , respectively. This proves the efficacy of the algorithm in the context of having a better MR. 2, 7, 10, 12, 15, 17, 18, 19, 23, 27, 29 13 29 0.5451 1, 2, 3, 7, 10, 12, 15, 17, 18, 19, 23, 27, 29 14 30 0.5000 2, 3, 4, 5, 10, 12, 13, 15, 16, 19, 20, 23, 27, 29 , 8, 13, 16, 20, 23, 25, 29 9 13 0.5505 4, 8, 11, 16, 20, 23, 25, 26, 29 10 19 0.5859 2, 4, 8, 11, 16, 20, 23, 25, 26, 29 11 25 0.6212 2, 4, 6, 8, 11, 16, 20, 23, 25, 26, 29 12 29 0.6263 2, 4, 6, 8, 11, 16, 20, 22, 23, 25, 26, 29 13 33 0.6313 2, 4, 6, 8, 11, 16, 18, 20, 22, 23, 25, 26, 29 14 36 0.6212 2, 4, 6, 8, 11, 16, 18, 20, 22, 23, 25, 26, 29, 34 15 37 0.5808 2, 3, 4, 6, 8, 11, 16, 20, 21, 23, 25, 26, 29, 34, 36 16 38 0.5404 2, 4, 6, 8, 11, 16, 18, 20, 22, 23, 25, 26, 29, 34, 36, 37 17 39 0.5000 2, 3, 4, 6, 8, 11, 16, 20, 21, 23, 25, 26, 29, 34, 36, 37, 38 , 6, 13, 19, 25, 29, 32, 38, 51, 54, 56 12 16 0.5445 1, 6, 9, 15, 19, 25, 29, 32, 38, 50, 54, 56 13 26 0.5991 1, 6, 9, 15, 19, 25, 29, 32, 38, 41, 50, 54, 56 14 35 0.6436 1, 6, 9, 15, 19, 25, 27, 29, 32, 38, 41, 50, 54, 56 15 40 0.6482 1, 6, 9, 15, 19, 25, 27, 29, 32, 38, 41, 47, 51, 54, 56 16 44 0.6427 1, 6, 9, 15, 19, 25, 27, 29, 31, 32, 38, 41, 47, 51, 54, 56 17 47 0.6273 1, 6, 9, 12, 15, 19, 25, 27, 29, 31, 32, 38, 41, 46, 50, 53, 56 18 50 0.6118 1, 3, 6, 9, 12, 15, 19, 25, 27, 29, 31, 32, 38, 41, 47, 50, 53, 56 19 53 0.5964 1, 3, 6, 9, 12, 15, 19, 25, 27, 29, 31, 32, 38, 41, 47, 50, 53, 54, 56 20 55 0.5709 1, 3, 6, 9, 12, 15, 19, 25, 27, 29, 31, 32, 38, 41, 47, 50, 51, 53, 54, 56 21 56 0.5355 1, 3, 6, 9, 12, 15, 19, 20, 25, 27, 29, 31, 32, 38, 41, 47, 50, 51, 53, 54, 56 22 57 0.5000 1, 3, 6, 9, 12, 15, 19, 20, 25, 27, 29, 31, 32, 33, 38, 41, 47, 50, 51, 53, 54, 56 
Conclusions
This paper presents a new MO binary optimisation algorithm for the optimal PMU placement problem for complete system observability while maximising the N -1 measurement reliability. Utilisation of efficient binary mutation technique incorporated with a local search operation made it possible to achieve complete and accurate Pareto optimal solution set in every run while maintaining the diversity of the solutions. Different case studies have been carried out with and without considering the effect of ZIs. The proposed algorithm is capable of achieving a better Pareto optimal solutions having higher MR with the same number of PMUs as compared to others. A fuzzy membership function is used for identifying the best solutions from their objective function values based on highest degree of satisfaction. The problem of existence of multiple solutions using with the same objective function value is eliminated by selecting the placement set that provides more number of measurements than others. The results of the proposed method for four different test systems are presented and compared with that of the existing MO PMU placement optimisation problems. With the proposed method the placement sets with the same number of PMUs but higher MR indices can be obtained which proves the efficacy of the algorithm in finding better solutions.
