The aim of this study was to determine whether an expert system based on automated processing of electronic health records (EHRs) could provide a more accurate estimate of the annual rate of emergency department (ED) visits for suicide attempts in France, as compared to the current national surveillance system based on manual coding by emergency practitioners. A feasibility study was conducted at Lyon University Hospital, using data for all ED patient visits in 2012.
| INTRODUCTION
In 2000, the World Health Organization (WHO) estimated that one suicide occurred roughly every 40 seconds worldwide (WHO, 2002) .
Patients who have previously attempted suicide are at a high risk of making a new suicide attempt (12-30%) or completing suicide (1-3%) within the first year. It is therefore crucial to identify patients presenting to emergency departments (EDs) for suicide attempts in order to begin treatment and prevention (Vaiva et al., 2006) .
Monitoring of ED visits for suicide attempts is currently organized
at the French national level through the OSCOUR network (ChanChee & Jezewski-Serra, 2011) . This network was created by the French national institute for public health surveillance (InVS) in 2004.
In 2012, 378 EDs participated in this network, covering 60% of all ED visits in France. The following data are extracted from the medical records of each ED patient for the national surveillance network: demographic variables (gender, age) medical data and administrative data (principal diagnosis, secondary diagnoses, severity, mode of transport, etc.). Diagnoses are manually coded by ED physicians using the ICD-10 (WHO, 2010) . In the Rhône-Alpes region of France, all ED patient records are computerized. Data extraction and transfer is done automatically via a regional server (OURAL). The data are then transmitted from OURAL to the OSCOUR national server in near real time (daily transmission at 5:00 a.m.). The OSCOUR national health information system was set up primarily to generate health alerts when unusual events (heat waves, flu epidemics, etc.) occur, and also to collect data on specific diseases (infections, asthma, allergies, etc.) . The ICD-10 codes used to monitor suicide attempts are X60 to X84.9 (Chan-Chee & Jezewski-Serra, 2011) . InVS estimated that 220,000 emergency room visits were related to suicide attempts each year (Institut National de Veille Sanitaire, 2014) . However, no data were available on the quality or thoroughness of the data produced by the network. Data collection was based on ICD-10 diagnostic codes (WHO, 2010) entered manually by emergency physicians at the end of each patient's ED visit, a task that represented an additional workload.
The recent development of semantic mining tools could be a more efficient and informative alternative to manual data collection (Hripcsak & Albers, 2013; Pathak, Kho, & Denny, 2013; Patrick, Nguyen, Wang, & Li, 2011; Proux et al., 2009) . Indeed, these tools can automatically produce data for epidemiological surveillance but require testing and validation with authentic data (Carrell et al., 2014a (Carrell et al., , 2014b Chute, 2014) .
The aim of this study was to determine whether automated extraction and processing of computerized ED records containing both structured and unstructured data could yield a more accurate estimate of the annual rate of ED visits for suicide attempts, by comparison with current national surveillance based on manual coding by ED physicians.
This pilot study took place at the ED of Lyon University Hospital (Hôpital de la Croix Rousse).
| METHODS

| Definition of non-fatal suicidal behaviour
Suicidal ideation and suicide attempts share several terms in physicians' free-text description of symptoms. Algorithms designed to detect suicide attempts must therefore distinguish between the two situations. The following WHO definitions were used for this study:
A suicide attempt was defined as "non-fatal suicidal behaviour, a self-injury with the desire to end one's life that does not result in death".
A broader definition is "an act with a non-fatal outcome, in which an individual deliberately initiates a non-habitual behaviour that, without thirdparty intervention, would cause self-harm; or deliberately ingests a substance in excess of the prescribed or generally recognized therapeutic dosage, and which aims to realize changes that the subject desired through the expected physical consequences" (Platt et al., 1991) .
Suicidal ideation was defined as "thoughts of killing oneself, in varying degrees of intensity and elaboration, or a belief that life is not worth living and a desire not to wake from sleep" (WHO, 2002 
| Suicidal ideation (category 2)
The earlier-mentioned WHO definition was used (WHO, 2002) . 
where n 1 represents the number of patients without a "non-fatal suicide attempt" in the test set (n = 20,254); n 2 is the number of matched control subjects in the test set (n = 292).
Finally, two data sets were created: the 2011 data (161 cases in categories 1 and 2 and 322 controls in category 0) were used as a training set to establish detection rules for suicide attempts. The 2012 data (146 cases in categories 1 and 2 and 292 controls in category 0) were used as a test set to evaluate the performance of the automated detection system.
| Pre-processing of the training and test sets
The training data set used 483 medical records totalling 139,663
words, and the test set used 438 medical records totalling 116,372
words. This word count refers to all unstructured fields of the medical records used for this analysis (chief complaint, clinical observation, laboratory tests, diagnostic and therapeutic interventions, typed specialists' notes). The first step of data pre-processing was manual To obtain a unique code for each medical term extracted from the medical records, we used the Unified Medical Language System® (UMLS) meta-thesaurus. For each code proposed by the ECMT in one of the five terminologies selected for this study, we sought the CUI (Concept Unique Identifier) for the UMLS meta-thesaurus. The CUI for a meta-thesaurus concept is the identifier to which strings with the same meaning are linked. The CUI allowed us to identify synonymous concepts coded with different codes in the five terminologies used for the same medical concept.
For the training set, the UMLS matching process found 86.5% of the 74,083 ECMT-produced codes among CUI codes. For the test set, the UMLS matching process found 87.3% of the 51 346 ECMTproduced codes among CUI codes.
2.5 | Construction of machine-learning algorithms using the training set
The training set was used to develop machine-learning algorithms, using the features listed in Table 1 . Patient classification took place parameters of the machine learning models were tuned to the training data in order to avoid overfitting due to random fluctuations. The tuning range is described in Table 2 .
For each machine learning method, the best classifier was selected by using the F-measure (Chinchor, 1992) :
where PPV is the positive predictive value, Se the sensitivity and β = 2.
PPV (precision) was defined as the proportion of positive results (suicide attempts) detected automatically by the machine-learning algorithm. Sensitivity (recall) was defined as the proportion of true positives among suicide attempts. The "gold standard" used for these calculations was the patients' manual classification.
The value of β was set to 2 in order to rank classifiers with high sensitivity above classifiers with a high PPV. Indeed, suicide attempts are rare in the general population but need to be detected because of their potential severity, while high PPV is necessary to avoid the workload generated by validation of false positives. The model parameters that yielded the highest F-measures were retained for the second step.
The second step consisted of building two types of classifier (1).
The first predicted "non-fatal suicidal behaviour" and the second "suicide attempts" (see Figure 2 ). This second step was necessary because the vocabulary used in the free-text medical reports to describe suicide attempts is too similar to that used to describe suicidal ideation, and this generates false positives when trying to detect only suicide attempts.
The third step consisted of definitive patient classification, achieved by combining the results of the two types of classifier, using the algorithm shown in Figure 2 . Discordances (1) were classified in the "no suicide attempt" category because the error was lower due to the fact that suicide attempts are a rare event. The performance of this algorithm had been validated in a pre-study in which different algorithms were tested with the predictive association rules method (Tvardik, Gicquel, Durand, Potinet-Pagliaroli, & Metzger, 2014). The latter was the first applied in order to follow the quality of data preprocessing, particularly in terms of the coding quality of medical concepts. The classification algorithm thus obtained was used as the final model for the corresponding machine-learning method.
2.6 | Benchmarking of the final machine-learning models using the test set
The test set (n = 438) was used to benchmark the different machine learning algorithms derived from the training set. The F-measure 
The PPV for suicide attempts estimated for the entire ED population and used to estimate the F-measure shown in Table 3 was calculated as follows:
TP represents the true-positive suicide attempts; FP1 the false-positive suicide attempts detected in the test set (patients without nonfatal suicidal behaviour); FP2 the false-positive suicide attempts detected in the test set (patients with suicidal ideation).
2.7 | Estimation of the annual rate of visits to the Croix-Rousse Hospital ED for suicide attempts, based on machine learning
The annual rate of ED visits for suicide attempts was estimated using each final machine-learning model. The denominator was the annual number of visits to the Croix-Rousse Hospital ED, and the numerator was the annual number of cases detected by the final model. We compared the annual rate of ED visits for suicide attempts based on data transmitted by the Croix-Rousse ED to the OURAL regional server with that obtained using our machine learning techniques.
| Ethical approval
In keeping with French law, the study was recorded in the processing and applications register of Lyon University Hospital (n°13-160).
Formal patient consent was not required for this type of study. shown in Figure 3 , separately for men and women. The sample dataset comprised 98 cases (patients with true suicide attempts) and 292 controls (patients without non-fatal suicidal behaviour); the number of false-positive suicide attempts was estimated among all emergency department visits without non-fatal suicidal behaviour (n = 20,254)
| Benchmarking of the final machine learning models
The performance of the different methods varied widely, with F-measures ranging from 70.4 to 95.3 (Table 3 ). The methods with the best F-measures were the random forest method and the naïve Bayes classifier, with very close performance. The difference between these two methods concerned the detection of suicidal ideation. The number of cases of suicidal ideation (false-positive suicide attempts) detected by the random forest method was higher than the number detected by the naïve Bayes classifier (respectively seven and three cases).
3.3 | Estimation of the annual number of ED visits for suicide attempts, using machine-learning techniques Table 4 shows the estimated annual rates of ED visits for suicide attempts obtained with the final machine learning models. Of the seven machine-learning methods evaluated in this work, five yielded estimates close to that of the gold standard method and would thus be valuable for epidemiological surveillance of suicide attempts. Neural networks and logistic regression methods overestimated the annual rate because they included many false positives (other than true suicidal ideation). 
| DISCUSSION
The different machine learning methods tested here showed marked differences in performance. The best two methods in terms of the Fmeasure were the random forest and naïve Bayes approaches. Our results are consistent with those of other studies comparing different methods of data analysis for disease prediction. For example, Ogunyemi, Teklehaimanot, Patty, Moran, and George (2013) showed that, for predicting diabetic retinopathy from a dataset generated in US urban safety-net settings, Bayesian classifiers (sensitivity: 28.5%; PPV: 57.8%) performed better than neural networks (sensitivity: 17%; PPV: 36.7%). Machine-learning approaches are increasingly used FIGURE 3 Age distribution of male and female patients presenting to the emergency department for suicide attempts and suicidal ideation (Hôpital de la Croix Rousse, Lyon, France, 2012) for cancer prediction and prognostication (Kourou, Exarchos, Exarchos, Karamouzis, & Fotiadis, 2015) Recent publications describe the use of such methods for the recruitment of patients for genetic and clinical research (Carrell et al., 2014b; Castro et al., 2015) . Carrell et al. (2014b) used natural language processing to improve the efficiency of manual chart abstraction for the identification of breast cancer recurrence. The detection method was based solely on heuristic rule algorithms (Gicquel et al., 2015) . Castro et al. (2015) showed that semi-automated mining of EHRs could be used to identify bipolar-disorder patients and healthy control subjects with high specificity (0.53) and high PPV (0.85), as compared with diagnostic interviews. Performance was lower in this latter study than in ours, but the method was different, mixing clinician-defined heuristic rules (in particular for identifying terms consistent with the diagnosis of bipolar disorder) and supervised methods. Our approach was based solely on supervised methods. Furthermore, our work is not intended to reduce manual abstraction efforts in epidemiological studies but rather to use new automatic methods to directly estimate disease incidence. This study shows that the annual rate of ED visits for suicide attempts in Croix-Rousse Hospital is massively underestimated by the manual coding system used by the current national surveillance network. This manual coding also represents an extra workload for ED physicians and has limited epidemiological utility given its poor quality.
Our study suggests that it could be replaced by text-mining methods for epidemiological surveillance of suicide attempts.
To limit the workload due to the manual de-identification of the medical records, it was not possible to use the entire dataset (19,865 medical records in 2011 and 20,400 in 2012) . We used then a sampling methodology used currently in epidemiology for nested case-control studies. As described by Biesheuvel et al. (2008) diagnostic accuracy estimates derived from a nested case-control study, should be virtually identical to a full cohort analysis. We selected all the cases and selected randomly a sample of patients classified as having no evidence of non-suicidal behaviour (controls), matched by sex and age at a ratio 1:2 [a frequently used case-control ratio (Biesheuvel et al., 2008)] . The controls are then selected from the source population and as described in Rothman, Greenland, and Lash (2008, p. 112) "the case-control study is then a cohort study with data missing at random and by design" and the study is said to be "population-based".
This under-sampling methodology has also the advantage to propose a resampling method for the imbalanced datasets (Chawla, 2010) . Due to the fact that suicide attempt is a rare event in the population, there is an imbalance in the dataset used for evaluating performances of the different algorithms. The classification categories are not equally represented in the dataset: the "healthy class" is far better represented than the "diseased" class. Class imbalance hampers the performance of standard classification models (Imran, Afroze, Kumar, & Qyser, 2015) . Different variants of over-and under-sampling are possible. Chawla (2010, p. 854) More recently, Imran et al. (2015 Imran et al. ( , p. 1289 found that the effects on the bias and variance components of the imbalanced class distribution depends on the learning algorithm and conclude that "more research is needed to investigate how to best combine under-sampling and oversampling". To our knowledge, there is no consensus at this stage how to proceed. Using evaluation indicators recommended for imbalanced datasets (sensitivity and PPV) (Chawla, 2010) , we estimated the PPV in the entire population, multiplying false positive cases found in the control samples by (1/sampling fraction) (Biesheuvel et al., 2008) .
This study has certain limitations. First, as our hospital has no psychiatric experts on site, the emergency transport system preferentially refers suicidal patients to the hospitals with psychiatric departments.
We are currently planning a multicentre study that will include hospital facilities offering a range of psychiatric services. This will provide more comprehensive detection of suicide attempts including a broader range of indicative free-text terms representing more underlying causes, and coverage of regional variations in the use of these terms. Another limitation is the relatively small number of suicide attempts, which prevented us from classifying the cases more precisely according to the level of uncertainty (certain, probable, possible suicide attempt).
A multicentre study with a larger population sample would overcome this limitation. This classification of uncertainty would be interesting for epidemiological surveillance but not for patient management, as all such cases should receive psychiatric assessment. Another limitation is the diversity of suicide methods. Indeed, the majority of suicide attempts identified in this study involved drug overdose, while other methods were rare or absent. The use of data from other emergency services, and a larger number of cases, would help to refine machinelearning algorithms that include the types of suicide attempt. Lastly, UrgIndex cannot extract data on risk factors such as the medical history, current medications, psychiatric disorders, addiction, social isolation, obesity or hypothyroidism. This part of the feasibility study will be revisited using more sophisticated semantic extraction tools such as that developed for the SYNODOS project (Gicquel et al., 2015) .
In future, these machine learning methods could feed a national epidemiological surveillance system, integrating, in a single solution, structured and unstructured data extracted from ED computerized records by an expert system based on text and data mining. The applicability is not limited to hospitals with similar electronic records because the system is based on the processing of extracted files in XML format by the hospital information system. Consequently, each hospital information system which can extract the medical record in XML format can participate to this type of analyses. Moreover, they could serve as a real-time decision aid for ED physicians, and this could in turn improve the machine learning algorithms. The expert system should also handle the updating of decision models, taking into account medical case validation. Methods such as incremental learning (Geng & Smith-Miles, 2009 ) and data stream learning (Gama, 2010) could also be added to the expert system. This type of solution could be integrated with regional patient record-sharing platforms such as SISRA in the Rhône-Alpes region of France (Metzger, Durand, Lallich, Salamon, & Castets, 2012) .
Computerized patient records are a very important potential source of information in such diverse areas as medical decision-making, evidence-based medicine, clinical research, epidemiological surveillance and data/semantic mining (Chapman & Cohen, 2009; McCoy et al., 2015; Seyfried et al., 2009) . The tool we propose could be used to monitor temporal and spatial trends in ED visits for suicide attempts, including risk factors, and contribute to a better understanding of the reasons behind suicide attempts. Follow-up of patients who attempt suicide could also identify characteristics predictive of the subsequent suicide risk and thereby help to develop community-based prevention programmes. The data thus collected could also be used to evaluate public health interventions such as the ALGOS case management algorithm, which includes systematic telephone contacts and a "crisis card" (Vaiva et al., 2011) , and the SIAM (Suicide Intervention
Assisted by Messages) programme, which consists of post-acute preventive text messaging (Berrouiguet et al., 2014) . The 2002 WHO report on violence and health (WHO, 2002, p. 206) concluded that "there is a great need for rigorous and long-term evaluations of interventions". Development of these tools at the regional level could produce indicators for evaluating these long-term assessments.
| CONCLUSION
Suicide prevention is a major public health concern in France but, despite successive national plans implemented since the late 1990s, surveillance remains inadequate. Our prototype data extraction and detection system based on text-mining analysis of ED medical records represents a new source of data on suicide attempts in France, and could replace the existing monitoring system based on manual coding by ED physicians.
