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Abstract. The software package BBCPOP is a MATLAB implementation of a hierar-
chy of sparse doubly nonnegative (DNN) relaxations of a class of polynomial optimization
(minimization) problems (POPs) with binary, box and complementarity (BBC) constraints.
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of existing software packages. The robustness, reliability and efficiency of BBCPOP are
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1 Introduction
We introduce a Matlab package BBCPOP for computing a tight lower bound of the optimal
value of large-scale sparse polynomial optimization problems (POPs) with binary, box and
complementarity (BBC) constraints. Let f0 be a real valued polynomial function defined on
the n-dimensional Euclidean space Rn, Ibox and Ibin a partition of N ≡ {1, 2, . . . , n}, i.e.,
Ibox ∪ Ibin = N and Ibox ∩ Ibin = ∅, and C a family of subsets of N . BBCPOP finds a lower
bound for the optimal value ζ∗ of POPs described as
ζ∗ = min
x
f0(x)∣∣∣
xi ∈ [0, 1] (i ∈ Ibox) (box constraint),
xj ∈ {0, 1} (j ∈ Ibin) (binary constraint),∏
j∈C xj = 0 (C ∈ C) (complementarity constraint)
 . (1)
The above BBC constrained POP (1) has been widely studied as they have many applica-
tions in combinatorial optimization, signal processing [11, 25], transportation engineering
[1], and optimal power flow [12, 26].
BBCPOP provides a MATLAB implementation to automatically generate a hierarchy
of sparse doubly nonnegative (DNN) relaxations of POP (1) together with the BP (bisec-
tion and projection) method as a solver for the resulting DNN relaxations problems. This
software is developed to find approximate optimal values of larger-scale POPs which are
beyond the range that can be comfortably handled by existing software packages. More
precisely, an approximate optimal value provided by BBCPOP for a POP is a valid lower
bound for the actual optimal value of the POP that is generally NP-hard to compute. The
hierarchy of sparse DNN relaxations implemented can be regarded as a variant of the hier-
archies of sparse SDP relaxations considered in [38]. The BP method was first introduced
by Kim, Kojima and Toh in [20] for the dense doubly nonnegative (DNN) relaxation of
a class of QOPs such as binary quadratic problems, maximum clique problems, quadratic
multi-knapsack problems, and quadratic assignment problems, and improved later in [4]. In
their subsequent work [19], the BP method was generalized to handle the hierarchy of sparse
DNN relaxations of a class of binary and box constrained POPs. Some numerical results
on large-scale binary and box constrained POPs and the comparison of the BP method to
SparsePOP [38] combined with SDPNAL+ [42] were reported in [19]. In this paper, we
present an extended version of the BP method for a hierarchy of sparse DNN relaxations of
a class of BBC constrained POPs.
Existing software packages available for solving general POPs include GloptiPoly [13],
SOSTOOLS [32] and SparsePOP [38]. Notable numerical methods for POPs that have not
been announced as software packages include (i) the application of the package SDPNAL
[43] for solving SDP relaxations of POPs in [30]; (ii) the application of the solver SDPT3 to
solve the bounded degree sums of squares (BSOS) SDP relaxations in [41] and the sparse
BSOS relaxations in [41]. GloptiPoly [13], which is designed for the hierarchy of the dense
semidefinite (SDP) relaxations by Lasserre in [22], and SOSTOOLS [32], which implements
the SDP relaxation by Parrilo [33], can handle small-scale dense POPs with at most 20-
40 variables. By exploiting the structured sparsity in POPs, the hierarchy of sparse SDP
relaxations was proposed in [37] and implemented as SparsePOP [38]. It was shown that
SparsePOP could solve medium-scale general POPs of degree up to 4, and unconstrained
POPs with 5000 variables [39] in less than a minute if the sparsity in POPs can be charac-
terized as a banded sparsity pattern such as in the minimization of the chained wood and
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chained singular functions. More recently, BSOS [41] and its sparse version of BSOS [41]
based on a bounded sums of squares of polynomial have been introduced, and it was shown
that sparse BSOS [41] could solve POPs with up to 1000 variables for the same examples.
We should note that solving large-scale unconstrained minimization of such functions is
much easier than solving constrained POPs. In [30], it was demonstrated that SDPNAL
[43] can solve POPs of degree up to 6 and 100 variables could be solved by assuming block
diagonal structure sparsity.
Despite efforts to solve large-scale POPs by proposing new theoretical frameworks and
various numerical techniques, large-scale POPs still remain very challenging to solve. This
difficulty arises from solving large-scale SDP relaxations by SDP solvers, for instance, Se-
DuMi [35], SDPA [9], SDPT3 [36], and SDPNAL+ [42]. SDP solvers based on primal-dual
interior-point algorithms such as SeDuMi, SDPA, SDPT3 have limitation in solving dense
SDP relaxations where the size of the variable matrix is at most several thousands. As
the size of SDP relaxations in the hierarchy of SDP relaxations for POPs grows exponen-
tially with a parameter called the relaxation order determined by the degree of POPs, it is
impossible to solve POPs with 20-30 variables using the SDP solvers based on primal-dual
interior-point algorithms unless some special features of POPs such as sparsity or symmetry
are utilized. Recently announced SDPNAL+ [42] employs a majorized semismooth Newton-
CG augmented Lagrangian method and has illustrated its superior performance of solving
large-scale SDPs.
SDPNAL+, however, tends to exhibit some numerical difficulties when handling degen-
erate SDP problems, in particular problems with many equality constraints. In these cases,
it often cannot solve the degenerate SDP problems accurately and the lower bounds com-
puted are even invalid. It is frequently observed in numerical computation that the SDP
problems in the hierarchy of dense or sparse SDP relaxations generally become more degen-
erate as the relaxation order is increased to obtain tight lower bounds for the optimal value
of POPs. As shown in [19], the degeneracy also increases as the number of variables and the
degree of constrained POPs become larger. Moreover, the SDP relaxation of a high-degree
POP can be degenerate even with the first relaxation order in many cases. When a POP
from applications can be represented in several different formulations, the degeneracy of
each formulation may differ. In particular, it was discussed in [16] that different formu-
lations of equivalent conic relaxations of a combinatorial quadratic optimization problem
(QOP) can significantly affect the degeneracy. It was also shown through the numerical
results that SDPNAL+ worked efficiently on some conic relaxation formulations of a QOP
but its performance on some other formulations was not satisfactory because of the degen-
eracy. Because of the limitation of SDPNAL+, the BP method in [20, 4] was specifically
designed to handle potentially degenerate SDP relaxations problems. The BP method was
demonstrated to be robust against the degeneracy in [19], while applying SDPNAL+ to such
degenerate cases often leads to invalid bounds and slow convergence. Thus, it is essential
to have a solver that can deal with the degeneracy of SDP relaxations for computing valid
lower bounds of large-scale or high-degree POPs.
The robustness of BBCPOP is guaranteed by the results in [4] where the lower bounds
obtained by the BP method is shown to be always valid. In addition, BBCPOP can ef-
fectively handle degenerate DNN relaxations of large-scale and/or high-degree POPs. We
show through numerical experiment that BBCPOP can efficiently and robustly compute
valid lower bounds for the optimal values of large-scale sparse POPs with BBC constraints
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in comparison to SDPNAL+. The test instances whose valid lower bounds could be ob-
tained successfully by BBCPOP in 2000 seconds include, for example, a degree 3 binary
POP with complementarity constraints in 1444 variables and a degree 8 box constrained
POP in 120 variables. For these instances, SDPNAL+ did not provide a comparable bound
within 20000 seconds.
A distinctive feature of our package BBCPOP is that it not only automatically generate
DNN relaxations for a BBC constrained POP but also integrate their computations with
the robust BP algorithm that is designed specifically for solving them. Other available
software packages and numerical methods for POPs such as GlotiPoly [13], SOSTOOLs
[32], SparsePOP [38], BSOS [24], and SBSOS [41] in fact first generate the SDP relaxations
for the underlying POPs, and then rely on existing SDP solvers such as SDPT3 or SeDuMi
to solve the resulting SDP problems. As a result, their performance are heavily dependent
on the SDP solver chosen.
This paper is organized as follows: In Section 2, we describe a simple COP (2) to which
our DNN relaxation of POP (1) is reduced. We also briefly explain the accelerated proximal
gradient method and the BP method for solving the COP. In Section 3, we first describe
how to exploit the sparsity in the POP (1) and then derive a simple COP of the form (2) to
serve as the sparse DNN relaxations of (1). In Section 4, we present computational aspects
of BBCPOP and issues related to its efficient implementation. Section 5 contains numerical
results on various BBC constrained POPs. Finally, we conclude in Section 6.
2 Preliminaries
We describe a simple COP (2) in Section 2.1, the accelerated proximal gradient method [5]
in Section 2.2 and the bisection and projection (BP) method [20, 4] in Section 2.3. These
two methods are designed to solve COP (2) and implemented in BBCPOP. In Section 3, we
will reduce a DNN relaxation of POP (1) to the simple COP (2).
Let V be a finite dimensional vector space endowed with an inner product 〈·, ·〉 and
its induced norm ‖·‖ such that ‖X‖ = (〈X, X〉)1/2 for every X ∈ V. Let K1 and K2 be
closed convex cones in V satisfying (K1 ∩ K2)∗ = (K1)∗ + (K2)∗, where K∗ = {Y ∈ V :
〈X, Y 〉 ≥ 0 for all X ∈ K} denotes the dual cone of a cone K ⊂ V. Let Rn be the space
of n-dimensional column vectors, Rn+ the nonnegative orthant of Rn, Sn the space of n× n
symmetric matrices, Sn+ the cone of n×n symmetric positive semidefinite matrices, and Nn
the cone of n× n symmetric nonnegative matrices.
2.1 A simple conic optimization problem
LetQ0 ∈ V andO 6= H0 ∈ K∗1+K∗2. We introduce the following conic optimization problem
(COP):
η∗ = min
Z
{〈Q0, Z〉 | 〈H0, Z〉 = 1, Z ∈ K1 ∩K2}. (2)
If we take V = Sm, K1 = Sm+ , and K2 a polyhedral cone in Sm for some m, respectively, then
the problem (2) represents a general SDP. If in addition K2 ⊂ Nm, then it forms a DNN
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optimization problem. Let G(y0) = Q0 − y0H0. The dual of (2) can be described as
y∗0 = max
y0,Y2
{y0 | Q0 − y0H0 − Y2 ∈ K∗1, Y2 ∈ K∗2} (3)
= max
y0
{y0 | G(y0) ∈ K∗1 +K∗2}. (4)
As shown in [2, Lemma 2.3], strong duality holds for (2) and (4), i.e., η∗ = y∗0.
Since H0 ∈ K∗1 +K∗2 in (4), we have the following inequality from [20]:
y0 ≤ y∗0 if and only if G(y0) ∈ K∗1 +K∗2. (5)
Therefore, the approximate value of y∗0 can be computed by using the bisection method if the
feasibility of any given y0, i.e., whether G(y0) ∈ K∗1 +K∗2, can be determined. The recently
proposed bisection and projection (BP) method [20] (BP Algorithm described in Section
2.3) provides precisely the feasibility test for any given y0 through a numerical algorithm
(APG Algorithm described in Section 2.2) that is based on the accelerated proximal gradient
method, where we employed the version in [5] that is modified from [29].
2.2 The accelerated proximal gradient algorithm for feasibility
test
For an arbitrary fixed y0, let G = G(y0) for simplicity of notation. We also use the notation
ΠK(Z) to denote the metric projection of Z ∈ V onto a closed convex cone K ⊂ V . Then
the problem of testing whether G ∈ K∗1 +K∗2 leads to the following problem:
f ∗ = min
Y
{1
2
‖G− Y ‖2
∣∣∣ Y ∈ K∗1 +K∗2} (6)
= min
Y1,Y2
{1
2
‖G− (Y1 + Y2)‖2
∣∣∣ Y1 ∈ K∗1, Y2 ∈ K∗2}
= min
Y1
{
f(Y1) :=
1
2
‖ΠK2(Y1 −G)‖2
∣∣∣ Y1 ∈ K∗1}. (7)
Here we note that
min
Y2
{1
2
‖G− (Y1 + Y2)‖2
∣∣∣ Y2 ∈ K∗2} = 12‖G− Y1 − ΠK∗2(G− Y1)‖2
=
1
2
‖ΠK2(Y1 −G)‖2,
where the last equality above follows from Moreau’s decomposition theorem [28, 8]. Obvi-
ously, f ∗ ≥ 0, and f ∗ = 0 if and only if G ∈ K∗1 +K∗2.
The gradient of the objective function f(Y1) of (7) is given by ∇f(Y1) = ΠK2(Y1 −G).
As the projection operator ΠK onto a convex set K is nonexpansive [6, Proposition 2.2.1],
we have that
‖∇f(Y1)−∇f(Y ′1 )‖ ≤ ‖(Y1 −G)− (Y ′1 −G)‖ = ‖Y1 − Y ′1‖ (Y1,Y ′1 ∈ V).
Therefore, the gradient ∇f(Y1) is Lipschitz continuous with the Lipschitz constant Lf = 1.
The KKT condition for (Y1,Y2) to be the optimal solution of (6) is given by
X = G− Y1 − Y2, 〈X, Y1〉 = 0, 〈X, Y2〉 = 0,
X ∈ K1 ∩K2, Y1 ∈ K∗1, Y2 ∈ K∗2.
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When the KKT condition above holds, we have that G ∈ K∗1 +K∗2 if and only if ‖X‖ = 0.
Assume that the metric projections ΠK1 and ΠK2 onto the cones K1 and K2 can be
computed without difficulty. In [20], APG Algorithm [5] below is applied to (7) to determine
whether f ∗ = 0 numerically.
Our APG based algorithm employs the following error criterion
g(X,Y1,Y2) = max
{ 〈X, Y1〉
1 + ‖X‖+ ‖Y1‖ ,
〈X, Y2〉
1 + ‖X‖+ ‖Y2‖ ,
ΠK∗1(−X)
1 + ‖X‖ ,
ΠK∗2(−X)
1 + ‖X‖
}
to check whether (Y1,Y2) = (Y
k
1 ,Y
k
2 ) ∈ K∗1×K∗2 satisfies the KKT conditions approximately.
It terminates if ‖Xk‖ <  or if ‖Xk‖ ≥  and g(Xk,Y k1 ,Y k2 ) < δ for sufficiently small
positive  and δ, say  = 10−12 and δ = 10−12. Note that f(Y k1 ) corresponds to
1
2
‖Xk‖2.
Hence if ‖Xk‖ becomes smaller than  > 0, we may regard (Y k1 ,Y k2 ) ∈ K∗1 × K∗2 is an
approximate optimal solution of (6) and G = G(y0) ∈ (K∗1 +K∗2), which implies that y0 is
a feasible solution of the problem (4) and y0 ≤ y∗0. On the other hand, if ‖Xk‖ ≥  and
g(Xk,Y k1 ,Y
k
2 ) < δ, then the KKT optimality condition is almost satisfied, and we classify
that G = G(y0) does not lie in K∗1 + K∗2 according to ‖Xk‖ ≥ . In the latter case, we
determine that y0 is not a feasible solution of (4) and y0 > y
∗
0.
APG Algorithm (the accelerated proximal gradient algorithm [5] for feasibility test )
Input: G ∈ V, Y 01 ∈ V, ΠK1 , ΠK2 ,  > 0, δ > 0, kmax > 0,
Output: (X,Y1,Y2) = (X
k,Y k1 ,Y
k
2 )
Initialize: t1 ← 1, L← Lf (= 1), Y 11 ← Y 01
for k = 1, . . . , kmax do
Y k1 ← ΠK∗1
(
Y
k
1 − 1LΠK2(Y
k
1 −G)
)
Y k+12 ← ΠK∗2(G− Y k1 ), Xk ← G− Y k1 − Y k2
if ‖Xk‖ <  (implying G ∈ K∗1 +K∗2) or if ‖Xk‖ ≥  and g(Xk,Y k1 ,Y k2 ) < δ (implying
G 6∈ K∗1 +K∗2) then
break
end if
tk+1 ← 1+
√
1+4t2k
2
Y
k+1
1 ← Y k1 + (tk)−1tk+1 (Y k1 − Y
k−1
1 )
end for
We note that the sublinear convergence of APG Algorithm, in the sense that f(Y k1 ) −
f ∗ ≤ O(1/k2), is ensured for any optimal solution Y ∗1 of (7) in [5, Theorem 4.4].
2.3 The bisection and projection algorithm for COP
As numerically small numbers  > 0 and δ > 0 must be used in APG Algorithm to decide
whether ‖Xk‖ is equal to 0 on a finite precision floating-point arithmetic machine, an
infeasible y0 can sometimes be erroneously determined as a feasible solution of the problem
(4) by APG Algorithm. Likewise, there is also a small possibility for a feasible solution to
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be wrongly declared as infeasible due to numerical error. As a result, the feasibility test
based on APG Algorithm may not be always correct.
To address the validity issue of the result obtained from APG Algorithm, an improved
BP method was introduced in [4]. Here, a valid lower bound yv`0 for the optimal value y
∗
0 is
always generated by the improved BP method, which assumes the following two conditions
for a given interior point I of K∗1:
(A1) There exists a known positive number ρ > 0 such that 〈I, Z〉 ≤ ρ for every feasible
solution Z of (2).
(A2) For each Z ∈ V, λmin(Z) = sup{λ | Z − λI ∈ K∗1} can be computed accurately at a
moderate cost.
If K1 = K∗1 = Sn+ and I is the identity matrix, then 〈I, Z〉 is the trace of Z and λmin(Z)
is the minimum eigenvalue of Z. Under the assumption (A1), the problem (2) is equivalent
to
min
Z
{
〈Q0, Z〉
∣∣∣ 〈H0, Z〉 = 1, 〈I, Z〉 ≤ ρ, Z ∈ K1 ∩K2}. (8)
Its dual
sup
y0,Y2,µ
{y0 + ρµ | G(y0)− Y2 − µI ∈ K∗1, Y2 ∈ K∗2, µ ≤ 0} (9)
is equivalent to (4) with the optimal value y∗0. Suppose that y¯0 ∈ R and Y¯2 ∈ K∗2 are given.
Let µ¯ = min{0, λmin(G(y¯0)− Y¯2)}. Then (y0,Y2, µ) = (y¯0, Y¯2, µ¯) is a feasible solution of (9),
and yv`0 = y¯0 +ρµ¯ provides a valid lower bound for y
∗
0. If (y¯0, Y¯2) is a feasible solution of (3),
then yv`0 = y¯0 from µ¯ = 0. The improved BP method in [4] is described in BP Algorithm
below.
BP Algorithm (The improved bisection-projection algorithm [4])
Input: y`0 ≤ yu0 , tol > 0, ρ > 0,  > 0, δ > 0, ηr,ΠK1 ,ΠK2 , kmax.
Output: yv`0
Initialize: ym0 ← y
`
0+y
u
0
2
if −∞ < y`0; otherwise, ym0 ← yu0 . Yˆ1 ← ΠK∗1
(
G(ym0 )
)
. yv`0 ← −∞.
while yu0 − y`0 > tol do
Yˆ init1 ← Yˆ1
(Xˆ, Yˆ1, Yˆ2)← The output of APGR Algorithm with inputs
(
G(ym0 ),Yˆ
init
1 ,ΠK1 ,ΠK2 ,,δ,kmax,ηr
)
.
yv`0 ← max
{
yv`0 , y
m
0 + ρmin{0, λmin(G(ym0 )− Yˆ2)}
}
if ‖Xˆ‖ <  then
y`0 ← ym0
else
yu0 ← ym0 , y`0 ← max{y`0, yv`0 }
end if
ym0 ← (y`0 + yu0 )/2
end while
Here APGR Algorithm is an enhanced version of APG Algorithm which is described
in Section 4.2. One of the advantages of BP Algorithm above is that it does not require
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an initial finite estimation of the lower bound y`0. In fact, BP Algorithm implemented in
the current version of BBCPOP sets ym0 ← yu0 and y`0 ← −∞ at the initialization step.
For a better upper bound yu0 for y
∗
0, a heuristic method applied to the original POP can
be employed. For the value of ρ, the exact theoretical value of ρ can be computed from
COP (2) in some cases; see [3] for example. We also present a method to estimate ρ in
Section 4.1.
3 Sparse DNN relaxation of POP (1)
Exploiting sparsity is a key technique for solving large-scale SDPs and SDP relaxations
of large-scale POPs. For example, see [10, 37, 38]. Throughout this section, we assume
that POP (1) satisfies a certain structured sparsity described in Section 3.2, and derive
its sparse DNN relaxation (17) of the same form as COP (2). The method to derive the
DNN relaxation (17) from POP (1) can be divided into two main steps: lift POP (1) to
an equivalent problem (14) with moment matrices in the vector variable x, and replace
the moment matrices by symmetric matrix variables after adding valid inequalities. In the
software BBCPOP, the function BBCPOPtoDNN implements the two steps just mentioned.
After introducing notation and symbols in Section 3.1, we present how the sparsity in
POP (1) is exploited in Section 3.2, and the details of the above two steps in Section 3.3
and Section 3.4, respectively.
3.1 Notation and symbols
Let Zn+ denote the set of n-dimensional nonnegative integer vectors. For each x = (x1, . . . , xn) ∈
Rn and α = (α1, . . . , αn) ∈ Zn+, let xα = xα1 · · ·xαn denote a monomial. We call deg(xα) =
max{αi : i = 1, . . . , n} the degree of a monomial xα. Each polynomial f(x) is represented
as f(x) =
∑
α∈F cαx
α for some nonempty finite subset F of Zn+ and cα ∈ R (α ∈ F). We
call suppf = {α ∈ F : c(α) 6= 0} the support of f(x); hence f(x) = ∑α∈suppf c(α)xα is
the minimal representation of f(x). We call degf = max{deg(xα) : α ∈ suppf} the degree
of f(x).
Let A be a nonempty finite subset of Zn+ with cardinality |A|, and let SA denote the
linear space of |A|×|A| symmetric matrices whose rows and columns are indexed by A. The
(α,β)th component of each X ∈ SA is written as Xαβ ((α,β) ∈ A×A). The inner product
of X, Y ∈ SA is defined by 〈X, Y 〉 = ∑α∈A∑β∈AXαβYαβ, and the norm of X ∈ SA is
defined by ‖X‖ = (〈X, X〉)1/2. Assuming that the elements of A are enumerated in an
appropriate order, we denote a |A|-dimensional column vector of monomials xα (α ∈ A)
by xA, and a |A| × |A| symmetric matrix (xA)(xA)T of monomials xα+β ((α,β) ∈ A×A)
by xA×A ∈ SA. We call xA×A a moment matrix.
For a pair of subsets A and B of Zn+, let A + B = {α + β : α ∈ A, β ∈ B} denote
their Minkowski sum. Let SA+ denote the cone of positive semidefinite matrices in SA, and
NA the cone of nonnegative matrices in SA. By construction, xA×A ∈ SA+ for every x ∈ Rn,
and xA×A ∈ SA+ ∩ NA for every x ∈ Rn+.
We denote the feasible region of POP (1) as
H = {x ∈ Rn | xi ∈ [0, 1] (i ∈ Ibox), xj ∈ {0, 1} (j ∈ Ibin), xγ = 0 (γ ∈ Γ)},
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where Γ =
⋃
C∈C{γ ∈ {0, 1}n | γi = 1 if i ∈ C and γj = 0 otherwise}. Then, POP (1) is
written as follows:
ζ∗ = min
x∈Rn
{f0(x) | x ∈ H}. (10)
We note that the POPs dealt with in [19] are special cases of (10) where Γ = ∅.
Let r : Zn+ → Zn+ be defined by
(r(α))i =
{
min{αi, 1} if i ∈ Ibin
αi otherwise (i.e., i ∈ Ibox).
(11)
If x ∈ H, then xα = xr(α) holds for all α ∈ Zn+. Hence we may replace each monomial xα
in f0(x) by x
r(α). Therefore suppf0 = r(suppf0) is assumed without loss of generality in
the subsequent discussion.
3.2 Exploiting sparsity
Let ∇2f0(x) denote the Hessian matrix of f0(x). For POP (10), we introduce the n × n
sparsity pattern matrix R whose (i, j)th element is defined by
Rij =

1 if i = j or the (i, j)th element of ∇2f0(x) is not identically zero,
1 if i, j ∈ C for some C ∈ C,
0 otherwise.
If C = ∅, then R represents the sparsity pattern of the Hessian matrix ∇2f0(x).
Next, we choose a family of subsets V k of N = {1, 2, . . . , n} (k = 1, . . . , `) such that the
union of V k × V k (k = 1, . . . , `) covers the set of indices (i, j) associated with the nonzero
elements of R, i.e., {
(i, j) ∈ N ×N | Rij = 1
} ⊆ ⋃`
k=1
V k × V k. (12)
Obviously, when the only set V 1 = N is chosen for such a family, we get a dense DNN
relaxation of POP (10). When R is sparse (see Figure 1), the sparsity pattern graph G(N, E)
with the node set N and the edge set E = {(i, j) ∈ N ×N : i < j and Rij = 1} is utilized to
create such a family V k (k = 1, . . . , `). More precisely, let G(N, E) be a chordal extension
of G(N, E), and take the maximal cliques V k (k = 1, . . . , `) for the family. The chordal
extension and its maximal cliques can be found by using the technique [7] based on the
symbolic Cholesky decomposition of the adjacency matrix of G(N, E). We implicitly assume
that POP (10) satisfies the structured sparsity which induces small size V k with
∣∣V k∣∣ = O(1)
(k = 1, . . . , `). Figure 1 shows such examples. The family V k (k = 1, . . . , `) chosen this
way satisfies nice properties; see [7, 10, 37] for more details. Here we only mention that the
number ` of maximal cliques does not exceed n.
As representative sparsity patterns, we illustrate the following two types:
Arrow type: For given ` ≥ 2, a ≥ 2, b ∈ {0, . . . , a− 1}, and c ≥ 1, we set
V k = ({(k−1)(a−b)}+{1, 2, . . . a})∪({(`−1)(a−b)+a}+{1, 2, . . . , c}) (k = 1, . . . , `)
(the left picture of Figure 1).
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Chordal graph type
(r = 0.4)
Figure 1: Examples of the sparsity pattern matrixR with n = 13, where the dots correspond
to 1 and the blank parts to 0’s.
Chordal graph type: Let the number n of variables and the radio range ρ > 0 be given.
For n points v1,v2, . . . ,vn drawn from a uniform distribution over the unit square
[0, 1]2, we construct the sparsity pattern graph G(N, E) such that E = {(i, j) ∈ N×N |
i < j, ‖vi−vj‖ ≤ ρ}, where N = {1, . . . , n}. Let V k (k = 1, 2, . . . , `) be the maximal
cliques in a chordal extension of G = (N, E). (the right picture of Figure 1).
In Section 5, we report numerical results on randomly generated instances of binary and
box constrained POPs with these two types of sparsity patterns.
3.3 Lifting POP (10) with moment matrices in x
Let
d = max
{
deg(f0), deg(x
γ) (γ ∈ Γ)}, dd/2e ≤ ω ∈ Z+
Akω =
{
α ∈ Zn+ | αi = 0 (i 6∈ V k),
∑
i∈V k
αi ≤ ω
}
(k = 1, . . . , `).
Here the parameter ω is named as the relaxation order. We then see that
Γ ⊆
⋃`
k=1
(Akω +Akω) and supp(f0) ⊆
⋃`
k=1
(Akω +Akω). (13)
By the first inclusion relation in (13), each monomial xγ (γ ∈ Γ) is involved in the moment
matrix xA
k
ω×Akω for some k ∈ {1, . . . , `}. By the second inclusion relation in (13), each
monomial xα of the polynomial f0(x) is involved in the moment matrix x
Akω×Akω for some
k ∈ {1, . . . , `}. Hence the polynomial objective function f0(x) can be lifted to the space
V = SA1ω × · · · × SA`ω such that
f0(x) = 〈F0, (xA1ω×A1ω , . . . ,xA`ω×A`ω)〉 =
∑`
k=1
〈F k0 , xA
k
ω×Akω〉
for some F0 = (F
1
0 , . . . ,F
`
0 ) ∈ V, where the inner product 〈A, B〉 for each pair of A =
(A1, . . . ,A`) and B = (B1, . . . ,B`) in V = SA1 × · · · × SA` is defined by 〈A, B〉 =
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∑`
k=1〈Ak, Bk〉. To lift the constraint set H ⊆ Rn to the space V, we define
M = {(xA1ω×A1ω , . . . ,xA`ω×A`ω) ∈ V | x ∈ H}
=
{
(xA
1
ω×A1ω , . . . ,xA
`
ω×A`ω) ∈ V
∣∣∣∣ xi ∈ [0, 1] (i ∈ Ibox), xi ∈ {0, 1} (i ∈ Ibin),xγ = 0 (γ ∈ Γ)
}
.
By definition, x ∈ H if and only if (xA1ω×A1ω , . . . ,xA`ω×A`ω) ∈M . Thus we can lift POP (10)
to the space V as follows:
min
Z
{〈F0, Z〉 ∣∣ Z = (Z1,Z2, . . . ,Z`) ∈M} . (14)
To illustrate the lifting procedure from POP (10) to the space V, we consider the fol-
lowing example.
Example 3.1. Let us consider the following POP with n = 3, C = {{1, 2}}, Ibox = {1},
and Ibin = {2, 3}:
min
x∈R3
{
f0(x) = −x1x2 − x2x3
∣∣ x1x2 = 0, x1 ∈ [0, 1], x2, x3 ∈ {0, 1}. } . (15)
Since d = max{deg(f0), deg(xγ) (γ ∈ Γ)} = 2, we can take ω = 1 ≥ dd/2e. The sparsity
pattern matrix R turns out to be R =
(
1 1 0
1 1 1
0 1 1
)
. We show two different choices of V k
(k = 1, . . . , `).
Dense case: Let ` = 1, V k = {1, 2, 3}, and ω = 1. Then A1ω =
{(
0
0
0
)
,
(
1
0
0
)
,
(
0
1
0
)
,
(
0
0
1
)}
.
We have
xA
1
ω =

1
x1
x2
x3
 and xA1ω×A1ω = xA1ω(xA1ω)T =

1 x1 x2 x3
x1 x
2
1 x1x2 x1x3
x2 x1x2 x
2
2 x2x3
x3 x1x3 x2x3 x
2
3
 .
If we define
F 10 =

0 0 0 0
0 0 −0.5 −0.5
0 −0.5 0 0
0 −0.5 0 0
 ,
then f0(x) = 〈F 10 , xA1ω×A1ω〉 holds.
Sparse case: Let ` = 2, V 1 = {1, 2}, V 2 = {2, 3}, and ω = 1. ThenA1ω =
{(
0
0
0
)
,
(
1
0
0
)
,
(
0
1
0
)}
and A2ω =
{(
0
0
0
)
,
(
0
1
0
)
,
(
0
0
1
)}
. We have
xA
1
ω =
 1x1
x2
 , xA2ω =
 1x2
x3
 ,
xA
1
ω×A1ω =
 1 x1 x2x1 x21 x1x2
x2 x1x2 x
2
2
 , xA2ω×A2ω =
 1 x2 x3x2 x22 x2x3
x3 x2x3 x
2
3
 .
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If we define
F0 = (F
1
0 ,F
2
0 ) =
0 0 00 0 −0.5
0 −0.5 0
 ,
0 0 00 0 −0.5
0 −0.5 0
 ,
then f0(x) =
∑`
k=1〈F k0 , xA
k
ω×Akω〉 holds.
3.4 Valid constraints and conic relaxations of POPs
Note that the objective function of the lifted minimization problem (14) is linear so that it
is equivalent to the minimization of the same objective function over the convex hull of the
feasible region M of (14). However, the resulting convex minimization problem as well as
the original problem (14) are numerically intractable. The second step for deriving a DNN
relaxation from the POP (10) is to relax the nonconvex feasible region M to a numerically
tractable convex set, which is represented as the intersection of the hyperplane of the form
{Z ∈ V | 〈H0, Z〉 = 1} and two convex cones K1 and K2 in V. Hence we obtain a COP of
the form (2), which serves a DNN relaxation of POP (10).
By definition, (0,0) ∈ Akω × Akω (k = 1, . . . , `), which implies that (xAkω×Akω)00 = 1.
Thus, if H0 = (H
1
0 , . . . ,H
`
0) ∈ V is defined such that
(Hk0 )αβ =
{
1/` if α = β = 0
0 otherwise,
then the hyperplane {Z ∈ V | 〈H0, Z〉 = 1} will contain M . We also know M ⊆ SA
1
ω
+ ×
· · · × SA`ω+ . As a result, we can take K1 = SA
1
ω
+ × · · · × SA
`
ω
+ .
To construct the polyhedral cone K2, we consider the following valid equalities and
inequalities for M :
(xA
k
ω×Akω)αβ ≥ 0,
(xA
k
ω×Akω)αβ = (xA
k′
ω ×Ak
′
ω )α′β′ if r(α+ β) = r(α
′ + β′),
(xA
k
ω×Akω)αβ ≥ (xAk
′
ω ×Ak
′
ω )α′β′ if r(c(α+ β)) = r(α
′ + β′) for some c ≥ 1, (16)
(xA
k
ω×Akω)αβ = 0 if r(α+ β) ≥ γ for some γ ∈ Γ,
(k, k′ ∈ {1, . . . , `}, α,β ∈ Akω, α′,β′ ∈ Ak′ω ). In the above, the first inequality follows
from the fact that x ≥ 0, the second and third inequalities follow from the definition of
r : Zn+ → Zn+ and x ∈ [0, 1]n, and the last equality from the complementarity condition
xγ = 0 (γ ∈ Γ). Now, by linearizing the equalities and inequalities above, i.e., replacing
(xA
1
ω×A1ω , . . . ,xA
`
ω×A`ω) by an independent variable Z = (Z1, . . . ,Z`) ∈ V, we obtain the
linear equalities and inequalities to describe the cone K2 such that
K2 =

Z = (Z1, . . . ,Z`) ∈ V
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Zkαβ ≥ 0 (nonnegativity)
Zkαβ = Z
k′
α′β′ if r(α+ β) = r(α
′ + β′),
Zkαβ ≥ Zk′α′β′ if r(c(α+ β)) = r(α′ + β′)
for some c ≥ 1,
Zkαβ = 0 if r(α+ β) ≥ γ for some γ ∈ Γ
(k, k′ ∈ {1, . . . , `}, α,β ∈ Akω, α′,β′ ∈ Ak′ω )

.
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Consequently, we obtain the following COP:
ζ = min
Z
{〈F0, Z〉 | 〈H0, Z〉 = 1, Z ∈ K1 ∩K2} , (17)
which serves as a DNN relaxation of POP (10).
Note that COP (17) is exactly in the form of (2), to which BP Algorithm can be
applied. In APG Algorithm, which is called within BP Algorithm, the metric projection
ΠK1(Z) of Z = (Z
1, . . . ,Z`) ∈ V onto K1 = SA
1
ω
+ × · · · SA
`
ω
+ can be computed by the
eigenvalue decomposition of Zk ∈ SAkω (k = 1, . . . , `), and the metric projection ΠK2(Z)
of Z = (Z1, . . . ,Z`) ∈ V onto K2 can be computed efficiently by Algorithm 3.3 of [19].
As a result, COP (17) can be solved efficiently by BP Algorithm. Note that the eigenvalue
decomposition of Zk ∈ SAkω , which requires O(∣∣Akω∣∣3) arithmetic operations at each iteration
of APG Algorithm, is the most time consuming part in BP Algorithm applied to COP (17).
Therefore, it is crucial for the computational efficiency of BP Algorithm to choose smaller
V k (k = 1, . . . , `), which determines the size
∣∣Akω∣∣ of Akω (k = 1, . . . , `), by exploiting the
sparsity of POP (10) as presented in Section 3.2. We also note that the primal-dual interior-
point method for COP (17) would remain computationally expensive since K2 consists of a
large number of inequality such as nonnegative constraints.
Given a POP of the form (10), the sparsity pattern matrix R and the graph G(N, E) are
uniquely determined. However, the choice of the family V k (k = 1, . . . , `) satisfying (12) is
not unique. Recall that F0, H0, K1 and K2 in COP (17) depends on the relaxation order
ω. Theoretically, the optimal value ζ of COP (17) is monotonically nondecreasing with
respect to ω ≥ dd/2e. Thus, a tighter lower bound for the optimal value ζ∗ of POP (10)
can be expected when a larger ω is used. However, the numerical cost of solving COP (17)
by BP Algorithm increases very rapidly as ω increases. We should mention that the family
of COP (17) with increasing ω ≥ dd/2e forms a hierarchy of DNN relaxations for POP
(10). Specifically, if Ibox = ∅, our hierarchy may be regarded as a variant of the sparse SDP
relaxation proposed in [37, 39] if the SDP is replaced by a stronger DNN relaxation at each
hierarchy level, although their formulations may look quite different. Therefore, if Ibox = ∅,
the convergence of the optimal value ζ of COP (17) to the optimal value ζ∗ of POP (10) is
guaranteed [21, 23] as the relaxation order ω increases to infinity.
We also mention that COP (17) can be strengthened by replacing the condition “if
r(c(α + β)) = r(α′ + β′) for some c ≥ 1” with the condition “if r(α + β) ≤ r(α′ +
β′)” in (16) and in the description of K2. But we should take note that this replacement
considerably increases the number of inequalities in K2 and makes the computation of the
metric projection ΠK2(·) to be very complicated and expensive. As a result, APG Algorithm
(hence BP Algorithm too) is not expected to be efficient for the COP with the strengthened
K2; see [14] for the details.
4 Improving the solution quality
4.1 An upper bound ρ of the trace of the moment matrix
Under the assumptions (A1) and (A2), a valid lower bound yv`0 for the optimal value y
∗
0 of
COP (2) is obtained from BP Algorithm. The quality of the valid lower bound yv`0 depends
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noticeably on the choice of ρ > 0 satisfying (A1) where a smaller ρ will lead to a larger yv`0 .
In this section, we discuss the problem of minimizing ρ among the ones that satisfy (A1).
Throughout this section, we assume that COP (2) is constructed for a conic relaxation
of POP (10) as described in Section 3. Thus, yv`0 serves as a valid lower bound of the POP.
In this case, K1 turns out to be SA
1
ω
+ × SA
2
ω
+ × . . .× SA
`
ω
+ . As a result, I = (I1, . . . , I`) can be
taken as an interior point of K1, where Ik denotes the identity matrix in SA
k
ω . The problem
under consideration is written as
ρˆ = max {〈I, Z〉 | Z is a feasible solution of COP (2)}
= max
{∑`
k=1
〈Ik, Zk〉
∣∣∣〈H , Z〉 = 1, Z = (Z1, . . . ,Z`) ∈ K1 ∩K2} . (18)
We may regard the problem (18) as a DNN relaxation of the following POP:
ρ∗ = max
{∑`
k=1
〈Ik, xAkω×Akω〉
∣∣∣x ∈ H (i.e., a feasible solution of POP (10))}
= max
∑`
k=1
∑
α∈Akω
xα+α
∣∣∣ xi ∈ [0, 1] (i ∈ Ibox), xj ∈ {0, 1} (j ∈ Ibin),
xγ = 0 (γ ∈ Γ)
 . (19)
This implies that ρˆ ≥ ρ∗, and if ρ ≥ ρ∗ and (y0,Y2, µ) is a feasible solution of COP (9),
then y0 + ρµ provides a valid lower bound for the optimal value of POP (10). Thus, it
is more reasonable to consider (19) directly than its relaxation (18). It is easy to verify
that the problem (19) has an optimal solution x with xi ∈ {0, 1} for all i = 1, . . . . , n. In
addition, if α ≥ γ for some γ ∈ Γ then xα+α = 0. Hence, (19) is reduced to a combinatorial
optimization problem given by
ρ∗ = max
∑`
k=1
∑
α∈Bkω
xα+α
∣∣∣x ∈ {0, 1}n, xγ = 0 (γ ∈ Γ)
 , (20)
where Bkω = {α ∈ Akω | α 6≥ γ for any γ ∈ Γ} (k = 1, . . . , `). It would be ideal to use
ρ = ρ∗ in BP Algorithm for a tight lower bound yv`0 . As the problem (20) is numerically
intractable in general, any upper bound ρ for ρ∗ can be used in practice. In particular, the
trivial upper bound ρ =
∑`
k=1
∣∣Bkω∣∣ may be used for an upper bound of ρ∗, but it may not
be tight except for simple cases.
We can further reduce the problem (20) to a submodular function minimization under
a set cover constraint for which efficient approximation algorithms [18, 40] exist for a tight
lower bound of the its minimum value. For this purpose, the vector variable x ∈ {0, 1}n is
replaced by a set variable S0 ⊆ N = {1, . . . , n}, which determines xi to be 0 if i ∈ S0 and 1
otherwise. For every i ∈ N , define
Ei =
⋃`
k=1
{(k,α) | α ∈ Bkω, αi ≥ 1}, Fi = {γ ∈ Γ | γi ≥ 1}.
The next Lemma states two properties of the above sets.
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Lemma 4.1. Choose x ∈ {0, 1}n arbitrarily. Let S0 = {i ∈ N | xi = 0}. Then we have
that
(i)
⋃
i∈S0 Ei =
⋃`
k=1{(k,α) | α ∈ Bkω, xα = 0};
(ii) xγ = 0 (γ ∈ Γ) if and only if ⋃i∈S0 Fi = Γ or ∣∣∣⋃i∈S0 Fi∣∣∣ = |Γ|.
Proof. (i) Assume that (k,α) ∈ Ei for some i ∈ S0. By definition, (k,α) ∈ Bkω and αi ≥ 1.
Hence 0 = xi = x
αi
i = x
α. Thus we have shown the inclusion
⋃
i∈S0 Ei ⊆
⋃`
k=1{(k,α) |
α ∈ Bkω, xα = 0}. Now assume that α ∈ Bkω and xα = 0. It follows from xα = 0 and
x ∈ {0, 1}n that αi ≥ 1 and xi = 0 for some i ∈ N . Hence i ∈ S0 and (k,α) ∈
⋃
i∈S0 Ei.
Thus we have shown the converse inclusion.
(ii) Assume that xγ = 0 (γ ∈ Γ). The inclusion ⋃i∈S0 Fi ⊆ Γ is straightforward by
definition. If γ ∈ Γ, then it follows from xγ = 0 that γi ≥ 1 and xi = 0 for some i ∈ N ;
hence i ∈ S0 and γ ∈ Fi. Thus we have shown the converse inclusion, and the “only if”
part of (ii). Now assume that
⋃
i∈S0 Fi = Γ. Let γ ∈ Γ. Then there is an i ∈ S0 such that
γ ∈ Fi: Hence xi = 0 and γi ≥ 1, which implies that 0 = xi = xγii = xγ . Thus we have
shown the “if” part of (ii).
By (ii) of Lemma 4.1, we can rewrite the constraint of the problem (20) as S0 ⊆ N and∣∣∣⋃i∈S0 Fi∣∣∣ = |Γ|, and the objective function as∑`
k=1
∑
α∈Bkω
xα+α =
∑`
k=1
∑
α∈Bkω
∑
xα=1
1 (since xα = 0 or 1 for every α ∈ Bkω)
=
∑`
k=1
∣∣Bkω∣∣− ∑
α∈Bkω
∑
xα=0
1

=
∑`
k=1
∣∣Bkω∣∣− ∑`
k=1
∑
α∈Bkω
∑
xα=0
1
=
∑`
k=1
∣∣Bkω∣∣−
∣∣∣∣∣⋃`
k=1
{(k,α) | α ∈ Bkω, xα = 0}
∣∣∣∣∣
=
∑`
k=1
∣∣Bkω∣∣−
∣∣∣∣∣⋃
i∈S0
Ei
∣∣∣∣∣ (by (i) of Lemma 4.1).
Therefore the problem (20) is equivalent to the problem
min{c(S0) | S0 ⊆ N, f(S0) = |Γ|}, (21)
where c and f are submodular functions defined by
c(S0) =
∣∣∣ ⋃
i∈S0
Ei
∣∣∣ and f(S0) = ∣∣∣ ⋃
i∈S0
Fi
∣∣∣ for every S0 ⊆ N.
This problem is known as a submodular minimization problem under a submodular cover
constraint. Approximation algorithms [18, 40] can be used to obtain a lower bound c¯ ≥ 0
for the optimal value of (21). By construction, ρ =
∑`
k=1
∣∣Bkω∣∣− c¯ provides an upper bound
of (20), which is tighter than or equals to
∑`
k=1
∣∣Bkω∣∣. See [14] for the details.
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4.2 Enhancing APG Algorithm
Although APG Algorithm has the strong theoretical complexity result such that f(Y k2 ) −
f ∗ ≤ O(1/k2), in this subsection, we will propose some enhancements to improve its practical
performance. We begin by noting that the term (tk)−1
tk+1
(Y k1 − Y k−11 ) in the substitution
Y
k+1
1 ← Y k1 + (tk)−1tk+1 (Y k1 − Y
k−1
1 ) can be seen as the momentum of the sequence, and
the monotonically increasing sequence { (tk)−1
tk+1
}∞k=0 ⊆ [0, 1) determines the amount of the
momentum. When the momentum is high, the sequence {Y k1 }∞k=0 would overshoot and
oscillate around the optimal solution. In order to avoid such an oscillation to further speed
up the convergence, we incorporate the adaptive restarting technique [31] that resets the
momentum back to zero (tk ← 1) and takes a step back to the previous point Y k−11 when
the objective value increases, i.e., ‖Xk‖ − ‖Xk−1‖ > 0. In order to avoid frequent restarts,
we also employ the technique of [27, 17] that prohibits the next restart for Ki iterations
after the ith restart has occurred, where K0 ≥ 2 and Ki = 2Ki−1 (i = 1, 2, . . .). More
precisely, we modify APG Algorithm to the following APGR Algorithm.
APGR Algorithm (Accelerated Proximal Gradient algorithm with restarting for feasibil-
ity test)
Input: G ∈ X , Y 01 ∈ X , ΠK1 , ΠK2 ,  > 0, δ > 0, kmax > 0, ηr > 1
Output: (Xk,Y k1 ,Y
k
2 )
Initialize: t1 ← 1, L1 ← 0.8, Y 01 ← Y 01 , K0 = 2, i = 1, kre = 0
for k = 1, . . . , kmax do
Y k1 ← ΠK∗1
(
Y
k
1 − 1LkΠK2(Y
k
1 −G)
)
Y k2 ← ΠK∗2(G− Y k1 ), Xk ← G− Y k1 − Y k2
if ‖Xk‖ <  or g(Xk,Y k1 ,Y k2 ) < δ then
break
end if
tk+1 ← 1+
√
1+4t2k
2
Y
k+1
1 ← Y k1 + (tk)−1tk+1 (Y k1 − Y
k−1
1 )
if ‖Xk‖ − ‖Xk−1‖ > 0 and k > Ki + kre then
tk+1 ← 1, Y k+11 ← Y k1 , kre ← k
Ki+1 ← 2Ki, i← i+ 1
Lk+1 ← ηrLk
else
Lk+1 ← Lk
end if
end for
Recall that L = 1 is a Lipschitiz constant for the gradient of the function f defined in
(7). For APGR Algorithm, the convergence complexity result of f(Y k1 )−f ∗ ≤ O((log k/k)2)
is ensured by [17, 14]. Although it is slightly worse than the original theoretical convergence
guarantee of O(1/k2), it often converges much faster in practice. To improve the practical
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performance of APGR Algorithm, the initial estimate L1 of L in the algorithm is set to a
value less than 1. For many instances, L1 = 0.8 provided good results.
Even with the aforementioned practical improvements, APGR Algorithm can still take a
long time to compute a very accurate solution of the problem (6) for the purpose of deciding
whether f ∗ = 0. If there exists sufficient evidence to show that the optimum value f ∗ is not
likely to be 0, then APGR Algorithm can be terminated earlier to save computation time.
To be precise, next we discuss the stopping criteria of APGR Algorithm. Let gk denote
the violation g(Xk,Y k1 ,Y
k
2 ) of the KKT condition. Assume that g
k is sufficiently small,
i.e., the solution is nearly optimal. Then the ratio ‖Xk‖/gk of the optimal value and the
KKT violation is a reasonable measure to indicate how far away f ∗ is from 0. To determine
that the value ‖Xk‖/gk will not be improved much, the following values are computed and
tested at every kth iteration (k > 30):
• Mkg = Geometric mean of {gk−i/gk−i−30 | i = 0, 1, . . . , 9}.
• MkX = Geometric mean of {‖Xk−i‖/‖Xk−i−30‖ | i = 0, 1, . . . , 9}.
If the above values are close to 1, much improvement in the KKT residual and objective
values (and ‖Xk‖/gk) cannot be expected. Based on these observations, we implemented
several heuristic stopping criteria in our practical implementation of APGR Algorithm in
the Matlab function called projK1K2 fista dualK.m. For example, we have found the
following stopping criterion
‖Xk‖/gk ≥ 104, gk ≤
√
δ, Mkg ≥ 0.95, MkX ≥ 0.995
is useful to reduce the computational time substantially without losing the quality of our
computed valid lower bound yvl0 from BP Algorithm.
5 Numerical experiments
We present numerical results to compare the performance of BBCPOP with SDPNAL+ [42],
a state-of-the-art solver for large scale semidefinite optimization problem with nonnegative
constraints. Recall that BBCPOP is a MATLAB implementation of the DNN relaxation (17)
of POP (10) based on BP and APGR Algorithms, which have been presented in Sections
2.3 and 4.2, respectively. SDPNAL+ is an augmented Lagrangian based method for which
the main subproblem in each iteration is solved by a semismooth Newton method that
employs the generalized Hessian of the underlying function. As already mentioned in the
Introduction, the solver is able to handle nondegenerate problems efficiently but it is usually
not efficient in solving degenerate problems and generally unable to solve such problems to
high accuracy. The solver BBCPOP on the other hand, uses only first-order derivative
information and is specifically designed to handle degenerate problems arising from the
DNN relaxations of BBC constrained POPs. As a result, SDPNAL+ is expected to provide
a more accurate solution than BBCPOP when the former is successful in solving the problem
to the required accuracy. In Section 2.3, we have presented a method to compute a valid
lower bound in BP Algorithm by introducing a primal-dual pair of COPs (8) and (9).
Similarly, we also can generate a valid lower bound from a solution of SDPNAL+. For
17
fair comparison, we also computed valid lower bounds based on the approximate solutions
generated by SDPNAL+ for all experiments.
For BP Algorithm incorporated in BBCPOP, the parameters (tol, γ, , δ, kmax, ηr) were
set to (10−5, 10, 10−13, 10−6, 20000, 1.1). For SDPNAL+, the parameter “tol” was set to
10−6 and “stopoptions” to 2 so that the solver continues to run even if it encounters some
stagnations. SDPNAL+ was terminated in 20000 iterations even if the stopping criteria
were not satisfied. All the computations were performed in MATLAB on a Mac Pro with
Intel Xeon E5 CPU (2.7 GHZ) and 64 GB memory.
In Tables 1 through 4, the meaning of the notation are as follows: “opt” (the optimal
value), “LBv” (a valid lower bound), “sec” (the computation time in second), “apgit” (the
total number of iterations in APG Algorithm), “bpit” (the number of iterations in BP
Algorithm), “iter” (the number of iterations in SDPNAL+), and “term” (the termination
code). The termination code of SDPNAL+ has the following meaning: 0 (problem is solved
to required tolerance), -1,-2,-3 ( problem is partially solved with the primal feasibility,
the dual feasibility, both feasibility slightly violating the required tolerance, respectively), 1
(problem is not solved successfully due to stagnation), 2 (the maximum number of iterations
reached). For BBCPOP, its termination code has the following meaning: 1,2 (problem is
solved to required tolerance), 3 (the iteration is stopped due to minor improvements in valid
lower bounds).
5.1 Randomly generated sparse polynomial optimization prob-
lems with binary, box and complementarity constraints
In this section, we present experimental results on randomly generated sparse POPs of the
form (10). The objective function f0(x) =
∑
α∈F cαx
α was generated as follows. Its degree
was fixed to 2, 3, 4, 5, 6, and 8. For the support suppf = F , we took
F =
⋃`
k=1
{
α ∈ Zn+
∣∣∣ n∑
i=1
αi ≤ d, αi = 0 if i 6∈ V k
}
,
where V k (k = 1, . . . , `) were chosen from the two types of graphs, the arrow and chordal
graphs, given in Section 3.2; see Figure 1. Each cα was chosen from the uniform distribution
over [−1, 1]. Ibin was set to N = {1, 2, . . . , n} (hence Ibox = ∅) in Table 1, and ∅ (hence
Ibox = N) in Table 2. In each table, C was set to ∅ and a set of 2n elements randomly
chosen from
⋃`
k=1(V
k × V k), respectively. For all computation, the relaxation order ω was
set to dd
2
e.
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Tables 1 and 2 show the results on POPs with binary constraints and those with box con-
straints, respectively. We see that the lower bounds of the POP obtained by BBCPOP are
comparable to those by SDPNAL+. In particular, when the arrow type sparsity and Ibin = ∅
were used as in Table 1, BBCPOP could compute tighter lower bounds than SDPNAL+
in some instances. The computation time of BBCPOP is much smaller than SDPNAL+
in most instances. BBCPOP converged in 104 ∼ 105 seconds for very large scale POPs for
which SDPNAL+ could not in 105 seconds. Although BBCPOP uses only the first-order
derivative information contrary to SDPNAL+ that utilizes the second-order information, it
could compute lower bounds comparable to SDPNAL+ in shorter computation time.
As the number of variables increases for the problems with d = 2, 3, 5 in Table 1, SDP-
NAL+ frequently failed to obtain a lower bound while BBCPOP succeeded to compute a
valid lower bound. As mentioned in Section 1, SDPNAL+ could not deal with degenerate
POPs well. BBCPOP, on the other hand, provided valid lower bounds for those POPs.
Similar observation can be made for Table 2 where no lower bounds and computational
time were reported for SDPNAL+ in some problems. The numerical results in Tables 1 and
2 demonstrate the robustness of BBCPOP against degeneracy. We see from the results that
the performance of BBCPOP is very efficient and robust for solving the DNN relaxations
of large scale POPs with BBC constraints.
For the ease of comparison, in Figures 2 and 3, we plot the relative gap of the valid
lower bounds computed by SPDNAL+ and BBCPOP i.e., LBv(BBCPOP)−LBv(SDPNAL+)|LBv(BBCPOP)| , and
the ratios of the execution times taken by SDPNAL+ to those by BBCPOP for the instances
tested in Tables 1 and 2, respectively. Note that in the plots, a positive value for the
relative gap of the lower bounds means that BBCPOP has computed a tighter bound than
SDPNAL+. We can observe that for the instances corresponding to C = ∅ in Table 1
(Figure 2), BBCPOP is a few times faster than SDPNAL+ in solving most of the instances,
and it can be 10-20 times faster on a few of the large instances. On the other hand, for
the instances corresponding to a randomly chosen C in Table 1 (Figure 2), BBCPOP and
SDPNAL+ have comparable efficiency in solving most of the instances. But for a few smaller
instances, SDPNAL+ is 2–5 times faster while for some other larger instances, BBCPOP is
at least 10-20 times faster.
For the instances in Table 2 (Figure 3), the efficiency of BBCPOP completely dominates
that of SDPNAL+. Here, except for a few instances, BBCPOP is at least 5–20 times faster
than SDPNAL+ while the valid lower bounds generated by BBCPOP are comparable or
much tighter than those generated by SDPNAL+.
5.2 Quadratic Assignment Problem
Various important combinatorial optimization problems such as the max-cut problem, the
maximum stable set problem, and the quadratic assignment problem (QAP) are often for-
mulated as quadratic optimization problems. In this section, we show the numerical per-
formances of BBCPOP and SDPNAL+ in solving DNN relaxation problems of QAPs. We
refer the readers to [20, 3] for results on the max-cut and the maximum stable set problems.
Let A and B be given r × r matrices. Then the QAP is described as
ζ∗QAP = min
{〈X, (AXBT )〉 |X is a permutation matrix} . (22)
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Figure 2: Comparison of the computational efficiency between BBCPOP and SDPNAL+
for the instances (with Ibin = {1, . . . , n} and Ibox = ∅) in Table 1.
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Figure 3: Comparison of the computational efficiency between BBCPOP and SDPNAL+
for the instances (with Ibin = ∅ and Ibox = {1, . . . , n}) in Table 2.
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Table 3: Computational results on small QAP instances. Both BBCPOP and SDPNAL+
were applied to the Lagrangian-DNN relaxation.
BBCPOP SDPNAL+ SDPNAL+ (AW+)
instance LBv ( sec, apgit:bpit) LBv ( sec, iter) LBv ( time, iter)
chr12a 9551.9 (8.98e0, 1984: 16) 9304.2 (1.06e2, 20000) 9551.9 (1.28e1, 1553)
chr12b 9741.8 (1.05e1, 2056: 16) 9669.5 (1.17e2, 20000) 9741.9 (1.10e1, 1553)
chr12c 11155.9 (8.63e0, 2042: 17) 10911.0 (1.28e2, 20000) 11156.0 (3.45e1, 3591)
had12 1651.9 (8.38e0, 1488: 16) 1616.0 (1.60e2, 20000) 1652.0 (1.72e1, 1522)
nug12 567.9 (2.04e1, 3701: 15) 565.6 (1.78e2, 20000) 567.8 (1.60e1, 1054)
rou12 235521.1 (4.62e1, 6681: 23) 229651.9 (1.44e2, 20000) 235518.8 (6.47e1, 5464)
scr12 31407.6 (2.33e1, 3843: 28) 30827.0 (1.62e2, 20000) 31410.0 (7.07e0, 495)
tai12a 224411.0 (1.68e1, 3154: 22) 219806.4 (1.42e2, 20000) 224416.0 (6.57e0, 426)
tai12b 39464040.0 (1.47e1, 2716: 19) 38647340.0 (1.41e2, 20000) 39464910.0 (1.95e1, 2355)
Here we characterize a permutation matrix X as follows:
X ∈ [0, 1]r×r, Xe = X te = e,
XikXjk = XkiXkj = 0 (i, j, k = 1, 2, . . . , r; i 6= j).
Let X = (x1, . . . ,xr) ∈ Rr×r, where xp denotes the p-th column vector of X. Let n = r2.
Arranging the columns xp (1 ≤ p ≤ r) of X vertically into a long vector x = [x1; . . . ;xr],
we obtain the following reformulation of (22):
min
{
xT (B ⊗A)x
∣∣∣ x ∈ [0, 1]n, (I ⊗ eT )x = (eT ⊗ I)x = e,
xixj = 0 (i, j ∈ Jp; i 6= j; 1 ≤ p ≤ 2r),
}
(23)
where
Ji = {(i− 1)r + 1, (i− 1)r + 2, . . . , (i− 1)r + r} (1 ≤ i ≤ r),
Jr+j = {j, j + r, . . . , j + (r − 1)r} (1 ≤ j ≤ r).
Since it contains 2r equality constraints, the Lagrangian relaxation is applied to (23). More
precisely, let C = [I ⊗ eT ; eT ⊗ I] and d = [e; e], and consider the following Lagrangian
relaxation problem of (23) with a penalty parameter λ > 0:
min
{
xT (B ⊗A)x+ λ ‖(B ⊗A)‖∥∥( dTd dtC
Cd CTC
)∥∥‖Cx− d‖2 ∣∣∣ x ∈ [0, 1]
n,
xixj = 0 (i, j ∈ Jp, i 6= j,
1 ≤ p ≤ 2r)
}
, (24)
which is a special case of POP (1) or (10). Thus, we can apply the DNN relaxation discussed
in Section 3 to (24) and obtain a COP of the form (17), which serves as the Lagrangian-DNN
relaxation [20, 4] of QAP (23). We set λ = 105 for all instances, and solved it by BBCPOP
and SDPNAL+. For comparison, SDPNAL+ was also applied to another DNN relaxation,
AW+ formulation [34], which is a benchmark formulation for SDPNAL+ in the paper [42].
We mention that the AW+ formulation does not use the Lagrangian relaxation.
In Table 3, we see that SDPNAL+ applied to the Lagrangian-DNN relaxation of QAP (23)
shows inferior results compared to those obtained from BBCPOP. This is mainly because
the Lagrangian-DNN relaxation is highly degenerated. BBCPOP, on the other hand, could
solve such ill-conditioned problems successfully, which demonstrates the robustness of BP
algorithm for ill-conditioned COPs. As the numerical results in [42] show that the AW+
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Table 4: Computational results on large-scale QAP instances. BBCPOPwas applied to the
Lagrangian-DNN relaxation, and SDPNAL+ to the AW+ formulation.
BBCPOP SDPNAL+ (AW+)
instances opt LBv ( sec, apgit:bpit, term) LBv ( sec, iter, term)
chr15a 9896.0 9895.9 (3.78e1, 2572:18 , 3) 9892.2 (2.21e2, 6714, 0)
chr15b 7990.0 7989.9 (3.25e1, 2335:16 , 3) 7989.8 (5.25e1, 2066, 0)
chr15c 9504.0 9503.9 (3.11e1, 2346:19 , 1) 9504.0 (4.26e1, 1432, 0)
chr18a 11098.0 11097.9 (1.27e2, 3608:19 , 2) 11088.3 (2.77e2, 6586, 0)
chr18b 1534.0 1532.5 (2.76e2, 6117:17 , 1) 1533.9 (5.57e1, 917, 0)
chr20a 2192.0 2191.9 (1.97e2, 3264:17 , 1) 2191.7 (4.55e2, 6402, 0)
chr20b 2298.0 2298.0 (1.25e2, 2194:17 , 1) 2297.9 (2.91e2, 3412, 0)
chr20c 14142.0 14141.7 (1.86e2, 3352:20 , 2) 14139.4 (3.29e2, 5689, 0)
chr22a 6156.0 6156.0 (2.90e2, 2926:19 , 1) 6153.4 (7.65e2, 5791, 0)
chr25a 3796.0 3795.9 (5.62e2, 3139:18 , 1) 3795.8 (1.06e3, 3866, 0)
nug20 2570.0 2506.0 (2.24e2, 3024:18 , 1) 2505.9 (2.21e2, 2056, 0)
nug25 3744.0 3625.4 (8.68e2, 3911:19 , 1) 3625.3 (6.65e2, 2053, 0)
nug30 6124.0 5948.9 (2.30e3, 3634:21 , 1) 5948.7 (2.10e3, 2300, 0)
bur26a 5426670.0 5426095.0 (2.17e3, 7280:20 , 2) 5425904.2 (3.33e3, 9350, 0)
bur26b 3817852.0 3817277.4 (2.14e3, 7265:20 , 2) 3817148.6 (2.37e3, 6608, 0)
bur26c 5426795.0 5426203.7 (2.70e3, 9049:21 , 2) 5426457.7 (6.19e3, 18182, 0)
bur26d 3821225.0 3820014.6 (1.90e3, 6470:20 , 2) 3820601.2 (3.45e3, 10800, 0)
bur26e 5386879.0 5386572.0 (7.77e2, 3110:21 , 2) 5386585.4 (3.52e3, 11011, 0)
bur26f 3782044.0 3781834.8 (6.45e2, 2545:21 , 2) 3781760.8 (2.67e3, 8568, 0)
bur26g 10117172.0 10116571.1 (5.01e2, 2117:20 , 2) 10116504.8 (2.23e3, 8341, 0)
bur26h 7098658.0 7098236.7 (6.10e2, 2560:22 , 2) 7098381.4 (2.15e3, 8728, 0)
tai30a 1818146.0 1706789.7 (8.44e2, 1357:21 , 2) 1706814.3 (2.18e3, 2501, 0)
tai30b 637117113.0 598629428.0 (4.90e3, 7388:21 , 2) 598979464.0 (8.21e3, 12701, 0)
tai35a 2422002.0 2216540.3 (2.38e3, 1482:22 , 2) 2216573.2 (3.33e3, 1751, 0)
tai35b 283315445.0 269532369.0 (8.65e3, 6272:21 , 2) 269624118.0 (1.32e4, 8153, 0)
tai40a 3139370.0 2843198.6 (4.52e3, 1223:21 , 2) 2843245.1 (1.90e4, 2801, 0)
tai40b 637250948.0 608808415.0 (3.04e4, 8167:21 , 2) 608955916.0 (3.40e4, 6794, 0)
tai50a 4938796.0 4390743.4 (4.27e4, 3537:21 , 2) 4390862.9 (4.82e4, 2651, 0)
tai50b 458821517.0 431090745.0 (4.86e4, 5072:21 , 2) 431074160.0 (9.20e4, 7300, 0)
sko42 15812.0 15332.6 (1.89e4, 3898:21 , 2) 15332.5 (2.18e4, 3593, 0)
sko49 23386.0 22650.2 (3.62e4, 3383:21 , 2) 22650.4 (5.85e4, 3517, 0)
lipa40a 31538.0 31536.5 (9.24e3, 3062:22 , 2) 31538.0 (1.44e4, 3497, 0)
lipa40b 476581.0 476563.3 (1.18e4, 4405:21 , 2) 476581.0 (4.61e3, 935, 0)
lipa50a 62093.0 62089.6 (5.35e4, 2061:21 , 2) 62093.0 (6.69e4, 3099, 0)
lipa50b 1210244.0 1210195.2 (6.84e4, 2795:21 , 2) 1210244.0 (3.12e4, 1554, 0)
tho40 240516.0 226490.1 (1.82e4, 4826:21 , 2) 226482.4 (1.38e4, 2500, 0)
wil50 48816.0 48121.0 (6.66e4, 5453:21 , 2) 48120.1 (6.97e4, 4178, 0)
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formulation works well for SDPNAL+, it is used in the subsequent experiments on large
scale problems.
The results for large-scale QAPs are shown in Table 4. For most problems, BBCPOP
produced comparable lower bounds with SDPNAL+ while it terminated slightly faster than
SDPNAL+ in many cases. We note that the original QAP is not in the form of (1) to
which BBCPOP can be applied. The results in Table 4, however, indicate that BBCPOP
can solve the Lagrangian-DNN relaxations of very large-scale QAPs with high efficiency.
Finally, we note that various equivalent DNN relaxation formulations for QAPs have
been proposed. The performance of the BP method and SDPNAL+ are expected to
differ from one formulation to another; see Section 7 of [15] for more numerical results and
investigation on the differences in the formulations and the performance of the BP method
and SDPNAL+.
6 Concluding remarks
We have introduced a Matlab software package, BBCPOP, to compute valid lower bounds
for the optimal values of large-scale sparse POPs with binary, box and complementarity
(BBC) constraints. The performance of BBCPOP has been illustrated with the numerical
results in Section 5 on various large-scale sparse POP instances with BBC constraints in
comparison to those of SDPNAL+.
In terms of the number of variables, BBCPOP can handle efficiently larger POPs than
the other available software packages and numerical methods for POPs such as GlotiPoly
[13], SOSTOOLs [32], SparsePOP [38], BSOS [24], and SBSOS [41]. BBCPOP not only
automatically generate sparse DNN relaxations of a given POP with BBC constraints, it also
provides a robust numerical method, BP Algorithm, specially designed for solving the DNN
relaxation problems. This is in contrast to the other software packages such as GloptiPoly,
SparsePOP, SOSTOOLS, BSOS, and SBSOS that need to rely on an available SDP solver.
As a result, their performance depends on the SDP solver chosen. One important feature
of the lower bounds computed by BBCPOP is that it is theoretically guaranteed to be
valid, whereas the lower bounds obtained by the other software packages, however tight
they may be, is not guaranteed to be valid unless the relaxation problem is solved to very
high accuracy.
For general POPs with polynomial equality and inequality constraints, Lagrangian re-
laxations can be applied for BBCPOP. The Lagrangian relaxation approach was successfully
used to solve combinatorial QOPs as shown in [20] and in Section 5.2, and can be extended to
general POPs. General POPs are difficult problems to solve with a computational method.
It has been our experience that only the combination of SparsePOP [38] and the implemen-
tation of the primal-dual interior-point method, SeDuMi [35], could successfully deal with
general POPs of moderate size. Other softwares including SDPNAL+ [42] have been un-
successful to provide valid lower bounds for general POPs because the relaxation problems
are generally highly degenerate. As a future work, we plan to investigate the Lagrangian
relaxation methods together with BBCPOP for solving DNN relaxations of general POPs.
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